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LEXICAL DATABASE OF MULTIWORD EXPRESSIONS IN CZECH1
Abstract. This abstract describes basic features of the representative lexical database of multi-word 
expressions in Czech, called LEMUR. The paper (i) sketchily depicts the content of a database entry 
based on a multifaceted typology of Czech MWEs and (ii) technical aspects of a database entry in 
more detail.
Keywords. Multiword expressions, multifaceted typology, fixedness, flexibility, idiomaticity.
1. Introduction
In this paper, we briefly describe a multifaceted typology of Czech 
multiword expressions (MWE) and a representative lexical database 
(lexicon), named LEMUR, currently (as of June 2019) including more than 
7,000 entries. Both the typology and the database are important for many 
reasons concerning:
(a) lexicography
(b) key NLP tasks such as part-of-speech tagging and parsing, word 
sense and semantic disambiguation
(c) theoretical issues of MWEs as partially fixed units standing between 
lexicon and grammar in general and often having a specific meaning
(d) identification and search of MWEs in corpus data
(e) teaching Czech as a foreign language
(f) other.
In addition to the necessary flexibility in morphology, word order and 
other specific features of Czech as an inflectional language, the typology and 
1 This paper was supported by the Grant Agency of the Czech Republic reg. No. 16-
07473S.
10
the database are designed to be robust so as to account not only for standard 
forms of MWEs but also for their modifications/fragments as a reflection of 
creativity of language users.
In part 2 we describe the adopted typology of MWEs being reflected in 
database entries, and in part 3, a core part, the structure of a database entry 
is outlined.
2. MWE typology reflected in LEMUR
In this section, we very sketchily describe the typology of MWE, i.e. 
the features on various levels of linguistic description we account for in a 
database entry (cf. Hnátková et al. 2017a, Hnátková et al. 2017b for more 
detail).
MWEs can be defined as lexical items that
(a) can be decomposed into multiple lexemes
(b) display lexical, syntactic, semantic pragmatic and/or statistical 
idiomaticity.
Especially the second property is complex and deserves a more detailed 
explanation. However, idiomaticity — in addition to its role in the diagnostics 
of MWEs — and its types can be used to distinguish MWEs as a part of their 
taxonomy.
On the basis of the proposal described in Baldwin et al. 2002, the 
PARSEME project (http://typo.uni-konstanz.de/parseme) categorizes 
MWEs simultaneously according to their:
 • syntactic structure
 • fixedness and flexibility
 • idiomaticity.
We adopt and extend this taxonomy. Most of the extensions are motivated 
by the goal to design a lexical template for MWEs useful for a human user 
as well as NLP applications, but some extensions reflect the properties 
of Czech as an inflectional language with a significant degree of main 
constituent order freedom, relevant also for MWEs. The extensions concern 
the following aspects of MWEs: definition, examples, usage type, valency 
patterns, use of fragments and variants, register/stylistic markedness and a 
more detailed specification of some types (e.g. morphological idiomaticity).
We divide the description of every MWE in the database into two parts 
(cf. a detailed description in Hnátková et al. 2017b with characteristic 
examples):
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 • global properties, describing the MWE as a whole
 • local properties, describing single positions (words) in the MWE. 
The description of global properties consists of:
(i) MWE lemma, typically as a sequence of individual MWE 
components
(ii) MWE definition explaining the MWE’s meaning
(iii) relevant examples found in corpora of Czech
(iv) basic part-of-speech pattern as a sequence of extended part-of-
speech codes
(v) syntactic structure expressed as a dependency tree and a phrase-
structure tree
(vi) word order variability
Type of MWE according to three different categorizations:
 • Usage/global type characterizing a MWE as being one of the following 
kinds: term, proverb, saying/locution, citation, comparison/simile, 
other
 • Idiomaticity describing the degree of MWE’s idiosyncrasis on the 
morphological, syntactic, semantic, lexical and pragmatic level, and 
also mere statistical idiomaticity (concerning fixed and semantically 
compositional collocations)
 • Syntactic type concerning a categorization of MWEs as to their core 
syntactic structure (noun-headed phrase, adjectival phrase…) With-
in the MWE syntactic description we also account for
(i) possible syntactic transformations of MWEs: 
o passivization: MWE can/cannot be passivized
o topicalization: MWE can/cannot be topicalized
o nominalization: MWE can/cannot be nominalized
o adjectivization: MWE can/cannot be adjectivized
o Reflexivization
(ii) valency of the entire MWE: (vzít zavděk ‘be happy with’) + NPIns
(iii) MWE  fragments and roots: Some MWEs occur in texts as 
fragments, therefore MWEs should be recognizable via two or 
more characteristic words, called roots.
The description of local properties concerns features of every MWE 
word/component:
(i) fully morphologically disambiguated word forms where appropri-
ate
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(ii) morphological variability — every morphologically variable word 




(v) internal syntactic modifiability
(vi) negation/affirmation
3. Database entry
In this part we describe technical aspects of a database entry, i.e. an im-
plementation of abovementioned properties we account for (cf. Vondřička 
(in press)).
3.1 Slots and fillers
A MWE consists of two or more components, i.e. words. They may be 
more or less fixed since components may be realized:
 • by one particular word/lexeme, or
 • by a selection of several different words/lexemes.
They can be formed by
 • any lexeme
 • a whole phrase
of a particular type.
Moreover, they may be
 • freely inflected/modified, or
 • subject to various restrictions.
Therefore, each MWE is defined via its components and their various 
possible realizations.
The entry pattern is specified by means of slots and fillers. Each slot rep-
resents a single component of the MWE (pattern), which constitutes the 
syntagmatic dimension of the MWE. Slots consist of fillers and slot-specific 
features, with fillers representing the paradigmatic dimension of the compo-
nents: the possible variants which may be used to realize a particular com-
ponent. The primary role of fillers is to represent actual (terminal) tokens to 
be matched in the data. As the tokens in the corpora of Czech are annotated 
by a combination of positional attributes (lemma and tag) and their values, 
the fillers are defined by them as well.
13
Examples are shown in Table 1:




in nominative singular or plural
lemma="hodit"
tag="V"
verb hodit ‘throw / suit’
in any form
tag="AA" any common adjectivein any form
The fillers may actually declare just any arbitrary positional attributes 
used to identify the matching tokens. Other restrictions (e.g. syntactic ones), 
such as possible word order, modifications or transformations, are defined 
by additional features.
The attributes to be matched may also be underspecified: the tag value 
may contain just a prefix referring to the part-of-speech or a regular expres-
sion to match a custom choice of acceptable morphological forms. Specifi-
cation of the lemma may be completely avoided if any lexeme of some par-
ticular part of speech or morphological category may fill the position — an 
open slot, but its presence is still necessary (or typical) for the identification 
of the MWE (cf. examples in Table 1). Moreover, the filler may provide its 
own additional features.
For strictly fixed expressions, a slot mostly contains only one possible 
filler defining a particular type of token to be matched. More flexible ex-
pressions may contain a list of several synonymous/alternative fillers. As the 
fillers may also have their own features, it is possible to document e.g. their 
actual relative usage or further individual effects on the other slots or on 
the MWE as a whole. Such slots can be classified as fixed (closed). In case of 
relatively open slots, the fillers may be underspecified as mentioned above. 
They may also represent only the most typical representatives of a relatively 
open semantic class. This is relevant in cases where such a group of accept-
able fillers cannot be fully defined formally in an explicit way: this third kind 
of slots is called semi-open. Such incomplete description can currently only 
be of limited use for a NLP parser, but it will still remain a useful hint for 
human users of the database.
If a slot/filler is to represent a whole phrase of some type (e.g. in the case 
of valency elements), a combination of positional attribute values to match 
one single token cannot be used any more. Specific features to define the 
14
phrase type (restriction) are necessary instead. Such a description can be 
useful for human users and later also for possible higher-level parsers oper-
ating also at the syntactic level.
3.2 Features and their classification
Features are generic pairs of type (name) and value. For easier organiza-
tion and systematization of various types of features, we use a hierarchical 
system of specification of the type by means of a path in an arbitrary hi-
erarchy of features, using colon as the separator. At the top level, features 
are classified as morphological, syntactic, semantic, statistical, related to the 
form, purely user-oriented or editor-oriented notes, etc. Further levels are 
divided as needed: as specific groups of features, source of data, by particu-
lar theory, etc. This also makes it possible to store multiple similar features 
from different sources (or for different purposes) at the same time.
If multiple alternative values of some type of feature are to be included, 
custom subspecification may be used. This concerns primarily user notes, 
examples from real texts or statistical values. For example, the basic type 
of features for absolute frequency :stat:fq:abs is expected to be extended by 
additional custom subspecification of the corpus (and possibly subcorpus) 
used to acquire the frequency value, e.g. :stat:fq:abs:CNC:fiction. Thus the 
database can be searchable by features both using underspecification of the 
type (by means of a path prefix) or its full (sub) specification as needed.
3.3 Tree structures
In the database, tree structures such as dependency and constituency 
structure of a MWE expression are accounted for as well. Dependency re-
lations between the components can easily be recorded in the form of slot 
features. One single feature is needed as a reference to the parent slot and 
another one to identify the syntactic function of the component. Such rela-
tions can easily be projected into a resulting tree structure.
Constituency trees, however, need non-terminal nodes and we need to 
be able to refer and assign features to them as well. Therefore, they are repre-
sented by standalone objects in the database, equivalent to the slots. That is 
the reason why just the grouping of components by means of features would 
not be a satisfactory solution.
The flat structure of slots and fillers excludes nesting. Previously, we have 
suggested to use recursive structures for lexical descriptions, where fillers 
can branch into further sequences of “subslots.” However, indexing and que-
rying recursive data structures is still a very demanding task not well sup-
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ported by the current database and search engines. Therefore the idea was 
abandoned. Instead, we decided to keep to the flat structure, but to allow 
fillers to refer to a sequence of other slots by means of their identifiers (la-
bels). This makes it possible to add non-terminal fillers (and their respective 
non-terminal slots).
Various advantages and disadvantages emerge from this design: index-
ing and searching for both terminal and non-terminal nodes is equally sim-
ple, but traversing relations between them in a single query is not supported 
by the search engine.
This means that searching for MWEs via their structure — e.g. by syn-
tactic (or other) relations — would be difficult to implement. Currently, we 
do not expect the need to search the database by tree structures, but if nec-
essary, the structures can be reconstructed for all entries, encoded into some 
kind of searchable patterns and indexed separately by the same or a more 
appropriate engine. Another advantage is the possibility to record several 
independent tree structures within a single entry, which corresponds well 
to the requirement of multifunctionality. A partial disadvantage is the po-
tential need for treatment of possible partial trees, overlapping trees and 
orphan nodes.
4. Conclusion
In this paper, a complex typology of MWEs in Czech and MWE 
representative database were briefly presented. The stress was laid on 
the description of a database entry (part 3). The database is constantly 
developed, i.e.
(i) it is enhanced with new MWEs identified in SYN-series corpora 
of contemporary Czech (Czech National Corpus Project: http://
korpus.cz), and
(ii) the content of database entries is refined and enhanced with new 
features.
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ОБЩИЕ ВОПРОСЫ КОРПУСНОЙ ЛИНГВИСТИКИ 
 
GENERAL ISSUES OF CORPUS LINGUISTICS
А. Евдокимова, Ю. Николаева
A. Evdokimova, Yu. Nikolaeva
НЕМАНУАЛЬНЫЕ ДВИЖЕНИЯ В КОММУНИКАЦИИ  
И ИХ КОМПЛЕКСНОЕ ОПИСАНИЕ
NONMANUAL COMMUNICATION MOVEMENTS AND THEIR 
INTEGRATED ANOTATION
Аннотация. В статье предлагается система описания движений локтей и их взаимосвязь с дви-
жениями плеч, корпуса и ног. Статья призвана дополнить существующие подходы к описанию 
жестов в коммуникации и уточнить систему аннотации мануальных жестов. Предлагается единый 
подход, учитывающий формальные признаки рассматриваемых движений, их коммуникативную 
роль и взаимосвязь с другими движениями; кроме того, рассматриваются индивидуальные осо-
бенности кинетического поведения.
Ключевые слова: мультиканальная аннотация, жесты, движения плеч, движения локтя.
Abstract. The article presents a framework for annotation of elbow movements and their inter-
connections with shoulders, torso and legs movements. We propose a united approach considering 
formal features of these movements, their function in communication and alignment with move-
ments of other body parts. In addition, we consider individual characteristics of kinetic behavior in 
communication.
Keywords: multichannel annotation, gesticulation, elbow movements, shoulder movements.
1. Введение
С середины XX века наблюдается рост интереса к жестам со сторо-
ны лингвистики (хотя уже со времен античность роль жестов, сопро-
вождающих речь, привлекала внимание разных авторов). При этом 
под жестикуляцией понимаются в основном или даже исключительно 
жесты рук, а еще точнее, движения кистей рук [см. напр. McNeill 1992]. 
В  нашей работе мы рассматриваем и  другие кинетические каналы: 
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движения головы, локтей, плеч, туловища и ног. Данная статья анон-
сирует метод, благодаря которому в  рамках единого подхода могут 
быть описаны все движения в процессе естественной коммуникации, 
на примере анализа комплекса движений, возникающих в кинетиче-
ских каналах в момент движений локтей.
2. Метод и материал
Мы использовали для исследования корпус [www.multidiscourse.
ru], «Рассказы и разговоры о грушах» [Кибрик, Федорова 2018]; видео-
записи этого ресурса содержат пересказы «Фильма о грушах» У. Чейфа 
[Chafe 1980]. В каждой сессии участвовало 4 человека: Рассказчик (N), 
смотревший фильм, должен был передать его содержание Пересказ-
чику (R), не видевшему фильма. Комментатор (C) тоже видел фильм 
и после рассказа N мог добавлять и поправлять его, а R мог задавать 
им любые вопросы. После этих двух этапов (рассказ и  обсуждение) 
наступал третий, когда к  участникам присоединялся Слушатель (L), 
и R описывал ему содержание фильма. 
Рассмотренный нами материал состоял из 3 записей (04, 22 и 23). 
Каждая запись включала данные трех видеокамер, направленных на 
трех первых участников (N, C, R) и одной общей видеокамеры для по-
следнего (L), таким образом общая длительность изученного видео 
составила 240 минут. Для всех участников были размечены движения 
кистей рук, локтей, головы, плеч, корпуса и  ног в  программе ELAN. 
Анализ указанных аннотаций и  послужил материалом для выводов 
и наблюдений, предложенных ниже.
3. Движения локтя
Традиционно движения локтей, в большей или меньшей степени, 
включались в движения рук, т. е. не различались движения кисти руки 
и руки от плеча [см. напр. McNeill 1992]. Однако это не всегда было 
правильно с позиций точности описываемых явлений: иногда движе-
ние локтя не сопровождалось заметным движением кисти рук.
В соответствии с принятым нами подходом движения локтя делят-
ся на жесты и адапторы в зависимости от того, выполняли движения 
коммуникативную функцию, или их целью был комфорт говорящего; 
кроме этого, движение может быть отнесено к сменам положения.
Помимо этих трех типов движений, инициированных в  рассма-
триваемом канале, могут быть движения, инициированные в другом 
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кинетическом канале, называемые эхо (например, короткие кивки го-
ловой при смехе, или подскок руки вверх, когда она слишком резко 
опустилась на колени) и перемещения (например, смещение головы, 
вызванное движением корпуса, когда не были никак задействованы 
мышцы шеи). Применительно к рукам эхо и перемещения считаются 
несущественными с точки зрения их роли в коммуникации и не от-
мечаются систематически, однако они играют большую роль, когда 
рассматриваются движения головы. В описании движений локтя мы 
будем придерживаться того же подхода, что и при аннотировании же-
стов рук, выделяя только движения, инициированные внутри этого 
канала.
Также важно разграничить движения локтя и движения рук, опи-
сываемые в мануальной аннотации. Мы выделяем только такие дви-
жения локтя, амплитуда которых больше амплитуды смещения кисти 
на том же временном отрезке, при этом они не являются частью вспо-
могательной фазы для жеста руки.
4. Результаты
Как следует из изученного материала, существенная часть движе-
ний локтя выполнена левой рукой, хотя все участники записи правши. 
Еще одно наблюдение, опровергающее стереотипный взгляд на жесты, 
состоит в  том, что нередко жест локтя продолжается, когда говоря-
щий уже закончил свою реплику и выступает в роли слушающего, что 
крайне нетипично для жестов рук.
При том, что выразительность таких движений гораздо меньше, 
чем у жестов рук, жесты локтя также могут передавать некоторую до-
полнительную информацию: например, прагматическую (подчерки-
вая замечание о завершении монолога, или призывая другого участ-
ника высказаться).
У каждого участника есть свой достаточно стереотипный набор 
движений (например, участник с  кодом 04C1 опирается локтями на 
колени, его самые частые движения  — опереться локтями на бедра, 
при этом локти иногда соскальзывают; участник 04N делает движение 
локтем от себя, сопровождая или подчеркивая жесты). 
Если сопоставить количество движений локтей и  движений рук 
у каждого участника, получается следующая картина (см. табл. 1).
1 Код участника состоит из номера записи (04, 22 или 23) и буквы, обозначающей 
роль участника.
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адапторы % Локти жесты Руки жесты  %
04C 8 172 4,7 % 1 105 1,0 %
04N 3 200 1,5 % 12 502 2,4 %
04R 6 234 2,6 % 44 557 7,9 %
22N 2 64 3,1 % 0 362 0,0 %
22R 2 180 1,1 % 4 145 2,8 %
23C 1 89 1,1 % 8 167 4,8 %
23N 1 122 0,8 % 5 405 1,2 %
23R 5 135 3,7 % 54 297 18,2 %
При анализе сопутствующих жестам и  адапторам локтей движе-
ний, происходящих в  других кинетических каналах (цефалическом, 
канале туловища, плеч и канале ног) были выявлены следующие зако-
номерности. Для большинства испытуемых движение локтя дает эхо 
в  соответствующем плече, и  плечо изменяет свое положение в  про-
странстве. В некоторых случаях (около 15 %) инициатором движения 
локтя выступает плечо, и  формально это либо перемещение, либо 
эховое движение локтя. В  цефалическом канале может происходить 
наложение на движение локтей собственно жестов головы и эховых 
движений или перемещений, в зависимости от особенностей цефали-
ческого портрета испытуемого. В канале туловища встречается либо 
подстройка туловища под движения локтей, чаще всего наклоны впе-
ред или назад, либо эховые движения, которые в свою очередь могут 
наложится на собственные жесты корпуса. В  канале ног при опоре 
локтей на них у  многих испытуемых отмечается синхронизация ног 
друг с другом и отзеркаливание движений локтей. Так, например, 4С 
то сдвигает ноги, то раздвигает, а 4R то поднимает колени, то опускает. 
Возможны и  другие стратегии, которые будут более подробно разо-
браны в  докладе с  соответствующими корреляциями общих поз ис-
пытуемых.
Приведем некоторые примеры из анализа наших материалов. Так 
большая часть движений локтя у участника 4С — это адапторы в сле-
дующей позе: локти опираются на ноги, поставленные на ширине 
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плеч. В момент, когда физиологически опора перестает быть удобной, 
и левый локоть меняет свое положение, в других каналах происходит 
следующее: правая нога синхронизируется с левой и делает зеркаль-
ные движения, левая нога подстраивается под локоть, чаще всего дву-
мя движениями, левое плечо поднимается вслед за локтем, перемеще-
ние и эхо в корпусе, в голове — эхо от корпуса. Если меняет позу пра-
вый локоть, то корпус смещается сначала вперед и затем назад, голова 
перемещается, в ногах сначала эхо, потом правая нога подстраивается 
под локоть, а левая синхронизируется с ней. Когда локти не опираются 
на колени, и руки сложены на груди, то при смене позы из всех кана-
лов двигается только соответствующее плечо. 
Для 4N типической оказывается поза, когда кисть левой руки опи-
рается на коленку, что приводит к эху в голове от сопутствующих дви-
жений корпуса. При этом чаще всего плечи идут вверх и участвуют 
в  движении. В  некоторых случаях движения локтя сопровождаются 
жестом плеча и разворотом головы и корпуса. 23R сидит, держа ноги 
на ширине плеч, локти упираются в бедра. У него часто наблюдается 
наклон корпуса вперед или назад, вместе с  корпусом перемещается 
голова, иногда она подстраивается под корпус и наклоняется вместе 
с ним.
Согласно нашим наблюдениям, очень часто движения локтя вхо-
дят в вертикальные кластеры жестов, которые собираются в разных 
каналах, подобно описанным нами на примере взаимодействия цефа-
лического и мануального каналов [см. Евдокимова, Николаева, Сухова 
2019].
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СОЗДАНИЕ БОЛЬШОГО КОРПУСА ТЕКСТОВ БЕЛОРУССКОГО 
ЯЗЫКА И ЕГО ИСПОЛЬЗОВАНИЕ  
ДЛЯ ИЗУЧЕНИЯ БЕЛОРУССКОГО ЯЗЫКА И ЕГО СВЯЗИ С ДРУГИМИ 
ЯЗЫКАМИ ЕВРОПЫ
THE CREATION OF THE LARGE CORPUS  
OF BELARUSSIAN LANGUAGE AND THE USE OF IT FOR THE 
INVESIGATION THE BELARUSSIAN LANGUAGE AND ITS CONNECTION 
WITH THE DIFFERENT LANGUAGES OF EUROPEAN
Аннотация. Созданный корпус текстов включает письменные источники двух жанров: художе-
ственную литературу (проза, драма, стихи) и публицистику (газеты, журналы). Этот корпус состоит 
из тегированного корпуса текстов белорусского языка, содержащего 1 млн словоупотреблений, 
и трех параллельных тегированных подкорпусов текстов: русско-белорусского, англо-белорус-
ского и немецко-белорусского. Каждый из них содержит по 300 000 словоупотреблений. Для 
возможности извлечения из этих подкорпусов различной лексической, грамматической и струк-
турной информации, и ее автоматической обработки созданы 4 компьютерные программы для 
обработки белорусского корпуса текстов и 8 компьютерных программ для работы с параллель-
ными корпусами текстов.
Ключевые слова. Художественный, публицистика, белорусский корпус, тегированные подкорпу-
сы, текст, компьютерные программы.
Abstract. The organized corpus of texts included the texts of belles letters and political. The corpus 
of Belarussian languages included 1 mln words and three podcorpuses have on 300 000 words. In 
order to extract of linguistic informations from these corpuses was make 12 computer programs.
Keywords. Corpus, text, Belarussian language, words, computer program.
В последние годы компьютеры все больше используются для реше-
ния различных лингвистических задач. На этом пути ярко выявились 
те проблемы, которые компьютер не может решить, имея в  памяти 
отдельные тексты или словари. Все чаще взоры исследователей об-
ращаются к корпусам текстов, содержащим в себе множество текстов 
различного типа и определенную информацию о каждом тексте, пред-
ложении и слове. По этим проблемам издаются специальные журна-
лы, монографии и  сборники статей, ежегодно проводятся научные 
конференции.
Понятие «корпус текстов», как и  большинство лингвистических 
понятий, не имеет единого общепринятого определения. Авторы 
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впервые созданного в 1963 году корпуса текстов («Брауновский кор-
пус») У. Френсиз и Г. Кучера употребили это понятие в значении «со-
вокупность текстов, считающаяся представительной для данного 
языка, диалекта или другого подмножества языка, предназначенная 
для лингвистического анализа». Этот корпус состоял из 500 отрывков 
разных текстов печатной прозы США, каждый из которых содержал 
2000  словоупотреблений. Они представляли 15  наиболее массовых 
жанров англоязычной печатной прозы 60-х годов.
При составлении этого корпуса текстов его авторы выдвинули ряд 
специфических критериев отбора текстов в корпус текстов [5]:
 • наличие определенных требований к авторам текстов, отбирая 
тексты, они выбирали таких авторов, которые были носителями 
американского варианта английского языка;
 • определенные требования к физической структуре отбираемых 
отрывков текстов, например, если в тексте были диалоги, то они 
должны занимать менее половины объема отрывка;
 • сохранение временного интервала написания текстов (У. Френ-
сиз и Г. Кучера отбирали тексты, изданные только в 1961 году);
 • наличие специальной методики количественного отбора жан-
ров и отдельных текстов в жанры, при создании Брауновского 
корпуса отбор отрывков текста проводился с  учетом вероят-
ностной процедуры;
 • специальная предварительная обработка текстов с  целью воз-
можности их дальнейшей компьютерной обработки.
Обобщая эти критерии, последующие исследователи выдвинули 
пять минимальных базовых качеств, делающих некоторое множество 
текстов — корпусом текстов. К их числу относят следующие качества 
[6]:
 • расположение множества текстов на магнитном носителе;
 • наличие определенной процедуры отбора текстов в корпус тек-
стов;
 • единая методика представления сведений о текстах и их едини-
цах на магнитном носителе;
 • конечный размер корпуса текстов;
 • репрезентативность множества текстов, входящих в корпус.
Цикл исследований, связанных с правилами организации текстов 
в корпус, разработкой алгоритмов анализа таких текстов в рамках не-
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которой научной методологии получил название корпусная лингви-
стика [1].
В отличие от других приемов и способов проведения лингвисти-
ческих исследований, корпусной анализ характеризуется следующими 
особенностями:
 • он является исключительно эмпирическим, так как опирается 
на анализ реальных примеров, использованных в естественных 
текстах;
 • его основой является, как было отмечено выше, специальным 
образом построенное большое собрание текстов естественных 
языков;
 • он широко использует компьютерный анализ, в том числе авто-
матический, и интерактивные приемы;
 • он опирается на количественный и качественный приемы.
Достаточно большой опыт работы с корпусами текстов показыва-
ет, что с их помощью можно по-новому решить целый ряд лингвисти-
ческих задач:
 • в лексикографии и  лексикологии (для составления различных 
словарей, определения значений многоязычных слов, выявле-
ния ассоциативных связей слов в  тексте, выявление терминов 
и терминологических словосочетаний и т. д.);
 • в грамматике (для определения частоты употребления грамма-
тических морфем в  текстах различного типа, выявление наи-
более употребляемых типов словосочетаний и  предложений, 
определения частоты употребления классов слов и т. д.);
 • в лингвистике текста (для дифференциации типов текста, соз-
дание конкордансов, выявление связи между предложениями 
в абзацах и между абзацами и т. д.);
 • при автоматическом переводе текстов (для поиска контекстов 
слов, имеющих несколько переводных эквивалентов, поиска 
переводных эквивалентов терминологических и фразеологиче-
ских словосочетаний в параллельных текстах и т. д.);
 • в учебных целях (для выбора цитат, отдельных произведений 
и  примеров, используемых в  процессе создания учебников 
и учебных пособий и т. д.).
Известны данные о  корпусах текстов английского, немецкого, 
французского, испанского языков, создаваемых в рамках таких круп-
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ных научных объединений как ELRA (European Language Resources 
Association) и  TELRI (Trans-European Language Resources Infrastruc-
ture). Участники этих объединений подготовили сотни различных 
корпусов, как письменных текстов, так и устной речи. Менее извест-
на информация о корпусах текстов славянских языков. Такие корпуса 
создаются в России, в Германии, Финляндии, на Украине и в других 
государствах [3].
Корпусная лингвистика в Республике Беларусь стала быстро разви-
ваться с 2007 года в результате активного сотрудничества Института 
языка и литературы Национальной Академии наук Беларуси и Мин-
ского государственного лингвистического университета.
Для создания большого корпуса текстов белорусского языка были 
отобраны тексты 15-и белорусских писателей и поэтов. Публицистика 
в создаваемом корпусе белорусских текстов была представлена статья-
ми из таких газет и журналов как «Звязда», «Літаратурная Беларусь», 
«Новы час» и некоторых других за 2006–2010 годы.
Как показали результаты использования различных корпусов тек-
стов для их практического лингвистического анализа, многие лингви-
стические задачи с их помощью не могут быть решены, если тексты 
и их составляющие не имеют специальных индексов (тегов). В созда-
ваемом корпусе текстов были приняты следующие группы признаков 
для тегирования:
1) признаки для кодирования всего корпуса текстов;
2) признаки для кодирования отдельных текстов;
3) признаки для кодирования предложений;
4) признаки для кодирования словосочетаний;
5) признаки для кодирования слов;
6) признаки для кодирования морфем в словах.
Каждая из этих групп включала от 4 до 12 различных конкретных 
признаков [2].





В первом случае каждое словоупотребление текста, каждое слово-
сочетание и  предложение вручную снабжаются необходимым набо-
ром индексов.
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При полуавтоматической разметке компьютерная система по ре-
зультатам работы заложенных в  систему программ автоматическо-
го морфологического и  синтаксического анализа дает словоформам 
и предложениям текста определенные индексы. Затем результат такой 
автоматической разметки высвечивается на экране, и лингвист прово-
дит корректировку полученной разметки.
При полностью автоматической разметке весь набор необходимых 
индексов приписывается единицам текстов автоматически. Разрабо-
тан целый ряд систем для такой автоматической разметки единиц тек-
ста [6].
Для возможности в последующем обмена информацией с другими 
странами при разработке корпуса текстов белорусского языка принят 
стандарт CES (Corpus Encoding Standard), который широко использу-
ется при разработке европейских проектов MULTEXT 135 и EAGLES 
(Expert Advisory Group on Language Engineering Standard) в сотрудни-
честве с американским партнером Vassar College и французским пар-
тнером CNRS (Centre National de la Recherche Scientifique).
Этот стандарт еще удобен тем, что он специально создан для ав-
томатического решения задач прикладной лингвистики, машинного 
перевода, лексикографии и т. п.
«Приписывание» тегов всем словоупотреблениям белорусских тек-
стов проводилось автоматически с опорой на существующий базовый 
словарь белорусского языка.
В результате был создан тегированный корпус текстов современно-
го белорусского языка объемом в 1 млн словоупотреблений.
Помимо описанного корпуса текстов белорусского языка, кафедра 
информатики и прикладной лингвистики МГЛУ создала 3 параллель-
ных тегированных подкорпусов текстов: русско-белорусский, англо-
белорусский и немецко-белорусский, каждый объемом в 300 000 сло-
воупотреблений. Тегирование словоупотреблений используемых при 
этом белорусских текстов, а также их переводов на русский, англий-
ский и немецкий языки проводилось в следующей последовательно-
сти: 
A. для каждого текста, включаемого в подкорпус, компьютер стро-
ил его алфавитный словарь словоформ;
B. специалисты по белорусскому, русскому, английскому и немец-
кому языкам «приписывали» словоформе весь необходимый 
набор признаков, в тех случаях, когда конкретная словоформа 
не могла быть описана однозначным набором признаков, ей 
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«приписывается» два таких набора признаков, отделяемых друг 
от друга наклонной чертой (/).
Для возможности использования белорусского корпуса текстов 
для извлечения различной лингвистической информации нами были 
созданы 4  компьютерные программы. 8  компьютерных программ 
были созданы для автоматического извлечения лингвистической ин-
формации из  параллельных корпусов текстов. Так, они могут стать 
основой для совершенствования систем машинного перевода текстов 
с различных языков на белорусский язык:
 • для постоянного пополнения автоматического двуязычного 
словаря;
 • при автоматическом разрешении лексической неоднозначно-
сти;
 • для автоматического разрешения синтаксической неоднознач-
ности;
 • при создании систем автоматического перевода с  переводче-
ской памятью;
 • при автоматическом сопоставлении переводного конкорданса;
 • при автоматическом переводе терминологических словосочета-
ний, фразеологизмов и идиом.
Созданный тегированный корпус текстов белорусского языка 
и  3  параллельных белорусско-иноязычных подкорпуса текстов от-
вечают самым последним требованиям, предъявляемым к  корпусам 
текстов. Для возможности обмена информацией, содержащейся в соз-
данных корпусах текстов, с информацией, представленной в корпусах 
текстов других стран, в наших корпусах принят стандарт тегирования 
CES (Corpus Encoding Standart), который был широко использован 
при разработке аналогичных европейских проектов MULTEXT 135 
и  EAGLES (Expert Advisory Group of Language Engineering Standart) 
в сотрудничестве с американским партнером Vassar College и француз-
ским партнером CNRS (Centre National de la Reckosche Scientifique) [4].
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REVITA: ИЗУЧЕНИЕ ЯЗЫКА НА ОСНОВЕ КОРПУСНЫХ ПОДХОДОВ 
REVITA: CORPUS-BASED LANGUAGE TEACHING TOOL
Аннотация. Статья посвящена описанию системы Revita, которая создается в Хельсинском уни-
верситете. Система представляет собой новаторский подход к  проведению индивидуальных 
тестов и  индивидуализированных упражнений, для создания которых активно используются 
корпуса и инструменты автоматического анализа текста. Данные, собранные в процессе исполь-
зования системы, открывают путь к индивидуальному подходу в изучении языка, к описанию 
индивидуальной грамматики ученика. 
Ключевые слова. корпусные методы в преподавании языка, компьютерные средства обучения, 
тестирование.
Abstract. This article describes Revita, a system for assisting language learners, being developed at 
the University of Helsinki. The system employs a novel approach to progress assessment of learners 
of foreign languages, and uses both corpus data and NLP tools to automatically generate random-
ized exercises targeting the learner’s level of competency. The data collected from L2 learners offers 
opportunities and challenges in studying individual grammar from both applied and theoretical 
perspectives.
Keywords. computer-assisted language learning (CALL), intelligent tutoring systems (ITS), NLP tools, 
corpus-based
0. Изучение языка с  помощью компьютера (англ. computer-aided 
language learning, CALL) было предложено уже в 50-ые годы прошлого 
века и тех пор существенно продвинулось благодаря стремительному 
развитию информационных технологий (Hart 1981; Carol&Jamieson 
1983). В настоящее время существуют сотни программ для изучения 
языка — бесплатных и коммерческих, простых и сложных, для начи-
нающих и  экспертов. Некоторые программы не просто используют 
компьютер как средство обучения, но опираются на современные до-
стижения в области корпусной лингвистики и автоматической обра-
ботки языка (Nagata 2002, Heift 2001). Такие системы могут быть на-
званы интеллектуальными обучающими системами. Одной из таких 
систем посвящена настоящая статья.
1. REVITA (revita.cs.helsinki.fi)
Revita является открытой интернет-платформой, предназначен-
ной прежде всего для поддержки исчезающих языков путем включе-
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ния учащегося в активное освоение или развития языковых навыков 
(Katinskaia et al. 2018). Инструмент предназначен прежде всего для лю-
дей, которые уже обладают определенной компетенцией в языке, и не 
подходит для начинающих изучать язык. Модуль русского языка явля-
ется самым продвинутым, на его примере мы представим всю систему. 
Модуль состоит из двух частей, тесно взаимосвязанных и создающих 
основу для контроля и развития индивидуальной грамматики: систе-
ма проверки языковой компетенции и языковые упражнения.
1.1. Проверка языковой компетенции
Тесты предназначены для контроля прогресса языковых навыков. 
Первоначально они были разработаны на Отделении современных 
языков Хельсинкского университета для использования в  процессе 
обучения финских студентов (Мустайоки 2001, Копотев 2010). В про-
екте Revita они адаптированы к нуждам студентов с любым родным 
языком. В своей методической части тесты опираются на процессин-
говую модель в  обучении (англ. processing model) и  восходят к  так 
называемым тестам прогресса (англ. progress tests), которые давно 
применяются, например, в  учебных программах подготовки врачей. 
Основные особенности созданного нами теста, которые выделяют его 
из многочисленных способов тестирования языковых знаний, описа-
ны ниже.
Задания для студентов выбираются из объемной базы данных, со-
держащей в настоящий момент около 3,5 тыс. заданий по разным те-
мам: от склонения и спряжения до правописания. Перед тестировани-
ем преподаватель и/или студент может определить, какое количество 
заданий и  по какой теме следует выбрать; существует возможность 
контролировать их общее количество, время, отведенное на ответы, 
и некоторые другие параметры. Выбор конкретных вопросов из базы 
осуществляется компьютером автоматически. В  настоящий момент 
















Каждый раздел, в свою очередь, представлен развернутым списком 
тем. Все задания в тесте представляют собой вопросы с несколькими 
вариантами ответов  — так называемый multiple choice  — самая рас-
пространенная на сегодняшний день форма, применяемая во множе-
стве тестов (Kehoe 1995). Каждая сессия содержит определенное пре-
подавателем количество заданий, на выполнение каждого отводится 
по умолчанию 15 секунд (последнее сделано для того, чтобы учащийся 
не имел возможности проверить ответ). 
В ходе тестирования задания даются в случайном порядке, однако 
в конце теста студент получает распределенные по темам и уровням 
сложности результаты, которые сохраняются в базе данных, что по-
зволяет студенту уже во время второго тестирования получить све-
дения о прогрессе своих языковых навыков. Результат содержит как 
обобщенную оценку — процент правильных ответов, так и детальную 
картину ответов по всем темам, включенным в сессию.
Безусловно, на выполнение теста влияет и темп выполнения зада-
ний, и внимательность, и усталость от теста. Именно поэтому по каж-
дой микротеме предлагается не менее трех вопросов, что дает возмож-
ность получить более надежные результаты. Наконец, важно отметить, 
что тест можно сдать в любом месте в любое удобное время. Конечно, 
в таких условиях существует возможность для разного рода манипуля-
ций, но, как показала практика, ограничение по времени и ясная моти-
вировка приводят к тому, что студенты проходят тесты самостоятель-
но и  без подсказок. Одним из  главных преимуществ разработанной 
системы тестов является возможность продолженной оценки уровня 
знаний. Такой тонкий контроль динамики позволяет не только оце-
нить прогресс в  освоении, но  и  предложить индивидуальный набор 
заданий, за которые отвечает второй модуль нашей системы.
1.2. Генерация индивидуальных упражнений
1.2.1. Основная идея этой части системы — стимулирование актив-
ного использования языка на основе текстов. Под этим мы подразуме-
ваем активное продуцирование языковых форм в контексте, а не пас-
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сивное впитывание языковых примеров или правил. Система предна-
значена для изучения и  грамматики, и  лексики, и  орфографических 
правил. Упражнения, которые предлагает система, включают тесты 
на заполнение пропусков, выбор правильного ответа, кроссворды, за-
дания на карточках и  т. д. Ключевой особенностью системы являет-
ся возможность загрузить тексты по выбору и  создать собственную 
библиотеку. Мы считаем, что индивидуальный выбор текстов значи-
тельно повышает мотивацию студента, его вовлеченность в процесс 
обучения. В то же время студенты и учителя могут делиться текстами 
или использовать заранее подготовленную библиотеку. 
По сути, система дает возможность создать собственный корпус 
текстов разной степени сложности и автоматически обрабатывает его 
с помощью стандартных инструментов языкового анализа: морфоло-
гического, синтаксического и коллокационного. Для этого использу-
ются различные инструменты компьютерной обработки текста, ос-
новная обработка русских текстов осуществляется с помощью морфо-
логического анализатора Crosslator (Klyshinsky et al. 2011). На основе 
выполненного анализа система автоматически создает упражнения: 
карточки, кроссворд, грамматические упражнения и т. д., которые мы 
опишем ниже. 
1.2.2. Первый тип заданий  — грамматические упражнения. Для 
создания упражнений для всех токенов в тексте делается автоматиче-
ский морфологический анализ и лемматизация. После этого система 
извлекает из текста токены, которые становятся основой для упраж-
нений. Темы для упражнений могут быть заданы учителем или самим 
учащимся, однако гораздо более полезной является возможность их 
генерации на основе тех результатов, которые студент получил в ходе 
выполнения теста. Таким образом студент получает индивидуальный 
набор упражнений, которые создаются на основе фрагмента текста 
объемом в 10–30 слов, или 1–5 предложений. В полученном упражне-
нии часть слов убрана и заменена одним из двух типов заданий: выбор 
ответа из списка или генерация правильной формы на основе пока-
занной начальной формы.
При создании грамматических заданий существует одно суще-
ственное ограничение: токены, которые не могут быть однозначно 
приписаны одной лемме, на данный момент игнорируются: например, 
форма жил омонимична и имеет два морфологических разбора: про-
шедшее время глагола жить и  родительный падеж множественного 
числа существительного жи́ла. Такие случаи игнорируются и  не вы-
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бираются для дальнейших упражнений. Система анализирует выпол-
нение упражнений и, основываясь на индивидуальных результатах, 
предлагает упражнения разной степени сложности, например, выбор 
правильной формы из предложенных или создание формы при задан-
ной лемме, или создание правильной формы без подсказок. Все отве-
ты, правильные и неправильные, сохраняются в системе. Персональ-
ная история учащегося служит основой для выбора заданий для него: 
например, упражнения, на которые студент никогда не отвечает пра-
вильно, отмечаются, но не предлагаются студенту в текущую сессию; 
упражнения, на которые студент отвечает иногда правильно, иногда 
нет, получают приоритет и т. д. Для каждого нового задания создаются 
новые наборы упражнений, так что у студента нет возможности про-
сто вызубрить формы в контексте.
1.2.3. Второй тип — карточки, предназначенные для изучения но-
вых слов. Выполняя все виды упражнений, студент может нажать на 
слово и получить его перевод на выбранный язык. Слова, перевод ко-
торых запрашивает ученик, рассматриваются как незнакомые и тре-
бующие дополнительного внимания. Все они включаются в набор кар-
точек, связанных текстом, в котором они встретились, а также в набор 
всех карточек для изучаемого языка. Каждая карточка содержит слово 
с одной стороны и его сохраненный перевод с другой. Revita позволя-
ет просто листать карточки, а также выполнять упражнения, а имен-
но: ученик должен правильно вставить слово на основе полученного 
перевода или правильно вставить перевод полученного слова. Пример 
второго типа упражнений с карточками можно увидеть на Рисунке 2.
Рис. 1. Пример упражнения на заполнение пропусков
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Рис. 2. Упражнение с карточками
1.2.4. Третий тип заданий, кроссворд, представляет собой лекси-
ческие упражнения, автоматически создаваемые на основе выбранно-
го текста. Кроссворд состоит из 40–50 слов, выбранных из изучаемо-
го текста. Задача учащегося — вписать в клеточки кроссворда слова 
в  правильной форме. Если учащийся вводит слово правильно, оно 
добавляется в текст. Если студент испытывает затруднения, система 
предлагает ему подсказку в  виде перевода на известный ему язык. 
Пример кроссворда можно увидеть на Рис. 3.
Рис. 3. Кроссворд
36
На любом этапе, обычно после изучения темы, учащийся сно-
ва проходит тест (целиком или только ту тему, которую он изучил) 
и  получает сведения о  своем прогрессе в  освоении языка. Результа-
ты представляются в  виде диаграмм на специальной странице: чем 
больше круг на диаграмме, те больше заданий выполнил студент. Чем 
больше правильных ответов дал студент, тем более ярким становится 
этот круг.
Рис. 4. Прогресс языковых навыков
На Рисунке 5  показана общая схема тонкой настройки заданий, 
исходя из  действий конкретного пользователя. После прохожде-
ния теста (assessment module) строится модель индивидуальных на-
выков (student module) c учетом конкретных языковых тем (domain 
module). Это становится основой для индивидуализированных зада-
ний (exercise module), результаты которых хранятся в истории (student 
history). На каждом следующем шаге система подстраивается под нуж-
ды студента, учитывая его прогресс в выполнении конкретных зада-
ний. Система в  принципе работает автономно, однако у  преподава-
теля есть возможность настраивать ее в  ручном режиме (instruction 
module), задавая темы, тексты, параметры тестирования и т. д.
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Рис. 5. Общая схема работы системы
2. Выводы
На сегодняшний день в лингвистике накоплен солидный опыт по 
обработке текстов и созданию разнообразных корпусов. Существуют 
коллекции текстов и инструменты автоматического анализа для мно-
жества языков. Следующий шаг состоит в том, чтобы создавать ресур-
сы, опирающиеся на эти достижения, один из  которых представлен 
в  настоящей статье. Система Revita находится в  стадии разработки. 
Однако уже сейчас ясно, что использование достижений компьютер-
ной лингвистики открывает потенциал для изучения и преподавания 
языка в  индивидуальном режиме. Изучающему Revita дает возмож-
ность создавать бесконечное количество заданий с учетом собствен-
ных потребностей, преподавателю — возможность гибкого динамич-
ного контроля результатов как одного студента, так и  всей группы, 
объединенной общей грамматической темой. Кроме того, постепенное 
накопление знаний о том, какие темы являются сложными или легки-
ми для всех изучающих язык открывают путь к созданию учебных ма-
териалов, исходящих из реальных проблем, с которыми сталкивается 
студент-иностранец или носитель эритажного языка. 
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CREATING A SOCIOLOGICALLY BALANCED SPOKEN CORPUS1
Abstract. The article presents the corpora of spoken Czech. They capture private spontaneous 
dialogues, therefore they were compiled according to the sociological criteria of each speaker. 
These corpora have been balanced from the beginning in the binary categories of gender, age and 
highest achieved level of education. Later, dialect regions were added, in which the speaker spent 
his/her childhood. It is quite difficult to combine these criteria when recording longer interviews. 
Full balancing of all categories is accomplished in the ORTOFON corpus. 
Keywords. spoken corpus, sociological balance, spontaneous spoken language, publicly available 
data.
1. Introduction
This paper aims to explore data from publicly accessible corpora of spo-
ken Czech built at the Institute of the Czech National Corpus (ICNC) with 
the emphasis on their sociological balance. The process of spoken corpo-
ra creation usually begins with the preparation of the corpus design, i.e. at 
least the selection of relevant criteria for balancing [cf. Oostdijk 2002]. The 
sociological balancing includes both the sociological variables and their op-
erationalization. At this point, there is important to mention that this paper 
concentrates only on the corpora used for linguistic research and not pri-
marily for sociological research. The criteria for balancing mentioned below 
refers to this “limitation”.
The corpora mentioned in this paper provide access to transcripts of pro-
totypical spoken language [Čermák 2009:118], which is defined as informal 
conversation between well-acquainted parties in a casual setting [Grishina 
2006:122–123]). The speakers know each other well and appear in their usu-
al roles, the speech events take place in familiar environments (in private, 
among friends etc.) and the situations are not experimentally induced. We 
only record the speech of adult speakers (18+ years old). This type of spoken 
language covers the cases in which the speaker is minimally self-conscious 
about the formal attributes of his/her speech. In general, it can be distin-
guished both from written language as well as from spoken language as used 
in formal situations, which poses greater demands on speakers in terms of 
the form and precision of their utterances.
1 This paper resulted from the implementation of the Czech National Corpus project 
(LM2015044) funded by the Ministry of Education, Youth and Sports of the Czech Republic 
within the framework of Large Research, Development and Innovation Infrastructures.
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2. Overview of spoken corpora of Czech
2.1. Prague Spoken Corpus (PSC), Brno Spoken Corpus (BSC)
The first Czech spoken corpora were created on the basis of recordings 
surveying the speech in large cities, where residents from different parts of 
the Czech Republic (i.e. Moravia, Silesia) are mixed.
The first of them is the Prague Spoken Corpus (PSC) (see [Čermák et 
al. 2007, 11f.]). It is balanced with respect to four sociolinguistic categories 
characterizing the speakers and their interactions: sex, highest level of ed-
ucation attained (tertiary × nontertiary), age group (under 35 years old × 
over 35 years old) and the formality of the situation (informal × formal, i.e. 
controlled dialogue). The transcription and design criteria pioneered by the 
PSC formed the basis for several subsequent corpora of spoken Czech (see 
below).
The same design criteria were also used for the Brno Spoken Corpus 
(BSC) (see [Hladká 2002]). The third corpus began to be established in Ol-
omouc, but is not yet publicly accessible [Pořízka 2009].
2.2. The ORAL series corpora
The ORAL series corpora include four spoken corpora of Czech which 
were made according the same design criteria, but there were some changes 
during the time of the data collection (the first was that it started recording 
outside of Prague throughout Bohemia [Kopřivová — Waclawičová 2005]).
The first two spoken corpora of the series are the ORAL2006 [Kopřivo-
vá  — Waclawičová 2006, Waclawičová 2007] and ORAL2008  [Waclaw-
ičová et al. 2010] corpora. On the contrary to the ORAL2006 corpus, the 
ORAL2008  corpus is balanced across the binary division of three socio-
linguistic categories: age, sex, the highest achieved level of education (see 
above). The same characteristic for both the corpora is the restriction to 
the region of Bohemia. The four corpora mentioned up to this point (PSC, 
BSC, ORAL2006, and ORAL2008) contain only transcriptions. The third 
corpus, ORAL2013, differs in more characteristics than the two previous 
mentioned corpora of the ORAL series [Válková et al. 2012]. It is also the 
first to have been collected in all areas of the Czech Republic. The biggest 
difference is a tone-alignment with the corresponding transcript. This cor-
pus is not balanced in the same sense as the ORAL2008 corpus. During the 
data collection, the four sociolinguistic categories (sex, age, level of educa-
tion, and region) were taken into account, because the main idea was to col-
lect the same proportion within the each binar-divided sociolinguistic cate-
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gory, i.e. the same number of words from male and female. However, there 
was not the final step of data selection to keep only the same proportions 
as it was during creation of the ORAL2008 corpus. The main idea of the 
ORAL2013 corpus was to publish as much data as possible. The last spoken 
corpus within this series does not belong properly among the previous be-
cause it is not intended to be the follow-up collection to the ORAL2013 cor-
pus. The ORAL corpus combines ORAL2006, ORAL2008, ORAL2013 with 
newly transcribed material (ORAL-Z) into a single conveniently accessible 
and more richly annotated resource (tagged and lemmatized), about 6 mil-
lion running words in length.
Table 1. Available corpora of informal spoken Czech mentioned in this paper
corpus
Size
time span region total hours of audiotokens positions
PSC 674,992 819,267 1988–1996 Prague N/A
BSC 500,460 596,009 1994–1999 Brno N/A
ORAL2006 1,000,798 1,312,282 2002–2006 Bohemia 111
ORAL2008 1,000,097 1,349,536 2002–2007 Bohemia 115















2.3. The ORTOFON corpus
The most recent spoken corpus of everyday communication has been 
published in 2017, the data was collected during 2012–2017. The record-
ings were acquired in Bohemia, Moravia and Silesia [Komrsková et al 2017]. 
Because one-tier transcription is always a compromise between simplicity 
and accuracy, multi-tier transcription is used in this corpus: orthographic, 
which works better in lemmatization and tagging, and phonetic, which bet-
ter captures the specifics of pronunciation An important innovation is full 
balancing, which is described in the following section.
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3. Balancing the ORTOFON corpus
The previous ORAL2008 and ORAL2013 corpora are balanced accord-
ing to three sociolinguistic variables: gender, age, and the highest achieved 
level of education. Each variable was split into two levels (female × male, 
18–34 years old × 35+ years old, non-tertiary × tertiary education) to avoid 
excessive fragmentation and to enable comparability with the PSC. 
But what does balancing mean, specifically? In the case of the 
ORAL2008 and ORAL2013 corpora, it means that the overall proportions 
of words contained in the corpus, when divided into groups based on the 
balancing variables, are roughly equal. In other words, roughly half the cor-
pus is by male speakers and half by female, half is by younger speakers and 
half by older, etc. Crucially though, no steps were taken to ensure that bal-
ance is maintained for groups defined by fully crossed variables, i.e. it is not 
guaranteed that roughly the same amount of material was collected from 
e.g. 18–34 y.o. tertiary-educated females as from 35+ y.o. non-tertiary-edu-
cated males (and so on, with every other possible combination of the factor 
levels). Indeed, it is not even guaranteed that the specific combination of 
levels “18–34 y.o. tertiary-educated female” is represented in the corpus at 
all. This means that in theory, a corpus consisting exclusively of one half 
18–34 y.o. tertiary-educated females and one half 35+ y.o. non-tertiary-ed-
ucated males would be considered balanced by these standards, which does 
not correspond to an intuitive notion of balance. In practice of course, the 
ORAL2008 and ORAL2013 are much more diverse than this extreme theo-
retical case, just not consistently so.
When it came to the ORTOFON corpus as the next iteration of the CNC 
spoken corpora, the natural evolution was to take on the challenge of the 
more demanding notion of balancing hinted at above, where each group 
defined by a different combination of levels of the fully-crossed variables 
of interest would be represented by roughly the same amount of words. To 
make it even more challenging, we added a fourth sociolinguistic variable, 
childhood region of residence, which divides into ten dialect regions. Their 
borders were refined according to several dialect studies, so they have been 
slightly modified compared to ORAL20132. While the previous ORAL series 
corpora only used the criterion of territory to a certain extent to make the 
data as representative as possible, ORTOFON treats the criterion of child-
hood region of residence on par with the other balancing variables. The aim 
was to make the final corpus both representative (i.e. include speakers rep-
2 The map is available at: https://wiki.korpus.cz/lib/exe/detail.php/cnk:o13.png
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resenting all possible combinations of the sociolinguistic variables, and as 
many different speakers as possible), and as balanced as possible (i.e. make 
the proportions of all the fully-crossed categories roughly equal).
Considering the target size of the corpus and the number of levels per 
the four variables, we get 2  × 2  × 2  × 10  = 80  categories, i.e. 1m tokens 
÷ 80  = 12,500  tokens ideally for each combination of levels, e.g. for 35+ 
y.o. tertiary-educated female speakers from West Bohemia. We strove for a 
minimum of five different speakers per combination [9], which reduces the 
risk of a category being excessively tied to a single idiolect and maintains 
variability3.
The implementation of this process starts already during data collection. 
Once we have assembled a redundant amount of material that covers all tar-
get categories (but in unequal proportions), how to come up with a selection 
algorithm that will pick a subset of the recordings that fulfills these criteria, 
or at least comes close? Brute force search is not realistic — 2N different sub-
sets can be chosen from a set of size N. In our case, there were about N ≈ 
600 recordings, which means we would have to rank 2600 corpus candidates 
and select the one with the most balanced representation of the target cate-
gories for the target size. For comparison, the number of atoms in the known 
universe is on the order of 2115, so this is clearly not computationally feasible.
Ideally, we would use an established optimization procedure, which goes 
about achieving the same result but in a much more clever (and therefore 
feasible) way. In theory, if the perfect solution existed given our input data, 
such a procedure should be able to find it. However in practice, this selec-
tion problem is so highly constrained that it is in fact very likely to be over-
constrained in a real-life setting such as ours. 
We ended up opting for a heuristic algorithm which picked the subset of 
recordings that went into the final ORTOFON corpus using the following 
steps:
 • choose an initial “seed” recording at random
 • add another recording to the corpus from the pool of candidates by 
picking the one which maximally differs from the current composition 
of the corpus in terms of the relevant sociolinguistic variables4
 • repeat step 2 until the target size of the corpus (1m words) is reached
3 More details at http://wiki.korpus.cz/doku.php/cnk:ortofon
4 The general idea is to compute a diversity score (for each recording) which is higher 
when the recording adds words in categories that are not well-represented in the corpus so 
far, and/or adds new speakers. Recordings which would increase the word count of a cat-
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Fig. 1. Distribution of actual category sizes in the ORTOFON corpus. 12,500 tokens, indicated 
by the dashed line, is the ideal target category size. As can be seen from the plot, most of the 
80 categories in the corpus contain between 10,000 and 15,000 words
 • generate as many variants of the corpus as possible (thousands) by 
repeating steps 1–3, each time with a different random seed recording
 • define an objective function which quantifies how badly any given 
corpus variant fails at fulfilling the stipulated balancing criteria
 • using the objective function from step 5, determine the best /  least 
bad solution from the pool of corpus variants generated in step 3, and 
select that as the final composition of the corpus
In the case of the first (current) version of the ORTOFON corpus, this 
procedure yielded a solution which has at least 5 speakers per category in 
all but 4 of the 80 target categories; in these 4, we have 4 speakers per cat-
egory, which comes close. The most speakers per category we have is 13. 
As for word counts, there is not enough space here to provide the full table 
of word counts per category in the final corpus, and even if there were, it 
would probably go into unnecessary detail. What is interesting however is 
egory over a specified hard limit should be completely ruled out. Given this general idea, 
the specific definition of the score may then vary depending on circumstances.
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to convey a general idea of how well the heuristic algorithm did in selecting 
a corpus where each of the 80 categories is roughly 12,500 tokens in size. We 
try to provide such a general idea by plotting the distribution of category 
sizes in Fig. 1.
4. Conclusion
Another possible notion of balance for a language corpus is having the 
ratios between the different varieties of the language contained in the corpus 
correspond to their relative representation in reality. However, this is not 
only difficult to achieve (the ratios may be hard or even impossible to deter-
mine accurately), but also arguably undesirable: it makes underrepresented 
varieties harder to study, because proportionately less material is collected 
and made available. At the CNC, spoken corpora have never followed this 
path, and perhaps more tellingly, recent written corpora have also diverged 
from it, after careful consideration [Cvrček et al. 2016].
In the case of Czech spoken corpora, the question of balance has always 
been taken into account and the notion has been supplemented and refined 
over time. The decisive factor for balancing here is not the relation to reali-
ty, but the relationship between predetermined criteria — in this particular 
case, among the various sociolinguistic factors. As mentioned, the criteria 
have slightly varied over time: while the two oldest corpora (PSC and BSC) 
incorporate information on the (in)formality of the recording situation 
among the balancing criteria, the newest one, ORTOFON, pays attention to 
regional provenance. The balancing algorithm has also evolved, towards the 
more sophisticated fully-crossed balancing employed in ORTOFON. How-
ever, three categories have remained relevant to balancing (in their simpli-
fied binary form) throughout the history of spoken corpora of Czech, thus 
ensuring a basic level of continuity: gender, age, and highest achieved level 
of education.
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ПАУЗЫ ХЕЗИТАЦИИ В РАССКАЗЕ И РАЗГОВОРЕ: 
СОПОСТАВИТЕЛЬНЫЙ КОЛИЧЕСТВЕННЫЙ АНАЛИЗ1
HESITATION PAUSES IN NARRATIVES  
AND CONVERSATIONS: A QUANTITATIVE COMPARISON
Аннотация. На материале корпуса «Рассказы и разговоры о грушах» анализируется использо-
вание говорящими заполненных пауз в двух коммуникативных режимах. Рассмотрено речевое 
поведение восьми участников, каждый из которых на различных этапах записей выступает и как 
единоличный говорящий, и как один из собеседников в разговоре. Показано, что у всех говоря-
щих при переходе от монологического режима к диалогическому резко понижается доля запол-
ненных пауз относительно общего времени говорения и относительно суммарного количества 
произнесенных слов.
Ключевые слова. Устная речь, устные корпуса, диалог, монолог, речевые затруднения, частот-
ность, русский язык.
Abstract. In this paper, I analyze the distribution of hesitation pauses (fillers) across two modes of 
spoken communication. Using data from the “Russian Pear Chats and Stories” corpus, I demonstrate 
that the frequency of fillers varies dramatically from narration to conversation. Eight speakers were 
studied, and all of them used less hesitation pauses during the conversation than when retelling 
a film.
Keywords. Spoken discourse, spoken corpora, dialogue, monologue, disfluencies, word frequency, 
Russian.
1. Постановка задачи
Объект настоящего исследования  — заполненные паузы, т. е. во-
кальные отрезки, состоящие из тех или иных «долексических» звуков: 
эканья, мэканья и проч. (см. [Кибрик, Подлесская (ред.) 2009: 67–72]). 
Такие единицы служат специализированными маркерами хезитации, 
посредством которых говорящие сигнализируют о том, что, с одной 
стороны они не готовы прямо сейчас приступить к реализации свое-
го коммуникативного замысла или продолжить ее, с другой стороны, 
все-таки намерены осуществить вербализацию и, соответственно, ра-
ботают над возникшей проблемой ([Clark, Fox Tree 2002: 81–92]). 
Хезитация — одно из базовых явлений устной речи, и это проявля-
ется в том числе и в частотности заполненных пауз. Так, в устном под-
корпусе Британского национального корпуса (BNC) единицы er и erm 
1 Исследование поддержано грантом РФФИ № 19-012-00626.
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занимают соответственно 18-е и 29-е места в частотном списке лемм, 
а их суммарный ipm превышает 14 500; в в устной части Американ-
ского национального корпуса позиции единиц uh и um еще выше: со-
ответственно 10-е и 28-е места с суммарным ipm более 27 0002. Пред-
варительные данные для русского языка приводятся в  [Шерстинова 
2016]: в 230-тысячной выборке из корпуса «Один речевой день» (ОРД) 
единица (э) занимает 21-е место в частотном списке словоформ, с ipm 
равным 7 350.
Задача данного исследования — проанализировать, как говорящие 
на русском языке используют паузы хезитации в двух противопостав-
ленных режимах коммуникации: монологическом рассказе и разгово-
ре. Принципиальный исследовательский вопрос заключается в  том, 
как коммуникативный режим влияет на частотность и  характер ис-
пользования заполненных пауз.
2. Материал и метод исследования
Хотя заполненные паузы, как уже было отмечено, входят в число 
наиболее частотных единиц устной речи, их разметка не всегда про-
водится последовательно. Например, в устном подкорпусе НКРЯ об-
наруживаются лексемы ээ, аа и др., но их частотность совсем не ве-
лика — и это связано с тем, что паузы хезитации размечены далеко не 
на всем массиве текстов. Поэтому для решения нашей задачи удобно 
обратиться к  данным «малых» устных коллекций, снабженных под-
робной дискурсивной разметкой. Одной из таких коллекций являет-
ся корпус «Рассказы и разговоры о грушах» (http://multidiscourse.ru), 
содержащий набор однотипных коммуникативных эпизодов. Общая 
продолжительность всех записей корпуса составляет около 15 часов, 
суммарное число словоупотреблений — около 160 тысяч. Для настоя-
щей работы был проанализирован подкорпус из четырех записей об-
щей продолжительностью около 1,5 часа и объемом немногим более 
15 тысяч словоупотреблений. Выбор подкорпуса обусловлен состоя-
нием разметки: для этих записей уже реализована подробная вокаль-
ная аннотация, подразумевающая, помимо прочего, установление 
точных временны́х границ всех «обычных» слов, заполненных и абсо-
лютных пауз, а также ряда дополнительных вокальных действий. Под-
робнее о принципах разметки см. [Коротаев 2019]; здесь достаточно 
2 По данным Sketch Engine (https://app.sketchengine.eu), дата обращения 
11.03.2019.
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отметить, что временна́я привязка осуществляется на полуавтомати-
ческой основе, а ее результат хранится в файлах формата textgrid, ис-
пользуемом в программе акустического анализа Praat (http://www.fon.
hum.uva.nl/praat/).
С поставленной задачей согласуется и общий характер входящих 
в корпус записей. В каждой из них принимают участие четыре человека 
с фиксированными ролями. Двое участников (Рассказчик и Коммен-
татор) до начала записи смотрят «Фильм о грушах» — хорошо извест-
ный стимульный материал, разработанный в 1970-е годы группой под 
руководством У. Чейфа (http://www.linguistics.ucsb.edu/fa-culty/chafe/
pearfilm.htm). На первом этапе Рассказчик в монологическом режиме 
рассказывает содержание фильма третьему участнику — Пересказчи-
ку, который фильм не видел. На втором этапе Комментатор уточняет 
рассказ, а  Пересказчик задает вопросы обоим своим собеседникам. 
Этот этап носит преимущественно диалогический характер и может 
рассматриваться как достаточно обычный разговор. На третьем эта-
пе в комнате появляется Слушатель, который также не видел фильм. 
Пересказчик пересказывает ему содержание фильма, ориентируясь на 
то, что узнал во время первых двух этапов. В конце Слушатель должен 
представить свое понимание услышанного в письменной форме. Под-
робнее см., в частности, [Кибрик 2018]. 
Несложно заметить, что в каждой записи есть два участника, ре-
ализующих как монологический, так и  диалогический дискурс: Рас-
сказчик и  Пересказчик. Это позволяет анализировать речевые дей-
ствия одних и  тех же говорящих в  разных коммуникативных режи-
мах, т. е. выполнять контролируемое сопоставление. Таким образом, 
непосредственным материалом исследования послужили вокальные 
действия Рассказчиков на этапах рассказа и  разговора и  вокальные 
действия Пересказчиков на этапах пересказа и разговора. Для каждо-
го из рассмотренных восьми говорящих были подсчитаны количество 
и  суммарная продолжительность заполненных пауз, после чего эти 
числа были приведены к общему числу слов и продолжительности во-
кализации на нужных этапах.
3. Результаты и обсуждение
Результаты проведенных подсчетов представлены на рис.  1. Пре-
жде чем переходить к обсуждению полученных данных, необходимо 
сделать следующие оговорки.
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Рис. 1. Меры частотности и временны́е доли заполненных пауз в речи  
Рассказчиков и Пересказчиков размеченного подкорпуса в (пере)рассказе (Mono)  
и в разговоре (Conv)
 • При разметке корпуса выделяются следующие типы заполнен-
ных пауз: эканье (обозначается как (ə)), аканье ((ɐ)), мэканье 
((ɯ)), гортанный скрип ((ˀ)), а  также различные комбинации 
этих вариантов ((ɐɯ), (ɯə) и  т. д.). Содержательные различия 
между способами заполнения составляют отдельный вопрос, 
нуждающийся в  дополнительном изучении (см., в  частности, 
подробный анализ противопоставления английских uh и  um 
в  [Clark, Fox Tree 2002]). В  рамках данного исследования все 
типы заполненных пауз рассматриваются как представители 
одного класса.
 • Вопрос о  принадлежности заполненных пауз к  словам также 
является дискуссионным. Здесь принято техническое решение: 
к словам, помимо «безусловных» лексических единиц, отнесены 
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также оборванные фрагменты, заполненные паузы и смех (если 
он не накладывается на произнесение других сегментных еди-
ниц).
 • При оценке частотности заполненных пауз используется число 
вхождений на 100  слов. Это обусловлено малым общим объ-
емом материала: использовать для него более стандартную меру 
ipm было бы опрометчиво. При этом, разумеется, в высшей сте-
пени условный ipm можно получить из  использованной меры 
путем умножения на 10 000.
 • При подсчете суммарного времени вокализации не учитыва-
лись паузы молчания, расположенные между элементарными 
дискурсивными единицами (ЭДЕ) или другими единицами 
верхнего уровня сегментации (см. [Кибрик, Подлесская (ред.) 
2009: 55–72; Коротаев 2019: 11–13]). В то же время паузы молча-
ния внутри ЭДЕ включались в общее время вокализации. 
Перейдем к непосредственному анализу полученных результатов. 
Как следует из рис. 1, для всех восьми говорящих наблюдаются следу-
ющие тенденции.
1) В рассказе /  пересказе частотность заполненных пауз суще-
ственно выше, чем в  разговоре. Наиболее ярко эта тенденция 
проявляется в речи Пересказчика в записи 23, наименее ярко — 
в речи Пересказчицы в записи 22, но и у этой говорящей в пе-
ресказе заполненные паузы встречаются в  два раза чаще, чем 
в разговоре. (Отметим, что даже в разговоре частотность запол-
ненных пауз все равно очень высока: 36 300 по всем говорящим 
в пересчете на ipm. В целом же заполненные паузы встречаются 
в исследованном подкорпусе с частотой 62 500 ipm.)
2) При альтернативной оценке частотности (число вхождений на 
100 секунд вокализации) картина в целом остается неизменной: 
в монологической речи паузы хезитации появляются с очевид-
но бо́льшей частотой, чем в разговоре. Наблюдается и индиви-
дуальное варьирование, но, за исключением Пересказчика в за-
писи 23, границы этого варьирования не слишком широки (см. 
длины закрашенных областей в столбце Conv на рис. 1).
3) В эту же сторону различаются и доли произнесения заполнен-
ных пауз относительного общего времени вокализации. Сум-
марно в монологических этапах на долю заполненных пауз при-
ходится более 8 % всей вокализации, а на этапе разговора — ме-
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нее 4 %. Индивидуальное варьирование тут несколько более 
заметно, чем в предыдущем параметре, но все равно по крайней 
мере почти двукратное различие наблюдается у всех говорящих.
Таким образом, все использованные оценки дают согласованный 
результат: в рассказе и пересказе говорящие существенно чаще прибе-
гают к паузам хезитации, чем в разговоре. Напрашивающаяся интер-
претация этого результата такова: реализация монологического дис-
курса, в  котором говорящий несет почти единоличную ответствен-
ность за успешность коммуникации, требует бо́льших когнитивных 
усилий и в целом более сложна, чем участие в интерактивном диалоге. 
Этот вывод, как кажется, согласуется с результатами, полученными на 
другом материале. Так, согласно [Kilgarriff 1995], в той части устного 
подкорпуса BNC, которая основана на записи разговоров (demograph-
ic part), единицы er и  erm примерно в  два раза менее частотны, чем 
в части, содержащей существенную долю более трудных для исполне-
ния монологических жанров (context-governed part). В  работе [Шер-
стинова 2016], в свою очередь, было показано, что единица (э) наибо-
лее частотна в образовательной коммуникации и наименее частотна 
в бытовых разговорах.
Возможно и  альтернативное объяснение: в  разговоре говорящие 
могут стремиться к  тому, чтобы реже сигнализировать о  своих за-
труднениях, и таким образом понижать риск потери хода. Иными сло-
вами, влияние на частотность хезитационных пауз может оказывать 
как кооперативный, так и, напротив, конкурентный характер диалога. 
Для проверки этого предположения необходимо расширить эмпири-
ческую базу исследования, включив в него средства хезитации, отлич-
ные от заполненных пауз, а также другие типы речевых сбоев.
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ВНЕДРЕНИЕ В TXM ДОПОЛНИТЕЛЬНЫХ ИНСТРУМЕНТОВ 
АВТОМАТИЧЕСКОЙ ОБРАБОТКИ ТЕКСТА1
IMPLEMENTATION IN THE TXM PLATFORM OF ADDITIONAL 
INSTRUMENTS OF AUTOMATIC TEXT PROCESSING
Аннотация. В  докладе представлен опыт расширения возможностей платформы TXM за счет 
инструментов автоматической обработки текста (выделение псевдооснов, именных групп, ана-
лиз глагольного управления). В сочетании со стандартными функциями TXM (факторный анализ 
соответствий, специфичность и т. д.) они позволяют более эффективно осуществлять анализ спе-
циализированных корпусов, нацеленных, в частности, на выявление противоправного дискурса.
Ключевые слова. автоматический анализ текстов, платформа TXM, псевдоосновы, именные 
группы, глагольное управление. 
Abstract. This paper presents an experience of extending the capacities of the TXM platform by add-
ing tools of automatic text processing (allocation of pseudo-bases by stemming technique that uses 
a word structural pattern method, noun phrases, the analysis of verbal dependencies). Combined 
with the standard TXM functions (the factorial correspondence analysis, specificity, etc.) they allow 
the users to improve the performance of analysis of specialized corpora, such as those aimed at the 
detection of unlawful discourse.
Keywords. automated text analysis, TXM platform, stemming, noun phrases, verbal dependencies.
Введение
В настоящей работе мы опираемся на программный комплекс  — 
платформу TXM (http://textometrie.org). Платформа TXM является 
эффективным средством корпусного анализа, позволяющим прово-
дить комплексный анализ корпусов (анализ соответствий, кластери-
зация, построение лексических таблиц, поиск сложных лексических 
конструкций, выделение подкорпусов по различным параметрам). 
Платформа TXM интегрирована с  расширением TreeTagger [Schmid 
1994], позволяющим проводить лишь морфологический анализ и лем-
матизацию словоупотреблений. Она использует словоупотребления 
в качестве структурных единиц анализа.
Для повышения эффективности таких используемых TXM мето-
дов, как анализ специфичности и анализ соответствий, целесообраз-
но ввести в рассмотрение новые единицы анализа, опирающиеся на 
1 Работа выполнена при финансовой поддержке РФФИ в рамках научных про-
ектов № 16-29-09546, № 18-00-00606(18-00-00233) и № 19-07-00806.
56
процедуры автоматизированной обработки текстов на естественных 
языках, описанные в [Чеповский 2015].
Мы предлагаем ряд расширений, позволяющих дополнить и  ус-
ложнить анализ корпусов, включающий: автоматический морфоло-
гический анализ словоформ и  приведение их к  канонической фор-
ме, выделение псевдооснов, выделение именных и глагольных групп 
и  комбинирование результатов работы предлагаемых расширений. 
Конечной целью дополнений к  платформе TXM является создание 
механизмов для исследования применимости различных дифферен-
цирующих признаков при решении задачи классификации текстов 
и создания тематических корпусов текстов.
В [Лаврентьев и др. 2018] мы провели эксперименты по использо-
ванию псевдооснов и именных групп для выявления экстремистской 
направленности текстов. В данной работе к этим характеристикам до-
бавлены возможности учета глагольного управления.
Псевдоосновы
Для определения дифференцирующих признаков коротких текстов 
сети интернет, характеризующимися особыми тематическими и пси-
холингвистическими свойствами, текстов, содержащих неологизмы 
и жаргонизмы, большой интерес представляет использование анали-
тического метода выделения псевдооснов, так как он позволяет обра-
батывать отсутствующие в стандартных словарях формы.
Используемый способ выделения псевдооснов представляет собой 
метод структурных схем, описанный подробно в [Egorova и др. 2016]. 
Суть метода состоит в  получении псевдоосновы словоформы путем 
рассмотрения и  отбрасывания ее словоизменительных аффиксов. 
Словообразовательные аффиксы считаются в  рамках этого метода 
элементом корневой части и не отбрасываются. Далее под аффиксами 
мы будем понимать исключительно словоизменительные аффиксы. 
Каждому слову можно сопоставить отвечающую ему последователь-
ность аффиксов. Такие последовательности называются структурами 
некорневой части слова. Отсюда происходит название метода. Как и 
в традиционном морфологическом анализе, аффиксы подразделяют-
ся на префиксы и  суффиксы в  соответствии с  их позицией относи-
тельно корня слова. Псевдоосновой называется часть слова, не содер-
жащая суффиксов и префиксов. Способ автоматического выделения 
псевдооснов состоит в сопоставлении рассматриваемой словоформы 
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с множеством допустимых в языке структур некорневой части слова. 
Псевдооснова слова выделяется отбрасыванием всех соответствую-
щих определенной структурной схеме аффиксов (то есть допустимой 
в данном языке максимальной комбинации префиксов и суффиксов). 
У глаголов, в частности, отбрасываются показатели лица, числа, рода, 
времени, причастной формы. Видовые префиксы не отбрасываются, 
так как они могут влиять на лексическое значение слова.
Псевдооснова не всегда совпадает с основой слова в традиционном 
понимании. Например, в словоформе людьми единственным аффик-
сом, который можно отбросить согласно продуктивной структурной 
схеме, является –и, поэтому выделяется псевдооснова людьм.
Данный подход позволяет анализировать текстовые конструкции, 
опираясь не только на точные словоформы и  тем самым повышает 
полноту и гибкость корпусного анализа.
Морфологические характеристики
Возможность привести словоформу к  канонической форме по-
зволяет анализировать различные элементы словоизменительной па-
радигмы как одну и ту же структурную единицу текста. Это, в свою 
очередь, позволяет более корректно проводить содержательный ста-
тистический анализ текста, например, путем рассмотрения частот 
лексем вместо частот отдельных словоформ.
При предобработке всех русскоязычных текстов мы осуществляем 
автоматический морфологический анализ словоформ на основе сло-
варной компьютерной морфологии, описанной в  [Чеповский 2015]. 
Используемая стандартная в отественной компьютерной лингвистике 
морфологическая модель относит каждое слово к одному из 24 морфо-
логических классов, включающих, помимо частей речи в традицион-
ном понимании, такие разряды, как «неизменяемое слово», «аббревиа-
тура», «топоним». Каждый из этих морфологических классов характе-
ризуется набором грамматических характеристик: род, падеж, число, 
наклонение и др. В программной реализации словарной морфологии 
русского языка применяется специализированная структура данных, 
позволяющая осуществлять поиск словоформ за линейное по числу 
букв словоформы время. Каждая словоформа содержит свои грамма-
тические характеристики и её каноническую (начальную) форму.
В настоящей работе мы также использовали интегрированный 
в TXM программный пакет TreeTagger [Schmid 1994], предоставляю-
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щий возможность совместного морфологического анализа слов пред-
ложения на основе статистической модели, путем сопоставления сло-
воупотреблений, снабжённых специальными метками, кодирующими 
морфологические характеристики. Преимуществом данной проце-
дуры разметки является однозначность морфологического анализа, 
но при таком анализе существует риск ошибок, который возрастает, 
если текст содержит большое количество неологизмов и нестандарт-
ных написаний слов. Все виды морфологической разметки использо-
вались в дальнейшем для сопоставительного анализа текстов корпуса.
Выделяемые из текста конструкции
Дополнительную информацию о специфическом содержании тек-
ста можно почерпнуть, анализируя не только словоформы, но и це-
лые именные группы. Именная группа определяется нами как группа 
слов, у которой главное слово существительное, а другие слова связа-
ны с ним подчинительными синтаксическими связями. Рассмотрение 
частотных именных групп и  их сочетаний, в  совокупности с  анали-
зом отдельных словоупотреблений позволяет получить более полную 
картину семантических и стилистических характеристик текста, реле-
вантных для его содержания.
Определенную сложность при выделении именных групп пред-
ставляет множественность морфологических разборов при омони-
мии. В ходе анализа слов в предложении наш метод предполагает рас-
смотрение всего множества возможных морфологических разборов 
каждого слова.
Используемый нами алгоритм подробно описан в [Чеповский 2015] 
и анализирует предложения русского языка в три этапа: 1) установ-
ление подчинительных синтаксических связей в предложении между 
парами слов; 2)  установление синтаксических связей внутри кон-
струкций с однородными членами; 3) выделение именных групп как 
цепочки последовательно связанных подчинительными связями слов.
Выделение глагольных групп (словосочетаний, главным словом 
которых является глагол), установление связей выделенных именных 
групп с глаголами представляет важную, необходимую составляющую 
синтаксического анализа предложения. Данные задачи решаются ана-
лизом глагольного управления в  рамках коммуникативной грамма-
тики. В рамках нашей работы был использован электронный словарь 
глагольного управления, в который вошли первые две тысячи наибо-
59
лее частотных глаголов русского языка по материалам Национального 
корпуса русского языка (ruscorpora.ru).
Словарь глагольного управления содержит набор ограничений, 
сопоставленных глаголу, и образует парадигму глагольного управле-
ния для данного глагола. Глагольным управлением является языковое 
явление, состоящее в проистекающих из семантики глагола требова-
ниях, накладываемых последним на зависимые от него слова. Именно 
эти требования мы формализуем в виде указанных ограничений.
Результаты морфологического анализа и  процедуры выделения 
именных групп позволяют, используя словарь глагольного управ-
ления, выявить синтаксические связи для определения глагольных 
групп. Выделение глагольных групп в  предложении осуществляется 
путем анализа всех возможных пар (глагол, именная группа) предло-
жения на предмет соответствия именной группы парадигме управле-
ния соответствующего глагола и принятия решения о наличии управ-
ления именной группы глаголом.
Анализ подкорпусов
Удобным инструментом количественной оценки «необычности» 
специального подкорпуса относительно всего корпуса является пока-
затель специфичности [Lafon 1980]. Анализ специфичности позволя-
ет составить своего рода «профиль» подкорпуса, выделенного на ка-
ких-либо внешних основаниях (например, автор, жанр, тематика или 
идеологическая направленность текста) путем выявления наиболее 
характерных или нехарактерных для него словоформ (лексем, псев-
дооснов, именных и глагольных групп и т. п.). Этот «профиль» может 
быть использован для диагностики нового текста.
Другим подходом к анализу разделенного на части (подкорпуса) по 
определенному критерию корпуса является анализ соответствий. Ме-
тодика анализа соответствий, используемая TXM, была предложена 
Ж.-П. Бензекри [Benzecri 1979] и имплементирована в пакете FactoMi-
neR для платформы R [Lê et al. 2008]. Анализ соответствий демонстри-
рует взаимную «близость» или «удаленность» подкорпусов на основе 
анализа частот совместного появления значений переменных (слово-
форм, начальных форм, псевдооснов, именных групп, морфологиче-
ских тегов и т. д.). 
Экспериментальный корпус был проанализирован с  использо-
ванием двух обозначенных выше функций TXM  — специфичность 
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и анализ соответствий. Детально были рассмотрены следующие лек-
сические объекты: словоформы; начальные формы слов, полученные 
по словарной морфологии; начальные формы слов с морфологически-
ми характеристиками, полученные с помощью TreeTagger; псевдоос-
новы слов; именные группы, составленные из  словоформ; именные 
группы, составленные из начальных форм; именные группы, состав-
ленные из  псевдооснов вместо отдельных словоупотреблений; гла-
гольные группы.
Заключение
Проведенная работа по интеграции инструментов автоматической 
обработки текста и платформы корпусного анализа TXM показал, что 
такая интеграция позволяет расширить возможности статистическо-
го анализа текстов.
Детально были рассмотрены такие лексические объекты, как лем-
мы, псевдоосновы, именные и  глагольные группы различной струк-
туры. Упомянутые средства были объединены в  набор утилит, по-
зволяющих вычислять для текстовых корпусов ряд характеристик 
языковых единиц, входящих в  их состав. Корпуса с  вычисленными 
характеристиками преобразуются нами в формат для импорта паке-
том TXM. 
Показано, что при делении текстов на подкорпуса, есть возмож-
ность интерпретировать близость, или разделенность значений рас-
сматриваемых характеристик подкорпусов относительно друг друга 
как оценку, указывающую на сходство или различие маркированных 
подкорпусов между собой и по отношению к «нейтральному» подкор-
пусу.
В силу выявленных особенностей и противопоставленности ней-
трального подкорпуса остальным, сформированный корпус может 
быть использован для машинного обучения в задачах классификации 
текстов на предмет выявления заданного содержания с целью их углу-
бленного экспертного анализа.
В ходе дальнейших исследований мы планируем провести широ-
кие исследования влияния различных дифференцирующих признаков 
и их комбинаций для формирования специализирующих подкорпусов 
текстов, наборов применяемых методов статистического и качествен-
ного анализа корпусов, формирования обучающих выборок и реше-
ния задач классификации текстовых массивов.
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ИЛЛЮСТРАТИВНО-ТЕКСТОВЫЙ КОРПУС УЧЕБНИКОВ РУССКОГО 
ЯЗЫКА ДЛЯ ДЕТЕЙ МЛАДШЕГО ШКОЛЬНОГО ВОЗРАСТА: 
КОНЦЕПЦИЯ И МЕТОДИКА СОЗДАНИЯ1 
TEXT-IMAGE CORPUS OF RUSSIAN LANGUAGE TEXTBOOKS FOR 
PRIMARY SCHOOL: CONCEPT AND METHOD OF CREATION
Аннотация: В статье описаны цели и методика создания корпуса учебников русского языка для 
детей младшего школьного возраста, а также приведены первые результаты исследований на 
этом материале. Разработана методика разметки, которая учитывает как текстовый, так и визу-
альный компонент обучающих материалов, а также особенности их взаимосвязи. Такая разметка 
позволяет решать ряд исследовательских задач: анализ сложности учебных текстов, соответ-
ствие лексического состава учебников возрасту и интересам современных школьников, влияние 
иллюстраций и элементов верстки на восприятие и понимание учебного материала.
Ключевые слова: русский язык, учебник русского языка, корпус учебников, иллюстративно-тек-
стовый корпус, учебные тексты.
Abstract: This paper presents the goals and methods of creating a corpus of Russian language 
textbooks for primary school children. The first results of research on this data are also given. Corpus 
annotation included both the textual and visual components of the educational materials, as well 
as the peculiarities of their interlinkages. This annotation allows us to solve a number of research 
problems: analysis of the texts complexity in a coursebooks, correspondence between the textbook`s 
lexic and the age and interests of modern schoolchildren, the role of illustrations and page design 
in the text perception and understanding.
Keywords: Russian language, Russian language textbook, textbook corpus, text-image corpus, ed-
ucational text.
Введение
Системное знакомство русских детей с родным языком и речью на-
чинается с учебника по русскому языку. Кроме того, освоение русско-
го языка в начальной школе является необходимой базой для успеш-
ной работы с учебными текстами по другим предметам. Эти факты не 
оставляют сомнений в необходимости тщательного анализа содержа-
ния учебников. 
Одним из самых эффективных способов получения объективных 
данных о текстовом наполнении учебников является корпусной ана-
лиз. В настоящее время этот метод широко используются в исследо-
вании и  создании учебных материалов [Boulton 2017; McEnery et al. 
1 Работа выполнена при финансовой поддержке РФФИ, проект 17-29-09156
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2010]. Среди примеров коллекций учебников с целью сравнительного 
анализа стоит отметить корпус учебников английского языка [Islam 
2014], японского языка [Sato 2008], сравнение методических школ 
Южной и Северной Кореи на материале учебников английского для 
детей этих стран [Kim 2017] — все они исследуют учебники англий-
ского как иностранного. Однако внимание корпусных исследователей 
ещё не было направлено на учебные материалы по русскому языку для 
детей младшего школьного возраста. 
В настоящей работе представлена концепция создания и методика 
разметки корпуса школьных учебников родной речи для комплекс-
ного сравнительного анализа учебных материалов и приведены при-
меры исследований, ставших возможными благодаря собранному 
материалу. 
1. Концепция иллюстративно-текстового корпуса
Современная коммуникация характеризуется переходом от одно-
мерных вербальных текстов к мультимодальным, смысл которых скла-
дывается из знаков различных семиотических систем (визуальные об-
разы, дизайн, вербальные компоненты письменного языка и  другие 
семиотические средства) [Kress, van Leeuwen 1996]. Эти изменения 
коснулись и учебной литературы, что подтверждается большим коли-
чеством исследований о влиянии иллюстраций на восприятие учеб-
ных текстов [Carney, Levin 2002; Jewitt 2008; Guo et al. 2018; Schneider 
et al 2018]. Таким образом, при анализе школьных учебников важно 
учитывать не только текстовую, но и визуальную составляющую мате-
риалов: могут ли иллюстрации изменить восприятие текста, повлиять 
на его сложность, как верстка страниц учебника сказывается на вос-
приятии и т. д. 
Корпус, содержащий такую информацию, является мультимодаль-
ным по своим свойствам, так как содержит информацию о  текстах, 
смысл которых передается с  помощью нескольких модусов. Однако 
поскольку в  мировом научном сообществе термин «мультимодаль-
ный» в определении корпуса прочно закрепился за корпусами звуча-
щей речи, было принято решение ввести более конкретный термин 
«иллюстративно-текстовый корпус» по аналогии с англоязычным тер-
мином «text-image corpus» [Tirilly et al. 2010; Mohd Yasin et al. 2012]. Для 
краткости и удобства изложения далее в этой статье мы обозначим его 
как корпус.
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2. Состав и объем корпуса
При отборе учебников мы руководствовались несколькими фак-
торами: распространенность учебника, соответствие ФГОС [При-
каз 2009], новизна и оригинальность методических школ, результаты 
опроса учителей и  родителей школьников. Для исследования были 
отобраны 6  наиболее репрезентативных линеек учебников по рус-
скому языку для младшей школы2. С одной стороны, были отобраны 
учебники, входящие в традиционные программы (например, «Школа 
России», «Перспективная начальная школа»), которые используют-
ся в большинстве российских школ. С другой стороны, в фокусе ис-
следования оказались учебники развивающих программ (например, 
система Л. В. Занкова). Кроме того, корпус был расширен экземпля-
рами, исключенными из  Федерального перечня учебников из-за не-
соответствия ФГОС, но представляющими интерес для научного ис-
следования (например, учебники под редакцией М. С. Соловейчик 
и Н. С. Кузьменко; учебники под редакцией Г. Г. Граник и В. В. Рубцова). 
К настоящему моменту объем аннотированного вручную корпу-
са составляет 26  учебников (около 380  тыс. токенов), более подроб-
ная информация об объеме корпуса представлена в табл. 1. Разметка 
остальных отобранных учебников продолжается. 
Таблица 1. Объем корпуса учебников русского языка для младшей школы
1 класс 2 класс 3 класс 4 класс
токенов 76 737 89 966 103 738 120 444
предложений 9 989 13 638 15 385 16 720
текстовых блоков 4 772 4 975 4 871 4 283
изображений 2 172 3 560 3 796 3 905
3. Принципы разметки корпуса
Простейшим элементом данного корпуса является законченный, 
визуально отделяемый блок текста, размеченный по служебным 
(класс, автор, страница, ссылка на изображение страницы) и основ-
2 Русский язык: учеб. 1–4 кл.: В. П. Канакина, В. Г. Горецкий (2013–2014); 
Н. А. Чуракова, М. Л. Каленчук (2013–2017); Т. Г. Рамзаева (2008-2013); Н. В. Нечаева 
(2013–2014); М. С. Соловейчик, Н. С. Кузьменко (2014–2017), Г. Г. Граник и В. В. Руб-
цов (2012–2015). 
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ным метатекстовым параметрам. Остановимся подробнее на основ-
ных параметрах разметки.
3.1. Аппарат учебника
Этот параметр иллюстрирует отнесенность текстового блока к од-
ному из структурных элементов учебника: текст, наполнение упраж-
нения, формулировка задания, справочная информация и др. Благо-
даря такой разметке можно проводить исследования как на полном 
текстовом материале учебника (например, подсчёт базовых метрик 
текста, таких как рост средней длины предложения, увеличение ко-
личества терминов, общего объема лексики в учебниках разных клас-
сов), так и на отдельных блоках. Например, корпусные исследования 
формулировок заданий позволяют сделать выводы о  методических 
особенностях пособия (в одних учебниках встречается больше зада-
ний на развитие устной речи, в других — письменной).
3.2. Текстовый компонент
Текстовый материал учебника размечается по способу организа-
ции текста (проза, поэзия) и степени его аутентичности (сконструи-
рованный методистами, адаптированный, аутентичный). Так, табл. 2 
иллюстрирует количество аутентичных текстовых фрагментов в учеб-
никах для 1 класса разных авторских коллективов. Для удобства опи-
сания в работе мы будем называть все учебники (1–4 класс) по фами-
лии первого автора.
Таблица 2. Использование авторских текстов в учебниках 1 класса
Канакина Чуракова Рамзаева Нечаева
Всего текстов 95 111 101 96
Доля аутентичных текстов 71 % 23 % 58 % 48 %
Количество авторов 37 9 21 26
Данные табл. 2  позволяют сделать вывод, что среди авторов нет 
единого мнения по включению аутентичных фрагментов в  учебник: 
разброс составляет от 23 % до 71 % от общего числа текстов. Макси-
мальное количество таких текстов и разнообразие авторов наблюда-
ется в  учебнике Канакиной. В  учебнике Чураковой, наоборот, пре-
обладают сюжетные сконструированные авторами тексты, где герои 
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Маша и  Миша вместе с  читателями знакомятся с  миром русского 
языка. Также интересно проследить предпочтения авторов касательно 
выбора источников аутентичных фрагментов. Так, во всех учебниках 
для 1 класса присутствуют тексты устного народного творчества — по-
словицы, поговорки, загадки, считалки, однако в разном количестве: 
если в учебниках Канакиной и Нечаевой широко используются тек-
сты УНТ (25  и  21  вхождений соответственно), учебники Чураковой 
и Рамзаевой используют такие тексты значительно реже (1 и 3 раза со-
ответственно). Лидерами по встречаемости и воспроизводимости во 
всех 4 анализируемых учебниках являются традиционные детские ав-
торы прошлого столетия: С. Маршак (43), К. Чуковский (6), Б. Заходер 
(5), А. Барто (5). Однако в учебниках первого класса можно встретить 
и авторов XIX в.: В. Одоевского, А. Фета, К. Ушинского. 
3.3. Визуальный компонент
Иллюстративный материал в корпусе размечен на основании функ-
ций, которые выполняет каждая иллюстрация в учебнике (навигация, 
декорация и т. д.) и информации, которая «считывается» с изображе-
ния (степень культурной маркированности). По данным параметрам 
размечаются не только рисунки, фотографии, репродукции и схемы, 
но и декоративные элементы на странице, специфичный шрифт, раз-
личные выделения. Всё это в  совокупности погружает школьника 
в мир изучаемого предмета. С одной стороны, иллюстрации отража-
ют действительность, а с другой — формируют картину мира ученика, 
в том числе выполняя социокультурную функцию. 
Закономерно самым распространенным типом иллюстрации по 
корпусу является навигация (49 %), так как все учебники снабжены 
специальными картинками-иконками для удобства ориентирования 
в  материале и  структуре. В  линейке под ред. Канакиной частотны 
репрезентация содержания (32 %) и репрезентация лексики (28 %), а 
в учебниках под ред. Рамзаевой и Чураковой — декорация (38 % и 34 % 
соответственно). 
С одной стороны, иллюстративный материал способствует пони-
манию текста, дополняет его, а  также упрощает восприятие нестан-
дартной информации, с другой стороны, может наоборот «уводить» 
внимание, отвлекая от текста, требуя при этом от учеников дополни-
тельных когнитивных усилий по обработке изображения. Например, 
в учебнике Чураковой в качестве декорации к справочной информа-
ции представлена летучая мышь (см. рис. 1). 
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Рис. 1. Иллюстрация из учебника под ред Н. А. Чураковой 2 кл. 2 ч. 2013, С. 80. 
Выбор иллюстративного материала для «заданий по картинке» так-
же представляет интерес. Зачастую такие задания предполагают ра-
боту с репродукциями. Однако в учебниках Канакиной используются 
только классические художественные произведения (например, «Де-
вочка с персиками» В. А. Серова), в то время как в учебнике Чураковой 
более разнообразный материал, включающий картину импрессиони-
ста Клода Моне «Прогулка» и сатирические рисунки Х. Бидструпа). 
Пример разметки корпуса по описанным выше параметрам пред-
ставлен в табл. 3.
Таблица 3. Пример разметки корпуса учебников




Какие слова в нём риф-
муются?
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Аппарат учебника Формулировка задания Наполнение упражнения. Текст
Тип текста — Поэзия
Авторство — Аутентичный
Имя автора — Д. Чиарди





Описанный формат разметки открывает возможности для боль-
шого количества исследований. Опишем самые перспективные с на-
шей точки зрения области применения корпуса учебников. 
1. Исследование сложности текстов учебников, их доступности 
для соответствующего возраста, роль иллюстративного компо-
нента в  восприятии информации, сравнение сложности учеб-
ника русского языка с текстами других предметов.
2. Анализ лексического состава учебников: воспроизводимость 
лексики и процесс формирования словарного запаса школьни-
ка, тематическое распределения текстов учебника, принадлеж-
ности к эпохе, релевантности современным школьникам.
3. Поиск общего терминологического ядра учебников по русско-
му языку.
4. Исследование социокультурной информации, транслируемой 
посредством учебника: формирование национальных и гендер-
ных стереотипов.
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СООТНОШЕНИЕ КОРПУСНОЙ ЛИНГВИСТИКИ И ТИПОЛОГИИ
RELATIONSHIP BETWEEN CORPUS LINGUISTICS AND TYPOLOGY
Аннотация. Современная лингвистика выбрала курс на прикладные дисциплины, которые, по 
существу, направлены на приближение теории к  практике, на решение практических задач. 
В числе современных прикладных лингвистических дисциплин заслуженно выделяется корпус-
ная лингвистика. Этa молодая отрaсль лингвистики, можно сказать, связана со всеми другими 
лингвистическими дисциплинами. Она черпает материал из всех дисциплин и, обрабатывая его, 
возвращает им. Можно заметить особую взаимосвязь между корпусной лингвистикой и лингви-
стической типологией, характеристике которой и посвящена данная публикация.
Ключевые слова. корпусная лингвистика, типология, соотношение, статистика, частотность.
Abstract. Modern linguistics has chosen the course of applied disciplines, which are essentially 
aimed at bringing the theory closer to practice, at solving practical problems. Among modern applied 
linguistic disciplines corpus linguistics is deservedly distinguished. This young linguistic branch can 
be said to be connected with all other linguistic disciplines. It takes the material from everyone and 
returns it back after processing. A special relationship can be observed between corpus linguistics 
and linguistic typology, the characteristics of which our publication is directed to.
Keywords. corpus linguistics, typology, relationship, statistics, frequency. 
1. Цель и задачи этих дисциплин
1.1. «Миссия» корпусной лингвистики
Корпусная лингвистика, являясь одной из сравнительно молодых 
лингвистических дисциплин, становится более востребленной с точ-
ки зрения практики. 
Объектом исследования и ее «продуктом» является корпус1 — на-
бор электронных текстов, с поисковыми возможностями и разными 
фильтрами. «Корпус — это информационно-справочная система, осно-
ванная на собрании текстов на некотором языке в электронной фор-
ме» [НКРЯ]. 
Можно сказать, что в  корпусной лингвистике совмещаются ме-
тод анализа непосредственных составляющих и  метод статистики, 
один — чисто лингвистический, а другой — междисциплинарный ме-
тод, заимствованный из социологии.
1 Исторически, предшественником корпусов считается брауновский, с объ-
емом в 2000 слов, с 500 текстовыми фрагментами разных стилей (Брауновский уни-
верситет, 1962–1963, США) [Грудева 2012: 34].
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Кто и с какой целью может создать корпус? Такую роль может взять 
на себя как исследовательская группа или организация, так и отдель-
ный специалист в  этой области. Цели могут быть самыми разными, 
а корпусы — варьироваться в объеме. Самый объемный корпус того 
или иного языка называется «национальным», который, как правило, 
оснащен интернет-доступностью (напр.: российский  — http://www.
ruscorpora.ru/, британский  — http://www.natcorp.ox.ac.uk/, армян-
ский  — http://www.eanc.net/am/composition/). Для таких корпусов 
важными особенностями считаются [НКРЯ]:
 • Представительность: сбалансированный состав текстов.
 • Разметка /  аннотация: дополнительная информация о  свой-
ствах входящих в  него текстов (в  Национальном корпусе рус-
ского языка есть 5  типов разметок  — метатекстовая, морфо-
логическая-словоизменительная, синтаксическая, акцентная 
и семантическая). Наличие разметок считается отличительной 
чертой по сравнению с другими «простыми коллекциями» или 
«библиотеками» текстов, представленными в интернете, а раз-
нообразием и глубиной разметок измеряется научная и учебная 
ценность корпуса. 
Считаем необходимым заметить, что по своей миссии корпусная 
лингвистика сходна, в первую очередь, со словареведением. Обе они 
представляют из себя прикладные-практические дисциплины, направ-
ленные на обработку языкого материала, но у них есть и другая сторо-
на — теория, направленная на продукт обработки (словарь, корпус).
Что касается практической корпусной лингвистики, то она осу-
ществляет очень важную миссию, а  именно  — обеспечивание рече-
вым материалом исследователя. Ведь язык в  своей полной и  точной 
характеристике открывается именно в  своем выражении  — в  речи, 
отрывки из которой под взором исследователя становятся текстами. 
Изучать сущность языка, а не его структуру, можно лишь путем изуче-
ния языка в действии — в речевых-текстовых материалах. В процессе 
перехода языка в  речь можно обнаружить два взаимодействующих 
инструмента-фильтра  — норму и  узус. Первый контролирует речь 
с точки зрения нормативных правил, а второй — с точки зрения язы-
ковой традиции. Если языковая норма “ссылается” на нормативную 
лингвистическую литературу, то узус — на языковой обычай. Этот пе-
реход мы проиллюстрировали графически в нашей книге [Մելքոնյան 
2017: 98] (см. рис. 1). 
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Рис. 1. Переход от языка к речи
Для отображения нормы и узуса мы выбрали разные фигуры, под-
черкивая то, что они являются разными по существу. Располагая одну 
фигуру над другой, мы намеревались показать, что они могут иметь 
и  соответствия (совпадающая часть фигур), и  различия (фрагменты 
одной фигуры, выходящие за пределы другой), так как не все нормы 
могут быть приняты обществом в качестве языковых обычаев — узу-
сов. С другой стороны, не все языковые обычаи зафиксированы как 
нормы. Чем же можно измерить узуальность данного языкового явле-
ния? Ответ на этот вопрос остался бы на уровне субъективизма (осо-
бенно для изучающих иностранный язык), если бы не пришел на по-
мощь языковой корпус. Так вот миссией номер один для корпусной 
лингвистики мы считаем разработку меры для узуальности языко-
вых явлений.
Адресатом корпуса, в первую очередь, является лингвист, но кор-
пус может заинтересовать самых разных специалистов, и, в частности, 
из области общественных наук (литературовед, журналист, библиоте-
ковед, социолог, психолог, культуролог, юрист, политолог, экономист, 
педагог, PR менеджер и т. п.). Строго построенный корпус, вдобавок 
ко всему прочему, может предоставить информацию и  о  словарных 
сдвигах, о «биографии» того или иного слова, становясь дня него не-




Типология является одной из классических лингвистических дисци-
плин, которая сформировалась еще в начале 19-ого веке, объектом ко-
торой является структура языка, а конечной целью — типологическая 
классификация языков. На пути к  достижению этой цели ставятся 
такие промежуточные цели, как: выявление типичных черт отдельных 
языков, структурная характеристика отдельных языков и  языковых 
групп, выявление универсалий и  уникалий, создание универсальной 
лингвистической теории. Ключевым термином этой научной сферы 
является тип, который понимается в узком и широком значении: 
 • классовый тип языка, т. е. тип языка на его конкретном уровне 
(напр: фонетический, словообразовательный, морфологический, 
синтаксический и т. д.), для конкретной типизируемой области;
 • общий тип языка (идеал типологии).
 • Хотя первые типологические классификации были основаны 
на морфологическом принципе (аморфные, агглютинативные, 
флективные языки), но ставить знак равенства между морфо-
логическими и  языковыми типами, в  широком значении по-
следних, является уже устаревшим подходом, так как языковые 
типы проявляют себя на всех уровнях языка.
С другой стороны, языковой тип не бывает представлен в чистом 
виде: почти всегда с  доминирующими чертами можно обнаружить 
сосуществование хотя бы слабо выраженных альтернативных про-
явлений. Тип языка при наличии таких разных языковых выражений 
определятся с помощью статистики текстовых показателей2. И имен-
но здесь типолог нуждается в пропорционально строго построенном 
языковом корпусе.
2. Грани соприкосновения корпусной лингвистики 
и лингвистической типологии
Грань соприкосновения типологических и корпусно-лингвистиче-
ских интересов можно привести к тексту: типолог обращается к тек-
сту, чтобы с  помощью статистических показателей найти ответ на 
вопрос: к какому типу принадлежит тот или иной язык, а корпусный 
лингвист берет на себя роль обработки этой базы текстов, предостав-
2 Это может касаться лишь классового типа, поскольку типологическая клас-
сификация языков одновременно на всем уровням, приводит типологию к тупику.
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ляя возможность для автоматической статистики. На первый взгляд 
можно предположить, что связь между обеими научными сферами 
односторонняя: т. е. типология только забирает, не отдавая ничего 
взамен. Но это не совсем так, а точнее — это должно быть не так, по-
скольку типология много чего может отдать корпусной лингвистике, 
содействуя ее развитию на совершенно новом уровне. 
Современные глобализационные процессы, которые интенсивным 
образом проникают во все области человеческой деятельности, долж-
ны привести к круглому столу еще и лингвистов, ставя вопрос об ак-
туальности создания универсальной теории языка. Универсализация 
лингвистики является основной задачей универсалогии  — отрасли 
лингвистической типологии. А универсальные решения должны быть 
зафиксированы в языке-эталоне (человеческого языка)3. Эталон дол-
жен отвечать за информацию о всевозможных языковых выражени-
ях, при этом охарактеризованных универсальным лингвистическим 
метаязыком. Имея такую информацию, корпусный лингвист может 
быть снабжен универсальными инструментами для маркировки еди-
ниц любого языка. 
Это сможет послужить созданию параллельных текстов, что, по 
нашему мнению, заинтересует не только лингвистов, а специалистов 
самых разных областей, в первую очередь, переводчиков и лиц, изуча-
ющих иностранные языки. Так, например, универсальная теория, об-
рабатывая информацию о всевозможных моделях словообразования 
в языках, сможет применять единую модель для отображения струк-
туры каждого слова каждого отдельного языка. Исследователь смо-
жет иметь возможность нахождения многоязычной базы данных по 
искомой модели. То же самое можно сделать и для выявления струк-
турных качеств других языковых явлений (длина слова, структура 
слога, структура предложения, структура словосочетаний или других 
конструкций, сочетаемость слов, структура абзаца, структура текста 
и  т. д.). Переводчик же сможет сравнивать двуязычный или много-
язычный переводческий материал с оригиналом.
3. Иллюстрация собственной типологической практики
Так как типология является областью наших научных интересов, 
мы часто сталкиваемся с  задачей выявления текстовых показателей 
3 Плану обработки языка-эталона посвящена наша статья, уже готовая к пуб-
ликации.
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исследуемого явления. При решении этой проблемы, однако, мы не 
основывались на базе Национального корпуса армянского языка 
(ԱՐԵՎԱԿ). Хотя этот корпус имеет неплохой объем (110 млн. слов, 
тексты которого берут начало со второй половины 19-го века и  яв-
ляются текстами разных стилей, в  том числе и  тексты-переводы) и, 
в  частности, удачные заметки, которые могут быть полезными при 
решении различных лингвистических задач, однако, для типологиче-
ских исследований, как нам кажется, он не соответствует требовани-
ям, так как:
 • объем разнообразности текстов не равномерен: доминирует ху-
дожественный материал;
 • недостаточно текстов новейшего периода (2000-е годы);
 • иногда тексты не датированы.
Для решении типологических задач мы создали свой корпус, объе-
мом в 219 590 звуков, прерогативой которого стала строгая пропорци-
ональная вовлеченность текстов разных стилей различных авторов. 
При помощи применения «ручных» корпусов мы нашли решения на 
следующие вопросы, касающиеся современного литературного вос-
точно-армянского языка (официальный-государственный язык Ар-
мении):
 • вокалическому или консонантному типу языков принадлежит 
язык?
 • какие частотные показатели имеются у каждого звука?
 • язык является аналитическим или синтетическим языком 
в именной системе?
 • какие структуры слогов и с какими частотными показателями 
существуют в нем?
 • какие текстовые показатели есть у дифтонгоидов?
Нетрудно заметить, что чем выше уровневая принадлежность из-
учаемого языкового явления, тем важнее иметь объемный текстовый 
материал. 
4. Выводы
 • Обе изучаемые дисциплины являются перспективными в обла-
сти филологии.
 • При их отношении друг к другу центр тяжести пока что нахо-
дится в области корпусной лингвистики.
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 • Эти научные дисциплины могут войти в  область равного вза-
имодействия, способствуя повышению взаимного научного 
уровня. Но для этого каждая из  областей должна сначала ре-
шить свои собсвенные вышеперечисленные проблемы, которые 
могут препятствовать их продуктивному взаимодействию.
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ОПЫТ СОЗДАНИЯ КОРПУСА ТЕКСТОВ В СФЕРЕ 
ИНФОРМАЦИОННОЙ БЕЗОПАСНОСТИ1
TOWARDS CONSTRUCTION OF AN ANNOTATED CORPUS IN 
CYBERSECURITY
Аннотация. В данной работе рассматривается задача разметки корпуса неструктурированных 
текстов на русском языке в  сфере информационной безопасности. Были выявлены основные 
типы именованных сущностей, релевантных для данной предметной области, сформирован 
набор тегов, разработана подробная инструкция для разметки текстов. Также в данной работе 
обсуждаются сложные для разметки и неоднозначные контексты, специфичные для области ин-
формационной безопасности.
Ключевые слова. Информационная безопасность, извлечение именованных сущностей, корпус-
ная лингвистика.
Abstract. In this paper we discuss the construction of a new corpus of unstructured Russian texts 
concerned with cybersecurity problems. Our analysis of the texts in question reveals a number of 
specific named entities’ types that are relevant for the subject area. We also present a new instruc-
tion for human annotators. The instruction includes description of the most problematic cases and 
contexts.
Keywords. Cybersecurity, named entity extraction, corpus linguistics.
1. Введение 
Для успешного предотвращения утечки и  потери данных специ-
алистам в  сфере информационной безопасности (ИБ) необходимо 
максимально быстро получать актуальные сведения о хакерской ак-
тивности, вирусах и  уязвимостях. Одним из  наиболее эффективных 
инструментов сбора этих сведений является система автоматического 
извлечения информации в  данной предметной области. Для обуче-
ния и  тестирования такой системы необходим размеченный корпус 
текстов в сфере ИБ. Этот корпус также может быть использован для 
лингвистического анализа текстов данной предметной области.
Актуальная информация об уязвимостях публикуется на специ-
ализированных интернет-ресурсах и  форумах в  виде неструктури-
рованных текстов. Поэтому наиболее эффективной для сферы ИБ 
является система, способная извлекать информацию из неструктури-
1 Работа частично поддержана РФФИ (проект 16-29-09606)
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рованных текстов, и, следовательно, именно такие тексты должны со-
ставлять значительную долю от общего объема размеченного корпуса.
2. Обзор близких работ 
Задача разметки корпуса текстов по ИБ рассматривалась в  ряде 
работ. В работе [Bridges et al. 2013] была произведена автоматическая 
разметка корпуса. Для оценки её качества вручную были размечены 
несколько десятков текстов. В работах [Weerawardhana et al 2014; Jos-
hi et al. 2013; Lim et al. 2017] рассматривается задача ручной разметки 
корпуса.
Большинство корпусов данной предметной области (в  том числе 
корпуса, описанные в работах [Weerawardhana et al 2014; Bridges et al. 
2013]) содержат частично структурированные тексты: например, бюл-
летени по безопасности Майкрософт или статьи из  Национальной 
базы данных уязвимостей США (NVD, National Vulnerability Databa-
se). В  работе [Joshi et al. 2013] корпус включает в  себя как частично 
структурированные, так и неструктурированные тексты, однако доля 
последних в корпусе крайне мала. Корпус, описанный в работе [Lim et 
al. 2017], состоит из слабо структурированных формальных текстов — 
статей и докладов, которые могут содержать различные списки и та-
блицы.
Общепринятый набор тегов для разметки текстов по ИБ отсутству-
ет, поэтому авторы работ используют различные наборы тегов в за-
висимости от задач исследования и  степени структурированности 
текстов. В работе [Bridges et al. 2013] в качестве тегов использовались 
заголовки полей, которые заполняются при описании уязвимости 
в NVD. Набор тегов в работе [Joshi et al. 2013] был сформирован иссле-
дователями в результате анализа текстовой коллекции. В работе [Lim 
et al. 2017] в качестве источника тегов выступил словарь для описания 
уязвимостей MAEC2. Авторы работ [Joshi et al. 2013; Lim et al. 2017] 
отмечают, что многие разметчики испытывали трудности при выборе 
тега.
Во всех упомянутых выше работах описаны корпуса, содержащие 
тексты на английском языке. Для русского языка, насколько нам из-
вестно, размеченные корпуса текстов по ИБ отсутствуют.
2 https://maecproject.github.io/
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3. Исходный корпус и его разметка
В рамках данной работы источником текстов для корпуса послу-
жили публикации и  форумы сайта SecurityLab3, которые, в  отличие 
от статей из NVD и бюллетеней по безопасности, представляют собой 
неструктурированные тексты. В корпус не вошли публикации дли-
ной меньше 500 слов, а также слишком длинные тексты. 
На первом этапе работы была получена частичная автоматическая 
разметка коллекции. Для этого использовалась система извлечения 
именованных сущностей (ИС) на русском языке, описанная в работе 
[Можарова 2017]. В  коллекции были автоматически размечены пер-
соны, локации, организации и  СМИ (теги Person, Loc, Org и  Media 
соответственно).
Для ручной разметки был сформирован следующий набор тегов: 
Hacker (отдельные хакеры); Hacker_Group (группы хакеров); Program 
(программы, в  том числе сайты, функции, части программ); Device 
(электронное оборудование); Tech (технологии, написанные с  боль-
шой буквы); Virus (зловредное ПО разной природы); Event (различ-
ные события и мероприятия).
Тексты размечались четырьмя независимыми разметчиками, при 
этом не все разметчики являлись специалистами в сфере ИБ. Размет-
ка производилась при помощи онлайн-инструмента для аннотации 
BRAT4.
На данном этапе разметки аннотаторам было дано малое коли-
чество указаний о  том, как следует размечать ИС различных типов. 
Предполагалось, что отсутствие изначальной инструкции по разметке 
позволит выявить наиболее часто встречающиеся ошибки разметки 
и сформировать в дальнейшем полноценный набор правил для раз-
метчиков.
Всего было размечено 1124 публикаций. В корпус вошли только та-
кие тексты, которые содержат хотя бы один из следующих тегов: Hac-
ker, Hacker_Group, Program, Device, Tech, Virus. В результате объем 
корпуса составил 861 текст (406488 токенов).
Далее в  целях устранения неточностей разметки был произведен 
вторичный анализ размеченных текстов. В ходе анализа было установ-
лено, что разметчики склонны принимать разные решения при раз-




ошибок и неточностей и общей непоследовательности разметки. Так, 
например, язык программирования Java в 30 случаях получил невер-
ный тег Program и в 5 случаях — верный тег Tech; аббревиатура СКЗИ 
(средство криптографической защиты информации) в  13  случаях 
была неверно размечена как Program, в 43 случаях получила верный 
тег Tech.
3.1. Примеры непоследовательной разметки
В результате анализа размеченных текстов были выделены случаи 
непоследовательной разметки, в их числе:
 • Включение или исключение из аннотации парных знаков пре-
пинания (скобок или кавычек), окружающих ИС: главный бот-
мастер по прозвищу «Netkairo»;
 • Включение или исключение из аннотации русскоязычной части 
слова с  дефисным написанием, где первая часть является ИС: 
DDoS-атака, Andriod-устройство;
 • Выделение одной или двух ИС в контекстах, где название про-
граммы или технологии содержит название разработчика: Apple 
iOS, Microsoft Internet Explorer 10;
 • Выделение или отсутствие ИС на номерах версий продукта 
в  случае, если они перечислены вслед за названием продукта: 
Android 7.1, 7.1.1 и 7.1.2;
Кроме того, в текстах были обнаружены определенные типы ИС, 
выбор тега для которых был затруднен. К таким типам относятся: пла-
тежные системы; криптовалюта; языки программирования; команды, 
методы и  классы объектов в  различных языках программирования; 
библиотеки подпрограмм; средства разработки; параметры и факто-
ры; программные ошибки; ссылки и  директории. Также разметчики 
испытывали трудности при выборе тега для ИС с дефисным написа-
нием: Android-устройство (Program или Device), GSM-телефон (Tech 
или Device).
Вместе с  тем были зафиксированы такие группы ИС, выбор тега 
для которых зависит от контекста:
 • Организация/Локация: Кремль, Белый Дом, Пентагон;
 • Организация/Программа: Яндекс, Google;
 • Программа/Девайс: различные программно-аппаратные сред-
ства и комплексы (например, межсетевые экраны);
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Такое многообразие неоднозначных и сложных для разметки кон-
текстов делает разметку корпуса текстов в сфере ИБ нетривиальной 
задачей. Наш опыт показывает, что разметчики, вне зависимости от 
того, являются ли они специалистами ИБ или нет, нуждаются в полно-
ценной инструкции, включающей в себя подробное описание исполь-
зуемых тегов и правила выбора тега для ИС различных типов.
4. Новая инструкция и исправление разметки
Во избежание ошибок и  неточностей при дальнейшей разметке 
и при внесении правок в существующую разметку, была разработана 
новая инструкция, в которой были учтены все сложные и неоднознач-
ные контексты, обнаруженные в  ходе анализа размеченных текстов. 
Так, в рамках новой аннотации были приняты следующие решения:
 • Парные знаки препинания, окружающие ИС, включаются в ан-
нотацию;
 • В аннотацию ИС с дефисным написанием входят обе её части: 
и предшествующая дефису, и следующая за ним;
 • В контекстах, где название программы или технологии содер-
жит название ее разработчика, последнее не выделяется в каче-
стве отдельной ИС;
 • На версиях продукта, перечисленных после названия продукта, 
отдельные ИС выделяются, если названия версий содержат бук-
венные символы: PowerPC G3, G4 и G5;
Для каждого тега в инструкции указаны типы ИС, которым он при-
сваивается. Наиболее актуальна эта мера была для тегов Program, De-
vice и Tech, приписывание которых вызывало больше всего ошибок:
 • Program: операционные системы (iOS 9); браузеры (Google 
Chrome); скачиваемые и устанавливаемые программы (Adblock); 
сайты (но не ссылки: SlideShare); файлы и процессы, названия 
которых записаны в виде «имя.расширение» (Autorun.exe, ipfilter.
dat) и пр.;
 • Tech: ряд русскоязычных аббревиатур (СКУД, СЗПДн и  пр.); 
языки программирования (JavaScript); расширения (XML); про-
токолы и стандарты (pptp, SSDP);
Для каждого из  вышеперечисленных тегов также указываются 
типы ИС, которым данный тег не присваивается. Так, например, было 
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принято решение не присваивать тег Program: ссылкам и директори-
ям, непрерывным частям кода, ряду аббревиатур (ПО, ОС, СПО и пр.).
В соответствии с  новой инструкцией были исправлены ошибки 
и неточности в разметке корпуса. 
5. Заключение
В данной работе рассмотрена задача создания размеченного кор-
пуса текстов в сфере ИБ. В результате анализа неструктурированных 
текстов были выделены основные типы ИС, которые встречаются 
в текстах по ИБ, а также перечислены трудности, которые возникают 
в ходе разметки. В целях создания последовательной разметки была 
разработана инструкция, включающая в себя подробное описание те-
гов и правила выделения и аннотации ИС в неоднозначных контек-
стах. Корпус текстов был размечен в  соответствии с  разработанной 
инструкцией и может быть в дальнейшем использован для обучения 
и тестирования моделей извлечения ИС в сфере ИБ. 
Литература
1. Можарова В. А. (2017), Методы машинного обучения в задаче извлечения име-
нованных сущностей на русском языке. Дипломная работа (магистр), МГУ име-
ни М. В. Ломоносова.
2. Jones  C. L., Bridges  R. A., Huffer  K. M., Goodall  J. R. (2015), Towards a relation 
extraction framework for cyber-security concepts. In Proceedings of the 10th Annual 
Cyber and Information Security Research Conference, p. 11.
3. Joshi  A., Lal  R., Finin  T., Joshi  A. (2013), Extracting cybersecurity related linked 
data from text. In Semantic Computing (ICSC), 2013  IEEE Seventh International 
Conference, pp. 252–259.
4. Lim  S. K., Muis  A. O., Lu  W., Ong  C. H. (2017), MalwareTextDb: A database for 
annotated malware articles. In Proceedings of the 55th Annual Meeting of the 
Association for Computational Linguistics, Vol. 1, pp. 1557–1567.
5. Weerawardhana S., Mukherjee S., Ray  I., Howe A. (2014), Automated Extraction of 
Vulnerability Information for Home Computer Security. In International Symposium 
on Foundations and Practice of Security, pp. 356–366.
References
1. Mozharova  V. A. (2017), Metody mashinnogo obuchenija v zadache izvlechenija 
imenovannyh sushchnostej na russkom jazyke. [Approaches to Machine Learning for 
Named Entity Extraction in Russian]. Master’s thesis, Moscow State University.
85
2. Jones  C. L., Bridges  R. A., Huffer  K. M., Goodall  J. R. (2015), Towards a relation 
extraction framework for cyber-security concepts. In Proceedings of the 10th Annual 
Cyber and Information Security Research Conference, p. 11.
3. Joshi  A., Lal  R., Finin  T., Joshi  A. (2013), Extracting cybersecurity related linked 
data from text. In Semantic Computing (ICSC), 2013  IEEE Seventh International 
Conference, pp. 252–259.
4. Lim  S. K., Muis  A. O., Lu  W., Ong  C. H. (2017), MalwareTextDb: A database for 
annotated malware articles. In Proceedings of the 55th Annual Meeting of the 
Association for Computational Linguistics, Vol. 1, pp. 1557–1567.
5. Weerawardhana S., Mukherjee S., Ray  I., Howe A. (2014), Automated Extraction of 
Vulnerability Information for Home Computer Security. In International Symposium 
on Foundations and Practice of Security, pp. 356–366.
Сиротина Анастасия Юрьевна
Московский государственный университет им. М. В. Ломоносова (Россия)
Sirotina Anastasiia
Moscow State University (Russia)
E-mail: overnastuhed@yandex.ru
Лукашевич Наталья Валентиновна
Московский государственный университет им. М. В. Ломоносова (Россия)
Loukachevich Natalia




BVS CORPUS: A MULTILINGUAL PARALLEL CORPUS OF BIOMEDICAL 
SCIENTIFIC TEXTS AND TRANSLATION EXPERIMENTS
Abstract. The BVS database (Health Virtual Library) is a centralized source of biomedical information 
for Latin America and Carib, created in 1998 and coordinated by BIREME (Biblioteca Regional de 
Medicina) in agreement with the Pan American Health Organization (OPAS). Abstracts are available 
in English, Spanish, and Portuguese, with a subset in more than one language, thus being a possible 
source of parallel corpora. In this article, we present the development of parallel corpora from BVS in 
three languages: English, Portuguese, and Spanish. Sentences were automatically aligned using the 
Hunalign algorithm for EN/ES and EN/PT language pairs, and for a subset of trilingual articles also. 
We demonstrate the capabilities of our corpus by training a Neural Machine Translation (OpenNMT) 
system for each language pair, which outperformed related works on scientific biomedical articles. 
Sentence alignment was also manually evaluated, presenting an average 96 % of correctly aligned 
sentences across all languages. Our parallel corpus is freely available, with complementary 
information regarding article metadata.
Keywords. Parallel Corpora, Biomedical, Translation, Spanish, English. 
1. Introduction
The availability of cross-language parallel corpora is one of the basis 
of current Statistical and Neural Machine Translation systems (SMT and 
NMT). Acquiring a high-quality parallel corpus that is large enough to train 
MT systems, specially NMT ones, is not a trivial task, since it usually de-
mands human curating and correct alignment. In light of that, the automat-
ed creation of parallel corpora from freely available resources is extremely 
important in Natural Language Processing (NLP), enabling the develop-
ment of accurate MT solutions. Many parallel corpora are already available, 
some with bilingual alignment, while others are multilingually aligned, with 
3 or more languages, such as Europarl [Koehn 2005], from the European 
Parliament, JRC-Acquis [Steinberget et al. 2006], from the European Com-
mission, OpenSubtitles [Zhang 2014], from movies subtitles.
The extraction of parallel sentences from scientific writing can be a val-
uable language resource for MT and other NLP tasks. The development of 
parallel corpora from scientific texts has been researched by several au-
thors, aiming at translation of biomedical articles [Wu et al. 2011; Neves et 
al. 2016], or named entity recognition of biomedical concepts [Kors et al. 
2015]. Regarding Portuguese/English and English/Spanish language pairs, 
the FAPESP corpus [Aziz and Specia 2011], from the Brazilian magazine 
revista pesquisa FAPESP, contains more than 150,000 aligned sentences per 
language pair, constituting an important language resource.
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In Latin America and Carib, the Pan American Health Organization 
(OPAS), in agreement with BIREME (Biblioteca Regional de Medicina), 
maintains the BVS database, which is an important source of biomedical 
texts in three main languages: English, Spanish, and Portuguese. Currently, 
BVS has more than 1  million texts indexed, and also provides integrated 
search capabilities with PUBMED. 
In this article, we explore the BVS database as a source of parallel corpora 
for the 3 aforementioned languages. We developed a trilingual parallel cor-
pus with the 3 languages, as well as parallel corpora of English/Portuguese 
and English/Spanish abstracts. In addition, we provided various metadata 
regarding the publications.
2. Licensing
Most articles in the BVS database are open access documents. In order 
to avoid any copyright issues, we included in our datasets only open access 
documents. To retrieve license information, we crawled the BVS website 
containing information about the indexed journals1 as well as the Directory 
of Open Access Journals2.
3. Materials and Methods
In this section, we detail the information retrieved from BVS website, the 
filtering process, the sentence alignment, and the evaluation experiments. 
Figure 1 shows the diagram of the steps followed for the development of the 
parallel corpora.
3.1 Document retrieval and parsing
BVS’s website3 offers simple and advanced search capabilities. We iter-
atively queried the database to retrieve all lists of results, which were then 
parsed and all relevant contents stored, such as authorship, title, and ab-
stracts. We adopted the MongoDB database system, as it is document-ori-
ented, and allows for the easy querying and storage of this type of data.
After the initial filtering, the resulting documents were processed for 






language (e.g. English abstracts in the Portuguese field, or the other way 
around), removing the documents that presented such inconsistency. In ad-
dition, we also removed newline/carriage return characters (i.e \n and \r), as 
they would interfere with the sentence alignment tool.
3.2 Sentence alignment
For sentence alignment, we used the LF aligner tool5, a wrapper around 
the Hunalign algorithm [Varga et al. 2005], which provides an easy to use 
and complete solution for sentence alignment, including pre-loaded dictio-
naries for several languages.
Hunalign uses Gale-Church sentence-length information to first auto-
matically build a dictionary based on this alignment. Once the dictionary 
is built, the algorithm realigns the input text in a second iteration, this time 
combining sentence length information with the dictionary. When a dic-
tionary is supplied to the algorithm, the first step is skipped. A drawback of 
Hunalign is that it is not designed to handle large corpora (above 10 thou-
sand sentences), causing large memory consumption. In these cases, the 
5 https://sourceforge.net/projects/aligner/
 
Figure 1: Method employed for corpora building. Fig. 1. Method employed for corpora building
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algorithm cuts the large corpus in smaller manageable chunks, which may 
affect dictionary building.
The parallel abstracts were supplied to the aligner, which performed sen-
tence segmentation followed by sentence alignment. After sentence align-
ment, the following post-processing steps were performed: (i) removal of 
all non-aligned sentences; (ii) removal of all sentences with fewer than three 
characters, since they are likely to be noise.
3.3 Machine translation evaluation
To evaluate the usefulness of our corpus for MT purposes, we trained an 
NMT model using the OpenNMT system [Klein et al. 2017] for all language 
pairs. The produced translations were evaluated according to the BLEU 
score [Papineni et al. 2002].
3.4 Manual evaluation
Although the Hunalign algorithm usually presents a good alignment 
between sentences, we also conducted a manual validation to evaluate 
the quality of the aligned sentences. We randomly selected 300 sentences, 
100 for the triligual subset, and 100 for each subset of EN/PT and EN/ES. If 
the pair was fully aligned, we marked it as ”correct”; if the pair was incom-
pletely aligned, due to segmentation errors, for instance, we marked it as 
”partial”; otherwise, when the pair was incorrectly aligned, we marked it as 
”no alignment”.
4. Results and Discussion
In this section, we present the corpus’ statistics and quality evaluation 
regarding NMT system, as well as the manual evaluation of sentence align-
ment.
4.1 Corpus statistics
Table 1  shows the statistics (i.e. number of sentences) for the aligned 
corpus according to the 2 language pairs and the trilingual subset. The data-
set is available6in TMX format [Rawat et al. 2016], since it is the standard 
format for translation memories. We also made available the aligned corpus 
in an SQLite database in order to facilitate future subset selection. In this 
database, we included the following metadata information: year, keywords 
6 10.6084/m9.figshare.8067533
90
in the available languages, database of origin, country, authorship, and URL 
for the full-text when available.






Prior to MT experiments, sentences were randomly split in three disjoint 
datasets: training, development, and test. Approximately 14,000 sentences 
were allocated in the development and test sets, while the remaining was 
used for training. For the NMT experiment, we used the Torch implementa-
tion7 to train a 2-layer LSTM model with 500 hidden units in both encoder 
and decoder, with 20 epochs. During translation, the option to replace UNK 
words by the word in the input language was used.
Table 2 presents the BLEU scores for both translation directions with the 
3 language pairs for the development and test partitions. We also included 
the best scores from a similar parallel corpus from Scielo [5] as a bench-
mark.
Table 2. BLEU scores for translation using OpenNMT for the development and 
test partitions. Previous related work by Neves et al.(2016) is also presented for 
comparison in the right-hand column as benchmarking
Language Pairs Dev Test Bench
EN-ES
EN→ES 34.80 34.96 32.75
ES→EN 33.82 34.28 30.53
PT-ES
PT→ES 55.78 56.11 —
ES→PT 56.26 56.50 —
EN-PT
EN→PT 35.62 36.03 33.37
PT→EN 35.88 36.12 31.78
7 http://opennmt.net/OpenNMT/
91
Our models achieved better performance than the benchmark for all 
language pairs and directions, with at least 2.21 percentage points (pp) high-
er for the EN/ES language pair, achieving a maximum of 4.34 pp for the EN/
PT language pair. It is noticeable the high scores achieved in the ES/PT pair, 
which we expect to be due to the high similarity between both languages.
4.3 Sentence alignment quality
We manually validated the alignment quality for 300 sentences random-
ly selected from the parsed corpus and assigned quality labels according 
Section 3.4. From all the evaluated sentences, average 96 % were correct-
ly aligned, while average 2 % were partially aligned. The trilingual subset 
was the one with the best alignment, achieving 97 % correct alignment. The 
small percentage of no alignment is probably due to the use of Hunalign 
algorithm with the provided dictionaries. Figure 2  shows the alignment 
accuracy for all language subsets.
Fig. 2. Alignment accuracy for the three language subsets
5. Conclusion and future work
We developed a parallel corpus of biomedical abstracts in English, Span-
ish, and Portuguese. Our corpus is based on the BVS database, which con-
tains biomedical texts from several sources in Latin America and Carib. The 
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corpus contains the EN/ES, EN/PT language pairs as well as a trilingual sub-
set of EN/PT/ES sentences.
Our corpora were evaluated through NMT experiments with Open-
NMT system, presenting superior performance regarding BLEU score than 
a related work with a similar corpus. The NMT model presented remarkable 
results for the PT/ES language pair, possibly due to the similarity between 
the languages. We also manually evaluated sentences regarding alignment 
quality, with average 96 % of sentences correctly aligned.
For future work, we foresee the use of the presented corpus in mono and 
cross-language text mining tasks, such as text classification and clustering. 
As we included several metadata, these tasks can be facilitated. Other ma-
chine translation approaches can also be tested, including the concatenation 
of this corpus with other multi-domain ones.
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OMNIA RUSSICA: EVEN LARGER RUSSIAN CORPUS1
Abstract. This paper focuses on combining Russian open corpus resources into one single source. 
The article describes the motivation for a gradual integration of existing text resources to create a 
more general project and analyzes in detail the main steps to merge the existing data to formats 
based on NoSketch Engine corpus standards and interface.
Keywords. Corpus linguistics, Russian corpora, open source, corpus construction. 
1. Introduction
Contemporary NLP-technology is inextricably linked with machine 
learning, and from 2010s on we are experiencing a new scientific revolu-
tion, where the latest technologies use generalizations on huge amounts of 
data. The methods include all sorts of vector models, both for words (like 
word2vec [Mikolov et al. 2013], GloVE [Pennington et al. 2014]), and sym-
bols (fasttext [Bojanowski et al. 2017]); unsupervised machine translation 
systems [Lample et al. 2018]; as well as the newest trend — universal lan-
guage models, pre-trained on huge corpora of the language and replacing 
the need for developers to have their own data for the task (these include 
primarily the works [Devlin et al. 2018, Peters et al. 2018, Radford et al. 
2018]). Universal encoders show SOTA-quality in the most difficult tasks 
of natural language understanding — SQUAD, information retrieval, ma-
chine translation, etc. In this paradigm, modern corpora are considered as 
a “training set”, exclusively a source of textual data, preferably representative 
and diverse. 
However, not only machine learning tasks require large corpora. The tra-
ditional corpus research areas, such as lexicography and teaching of foreign 
languages are, also changing: for example, studying the differences in the 
distribution of rare words also require more and more data. Since the word 
frequency distribution of a language obeys the Zipf law [Zipf 1949], most 
words of interest to researchers are often quite rare and have a very small 
IPM2 value. If IPM is less than one, it is quite difficult to get enough con-
texts of words to make a theoretical generalization on them, especially when 
the task concerns verbs, that usually have rather heterogeneous contexts 
due to complex actant structure and its arbitrary filling. To get 100 contexts 
1 This work has been, in part, funded by the Slovak KEGA and VEGA Grant Agencies, 
Project No. K-16-022-00, and 2/0017/17, respectively.
2 IPM — instances per million
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for a word with IPM 0.1, you need 1 billion words, and if these contexts 
are unique, then to get the most frequent you need at least 10 times more 
data — already 10 billion words, and so on. For comparison, to get at least 
100 examples of each use of 3 Russian synonyms — “umen’shit’” (“to reduce”, 
IPM 73), “ubavit’” (“to subtract”, IPM 1.36), and “skostit’” (“to knock off”, 
IPM 0.02), you need a corpus of 50 billion words.
In terms of case studies, modern open corpora still do not contain 
enough data [Shavrina 2019]. We believe that in the dominant paradigm 
of the corpus as a training set, corpus linguistics now has a new, extremely 
important application — knowing your corpus, which is possible only when 
full corpus metadata, genre ratio and original texts is available for the user. 
Until now, corpus comparison metrics are rather poorly developed (the first 
attempts to develop such metrics can be found in [Kilgarriff 2012; 2001], 
where they are used for comparing contexts of corpora). An analysis of the 
bias and homogeneity of contexts in corpora can be key to the needs of vec-
tor models and universal encoders since the question of choosing the best 
data for training a model remains open.
2. Russian Corpus Resources
Russian belongs to languages with a long history of corpus linguistics, 
and many projects addressing open access data, national literature, manual 
and automatic annotation of different kinds are carried out at present. The 
most notable of them include:
 • Russian National Corpora (RNC [Lyashevskaya et al 2005], about 
400 million words), based on national literature and fiction;
 • General Internet Corpus of Russian (GICR, [Selegey et al 2016], 
20 billion words), unifying social networks and media sources;
 • OpenCorpora ([Bocharov et al 2013], 3  million words), collecting 
data from news and blogs;
 • Araneuum Russicum, a general web-crawled corpus ([Benko, 2014; 
Benko and Zakharov 2016], 20 billion words); and
 • Taiga, open source corpus of Russian texts for machine learning tasks 
([Shavrina, 2018], 6 billion words).
Most of these corpora are accessible via web interface but do not give 
access to the source data (RNC, GICR), yet some can be also downloaded 
3 Hereinafter, IPMs are given from General Internet-Corpus of Russian, VK subcor-
pora.
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for independent research needs (Aranea, OpenCorpora, Taiga). Despite the 
differences in the theoretical standards of tokenization, morphology and 
syntax annotation, indexing algorithms, all of these corpora can potentially 
be reduced to a single format, as shown, e.g., in [Lyashevskaya et al. 2017]. 
Research based on corpus data requires an accurate understanding of 
the ratio of sources, genres of texts, their dates of origin, the ratio of authors 
and so on [Lyashevskaya and Sharoff 2008] — in this case, the researchers 
often compose a text sample by themselves, choosing materials in the nec-
essary relationship from existing corpora, and adding new resources. Open 
resources like Wikipedia, news, Common Crawl data are often joining the 
task as they are easy to obtain.
To stop the repetition of the same work done by researchers, and to bring 
all data to a single standard for ease of processing and analysis, we propose 
to combine the existing open resources within a single project. The follow-
ing sections will shortly describe the components envisaged as parts of a 
merged corpus resource.
3. Wikipedia
Wikipedia is a collaborative project of creating a free encyclopedic re-
source covering over one hundred different languages, where the Russian 
Wikipedia belong to the largest ones, totaling over 1.5 million articles. Due 
to its open license and rich metadata (including links among language ver-
sions), Wikipedia data is often used in NLP-related research and develop-
ment activities.
Full and up-to-date Wikipedia materials are not available in a “cor-
pus-ready” format and so they had to be prepared separately for our Project. 
For various reasons, we opted for downloading the data in a page by page 
manner via an API by means of the wiki2corpus4 script. It was expected to 
be operational “out-of-the-box”, i.e., without any additional programming 
necessary, and it produced output file directly compatible with the rest of 
our processing pipeline, providing also full metadata. The disadvantage of 
the solution was a somehow slow pace of getting the data. To prevent block-
ing the download process, a user-settable delay (one second by default) is 
imposed after downloading each article, making the average speed approx. 
2,000 articles per hour.
The process yielded (after basic filtration and deduplication) approxi-




Taiga is an open source corpus constructed in the way of maximum re-
call of the crawled resources. Taiga corpus unites such text sources as news, 
social media, fiction, poetry, chat logs and some relatively small amount 
of special datasets: fake news, authorship attribution collections, parallel 
corpora in English and German, resulting to 6 billion of words with open 
access5 and full metadata available, i.e., date and web source of origin, info 
about the author, theme, genre, etc. Both morphological and syntactic anno-
tation has been performed by UDPipe.
Taiga is the only Russian web corpus with billions of words with genre 
annotation tagged by authors of the respective texts themselves (sourcing 
proza.ru and stihi.ru). The corpus is based on the methodology of differen-
tial web corpus construction [Shavrina 2018], meaning all the unique re-
sources having entered into the data composition are crawled entirely to 
reach full representativeness within the segment.
5. Araneum Russicum
The Aranea project6 is targeted at creating a family of web-crawled cor-
pora for approx. two dozens of languages using a so-called “Brno Pipeline”7. 
All corpora are processed by a unified set of tools and by uniform method-
ology and are available in two basic sizes (1 billion and 100 million tokens, 
respectively). For some languages, even larger corpora are attempted, with 
Russian being one of them. The size of the largest Russian corpus is approx. 
25 billion tokens, yielding almost 20 billion tokens after paragraph and sen-
tence level deduplication.
The corpus is available in a vertical format containing morpho-syntactic 
annotation by TreeTagger and light XML markup containing metadata pro-
vided by the SpiderLing crawler8. As the early versions of the software did 
not store all metadata items, IP-addresses and page titles are available only 
for data crawled during the latest sessions.






Common Crawl is an open source of petabytes crawled web pages, in-
cluding mainly text data from various web sources — blogs, ads, news, au-
tomatically generated content, etc. Typically, about 8.5 % of all downloaded 
materials in the world in Common Crawl is Russian. On the Fig. 1 the size on 
various aggregation levels (host, domain, top-level domain / public suffix) 
is shown.
Fig. 1. Common Crawl
From the point of view of data collecting, Common Crawl is an ideal 
source to be gradually scaled without significant changes in its structure 
and proportion of segments. On the other hand, this resource should be 
extremely painstakingly cleaned of noise, spam, and duplicates, considering 
duplicates of all resulting corpus segments.
7. The Omnia Russica Project
During the first phase of the Project, three components that are readily 
available will be merged. The Project, however, is envisaged as “open”, i.e. 
more data is expected to be included in the near future. The name of the 
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joint corpus was chosen to be Omnia9 Russica. The situation with the respec-
tive components is shown in Table 1.
Table 1. Omnia Russica components
Format Morphology Syntax Size
Wikipedia vertical TreeTagger None 0.5 G
Taiga CoNLL-U UDpipe UDpipe 4.5 G
Araneum Russicum vertical TreeTagger None 25 G
Common Crawl Plain text None None 3 G
For merging the data, the following principles will be applied:
 • Metadata contained in the respective parts will be preserved;
 • The primary format will be (No)SkE-compatible vertical, the 
CoNLL-U format can be obtained by conversion if necessary;
 • All data will be tagged both by UDPipe and TreeTagger at first, with 
possible more annotations added in the future;
 • Both logical (e.g. paragraphs) and linguistic (e.g. sentences) structures 
contained in the respective corpus parts will be preserved;
 • Both original and deduplicated versions will be available;
 • For online access, the corpus will be processed to be accessible by 
NoSketch Engine;
 • The users of the merged source data will have to respect the license 
conditions applied the individual corpus parts.
At the time of writing this paper (May 2019), all respective data has been 
collected and preprocessed, except the Common Crawl part, that is still be-
ing scaled to the limit. Now, the Wikipedia and Araneum Russicum corpora 
need to be retagged by UDPipe, and Taiga by TreeTagger to get a uniform 
format suitable for subsequent merging and optional deduplication; Com-
mon Crawl part should be also deduplicated and processed. The resulting 
vertical format will consist of 15 columns, i.e., five resulting from the Ara-
nea pipeline annotation10 (word, lemma, atag, tag and ztag), followed by ten 
CoNLL-U11 columns provided by UDPipe (ID, FORM, LEMMA, UPOS, 




XPOS, FEATS, HEAD, DEPREL, DEPS, MISC) and XML markup contain-
ing metadata.
We believe to be able to demonstrate the results of the first phase of the 
Project online during the Conference. As a “teaser”, Appendix shows the 
statistics of the Taiga processed by NoSketch Engine.
8. Conclusion
In this article, we described the process of combining modern corpus 
resources into a single data bank, that may potentially become the largest 
and most representative corpus of the Russian language ever existed in open 
source.
Modern language technologies require an increasing amount of textual 
resources to get better summarization of the contexts and better representa-
tion the low-frequency part of the lexicon. We invite researchers to join and 
offer their resources for open access (both offline and online), as well as to 
take advantage of the proposed data and develop open source technologies 
and explore rare language phenomena on Omnia Russica.
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ГРАММАТИКАЛИЗАЦИЯ РЕЧЕВОГО КОНВЕРБА ДИП  
В ТАТАРСКОМ ЯЗЫКЕ (НА КОРПУСНЫХ ДАННЫХ) 
GRAMMATICALIZATION OF THE TATAR DIP SPEECH CONVERB  
(ON CORPUS DATA)
Аннотация. В статье на корпусных данных анализируются особенности грамматикализации ре-
чевого конверба дип в татарском языке. Тема интересна тем, что синхроническое исследование 
позволяет увидеть разные аспекты (по существу, этапы) десемантизации глагола речи дию ‘ска-
зать, говорить’. Комбинации слова дип с глаголами разных семантических классов показывают 
основные направления развития грамматикализации — функционирование в качестве цитатива 
или подчинительного союза. Анализ корпусного материала показал, что наиболее часто слово 
дип относится к глаголам речи и интеллектуального действия, вводя соответствующие клаузы, 
кодирующие чужую речь.
Ключевые слова: грамматикализация, татарский язык, семантические классы глагола, корпус-
ные данные.
Abstract. The paper discusses some aspects of grammaticalization of the Tatar dip speech converb. 
The topic is interesting because a synchronic study discloses different features (essentially, stages) 
of desemantization of the speech verb diyü ‘to say’. Combinations of dip with verbs of different 
semantic classes show the main directions of development of grammaticalization — functioning as 
a quotative or a subordinating conjunction. Corpus data evidences that the word dip is most often 
related to speech and mental verbs, which results in entering corresponding sentences encoding 
direct and indirect speech.
Keywords: grammaticalization, converb, the Tatar language, verb semantic classes, corpus data.
1. Введение
Структурно-типологические особенности агглютинации, свой-
ственные тюркским языкам (например, использование падежных аф-
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фиксов и послелогов в качестве средства подчинения зависимых пред-
ложений главному), в значительной степени освобождают эти языки 
от использования как сочинительных, так и подчинительных союзов. 
Имеющиеся союзы, как правило, являются заимствованными из дру-
гих языков или «представляют собой исконные формы (например, ме-
стоимения), выполняющие союзные функции под влиянием синтак-
сического строя индоевропейских языков» [Гузев, Бурыкин 2007]. Тем 
более интересны процессы грамматикализации, приводящие к обра-
зованию служебных лексем, наблюдаемые в настоящее время, в част-
ности, на материале конвербов. 
Конструкции с  конвербами в  тюркских языках представляют со-
бой обширный неоднородный пласт образований с  разной семан-
тикой, степенью грамматикализации и  лексикализации [Гращенков 
2015]. В  статье рассматриваются особенности грамматикализации 
конверба от глагола речи дию ‘сказать, говорить, называть’ на данных 
Татарского национального корпуса «Туган тел» (http://tugantel.tatar/). 
Глаголы речи являются типологически широко распространенным ис-
точником грамматикализации, являясь базой для формирования по-
казателей эвиденциальности и подчинительной связи [Толдова, Сер-
добольская 2014, Lehmann 2015]. Нас в данной статье интересует, как 
связаны особенности грамматикализации конверба дип и семантиче-
ский класс глагольного предиката, к которому он относится. Тексто-
вые примеры взяты из Татарского национального корпуса «Туган тел» 
((http://tugantel.tatar/)), перевод примеров выполнен авторами статьи; 
омонимия в корпусе не снята.
2. Семантика и употребление речевого глагола дию
Татарский глагол дию (основа диj-, где j в конце слога может сли-
ваться с гласной и) ‘сказать, говорить’ вводит прямую (1) или косвен-
ную речь (2):
(1) Алыгыз, —диде кыз, коры гына (З. Махмуди). ‘Берите,  — сказала 
девушка сухо’.
(2) Ярамый, диде бит (Г. Гильманов). ‘Он же сказал: нельзя’.
Еще одно значение глагола дию — ‘называть’, напрямую обусловле-
но переосмыслением прямой речи:
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(3) Андый кешене халыкта көйсез диләр (Ф. Чанышева). ‘Такого че-
ловека в народе называют капризным’ (буквально: ‘говорят «ка-
призный»’).
Глагол дию не может управлять существительными, обозначаю-
щими речь и речевые высказывания, то есть такие конструкции, как 
сказать слово, произнести гласный звук, с дию всегда будут интерпре-
тироваться как чужая речь (например, как сказать: «Слово»). Морфо-
логически глагол дию имеет все стандартные финитные и нефинитные 
формы (см. Табл. 1), при этом его отдельные формы используются для 
выражения отношения говорящего к высказыванию: ди ‘мол, якобы’, 
диярлек ‘можно сказать’ и некоторые другие. В толковых словах татар-
ского языка эти единицы, в том числе и дип, не выделены в отдельные 
словарные статьи, а  представлены внутри словарной статьи глагола 
дию [Ганиев 2015], что свидетельствует о том, что эти единицы мыс-
лятся как особые случаи употребления глагола дию, но не как самосто-
ятельные лексемы. Как следует из данных, представленных в Табл. 1, 
количество употреблений конверба дип в корпусе составляет 47,6 % от 
общего количества употреблений глагола дию (по лемме).
Таблица 1. Распределение некоторых форм глагола дию
Форма глагола дию Количество употреблений в корпусе
Претерит 263248 (17,1 %)
Перфект (включая омонимичные 
причастия на -ган) 212978 (13,8 %)
Настоящее время 233492 (15,2 %)
Имя действия на -у 6300 (0,41 %)
Инфинитив 6744 (0,44 %)
Конверб дип 730839 (47,6 %)
Конверб диеп 5375 (0,35 %)
Всего по лемме 1536926 (100 %)
В современном татарском языке синхронно существуют два фоне-
тических варианта конверба от глагола дию: стандартный диеп и реду-
цированный дип, они отличаются частотностью использования (см. 
Табл.  1), принципиальных различий между их функционированием 
мы пока не выявили. 
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Грамматикализация конверба дип описана в литературе. Так, в Та-
тарской грамматике (1993) дип называется послеложно-союзным сло-
вом и отмечается, что дип «как послелог, непременно следует за подчи-
ненным словом и, как союз, не управляет формой подчиненного слова 
и относит придаточное предложение к главному» [Татарская грамма-
тика 1993: 368 — 370]. О. В Ханина на материале мишарского диалек-
та татарского языка также показывает амбивалетный характер слова 
дип: с одной стороны, оно ведет себя как подчинительный союз (при-
соединение актантной предикации к  матричному глаголу), с  другой 
стороны, поведение слова дип позволяет говорить о нем как о деепри-
частии глагола дип с полноценной моделью управления [Ханина 2007].
С. Ю. Толдова и  Н. В. Сердобольская выделяют основные страте-
гии грамматикализации глаголов речи, описанные в типологических 
исследованиях: грамматикализация глаголов речи в  показатели ци-
тации, образование подчинительных союзов, развитие показателей 
эвиденциальности [Толдова, Сердобольская 2014: 115]. Различные 
формы от татарского глагола дию показывают развитие всех трех этих 
стратегий: конвербы могут вводить прямую и косвенную речь, а так-
же обстоятельства и придаточные с обстоятельственным значением. 
Кроме того, производные от глагола дию могут маркировать косвен-
ную эвиденциальность (пересказывательность), в частности, для это-
го используется дериват ди (в словарях может отмечаться как вводное 
слово или частица):
(4) Ник пылау ашамый ул халык, дип әйтте ди Бохар әмире, халык 
ачыкканны ишеткәч (А. Баян). ‘Якобы бухарский эмир, услышав 
о голоде, сказал: «Почему этот народ не ест плов?»’
Грамматикализация глагола речи может происходить следующим 
образом: одна из форм определённого речевого глагола начинает ре-
гулярно употребляться при передаче чужой речи совместно с другим 
полнозначным глаголом речи, утрачивая автономность и превраща-
ясь в показатель цитации [Толдова, Сердобольская 2014], именно это 
мы наблюдаем в татарском языке при сочетании конверба дип с други-
ми глаголами речи. При этом сохраняются признаки, характерные для 
цитации, например, аффикс принадлежности 1-му лицу, относящийся 
к субъекту глагола речи (5), и императив (6):
(5) Әнием (POSS_1SG) дип әйтте (Г. Апсалямов). ‘Назвал <моей> ма-
мой’.
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(6) Кулларын чишегез (IMP_2SG) дип әмер бирде лейтенант (М. Амир-
ханов). ‘Лейтенант приказал развязать («развяжите») ему руки’.
3. Глагольные конструкции со словом дип в корпусе
Из Татарского национального корпуса «Туган тел» были извлечены 
конструкции дип + синтетический глагол (всего в корпусе обнаружено 
567000 контекстов, содержащих такие конструкции). Таб. 2 представ-
ляет распределение семантических классов глагольных предикатов 
в 100 наиболее частотных конструкциях с конвербом дип (конструк-
ции были размечены вручную). Как показывают данные, наиболее 
часто дип встречается перед глаголами речи. Второй по частотности 
класс — глаголы интеллектуальной деятельности.
Таблица 2. Конструкции дип + глаголы разных классов
Класс глагола Количество в корпусе Количество в процентах
Глаголы речи 186006 49,3
Глаголы инт. д-ти 112878 29,9
Глаголы эмоций 22620 6,0
Глаголы движения 21240 5,63
Глаголы бытия 10002 2,65
Другие 24396 6,47
Таблица 3 представляет распределение 10 наиболее частотных гла-
голов речи и интеллектуальной деятельности с конвербом дип.
При глаголах речи и  интеллектуальной деятельности дип выпол-
няет функцию цитатива, вводя придаточную клаузу, указывающую на 
содержание речи или мысли (примеры (5–7)).
(7) Шушы бер-ике көндә хәл ителер дип уйлыйм (А. Тимергалин). ‘Ду-
маю, все должно решиться за эти дни’.
Среди наиболее частотных глаголов имеются также глаголы эмо-
ций, движения, бытия (см. Табл. 4). При глаголах эмоций дип обычно 
вводит клаузу (подаваемую как внутреннюю речь/мысль), раскрываю-
щую причину эмоции:
(8) Укытучылар сорар дип курыкты (Л. Ихсанова). ‘Испугался, что 
учителя спросят’.
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Таблица 3. Употребление дип с глаголами речи и интеллектуальной 
деятельности





Әйтү ‘сказать’ 41058 Уйлау ‘думать’ 49361
Атау ‘назвать’ 24456 Санау ‘считать’ 16998
Сорау ‘спросить’ 22141 Белү ‘знать’ 10716
Язу ‘писать’ 19187 Ышану ‘верить, пола-гать’ 9830
Сөйләү ‘рассказать’ 15563  Исәпләү ‘считать’ 7051
Кычкыру ‘кричать’ 13617 Аңлау ‘понимать’ 6867
Өстәү ‘добавить’ 3180 Карау ‘рассматривать’ 5124
Кую ‘вставить’ 2874 Өметләнү ‘надеяться’ 5068
Пышылдау ‘шеп-
нуть’ 2321  Бәяләү ‘оценивать’ 2988
Кабатлау ‘повто-
рить’ 2189  Тану ‘признавать’ 2514
Таблица 4. Употребление дип с глаголами движения и эмоций
Глагол движения Количество в корпусе Глагол эмоции
Количество 
в корпус
Йөрү ‘ходить’ 9798 Курку ‘бояться’ 3910
Килү ‘приходить’ 3051  Көлү ‘смеяться’ 2346 
Китү ‘уходить’ 1172 Борчылу ‘беспокоиться’ 1831 
Бару ‘идти’ 960 Елмаю ‘улыбаться’ 1507
Чыгу ‘выходить’ 894 Елау ‘плакать’ 1098
Үту ‘проходить’ 804 Сөенү ‘радоваться’ 1014
Керу ‘входить’ 739 Шатлану ‘радоваться’ 653
Слово дип с глаголами движения обычно вводит клаузу или кон-
струкцию, указывающую на цель или причину действия. Поскольку 
данная клауза представляет собой внутреннюю речь, разграничение 
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того, цель это или причина действия, вводимого глагольным преди-
катом, формально может быть не выражено и происходит на уровне 
интерпретации: 
(9) Көчтер агайда берәр дару юк микән дип кергән идем (Т. Гиззат). ‘За-
шел узнать, нет ли у дяди Кучтура какого-нибудь лекарства?’
Наиболее часто при обозначении цели используются следующие 
типы конструкций:
1. Инфинитив на -ырга + дип:
(10) Дусларымны сыйларга дип кайттым (Р. Батулла). ‘Я вернулся, 
чтобы угостить друзей’. 
2. Послелог өчен ‘для, чтобы’ + дип:
(11) Без, абый кеше, акча өчен дип килмәдек килүен … (А. Тимергалин). 
‘Дядюшка, мы пришли не ради денег…’
В примерах (10–11) дип может быть опущен.
Отрицательный коррелят конверба дип — димичә —характеризу-
ется относительно малой частотой употребления (обнаружено всего 
113  контекстов в  корпусе) и  сохраняет основную семантику глагола 
дию — значения ‘сказать, говорить’ и ‘называть’.
Грамматикализация конверба глагола дию происходит с фонетиче-
ским упрощением: используется редуцированный вариант дип (вме-
сто стандартного диеп; ср. соответствующие конвербы созвучных гла-
голов кию ‘надеть’, тию ‘тронуть’ — киеп, тиеп). 
4. Заключение 
Анализ корпусных контекстов свидетельствует о  том, что основ-
ные способы грамматикализации конверба дип — функционирование 
в качестве цитатива или подчинительного союза —во многом опреде-
ляется семантическим классом глагола, к которому он относится. Наи-
более часто слово дип относится к глаголам речи и интеллектуального 
действия. «Размывание» исходного значения конверба сопровождает-
ся с расширением его лексической сочетаемости (он может сочетаться 
с очень большим числом глагольных предикатов при выражении цели 
или причины), неречевые предикаты во многих случаях допускают ис-
пользование обстоятельственных слов (конструкций) вместо прямой 
или косвенной речи. Процесс грамматикализации конверба дип про-
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должается в настоящее время, и четкое разграничение того, цитатив 
это или подчинительный союз, во многих случаях затруднено, несмо-
тря на то, что могут быть выделены некоторые формальные признаки 
для такого разграничения (например, переходность глагола, которому 
относится дип, структура зависимой клаузы и т. п.), что требует даль-
нейшего исследования. 
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МОДЕЛИРОВАНИЕ ИМЕН СУЩЕСТВИТЕЛЬНЫХ 
ТУНДРОВОГО НЕНЕЦКОГО ЯЗЫКА ДЛЯ ЗАДАЧ 
МОРФОЛОГИЧЕСКОГО ПАРСИНГА
MODELING TUNDRA NENETS NOUNS FOR  
MORPHOLOGICAL PARSING TASKS
Аннотация. Доклад посвящён разработке морфологического парсера для корпуса эпических 
произведений на тундровом ненецком языке. Рассматривается морфологическая структура 
имён существительных в ненецком языке и возможность её моделирования на базе программы 
для документации и анализа текстов, составления корпусов FieldWorks Language Explorer. Тун-
дровый ненецкий язык относится к языкам агглютинирующего типа, однако аффиксы и основы 
повергаются сильному алломорфированию, что представляет трудность для морфологического 
парсинга. Пути решения: точное моделирование морфологической структуры каждой части речи 
и введение фонологических окружений для алломорфов.
Ключевые слова. существительное, тундровый ненецкий язык, морфологическая модель, пар-
синг, FieldWorks Language Explorer, разметка текста, морфотактика, морфонология.
Abstract. The aim of this report is to show how a morphological parser for the corpus of Tundra 
Nenets epic folklore could be constructed. Morphological structure of the Tundra Nenets nouns and 
the possibility of modeling one using software for language documentation and analysis FieldWorks 
Language Explorer are taken into account. Tundra Nenets is agglutinative, but the processes of 
allomorph formation are very common and difficult for parsing. The solutions are: precise modeling 
of the morphological structure and creating a system of phonological environments.
Keywords. noun, Tundra Nenets, morphological model, parsing, FieldWorks Language Explorer, 
interlinear texts, morphotactics, morphonology.
Введение
Для лингвистических исследований по тундровому ненецкому 
языку, для уточнения художественного перевода на русский язык 
был создан корпус текстов на тундровом ненецком языке. Основ-
ной источник текстов  — «Фольклор ямальских ненцев» [Янгасова, 
Кошкарёва 2018]. Корпус состоит из  письменных текстов эпических 
фольклорных произведений — сюдбабц, по своей структуре является 
двуязычным, параллельным, глубиной выравнивания является слово. 
Для создания корпуса используется программа для анализа языков 
FieldWorks Language Explorer, разработка Летнего института линг-
вистики (SIL International). Выбор программы FieldWorks Language 
Explorer обусловлен тем, что программа подходит для анализа и до-
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кументирования «малоресурсных» (low-resource languages) и малоиз-
ученных языков (less-studied languages) [Lockwood 2015]. В FieldWorks 
Language Explorer морфологический парсер xAmple работает по прин-
ципу «единицы в  окружении» (item-and-arrangement approach): про-
грамма справа налево обращается к поверхностной структуре слова 
и  предлагает возможные разметки, то есть, в  каждой лексической 
статье необходимо перечислять все возможные алломорфы и условия 
их дистрибуции. Моделируются следующие морфологические кон-
цепты языка: 1)  система категорий (частей речи). Часть речи выби-
рается из каталога, основанного на GOLD Anthology. К каждой части 
речи могут быть добавлены слоты аффиксов, слоты аффиксов могут 
быть составлены в шаблоны аффиксов (порядок следования слотов). 
В  FieldWorks Language Explorer существует встроенный список мор-
фосинтаксических свойств, как и  части речи, основанный на GOLD 
Anthology; 2) лексические статьи. Формообразующие аффиксы могут 
быть введены в слоты аффиксов определённых частей речи, дерива-
ционные аффиксы характеризуются способностью изменять часть 
речи слова; 3) правила сложения; 4) фонемы. Фонемы делятся на есте-
ственные классы, например, гласные и  согласные. Могут образовы-
вать виды окружения; входить в  фонологические свойства; 5)  виды 
окружения, которые могут быть использованы для распределения ал-
ломорфов. Для корректной работы морфологического парсера в про-
грамме FieldWorks Language Explorer составляется модель тундрового 
ненецкого языка в категориях GOLD Anthology и на материале текстов 
эпических фольклорных произведений.
1. Имена существительные тундрового ненецкого языка
Имя существительное  — чётко выделяющаяся на основе морфо-
синтаксических и словообразовательных признаков часть речи в тун-
дровом ненецком языке.
1.1. Морфотактика
В тундровом ненецком языке существует всего два префикса [Бур-
кова, Кошкарёва, Лаптандер, Янгасова 2010: 232]. Основными маркера-
ми формообразующих и деривационных значений являются суффик-
сы и клитики. К формообразующим именным аффиксам относятся:
1) интраклитики (слот аффиксов CL), присоединяются непосред-
ственно к основе до других слотов аффиксов:
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Таблица 1. Пример интраклитик в корпусе
Аффикс и его глосса  
(CL)





-хова, -хав, -хавы, 




2) аффиксы падежа и  числа (слот аффиксов CASE:NUM) могут 
присоединяться напрямую к основе, могут стоять после интра-
клитик. Для примера приведём фрагмент падежной парадигмы:
Таблица 2. Пример аффиксов падежа и числа в корпусе




-’ GEN.SG -м, -ӈ, -ø, -н тика=н=да
м’ ACC.SG -м ед=м’
-н’ DAT-LAT.SG -н, -д’, -т’, -нд по=н’
-хана LOC-INSTR.SG
-хана, -хона, -гана, 
-кана, -ˮна, -нггана, 
-хан, -кан, -хэна, 
-ӈгана, -хиня
тэ=хэна=т
Сложные формы местных падежей двойственного числа, образо-
ванные маркерами падежа и послелога, рассматриваются как единый 
аффикс на основании передачи единого грамматического значения. 
Формы винительного падежа множественного числа (ACC.PL) обра-
зуются с помощью особого чередования в основе. Для моделирования 
этого грамматического значения были введены имена основ: NOM.SG 
и ACC.PL. Каждой основе имени существительного в Лексиконе было 
приписано собственное дополнительное имя основы ACC.PL с  со-
ответствующим алломорфом, например: ненва  — основа NOM/SG, 
ненби — основа ACC/PL. Для образования форм родительного и про-
дольного падежа множественного числа имени основы ACC.PL были 
заданы свойства «Согласование в падеже: родительный, продольный; 
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множественное число»: [caseagr:[case:gen lesscommoncasesgroup:prolat 
num:pl]]. Соответствующие грамматические свойства были приписа-
ны аффиксам родительного и  продольного падежа множественного 
числа.
3) посессивные или лично-притяжательные аффиксы (слот аф-
фиксов POSS), располагается за слотом падежа и числа имени 
существительного.
Таблица 3. Примеры лично-притяжательных аффиксов единственного числа 
обладаемого в корпусе













-ни GEN.SG.POSS.1SG -ни’ (диалектный вариант) ӈавна=ни
Снятие омонимии происходит за счёт введения соответствующих 
грамматических свойств. Лично-притяжательные аффиксы имени-
тельного падежа единственного числа обладаемого напрямую присо-
единяются к  основе, лично-притяжательные аффиксы винительного 
падежа: посредством элемента –м, лично-притяжательные аффиксы 
родительного падежа — к показателю –н, местные падежи — к пока-
зателю местного падежа+-н+лично-притяжательный аффикс роди-
тельного падежа. Лично-притяжательным аффиксам приписываются 
соответствующие свойства: ACC.SG.POSS: [caseagr:[case:acc]]; GEN.
SG.POSS: [caseagr:[case:gen]]. В  лексическую статью ACC.SG –м’ был 
добавлен алломорф –м со свойством [caseagr:[case:acc]]; алломорф –н 
[caseagr:[case:gen]] со свойством был добавлен в статью GEN.SG. 
4) дестинативные аффиксы (слот аффиксов DEST): -да/ -та, слот 
занимает место между слотом интраклитик и  слотом падежа 
и числа, указывают на планируемое обладание предметом [Бур-
кова, Кошкарёва, Лаптандер, Янгасова 2010: 256].
После последовательного рассмотрения всех возможных слотов 
формообразующих аффиксов в FieldWorks Explorer было составлено 
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несколько шаблонов, где слоты были расположены в порядке распо-
ложения в  словоформе, а в  скобках указывалось обязательность/не-
обязательность слота:
 • имя существительное абсолютного склонения: основа, (интра-
клитика), падеж и число;
 • имя существительное посессивного склонения: основа, (интра-
клитика), падеж и число, лично-притяжательный аффикс;
 • имя существительное дестинативного склонения: основа, (ин-
траклитика), дестинативный аффикс, падеж и  число, лично-
притяжательный аффикс.
Деривационные аффиксы располагаются после корня и распадают-
ся на две группы: не меняющие частеречной принадлежности имени 
существительного (внутрикатегориальное словообразование) и  аф-
фиксы, образовывающие имена существительное от глагольной осно-
вы (межкатегориальное словообразование).
Кроме того, для распределения алломорфов формообразующих 
аффиксов были моделированы несколько типов формообразующих 
классов существительных на основе [Бармич 1999]. В дальнейшем ал-
ломорфы аффиксов вручную группировались по сочетаемости с тем 
или иным классом:
Таблица 4. Пример распределения именных основ и алломорфов аффиксов
Название Описание Основы Аффиксы
1B основы оканчиваются на согласный (но не на гортанный смычный) 107 29
1А основы оканчиваются на гласный 194 28
Следующим шагом в описании дистрибуции алломорфов для пар-
сера стало введение фонем тундрового ненецкого языка, фонологиче-
ских свойств, естественных классов и видов окружения.
1.2. Морфонология
Фонологическая система тундрового ненецкого языка моделиро-
валась по [Salminen 1997: 31–44], фонемы системы были поделены на 
естественные классы, принадлежность к которым играет роль при ал-
ломорфировании:
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Таблица 5. Некоторые классы фонем
Класс Фонемы Название класса
GS h, q Гортанные смычки
OC b, by, cy, d, dy, h, k, p, py, q, s, sy, t, ty, x, с Шумные согласные
SC l, ly, m, my, n, ny, ŋ, r, ry, w, ӱ Сонорные согласные
На основе выделенных классов фонем были составлены виды фо-
нологического окружения, влияющих на алломорфирование:
Таблица 6. Примеры видов окружений, влияющих на алломорфирование
Вид Название Количество
/#_ Начало слова 29 
/_# Конец слова 18 
/_[OC] Перед шумными согласными 84 
/_[SC] Перед сонорными согласными 86 
/_[V] Перед гласными 19
Рис. 1. Пример лексической статьи с дистрибуцией алломорфов по виду окружения
Таким образом, существующие лингвистические описания тундро-
вого ненецкого языка позволяют построить подробные модели частей 
речи в  FieldWorks Language Explorer. Они могут быть использованы 
для морфологической и синтаксической разметки текстов, для уточ-
118
нения перевода на русский язык, для создания собственной системы 
перевода. Кроме того, модели позволяют выявить ещё не описанные 
в  существующей литературе диалектологические и  стилистические 
особенности фольклорных текстов на ямальском говоре тундрового 
ненецкого языка.
Список условных обозначений морфологических показателей
ABL — отложительный падеж, ACC — винительный падеж, CL — клити-
ка, DAT-LAT — дательно-направительный падеж, DEPRIV — именной аффикс 
со значением необладания, DEST  — дестинативный аффикс, DIM  — умень-
шительный аффикс, EMP  — эмфатический аффикс, GEN  — родительный 
падеж, LOC-INSTR  — местно-творительный падеж, NOM  — именительный 
падеж, PL — множественное число, POSS — лично-притяжательный аффикс, 
PROLAT — продольный падеж, Q — вопросительный аффикс, REPOSIT — вме-
стилище, SG — единственное число, VN — отглагольное имя.
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enne [Reports of Finno-Ugric society], 227, Helsinki.
7. Бармич М. Я. (1999) Ненецкий язык в таблицах и схемах. СПб.
8. Буркова С. И., Кошкарёва Н. Б., Лаптандер Р. И., Янгасова Н. М. (2010) Диалекто-
логический словарь ненецкого языка. Екатерин бург.
9. Терещенко Н. М. (2008) Ненецко-русский словарь. СПб.




1. Black H. A. (2017) A Conceptual Introduction to Morphological Parsing for Stage 1 of 
the FieldWorks Language Explorer. SIL International.
2. Black  H. A., Simons  G. F. (2006), The SIL FieldWorks Language Explorer Approach 
to Morphological Parsing. Computational Linguistics for Less-studied Languages: 
Proceedings of Texas Linguistics Society 10, 3–5 November, Austin.
3. General Ontology for Linguistic Description (GOLD) (2010), Bloomington, Department 
of Linguistics (The LINGUIST List), Indiana University, URL: http://linguistics-
ontology.org/ (27.02.2019).
4. Lockwood R. M. (2011) Machine Parsing of Gilaki Verbs with Fieldworks Language 
Explorer. SIL International. URL: https://software.sil.org/fieldworks/support/
technical-documents/ (27.02.2019)
5. Lockwood R. M. (2015), A Linguist-Friendly Machine Translation System for Low-Re-
source Languages (thesis). University of Washington, Seattle.
6. Salminen T. (1997), Tundra Nenets Inflection. Mémoires de la société finno-ougri-
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ПРОБЛЕМЫ РАЗМЕТКИ КОРПУСА ТЕКСТОВ НА РУССКОМ ЯЗЫКЕ  
В ТЕРМИНАХ ТЕОРИИ РИТОРИЧЕСКИХ СТРУКТУР:  
ИЗ ОПЫТА СОЗДАНИЯ RU-RSTREEBANK1
ISSUES ON ANNOTATION OF CORPUS WITHIN RHETORICAL 
STRUCTURE THEORY FRAMEWORK FOR RUSSIAN LANGUAGE:  
THE CASE OF RU-RSTREEBANK DEVELOPMENT1
Аннотация. В статье предложено описание создания дискурсивного корпуса русского языка, раз-
меченного в рамках Теории риторической структуры. Описаны особенности применения данной 
теории для русского языка, а также проблемы, возникавшие в процессе разметки. 
Ключевые слова. Дискурсивная структура, разметка корпуса, теория риторических структур.
Abstract. The article is devoted to the description of the discourse corpus of the Russian language 
development. The corpus is annotated within the Rhetorical structure theory. The features of the ap-
plication of this theory for the Russian language are described, as well as the problems encountered 
in during the annotation.
Keywords. Discourse structure, corpus annotation, Rhetorical structure theory.
1. Введение
Анализ текста на уровне дискурса отражает такое основополага-
ющее свойство текста, как связность, так как в ходе данного анализа 
выявляются связи между фрагментами текста, их порядок, контекст 
и окружение. Одним из наиболее популярных подходов к анализу дис-
курсивной структуры текста является Теория риторической структу-
ры (ТРС, Rhetorical Structure Theory) [Mann, Thompson 1988], которая 
была адаптирована для самых разных языков, что говорит о её универ-
сальности. Разработка корпусов с риторической разметкой является 
актуальной задачей как в теоретической лингвистике, так и в области 
автоматической обработки текста. В данной статье предложено опи-
сание корпуса Ru-RSTreebank  — первого открытого русскоязычного 
корпуса письменных текстов с дискурсивной разметкой в рамках ТРС. 
ТРС предлагает описание организации текста в виде иерархическо-
го дерева дискурсивных единиц (сегментов текста), которые соединя-
ются риторическими отношениями (РО). Минимальной дискурсив-
1 При частичной поддержке РФФИ, проект № 17-29-07033
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ной единицей (ДЕ) в базовом варианте является клауза. Объединяясь 
одним РО, две единицы становятся новой единицей следующего уров-
ня в  иерархии, которая в  свою очередь также вступает в  РО. Таким 
образом максимальной ДЕ является весь текст. Каждая единица дис-
курса входит в РО по крайне мере с одной другой единицей и являет-
ся узлом дискурсивного дерева. Внутри отношения единицы дискурса 
могут быть «ядрами» (сообщать более важную информацию) или «са-
теллитами» (сообщать дополнительную информацию). В зависимости 
от этого отношения между ними могут быть одноядерными (Детали-
зация, Причина-Следствие и др.) и мультиядерными (Последователь-
ность, Контраст, Конъюнкция и др.). Авторы ТРС оставляют возмож-
ность варьировать список отношений — в разных работах он может 
существенно различаться (количество отношений может достигать 
80-ти), однако базовый набор включает 23 отношения. 
На основе опыта создания корпусов для других языков (для англий-
ского, немецкого, японского и др.) в рамках теории ТРС [Carlson et al. 
2003; Stede 2004; Da Cunha 2011] был создан корпус с дискурсивной раз-
меткой для русского языка. Доклад посвящён описанию корпуса, а так-
же обсуждению различных этапов его создания, проблем разметки.
2. Корпус Ru-RSTreebank 
Корпус включает в  себя тексты разных жанров. Это обусловлено 
гипотезой о том, что тексты разных типов будут различаться между 
собой в своей структуре. Первая часть — 79 текстов в жанрах новост-
ных статей и новостной аналитики, научно-популярных статей. Вто-
рая часть — 100 научных текстов из научной электронной библиотеки 
«Киберленинка» (https://cyberleninka.ru/): 50  текстов по филологии 
и лингвистике и 50 текстов по техническим и компьютерным наукам. 
Корпус включает в себя 203 287 словоупотреблений. Разметка корпуса 
проводилась несколькими аннотаторами. Использовался инструмент 
разметки  — rstWeb [https://corpling.uis.georgetown.edu/rstweb/info/]. 
Он позволяет редактировать сегментацию текста, создавать свой 
список РО, вносить дополнения в инструментарий. В рамках проек-
та, в rstWeb были добавлены новые функции: вычисление частотного 
распределения типов отношений, введение иерархии отношений, спе-
циальное выделение абзацев для удобства сегментации по элементар-
ным ДЕ, подсветка выбранных типов связей для удобства разметки 
структуры.
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3. Работа над разметкой корпуса 
Опыт разработки RST-корпусов показывает, что из-за различий 
в грамматической системе языков необходима адаптация теории ТРС 
для конкретного языка, поэтому вначале мы уточнили понятие ДЕ 
и состава РО для русского языка. В результате этой работы была соз-
дана инструкция для разметки русскоязычных текстов.
Работа над инструкцией проходила в два этапа. На первом этапе 
была составлена версия для разметки новостных и научно-популяр-
ных текстов. 
В первой части инструкции представлены определение и принци-
пы выделения элементарной дискурсивной единицы (ЭДЕ). В опреде-
лении ЭДЕ мы опираемся на синтаксический принцип: в качестве ЭДЕ 
используется клауза (предикация), в  соответствии с  классическим 
подходом В. Манна и С. Томпсон. Однако мы формулируем ряд важ-
ных дополнений с учётом специфики русского языка. Например, при-
даточные определительные и причастные обороты выделяются в от-
дельные ЭДЕ в зависимости от их семантики. Описательные (аппози-
тивные) определения, которые вносят дополнительную информацию, 
образуют отдельную ЭДЕ, в то время как ограничительные (рестрик-
тивные) определения — нет. 
Кроме того, мы выделяем несколько типов ЭДЕ, которые не облада-
ют глагольной составляющей: 
 • предложные группы со значением причины, следствия, уступки 
и контраста, содержащие номинализацию (например, предлоги 
из-за, для, с учетом, несмотря на): [Несмотря на свойственную 
возрасту впечатлительность,] [Прокофьев не злоупотребляет 
инициалами.]. 
 • конструкции с номинализациями, в которых риторическое от-
ношение выражено эксплицитно, типа «X является / стал / был 
причиной / следствием / свидетельством / и т. д. Y»: [Недавняя 
перестрелка в мечети Газы] [стала свидетельством серьёзной 
напряжённости.]. 
Эти и  другие принципы разметки, снабжённые рядом примеров, 
вошли в инструкцию. Во вторую часть инструкции вошли определения 
и примеры для типов РО, выбранных для разметки. По итогам проб-
ной разметки и экспертных обсуждений, оригинальный набор отно-
шений был несколько изменён. Например, мы объединяем отношения 
Причина и Следствие в единый тип Причина-Следствие [Pisarevskaya, 
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Ananyeva, Kobozeva et al. 2017]. Итого было отобрано 17 типов дискур-
сивных отношений. Это одноядерные отношения Background (Фон), 
Cause-Effect (Причина), Evidence (Обоснование), Condition (Усло-
вие), Purpose (Цель), Concession (Уступка), Preparation (Подготовка), 
Elaboration (Детализация), Solutionhood (Решение), Attribution (Ис-
точник), Interpretation-Evaluation (Интерпретация/Оценка) и  муль-
тиядерные отношения Contrast (Контраст), Restatement (Переформу-
лировка), Sequence (Последовательность), Comparison (Сравнение), 
Same-unit (Прерывающаяся единица), Joint (Соединение). 
В рамках второго этапа инструкция была адаптирована для раз-
метки научных текстов. По итогам трёх раундов пробной разметки 
(трёх, пяти и десяти научных текстов) четырьмя лингвистами-экспер-
тами, в инструкцию были внесены новые дополнения в соответствии 
со спецификой научных текстов. Во время каждого раунда разметки 
аннотаторы опирались на последнюю на тот момент версию инструк-
ции. Приведём примеры дополнений, внесённых в первую часть ин-
струкции, посвящённую выделению ЭДЕ. 
Для научных текстов характерны сложные предложения с обили-
ем примеров, перечисления, списки. Было уточнено, что иные одно-
родные члены предложения, помимо сказуемых, не могут являться 
обоснованием для выделения отдельных ЭДЕ. Текстовые примеры на 
иностранных языках в  филологических текстах и  формулы/рисунки 
в технических, независимо от их размера, выделяются как одна ЭДЕ 
и соединяются с ЭДЕ, которую они иллюстрируют, отношением Дета-
лизация. 
Что касается текстовых примеров на русском языке, мы использу-
ем формальный принцип: элементы нумерованного или маркирован-
ного списка выделяются в отдельные ЭДЕ, только если среди них при-
сутствуют номинализации. При отсутствии маркированного списка, 
примеры объединяются в одну ЭДЕ. 
Также ЭДЕ дополнительно выделяются в  предложениях характе-
ризации, в которых обычно субъект — это конкретный предмет или 
класс предметов, а  предикат выражает признак, свойство, действие, 
состояние, отношение к другим предметам и т. п.: [Для одной из испы-
туемых была изготовлена маска из  термопласта -] [особо прочного 
материала, полностью исключающего возможность «подглядыва-
ния».].
Во вторую часть инструкции были добавлены принципы, позво-
ляющие выбрать отношения в  спорных ситуациях. Так, дискурсив-
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ный маркер «например» употребляется в  отношениях Детализация 
и Обоснование. Если он отсылает к именной группе внутри ядра (1), 
то это отношение Детализация, т. е. детализируется некоторый объ-
ект/явление (диагностический вопрос: «Какой X?»). Если ко всей кла-
узе в целом (2) — это отношение Обоснование, т. е. сателлит является 
подтверждением всего утверждения в ядре (диагностический вопрос: 
«Чем это подтвердить?»):
(1) [Некоторые позитивные признаки уже можно заметить.] [Напри-
мер, в  июле Международный валютный фонд похвально объявил 
о существенном увеличении объемов льготного кредитования наи-
менее развитым странам.] 
(2) [Впрочем, столь высокая цена не отпугнула рекламодателей:] [на-
пример, Nissan уже заплатил 10 млн.]
После третьего раунда пробной разметки, окончательная версия 
инструкции по дискурсивной разметке русскоязычных текстов с учё-
том специфики научных текстов была утверждена, и четыре аннота-
торами осуществили разметку 100 основных текстов в соответствии 
с  ней. Каждый текст размечался двумя аннотаторами. Регулярно 
проводилась автоматическая проверка согласия аннотаторов. Для её 
оценки применялась мера Krippendorff ’s unitized alpha [Krippendorff 
2011], позволяющая проводить измерения при любом количестве 
аннотаторов и в случаях, если разметчики по каким-либо причинам 
выделили разное количество сегментов текста. В  рамках последнего 
измерения мера составила 81 %, что на данный момент является мак-
симальным значением для данного показателя. На заключительном 
этапе для каждого текста осуществлялась проверка согласованности 
разметки, и  выбиралась оптимальная разметка, которая была вклю-
чена в корпус. 
Первые версии корпуса (179 текстов) и инструкции для разметки 
находятся в открытом доступе [http://rstreebank.ru/]. Финальная вер-
сия на настоящий момент доступна по запросу. 
4. Разбор трудностей при разметке
Можно выделить два типа возникающих трудностей: 1)  возмож-
ность приписать разные типы отношений одному и  тому же фраг-
менту; 2) последовательность присоединения отношений. Деление на 
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ЭДЕ, в целом, не вызывало больших разногласий между аннотаторами 
благодаря четкой инструкции. 
Меньше всего спорных случаев возникало с  отношениями Усло-
вие, Цель, Уступка, Источник и  Последовательность. Больше всего 
разногласий было с одноядерными отношениями Детализация, Обо-
снование, Интерпретация/Оценка и  мультиядерными отношениями 
Контраст, Сравнение и Соединение. Например, не всегда получается 
отличить Фон от Подготовки, так как оба отношение несут в себе кон-
текст для следующего предложения: [В балканских языках существу-
ет до 150 сходных элементов. Многими исследователями ощущалось 
сходство балканских языков не только в грамматике, но и на уровне 
устойчивых фраз и оборотов речи.] [Фразеологические примеры неиз-
менно включаются в фундаментальные балканистические исследова-
ния.]. 
Вариативность в  последовательности присоединения дискурсив-
ных единиц можно проиллюстрировать следующим примером: [Лю-
бой грек <…> может обидеться на человека, который его сделал по-
смешищем,] /Конъюнкция/ [и достаточно сложно будет убедить его 
в обратном,] /Причина/ [потому что греки в большинстве своем чрез-
вычайно впечатлительны и вспыльчивы]. Варианты разметки: Причи-
на связывает одновременно две предыдущих ЭДЕ, либо только пред-
шествующую ей.
Частой проблемой становится очерёдность приписывания отно-
шений в самом начале или в конце абзаца. В некоторых случаях от-
ношение Подготовка может быть рассмотрено как относящееся к од-
ному фрагменту из  абзаца, а  иногда ко всему полностью. При при-
соединении предложения-вывода в  конце абзаца можно сделать это 
как относящееся к определённому фрагменту, так и предшествующей 
части целиком. 
5. Заключение
Опыт дискурсивной аннотации корпуса на русском языке в  тер-
минах ТРС показал, что необходима адаптация к особенностям кон-
кретного языка не только правил выделения тех или иных отношений, 
но и самого списка отношений, а также правил сегментации текста на 
ЭДЕ. В дальнейшем предложенные принципы разметки будут приме-
няться и к другим жанрам текста (например, к блогам), чтобы в корпу-
се были представлены тексты различных жанров. 
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ОСОБЫЕ СВОЙСТВА РИТОРИЧЕСКИХ ОТНОШЕНИЙ «КОНТРАСТ» 
И «СРАВНЕНИЕ» НА МАТЕРИАЛЕ РАЗМЕТКИ В КОРПУСЕ  
RU-RSTREEBANK1
RELATIONS OF “CONTRAST” AND “COMPARISON” IN TERMS OF T 
HE RHETORIC STRUCTURE THEORY:  
ISSUES ON CORPUS ANNOTATION
Аннотация. В докладе обсуждаются проблемы выделения риторических отношений ‘Сравнение’ 
и ‘Контраст’ в терминах Теории риторических структур Манн-Томпсон. Предлагается анализ логи-
ческих и прагматических оснований данных отношений, а также языковых средств их маркиро-
вания. Предложенный анализ позволяет ввести в инструкции аннотирования корпуса уточнения: 
предложить операциональные критерии, а  также очертить круг специфичных для данных от-
ношений маркеров. 
Ключевые слова. Теория риторических структур, контраст, сравнение, дискурсивная аннотация.
Abstract. The work is devoted to the detection of the Contrast vs. Comparison relations within the 
framework of the Rhetoric structure theory Mann-Thomson. The analysis of annotated data in terms 
of logical or pragmatic constraints is suggested. This analysis makes it possible to suggest some 
operational criteria for the relations under discussion. These criteria together with the detailed anal-
ysis of special markers associated with certain relations can improve the instruction for discourse 
relations annotation.
Keywords. RST, corpus annotation, relations ‘Contrast’, ‘Comparison’.
1. Введение
1.1. Понятие дискурсивной разметки
В рамках создания корпусов текстов с различными типами размет-
ки все более актуальной становится так называемое «глубокое» анно-
тирование текстов. На данный момент существует большое количе-
ство корпусов с самой разной разметкой различных лингвистических 
параметров, связанных с характеристиками языковых единиц в пре-
делах одного предложения (ср. проекты по разработке универсальных 
принципов аннотации грамматических категорий и  синтаксических 
отношений). Более сложной и  более актуальной задачей становится 
аннотация связей между предложениями, т. е. аннотация текстов на 
дискурсивном уровне.
1 При частичной поддержке РФФИ, проект № 17-29-07033
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Дискурсивные отношения (ДО) устанавливаются между фрагмен-
тами текста. В отличие от синтаксических, ДО в принципе не предпо-
лагают лексического или грамматического репрезентанта. В  каждом 
конкретном случае ДО выделяются на основе содержания фрагментов 
текста. Но при этом в тексте, как правило, имеются интуитивно упо-
треблённые говорящим средства, в определённых условиях указываю-
щие на определённый тип ДО. Семантика самого ДО чётко улавлива-
ется говорящими и может рассматриваться как значение, создаваемое 
текстом.
В статье обсуждается проблема выделения двух ДО — контраста 
(Contrast) и  сравнения (Comparison), предлагаются уточнения опре-
делений и  некоторые практические рекомендации для разграниче-
ния этих отношений. Материалом послужили примеры из  корпуса 
Ru-RSTreebank. В статье [Кобозева и др. 2019] подробно рассмотрены 
определения этих отношений и  корпусная статистика, касающаяся 
средств их выражения по корпусу Ru-RSTreebank. Тем не менее, во-
просы выделения этих отношений остаются. В данной статье мы рас-
сматриваем механизмы, лежащие за возникновением этих отношений 
в тексте, относящиеся, собственно к организации текста. Двухъядер-
ное отношение Contrast определяется в  теории на сайте RST http://
www.sfu.ca/rst/01intro/definitions.html. Многоядерное отношение 
Comparison определяется в Инструкции по разметке текстов корпуса 
Ru-RSTreebank. 
2. Comparison
На сайте теории RST отношение Comparison отсутствует. Введение 
его из других источников, определено в инструкции по разметке корпу-
са в терминах Теории риторических структур (ТРС) [Mann, Thompson 
1988]), которая также подтверждает частотность и важность этого от-
ношения [Carlson, Marcu 2001]. Comparison играет важную практиче-
скую роль, например, автоматические системы создают тексты типа 
Сравнение, организующие сравнение свойств однотипных коммерче-
ских продуктов для потребителя. В этом случае введённое в состав ДО 
теории RST отношение Comparison можно рассматривать как узкую 
разновидность отношения Joint, т. е. Joint(Comparison), определяемое 
целью текста и содержанием смежных фрагментов. Есть и другой вид 
ДО Comparison, имеющий дополнительные внешние свойства и мар-
керы, частично рассмотренные нами в статье [Кобозева и др. 2019]. 
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2.1. Верификация Comparison по цели текста
Главный признак текста типа Сравнение  — содержательный. Из 
цели текста и содержания смежных фрагментов должно следовать, что 
содержание этого текста — сравнение объектов или ситуаций по не-
которому параметру. При этом параметр явствует из текста, например:
(1) Первый заключается в последовательной реализации отдельных при-
ложений, автоматизирующих отдельные процессы управления (Я1), 
второй — во внедрении платформы для реализации комплексной си-
стемы автоматизации управления процессами и создании на ее базе 
приложений, интегрированных в  единый комплекс (Я2)  (сравнивае-
мые объекты — первый и второй (принципы построения системы 
управления), параметр — организация процессов управления).
Т. е. фрагмент текста типа сравнение может быть представлен пе-
речислением сущностей с указанием особенностей каждой из них по 
сравниваемому(ым) параметру(ам). Нередко такое перечисление со-
держит более двух фрагментов, т. е. многоядерно, и выделяется фор-
матированием, например:
(2) • WebSQL представляет из  себя полномерную SQL  — базу данных 
внутри браузера, которая может хранить копии данных веб-
приложения для автономной работы, позволяя пользователям про-
должить работу с  данными даже при потере соединения с  сетью. 
Данные синхронизируются с  сервером при последующем подключе-
нии к сети [9]. (Я1)
• ApplicationCache дает возможность хранить элементы веб-
приложения (HTML, CSS и т. д.) для их последующего использования 
в моменты, когда сеть будет недоступна; (Я2) 
• WebStorage основан на механизмах хранения, аналогичных cookies, 
но при этом представляет собой более гибкую и более мощную их 
реализацию; (Я3)
Здесь сравниваются компьютерные системы по параметру способа 
хранения информации.
2.2. Верификация Comparison по лексическому маркеру
Лексические маркеры, в  отличие от цели текста, не являются на-
дёжными показателями наличия ДО Comparison. Например:
(3) Свидания заключенных с родственниками проходят в большом зале 
со столиками, похожем на кафе (Я). По одну сторону столика сидит 
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заключенный, по другую семья (С1). От кафе помещение отличает-
ся обилием видеокамер (С2). В соседней маленькой комнатке сотруд-
ник постоянно следит за мониторами. 
В примере (3) кафе не сравнивается с комнатой для свиданий за-
ключённых, у адресата отсутствует представление о последней. Кафе 
приводится как исходный образ, на основании которого адресат мо-
жет её представить. Слова столик и  помещение  — прямые отсылки 
к этому исходному образу. Тип связи между выделенными дискурсив-
ными единицами (Я → (С1 и С2)) можно отнести к Elaboration.
По лексическим маркерам можно выделить два типа ДО Comparison: 
«сравнение-сопоставление» и «сравнение по степени проявления при-
знака». 
Во первом случае ДО обычно двухъядерное, например:
(4) В отличие от английского предложения (Я1), во французском пред-
ложении он включён вместе с действием в единый концепт, вербали-
зуемый глаголом (Я2). → (Сравниваемые объекты — структура англ. 
и  структура фр. предложения, параметр  — размещение указателя 
направления движения внутри глагола или в виде отдельного слова. 
Сравнение-сопоставление оформляется также маркерами: |в  то 
время как X (Я1), Y(Я2)| , |Y(Я1), в свою очередь X(Я2)| , |X (Я1), тогда 
как Y(Я2)|, |X (Я1), а Y(Я2)|, которые вводят предикации относительно 
однородных, но разных объектов, например:
(5) В то время как CO2 остается в атмосфере столетиями, (Я1) дру-
гие загрязняющие вещества, включая сажу и озон, остаются в ней 
только на некоторый период  — дни, недели, месяцы или годы. 
(Я2)  (Объекты: CO2  vs. другие загрязняющие вещества, включая 
сажу и озон; параметр — долговечность).
В случае сравнения по степени, лексическими маркерами являются 
предикаты, указывающие на изменение степени проявления призна-
ка, например:
(6) Фунт и евро немного укрепились (Я1), а иена слегка упала (Я2).
Здесь можно предложить, условно говоря, «перифразирование», 
выражающее результирующую ситуацию в  виде грамматической 
сравнительной конструкции, в  которой эксплицирован параметр 
сравнения: Курс фунта и евро (стал) немного выше, чем иены. Срав-
нительная конструкция однозначно свидетельствует о сравнении, а не 
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о контрасте. Бессмысленность содержания предлагаемой перифразы, 
(курс, ведь, у каждой валюты индивидуален), не мешает, так как дис-
курсивный анализ абстрагируется от знаний действительности. Как 
видно из примеров (4)–(6), ДО сравнение действительно может опи-
раться на лексические маркеры и  процессы, с  ними связанные: лек-
сический повтор (английское — французское предложение), антонимия 
(укрепилась — упала), условная перифраза (выше). 
3. Contrast
К лексическим маркерам контраста в инструкции отнесены но, од-
нако, несмотря на то, что. Слова но  и  однако подробно изучались 
в качестве грамматических союзов, в последние годы также в качестве 
дискурсивных слов. 
3.1. Верификация Contrast 
Семантика союза но  подробно рассматривается в  [Урысон 2006]. 
Автор замечает, что союзы по семантике имеют сходства с  другими 
языковыми единицами, в  частности, первообразные сочинительные 
союзы но, и, а семантически сближаются с первообразными междоме-
тиями — эмоциональными типа ой!, ай!, ах! и когнитивными типа э!, 
эге!, Но при этом указывается, что, в отличие от союзов, первообраз-
ные междометия употребляются автономно, т. е. образуют высказыва-
ние. Однако в некоторых случаях но и однако также могут образовы-
вать высказывание, в частности, «Никаких но!», «И…?», а также зна-
менитое «Однако!» Кисы Воробьянинова. Замечание о семантическом 
сходстве можно распространить и на дискурсивные слова.
Е. В. Урысон утверждает, что союзу но нельзя дать традиционного 
толкования, потому что он указывает на некую операцию сознания. 
Различия между но, а и и резюмируются следующим образом: «Союз 
но маркирует, прежде всего, смену ситуации. Союз а маркирует смену 
объекта, помещаемого в фокус. Кроме того, и союз а, и союз но марки-
руют изменение темы внутри фрагмента повествования. Союз и мар-
кирует отсутствие «переключения сознания». В [Урысон 2006] также 
показано, что семантика но имеет трёхчастную структуру и предпо-
лагает «обманутое ожидание», например;
(7) День был дождливый, но Коля не вымок, 
где P = День был дождливый; Q = ‘в дождливую погоду люди вымокают’ 
(ожидание, следует из P); S = Коля не вымок (отрицание ожидания Q). 
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Совершенно аналогичную риторическую фигуру мы видим при 
установлении ДО Contrast. Оно может быть маркировано дискурсив-
ными словами но и а, например:
(8) В бизнесе сформировались свои, российские, принципы управления, 
автоматизирующие отдельные процессы управления (Q’). Но время 
идёт (Я1), а (или но) способы решения проблем остаются на уровне 
середины 50-ых годов (Я2).
Отличие дискурсивной структуры от синтаксической состоит 
в присутствии в тексте фрагмента Q’, который и является базой для 
формулировки ожидания: Q = ‘принципы управления формируются 
в  соответствии с  имеющимися условиями; условия со временем ме-
няются, соответственно. меняются и принципы управления’; P = Но 
(это «но» можно опустить) время идёт; S = а (или но) способы решения 
проблем остаются на уровне середины 50-ых годов (отрицание Q).
Риторическая фигура обманутого ожидания в Contrast может стро-
иться и с помощью других дискурсивных слов:
(9) Такие данные можно добывать штатными силами и  средствами, 
либо получать от компаний, которые работают в  этом направ-
лении (Q’). Главное, чтобы сведения были достоверными (Я1). По-
лучить же достоверную информацию о работе предприятий из фи-
нансовой отчётности невозможно, и  статистика Госкомстата, 
таможенного комитета подходит лишь для выявления изменений 
в динамике рынков (Я2).
В примере (9) из (Q’) следует ожидание Q = ‘добываемые у компаний 
данные достоверны’; P = Главное, чтобы сведения были достоверными; 
S = Получить же достоверную информацию о  работе предприятий 
из финансовой отчётности невозможно… (отрицание Q). Дискурсив-
ное слово, маркирующее контраст, здесь — частица же.
Из сказанного следует, что значение ДО Contrast в рассмотренных 
примерах так же, как и в случае союза но в [Урысон, 2006] — «опера-
ция сознания», другими словами  — риторическая фигура, имеющая 
трёхчастную структуру. Условия и лексические средства её выражения 
требуют дополнительного исследования. 
Заключение
В статье показано, что возможно движение от интуитивной раз-
метки ДО к дальнейшему уточнению и описанию более конкретных 
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контекстных и прагматических ситуаций и языковых средств, органи-
зующих данное ДО. Это исследование начато в инструкции по размет-
ке корпуса Ru-RSTreebank, которая уточнялась после каждого этапа 
создания корпуса [Кобозева и др. 2019]. Основания для такой работы 
даёт материал самого корпуса, как это показано и в данной статье.
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ИЗВЛЕЧЕНИЕ ПРОИЗВОДНЫХ СЛОВ ИЗ КОРПУСОВ:  
СБОР ДАННЫХ ДЛЯ ИССЛЕДОВАНИЯ НЕМЕЦКИХ ДИМИНУТИВОВ
EXTRACTION OF DERIVED WORDS FROM CORPORA:  
DATA COLLECTION FOR THE RESEARCH OF GERMAN DIMINUTIVES
Аннотация. Корпусные исследования могут способствовать изучению продуктивных словоо-
бразовательных правил. В докладе излагается подход к решению проблем, связанных с такими 
исследованиями. Рассматривается фильтрация результатов корпусного поиска с помощью об-
ратного словаря и  частеречного анализатора, а  также восстановление леммы мотивирующих 
слов дериватов, основанное на правилах. Данные методы были использованы для извлечения 
диминутивов из корпуса немецкого языка DWDS. 
Ключевые слова: словообразование, продуктивность, фильтрация, мотивирующее слово, мор-
фемный разбор.
Abstract. Corpus research can contribute to the study of productive word formation rules. In the 
present paper, an approach to the solution of problems connected with such research is explained. 
The filtration of results of corpus query with the help of a reverse dictionary and a part-of-speech 
tagger and also the rule-based reconstruction of the base of the derivatives are described. These 
methods were used to extract diminutives from the DWDS German corpus.
Keywords: word formation, productivity, filtration, base of word formation, morphemic analysis.
1. Сбор корпусных данных для исследования 
словообразовательной системы языка
1.1. Основная идея
Использование современных электронных корпусов может спо-
собствовать исследованиям, посвященным словообразованию. Опе-
раторы поиска позволяют быстро находить токены по аффиксам. По-
сле фильтрации результатов пользователь может сохранить ценный 
материал  — совокупность предложений, содержащих производные 
слова выбранного типа. К ним можно добавить лингвистическую раз-
метку, отсутствующую в корпусе.
В настоящем докладе рассматриваются преимущества сбора про-
изводных слов из корпусов (1.2.–1.3.), а также излагаются методы из-
влечения, фильтрации и  дополнительной разметки диминутивов на 
– chen (отыменные существительные среднего рода, как например: 
Töchterchen ’доченька’, Mützchen ’шапочка’ и т. п.) из корпуса немецкого 
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языка DWDS (2.1.–2.3.). Основные результаты эксперимента, основан-
ного на этих методах, указаны в разделе 3.
1.2. Изучение продуктивности
Продуктивность словообразовательного правила рассматривается 
с точки зрения корпусной лингвистики Х. Байеном [Baayen 2009]. Он 
выделяет три показателя продуктивности, основанных на статистиче-
ской характеристике. Первый показатель  — реализованная продук-
тивность, которая характеризуется количеством изучаемых произво-
дных слов в корпусе известного объема. Показатель продуктивности 
по мере распространения  — это доля исследуемых дериватов среди 
всех неологизмов в  корпусе. Количество токенов, встречающихся 
один раз в  корпусе (hapax legomena), считается Х. Байеном прибли-
женным значением частоты неологизмов. Похожим образом оценива-
ется потенциальная продуктивность, вычисляемая делением количе-
ства hapax legomena, образованных данным правилом, на частоту всех 
производных того же типа.
Совершенно ясно, что только потенциальную продуктивность 
можно оценить с опорой исключительно на извлеченные из корпуса 
предложения, содержащие дериваты. Однако их частотная характери-
стика является важной информацией для приблизительного вычисле-
ния остальных показателей продуктивности.
Значение продуктивности для компьютерной лингвистики заклю-
чается в том, что с помощью продуктивного правила образуются не-
ологизмы, отсутствующие в словаре морфологического анализатора. 
Поэтому, как рекомендует В. П. Захаров [2016], целесообразно вклю-
чить продуктивный аффикс в словарь анализатора. 
1.3. Автоматическое выделение морфем
В настоящий момент существуют алгоритмы, обеспечивающие 
процесс автоматического разбиения слова на морфемы. Morpho 
project (http://morpho.aalto.fi/projects/morpho/) предлагает алгоритмы, 
основанные на машинном обучении без учителя. Например, в [Creutz, 
Lagus 2002] излагается метод создания лексикона морфем на основе 
неразмеченного обучающего текста (Morfessor Baseline), а в  [Creutz, 
Lagus 2005] — более развитый вариант алгоритма, учитывающий ча-
стоты морфем в обучающем тексте. Одна из реализаций алгоритмов 
проекта  — пакет Polyglot (https://polyglot.readthedocs.io/en/latest/#). 
Для обучения программы, разбивающей текст на морфемы, были ис-
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пользованы списки 50 тыс. самых частотных слов разных языков. Не-
трудно убедиться в  том, что Polyglot разбирает некоторые дериваты 
заметно хуже, чем другие слова. Например, немецкие диминутивы на 
–lein обычно анализируются неправильно, сам суффикс разбивается 
на –lei и –n. Это, наверное, объясняется тем, что в словарях или в спи-
сках самых частотных слов редко встречаются диминутивы на –lein. 
Возможно, использование множества извлеченных из корпуса разных 
дериватов с  контекстом в  качестве обучающего текста улучшило бы 
разборы.
2.  Опыт извлечения диминутивов на – chen  
из корпуса немецкого языка
2.1. Выбор корпуса
Эксперимент извлечения диминутивов на –chen (или –chens в роди-
тельном падеже единственного числа) из корпуса немецкого языка но-
сит иллюстративный характер: предполагается, что изложенные ниже 
методы применимы к сбору данных обо всех словообразовательных 
правилах, реализующихся суффиксацией.
Выбор корпуса — нетривиальный шаг в ходе эксперимента. Если 
целью исследования является обобщенное представление некоего 
словообразовательного типа, то корпус, из которого извлекаются ре-
зультаты, должен быть репрезентативен и сбалансирован.
Самый большой электронный корпус немецкого языка — это DeR-
eKo (Deutsches Referenzkorpus, http://www1.ids-mannheim.de/kl/pro-
jekte/korpora/). В 2018 году корпус содержал приблизительно 42 млрд 
токенов. Главная проблема данного корпуса — неравномерная репре-
зентация разных жанров. Ядро корпуса — публицистические тексты, 
хотя к корпусу постоянно добавляются тексты, что повышает сбалан-
сированность распределения жанров.
Для того чтобы провести эксперимент, удобнее было пользовать-
ся другим корпусом немецкого языка — DWDS (Digitales Wörterbuch 
der deutschen Sprache, https://www.dwds.de/). Объем основного корпуса 
(Kernkorpus), содержащего тексты 20-го века, составляет 120 млн то-
кенов. Преимущество основного корпуса в том, что в нем сбалансиро-
ванно представлены 4 жанра — художественные, публицистические, 
научные и  другие нехудожественные тексты (см. доли: https://www.
dwds.de/d/k-referenz#kern).
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Для поиска диминутивов были выбраны десятилетие 1990-1999 гг. 
и  полный корпус 21-го века (Kernkorpus 21), в  состав которого вхо-
дят тексты, появившиеся не позднее 2006 года. Сбалансированность 
источника диминутивов могло нарушить то, в  последнем корпусе 
(Kernkorpus 21)  жанры представлены неравномерно. Диминутивы 
из устных корпусов еще не были включены в эксперимент.
2.2. Фильтрация результатов
На сайте DWDS нельзя задать такой поисковой запрос, который 
полностью устранил бы шум в  выдаче. Можно заранее исключить 
из результатов лишь некоторые частотные существительные, оканчи-
вающиеся на –chen, но не являющиеся диминутивами.
Дальнейшая фильтрация осуществлялась с  помощью обратного 
словаря [Mater 1970]. Из словаря были выбраны те существительные, 
которые имеют хотя бы одну словоформу, оканчивающуюся на –chen, 
но сами не являются диминутивами, например: Tisch ‘стол’ → Tischen 
(д. п. м. ч.), Flasche ‘бутылка’ → Flaschen (любой падеж м. ч.). Эти сло-
воформы и  также диминутивы, потерявшие композициональность 
значения (Mädchen ‘девочка’, Stiefmütterchen ‘анютины глазки’, Tastkör-
perchen ‘тактильное нервное тельце’ и т. п.), были добавлены в общий 
список стоп-слов. Если ключевое слово результата корпусного поиска, 
экспортированного в формате csv, совпало с любым элементом списка, 
то данный результат (целое предложение) был удален. Учитывались 
и  частичные совпадения по последним символам ключевого слова 
ввиду возможных сложных слов. После этого частеречный анализа-
тор TreeTagger присвоил некоторый тег каждому ключевому слову 
с  переведенными в  нижний регистр символами. Если оно получило 
не тег существительного, содержащее его предложение было удалено 
из  результатов. Таким образом, удалось отфильтровать такие слова, 
как Suchen ‘поиски’ Glücklichen ‘счастливый человек/счастливые люди’ 
(в косвенном падеже или в и. п. м. ч.). Это субстантивированные фор-
мы, поэтому частеречная разметка корпуса не могла их исключить. 
Некоторые инфинитивные формы были включены в  список стоп-
слов, поскольку субстантивированные инфинитивы иногда высту-
пают в качестве компонента сложного существительного, например, 
Sportmachen ’занятие спортом’.
После фильтрации из 30 593 результата осталось 4174.
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2.3. Восстановление леммы мотивирующего слова
Лингвисту, изучающему производные слова, часто приходится 
прибегать к мотивирующим словам: встречаются ли они без исследу-
емого аффикса, и если да, сколько раз, в каких контекстах и т. д. По-
этому целесообразно добавить в  лингвистическую разметку инфор-
мацию о  лемме мотивирующего слова (т. е. практически об основе, 
к которой применяется деривационное правило), которая сделала бы 
возможным быстрый доступ к его токенам.
Даже безупречная морфемная сегментация не может решить зада-
чу в силу возможности появления алломорфов. Однако для немецких 
дериватов можно написать правила восстановления мотивирующе-
го слова. Эти правила требуют лингвистических знаний. Например, 
свойства образования диминутивов с  суффиксом –chen описаны 
в  [Fleischer, Barz 2012]. Алгоритм восстановления мотивирующего 
слова должен опираться на сведения об алломорфах (расширенных 
формах) суффикса, выпадении букв с конца основы при суффиксации 
и других изменений основы.
Итак, программа сначала строит список гипотетических основ 
без внутренних изменений. Выделяются три алломорфа суффикса: –
chen, –elchen, –erchen (последние встречаются в таких дериватах, как 
Blümelchen ’цветочек’ от Blume, Prösterchen ’чоканье’ от Prost). Если 
диминутив d, состоящий из n символов, оканчивается на –elchen или 
–erchen, то порождаются следующие гипотетические формы: d до 
n-6 символа, d до n-6 символа + e, d до n-6 символа + en, d до n-4 сим-
вола. Вторая и третья формы нужны ввиду того, что при суффикса-
ции безударные –е и  –en выпадают в  конце основы. Однако нет не-
обходимости добавить в  список еще вариант «d до n-4  символа + e/
en», поскольку буквосочетания –ele/ –ere в конце слова нетипичны для 
немецких существительных. Если диминутив оканчивается на –chen, 
но не на –elchen или –erchen, то создаются гипотезы d до n-4 символа, d 
до n-4 символа + e, d до n-4 символа + en. Гипотетические формы упо-
рядочены: например, «d до n-4 символа» чаще приводит к правильной 
основе, чем «d до n-4 символа + en»; эта форма применима к большему 
количеству основ, поэтому она получает более высокий ранг. Потом 
символы ä, ö, ü внутри порожденных форм заменяются на регулярные 
выражения (ä|a), (ö|o), (ü|u), таким образом устраняются проблемы, 
связанные с явлением «umlaut». 
Проверка наличия гипотетических форм в словаре часто приводи-
ла бы к отрицательному результату ввиду весьма продуктивного сло-
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восложения существительных в немецком языке. Поэтому программа 
на каждом шагу цикла добавляет к последнему символу гипотетиче-
ской формы один символ слева, пока полностью не будет восстанов-
лена данная форма. Наличие строки среди заглавных слов словаря по-
стоянно проверяется. Если соответствующее заглавное слово найдено 
в  словаре, программа сохраняет его, потом продолжается конкате-
нация. После этих операций выбирается сохраненное слово с макси-
мальным рангом. Если таких слов несколько, то из них выбирается са-
мое длинное. Наконец, оно добавляется к левой, несовпадающей части 
гипотетической формы (в  идеальном случае эта часть представляет 
собой пустую строку). Получившаяся последовательность символов 
считается леммой мотивирующего слова. Если ни одно заглавное сло-
во словаря в ходе выполнения алгоритма не было идентифицировано, 
то мотивирующим словом считается гипотеза «d до n-4 символа». 
Итак, например, имея диминутив Pferdefigürchen ’фигурка лошади’, 
можно восстановить мотивирующее слово Pferdefigur, даже если в сло-
варе нет заглавного слова Pferdefigur, только Figur.
В качестве словаря в  эксперименте был использован частотный 
список словоформ корпуса DeReKo 2014 г. (http://www1.ids-mannheim.
de/kl/projekte/methoden/ derewo.html, дата обращения: 13.03.2019). Для 
каждой словоформы указаны лемма и часть речи. После объединения 
словоформ, относящихся к  одной и  той же лемме, список содержал 
более чем 37 тыс. существительных. 
Мотивирующие слова были разбиты на морфемы с помощью паке-
та Polyglot.
3. Результаты эксперимента
В рамках эксперимента было получено 4174 ключевых слова в кон-
тексте одного предложения. Токены дериватов относятся к 1330 раз-
ным леммам. 473  из  них встречаются более чем один раз. 5  самых 
частотных лемм  — Päckchen ’небольшой пакет/пачка’ (122  раза), 
Städtchen ’городок’ (73 раза), Kästchen ’ящичек’ (71 раз), Stückchen ’ку-
сочек/небольшая часть’ (66 раз), Fläschen ’бутылочка’ (63 раза). Каж-
дое ключевое слово размечено следующими сведениями: лемма, мо-
тивирующее слово и его морфемный разбор. Для оценки качества ме-
тодов, изложенных в предыдущих разделах, были взяты две выборки 
объемом 100  и  200  результатов. Более чем 80 % ключевых слов дей-
ствительно оказались диминутивами. Приблизительно в 75 % случа-
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ев лемма мотивирующего слова была восстановлена правильно (если 
ключевое слово не было диминутивом, результат выполнения данного 
алгоритма считался ошибочным). Полнота извлечения диминутивов 
из экспортированных материалов DWDS (30 593 результата) состав-
ляет примерно 90 %. Естественно, некоторые диминутивы были искю-
чены вследствие случайного совпадения их последних символов с ка-
ким-либо стоп-словом, поэтому нельзя было ожидать стопроцентной 
полноты. Значение F1-меры, вычисленное по показателям точности 
и полноты, — 0,847.
4. Заключение
В перспективе планируются совершенствование методов филь-
трации и восстановления леммы мотивирующего слова и вовлечение 
в  исследование DeReKo и  устных корпусов. Добавление семантиче-
ских признаков к разметке результатов также представляется целесо-
образным. Созданная таким образом совокупность дериватов могла 
бы служить базой для морфологического и семантического исследо-
вания словообразовательных правил.
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АНАЛИЗ УНИВЕРСАЛИИ ОТЧУЖДЕНИЯ ПРИ ПЕРЕВОДЕ  
С РУССКОГО НА КИТАЙСКИЙ НА ПРИМЕРЕ КОНСТРУКЦИЙ  
СО СЛОВОМ 对 (DUI)
ANALYSIS OF DEFAMILIARIZATION UNIVERSAL IN RUSSIAN-CHINEESE 
TRANSLATION BY THE EXAMPLE OF 对 (DUI) CONSTRUCTIONS
Аннотация: Статья посвящена проявлению универсалии отчуждения при переводе с русского 
языка на китайский. В качестве материала исследования использовался параллельный корпус 
русского и  китайского языков. Для проверки гипотезы об увеличении размера конструкций 
в корпусе переводных текстов по сравнению со сопоставимым корпусом исследовался размер 
конструкций в переводном языке и в оригинальных китайских текстах. Показано, что гипотеза 
подтвердилась. Одной из причин универсалии отчуждения является влияние исходного русского 
языка.
Ключевые слова: предложения с 对; размер конструкций; универмалия отчуждения; европе-
изация.
Abstract: The article is about the universal of defamiliarization in translation from Russian into 
Chinese. A parallel corpus of Russian and Chinese was used as the research material. The size of 
constructions in the translated language and in the original Chinese texts was investigated. To test 
the hypothesis of increasing the size of structures in the translated corpus was compared with 
the comparable corpus. The lengths of structures was compared with 对 (dui) in two corpus. The 
study shows that the hypothesis was confirmed. One of the reasons for the defamiliarization is the 
influence of the original Russian language.
Keywords: sentences with 对 (dui), size of structures, the universal of defamiliarization, 
Europeanization.
1. Вводные замечания
Настоящая работа представляет собой корпусное исследование, 
посвященное изучению универсалий перевода, а  именно, универса-
лии отчуждения применительно к конструкциям со словом 对 в пере-
водном языке. 
Универсалии перевода (translation universals) — это закономерно-
сти, которые глобально наблюдаются при переводе с одного языка на 
другой [Baker 1993]. Эти языки принято называть исходный и целе-
вой. При этом утверждается, что целевой переводной язык отличается 
от целевого непереводного. Универсалии перевода включают в  себя 
такие пары как «упрощение — ослож нение», «экспликация — импли-
кация», «доместификация — отчуждение» и т. д. 
143
В переводоведении под универсалиями перевода понимают отда-
ление переводного языка от целевого непереводного языка, когда пе-
реводной язык приобретает особенности, отличные от оригинального 
целевого языка. И эти особенности могут формироваться под влияни-
ем исходного языка.
Предложения со словом 对 (duì) в текстах научного стиля встреча-
ются достаточно часто. В современном китайском языке иероглиф 对 
(и близкое к нему слово 对于 (duìyú)) имеет три значения и три вари-
анта употребления. 
对1 — это счетное слово. Используется для обозначения классифи-
кации двух понятий, противопоставленных друг другу (по принципу 
полового различия, по размещению слева и права, по обозначению по-
ложительного и отрицательного). 
对2  — это имя прилагательное. Имеет значение «подходящий», 
«нормальный», «правильный». 
对3 — глагол или глагол-предлог. Имеет значение «относиться к». 
Мы исследуем конструкции с 对 именно в этом значении.
2. Отчуждение vs европеизация 
Вопрос особенностей перевода на китайский язык вновь приобре-
тает свою актуальность в связи с возникшим в последние годы инте-
ресом к европеизации китайского языка [Song Wenhui 2016; Жукауске-
не, Холдаенко 2015]. В китаистике принято изучать влияние перевода 
на изменения в целевом языке в рамках европеизации [Wang Li 1985: 
478]. 
Нам хочется обратить внимание на сходство и различие терминов 
«европеизация» и «отчуждение». Европеизация — это принятие идей 
и  ценностей европейской культуры как истинных, прогрессивных, 
этически оправданных и  этически совершенных [Баженова 2008]. 
Европеизация китайского языка — это внедрение в китайский язык 
грамматических правил или лексики европейских языков. Мы счита-
ем, что в  этом случае лучше пользоваться терминами «отчуждение» 
(defamiliarization) или иностранизация (foreignization). Они хорошо 
укладываются в  дихотомию универсалий перевода, являясь проти-
поставлением термину «доместикация» (или «нормализация»). Доме-
стикацию и  отчуждение принято относить к  двум стилям перевода, 
следуя которым автор в языке перевода подлаживается либо под чита-
теля, либо под автора переводимого текста. Доместикация приближа-
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ет иностранный текст к духу и культурным ценностям целевого язы-
ка, а отчуждение приближает перевод к особенностям иностранного 
языка и иностранной культуры.
И если понятие «европеизация» относится к  общественно-соци-
альной сфере, а также к сфере контактов китайского и иностранных 
языков, то отчуждение входит в парадигму переводоведения и отно-
сится к дескриптивному анализу особенностей переводного языка, ко-
торый описывает особенности переводного языка, в том числе срав-
нивая их с характеристиками текстов на исходном языке. 
Существует несколько исследований, посвященных универсалии 
отчуждения. Ху Сяньяо изучал особенности использования место-
имения 他 (ta) в  переводном китайском языке. Он установил, что: 
1) среднее расстояние между двумя местоимениями 他 в переводном 
тексте меньше, чем в непереводном, что означает частое повторение 
他 в  переводном тексте; 2)  в  переводном тексте могут встретиться 
несколько вхождений местоимения 他, а в  непереводном языке оно 
обычно одно; 3) в переводном тексте встречаются такие предложения, 
в которых местоимение относится к разным людям, а в непереводном 
такого не наблюдается. Исходя из этого автор делает вывод о проявле-
нии универсалии «отчуждение». 
Tao [2016] на основе корпуса русского и китайского языков пока-
зала, что количество сложных предложения в переводном тексте при 
переводе с  русского на китайский больше, чем в  непереводных тек-
стах. Это коррелирует с распространенностью сложных предложений 
в русском языке, в то время как китайский язык тяготеет к простым 
предложениям. 
3. Гипотеза исследования
Универсалии перевода свойственны всем переводным языкам, 
но  различные типы языковых явлений проявляют себя по-разному. 
Предложения со словом 对 формируют в  китайском языке относи-
тельно закрытые конструкции. Размещение нужных слов, словосоче-
таний или минор-предложений2 допускается лишь между 对 и  глав-
ным словом конструкции (статические слова или предикаты). Китай-
ский язык очень восприимчив к  «размеру» закрытых конструкций, 
который выражается в количестве лексических единиц, включаемых 
в конструкцию. 
2 Минор-предложения — придаточные предложения в китайском языке.
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При переводе с  русского на китайский язык обороты с 对 могут 
быть переводом отглагольных существительных, предложных или 
причастных оборотов русского языка. Характерной особенностью 
данных конструкций в русском языке является их открытость, допу-
скается использование постпозитивных определений с нанизыванием 
ряда слов в родительном падеже или другие способы для органично-
го расширения конструкции вправо. Мы сделали предположение, что 
в переводном языке имеет место тенденция расширения размера кон-
струкций под влиянием исходного русского языка. 
Для проверки вышеизложенной гипотезы и было проведено данное 
исследование. Оно проводилось на материале параллельного корпу-
са русского и китайского языков (ПК) и сопоставимого корпуса (СК) 
примерно такого же объема, содержащего оригинальные китайские 
тексты той же тематики (научные тексты гуманитарной и социальной 
направленности) [Тао, Захаров 2015]. 
4. Эксперимент. Длины конструкций 
Длина конструкции  — это количество слов в  рамках одной кон-
струкции. В  оборотах с 对  — это количество слов, которые входят 
в «окно» от 对 (или 对于) до главного слова, размещающегося справа. 
При этом сам иероглиф 的 не включается в расчет размера конструк-
ции. В указанном корпусе переводных текстов было найдено 614 обо-
ротов с 对  (ipm=392,04), в сопоставимом корпусе примерно такого же 
размера имеется всего 485 оборотов с 对 (ipm=333,73). Измерение длин 
конструкций в двух корпусах дало следующие результаты (Табл. 1).
Таблица 1. Длины конструкций с 对
Длина конструкций в словах Средняя длина  
(∑ длин/частота)1 2 3 4 5 6 7 8 9
Количество конструкций данной длины
ПК 51 44 56 98 138 125 73 26 3 4,70
СК 53 47 99 109 73 68 26 10 0 3,95
Из информации, приведенной в таблице, следует, что: 1) общее чис-
ло конструкций с 对 в корпусе переводных текстов превосходит коли-
чество конструкций данного типа в сопоставимом корпусе; 2) средний 
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размер конструкции с 对 в корпусе переводных текстов больше сред-
него размера конструкции в  сопоставимом корпусе; 3)  максималь-
ную частотность в переводных текстах имеют конструкции с длиной 
4–6 слов, а в исходных — с длиной 3–4. В китайском языке при длине 
конструкции с 对 больше 4 слов предложение начинает казаться рас-
тянутым и усложненным.
5. Анализ конструкций
Проанализируем конструкции с 对 и соответсвующие им исходные 
предложения.
(1) Кроме того, понимание феномена холодной войны и ее составляю-




(слово 对 и главное слов конструкции выделены полужирным)
Пословный перевод: Кроме того, для (dui) холодной войны/, это 
особое /явление/  и  познание/  ее содержаний/  позволяет/  для (dui) 
/ современное /новое состояние /международной/ безопасности/ по-
явиться /разные/ понимания. 
В примере 1 присутствуют 2 оборота с 对, которым в русском тек-
сте соответствуют постпозитивные определения с  использованием 
ряда слов в родительном падеже. Слова в родительном падеже явля-
ются типичным явлением для русского языка. Так как имеется такой 
наглядный маркер формы как «падеж», то множество определений по-
сле имени существительного, как правило, не влияют на степень по-
нимания данного предложения читателем. Переводчики при переводе 
с русского на китайский, стараясь сохранить набор лексических еди-
ниц и логику связей, увеличивают размеры конструкций с 对. В ори-
гинальном китайском языке, как это видно из данных сопоставимого 
корпуса, процент таких конструкций меньше, чем в переводном язы-
ке. Там, где в переводном языке используются длинные конструкции 
с 对, в оригинальном китайском языке вместо них часто используется 
постановка определений за пределами конструкции с 对, использова-
ние внутри конструкций местоимений и др. 
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5. Заключение
Предложения с 对 являются типичными для научных текстов фор-
мами предложений. Однако в  переводных текстах они приобретают 
черты, не характерные для оригинального китайского языка, а имен-
но, они удлиняются, наследуя лексическое наполнение и  логические 
связи из  исходного текста на русском языке. Нами были изучены 
особенности конструкций с 对 в переводных текстах с точки зрения 
их частоты и длины конструкции. Было показано, что в среднем они 
длиннее аналогичных конструкций в сопоставимом корпусе, что под-
тверждает нашу гипотезу. Широкое использование этих конструкций 
при переводе с  русского на китайский и  их характер обусловлены 
строем русских предложений и тем самым несут черты универсалии 
отчуждения, которые ранее были обнаружены в рамках исследований 
по переводу с английского языка на китайский.
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К ВОПРОСУ О КОЛИЧЕСТВЕННОМ АНАЛИЗЕ ПРЕДЛОЖНО-
ПАДЕЖНЫХ СОЧЕТАНИЙ В РУССКОМ ЯЗЫКЕ НА ПРИМЕРЕ 
ЗАКОНОДАТЕЛЬНЫХ ТЕКСТОВ1
ON QUANTITATIVE ANALYSIS OF RUSSIAN PREPOSITIONAL 
CONSTRUCTIONS BASED ON LEGISLATIVE TEXTS
Аннотация. В статье рассматриваются предложно-падежные сочетания в русском языке на мате-
риале корпуса законодательных текстов. Дается обзор модели «предлог + именная группа» и ее 
частотность, анализируется длина найденных цепочек, а также их наполнение. 
Ключевые слова. Предлоги, предложные конструкции, количественная грамматика, корпусы 
текстов, русский язык.
Abstract. The paper deals with Russian prepositional constructions based on a corpus of legislative 
texts. The analysis focuses on the model “preposition + noun phrase” and its frequency, and also pays 
attention to the length of the constructions.
Keywords. Prepositions, prepositional constructions, quantitative grammar, text corpora, Russian 
language.
Введение
В современной русистике давно существует потребность в  коли-
чественном описании лингвистических единиц разных уровней. Ча-
стотные словари предоставляют статистическую информацию о лек-
сическом разнообразии того или языка, но  при этом также необхо-
димы справочники, которые бы описывали более длинные цепочки 
(например, типичные словосочетания, синтаксические конструкции 
или комбинации грамматических признаков). Вопросы создания по-
добных инструментов ставились в работах ряда авторов (см., напри-
мер, [Мустайоки 1973; Копотев 2011; Janda, Lyashevskaya 2011]). Так, 
в статьях М. В. Копотева [Копотев 2008; Копотев 2011] высказывается 
мысль о создании частотной грамматики русского языка, а также про-
водится количественный анализ падежной системы русского языка 
на материале современных корпусов текстов. Рассмотрение конструк-
ций, включающих предлоги, может служить частным случаем грамма-
тики такого рода.
1 Статья подготовлена при поддержке гранта РФФИ №  17-29-09159 «Кванти-
тативная грамматика русских предложных конструкций».
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Материал
В рамках нашего исследования рассматривались предложные кон-
струкции разной длины, под которыми мы понимаем сочетания пред-
логов с управляемыми ими именными группами в определенных па-
дежах. В качестве материала для исследования были отобраны тексты 
юридической тематики, отличающиеся своей структурированностью. 
Общий объем составил 1,5 млн слов.
Нами были проанализированы следующие предложные конструк-
ции: 1) предлог + существительное (к выполнению); 2) предлог + ме-
стоим. / местоим. прил. + сущ. (со своими полномочиями); 3) предлог 
+  местоим. /  местоим. прил. +  прил. +  сущ. (на каждое физическое 
лицо); 4) предлог + прил. + сущ. (на благотворительные цели). Таким 
образом, модель «предлог + именная группа» может включать в себя 
разные зависимые от существительного лексические единицы.
Анализ предложных сочетаний
Подавляющее большинство примеров приходится на конструкции 
с первообразными предлогами. Из перечисленных в работе [Сичина-
ва] единиц наиболее частотными оказались следующие простые пред-
логи (в порядке убывания частоты): в, на, с (со), по, о (об), от, за, для 
до, к, при, из, после и без. Распределение частот коррелирует с данными 
словаря [Ляшевская, Шаров 2008].
Сложные предлоги не имеют соответствующей разметки, в корпусе 
они представлены при помощи комбинации морфологических тегов 
(например, «предлог + существительное» в  течение или «наречие + 
предлог» одновременно с), поэтому для их поиска запрос должен был 
быть изменен. Примерами могут выступать следующие словосочета-
ния: от имени некоммерческой организации, независимо от вида жи-
лищного фонда.
Конструкция «предлог + существительное»
Наибольшее количество примеров приходится на конструкции 
с  предлогами, управляющими предложным падежом (табл.  1). Яв-
ное предпочтение данной падежной форме может также указывать 
на отличительные особенности законодательных текстов, в  которых 
предлоги активно используются, например, в названиях законов («О 
внесении изменений и дополнений»), документов («приказ о взыскании 
алиментов», «заявление о выдаче», «отчет о деятельности», «свиде-
тельство о праве собственности») и др.
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Таблица 1. Распределение форм существительного  
по падежам






Существительное может зависеть от глагола (22,1 %), существи-
тельного (76,0 %) или прилагательного (1,9 %). Количественные отли-
чия между управляющими лексемами разных частей речи являются 
значимыми (p-value<<0,001).
При анализе данной конструкции не учитывались входящие в со-
став именной группы местоимения и  прилагательные. Примеры по-
добных предложных сочетаний будут рассмотрены ниже.
Конструкция «предлог + местоимение / местоименное 
прилагательное + существительное»
Длина данной предложной конструкции варьируется от трех (со 
своими полномочиями) до четырех слов (ото всех других источников, 
ко всем своим документам). В случае цепочки из двух местоименных 
прилагательных, первое из них или оба относятся к определительным 
(кванторным): каждый, любой, другой, иной. Аналогично приведенной 
Таблица 2. Распределение конструкции «предлог + местоимение 









Общее количество:   
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выше модели наиболее частотными оказываются сочетания с форма-
ми предложного падежа. 
Конструкция «предлог + местоимение / местоименное 
прилагательное + прилагательное + существительное»
Необходимо отметить, что в использованной нами разметке мор-
фоанализатора TreeTagger разделение между прилагательными и при-
частиями является весьма условным.
Данная конструкция может включать в себя 4 или 5 слов (табл. 3).
Таблица 3. Распределение конструкции «предлог + местоимение 
/ местоименное прилагательное + прилагательное + существительное»  
по падежам







Общее количество:  55
Предложные сочетания, состоящие из  пяти слов, в  большинстве 
случаев подразумевают вхождение двух прилагательных в  состав 
именной группы (на одного указанного медицинского работника, 
из иных государственных информационных систем). Также было за-
фиксировано 5 случаев с двумя местоимениями (к одному иному об-
щественному объединению, за каждый такой непредставленный рас-
чет). Были также найдены цепочки иные словоформ, включающие 
два местоимения, но они находятся вне сферы нашего рассмотрения 
(в соответствии с ним иными правовыми актами, выделения из него 
другого юридического лица).
Конструкция «предлог + прилагательное + существительное»
Данная конструкция является более распространенной в корпусе 
по сравнению с двумя вышеперечисленными. 
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Таблица 4. Распределение конструкции «предлог + прилагательное + 
существительное» по падежам
Падежная форма Длина конструкции
3 слова 4 слова 5 слов 6 слов
Gen 2280 249 4 0
Dat 1568 209 9 0
Acc 4748 807 29 3
Abl 2308 637 23 0
Loc 9828 878 94 0
Общее количество:     
Наиболее длинная цепочка данной конструкции включает в себя че-
тыре согласованных прилагательных в винительном падеже (табл. 4), 
входящих в состав именной группы (в единую федеральную автома-
тизированную информационную систему, в  указанные государствен-
ные социальные внебюджетные фонды). Предложный падеж встреча-
ется чаще всего за исключением конструкций максимальной длины. 
Подавляющее число примеров приходится на простые первообраз-
ные предлоги. Простые производные предлоги встречаются в следую-
щих сочетаниях: включая обязательную государственную дактилоско-
пическую регистрацию, вследствие сбросов радиоактивных отходов, 
вследствие обстоятельств непреодолимой силы, путем аккумулиро-
вания бюджетных средств, посредством составления специального 
акта, ниже суммы рублевого эквивалента, посредством проведения 
психофизиологического исследования, относительно перемещенных 
культурных ценностей.
Заключение
Настоящее экспериментальное исследование является первым ша-
гом по исследованию предложных сочетаний в текстах разных функ-
циональных стилей и структурных особенностей. В качестве следую-
щего этапа планируется сравнение результатов с другими источника-
ми (например, НКРЯ и корпусами большего объема).
Полученные данные, репрезентирующие реальное языковое упо-
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СЕМАНТИКА И ИЗВЛЕЧЕНИЕ ИНФОРМАЦИИ 
ИЗ КОРПУСОВ 
 
SEMANTICS AND INFORMATION EXTRACTION 
FROM CORPORA
I. V. Azarova, V. P. Zakharov
TOWARDS A COMPUTATIONAL ONTOLOGY  
OF RUSSIAN PREPOSITIONS1
Abstract. Our aim is to create a corpus-based semantic and grammatical description of preposi-
tional constructions using empiric corpus data. The methodology for processing corpus data and 
calculating frequency characteristics of prepositional constructions in modern Russian texts is pre-
sented. The prepositional values are described in terms of semantic rubrics based on the notion of 
syntaxemes introduced by G. Zolotova. We investigate prepositional constructions within the specific 
semantic rubrics: mediative and transitive.
Keywords: Russian prepositional constructions, preposition meaning, corpus statistics, semantic 
rubrics.
1. Introduction
The paper represents a part of a research project which is aimed at the 
development of corpus-driven semantic-grammatical description of Russian 
prepositional constructions. To achieve this goal we carry out four interde-
pendent tasks: 1) the integral description of the Russian prepositional system 
as an interconnected structure in terms of the sense metalanguage specified 
according to prepositional meanings; 2) the collection of corpus statistics for 
pairs “preposition-its meaning” from this structure; 3) the sense representa-
tion of prepositional constructions as a function expressed by prepositions 
from this structure over the unity of their governors and governees; 4) the 
1 The research has been supported by the Russian Foundation for Basic Research under 
the project No. 17-29-09159 and partly (sect. 2, 3) under the project 17-04-00552-ОГН-А. 
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exposition of prepositional semantics as a part of syntactic links between 
classes of content words as a type of the prepositional ontology. 
These tasks are challenging due to the prepositional ambiguity which 
is manifested in selectional preferences of particular prepositions express-
ing synonymic relations between similar content words. We couldn’t rely 
on abstract scholastic presentation of prepositional meanings because they 
are the part of the grammar which may be illogical and poorly structured. 
Therefore, all elements of our description are based on the corpus data: the 
enumeration of prepositional constructions, variance of their grammatical 
features, synonymy and near synonymy between them, and so on. This cor-
pus-based semantic and grammatical description of Russian prepositional 
constructions uses empiric data from various contemporary Russian cor-
pora in order to identify and then formalize the basic ontologic semantic 
patterns of “prepositional grammar”. We foresee the results of our research 
to be a useful part of NLP resources because prepositions have not been 
getting much attention by the specialists in this sphere. For instance, they 
were included in the so-called “stop-word” lists, which drop them from 
vector models in information retrieval procedures. It is true that frequent 
prepositions have low “specificity” index (tf-idf) but they do convey a clear 
semantic-syntactic relationship between the content words переводить 
с английского (‘to translate from English’) vs переводить на английский 
(‘to translate into English’), с 21 января (‘from January, 21 ’) vs до 21 января 
(‘until January 21 ’). These examples indicate the importance of prepositions 
for the generation and understanding of Russian texts. The other reason for 
additional attention to prepositions in NLP is the problem of secondary 
prepositions (see 2), that is, phrases which may be used as equals for prima-
ry prepositions.
The semantics of Russian prepositions was a matter of a large number 
of works which are mentioned in [Solonitsky 2003] and [Filipenko 2000] 
though they follow more traditional structural methodology and investigate 
several specific aspects of prepositional constructions. Anyway the linguis-
tic prerequisites of prepositional construction analysis are the vital part of 
our method (see below).
2. Prepositions inventory
Prepositions as a part of speech form a rather obscure subset of the Rus-
sian vocabulary, though they are extraordinary frequent. In the Russian Na-
tional Corpus (RNC) prepositions hold more than 10 % of tokens. Three 
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prepositions (в ‘in’, на ‘on’, с ‘with’) are in the list of ten most frequent words 
and 18 prepositions are in that of hundred ones. 
The prepositions in Russian texts are heterogeneous and diverse: there 
is a small group of primary prepositions and a large number of secondary 
ones, the latter being motivated by the content parts of speech (nouns, ad-
verbs and verbal forms), which may be combined with the primary preposi-
tions forming multiword expressions. This fact shows that corpus frequen-
cies of the primary prepositions are regularly overrated because they may 
be used as parts of secondary prepositions. Even the strict division between 
secondary multiword prepositions and prepositional noun phrases is not 
specified. There are some ideas about what is specific for the status of a sec-
ondary preposition. Firstly, the noun in the construction should have an 
abstract meaning (for prepositional derivatives on the basis of adverbs and 
gerunds it is always true). Secondly, the impenetrability of a linear sequence 
of such multiword prepositional expression is obligatory, for instance, в те-
чение (‘during’), несмотря на (‘despite’), etc. The difference in spelling of 
such constructions may is an indirect and inconsistent indicator of their 
new status: в течение года (‘during a year’); несмотря на непогоду (‘de-
spite the bad weather’).
The most significant evidence of the “prepositional” nature of the mul-
tiword expression is its full or partial synonymy to the meaning of some 
primary preposition, bearing in mind that secondary prepositions which 
are highly frequent or have modified spelling, gained the confirmed status 
before. In order to compile the full list of secondary prepositions it is pos-
sible to look through existing inventories, however, they are only partially 
overlap and we can find strong arguments against one or another and some-
times against their “secondary” status in some papers. 
In our project we will consider prepositions to be a stereotypical way 
for clarifying case meanings of nouns expressing valencies of content words 
(fist of all, verbs and verbal derivatives) and/or different circumstantial 
qualifiers in a sentence. The stereotype in our method should be proven by 
high corpus frequency of prepositional expressions with a particular mean-
ing. The synonymy or partial synonymy between primary and secondary 
prepositions will be based on the semantic class specification for governing 
words and dependent nouns. This point of view allows us to outline the 
corpus strategy for picking up secondary prepositions. We may use some 
frequent noun that is used recurrently in a construction with some prima-
ry preposition as a “prepositional pattern”, then we may specify roughly or 
finely its meaning (see below). After that we may find repeated multiword 
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expressions in the corpus sample expressing a similar sense. They are can-
didates for further consideration: e.g. their corpus frequency should not be 
less than the threshold value (hypothetically 1  or 3  IPM) and so on. For 
example: в войне („during the war“), во время войны („during the war“), 
в годы войны („during the war“), в период войны („during the war“), etc.
3. The metalanguage for prepositional meaning description
The meaning of prepositions in explanatory dictionaries are usually ex-
pressed by primary or secondary synonyms, but it is not uncommon that 
they are not interchangeable with the prepositions in question. For exam-
ple in Russian Wiktionary (https://ru.wiktionary.org/) the first meaning 
of preposition через (‘through’) is described by secondaries “сквозь, по-
перек” and a gloss Он помог женщине перейти через дорогу (‘He helped 
the woman cross the road’). However, it is impossible to insert equivalents 
from the definition into the gloss text. Prepositions from the dictionary in-
terpretation may be defined by the primary one forming “vicious circle”. The 
translation dictionaries demonstrate a number of phrasal examples which 
may be extrapolated by a user for other cases, but which one to use for a 
particular noun is not clear. 
That is the reason why it is very important to provide a special semantic 
metalanguage for description of prepositional meanings. Its notions may 
be very coarse as in Russian grammar [Russian grammar 1980] description 
(objective, subjective, attributive, adverbial), more detailed as semantic ar-
guments (objective, addressee, instrumental, spatial, temporal, etc.) [Mus-
tajoki 2006] or specially invented for description of prepositional construc-
tions such as syntaxemes proposed by G. A. Zolotova [Zolotova 2011].
The syntaxeme is characterized by a morphological arrangement (a 
preposition plus a case form) which has a unity of a form and a sense that 
functions as a constructive and significant component of a phrase or a sen-
tence. The syntaxeme is a minimal grammatical construction which couldn’t 
be split further into meaningful elements. The syntaxeme types are direc-
tion, destination, correlation, quantification, qualification, location, media-
tion, temporative, etc. The designation of syntaxemes in original Zolotova’s 
version is formed according to a of semantic role pattern: directive, des-
tinative, correlative, quantitative, qualitative, locative, mediative, tempora-
tive [Zolotova 2011: 383]. This nomenclature forms a starting point for our 
metalanguage which may be extended or shortened due to the needs of its 
expressive capability.
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For the sake of quantitative grammar of prepositional constructions, we 
use the term “semantic rubric” as a generic name of the group of meanings 
of prepositions. It is often the case that these rubrics correspond to some 
Zolotova’s syntaxeme. It is hardly possible to use this nomenclature down-
ward, thus we start our description upward, from the most frequent primary 
prepositions. The minor variants of prepositional meanings associated usu-
ally with secondary prepositions create chains of synonymous or quasi-syn-
onymous constructions. 
To identify the semantic rubric we find out the basic meaning, that is 
represented by the frequent use of the primary preposition, sometimes it is 
a meaning of the case form. It is a prototypic representation of the rubric. 
Synonymous constructions are selected according to analyses of corpus 
samples. 
4. Methodology for selection pairs  “preposition — its meaning”
To solve this task we need appropriate corpora: representative, balanced, 
annotated and highly functional. A pilot research shows that Deeply Anno-
tated Corpus (treebank) from the Russian National Corpus with the seman-
tic annotation does not afford us to select the pairs of prepositions and their 
meanings. Thus, we carry out our research on the basis of morphologically 
annotated corpora.
We’ve chosen 2  corpora of Russian texts: Russian National Corpus 
(RNC) (http://www.ruscorpora.ru/en/index.html), Russian corpora of the 
Aranea corpus family (http://unesco.uniba.sk). They are different in size and 
in balance of textual genres. Russian National Corpus includes the balanced 
Main corpus and particularized subcorpora: the Spoken Russian corpus, the 
Newspaper corpus, the Dialectal corpus, the Poetry corpus and others. 
The Aranea family consists of web corpora created by the wacky technol-
ogy [Benko 2014]. For Russian there are three region-specific variants with 
a size from 120 to 1200 mln. tokens. We use mainly Araneum Russicum Mi-
nus (120 mln. tokens, 91 mln. lexical words). Araneum Russicum Externum 
corpus permits to create domain-specific subcorpora such as .ua, .by, .il, etc. 
that gives an opportunity to study Russian prepositional constructions in 
their regional variations.
A preliminary analysis of data shows that different corpora should be 
used to receive reliable data. Values of separate meanings vary noticeably 
from one corpus to another concerning both: primary prepositions and sec-
ondary ones.
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Our technique involves corpus tools, other software instruments, and 
manual procedures. The semantic analyses of relations between lexical items 
expressed in prepositional constructions cannot be performed entirely auto-
matically thus the manual linguistic annotation is a part of our methodolo-
gy. Due to this stage we select the pairs “preposition-its meaning” from the 
corpus data for further ontology building and compile a number of anno-
tated corpus samples which may be used later as a gold standard for prepo-
sitional meanings. 
The crucial point of our methodology is a compilation of a random 
sample of contexts with prepositional constructions from the chosen cor-
pora. The contexts are annotated loosely by a linguist according to the set of 
meanings from explanatory dictionaries, some meanings being united into 
one group if they are aligned with some semantic rubric or Zolotova’s syn-
taxeme. Propositional meanings are ranked according to the percentage of a 
particular meaning of a certain preposition. The upmost ranks demonstrate 
the regular use of prepositional constructions, The bottom ranks show the 
irregular use. The meanings from the top ranks are extrapolated according 
to the total frequency of a preposition in the corpus and normalized to a 
number of million token presented in the corpus processed. These are IPM 
frequencies of prepositional meanings. They may be used for aligning of 
“preposition-its meaning” pairs with a similar meaning, that is a rubric or 
a syntaxeme. 
5. Examples of corpus-based analyses of prepositional constructions
We demonstrate results of our methodology on two rubrics.
The Mediative as a semantic rubric has a narrow and a wide interpreta-
tion. Generally it is considered as a particular semantic role in a predicate 
structure of a verb. In the narrow sense the mediative is understood as a 
means, a substance or an object being used during the performance of an ac-
tion or a process. In a broader sense the mediative is a tool (instrumentative) 
and includes its material and abstract implementations [Mustajoki 2006]. In 
the Russian language both mediative and instrumentative are regularly ex-
pressed by the instrumental case form: красить стены валиком (to roller 
the walls = to paint the walls with a roller), рисовать картину красками 
(to paint a picture = to draw a picture with paints), though they may be 
combined: Писец <…> рисовал картинки тончайшей кистью краска-
ми на яичном желтке (‘The scribe <…> drew pictures with the finest brush 
by paints on egg yolk’).
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The Transitive is one of the possible ways of the proposition localization. 
Unlike the characteristics of location, which are applicable for diverse set 
of actions, states and processes, this specification is often associated with a 
“framework” structure of a prefix пере- for the verbs of motion and their 
derivatives: перейти через дорогу (‘cross the road’), перевозки нефти че-
рез Атлантику (‘an oil transportation across the Atlantic ocean’), etc. 
The experiments and results received demonstrate the ability of corpus 
tools to obtain data showing individual prepositional meanings in Russian 
texts which were not mentioned in scientific articles. 
5.1. Mediative prepositional constructions
The preposition «через» (‘through, via’) is used in the mediative rubric 
with a high corpus frequency of 173 IPM, the nuances of its meanings being 
very diverse: гладить брюки через влажную ткань (with an implicit tool 
утюг); настроить протокол TCP/IP через вкладку Конфигурация; уль-
тразвук воздействует на организм через воздух; ставить горчичники 
через газету; отмывать деньги через другие фирмы; протереть творог 
через дуршлаг; получить кредит через знакомых etc. In many cases clear 
circumstantial characteristics are ambivalent. For instance, the mediative 
prepositional construction пропустить мясо через мясорубку (‘to mince 
meat’ = to skip the meat though a meat grinder) adds to “means” notion 
an idea of the real movement of the stuff (see Transitive below). Moreover, 
the first meaning of this preposition in the Russian Wiktionary is defined 
as transitive with synonyms «сквозь, поперек». It may be easily seen that 
mentioned synonyms are not interchangeable in this context, though in oth-
er constructions the preposition «через» can be substituted with «сквозь» 
(‘through, across’): протереть творог через/сквозь дуршлаг (‘to rub cot-
tage cheese through a colander’), or видеть через/сквозь стекло (‘to see 
through the glass’). 
The preposition «сквозь» is considered to be secondary (from an ad-
verb), though there is no usage of «сквозь» as an adverb in the corpus. This 
preposition occurs less frequently (20 IPM) in the corpus than «через», this 
fact is normally interpreted as a cause of its more strict selectional pref-
erences, however, we may see several contexts видеть сквозь дымку/ ту-
ман/ крону деревьев (‘to see through the haze/ the fog/ the tree crown’), in 
which it is hardly possible to insert the frequent preposition «через» with a 
mediative-transitive meaning. In the given contexts constructions with the 
preposition «сквозь» designate that some thing|stuff can not prevent the 
implementation of some action, We will refer to such usage as mediative-in-
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active as a new variant inside the mediative rubric. I seems that this modifi-
cation results from the interference of mediative-transitive meaning with a 
less frequent use (7 IPM) of the preposition «сквозь» referring to auditory 
perception despite some kind of interference: слышать смех/крик сквозь 
шум/ сон (‘hear laughter/ the cry through the noise/a dream’).
Frequent secondary prepositions in this rubric are motivated by the 
noun «помощь» (‘help’) which may combined with different primary prep-
ositions: с помощью (‘by dint of ’) (98 IPM), при помощи (‘by means of ”) 
(27  IPM). The most frequent semantic classes of governee nouns in this 
construction are actions с  помощью игры/  приема/  публикации (‘using 
the game/  reception/ publication’), tools с помощью зеркала/ микроско-
па/ проволоки (‘using a mirror/ a microscope/ the wire’), and human assis-
tants с помощью друзей, секундантов (‘with the help of friends/ seconds’). 
The secondary preposition «путем» (‘by means of ’) has high frequency 
(51 IPM). It is used in texts of official genre with nouns denoting actions: 
путем угроз/ обмана / обещаний (‘by threats/ deception/ promises). 
We interpret the difference of statistical parameters of two mediative 
prepositions «через» and «с помощью» in different corpora shown in Ta-
ble 1 as an argument that linkage of prepositional constructions to texts of 
the particular functional style are to become a subject of a separate investi-
gation. 











через IPM 173,53  20,5 % of all usages
IPM 221,30  
33,2 % of all usages
IPM 185,21  
32,5 % of all usages.
с помощью IPM 76,63 IPM 113,21 IPM 228,64
Another noun motivating a group of secondary prepositions is «посред-
ство», the frequent one is посредством (‘by means of ’) (19 IPM) and infre-
quent при посредстве, через посредство, благодаря посредству, any one 
having the same interpretation: посредством/ при посредстве, через по-
средство, благодаря посредству переговоров (‘through negotiation’). The 
interesting fact mentioned above is that the word «посредство» used as a 
noun occurs with extremely low frequency, not comparable with a frequen-
cy of the secondary preposition. The semantic classes of nouns used with 
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«посредством» are the same as was cited for secondaries motivated by a 
noun помощь: actions посредством нажатия правой кнопки мыши (‘by 
right-clicking’), tools посредством специальных приборов (‘using special 
devices’) and substances посредством анилиновой краски (‘by aniline 
dye’).
Some uses of prepositional constructions are very peculiar, they are typ-
ically described as a metaphorical shift. It is highly common for primary 
prepositions, though some secondaries follow the same pattern. For ex-
ample, the phrase бить через край (‘to beat over the edge’) means ‘to be 
too agile”; делать через задницу/  жопу (‘to do through the ass’)  => ‘to 
do something awkwardly/  improperly’; обратиться через голову Х (‘to 
turn through the head of X’) => “to skip Х in a social hierarchy”; оцени-
вать через/сквозь призму Х (‘to evaluate through a prism of X’) => ‘to 
evaluate from the point of view X’; переступить через себя (‘to step over 
yourself ’) => ‘to force one’s feeling”; пропустить X через себя (‘to pass X 
through yourself ’) => ‘to make sense of X”; хочет провалиться сквозь 
землю (‘wants to fall through the earth’) => ‘wants to disappear anywhere’; 
смотреть сквозь пальцы на Х (‘to look through the fingers at X’) => ‘to 
pretend not seeing Х’; цедить/  говорить сквозь зубы (‘to strain/  speak 
through his teeth’) => “to speak in an inarticulate manner expressing scorn 
to the interlocutor”.
5.2. Transitive prepositional constructions
The Dictionary of Russian [Dictionary 1985] provides three meanings 
for the preposition через that can be associated with the transitive semantic 
rubric: (1)  “through, across, from one side to the other” (перейти через 
улицу ‘to go across the street’); (2) “through space, medium, device” (идти 
через толпу ‘to go through the crowd’, смотреть через стекло ‘to look 
through the glass’); (3)  “over something” (перелезть через забор ‘climb 
over the fence’). 
The preposition «сквозь» is partly synonymous: the idea of crossing is 
not totally significant, what is essential here is the spatial nature of what is be-
ing crossed: пройти/ пролететь сквозь атмосферу/ толпу/ простран-
ство (‘to pass /fly through the atmosphere/ the crowd/ space’). Wikipedia 
mentions насквозь as a synonym to сквозь, however, there are no examples 
of a usage of насквозь as a preposition in real corpora. Some features of the 
action are stressed which are supported by the adverb co-occurence with the 
preposition через: винт проходит насквозь через гриф (‘the screw passes 
through the neck’), мы прошли насквозь через весь холл (‘we went through 
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the hall’). When сквозь and через combined with the motion verbs that re-
fers to overcoming of an obstacle росток пробился сквозь асфальт (‘the 
sprout made its way through the asphalt’). 
The distribution of frequencies for transitive propositional usage in dif-
ferent corpora is shown in Table 2.







через IPM 245,39  25,5 % of all usages
IPM 118,65  
17,8 % of all usages
IPM 157,71  
27,5 % of all usages.
сквозь IPM 119,83 IPM 19,25 IPM 23,90
5. Conclusion and further work
Semantic rubrics presented in our approach help to organize rather 
vague prepositional meanings. Their resemblance and difference may be 
explained by the overlap of semantic classes of governing and subordinate 
words. The whole structure of prepositional frequencies and distributions of 
neighboring semantic groups are resources for the compilation of the Rus-
sian quantitative prepositional grammar.
We plan the following stages:
	to compile sets of prepositional constructions occurring with reliable 
frequencies in corpus texts of different functional styles; 
	to calculate a seria of statistical characteristics for each syntaxeme 
type with respect to corpus stylistic and thematic pecularities: 
 • the IPM ranks in various corpus types;
 • the distribution of percentage ratios for frequent as well infre-
quent prepositional meanings;
 • the vector representation for typical semantic classes and/or 
lexemes acting as a “governor” for each prepositional meaning;
 • syntaxeme and/or lexemes acting as a “governee” for each prepo-
sitional meaning.
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РУССКИЕ ОФИЦИАЛЬНЫЕ ТЕКСТЫ ДОМЕНА 
«ЗДРАВООХРАНЕНИЕ» И ОЦЕНКА ИХ ЛЕКСИЧЕСКОЙ СЛОЖНОСТИ 
С ИСПОЛЬЗОВАНИЕМ КЛЮЧЕВЫХ СЛОВ1
RUSSIAN OFFICIAL TEXTS OF THE «HEALTH CARE» DOMAIN AND 
ASSESSMENT OF THEIR LEXICAL COMPLEXITY USING KEYWORDS
Аннотация. Представленное исследование выполняется в  русле изучения доступности для 
восприятия и понимания русских официальных документов из социальных доменов здравоох-
ранения, культуры и образования. Материал — Корпус русских локальных документов и актов 
CorRIDA, подкорпус документов здравоохранения (617 107 токенов). Исследование направлено 
на выявление лексической специфики официальных документов домена с помощью метода из-
влечения ключевых словоформ, а  также на оценку полученных ключевых словоформ с  точки 
зрения их общеязыковой частотности. Анализируя ключевые словоформы в  контексте обще-
языковой частотности, мы исходили из  идеи, что частотные единицы проще для восприятия 
и понимания носителями языка. Эта идея традиционно используется при оценке лексической 
сложности текстов.
Ключевые слова. Языковая сложность, лексическая сложность, официальные документы, корпус 
русских документов, клиентоориентированные тексты, ключевые словоформы, целевой корпус, 
референтный корпус, нормализованная частота, общеязыковая частотность.
Abstract. This article describes first findings of the study of Russian official documents 
comprehensibility. The research material is the Corpus of  Russian local documents and acts 
«CorRIDA» (subcorpus of healthcare domain, consisting of 617107  tokens). The study aims to 
identify lexical peculiarities of official documents using the method of extracting keywords, as well 
as to evaluate the obtained keywords using their language frequency. Analyzing the key word forms 
in the context of linguistic frequency, we proceeded from the idea that frequent items are easier to 
understand. This idea is traditionally used for lexical complexity assessing.
Keywords. Language complexity, lexical complexity, official documents, corpus of Russian 
documents, client-oriented texts, key word forms, target corpus, reference corpus, frequency.
1. Цель и материал исследования
В компьютерной лингвистике активно развиваются новые меж-
дисциплинарные направления — «Computer Assisted Legal Linguistics» 
(CAL) и «Law and corpus linguistics» (LCL), подробнее см. [Hamann et al. 
2016, Mouritsen 2017]. Создаются корпусы, которые позволяют изучать 
юридический язык в реальном употреблении на широком материале.
1 Исследование выполняется при поддержке гранта РНФ № 19-18-00525 «По-
нятность официального русского языка: юридическая и лингвистическая пробле-
матика».
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Настоящая статья находится в русле исследования, посвящённого 
функционированию русских официальных документов в социальных 
доменах здравоохранения, культуры и  образования, подробнее см. 
[Белов и др. 2018]. Исследование имеет два направления: «перцептив-
ное» и «дескриптивное». В рамках «перцептивного» направления мы 
опрашиваем носителей русского языка с целью выяснить, как они вос-
принимают тексты документов. В  рамках «дескриптивного» направ-
ления мы начали выполнять описание языка документов методами 
корпусной лингвистики. Это описание направлено на выявление осо-
бенностей языка документов, которые могут быть названы сложными.
Текстовым ресурсом для «дескриптивного» направления стал соз-
даваемый Корпус русских локальных документов и  актов CorRIDA 
(Corpus of Russian Internal Documents and Acts). В корпус входят т. наз. 
«локальные документы» (Internal Documents). Именно с  такими до-
кументами часто сталкиваются носители русского языка, професси-
ональная деятельность которых не связана с делопроизводством, до-
кументооборотом и т. д.
В корпус вошли только «клиентоориентированные» тексты, адре-
сованные широкой аудитории, выпущенные исключительно государ-
ственными учреждениями и находящиеся в открытом доступе на сай-
тах поликлиник, школ, театров, библиотек и т. п.
Настоящая статья направлена на выявление лексической специфи-
ки официальных документов домена «здравоохранение» с  помощью 
метода извлечения ключевых слов, а  также на оценку полученных 
ключевых слов с точки зрения их общеязыковой частотности.
2. Метод исследования
Списки ключевых слов формируются путём сравнения частот 
слов в  двух корпусах. Первый корпус принято называть «целевым», 
или «объектным»; второй, фоновый,  — «референтным», подробнее 
см., например, [Culpeper, Demmen 2015]. Слова, которые встречаются 
в целевом корпусе статистически значимо чаще, чем в референтном — 
это т. наз. «положительные ключевые слова» (positive keywords).
Анализ списков ключевых слов позволяет выявить существенные 
особенности текстов, связанные с их жанровым своеобразием [Xiao, 
McEnery 2005].
В рамках описания лексической специфики документов домена 
«здравоохранение» на настоящем этапе мы: 1. получили списки клю-
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чевых словоформ (КС) с помощью AntConc [Anthony], 2. ранжирова-
ли КС по убыванию коэффициента «keyness coefficient», 3.  снабдили 
каждую КС значением общеязыковой частотности, 4. проанализиро-
вали список КС с учётом общеязыковой частотности входящих в него 
единиц.
В качестве референтного корпуса мы использовали оффлайновую 
версию подкорпуса Национального корпуса русского языка (НКРЯ, 
ruscorpora.ru) со снятой омонимией. Он включает художественную 
и  учебно-научную прозу, газетную публицистику, тексты электрон-
ной коммуникации, материалы устной речи (в  общей сложности 
1062625 словоформ), то есть характеризуется сбалансированным со-
ставом текстов.
Целевым корпусом является токенизированная коллекция текстов 
домена «Здравоохранение» из  корпуса CorRIDA, включающая в  об-
щей сложности 617107 токенов, см. Таблицу 1.
Таблица 1. Состав домена «Здравоохранение»
Тип документа N токенов
1 Договор на оказание платных медицинских услуг 117088
2 Порядок оказания платных медицинских услуг 118863
3 Информированное добровольное согласие на медицинское вмешательство 61902
4 Согласие пациента на обработку персональных данных 62074
5 Правила поведения пациента, Правила поведения посетителя медицинского учреждения 126604
6 Правила госпитализации, записи на приём, консультацию, обследование и др. 130576
Всего 617107
Каждой ключевой словоформе была соположена частотность соот-
ветствующей леммы из «Нового частотного словаря русской лексики» 
[Ляшевская, Шаров 2009]. Словоформы, относящиеся к одной лемме, 
получали одинаковые показатели частотности в ipm. Единицы, кото-
рых нет в частотном словаре, получали показатель «0».
Одним из  традиционных параметров оценки сложности текстов 
является частотность входящих в  него слов, см. об этом, например 
169
[Chen, Meurers 2016], [Solovyev et al. 2018]. Этот подход основан на до-
пущении, что слова с  большей частотностью имеют более высокий 
уровень активации в сознании реципиента, и, соответственно, требу-
ют меньших дополнительных усилий при их извлечении из менталь-
ного лексикона. Соответственно, частотные слова в среднем читают-
ся быстрее и понимаются лучше, см. [Haberlandt, Graesser 1985], [Just, 
Carpenter 1980].
Согласно [Ляшевская 2017], утверждение, что «читатель замедля-
ется или «спотыкается», встречая низкочастотные и/или незнакомые 
ему слова», является одной из презумпций, используемых при оценке 
удобочитаемости текстов. Так, в  формуле удобочитаемости Дэйла-
Чейла [Chall, Dale 1995] учитывается количество знакомых читаю-
щему слов текста. Между тем, именно частотность единицы обычно 
используется как показатель её «знакомости» для читателя, см., напри-
мер, [Shanahan 2000, 26], а также [Ягунова 2010].
3. Результаты
При обработке целевого корпуса из 617107 токенов мы получили 
15032 КС и рассмотрели 500 словоформ с максимальными значения-
ми «keyness coefficient». Высокочастотные служебные и другие слова, 
которые принято включать в т. наз, стоп-листы, мы из рассмотрения 
сознательно не исключали.
Среди пятисот «самых ключевых» КС, имеющих соответствия 
в  «Новом частотном словаре русской лексики», преобладают суще-
ствительные (319  позиций списка, 324  вместе с  аббревиатурами) 
и прилагательные (90 позиций списка).
Среди анализируемых пятисот КС всего 9 единиц (без учёта имён 
собственных) отсутствуют в «Новом частотном словаре русской лек-
сики», это: 
1) аббревиатуры ГБУЗ ‘государственное бюджетное учреждение 
здравоохранения’, ОМС ‘обязательное медицинское страхова-
ние’, ЦРБ ‘центральная районная больница’, РБ ‘районная боль-
ница’, ДМС ‘дополнительное медицинское страхование’, ЛПУ 
‘лечебно-профилактическое учреждение’, СНИЛС ‘страховой 
номер индивидуального лицевого счёта’, 
2) токен ая, возникающий в составе вхождений типа именуемый(-
ая), специфичных именно для документов,
3) существительное обезличивание.
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Среди КС с наименьшей общеязыковой частотой соответствующих 
лемм присутствуют, например, следующие (см. Таблицу 2).








s нетрудоспособности 357.163 1,00 v ознакомлен 336.424 3,60
s регистратуру 357.163 1,00 v удостоверяющий 357.163 4,20
s регистратуре 304.164 1,00 v удостоверяющего 304.164 4,20
s посредством 232.851 1,60 a амбулаторных 327.207 1,00
s противопоказаниях 297.252 2,20 a амбулаторного 246.558 1,00
s госпитализации 1354.915 2,40 a возмездной 345.641 1,50
s госпитализация 483.898 2,40 a предусмотренных 827.235 1,60
s госпитализацию 474.681 2,40 a предусмотренные 288.573 1,60
s несоблюдение 290.339 3,80 a предусмотренным 232.732 1,60
s стационара 615.242 4,30 a информированное 744.281 1,80
s стационар 394.031 4,30 a информированного 368.684 1,80
s стационаре 271.905 4,30 a лечащего 1007.365 1,90
s неисполнение 417.095 4,60 a лечащим 513.854 1,90
s,prop УЗИ 632.684 3,40 adv амбулаторно 276.513 0,40
v обязуется 471.924 2,30 adv натощак 269.600 1,10
Здесь есть единицы с  относительно высоким keyness coefficient 
и низкими показателями общеязыковой частотности (это, например, 
ключевые словоформы госпитализации, лечащего). Это единицы, 
в наибольшей степени специфичные для документов домена «здраво-
охранение» и характеризующие тематику текстов.
Если же обратить внимание на КС с  наиболее высокими показа-
телями общеязыковой частотности, то после исключения служебных 
слов и слов, входящих в закрытые списки (различных местоимений), 
мы получим перечень, в  который входят в  том числе КС типа лица, 
сторон, настоящего и т. д. Значения таких слов в документах не экви-
валентны общеупотребительным, и их анализ должен производиться 
отдельно.
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4. Некоторые выводы и перспективы исследования
Таким образом, в настоящей статье был предложен ещё один воз-
можный подход к выявлению лексической сложности, в рамках кото-
рого список ключевых слов исследуемой коллекции текстов анализи-
руется с  привлечением информации об  общеязыковой частотности 
элементов списка.
Мы получили результаты, согласно которым из 500 ключевых сло-
воформ целевого корпуса с  максимальными показателями keyness 
coefficient только 9 отсутствуют в «Новом частотном словаре русской 
лексики» (НЧСРЛ).
Направлением дальнейшей работы будет, во-первых, получение 
результатов анализа КС с  точки зрения общеязыковой частотности 
для всего списка КС (15 тыс.), во-вторых и в главных, более содержа-
тельная интерпретация списка КС с привлечением информации о рас-
пределении (дисперсии) соответствующих лемм по данным НЧСРЛ и 
с применением кластерного анализа, причём параметром кластериза-
ции станет общеязыковая частота единиц (в общем о кластерном ана-
лизе для выявления ключевых слов см. [Gabrielatos 2018]).
Если же говорить о составлении рекомендаций для авторов офи-
циальных документов, адресованных широким аудиториям носителей 
языка, то представляется, что общих рекомендаций может быть две: 
не включать в документы низкочастотные единицы, а если без них не 
обойтись, то непременно пояснять их значение для читателя. Для по-
лучения сведений о частотности можно использовать, например, «Но-
вый частотный словарь русской лексики» в он-лайн версии.
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AUTHORSHIP ATTRIBUTION IN SCIENTIFIC PUBLICATIONS
Abstract. The goal of our study was to compare several machine learning methods and various 
sets of features in the task of authorship attribution. We used specific data for our experiments, 
namely scientific articles from different domains. While the domain specific words could affect the 
classification, we selected sets of texts from the same domain and performed authorship attribution 
within the domain. The results demonstrated the ability of machine learning methods to identify the 
author of a text with relatively high confidence. We obtained F scores in the interval of 0.85-0.95.
Keywords. Text classification, author recognition, machine learning methods, character based 
learning, word based learning. 
1. Introduction
Authorship attribution is an important problem and it has practical ap-
plications in such areas such as law, journalism, education where knowing 
the author of a document may solve disputed texts.
It is a comparatively old task that was studied in various domains and 
settings. Our paper presents authorship attribution experiments for scien-
tific papers published in Ukraine. Our work is a part of the complex task 
of plagiarism prevention. Using software and technological tools to detect 
possible plagiarism is a necessary action to promote academic integrity. 
2. Related Work
The problem of authorship attribution is an old one being analysed in 
[Mendenhall 1887] for Shakespeare plays and [Mosteller, Wallace 1964] for 
disputed Federalist Papers. 
During the last decades, this field of research has been developed 
substantially due to computational methods such as machine learning and 
natural language processing. Two general methods were developed in this 
area: the classical one, called ‘stylometry’ and purely statistical-based, mostly 
by using machine learning techniques. An indicative paper in this regard is 
[Kukushkina et al. 2002]. Two methods were compared in the paper: one 
method used grammatical information, namely, part of speech tags and 
their sequences from text and the other used just bi-grams of letters from 
the same text. The second method performed better and the authors wrote 
in their conclusion: “It is amazing that the use of such simple units as pairs 
of letters from text gives more precise results than the use of grammatical 
codes and their sequences”.
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The subject has been addressed in several surveys. [Stamatatos 2009] in 
his survey analysed in details and classified all stylometric features used to 
define the author of a text. He classified them in character, lexical, syntactic, 
semantic, and application specific and discussed when each type of features 
was more suitable than others. Finally, various issues of different methods 
evaluation were addressed and open questions were listed as a conclusion 
of the survey.
Series of online challenges dedicated authorship attribution, author 
profiling and several adjacent tasks have been organised by PAN network 
of experts on digital text forensics1. It has been organising shared task, 
computer science events that invite researchers and practitioners to work on 
specific problems of authorship attribution. 
[Koppel 2009] analysed the previous works in details and addressed 
more difficult scenarios of real life authorship attribution as the author 
profiling problem when there is no candidate set and the task is to provide 
such information about the author of the text as gender, age, provenance 
or some psychological information or detection of the most probable 
author having thousands of candidates with a limited writing samples or 
verification problem, when there is one suspect and the task is to determine 
whether the suspect is the author of the given text. Machine learning 
methods adaptations were discussed for each of these difficult tasks.
Most of the modern studies in this domain are concentrated on user-
generated online texts such as blog, forum posts, comments or reviews. 
[Bobicev et al. 2013] is an example of such paper; 100 forum posts of each of 
30 authors were considered and the task was to define the author of a single 
post comparing to all given texts. The results were quite impressive: 97.9 % 
on messages containing at least 300 words. 
We, however, are working with scientific publications and the shortest 
texts in our collection are abstracts of approximately 150 word length. To 




We worked with research publications written in Russian and Ukrainian 
languages. Statistics for these documents is presented in Table 1. Each file is 
a research publication of exactly one author.
1 https://pan.webis.de/
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Table 1. Statistics for Russian and Ukrainian parts of the corpus
Ukrainian Russian
Num of authors 32 8
Num of documents 271 77
Total volume (words) 546 293 138 509
Average num words/author 17 072 17 313
Max num words/author 63 950 34 705
Min num words/author 4 577 7 134
Average num words/file 2 016 1 799
Max num words/ file 11 086 9 753
Min num words/file 153 165
There were 9 files per author in average. However, as it s seen in the table 
1, the distribution of text volumes among the authors and the files is highly 
unbalanced. The smallest files contained only 150-160 words. For the au-
thor the difference was even greater: the author with the smallest volume of 
texts had approximately 15 times less words than the author with the biggest 
volume. 
3.2. Preprocessing
All publications we worked with were in text format. Most of the research 
articles contain formulas, figures and tables. While the articles were trans-
formed from pdf file to text, most figures disappeared, tables and formulas 
were corrupted. Thus, we manually checked all files and removed what re-
mained from broken tables and formulas. Also, various specific characters 
used in formulas and text to denote used values were impossible to erase 
from text. We encoded all text in utf-8 to preserve the text and other ele-
ments. 
The texts had initial metadata annotation using xml tags. Table 2 con-
tains the used tags and their description.
It was obvious that we had to remove the parts of the documents that are 
in tags <author>, <references>, <inf> 
Finally, we decided to run experiments only on <text> parts of the ar-
ticles. The texts from the <text> parts were pre-processed. First of all, the 
texts contained multiple unnecessary line breaks introduced in the process 
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of transformation. To solve this problem, we removed the line breaks and 
joined all rows, keeping the breaks only after full stops. 
Table 2. Description of the xml tags used for corpus mark-up
Tag Description
<title> title of the paper
<author> author’s name and affiliation
<description> abstract, key-words
<text> main text of the paper
<references> references
<inf> additional information about the author, her/his affiliation or the project
In order to solve the problem of different file sizes we divided each file 
in fragments with the length of the smallest files. The minimum length of 
150  words was considered as acceptable. Table 3  contains data about the 
texts used in the experiments.
Table 3. Statistics for the sets of data used in the experiments
Ukrainian Russian
Num of fragments of length 150-200 words 2 634 928
Num of word features (with frequency >4) 9 972 5 175
Num of selected words features 600 1 654
3.3. Method Description 
Algorithms. We tested two methods of text classification: character 
based and word based. The character based method we used was based on 
PPM compression algorithm and was described in [Bobicev et al. 2013]. 
Word based methods were classical ones and included Bayes based algo-
rithms (NB), Support Vector Machine (SVM), Decision Trees and K-Nearest 
Neighbours (KNN). We used Weka2 implementations of these algorithms.
Features. For the character based methods the features were all sequenc-
es of characters from text. All character sequences of length 5, 4, 3, 2 and 
1 character from texts were used in the algorithm. We tested two variations 
2 https://www.cs.waikato.ac.nz/ml/weka/
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of this method. The first one worked with absolutely all characters used in 
texts including upper and lower case letters, numbers, spaces, all kind of 
punctuation marks and other specific characters which appear in scientific 
publications. The other used only words and spaces between them. All other 
characters were ignored and all letters were transformed in lowercase.
For word based methods we created text’s vocabulary and selected all 
words with frequency more 4 (5 and more). Then, to make the feature set 
smaller, we selected words using information gain ratio of the feature cal-
culated as:
  IG(class, feature) = (H(class)-H(class/feature))/H(feature) (1)
Then we selected all words with positive information gain ratio.
We see the task of author recognition as a classification task [Stamatatos 
2009] with a predefined set of authors as classes and a number of text frag-
ments as instances. The task is to attribute each fragment/instance to one of 
the authors/classes from the set of candidate authors/classes. We run several 
experiments using algorithms described above. The classification evaluation 
measure was F-score which is a harmonic average of Precision and Recall 
[Sasaki, 2007]. To test which algorithms are better for our case we shuffle all 
obtained files and run ten-fold cross-validation when 9/10 of all files were 
used for training and 1/9 part was the test set. These settings are repeated 
ten times changing the test part every time. Then the average of the obtained 
results was calculated.
Table 4. Results of the experiments for Russian and Ukrainian
Ukrainian Russian
character based PPM 0.854 0.972
letter based PPM 0.865 0.979
On the base of words as features
Naive Bayes 0.855 0.897
Naive Bayes Multinomial 0.896 0.940
Support Vector Machine 0.875 0.938
On the base of selected features
Naive Bayes 0.798 0.945
Naive Bayes Multinomial 0.832 0.978
Support Vector Machine 0.827 0.968
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3.4. The Obtained Results
We run experiments on Russian and Ukrainian texts apart. The results 
of the first round of the experiments are presented in table 4. We presented 
only algorithms with the better results; Decision trees and K-nearest neigh-
bours had worse results and we have not included them in our final table. 
As it is seen in the table 4, the obtained results are quite good. Even 
among 32 authors in Ukrainian corpus F-measure is 0.85-0.89. 
We supposed that topics of the texts are influencing the classification 
and selected sets of documents grouped by the domains of research. All pa-
pers in the corpus were collected from five scientific domains: Engineering 
(46 papers), Humanities (38 papers), IT (65 papers), Economics (175 pa-
pers) and Chemistry (24 papers). In order to test our idea we selected two 
domains with the largest number of papers: Economics and IT and per-
formed the experiments on these sets of documents. The statistics for these 
subsets is summarized in Table 5.
Table 5. Statistics for topics: IT and Economics
IT Economics
Num of authors 10 18
Num of fragments of length 150-200 words 1 334 1 328
Num of word features (with frequency >4) 6 015 6 115
Num of selected words features 1 106 585
The same experiments were run for the texts from these two domains. 
The results are presented in table 6.
Table 6. Results of the experiments for topics: IT and Economics.
IT Economics
character based PPM 0.958 0.852
letter based PPM 0. 943 0.843
On the base of words as features
Naive Bayes 0.892 0.838
Bayes Multinomial 0.958 0.900
Support Vector Machine 0.955 0.860
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On the base of selected features
Naive Bayes 0. 915 0.828
Bayes Multinomial 0.945 0.851
Support Vector Machine 0.961 0.838
4. Discussion and Future Work
The obtained results are comparatively good and demonstrate that we are 
able to define the author of the text even for short texts, less than 200 words. 
The best result was obtained for Russian papers: F-measure of 0.979 using 
letter based method. In this case we think topic related features helped to 
distinguish the texts. Also, there was the smallest number of authors, only 
8 in this set. It is interesting to compare the results of character and letter 
based methods. While working with the whole corpus, letter based method 
gained slightly better results but on the topic subsets the results were the 
opposite. Probably, in the whole set, topic specific words were more influ-
ential in classification. However, while all texts were from the same topic, 
word based features were less helpful but some specific characters helped 
distinguish texts. 
While comparing character based and word based methods we cannot 
univocally say that one of the methods is better than other. In all experiments 
their results are similar. For Ukrainian corpus, the best result F=0.896 was 
obtained by Naive Bayes Multinomial on the whole set of words and letter 
based method gave F=0.865. For Russian the best result F=0.979 was ob-
tained by letter based method and F=0.978  was obtained by Naive Bayes 
Multinomial on the selected set of features. 
IT and Economics domains sub-corpora were comparable in sizes but 
the number of authors was different; 10 and 18 authors respectively. The re-
sults reflect this difference: for Economics (with 18 authors), the best result 
F=0.900 (Naive Bayes Multinomial on the whole set of word features) and 
for IT the best F=0.961 (Support Vector Machine on the selected word fea-
tures). The most difficult was the whole Ukrainian sub-corpus with totally 
32 authors and it should be noticed that even in such difficult conditions 
machine learning methods showed good F=0.896. This allows us to claim 
that we are able to define the author of the text with high precision.
However, we cannot claim that one of the used methods is definitely bet-
ter than others on the basis of this study. The same situation is with features; 
we cannot say that word or character based features are definitely better. 
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Our future plans include following directions of investigations:
 • We plan to experiment with different sizes of text fragments as it was 
done in [Bobicev et al., 2013] and see how the accuracy of author 
detection changes;
 • We are going to explore the publications authored by two authors 
who are already in our collection of text as single authors of the 
papers. This allows us to see which part of the text was written by 
which co-author.
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A CORPUS-BASED CRITICAL DISCOURSE ANALYSIS OF  
BREXIT IN THE ENGLISH LANGUAGE PRESS
Abstract. This paper analyses the language of the representation in the English language press 
of «Brexit», the threatened withdrawal of the United Kingdom from the European Union. In the 
referendum of 23 June 2106, the people of the UK voted to leave the EU by a majority of 51,89 % 
to 48,11 %. It is claimed that the British media had influenced the public opinion contributing to a 
Eurosceptic mood. We will analyse the recent development of the collocational range of the term 
«Brexit».
Keywords. Brexit, Corpus Linguistics, Critical Discourse Analysis, nationalism, idealism, 
Euroscepticism, xenophobia. 
1. Introduction
The word Brexit has become ubiquitous, but in fact it is a neologism only 
seven years old. This lexical blend was officially recognised in December 
2016 by the Oxford English Dictionary, defining its meaning as «the (pro-
posed) withdrawal of the United Kingdom from the European Union, and the 
political process associated with it». Before the word entered the dictionary, 
most newspapers used to write Brexit in quotation marks. 
In June 2016  the people of the UK were asked a historic question  — 
«Should the United Kingdom remain a member of the European Union or 
leave the European Union?». By a majority of 51,89 % to 48,11 % they voted to 
leave the EU and the consequences of this momentous event in modern Euro-
pean history are still ongoing. It is often claimed, e.g. [Anderson & Weymouth 
2014] that Britain’s media had influenced the public opinion contributing to 
a Eurosceptic mood, so it is worth taking a look at the linguistic features used 
by the media to gain a clearer understanding of the effect and control that 
language might exert.
There are many news media to choose from in the UK. According to 
Buckledee [2018: 4], «the various papers were divided almost 50-50 during 
the referendum campaign: predictably, the right-wing Daily Express, The 
Telegraph and Daily Star campaigned for Leave, and The Sun maintained its 
long tradition of insulting Europe in general and France in particular, and 
it was equally predictable that The Guardian, The Observer, The Independent 
and Daily Mirror would take up the Remain cause. There were also surprises, 
however: The Times campaigned to stay in the EU while its sister newspaper, 
the Sunday Times, encouraged its readers to vote to leave, and the Daily Mail 
campaigned aggressively for Leave but Mail on Sunday opted for Remain.» In 
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addition, The Economist is pro-globalist. However, it would be too simplistic 
to suggest a clear left-right divide in anti-pro Brexit sentiment. It would be 
too strong to say that the Labour party is pro-Brexit. The Labourite attitude 
towards Brexit is very complex and is getting more complicated from day 
to day. Labour has frequently railed against a «Tory Brexit» as cover for the 
ambivalence of its own leadership and in order to make the government 
fully «own» the process, which they present as being very badly handled. 
The current government of the UK is Tory (the Conservative Party). While 
it is currently more left-leaning than it has been in several generations, the 
majority of its MP’s are anti-Brexit. In the referendum, many strong Labour 
constituencies voted pro-Brexit. There tends to be a working-class anti-im-
migration alignment in some places, which is how the UK Independence 
Party (UKIP) managed to take Labour votes. 
Some of the Brexit campaign’s controversial issues include immigration, 
sovereignty, autonomy, nationalism, populism, Euroscepticism and European 
identity. The debate is driven more by fear than idealism. There have been 
some changes in the Daily Mail’s approach over the past 12 months. They 
changed the editor. The new editor is much less Eurosceptic than his prede-
cessor. BBC’s position as unbiased commentator has come under huge stress 
because Remainers think it is backing Brexit, while Brexiteers, who have al-
ways hated it because they perceive it as an instrument of the left-wing state 
think it is «talking Britain down».
The semantic prosody of keywords in Brexit discourse can be discursively 
contested. Newspapers have considerable power to influence public opinion, 
as many academic studies indicate, e.g. [van Dijk 1991]. What we can prove 
is that there was or was not systematic patterning around the term Brexit in 
the media that made the newly coined concept more or less palatable to the 
audiences. It is possible that the media made the concept unpalatable, but 
the voters ignored this. This paper can show the degree of palatability. 
In order to carry out a linguistic analysis of Brexit collocations, it is use-
ful to examine their usage in corpus. However, rather than building a corpus 
from scratch, which is what we did in our preliminary research, an existing 
corpus has been used: the NOW (News on the Web). The NOW is part of 
the Brigham Young University (BYU) collection of corpora and one of the 
features of this collection is allowing to build «virtual corpora», which are 
actually a selection from a larger corpus, such as NOW. It contains about 
6,64 billion words of data from web-based newspapers and magazines from 
2010 to the present time. Virtual corpora can be based on date and source, 
such as once specific newspaper only. 
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2. Previous research
There is a growing number of publications on the topic of Brexit, often 
focusing on analysing the political agendas of different newspapers during the 
build-up to the 2016 EU Referendum. 
One of the most noteworthy ones is Fontaine’s [2017] article on the ear-
ly semantics of the neologism Brexit. She discusses how the term Brexit was 
coined in 2012 and she explores the development of this nominalised blend 
word using a corpus of 1 641 903 words including 2 345 instances of Brexit 
from its first use in May 2012 to the UK general election in 2015. The purpose 
of her article was to show that all nominalizations are instances of grammat-
ical metaphors. In other words, she shows how a neologism that denotes a 
contested and complex topic effectively gains «common currency». The cor-
pus that she used for her study was Lexis Nexis Academic, an online database 
that contains full text newspaper articles from around the world in a variety 
of languages. 
As the word Brexit was only in its beginnings of usage, the n-grams and 
collocations that she listed as most frequent reflect the times before Brexit 
became reality.
Fontaine’s [2017] most frequent collocations and n-grams roughly ex-
press provisionality (so-called) with 132 occurrences, hypotheticality (would 
be, possible, potential) with 310, 60 and 56 occurrences each and uncertainty 
(risk) with 60 occurrences. The remaining two groups (exit and referendum) 
resist such categorization. 
3. The Analysis Methodology
The language of Brexit is analysed within the theoretical framework of 
Critical Discourse Analysis (CDA), as postulated by Fairclough [1995], Van 
Dijk [1991] and Wodak [2006]. CDA is an interdisciplinary approach to the 
study of discourse that views language as a form of social practice or more 
specifically how power is exercised through language. Mautner [2009: 32-33] 
discusses why corpus linguistics and CDA are «occasionally seen as uneasy 
bedfellows», but she explains that none of the CDA principles are inimical 
to those of corpus linguistics. In fact, recent developments have shown much 
benefit from the application of corpus linguistics methods to CDA, as re-
searchers used to be criticised for cherry-picking individual texts to suit their 
own political agendas. Cherry-picking in fact presents a big problem in corpus 
analysis research, as any collection of texts is easily criticized when they are 
selected to represent a broad and complex debate such as Brexit in this case, 
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especially in a world that has largely gone digital. Baker & Levon [2015] have 
approached these questions in their article named “Picking the right cherries? 
A comparison of corpus-based and qualitative analyses of news articles about 
masculinity”.
Hunston [2002: 12] slightly adapts Firths’ traditional definition of collo-
cation saying that “Collocation is the tendency of words to be biased in the 
way they co-occur”. The key word is biased. Collocation is closely related to 
discourse prosody that is suggestive of attitudes since it studies the relations 
of words' meaning to the speaker and hearer. 
Frequency can reveal some facts about discourse and attitudes. Frequen-
cy can also be an indicator of markedness, which is a way to understand 
something based on its relation with other things, sometimes by its oppo-
site or a binary distinction. Analysing frequencies is beneficial for discourse 
analysis, as this may help us uncover evidence of bias, ideology and political 
stances in texts, especially when combined with other background knowl-
edge. 
Collocations can be motivated so in order to observe them, it is most 
reliable to measure them statistically. Statistics can be accounted for with 
logical explanations why some patterns occur more often than others and 
why certain words attract the company of others. Therefore, it is useful for 
critical discourse analysis as it provides not only the semantic definition of 
the word but also other implicit aspects of that word within a particular 
discourse. 
4. The Results of Analysing Adjectival Collocates of Brexit
Overall, the collocation hard Brexit is leading the frequency chart, oc-
curring four times more than the second place soft Brexit. Shortly after the 
referendum, hard Brexit and soft Brexit have become conventionalised col-
locations. They were not so transparent at first for many speakers of English, 
which is why some politicians think the collocations clean Brexit or full Brexit 
should replace hard Brexit. However, when something becomes convention-
alised in language, it is difficult to change it. 
Hard Brexit is favoured by ardent Brexiteers and would see the UK refus-
ing to compromise on the free movement of people even if it meant leaving 
the single market or having to give up hopes of free trade arrangements. It 
would prioritise giving the UK full control over its borders, making new trade 
deals and applying laws within its own territory. Thus the UK will leave the 
EU single market and trading with the EU, as if it were any other country 
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outside the EU, based on the rules of the World Trade Organization. In other 
words, the UK and the EU would probably apply tariffs and other trade re-
strictions on each other.
Soft Brexit could involve keeping close ties with the EU, possibly through 
some kind of membership form of the EU single market, in return for a de-
gree of free movement. This approach would leave the UK’s relationship with 
the EU as close as possible to the existing arrangements, as is preferred by 
many Remainers (also known as «Bremainers»).
The metaphors hard Brexit and soft Brexit compare the negotiations be-
tween the EU and UK to the firmness of objects like rocks or pillows. A no-
deal Brexit is a scenario in which the UK leaves the EU without formal agree-
ments for the future relationship. So it is a kind of hard Brexit. 
5. The Results of Analysing the Adjectival Collocates in Terms of 
Negative and Positive Discourse Prosody
Using a corpus of naturally occurring language, a lexical item can be 
classed to have negative, positive or neutral discourse prosody if it predom-
inantly co-occurs with unpleasant, pleasant and neutral collocates. The fol-
lowing two tables present some negative and positive Brexits with the num-
ber of occurrences in the corpus.
May's favoured Brexit will be «smooth and orderly». No one, presumably, 
is in favour of a rough Brexit, like a rough sea; still less would anyone dream of 
a disorderly Brexit. Blind Brexit is a situation where the UK leaves the EU and 
Table 1. The frequency list of the collocates of Brexit
1 hard 3065 11 extreme 127
2 soft 698 12 key 119
3 chief 686 13 formal 117
4 final 430 14 successful 114
5 Tory 216 15 surrounding 110
6 softer 164 16 so-called 106
7 good 154 17 leading 105
8 possible 150 18 continuing 103
9 no-deal 146 19 best 100
10 new 135 20 potential 96
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enters a transition period before agreement is reached about the long-term 
future relationship. 
Botched Brexit starts appearing in January 2017. This adjective is used to 
describe something, usually a job that is done badly. Phoney Brexit refers to 
the period of nine months after the referendum until Theresa May formally 
triggered the process under Article 50 of the Lisbon Treaty. Cliff-edge, car-
crash and Kamikaze make for particularly vivid image metaphors as the col-
locates of Brexit. 
Table 3. Positive Brexits
soft 698 great 71
softer 422 better 64
good 275 business-friendly 28
successful 263 favourable 27
orderly 158 glorious 21
best 157 coherent 14
smooth 147 beneficial 13
sensible 80
When we take a look at the list of positive Brexit collocates, it is inter-
esting to note that the opposites, as in hard vs. soft or disorderly vs. orderly 
come in unbalanced numbers. The list of positive Brexits is skimpier than 
the negative ones, although better and best appear more often than worse 
and worst. Some positive collocates are in fact ironic, such as glorious. 
Table 2. Negative Brexits
hard 3065 tough 65 reckless 30
disorderly 281 damaging 51 botched 26
bad 180 disastrous 48 harsh 17
looming 142 destructive 44 car-crash 14
chaotic 129 disruptive 44 brutal 9
cliff-edge 108 messy 44 Kamikaze 8
harder 87 blind 42 phoney 3
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6. Conclusion
Studying the combination of an adjective preceding the word Brexit, many 
patterns and trends of usage can be observed, analysed and discussed. In this 
paper, we have shown how dynamic the development of its collocations is in 
a really short period of time after it was invented. Negative meanings of the 
collocates far outnumber the positive ones, pointing to the fact that the lexical 
item itself has been absorbing the negative affect or connotation. Being such 
an unprecedented event, no wonder Brexit has generated an ever-growing ar-
ray of metaphors to try and make sense of it. 
What makes this topic really interesting for research both in corpus lin-
guistics and in critical discourse analysis is the fact that never before in living 
memory have some newspapers fed the public’s hopes, fears and prejudice 
against Europe to this extent. 
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РУССКИЕ МИКРОСИНТАКСИЧЕСКИЕ ЭЛЕМЕНТЫ, 
МОТИВИРОВАННЫЕ СЛОВОМ ВИД:  
КОРПУСНОЕ ИССЛЕДОВАНИЕ СЕМАНТИКИ1
RUSSIAN MICROSYNTACTIC ELEMENTS DERIVED FROM  
THE NOUN VID: A CORPUS STUDY OF SEMANTICS
Аннотация. С точки зрения теории микросинтаксиса рассматриваются адвербиальные элементы 
русского языка, образованные сочетаниями предлогов с существительным вид (в виде, в виду, 
из виду и т. д. Исследование ориентировано на синтаксические и семантические особенности 
этих единиц и основано на материале НКРЯ и части СинТагРус’а, содержащего микросинтак-
сическую разметку. Показано, что данные единицы по-разному соотносятся с  мотивирующим 
существительным и принадлежат к разным разрядам адвербиалов. Например, с виду обычно 
выступает как приименной атрибут (Он с виду сельский учитель, но не *Он с виду учитель-
ствует в селе), а на виду — как приглагольное обстоятельство (Целовались на виду у всех). 
Ключевые слова. Микросинтаксический словарь, микросинтаксическая разметка корпуса, ад-
вербиалы, семантика конструкций, валентная структура.
Abstract. The paper, written in the framework of microsyntax, discusses Russian adverbials formed 
by prepositional phrases with the noun vid ‘view/species’ (v vide ‘in the form of, as’, v vidu ‘in sight’, 
iz vidu ‘from sight’ etc. The study is focused on the syntactic and semantic features of these units 
and is based on the material of RNC and SynTagRus containing microsyntactic markup). These units 
correlate differently with the motivating noun and belong to different categories of adverbials. E. g. 
s vidu is a normal attribute of an NP On s vidu sel’skij učitel’ ‘He is a rural teacher by sight’, but not 
*S vidu on učitel’stvuet v sele ‘He teaches in the country by sight’ while na vidu is an adverbial 
modifier of a verb (Tselovalis’ na vidu u vsex ‘They kissed in front of everyone’).
Keywords. Microsyntactic dictionary, microsyntactic annotation of the corpus, adverbials, semantics 
of constructions, valency structure. 
1. Вводные замечания
Исследования микросинтаксических единиц, проводимые автором 
в  течение ряда лет, и в  первую очередь работа над Микросинтакси-
ческим словарем русского языка и  микросинтаксической разметкой 
корпуса СинТагРус (Иомдин 2017а, 2018, Iomdin 2017b) показали, что 
значительная часть таких единиц — конкретнее говоря, синтаксиче-
ских фразем — представляет собой предложные группы, т. е. сочета-
ния предлога с полнозначным существительным. Примерами являют-
1 Работа выполнена при поддержке гранта РФФИ 19-07-00842. Автор выражает 
фонду искреннюю признательность.
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ся разнообразные предложно-именные сочетания типа при помощи, 
на слуху, без спросу, на редкость, в числе и многие десятки других. Одна 
из  особенностей этих единиц  — их семантическая некомпозицио-
нальность: их значения могут быть сильно удалены от значений вхо-
дящих в них существительных. Так, говоря при помощи молотка, мы 
не имеем в виду, что молоток «помог» нам что-то сделать, если какая-
то новость у нас на слуху, то это в общем не значит, что мы используем 
способность слышать или же что речь идет о какой-либо сплетне или 
молве и т. д. Тем самым мы имеем дело с особыми языковыми едини-
цами, требующими индивидуального описания. 
Любопытно, что некоторые существительные порождают доста-
точно большое количество синтаксических фразем. Скажем, слово раз 
фигурирует более чем в тридцати таких единицах (в n раз, на раз-два, 
через раз, за раз, от раза к разу и др.; см. Иомдин 2015). Много раз-
нообразных предложно-именных сочетаний формирует и слово вид. 
Само это слово имеет достаточно много значений, однако, несколько 
огрубляя лексикографическую картину и игнорируя терминологиче-
ские употребления, можно сгруппировать эти значения в  два блока: 
объект видения ВИД  1  (вид на Москву с  Воробьевых гор) и  элемент 
классификации ВИД 2 (виды млекопитающих). Однако микросинтак-
сические единицы, образованные с участием этого слова, впрямую не 
соотносятся с этими значениями. В большинстве таких единиц, прав-
да, просвечивает идея видения, но лишь в самых общих чертах. 
Наше изложение строится по следующему плану: в  разделе 2  бу-
дет дан краткий обзор микросинтаксических единиц, сформирован-
ных с участием слова вид, а в разделе 3 мы подробнее остановимся на 
одной группе таких единиц: предложно-именных сочетаний в виде и 
в X-овом виде. Материалом исследования послужили в первую очередь 
основной корпус НКРЯ и микросинтаксически размеченная часть глу-
бока аннотированного корпуса СинТагРус.
2.  Микросинтаксические единицы со словом вид:  
общий обзор
Мы будем рассматривать здесь лишь предложно-именные сочета-
ния адвербиального типа, т. е. такие, которые в предложении играют 
синтаксическую роль наречия, выступая в  качестве обстоятельства 
или приименного атрибута. Часть этих сочетаний требуют при себе 
зависимого, обычно именной группы в  родительном падеже: такие 
единицы сближаются с предлогами.
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За бортом описания остаются фразеологические или полуфразео-
логические сочетания (впрочем, немногочисленные) типа видывать 
<видать> виды, делать вид (что), не подавать виду, ставить на вид 
и некоторые другие. Однако и без этих сочетаний число микросинтак-
сических единиц, образованных словом вид, достаточно внушитель-
но. Перечислим основные из них: (1) в виде, (2) в виду, (3) для виду, 
(4) из виду, (5) на вид, (6) на виду, (7) по виду, (8) под видом, (9) при 
виде, (10) с виду.
Ниже эти единицы будут кратко прокомментированы и проиллю-
стрированы примерами.
2.1. В виде
Эта микросинтаксическая единица прототипически выступает 
в качестве предлога, управляющего генитивом: 
(1) Над ними поднималась в  небе луна в  виде косвенно обращенного 
серпа из яркого червонного золота. (Н. В. Гоголь). 
(2) Фонарь был пышный и старинный, / Но в виде женщины чугунной 
(Н. А. Заболоцкий)
Семантические и  синтаксические особенности в  виде будут под-
робнее рассмотрены ниже, в разделе 3.
2.2. В виду
Единица в  виду, внешне отличающаяся от предыдущей, казалось 
бы, незначительно: тем, что словесный элемент вид стоит в  ней не 
в предложном, а в местном падеже, характеризуется совсем другими, 
чем у в виде, семантическими и синтаксическими свойствами. В изо-
лированном виде (вне специального контекста типа иметь(ся) в виду) 
эта единица встречается редко и обозначает факт присутствия наблю-
дателя, имеющего возможность видеть объект, выражаемый генитив-
ной ИГ при в виду, ср. пример из НКРЯ (3) и СинТагРус'а (4):
(3) Нехлюдов вернулся на тротуар и, велев извозчику ехать за собой, 
пошел в виду партии (Л. Н. Толстой). 
(4) Миновав высоковольтную линию, уже в  виду сосняка, он почув-
ствовал, что ему мучительно идти прежней дорогой, и направил-
ся в обход березовым перелеском (Ю. Нагибин). 
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Конструкции иметь в виду и иметься в виду, на наш взгляд, пред-
ставляют собой отдельные микросинтаксические единицы, в которых 
в виду содержится как составная часть. В этих конструкциях объект 
в виду переходит от существительного к глаголу (ср. имеется в виду 
сосняк), а идея непосредственного видения объекта выцветает. 
Добавим, что еще в начале XX века в текстах регулярно встречалась 
единица в виду с другим значением: ‘вследствие’, ‘из-за’, что адекватно 
отражено в НКРЯ; ср, например, 
(5) В виду истощения котиковых лежбищ на Командорских островах, 
в текущем году предполагается допустить к убою не более 400 ко-
тиков («Московские ведомости», 1911).
По ныне действующим правилам эта единица пишется в одно слово 
(ввиду), но это не более чем орфографический каприз. Недаром в со-
временных письменных текстах ошибки, когда вместо в виду пишет-
ся ввиду (и наоборот), носят массовый характер. Формально говоря, 
мы не должны включать в число микросинтаксических единиц (они 
по определению неоднословные) предлог ввиду, но содержательно это 
именно такая единица2. 
2.3. Для виду
Эта единица, как и ее чуть более современный морфологический ва-
риант для вида, где партитивный падеж заменен родительным, высту-
пает всегда как наречие, играющее роль обстоятельства причины; ср. 
(6) После изгнания в 1492 году, после всех конфискаций часть из них 
[евреев.  — Авт.] осталась в  Испании, крестившись для виду. 
(Д. Рубина);
(7) … Теперь улыбнись хоть для вида, / Хоть слово промолви со зла. 
(А. Тарковский).
2 В области микросинтаксиса орфографические курьезы не уникальны. Другим 
примером является предлог насчет, который по современным правилам пишется 
слитно. Однако число ошибок здесь столь же велико, сколь и в случае с ввиду. На-
пример, из 10 первых примеров основного корпуса НКРЯ, выдаваемых по запросу 
НА+СЧЕТsg,acc+GEN, три представляют фразы, где должно стоять насчет (На счёт 
болезней он всё прекрасно понимает), а в текстах начала XX века раздельное напи-
сание – просто норма. Кстати, единица насчет имеет все основания писаться раз-
дельно и сейчас: выражения насчет этого и на этот счет, содержат одну и ту же 
единицу. 
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У единицы для виду отсутствуют активно выражаемые валентно-
сти (невозможно сказать *для вида Ивана или *для вида сочувствия, 
хотя семантически она, передавая идею притворства, имеет минимум 
четыре валентности: (i) кто притворяется, (ii) что хочет продемон-
стрировать, (iii) каким способом он это демонстрирует и (iv) кому он 
это демонстрирует. Обычно при для виду пассивно реализуется третья 
из данных валентностей: в (6) и (7) это, соответственно, глаголы кре-
ститься и улыбнуться. 
Добавим для полноты картины, что единица для виду относится 
к тем агломератам, которые способны разрываться в диалогах, где от-
ветная реплика подвергает сомнению уместность использованного 
собеседником выражения: 
(8) Он сделал это для виду. — Для какого виду? Это было совершенно 
серьезно. 
2.4. Из виду
Эта микросинтаксическая единица, как и  ее вариант с  родитель-
ным падежом из  вида, также ведет себя как наречие, не допуская 
практически никаких зависимых. В целом единица обычно заполня-
ет валентность исходной точки, обозначая удаление из  поля зрения 
наблюдателя (присутствие которого в  семантической структуре, со-
ответствующей фраземе, обязательно). Перечень глаголов, допуска-
ющих такое заполнение валентности исходной точки, ограничен: это 
(i) упускать, выпускать, терять и (ii) исчезать, пропадать, выпасть, 
скрыться, а также некоторые их синонимы: 
(9) Надо умудриться — упустить в Москве из виду такого человека, 
как Лучников (В. Аксенов);
(10) Маина тронулась и скоро скрылась из виду. [И. Грекова]. 
В некоторых случаях из виду используется при глаголах движения, 
ориентированных на исходную точку:
(11) Вдруг они ушли из виду, ушли вниз (Г. Владимов). 
(12) Оные казаки, оборотя лошадь свою, поскакали назад, и поворотя 
в переулок уехали из виду (А. С. Пушкин, История Пугачева).
Другие же глаголы с  бесспорной валентностью исходной точ-
ки из виду не допускают: *сбежать из виду, *переместиться из виду 
в укрытие и т. п. исключены. 
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В случае переходных глаголов речь может идти только о ненаме-
ренных действиях субъекта: нельзя рассчитывать упустить из виду. 
В случае непереходных глаголов субъект не может совпадать с наблю-
дателем: если Иван скрылся из виду, то он исчез из поля зрения кого-
то другого. Само же действие может быть и намеренным: спрятались 
из виду, надо скрыться из виду.
Спорадически из виду могут принимать отглагольные существи-
тельные: исчезновение из виду, потеря из виду и т. д.
Добавим, наконец, что из виду порождает особую глагольную кон-
струкцию упустить <выпустить> из виду: тут поле зрения отражает-
ся метафорически, а сама конструкция обладает специфичным управ-
лением (на союз что и инфинитив):
(13) Я совершенно упустил из виду, что этот дебил может оказаться 
занят (А. Геласимов).
(14) Как ни странно, на «Ладоге» из-за спешки упустили из виду приоб-
рести приемник для кают-компании (Л. Лагин).
2.5. На вид — по виду — с виду
Эти три квазисинонимичные микросинтаксические единицы вы-
ступают как оценочные наречия, указывающие, что объекту припи-
сывается некоторое свойство или состояние на основе визуального 
впечатления наблюдателя, ср. 
(15) Юная продавщица в белоснежном халате, на вид прохладная и по-
тому приятная, работает молча, мягко, равномерно (Ф. Искандер); 
(16) В кабинете директора, когда туда опять вошёл Иван, сидела не-
кая милая женщина, по виду врач (В. Шукшин);
(17) Ведь это только с  виду большие артисты ― люди, уверенные 
в себе (Сати Спивкова). 
Между этими тремя единицами есть тонкие семантические раз-
личия, исследовать которые мы сейчас не будем. Осторожно заметим 
лишь, что последняя фразема — с виду — чаще двух других предпо-
лагает, что оцениваемого наблюдателем свойства у его субъекта на са-
мом деле нет (ср. пример (17)).
Системное отличие этих фразем друг от друга обусловлено, в част-
ности, наличием разных наборов параллельных выражений у  одних 
(на вид и по виду, ср. на вид — на вкус — на ощупь — на слух — *на 
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запах vs. по виду — по вкусу — по запаху — *по ощупи) и их отсутстви-
ем у с виду. Кроме того, в случае по виду в текстах часто имеет место 
контаминация интересующей нас фраземы со свободным сочетанием 
по виду ‘в соответствии с’ (ср. Он узнал его только по виду), которое 
бывает очень трудно отличить от интересующей нас фраземы по виду.
Ни одна из фразем не допускает при себе зависимых: *с его виду, 
*на вид Маши и  т. п. Исключение составляет вариант по внешнему 
виду, как в примере
(18) … флегматично покуривает трубку-носогрейку смуглый корена-
стый капитан, по внешнему виду итальянец или грек (В. П. Катаев).
2.6. На виду
Эта синтаксическая фразема имеет два отчетливо различных зна-
чения (назовем их, соответственно, на виду1 и на виду2). Обе единицы 
ведут себя как наречия, однако на виду1 прототипически выступает 
как обстоятельство образа действия, ср.
(19) Я играю на гармошке у прохожих на виду (А. Тимофеевский)
— т. е. ‘играю так, что прохожие могут меня видеть’, в то время как на 
виду2 выступает прежде всего как заполнитель локативной валентно-
сти глагола, ср. 
(20) Осмелев, он стоял совсем на виду, по колено в воде, и вдруг понял, 
что не так расселины придают тому берегу вид неприступности, 
как его нагота (Г. Владимов). 
Как на виду1, так и на виду2 имеют семантическую валентность объ-
екта, факультативно выражаемую предложной группой у + NPрод (как 
в (19)). Этот объект, он же наблюдатель, соответствует субъекту вхо-
дящего в семантическую структуру предиката ‘видеть’, а объект этого 
предиката (‘кого видят’) совпадает с субъектом вершинного глагола: 
в (19) это я, а в (20) — он. У на виду1 этот субъект — почти исключи-
тельно человек, на виду2 уместно для любого физического объекта. 
Добавим к сказанному, что в семантике предложений с на виду1 ча-
сто содержится компонент неодобрения того, что имеет место воз-
можность видеть субъекта действия, которое происходит «на виду», 
со стороны говорящего или наблюдателя: неодобрение может вызы-
вать публичная демонстрация себя этим субъектом (что должно быть 
стыдно или чересчур дерзко). 
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2.7. Под видом
Эта микросинтаксическая единица выступает как предлог, управ-
ляющий генитивом, и, как и в предыдущем случае, имеет два разных 
значения; назовем их под видом1 и под видом2.
Под видом1 характеризует ситуацию, в  которой один ее участник 
намеренно выдается за другого с  намерением ввести в  заблуждение 
наблюдателя. Этот участник может быть как человеком (21), так и лю-
бым другим физическим объектом (22):
(21) Под видом рабочих они по подложным документам проникли в клуб 
и  установили в  трех разных местах адские машинки (Ю. Дом-
бровский); 
(22) Просит она чаще всего «мартель», хотя все знают, что под видом 
коньяка ей приносят остуженный чай (В. Овчинников).
Под видом2 вводит ситуацию, протагонист которой заявляет цель, 
отличную от его реальной цели (как правило, заявленная цель «бла-
говиднее» реальной). Под видом2 имеет близкий синоним  — микро-
синтаксическую единицу под предлогом. Зависимым элементом у под 
видом2  может быть существительное со значением целесообразного 
действия:
(23) Долго он потом, под видом перевязки, хаживал в старый барак иль 
водил свою зазнобу в лес, по грибы (В. Астафьев);
Изредка валентность под видом2 может заполняться местоименным 
прилагательным, выступающим определением при видом: 
(24) Любопытно будет знать, под каким видом будут теперешние рап-
повцы оттирать мою пьесу «Главный инженер»? (Вс. Иванов). 
Такая реализация нашей фраземы порождает еще одну единицу ни 
под каким видом, имеющую синонимы в том же классе микросинтак-
сических единиц: ни в коем случае и ни под каким предлогом. 
2.8. При виде
Эта микросинтаксическая единица также ведет себя в  целом как 
составной предлог, управляющий NP в  родительном падеже. Эта 
единица, по-видимому, теснее других, рассмотренных выше, связана 
с семантикой видения как процесса. Объект видения выражается как 
раз зависящей от при виде именной группой, а субъект видения — это 
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субъект действия или процесса, выражаемого предикатом, заполняю-
щим пассивную валентность при виде. Тем самым во фразе 
(25) При виде вошедшего сидящий за столом побледнел (М. Булгаков) 
говорится, что сидящий увидел вошедшего. Выражение при виде 
некомпозиционально в  том смысле, что содержит семантический 
компонент начинательности, относящейся к реакции субъекта: в (25) 
сидящий побледнел, как только вошедший попал в его поле зрения. 
Поэтому семантически небезупречны фразы типа
(26)  #При виде вошедшего сидящий продолжал курить.
Заметим в заключение, что фразема при виде относится к едини-
цам, которые не до конца превратились в  неделимый предлог: во-
первых, бывают ситуации, когда объект видения выражается притя-
жательным прилагательным, зависящим от фрагмента виде, как в (27), 
а, во-вторых, внутрь конструкции могут вклиниваться и другие опре-
деления (28–29):
(27) Но и радости при их виде не испытывал Данилов (В. Орлов). 
(28) При одном лишь виде слабого человека он (авторитарный харак-
тер.  — Авт.) испытывает желание напасть, подавить, унизить 
(Э. Фромм, пер. А. Александровой);
(29) Уж сердце в  радости не бьется /  При милом виде мотылька 
(А. С. Пушкин).
3. Конструкция в виде и ее разновидности
Выражение в виде в целом выступает как составной предлог, вы-
ступающий как при имени, так и при глаголе; ср. 
(30) Исследователи обнаружили под водой необычное сооружение в виде 
дуги;
(31) Дом он построил в виде рыцарского замка.
Приименное употребление группы в виде чего-л. является первич-
ным: оно не требует каких-либо предварительных семантических ус-
ловий от существительного, которому подчиняется, в то время как для 
глагола такое употребление вторично: оно характеризует внутренний 
объект такого глагола (в смысле Апресян 2009:492 и сл.) и не может 
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относиться к внешнему объекту. Так, (31) можно считать перифразой 
предложения 
(31')  Он построил дом в виде рыцарского замка. 
В то же время присоединить в виде чего-л. к глаголу, объект которо-
го является внешним (в частности, к деструктивному глаголу), прак-
тически невозможно:
(32) *Дом он уничтожил в виде рыцарского замка. 
В пользу трактовки этой единицы как предлога говорит тот факт, 
что при нем обязательно заполнение валентности, исключительно 
в родительном падеже. При этом предлоге допускаются формы место-
имения третьего лица на н- (типа него), которые даже предпочтитель-
нее, чем формы типа его; ср.
(33) … натыкаюсь на позабытый фонарик с голой теткой. Ручка в виде 
нее, которую полагается держать за талию (Мариам Петросян);
(34) Даже о жуке имеются сведения, что в виде него почитался сам Зевс 
(А. Ф. Лосев). 
Как известно, предложно-именные сочетания, порождающие со-
ставные предлоги, не всегда полностью утрачивают независимость 
своих элементов. Например, единицы в пользу или по поводу, которые 
обычно относят к  составным предлогам, свободно употребляются 
с адъективным определением к существительным (как правило, такое 
определение  — местоименное или притяжательное прилагательное; 
ср. в  пользу Пети = в  Петину пользу, в  пользу меня = в  мою пользу, 
в пользу кого = в чью пользу, по поводу этого = по этому поводу и т. д. 
Единица в  виде продвинулась дальше по пути создания составного 
предлога, хотя единичные определения при существительном встре-
чаются и здесь: 
(35) В чьем виде, избранном тобой, / Явился б ты передо мной? / 
— Я был бы ангел твой хранитель! (И. И. Козлов).
Обратим внимание на следующую семантическую особенность 
в виде: эта единица практически не может вводить конкретно-рефе-
рентной именной группы (в смысле Е. В. Падучевой, см. например, Па-
дучева 1985). Даже в редких примерах из НКРЯ типа 
(36) Я его представлял в  виде Петьки придурка, только с  бородой 
(А. Приставкин)
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речь идет о человеке, похожем на Петьку, а не о нем самом. 
Заметим, что однозначно установить, какое из двух основных зна-
чений слова вид сформировало единицу в  виде, вряд ли возможно. 
С одной стороны, в толковании в виде необходим смысловой компо-
нент ‘выглядеть’, т. е. компонент значения ВИД 1. С другой стороны, 
в примерах типа
(37) В природе нитрат натрия встречается в  виде минерала чилий-
ской селитры (нитронатрит) (НКРЯ, газетный подкорпус) 
выражение в виде явственно передает идею разновидности, т. е. соот-
носится и с ВИД 2.
Еще одно интересное свойство единицы в виде проявляется в сво-
еобразии его валентной структуры. У этой единицы, как и у мотиви-
рующего слова вид, имеются две семантических валентности: валент-
ность субъекта (что/кто имеет вид) и валентность содержания (каков 
вид). В выражении типа вид креста родительный падеж активным об-
разом выражает валентность субъекта, а в выражении в виде креста 
слово крест в родительном падеже активным образом выражает ва-
лентность содержания. Это сближает пару вид — в виде с парой причи-
на — по причине, которая в числе прочих подробно рассматривалась 
И. М. Богуславским (см., например, Богуславский 2005). 
Отметим ещё, что выражение в виде порождает отдельную синтак-
сическую фразему (назовем ее в виде2), которая по семантике не укла-
дывается в рассмотренную выше картину. Мы имеем в виду интерпре-
тационную единицу, в которой валентность, выражаемая генитивом 
при в виде, заполняется существительными типа исключение, одолже-
ние, поощрение, наказание и др.. Здесь речь идет не о том, что нечто 
представлено как что-то другое, а о том, что нечто интерпретируется 
специальным образом. Сравним примеры (38), где представлена ос-
новная единица в виде, и (39), где фигурирует в виде2: 
(38) Нарушение, допущенное более трех раз, влечет ответственность 
в виде исключения из состава союза; 
(39) В виде исключения его не стали выгонять из союза.
У основной единицы в виде и у в виде2 — разные синонимы: у пер-
вой — в форме, наподобие, а у второй — в порядке. Обратим внима-
ние также на то, что в виде2 нормально выступает как приглагольное 
обстоятельство, но не как приименной атрибут. 
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Единица в виде имеет, по нашим наблюдениям, еще и третье значе-
ние. Мы уже видели на примере (35), что внутрь основного значения 
этой единицы может вклиниваться прилагательное. В таких случаях 
семантика в виде и состав ее валентностей не меняется: в моем виде 
означает то же, что и в  виде меня. Посмотрим теперь на некоторые 
другие примеры: 
(40) Это была в чистом виде ознакомительная поездка;
(41) При этом казалось, что поспешность его, даже заботливая по-
спешность, вызвана тем, что он хочет донести до кого-то эти 
лепёшки ещё в тёплом виде. (Ф. Искандер).
По нашему убеждению, в этих примерах мы имеем дело с особым 
значением нашей конструкции (обозначим его через в виде3), у кото-
рой посредством прилагательного выражается отсутствующее в ра-
нее рассмотренных значений валентность признака исходного субъ-
екта (того, что имеет вид). Легко заметить, что в (40)–(41) невозмож-
но вместо в виде использовать ни наподобие, ни в порядке. Весьма 
выпукло различие между в виде и в виде3 можно обнаружить, срав-
нив две близких фразы: 
(42) Актер появился на сцене в нетрезвом виде и 
(43) Актер появился на сцене в виде нетрезвого человека.
В (42) мы имеем в виде3 (здесь одному персонажу приписывается 
признак ‘нетрезвый’), а в (43) присутствует стандартное в виде (здесь 
нетрезвый человек выступает в генерическом качестве).
Таким образом, единица в виде оказывается весьма специфичной 
даже на фоне других нетривиальных синтаксических фразем: в отли-
чие от всех адвербиалов, рассмотренных выше, она имеет три уни-
кально соотносящихся между собой значения.
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AUTOMATIC TERM EXTRACTION — EFFICIENCY OF SELECTION AND 
RELEVANCE OF EXTRACTED TERMS AS APPLIED TO THE SPECIALIZED 
CORPUS OF LIBRARY AND INFORMATION SCIENCE IN SLOVENE 
LANGUAGE
Abstract. A specialized synchronous text corpus had been designed and constructed to support the 
research in the field of library and information science terminology and dictionary construction in 
Slovene language. The size of the corpus has exceeded 4 million words represented in 725 Slovene 
technical and scientific texts of the subject field. It supports a variety of specialized search methods 
and statistic computation, including automatic term extraction. Efficiency of automatic selection 
and relevance of extracted multi-word terms have been studied. The results, presented in the paper, 
show a considerably high quality and reliability of the automatic term extraction method.
Keywords: corpus linguistics, text corpus, text mining, automatic term extraction, library science, 
terminology, Slovene language.
1. Introduction
In recent past different extensive quantitative and semantic ana- lyses 
have been successfully carried out making use of a smaller specialized cor-
pus, providing precious data to terminologists and lexi- cographers. The 
construction of two dictionaries, their adaptation and the evaluation of long 
established terms compared against recent practical use in scientific texts 
have proven a great help and undis-pensable tool. The inventory of recent, 
often unsettled terms, remains a crucial, painstaking and time consuming 
supporting work. In this respect appropriate corpus analyses are advanced 
enough to provide good and useful results. The main objective of the re-
search is to test the less known features of automatic term extraction in sub-
ject speci- fic terminology belonging to a highly inflected language. An eval-
uati- ve automatic term extraction has been prepared and the assessment of 
results analysed as for their grammatical correctness, subject specific rele-
vance and general efficiency of the procedure.
2. Specialized corpus in Slovene language
«Korpus bibliotekarstva»1, a synchronous specialized text corpus, 
represents the technical language in the specific field of library and 
1 Kanič, I. (2011), Slovenski besedilni korpus bibliotekarstva. Library: open space for 
dialogue and knowledge : proceedings, Maribor, Oct. 20-22, 2011. [Conference paper]. 
URL: http://eprints.rclis.org/16730/ 1/Kanic-Besedilni%20korpus%20bibliotekarstva.pdf  
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information science, shared among the community of practitioners, 
researchers, translators, teachers and students in the present and very recent 
past in Slovene language. Primarily designed and constructed in 2011 to sup-
port the work of the Commission on Library Terminology in the frame of the 
Slovene Library Association it assisted termi- nologists and lexicographers 
to discover and determine the exact inventory and verify the occurrence of 
words and phrases in technical and scientific texts, enabling researchers to 
obtain a variety of struc-tured lists of words and phrases, be it in their orig-
inal form or lemma-tized and tagged with part of speech labelling. Insight 
into the occurrence of words, their collocations and frequency in technical 
and scientific texts support immensely the work of terminologists, thus the 
corpus has proven an indispensable and powerful tool for the prepa-ration 
of modern dictionaries and updating of the existing mono-lingual explana-
tory and multilingual translating dictionaries of library terminology. 
The corpus was upgraded in 2012 and 2018, exceeding an inven- tory of 
4 million words now, excerpted from 725 texts by more than five hundred 
authors. As a rule, all the works included had been origi- nally published in 
electronic form, mostly born digital or digitized by publishers. Data capture 
was focused predominantly on selected texts published in the last three de-
cades, depending on their availability, of course. Original texts in Slovene 
language were chosen as a rule, rare translations are an exception. 
2.1. Particularities of the Slovene language
Slovene or Slovenian (slovenski jezik or slovenščina) is an Indo-European 
language with a highly developed inflectional system, it belongs to the group 
of South Slavic languages, spoken by not more than 2.1 million Slovenian 
people and is one of the 24 official and working languages of the Europe-
an Union. The standard Slovenian orthography makes use of the ISO basic 
Latin alphabet, it has no letters x, y, w, and q but the following three letters 
representing palato-alveolar sibilants are added: č, š, ž.
Linguistic particularities of the language, represented in the cor- pus, 
present an important issue regarding the term formation and automatic ter-
minology extraction. Our research focused on multi-word terms only so 
nouns and adjectives are expected to be the pre- dominant constituent parts 
of speech. Adverbs, numerals, pronouns and other parts of speech were de-
tected in a few examples only.
Nouns in Slovene are either of masculine, feminine or neuter gen- der 
and are declined for six cases and three numbers. Each gender has different 
and specific declension patterns.
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Adjectives and most pronouns decline for three genders, three numbers 
and six cases. The adjective expresses three main ideas: qua- lity, relation 
and possession, the majority of adjectives are of the first kind this being 
crucial for the term formation in our case.
Verbs are conjugated for 3  persons and 3  numbers, there are 4  tenses 
(present, past, pluperfect, and future), 3  moods (indicative, im- perative, 
and conditional) and 2 voices (active and passive). Except for the present 
tense the verb shows the gender as well.
Slovene is one of the rare Indo-European languages which apart of sin-
gular and plural still uses dual — a grammatical number used when refer-
ring to precisely two persons, objects or concepts, iden- tified by the noun 
or pronoun. Grammatically, Slovene retains forms expressing the dual 
number in nouns, adjectives, pronouns and verbs, in addition to singular 
and plural. In term formation it is not signi-ficant but this agreement based 
on grammatical number and gender is an important issue to be taken into 
account in automatic terminology extraction. 
3. Tools and procedures
3.1. Sketch Engine
Sketch Engine is a user-friendly and efficient web-based corpus manager 
and text analysis software, its purpose is primarily to enable people studying 
language behaviour to search large text collections according to complex and 
linguistically motivated queries. Currently, it supports and provides several 
hundreds of reference and special corpora in almost one hundred languag-
es, allowing individual users to define, construct, maintain and explore their 
own user-defined cor-pora. Particular features of the tool are corpus build-
ing and mana-gement including part-of-speech tagging and lemmatization, 
word sketches and word sketch differences based on comparative collo-cat-
ion analysis, automated thesaurus, concordance search, colloca-tion search, 
word lists with frequencies and normalised data, n-grams, terminology ex-
traction, diachronic analysis and trends, and parallel corpus (bilingual) fa-
cilities. Sketch Engine has been used by major British and other publishing 
houses for producing dictionaries such as well renown Macmillan English 
Dictionary, Dictionnaires Le Robert, Oxford University Press or Shogaku-
kan and four of the UK’s five biggest dictionary publishers use Sketch En-
gine2.
2 Wikipedia. URL: https://en.wikipedia.org/wiki/Sketch_Engine 
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3.2. Keywords and multi-word terms 
In the context of corpus analysis keywords are single words which appear 
in the focus corpus more frequently than they would in general language 
represented by the reference corpus, in our case both corpora containing 
texts in Slovene language. Typically, the largest reference corpus containing 
most recent texts will be selected. On the contrary, terms are multi-word 
units (phrases) that fulfil two conditi-ons. Like keywords they appear in 
the focus corpus more frequently than they would in a reference corpus, 
and they have a structure allowed for terms in the language as set in the 
term grammar of the corpus, specific for the language concerned. The term 
grammar typically focusses on identifying noun phrases3. In both cases the 
keyness score of a word or multi-word term is calculated according to the 
formula taking into consideration the normalized frequency (per million) of 
the word/term in the focus corpus, the normalized frequency (per million) 
of the word/term in the reference corpus and the simple maths smooth-
ing parameter. Simple maths is a method for identifying keywords of one 
corpus compared with another one. It includes a variable which allows the 
user to turn the focus either on higher or lower frequency words/terms4. 
The top keywords/terms identify and reflect the domain of the focus corpus 
very well and can be used to explore the vocabulary of the subject field. Key 
terms are multi-word noun phrases typical of a corpus, the first thousand 
ex- tracted key terms have been studied. The current research has been lim-
ited to multi-word terms exclusively.
3.3. Term extraction
Term extraction, often referred to as terminology extraction, is an au-
tomatic method of analysing text in order to identify phrases which fulfil 
the criteria for terms. Terminology extraction has its use in translation and 
terminology management but also in text analytics where it is used for topic 
modelling, data mining and information re-trieval from unstructured text. 
In our case it has primarily been used for terminology work and to augment 
the existing dictionary of libra-ry terminology.
Good term extraction provides a clean list of terms that requires very 
little manual cleaning. Many traditional methods relying mainly on the fre-
quency in the focus text can only extract term candidates which the user 
has to go through and clean “manually”. The manual cleaning can largely be 
3 Sketch Engine. URL: https://www.sketchengine.eu/user-guide/glossary/
4 Sketch Engine. URL: https://www.sketchengine.eu/documentation/simple-maths/
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avoided by making use of linguistic criteria in combination with statistics. If 
a phrase is to qualify as a term, it should fulfil two crucial criteria: it matches 
the structure that a term in the language can have, and it appears more fre-
quently in the focus text than in general text5.
In the context of text corpora, an n-gram, also called multi-word unit, 
will typically refer to a sequences of words. This study did not deal with uni-
grams, only polygrams (i. e. bigrams, trigrams and tetra- grams) have been 
studied. In some cases the items inside an n-gram may not have any relation 
between them apart from the fact that they appear next to each other, so it is 
not considered a term (frequent collocation only). Beside its importance for 
machine translation and language learning the study of n-grams is import-
ant and useful for terminology and lexicography. 
4. Extracted terms
4.1. Preprocessing
To provide the highest level of trustworthiness, correct results and effi-
cient analyses the corpus had been prepared respectively. For lemmatization 
of the tokens and part-of-speech tagging two existing tools, already success-
fully tested and implemented in some huge reference corpora of Slovene 
texts, performed well. 
A language specific tokenizer provided by Sketch Engine proved ade-
quate enough; only whitespace characters are recognized as token boundar-
ies which is sufficient for the task. Regarding the complexity of the Slovene 
morphology and the rich inflections found in tokens the parts-of-speech 
tagging and term extractor proved an excellent combi-nation as the given 
result contains hardly any noise and does not require much manual clean-
ing. POS tagging provided tags with information about the part of speech 
and morphological and gramma-tical information regarding number, gen-
der, case, tense, lower/upper case and the like. In addition lempos suffixes 
provide information whether a lemma represents a noun, verb, adjective, 
adverb, pronoun, adposition, conjunction, particle, interjection, numeral, 
abbreviation or some other possible residual. For this language specific pro-
cessing specialized MULTEXT-East Morphosyntactic Slovenian Specification 
version 46 dataset was applied, available for Slovene corpora in Sketch En-
gine.
5 URL: https://www.sketchengine.eu/user-guide/user-manual/term-extraction/ 
6 URL: https://www.sketchengine.eu/slovene-tagset-multext-east-v4/
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4.2. List of extracted terms
From the perspective of a terminolographer and lexicographer the term 
extractor is the most fascinating tool, a very useful basis and starting point 
for the recognition and stocktaking of technical termino-logy in recent texts 
where fresh, not yet established terms appear. Complying with supplied and 
incorporated specific linguistic instru-ctions and rules the module is fully 
competent to extract extensive lists of n-grams, qualified as technical terms, 
from a text or preferably a corpus. The proposed terms are an estimated 
proposal only of what interesting terms could be, a thorough human evalua-
tion and conside-ration is still needed to correct eventual errors and exclude 
infor-mation noise. A list of (multi-)word terms is proposed (Fig. 1), it is 
up to the user to define the size of the list. We have chosen the first most 
relevant thousand terms. Each term is accompanied by helpful addi-tion-
al information. (F) shows the frequency of occurence in the focus corpus, 
however, high frequency is not always a proof of a term as the items (words) 
inside an n-gram may not have any relation between them apart from the 
fact that they appear next to each other (frequent collocation). There have 
only been found 21 such cases in our study. (RefF) denotes the frequency 
of the proposed term in the reference corpus, most common a general one. 
(W) is a welcome helpful hint to the Wikipedia reference regarding the term 
or a related subject. The terms are sorted by score, which depends on the 
keyness score calcu-lated by the simple maths method (Score).
Fig. 1. List of extracted polygrams.
4.3. Quantitative assessment
In general, the syntax of the Slovene language is rather loose concerning 
the word order, but in term construction two basic rules apply strictly: the 
noun is prececed by the adjective (e.g. knjižnični katalog, virtualna knjižnica) 
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and the verb is followed by the noun representing its object (e.g. katalogi-
zirati knjigo, indeksirati članek). As a rule, the most frequent and important 
constituent element in n-grams, expected to form multi-word terms, would 
be nouns, adjectives and verbs, other parts of speech exceptionally only (e.g. 
adverb — strokovno obdelati, numeral — format 40). A brief statistical over-
view of the corpus shows the following potential elements for the formation 
of multi-word terms. Automatic part of speech tagging has identified lem-
mas as follows: 12.374 nouns, 4.999 adjectives, 2.204 verbs, 1.065 adverbs, 
and altogether a few hundreds of prepositions, numerals, con- junctions, 
abbreviations, particles and pronouns. It has to be stressed, however, that 
there might be minor differences in the count since the automatic part of 
speech tagging still cannot discern parti-cular forms of homographs result-
ing from inflections without human intervention (e.g. dela may be a form of 
the verb delati, a noun delo or del; uporabnikov may be a noun or an adjec-
tive, etc.). Nonetheless, elabo- rate grammatical rules governing the part of 
speech tagger help in resolving syntactical ambiguities successfully. 
As stated, only polygrams have been studied. In the process of automat-
ic terminology extraction the first thousand terms were represented as fol-
lows: 862 bigrams (e.g. analiza citiranja, digitalna vsebina, elektronska knji-
ga, kataložni listek, odpis gradiva), 109 trigrams (e.g. abecedni imenski kat-
alog, dostopnost knjižničnega gradiva, knjižnično informacijsko znanje) and 
29 tetragrams (e.g. bibliotekarska in informacijska znanost, trajno ohranjanje 
digitalnih virov, uporabnik s posebnimi potrebami). There have been no pen-
ta- grams extracted.
In this selection of 1000 most frequent n-grams their frequency ranges 
between 2.894 occurencies (knjižnično gradivo) and 47 oc- curencies (e.g. 
specialni knjižničar, družba znanja, etc.)
4.4. Quality assessment
The reliability of automatic extraction and quality of extracted terms had 
been set as primary goals. There have been some experiences in this field in 
the past but often failed in providing high quality results. Many polygrams 
extracted had no characteristics of terms and syntactical and/or morpho-
graphic features of constituent words were not correct. Often, the results 
were of very poor quality and did not encourage further processing. 
The enhanced terminology extractor and elaborated grammatical rules 
have highly influenced the quality of extraction. The results were evaluated 
manually. Out of 1.000 extracted polygrams only 21 showed grammatical 
erors in their grammatical structure. They were rejected. 462 terms proved 
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syntactically and morphologically perfec but their semantical meaning did 
not fit into the subject field (library and information science). But the ma-
jority, 517 terms, were judged as correct and relevant terms in the subject 
field. 
These chosen 517 terms were collated with the existing dictio-nary da-
tabase showing that 312 of them (60,3 %) already figured in the dictionary 
as accepted terms, so the remaining 205 will be discussed as potential can-
didates to enter the dictionary. The quality and preci-sion of extraction and 
the relevance of results has surpassed the expectations by far.
5. Conclusion
Modern and up-to-date dictionaries, in particular dictionaries of specif-
ic subject fields, are bound to explore their potentional vocabu-lary by text 
mining. Recent developments in automatic terminology extraction have 
equipped terminographers and lexicographers with exceptionally efficient 
tools providing high quality results. A syn-chronous specialized text corpus, 
representing the technical language in the specific field of library and infor-
mation science in Slovene language, has been constructed to support the 
lexicographers in following the dynamic changes in the language of techni-
cal and scinntific publications. The size of the corpus has exceeded 4 million 
words represented in 725 Slovene technical and scientific texts thus repre-
senting a rich and lexically diverse database for text mining. The aim of the 
research was to test the efficiency of selection and rele-vance of extracted 
terms through the process of automatic extraction. The results proved high 
reliability of extraction and excellent quality of terms extracted, evaluated 
afterwards manually and by comparison with the existing dictionary. Con-
sequently, the method will become a part of the dictionary construction 
process. 
Even though the corpus already covers a wide range of different types 
of documents ranging from doctoral dissertations and scientific articles to 
conference papers and has reached a rather wealthy selection of words used 
by numerous Slovene authors, a dynamic growth of the corpus by inclusion 
of recently published texts within the wider field of library and information 
science remains a further goal. Thus the corpus and automated term ex-
traction will gain the representative role in the inventory and study of the 
Slovene library terminology and further lexicographic work. 
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SEMI-AUTOMATIC METHODS FOR ADDING WORDS TO  
THE DICTIONARY OF VEPKAR CORPUS BASED ON INFLECTIONAL 
RULES EXTRACTED FROM WIKTIONARY1
Abstract. The article describes a technique for using English Wiktionary inflection tables for gener-
ating word forms for Veps verbs and nominals in the Open Corpus of Veps and Karelian languages 
(http://dictorpus.krc.karelia.ru/). The information concerning Karelian and Veps Wiktionary entries 
with inflection tables is given. The operating principle of the Wiktionary static and dynamic tem-
plates is explained with the use of the jogi (river) dictionary entry as an example. The method of 
constructing the inflection table in the dictionary of the VepKar corpus according to the data of the 
dynamic template of the English Wiktionary is presented.
Keywords. Veps language, Karelian language, corpus, dictionary, Wiktionary.
1. Introduction
The morphological tagging process is one the most laborious works in 
the corpus linguistics. Large dictionaries with lemmas and word forms are 
used to perform the morphological tagging.
In the Leipzig Corpora Collection, texts from Internet were crawled and 
parsed in order to create 400  monolingual dictionaries [Goldhahn et al., 
2012]. This is not our case since Veps and Karelian texts are almost absent in 
the Internet. However the Crúbadán project (Corpus Building for Minority 
Languages) shows a positive example of automatic search of texts in Internet 
for under-resourced languages [Scannell, 2007].
The following resources were at our disposal: Wiktionary and traditional 
dictionaries, native linguists who speak Veps and Karelian, and the program-
mer who developed the computer system VepKar. The abbreviation VepKar 
denotes the Open Corpus of Veps and Karelian languages.2 Researchers at 
the Karelian Research Centre of RAS have been developing VepKar since 
2009 [Zaitseva et al., 2017]. The separate paper [Krizhanovsky et al., 2019] 
was prepared about Karelian dialects and VepKar corpus in this proceeding. 
The article describes a technique for using English Wiktionary inflection 
tables for generating word forms for Veps verbs and nominals. These gen-
erated word forms were added to the VepKar dictionary. The experience of 
extraction of dynamic templates data from the English Wiktionary is pre-
sented in the next section.




2. Dynamic templates for Veps words and static templates for  
Karelian in English Wiktionary
The paper [Metheniti & Neumann, 2018] leads to the idea to extract 
word forms from English Wiktionary in order to add new lemmas and word 
forms to the VepKar dictionary. That paper presents the extraction of infor-
mation from English Wiktionary in 150 languages, but only Veps and Ka-
relian words are of interest for us. Wiktionary entries can contain inflection 
tables for nouns and verbs generated by using static or dynamic templates. 
There is a big difference in an extraction of information from static tem-
plates (case of Metheniti & Neumann) and from dynamic templates (our 
case). The static template (Table 1)  is coded in HTML code. It is need to 
process the HTML code to remove HTML formatting tags and to get word 
forms from an inflection table.
A completely different thing is a dynamic template, which includes a 
script (computer program) with inflectional rules. For each language (Veps 
language in our case) it was a simple matter to write a language-specific 
parser for dynamic template, but creating a language-independent parser, 
or filters for 150+ languages will be a major obstacle. This explains why 
[Metheniti & Neumann, 2018] extracted word forms only from static tem-
plates of Wiktionary.
Below we will сompare static and dynamic Wiktionary templates and we 
will describe our approach, where the English Wiktionary served as a donor 
for the VepKar dictionary expanding.
2.1. Karelian language and the static template
There are about 650  Karelian lemmas in the English Wiktionary, but 
only 30 entries contain inflected forms, therefore no new lemmas with word 
forms were added to the Karelian dictionary of the corpus VepKar. There is 
only one template {{krl-decl}} for Karelian words in the English Wiktionary. 
Note that templates in wiki markup are indicated by double curly braces 
{{…}}. This static pattern {{krl-decl}} used to show declension tables for 
30 Karelian nominals3.
2.2. Veps language and dynamic templates
The situation with Veps words is different in English Wiktionary. There 
are exactly two dynamic templates: the template {{vep-decl-stems}} for 
nominals and the template {{vep-conj-stems}} for verbs.
3 See pages that link to “Template:krl-decl” at w.wiki/3pb
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There are 2000 Veps lemmas with about 1000 usages of the inflection-ta-
ble template {{vep-decl-stems}} in the English Wiktionary. This is a dynamic 
template that calls a module with Lua programming code. It is worth trying 
to understand the program in the Lua programming language in order to 
write the same morphological rules in PHP programming language in Vep-
Kar and to get word forms from these 1000 inflection-tables for Veps nouns 
and adjectives.
2.3. Comparison of static and dynamic Wiktionary templates
The jogi 4 (river) entry in the English Wiktionary will show the difference 
between dynamic and static templates. This fact, that the word jogi exists in 
both the Karelian and Veps and that there are two types of templates in the 
Wiktionary entry jogi, makes it suitable as an example.
There are different sets of grammatical cases in Veps and Karelian lan-
guages (Fig. 1). The inflection tables generated via these templates (Fig. 1) do 
not show the difference between the static and dynamic templates… And 
this is correct, since the difference lies not in the tables themselves, but in 
the ways they are generated. The inflection table construction methods are 
presented in the Table 1.
Table 1. Static and dynamic templates used in the Wiktionary entry jogi (river)
N Karelian language (static template)
Veps language
(dynamic template)










3 Explanation of wiki markup
4
The source code contains the static template 
{{krl-decl}} with an explicit listing of all 31 word 
forms, the template generates an inflection table of 
Karelian word forms.
The source code contains the 
dynamic template {{vep-decl-
stems}} and only 5 template 
arguments (jog, i, en, ed, id). 
This template calls the Lua 
script for generating a table 
with 42 Veps word forms.




Fig. 1а. The inflection table of the Karelian 
noun jogi (river) generated by the static 
template {{krl-decl}}
Fig. 1b. The inflection table of the Veps 
noun jogi (river) generated by the dynamic 
template {{vep-decl-stems}}
By Wiktionary convention5, tables that show the forms of nouns are 
placed in a “Declension” section, while tables that show the forms of verbs 
are placed in a “Conjugation” section. Fig. 1а corresponds to the convention, 
but fig. 1b violates it. Why? “This happens because dictionaries are typical-
ly the product of several lexicographers’ efforts and is constructed, revised, 
and updated over many years, inconsistencies… necessarily evolve” [Ide & 
Véronis, 1994]. English Wiktionary has 1600 active editors now6.
5 See Inflection-table templates conventions at w.wiki/3o4
6 See English Wiktionary statistics at w.wiki/44E
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2.4. An example of using the data of a dynamic template to add word 
forms to the Veps dictionary of the VepKar corpus
The template {{vep-decl-stems}}7 calls the Wiktionary module “vep-nom-
inals”8. The inflectional rules for the word form generation were extracted 
from this code in the Lua programming language and were coded in the 
PHP language in the VepKar system.
The editor manually copies a text with template name and parameters 
from the source code of Wiktionary entry (see Table 1, line 2). Then the ed-
itor inserts this text into the VepKar corpus to generate word forms (Fig. 2).
The string, which calls the dynamic template {{vep-decl-stems}} with 
5 parameters (the stem jog and the four endings i, en, ed, id), is taken from 
the English Wiktionary in edit mode (dot-and-dash frame in the bottom 
7 See https://en.wiktionary.org/wiki/Template:vep-decl-stems
8 See https://en.wiktionary.org/wiki/Module:vep-nominals
Fig. 2. The method of constructing the inflection table in the dictionary of the 
VepKar corpus according to the dynamic template {{vep-decl-stems}} data of the 
English Wiktionary using the Veps noun jogi as an example
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of Fig. 2). This string is copied to the Lemma field in the VepKar website 
(dotted frame at the top of Fig. 2) to generate the inflection table of the 
Veps noun jogi (river). The generated inflection table in the VepKar corpus 
for the Veps noun jogi is available at: http://dictorpus.krc.karelia.ru/en/dict/
lemma/858.
The rules for the word form generation in VepKar made it possible to add 
42 word forms to the nominals (based on rules in the module “vep-nomi-
nals” 7 in Wiktionary), and 46 verb word forms at once (the template “vep-
conj-stems”9 and the module “vep-verbs”10). Thanks to this improvement, 
technical workers who do not speak Veps have significantly expanded Veps 
dictionary.
A text with template name and parameters was copied into the VepKar 
corpus manually (Fig. 2), in order to provide an additional control and ver-
ification during the creation of word forms. Since some lemmas in the sys-
tem already existed, some lemmas had word forms without grammatical 
information. Thus, it was necessary to check and remove duplicates.
3. Discussion and conclusion
Wiktionary inflection tables were used to expand the Veps dictionary 
of the VepKar corpus. There are a number of reasons for choosing this ap-
proach.
 • At the first stage, this approach does not require the participation of 
linguists.
 • Rules for constructing inflection tables have already been developed 
by Wiktionary editors in Lua programming language. It was neces-
sary to adapt these rules to our VepKar corpus system.
After programming inflectional rules in VepKar, the following proce-
dure was applied.
1) Arguments of Wiktionary templates were manually copied into the 
VepKar dictionary editor, then the VepKar system generated about 
40 word forms for each lemma.
2) Then, these rules, initially encoded in a Wiktionary dynamic tem-
plate, were presented in natural language in the form of a table for 
discussion with linguists. These rules have been improved and cor-




This table with the rules was a push (and an example) for speeding up 
work on other Karelian dialects, since it is difficult for linguists to produce 
a formalized morphological model on their own. A computer program that 
generates word forms according to the rules is convenient for linguists, since 
the linguist sees the result and can correct the rule or create a new rule.
Generating word form rules for those grammatical categories that are 
absent in Wiktionary are going to be refined by Veps linguists in collabora-
tion with programmers in the future. This applies, for example, the illative 
case for the nominals and all Veps verbs analytical forms.
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СОЗДАНИЕ ПАРАЛЛЕЛЬНОГО КОРПУСА МЕЖГОСУДАРСТВЕННЫХ 
ДОГОВОРОВ: ТЕХНИЧЕСКИЕ И МЕТОДОЛОГИЧЕСКИЕ ПРОБЛЕМЫ
COMPILING A PARALLEL CORPUS OF STATE TREATIES: 
TECHNICAL AND METHODOLOGICAL ISSUES
Аннотация. В статье рассматриваются особенности составления параллельного корпуса специ-
альных текстов на примере корпуса «Parallel Electronic corpus of State Treaties» (PEST). Демон-
стрируются основные проблемы составления корпусов подобного типа и способы их решения. 
На основе предварительного анализа русско-финского материала авторы выделяют несколько 
возможных направлений дальнейшего исследования языковых и жанровых особенностей меж-
дународных договоров.
Ключевые слова. Параллельный корпус, язык для специальных целей, язык международных до-
говоров, русский язык, финский язык.
Abstract. The article presents the challenges of compiling a parallel corpus of specialist texts, 
the Parallel Electronic Corpus of State Treaties (PEST) as an example. The solutions of the 
typical problems of compiling text corpora of this kind are shown. The authors perform a pilot 
study of Russian-Finnish data and define possible directions for research of language and style of 
international treaties.
Keywords. Parallel corpora, language for special purposes, language of state treaties, Russian 
language, Finnish language.
1. Введение
Во многих видах практической и исследовательской деятельности 
требуются параллельные тексты, то есть оригинальные тексты и  их 
переводы на другие языки (например, художественные произведения, 
газетные статьи, судебные материалы) или версии одних и тех же до-
кументов на разных языках (международные конвенции, технические 
инструкции). Параллельные тексты нужны для создания и тестирова-
ния систем автоматизированного перевода, в качестве «памяти пере-
водов», как источник данных для составления словарей. Несмотря на 
быстрое развитие одноязычных языковых ресурсов, по-прежнему на-
блюдается нехватка параллельных текстов.
Двусторонние договоры между государствами  — один из  тек-
стовых жанров, которые по определению являются дву- или много-
язычными. Языковые версии документов должны быть максимально 
близки друг к другу, а их язык и стиль — достаточно хорошими. Меж-
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государственные договоры являются публичными, открытыми для 
всех документами. Они могут представлять интерес при составлении 
параллельных корпусов текстов языка для специальных целей. Нам 
известно о  корпусах текстов многоязычных документов междуна-
родных и европейских организаций: напр., директивы Еврокомиссии 
(JRC-Acquis) и декларации ООН (MultiUN). Недостатком этих проек-
тов является бедность метаданных и ошибки выравнивания (которые, 
впрочем, неизбежны при работе с таким большим количеством доку-
ментов). Двусторонние договоры являются более трудным объектом 
для составления корпуса. Они не всегда хранятся в виде двуязычных 
документов, а старые договоры могут не существовать в электронной 
форме. В настоящей статье будет описан процесс работы над парал-
лельным корпусом двусторонних межгосударственных договоров.
Прежде чем переходить к описанию собственно корпуса, необхо-
димо перечислить некоторые особенности жанра договора, которые 
необходимо принимать во внимание при выполнении исследователь-
ской работы и при использовании текстов для практических целей.
Согласно Венской конвенции о  праве международных договоров 
(1969), в заключительных положениях договоров указывается, какие 
языковые версии имеют юридическую силу и к  какой из  них следу-
ет обращаться в  случае возникновения разногласий. Эти языковые 
версии становятся «аутентичными текстами», то есть имеют статус 
«оригинала», самостоятельного текста. В то же время, все эти тексты 
в некоторой степени являются переводами, поскольку в процессе под-
готовки документа, как правило, происходит многократный перевод 
проекта договора с редактированием, доработками и обратным пере-
водом. Таким образом, тексты двусторонних межгосударственных 
договоров являются одновременно и оригинальными текстами, и пе-
реводами. Эти тексты  — плод коллективной работы больших групп 
специалистов: дипломатов, юристов, экспертов, переводчиков, редак-
торов. Такие тексты являются и результатом всевозможных компро-
миссов. Этим и интересен жанр международного договора как юриди-
ческое, культурное и языковое явление.
2. Parallel Electronic corpus of State Treaties (PEST) —  
параллельный корпус межгосударственных договоров
В Университете Тампере с 2015 г. ведется работа над параллельным 
корпусом международных договоров Parallel Electronic corpus of State 
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Treaties (PEST). Корпус составляется из полных текстов договоров за 
исключением приложений. На данном этапе завершен подкорпус до-
говоров между Россией и  Финляндией, заключенных с  момента по-
лучения Финляндией независимости в 1917 г. по сегодняшний день. 
В  дальнейшем планируется собрать договоры между Финляндией 
и Швецией, а также между Россией и Швецией. На следующем этапе 
в корпус будут добавлены многосторонние международные договоры 
(конвенции) с участием России, Финляндии и Швеции. Планируется 
также включить собранные русско-финские договоры в Корпус парал-
лельных текстов Национального корпуса русского языка (НКРЯ).
На данный момент русско-финский подкорпус содержит 228  пар 
документов, это все соглашения, заключенные между двумя государ-
ствами, как действующие, так и утратившие силу, ведь юридическая 
сила документа не имеет значения для анализа языка. Объем русской 
части подкорпуса  — 300  000  словоупотреблений, финской части  — 
250 000. Тексты выровнены на уровне предложений, лемматизированы 
и содержат морфологическую и синтаксическую разметку. По каждо-
му тексту сохраняются метаданные (название документа, год подписа-
ния, тема и т. д.). Для работы с корпусом используется разработанный 
М. Н. Михайловым и  Ю. Хярме пакет онлайн программ TextHammer, 
предназначенный для работы с  параллельными корпусами текстов. 
Программы поддерживают работу с выровненными аннотированны-
ми текстами и позволяют получать конкордансы, частотные списки, 
списки коллокаций и т. п.
Подкорпус можно исследовать как единое целое или сравнивать 
разные его части. Группирование текстов подкорпуса может проис-
ходить по разным основаниям. Например, русско-финский подкорпус 
делится на три раздела по хронологическому принципу:
А (1917–1944) — от получения независимости от России до окон-
чания «Войны-продолжения» и заключения Соглашения о перемирии 
между союзниками и Финляндией в 1944 г.;
В (1945–1991) — от окончания Второй мировой войны до распада 
Советского Союза;
С (1992–наши дни) — постсоветский период.
Статистика по разделам приводится в  табл.  1. Разделы А, B и  C 
имеют разные объемы как по количеству текстов, так и по количеству 
словоупотреблений, то есть нарушен классический принцип пропор-
циональности и  сбалансированности. Раздел B существенно больше 
по объему, чем два других, поскольку второй период охватывает про-
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межуток времени почти в 50 лет, и в течение этого периода отношения 
между странами были заметно более оживленными, чем в период А. 
Последствия каждого из  важнейших политических событий немед-
ленно отражались в заключаемых между странами договорах: увели-
чивалось или, наоборот, уменьшалось, их количество, которые к тому 
же они могли значительно отличаться от договоров предыдущих пе-
риодов. Тематика договоров сильно связана с требованиями текущего 
момента, например, мирные договоры есть только в разделе А, а до-
говоры о торговле можно найти во всех разделах.
Параллельный корпус является принципиально другим типом дан-
ных, нежели одноязычный корпус. Параллельный корпус всегда более 
ограничен в объеме, поэтому в случае с корпусом PEST решить про-
блему асимметрии невозможно: чтобы добиться сбалансированности 
русско-финского подкорпуса, пришлось бы значительно сократить 
раздел В. Это привело бы к  пропускам в  важных тематических раз-
делах и затруднило бы сопоставление данных. Более того, некоторые 
темы представлены не во всех разделах. Русско-финские договоры 
составляют только одну из  четырех частей корпуса PEST, и  попыт-
ки сбалансировать этот подкорпус привели бы к  другим проблемам 
на уровне всего корпуса. Получение полностью сбалансированного 
и пропорционального корпуса текстов в данном случае крайне затруд-
нительно, и даже в случае успеха чревато сильным обеднением мате-
риала и потерей ценных данных, которые могут быть полезными для 
части исследователей.
3. Использование корпуса
При наличии параллельного корпуса текстов, состоящего из боль-
шого количества выровненных документов, появляется возможность 
Таблица 1. Состав русско-финского подкорпуса PEST





А 1918–1944 46 81 246 67 511
B 1945–1991 128 141 751 115 190
C 1992–2016 54 81 586 906
Всего 228 304 583 247 607
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исследовать квантитативными методами степень и характер участия 
сторон в  составлении международных договоров, выявлять языко-
вые особенности, не заметные «невооруженным глазом». Исследова-
ние международных договоров на материале параллельного корпуса 
может дать ответ на вопрос, насколько стандартным является язык 
международных договоров, и  можно ли за казенными фразами раз-
глядеть что-то еще? Является ли жанр международных договоров еди-
нообразным, и если нет, то что влияет на него больше: время заклю-
чения договора, тематика, страна, с которой заключается договор или 
политическая ситуация в мире и отношения между двумя странами?
Корпус дает возможность анализировать тексты на одном из язы-
ков или сравнивать языковые версии договоров между собой как 
в синхроническом, так и в диахроническом аспектах. При этом добав-
ление каждой новой пары языков повышает объективность и универ-
сальность полученных данных.
Одно из направлений исследования языка договоров — анализ ча-
стотных списков, которые позволяют узнать, какие слова чаще всего 
повторяются в  текстах, и  таким образом судить о  тематике, стили-
стических пристрастиях автора, степени экспрессивности и т. п. [см., 
напр., Probirskaja 2009; Mikhailov, Santalahti 2017].
Параллельный корпус дает возможность исследовать, насколько 
совпадают или расходятся разные языковые версии договоров. Так, 
предварительное исследование выражения категории отрицания 
в финско-русских международных договорах [Souma et al 2017] пока-
зало, что нередко имеет место описание ситуаций с противоположных 
точек зрения, например, «запрещено Х» ↔ «разрешено не Х».
Другое направление исследования  — интерференция языков 
и иные особенности, связанные с переводческой деятельностью, ко-
торые можно выявить также путем анализа различных морфологиче-
ских и синтаксических особенностей текстов.
Анализ языка международных договоров может многое рассказать 
об отношениях между сторонами, о том, как шла работа над докумен-
тами, об особенностях жанра международного договора как таково-
го. Корпус текстов может быть интересен не только для лингвистов 




У корпуса есть существенная проблема  — маленький объем. До-
говоров между государствами не так много, например, между Россией 
и  Финляндией было заключено немногим больше двухсот соглаше-
ний, а  ведь это соседние государства. В  результате получаем масси-
вы данных довольно скромных размеров, что затрудняет выполнение 
исследований, требующих большого количества данных. Расширение 
корпуса путем включения новых пар государств позволяет смягчить 
проблему лишь отчасти, например, добавив договоры между Россией 
и Германией и между Финляндией и Германией, мы увеличим количе-
ство текстов на русском и финском языках, но при этом количество 
параллельных русско-финских текстов не изменится и останется не-
значительным.
Чтобы получить большее количество текстов для каждой языковой 
пары, можно собирать договоры более низкого уровня: между адми-
нистративными образованиями, городами, общественными организа-
циями, крупными государственными компаниями и т. п. Такие доку-
менты не только позволят увеличить объем данных, но и будут давать 
и более разноплановую картину жанра договора. Работа по расшире-
нию корпуса уже начата и финансируется консорциумом FinCLARIN. 
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ИСПОЛЬЗОВАНИЕ ИНСТРУМЕНТА SKETCH ENGINE  
ДЛЯ ИЗВЛЕЧЕНИЯ ТЕРМИНОЛОГИИ
THE USE OF SKETCH ENGINE TOOL FOR TERM EXTRACTION
Аннотация. Извлечение терминологии — одна из актуальных задач корпусной лингвистики. Опи-
сание терминосистемы предметной области «Водоснабжение и водоотведение» представляется 
важным для решения задач научно-технического перевода. В статье описан опыт применения 
инструмента Sketch Engine для создания тестового корпуса текстов и извлечения терминологии 
для предметной области «Водоснабжение и водоотведение» на материале английского, немец-
кого и русского языков. 
Ключевые слова. Корпусная лингвистика, корпус текстов, терминология, терминосистема, тер-
мины, извлечение терминологии.
Abstract. One of the main problems of corpus linguistics is term extraction. It is important to 
describe the term system of subject area “Water supply and water sewage” for solving scientific 
and technical translation problems. The paper describes the testing of the Sketch Engine tool for 
creation comparable text corpus and term extraction for the subject area “Water supply and water 
sewage” for English, German and Russian.
Keywords. Corpus linguistics, text corpora, terminology, term system, terms, term extraction.
1. Введение
Извлечение терминологии является одной из  актуальных задач 
корпусной лингвистики. В условиях постоянного научно-техническо-
го прогресса растёт роль межкультурной коммуникации и на первый 
план выходит решение задач точного перевода научно-технических 
терминов и терминологии. К сожалению, успехи нейронного перево-
да не решают проблему точного и правильного перевода терминоло-
гии. Корпус текстов является проверенным средством, применяемым 
в терминологических исследованиях, управлении операциями с дву-
язычной и многоязычной терминологией и составлении на их осно-
ве терминологических словарей разного типа [Khurshid, Rogers 1992]. 
Наибольшее распространение для решения терминологических задач 
получили параллельные и сопоставимые корпусы текстов — массивы 
текстов одной предметной области на разных языках. Для параллель-
ных корпусов характерно наличие текстов, являющихся переводами 
друг друга. В случае создания/использования сопоставимого корпуса, 
тексты необязательно должны быть переводами друг друга, достаточ-
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но их принадлежности к одной предметной области. Данные, получен-
ные с помощью корпусов разного типа, могут быть также использова-
ны для описания терминосистемы определенной предметной области.
Исследование терминологии предметной области «Водоснабже-
ние и водоотведение» и описание её терминосистемы для нескольких 
языков (английский, немецкий, русский) обусловлено экстралингви-
стическими и лингвистическими причинами. На данный момент от-
сутствуют комплексные описания терминосистем данной предмет-
ной области, что актуально для решения задач научно-технического 
перевода и составления многоязычных словарей, особенно в условиях 
постоянного взаимодействия с зарубежными инвесторами и обмена 
опытом. Представляется актуальным создание сопоставимого корпу-
са специальных текстов предметной области «Водоснабжение и водо-
отведение» для дальнейшего описания и  сравнения терминосистем 
данной предметной области на материале английского, немецкого 
и русского языков.
2. Инструментарий и эксперимент
Для формирования тестового сопоставимого корпуса специаль-
ных текстов предметной области «Водоснабжение и  водоотведение» 
используется инструмент Sketch Engine. Минимальный объём такого 
корпуса для работы терминолога по рекомендации ряда разработчи-
ков системы Sketch Engine — 100 000 словоупотреблений.
С помощью функции Term Extractor получены списки ключевых 
слов и  терминов-кандидатов предметной области «Водоснабжение 
и водоотведение» для трёх языков (английский, немецкий, русский). 
Для проверки полученных терминов-кандидатов выполнена формаль-
ная оценка по «эталонному списку» [Браславский, Соколов 2008]. В ка-
честве «эталонного списка» для русского языка использовались ГОСТ 
по водоснабжению [ГОСТ 25151-82 1982] и Словарь-справочник тер-
минов нормативно-технической документации [Academic.ru 2015]. 
Для английского языка  — Англо-русский словарь по гидротехнике 
[Владимиров и др. 1983], для немецкого — Немецко-русский словарь 
по водному хозяйству [Krohmer et al. 2010]. Использование указанных 
словарей и  ГОСТа в  качестве «эталонного списка» для формальной 
оценки представляется целесообразным, потому что в них содержат-
ся слова, относящиеся к профессиональной лексике. Отметим также, 
что профессиональный язык постоянно обогащается новыми терми-
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нами и за последние несколько лет терминосистема предметной обла-
сти «Водоснабжение и водоотведение» изменилась, добавились новые 
термины, не указанные в  словарях и  стандартах, поэтому представ-
ляется интересным корпусное исследование терминологии указанной 
предметной области. Эталонный список необходим для формальной 
оценки результатов, получаемых с  помощью автоматизированных 
процедур.
Созданный с  помощью Sketch Engine корпус содержит тек-
сты из  сети Интернет (корпус построен с  помощью инструмента 
WebBootCat, который находит подходящие тексты в  сети по ключе-
вым словам, используя поисковую систему Bing). Объём полученного 
корпуса — 132 513 словоупотреблений. В состав корпуса входят три 
подкорпуса: для английского языка — 70 382 словоупотребления, для 
немецкого языка — 26 567, для русского — 35 564. Выборка терминов-
кандидатов из корпуса составляет около 1000 лексических единиц для 
каждого языка соответственно; для тестового исследования решено 
ограничиться лексическими единицами с наибольшей частотой. При-
мер выборки терминов-кандидатов для английского, русского и  не-
мецкого языков с  использованием инструмента Sketch Engine пред-
ставлен в Таблице 1.
Анализ полученных результатов для английского языка показал 
совпадение терминов-кандидатов с «эталонным списком» на 65 %, при 
этом из 35 % не совпавших со списком терминов-кандидатов 10 % по-
лученных терминов-кандидатов относятся к другим предметным об-
ластям (напр., менеджмент, продажи, пожарная безопасность). Что 
касается немецкого языка, то совпадение с «эталонным списком» со-
ставило только 16 %. Анализ оставшихся 84 % терминов-кандидатов 
показал, что они, как правило, не относятся к  какой-либо предмет-
ной области. Эти лексические единицы являются названиями компа-
ний и  организаций (напр., Ingenieur AG), также в  немецком корпусе 
присутствуют словосочетания, относящиеся к историческим текстам 
(напр., römische Zeit, griechische Zeit и  др.). Совсем другая ситуация 
с русским корпусом. С «эталонным списком» совпали почти все тер-
мины-кандидаты (совпадение 77 %). Такие термины-кандидаты как го-
рячий водопровод, наружный водопровод в списке отсутствуют, однако 
так или иначе относятся к термину водоснабжение.
Также с помощью инструмента Sketch Engine можно выделить лек-
сические единицы, семантически близкие к  тому или иному терми-
ну [Ковязина 2016]. Для этого в  системе Sketch Engine используется 
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функция построения тезауруса. В рамках тестового исследования эта 
функция была применена только к  термину водопровод. Результаты 
представлены в  Таблице 2, где указана частота встречаемости слова 
(Freq) и  статистическая мера (Score), показывающая семантическую 
близость полученных слов к ключевому слову. Полученный тезаурус 
в целом является точным, что видно из результатов, представленных 
в Таблице 2. Может вызывать сомнение наличие некоторых слов в ав-
томатически построенном тезаурусе, поэтому, обычно необходима 
оценка экспертов. В тезаурус для ключевого слова водопровод, которое 
относится к  сфере водоснабжения, попали слова канализация, водо-
отведение, которые относятся к сфере водоотведения. Это разные по-
нятия, однако, все они относятся к одной предметной области «Водо-
снабжение и водоотведение», и, к тому же, взаимосвязаны: без систем 
водоснабжения невозможно функционирование систем водоотведе-
ния.
Затем, с помощью инструмента кластеризации мы получили спи-
сок лексико-семантических групп для ключевого слова водопровод, 
Таблица 1. Пример выборки терминов-кандидатов для трёх языков 
с использованием инструмента Sketch Engine
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представленный на Рис. 1. При автоматической кластеризации были 
выделены следующие группы слов: 1)  канализация, водоснабжение; 
2)  сеть, система; 3)  трубопровод, труба, стояк; 4)  водоотведение, 
отопление; 4) дом, здание; 5) использование, устройство, расчет, про-
кладка; 6) установка, бак; 7) подача, очистка; 8) кровля, этаж, вы-
сота, пример; 9) назначение, стена, расположение, конструкция; 10) 
состав, число, условие; 11) точка, место; 12) поверхность, водосток; 
13) вариант, период. 
Всего в результате кластеризации получено 60 лексем, из которых 
58 % относятся к предметной области, а 42 % нет.
Парадигматические связи внутри кластеров имеют разный харак-
тер: например, лексемы дом, здание — являются синонимами, кровля, 
этаж — согипонимами; лексемы установка, бак демонстрируют объ-
ектные отношения, а  качество, уровень  — синтагматическую связь. 
Далее требуется оценка эксперта, однако уже можно отметить, что та-
кие лексемы как канализация и водоснабжение, водоотведение и ото-
пление относятся к разным сферам деятельности: канализация отно-
сится к сфере водоотведения, а отопление — к сфере водоснабжения. 
Как показывает анализ полученных данных, возникает очень важ-
ный вопрос о достаточном объеме и качестве корпуса. Следующая за-
дача — увеличение объема корпуса до 100 000 словоупотреблений для 
всех трёх языков. Несмотря на неплохое качество полученного «мини-
поля» для водопровода, в нём не хватает специальной лексики. В лю-
бом случае, для комплексного описания терминосистемы той или иной 
предметной области недостаточно использовать только Web-корпусы, 
поэтому требуется пополнение корпуса текстами из разных источни-
Таблица 2. Результат построения тезауруса для ключевого слова «водопровод»
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ков (не только из сети Интернет). Однако использование таких корпу-
сов всё-таки даёт представление о терминологии предметной области 
«Водоснабжение и водоотведение» и позволяет отработать методику 
автоматизированного выявления тематической лексики.
3. Заключение
С помощью инструмента Sketch Engine можно быстро создавать 
специальные корпусы текстов (на основе текстов из сети Интернет), 
получать данные о  частотности лексических единиц, формировать 
списки ключевых слов и  терминов-кандидатов, создавать глоссарии 
той или иной предметной области. Использование Sketch Engine со-
кращает работу терминолога, а сам инструмент хорошо зарекомендо-
вал себя в работе по извлечению терминологии. Sketch Engine распо-
лагает мощными инструментами для дистрибутивно-статистического 
Рис. 1. Гнездо тезауруса с выделенными кластерами для ключевого слова «водопровод»
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анализа (тезаурус, кластеризация и др.) и выявления парадигматиче-
ских связей между терминами. Однако, как отмечают исследователи, 
для совершенствования системы Sketch Engine необходимо совершен-
ствование грамматики лексико-синтаксических шаблонов [Захаров 
2015], на которой базируются инструменты выявления устойчивых 
синтаксических сочетаний (word sketches) и  построения дистрибу-
тивного тезауруса. С  помощью этого инструмента можно получить 
предварительные данные, поэтому представляется целесообразным 
ручная проверка терминов-кандидатов на терминологичность, а так-
же привлечение экспертов для установления парадигматических (он-
тологических) отношений между терминами. 
Полученные результаты дают представление о терминологии, опи-
сывающей предметную область «Водоснабжение и  водоотведение». 
Отметим, что корпус является тестовым, более того, для формирова-
ния корпуса использовались тексты, полученные только с  помощью 
инструментов Web-поиска, встроенных в систему Sketch Engine, поэ-
тому требуется продолжение исследования. В результате проведенно-
го эксперимента разработана методология выявления терминологии 
предметной области на основе корпусов.
В дальнейшем для получения более точных и полных данных в рам-
ках исследования требуется пополнение корпусов для обеспечения 
репрезентативности, а также экспертная оценка полученных резуль-
татов. Также планируется дальнейшая работа с  немецким корпусом 
с  целью повышения терминологичности автоматически получаемых 
списков терминов-кандидатов. Отдельная задача  — сопоставление 
терминологии предметной области «Водоснабжение и водоотведение» 
на трёх языках.
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ОПЫТ ИСПОЛЬЗОВАНИЯ ДАННЫХ НКРЯ ПРИ 
ОПИСАНИИ ПОЛИСЕМИИ В ПРИКЛАДНОМ 
СЕМАНТИЧЕСКОМ СЛОВАРЕ1
ON USING RNC DATA FOR RESTRICTED 
REPRESENTATION OF POLYSEMY IN AN NLP-ORIENTED  
SEMANTIC DICTIONARY
Аннотация. В АОТ-ориентированном семантическом словаре РУСЛАН значения полисемичных 
слов отражаются в отдельных статьях. Первые версии словаря получены в 2000-х гг. под руко-
водством Н. Н. Леонтьевой; сейчас группой лексикографов с участием авторов ведутся работы по 
его расширению. В первых и в нынешних версиях выдерживается стратегия экономного пред-
ставления полисемии (с эмпирическим ограничением не более 5 статей для слова). В первых 
версиях значения выделялись практически без корпусных технологий, на основе толковых 
словарей, с опорой на интуицию лексикографа. Модернизация в существенной мере опирается 
на корпусные данные; одним из критериев отбора «пятерки» представляемых лексем является 
встречаемость и частотность в первой сотне вхождений слова в основной корпус НКРЯ. 
Ключевые слова: прикладной семантический словарь, полисемия, корпусные данные в компью-
терной лексикографии.
Abstract. RUSLAN, a formal dictionary of Russian semantics for automated text processing originally 
created in mid-2000-ies by N. Leontyeva's group, is at present undergoing a major revision including 
its representation of lexical polysemy. In this work we rely on the Russian National corpus to find 
gaps and inconsistencies and to add lexical senses. Lexical ambiguity (polysemy and homonymy) 
in RUSLAN is uniformly represented by separate entries, with the technical limit of no more than 
5 senses per word. In the previous version of the dictionary these were selected mainly by the lex-
icographer's introspection and subjective decision. The revised criterion for the primary 5 senses is 
that they need to occur within the first hundred search results in NRC. 
Keywords: NLP-oriented semantic dictionary, polysemy, lexical ambiguity, corpora data in compu-
tational lexicography.
1. Общие сведения о словаре РУСЛАН
Словарь РУСЛАН, о котором идет речь в данной работе — форма-
лизованный семантический словарь, созданный на рубеже 1990-х — 
2000-х гг. под руководством Н. Н. Леонтьевой [Леонтьева 2006; Леон-
тьева, Семенова 2002]. В  настоящее время группой лексикографов 
с участием авторов проводятся работы по его обновлению и расши-
1 Исследование выполняется при поддержке РФФИ: Проект №17-04-00594-
ОГН «Автоматический словарь РУСЛАН: обновленная концепция, новая лексика».
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рению. Наряду с  авторами в  этих работах участвуют М. В. Ермаков, 
С. А. Крылов и Е. Г. Соколова.
При описании полисемии в нем, как в первых версиях, так и сейчас, 
была принята стратегия экономного представления полисемии, пони-
маемая как ограничение количества лексико-семантических вариан-
тов: не более пяти значений для одного слова. Это эмпирическое огра-
ничение обусловлено потенциальными сложностями распознавания 
значений при машинной обработке текста. На момент начала модер-
низации РУСЛАНа девять десятых представленных в нем слов были 
не более чем двузначны, и даже четырехзначных единиц набиралось 
меньше сотни на весь словник, насчитывавший ок. 12 тыс. единиц.
РУСЛАН создавался в 1990-е гг. как ресурс системы информацион-
ного анализа официальных документов РФ в Институте США и Кана-
ды РАН (тогда словарь имел сокращенное название РОСС — Русский 
Общий Семантический Словарь, а  система анализа имела название 
ПОЛИТекст [Леонтьева 2006]). Первый словник формировался на 
основе текстов указов Президента и  постановлений Правительства 
страны. Ориентиром для определения состава словника (и  для по-
строения синтаксического парсера) служило, в частности, официаль-
ное периодическое издание «Собрание законодательства Российской 
Федерации», с  его лексикой и  стилистикой. На основе ряда офици-
альных документов РФ Ж. Г. Аношкиной был построен конкорданс, 
который определенное время служил для лексикографов справочным 
ресурсом. В конце 1990-х гг. словарь был перебазирован в НИВЦ МГУ 
(где получил свое нынешнее название РУСЛАН) и стал развиваться 
как общелексический. Наследием РОССа стали значительные пласты 
общественно-политической лексики при лакунах в предметных сло-
вах. Установление баланса между отраслевой и  обиходной лексикой 
и стало одной из причин, побудившей нас обратиться к Национально-
му корпусу русского языка (НКРЯ).
2.  Учет корпусных данных при словарном 
представлении полисемии
При пополнении словника РУСЛАНа новыми единицами исполь-
зуется не сам НКРЯ, а составленный на его основе Частотный словарь 
современного русского языка [Ляшевская, Шаров 2009]: добавляются 
слова, частотные характеристики которых в этом словаре больше еди-
ницы. 
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Что же касается добавления новых значений для слов, статьи ко-
торых уже имеются в  РУСЛАНе, мы обращаемся непосредственно 
к НКРЯ и ориентируемся на встречаемость и частотность соответству-
ющих лексем в  первой сотне вхождений. Первым этапом описания 
неоднозначности и  для новых, и  для уже представленных в  словаре 
единиц, впрочем, остается «предкорпусное» рассмотрение с  особым 
вниманием к  тезаурусным связям. Затем это умозрительное пред-
ставление уточняется по толковым словарям; если словари выделяют 
у  слова более пяти значений, их частотность приблизительно оце-
нивается и  ранжируется путем просмотра первой сотни вхождений 
в НКРЯ. Конечно, реальная глубина просмотра корпуса для семанти-
чески интересных слов бывает большей, но первая сотня вхождений 
рассматривается нами в  качестве опорной выборки, позволяющей 
приблизительно оценить актуальность той или иной общелексиче-
ской единицы.
Одновременно проверяется и  другая словарная информация, 
в частности, валентностная структура слова. В словаре РУСЛАН пред-
усмотрено два типа информации: классифицирующие и контекстные 
признаки [Леонтьева, Семенова 2002]. К контекстным признакам от-
носятся поля словарной статьи, отражающие синтаксические свой-
ства и лексическую сочетаемость: грамматические характеристики ак-
тантов, словосочетания с заглавным словом, контекстные лексические 
функции. Для снятия неоднозначности при обработке текста важны 
в  первую очередь контекстные признаки, поэтому они должны осо-
бенно тщательно отражаться в словаре.
В большинстве случаев корпусные данные подтверждают ту кар-
тину полисемии, которая была реализована в  словаре. Так, кружок 
в РУСЛАНе был описан и как графический объект, и как совокупность 
людей, причем второе значение с  двумя вариантами реализации ва-
лентности на деятельность — корпус иллюстрирует обе этих реализа-
ции одновременно в примере, идущем одним из первых: театральные 
кружки или кружки игры на гитаре. Для графического объекта пример 
ставится значок (например, кружок) тоже находится на первой стра-
нице выдачи. Тут следует особо оговориться, что мы опираемся на 
сам факт присутствия некоторого значения в первой сотне примеров, 
хотя бы в виде единственного вхождения, и не требуем определенного 
количества или процента от этой сотни; модернизация РУСЛАНа не 
ставит цели полностью превратить его в частотный словарь.
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Среди значений, добавляемых на основании данных НКРЯ, велика 
доля сравнительно новых словоупотреблений, которых не было в сло-
варях, послуживших в свое время источником для РУСЛАНа. В каче-
стве примера можно привести слово тур — в нашем словаре оно при-
сутствовало только в значении этапа состязаний или выборов. Данные 
НКРЯ не просто иллюстрируют значение «поездка», но и показывают, 
что оно также не едино — тур как концертная поездка отличается от 
развлекательного путешествия по синтаксическим свойствам: у этого 
значения чаще реализуется валентность субъекта (обычный тур глав-
ной рок-группы мира), но нет валентности исходной точки (ср. туро-
ператоров, организующих туры из Европы в Крым).
Отдельным вопросом при работе с НКРЯ стал выбор подкорпуса. 
Из общих соображений газетный подкорпус представлялся наиболее 
близким к исходным целям словаря РУСЛАН, а именно к ориентации 
на общественно-политические тексты. Фактически же мы убедились, 
что на содержание словарных статей сильнее повлияли не ограничен-
ные конкретной отраслью словари, которыми пользовались состави-
тели. Результаты в газетном подкорпусе не оказались заметно ближе 
к лексике РУСЛАНа по сравнению с результатами общего поиска. Так, 
для слова аппарат в  РУСЛАНе было представлено только админи-
стративное значение; оно есть в обоих вариантах поиска в НКРЯ, как 
и значение «прибор, устройство» (в РУСЛАНе оно отсутствовало, при-
лагательное аппаратный и  другие родственные единицы были опи-
саны с отсылками на слово аппаратура). Общий поиск в дополнение 
к этим двум значениям дает также значение «совокупность средств», 
представленное в таких примерах, как понимание корректного поня-
тийного аппарата или использовать свой голосовой аппарат для про-
изводства речевых звуков.
Разумеется, далеко не всегда результаты поиска в газетном подкор-
пусе отличаются от общего. Так, для слова либеральный терминологи-
ческое значение в газетном подкорпусе ожидаемо более частотно, чем 
«нестрогий» (хотя в его окружении попадается нетерминологическая 
лексика — например, либеральная тусовка), но и последнее тоже пред-
ставлено. Слово реставрация имелось в РУСЛАНе только в физиче-
ском значении; в  НКРЯ и в  общем поиске, и в  газетном подкорпусе 
фигурирует также значение политическое, как в  примере реставра-
ция социализма. Разделять их необходимо, поскольку у  них разные 
синтаксические свойства: при физическом значении возможен агенс 
в творительном падеже (после реставрации подлинного экспоната со-
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трудниками Государственного Исторического музея); при политиче-
ском объект способен реализоваться определением (с монархической 
реставрацией); правда, в  обоих случаях для иллюстрации этих осо-
бенностей потребовался глубокий просмотр результатов поиска.
Тем не менее иногда именно газетный подкорпус помогает охва-
тить всю гамму значений. Так, для слова свидетель в  РУСЛАНе не 
было отражено значение «участник судебного процесса», только зна-
чение «очевидец». В газетном подкорпусе последнее тоже составляет 
большинство вхождений, зато для юридического термина близко к на-
чалу выдачи встречается его специфическая валентность: свидетель 
защиты, которую можно не вспомнить, если описывать это слово ме-
тодом интроспекции. Один забавный пример был связан с омоними-
ей: именно в  газетном подкорпусе при проверке упомянутого выше 
слова кружок в выдачу попал его частичный омоним, кружка, благо-
даря чему мы заметили, что кружка в словаре отсутствовала.
3.  Корпусные данные как источник для 
пополнения фразеологических полей словаря
Материал НКРЯ широко привлекается и при работе над другими 
типами словарных данных. С помощью корпуса выявляются фразео-
логические единицы, в том числе характерные именно для современ-
ного узуса и не указанные в классических словарях. Корпусные при-
меры служат основным источником текстовых иллюстраций. Эта де-
ятельность подробно освещена в [Семенова 2017]; зона иллюстраций 
структурирована, и  структура направляет отбор корпусных предло-
жений — подбираются предложения, наиболее прототипично иллю-
стрирующие каждое из описываемых свойств данной единицы.
Корпус помогает нам и в определении устойчивых сочетаний с за-
главным словом. Как правило, та же первая сотня вхождений показы-
вает, какие сочетания полезно отразить в словарной статье (в полях 
ТЕРМ /термины/ и СЛСЧ /словосочетания/). Иногда обнаруживают-
ся неожиданные сочетания, обладающие значительной частотностью. 
Например, в  первой сотне вхождений слова совещание в  основной 
корпус несколько раз встретилось сочетание особое совещание, обо-
значающее историческую реалию. Устойчивость его подтверждается 
и поиском по биграммам. Видимо, относительно высокая частотность 
обусловлена тем, что в корпусе в значительной мере (а возможно и ги-
пертрофированно) представлена историческая проза и публицистика 
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определенной тематики. Еще один пример неожиданных сочетаний 
в первой сотне вхождений — очистка от сезонности. Такое сочетание 
мы не рассматриваем как фразеологизм в  силу его принадлежности 
к профессиональному жаргону экономистов, но оно дает повод ввести 
абстрактную лексему очистка2  наряду с  обозначением физического 
действия очистка1.
Наконец, модернизация РУСЛАНа связана с корпусной идеологи-
ей еще в одном аспекте: сам словарь может в некотором смысле рас-
сматриваться в качестве метатекстового корпуса. Его состав и сочета-
емость единиц в нем может служить объектом анализа как лингвисти-
ческая модель.
Таким образом, обращение к корпусу является неотъемлемой ча-
стью деятельности в области прикладной семантической лексикогра-
фии на современном этапе. При всей важности таких предкорпусных 
этапов, как интроспекция и привлечение материала толковых слова-
рей, корпус выступает как многофункциональный инструмент, опре-
деляющий и частности, и окончательный облик словарного описания. 
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‘GOD’, ‘NATION’ AND ‘FAMILY’ IN THE IMPEACHMENT OF A BRAZIL’S 
PRESIDENT: A CORPUS-BASED APPROACH TO DISCOURSE
Abstract. Brazil’s Lower House of Congress voted the impeachment of President Dilma Rousseff on 
17 June 2016. Internet users and online newspapers immediately commented on the vocabulary 
that most legislators used to justify their votes, in most cases associating words related to God, 
family and nation to the pro-impeachment speeches. By combining corpus linguistics with discourse 
studies, I investigated the transcripts of the speeches to confirm or not the general public’s and the 
press’s impressions. The recurring keywords showed that the lexical choice of pro- and counter-
impeachment voters statistically coincides. However, their context of use sometimes differs.
Keywords. corpus-assisted discourse studies, political discourse, media discourse, impeachment, 
Brazil.
1. Introduction
On 17 April 2016, 511 Brazilian Deputies voted the impeachment of left-
wing President Dilma Rousseff, who was accused of violating fiscal laws by 
using funds from state banks to cover budget shortfalls. Besides voting for, 
against, or simply abstaining from sending the case to the Senate, Brazil’s 
Lower House of Congress’s representatives were allowed to use the micro-
phone for up to ten seconds to justify their votes. And these justifications re-
verberated in the press and social media in the form of articles and memes, 
in general with criticisms towards the lexical choice of the voters favorable 
to the process, with special emphasis to the so-called triad ‘God’, ‘family’, 
and ‘nation’.
In light of such attacking tone towards the Deputies’ lexical choices 
during the voting session, our interest arose in carrying out an analysis not 
supported solely by the frequency of words, with the purpose of confirm-
ing — or not — the representation of the Deputies’ speeches by social and 
mass media. Employing a combination of quantitative and qualitative ap-
proaches based on computer-assisted discourse studies (CADS), I aim to 
semi-automatically examine the transcripts of the votes which resulted in 
Ms. Rousseff ’s suspension and subsequent impeachment.
2. A corpus-assisted discourse analysis
Even though discourse studies have long made use of corpus linguistics, 
this association has not resulted in a large volume of research, if compared to 
the contributions of CL in lexicography, translation, language teaching, and 
others. Nevertheless, this area can benefit from the methodology underlying 
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corpus linguistics, as criticisms to discourse analysis include its supposedly 
weak method of investigating only fragments of texts based on an analyst’s 
preconceived ideas, which is not academically relevant [cf. Cheng 2003]. 
Combined with the pragmatism that a corpus-based methodology enables, 
discourse studies can have its inevitable degree of subjectivity lowered [Par-
tington 2003]. 
2.1. Media discourse
Fairclough [1989] claims that power in the media is constructed from 
systematizations, that is, from repetition of information in media activi-
ties. As the fourth State [cf. Partington 2003), the media may influence im-
portant decisions and change a country’s fate for the good and for the bad. 
Fairclough [1995] defends the concept of discourse representation, since, in 
general, in the publications there is no transparent report of what was said 
or written: what is observed is a decision making based on an interpretation 
and subsequent representation of the information that one wishes to trans-
mit. Therefore, he distinguishes the primary discourse, which is the narra-
tive proper, and the secondary discourse or the representation of the speech, 
which is permeated by interpretation. In spite of not being passive, the audi-
ence can be influenced by journalism, which produces new discourses and 
reformulates existing ones [Baker 2006].
2.2. Political discourse
Language and politics are strongly intertwined. «Language is necessary 
to any form of social activity, but politics is arguably the one that relies on 
language more than most to accomplish its goals» [Romagnuolo 2009: 1]. 
Several linguistic strategies are used by politicians in order to reach out the 
interlocutor and convince them of the veracity of their statements. Appeal-
ing to patriotism, to the cause of the disadvantaged and to the union, be-
sides legitimizing the self ’s discourse, whereas delegitimizing the other’s, are 
some of them. 
3. Methodology
The research data in this paper is drawn from the transcripts provided 
by the Chamber as Google Spreadsheet. Each Deputy’s talk was saved in 
TXT format in order to be processed by Wordsmith tools [Scott 2018] and 
the texts were subdivided into three subcorpora, according to the modes of 
vote — ‘yes’, ‘no’ and ‘abstain’ (Table 1): 
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Table 1. The corpus





Due to the very limited size of the ‘abstain’ subcorpus, the focus of the 
research lies on the ‘yes’ and ‘no’ subcorpora. I first applied the keyword 
technique to identify the most salient words in each subcorpus. This was 
done by comparing them with a 76 million word-corpus of other Brazilian 
Lower House sessions. This reference corpus is part of the Corpus Brasileiro 
(CB) [Berber Sardinha et al. 2010], a general language reference corpus of 
Brazilian Portuguese.
Keywords were calculated using the combination of a statistical test of 
significance (log-likelihood) with an effect-size measure (Log Ratio) [Har-
die, forthcoming]. Log-likelihood was applied to identify words that were 
significantly more frequent in our study corpus in relation to the reference 
corpus, and Log Ratio was used to determine the difference between the 
frequencies of a given word in the two corpora. The minimum critical value 
of 6.63 (p < 0.01) was applied as a cut-off point for the log likelihood, and 
a minimum score of 2.0  for the Log Ratio calculation. In order to avoid 
selecting words restricted to a handful of examples, the analysis focused on 
words occurring at least five times in the ‘no’ subcorpus and twelve times in 
the ‘yes’ subcorpus, since their different sizes should be taken into account. 
According to the criteria established, the quantitative analyses resulted, 
respectively, in 65 and 101 keywords. Keywords which recur in both lists, 




Keywords retrieved from subcorpora ‘yes’ and ‘no’ corroborated the clear 
political polarization of the representatives’ opinion. Following Chilton’s 
[2004] dichotomy of strategies related to ‘legitimization’ and ‘delegitimi-
zation’ in political discourse, different forms of positive self-representation 
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and negative representation of the opponent were observed in both subcor-
pora. Pro-impeachment Deputies associated their votes for the continuation 
of the process with positive words, usually indicating celebration and expec-
tations, such as viva [hurray], esperança [hope], amor [love], futuro [future], 
favor [favor], mudança [change], and melhor [better]. The ones contrary to 
the process, on the other hand, opted for a vocabulary which reveals defense 
to the then President and the legality of her government — honrada [honor-
able], honesta [honest], legitimidade [legitimacy], urnas [ballot boxes], Con-
stituição [Constitution], etc.
Unsurprisingly, keywords in the ‘no’ subcorpus also demonstrate their 
more socialist view by praising people’s accomplishments and defending as-
sistance programs and minorities: democracia [democracy], liberdade [liber-
ty], soberania (popular) [(popular) sovereignty], (estado) democrático (de di-
reito) [democratic (rights)], (reforma) agrária [land (reform)], trabalhadores 
[workers], pobres [poor people], companheiros [companions], luta [fight], 
juventude [youth], mulher [woman], classe (trabalhadora) [(working) class]. 
Golpistas [coupists], covardes [cowards], golpe [coup], farsa [farce], hipocri-
sia [hypocrisy], corruptos [corrupts], and ditadura [dictatorship] are exam-
ples of accusations from the counter-impeachment Deputies against their 
opponents.
4.2. YES and NO
Among the keywords that recur in the ‘yes’ and ‘no’ keyword lists there 
are functional words, such as prepositions, pronouns and adverbs. These 
words are usually disregarded, whereas lexical, or content words, are privi-
leged. However, in our analysis three categories deserve attention. They are 
(i) the first-person plural pronoun nós [we], (ii) the possessive adjectives 
meu and minha [my], and (iii) the combination of the preposition per and 
the definite article plural os, resulting in pelos [for]. Chilton [2004: 56] ob-
serves that, in political discourse “[…] the first person plural (we, us, our) 
can be used to induce interpreters to conceptualize group identity, coali-
tions, parties, and the like”. Along with the first person singular eu [I], and 
possessive adjectives meu/minha [my], nós identifies the Self, the speaker, 
who is here, close to the interlocutor. 
Along with phrases with nome [name] and respeito [respect], forming em 
nome de [in the name of] and em respeito a [in respect to], pelos [for] is used 
to legitimize the vote by associating it with a group, a place or a renowned 
character, characteristics which were observed in the two modes of votes. 
Cometeu [committed], crime (de responsabilidade) [breach of fiscal law] and 
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corrupção [corruption] are controversial words recurrently used by both 
sides of voters and which demanded an analysis that goes beyond keyness. 
The investigation of concordance lines of cometeu showed that in the 13 oc-
currences in the ‘yes’ subcorpus, the Deputies claim that the then President 
definitely committed the crime of breach of fiscal law. The only two times 
não [no/not] appears in the surroundings of the keyword, it is used with só 
[only] to include other accusations. 
The analysis of few surrounding words of the node results even more un-
fruitful for corrupção [corruption]. Combate [fight (noun)], combater [fight 
(verb)], contra [against] and fim [end] collocate with the keyword in both 
subcorpora. Only a closer look at the co-contexts can distinguish between 
reciprocal accusations.
4.3. The triad
By comparing keywords of subcorpora ‘yes’ and ‘no’, I observed that 
Deus [God] and some words related to family members — filho(s) [sons; 
offspring]1 and família [family]  — statistically recur in both subcorpora. 
Nação [nation], on the other hand, is a keyword only in the ‘yes’ subcorpus. 
The language of political discourse is commonly intertwined with reli-
gious beliefs [cf. Chilton 2004]. Contrary to what mass media and Internet 
users published after impeachment voting, Deus [God] appears as a key-
word in both subcorpora, even though the analysis of concordance lines 
showed that the contexts of use differ. In the ‘yes’ subcorpus, Deus, with 
49 occurrences, has in its surroundings words associated with religious ritu-
als, such as abençoe [bless], Senhor [Lord], agradecer [thank] and pedir [ask], 
resulting in appeals. As for the ‘no’ subcorpus, of the seven occurrences of 
the keyword, Deus is used (i) to criticize the speeches of those who sup-
ported impeachment (4 times), (ii) as an interjection (1 time) and (iii) to 
invoke divine help (two times). Therefore, I conclude that, in spite of being 
mentioned with statistically relevant frequency in both subcorpora, Deus is 
not used with the same intention. 
By analyzing the political use of language, Chilton [2004: 117] concluded 
that, together along with fear, anger, a sense of security and loyalty, protec-
tiveness towards the family is the kind of emotion that is stimulated, since 
it represents the center of social entities, in contrast with the «insiders» and 
1 In Portuguese, when masculine and feminine are together, the plural is usually 
formed in the masculine. So, for example, filhos can refer to daughter(s) and son(s) or to 
more than one son.
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«outsiders» [Chilton 2004: 52]. Justifying the vote on behalf of family mem-
bers was also identified as a recurrent strategy in the study corpus, being 
the keywords filhos [sons; offspring] and família [family] recurrent in both 
‘yes’ and ‘no’ modalities of vote. A closer look at the co-contexts indicated a 
recurring tendency of justifying the vote on behalf of the offspring, as pelos 
[for], followed by the possessive adjectives meus [my], seus [your] and nos-
sos [our], collocates with the search word filhos in both subcorpora. 
The investigation of the keyword família demonstrated that, apart 
from its canonical meaning — a social group consisting of parent(s) and 
child(ren) –, used in all occurrences of the word in the ‘yes’ subcorpus, in 
three out of the eight occurrences of the word in the ‘no’ subcorpus, família 
is pronounced three times as part of the proper name Bolsa Família, a social 
program created by left-wing President Luiz Inácio Lula da Silva to provide 
financial aid to poor families in Brazil. A centerpiece of his administration, 
the program certainly played a center role in the election of Lula’s succes-
sor, Dilma Rousseff. Therefore, it comes as no surprise that some Deputies 
opposed to the impeachment appealed to the program to justify their votes. 
According to Chilton [2004: 204], appealing to patriotism is common in 
political discourse. Deputies pertaining to both modalities of vote declared 
respect to the states they represent. Nevertheless, reference to the country 
as a whole is frequent only in the ‘yes’ subcorpus, in which Brasil and nação 
[nation] are keywords.
5. Concluding remarks
By combining CL and discourse studies, in this paper I argue that, unlike 
what the mass media published, and social network users endorsed, the so-
called triad Deus, nação and família does not always occur with statistically 
more significant frequency in pro-impeachment discourses, but in a larg-
er number in these speeches, since the votes favorable to the process were 
2.68 times bigger than those opposed to it. In addition, the crude counting 
of word occurrences is not enough to reach generalizations. The investiga-
tion of the surroundings of the keywords played a vital role in showing the 
real differences and similarities between the speeches. 
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РУЧНАЯ РАЗМЕТКА КОРПУСА ДЛЯ ИЗУЧЕНИЯ  
СТАТИСТИКИ КОНЦЕПТОВ
MANUAL TAGGING OF THE CORPUS FOR STUDYING OF  
CONCEPT STATISTICS
Аннотация. Изучение статистики концептов предполагает работу с размеченными корпусами. 
В принципе, такая разметка может быть только ручной разметкой на основе экспертных оценок 
с привлечением нескольких экспертов. Однако, в ряде случаем такая возможность исключена 
и разметка делается автором исследования. Экспликация принципов разметки и воспроизво-
димые количественные закономерности (покрытие 80 % использования концептов 7±2 из них) 
дают основание считать такую разметку удовлетворительной.
Ключевые слова. Концепт, распределение концептов, квантитативная концептология, ручная 
разметка текста, соотношение Парето, магическое число Миллера.
Abstract. The study of concept statistics involves working with tagging corpuses. In principle, such a 
tagging can only be manual tagging based on expert assessments involving several experts. Howev-
er, in some cases this possibility is excluded and the tagging is made by the author of the study. The 
explication of the principles of tagging and reproducible quantitative patterns (covering 80 % of the 
use of concepts 7 ± 2 of them) suggest that such tagging is satisfactory.
Keywords. Concept, concept distribution, quantitative conceptology, be manual text tagging, Pareto 
relation, Miller magic number.
Очевидным путём исследования концептов является разметка 
корпуса несколькими экспертами, но иногда привлечение нескольких 
экспертов невозможно. Далее в качестве экспертов выступали авторы 
ниже перечисленных исследований в  сотрудничестве с  С. В. Чебано-
вым как руководителем.
Первый пример такой работы — исследование социальных инсти-
тутов как типичных концептов в  текстах, являющихся эталонными 
представлениями социальной реальности. Частоты упоминания ин-
ститутов собраны по «Народным русским сказкам» А. Н. Афанасьева 
А. П. Чернышовой, кодексу Наполеона Ю. И. Ляпуновой, «Соборянам» 
Н. С. Лескова М. В. Кирилловой, «Истории одного города» и «Сказкам» 
М. Е. Салтыкова-Щедрина, «Жизни и  необычайным приключениям 
солдата Ивана Чонкина» и «Москве 2042» В. Н. Войновича М. А. Смир-
новой, письменным работам школьников А. С. Курочкиной, что было 
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обобщено в  статье С. В. Чебанова [2012]. Во всех случаях работа на-
чиналась с выделения в тексте обозначений социальных институтов, 
сложность чего в  их несформированности в  русской культуре. Для 
их распознания требуется специальное обучение, что исключает ис-
пользование нескольких экспертов. В  результате обнаружена резкая 
неравночисленность упоминания разных концептов, но  вид их рас-
пределения не изучался.
Такие распределения получены для концептов  — описаний же-
стов в романе Л. Н. Толстого «Война и мир» [Семёнова, Чебанов 2012]. 
В ранговой форме распределение концептов разных компонентов же-
стов резко убывающее, а распределение жестов по героям — обычное 
ципфоподобное H-распределение (как и  лексем в  русских послови-
цах — рис. 1).
Рис. 1. Частотно-алфавитное распределение лексем описания составности человека 
в СД. По оси абсцисс — ранги лексем, по оси ординат — логарифм частот
Распределение концептов было основным объектом исследования 
Линь Цзиньфэн [2018] по русской (по собранию В. И. Даля  ([Даль, 
1862]  — далее СД) и  китайской (по Собранию китайских пословиц, 
1961 [Собрание…, 1961] — далее СКП) пословичным картинам мира.
В этом случае разметка зависит от склонности эксперта к дихото-
мии, признающей в составе человека тело и дух, или к трихотомии, 
различающей тело, душу и дух, которую невозможно учесть при отбо-
ре экспертов. Поэтому разметка производилась автором, на протяже-
нии двух с половиной лет занимавшимся этой проблемой, после чего 
он выбрал трихотомию как основу ручной разметки [Линь Цзиньфэн 
2018], по данным которой была собрана статистика.
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На основе анализа семантики токенов (лексем, слово-сочетаний, 
описательных конструкций, косвенных наименований и т. д.) и содер-
жащих их пословиц были выделены концепты 1-го уровня, передаю-
щие составность человека и вычислены их частоты как суммы частот 
передающих их токенов. На основании отношения «часть-целое» вы-
делены концепты 2-5-го уровней (для СД и СКП). Их частоты вычис-
лялись как суммы частот, входящих в  них концептов более низкого 
уровня (Табл. 1). 
Таблица 1. Число концептов разных уровней (N) и их число,  




N m N m
1 49 8 37 12
2 36 8 27 9
3 24 6 21 7
4 18 6 15 5
5 5 2 3 1
Распределения этих частот резко неравночисленные и в ранговой 
форме резко убывающие (Рис. 2). Характер этих распределений оказы-
вается однотипным для распределений частот концептов 1÷5 уровней 
русских и китайских пословиц. При этом, чем выше уровень концеп-
тов, тем их меньше и тем круче падение их частот. Динамика накопле-
ния частот концептов для всех распределений совершенно однотипна 
(Рис. 3).
При этом 80 % (соотношение Парето) покрытия частот употребле-
ния концептов достигается для концептов 1÷4 уровней русских и ки-
тайских пословиц за счёт 5–9 концептов (кроме 12) и слабо зависит 
от числа концептов (15÷49; Табл.  1), что соответствует магическому 
числу Миллера 7±2 компонентов, оптимальному для оперативной па-
мяти [Миллер 2010].
Такая же картина получена [Бабарико, Чебанов 2015] для концеп-
тов чисел в  пословицах СД, собрания В. М. Мокиенко с  со-авторами 
([Мокиенко и др., 2010] — далее СМ) и в СКП [Babariko, Jinfeng, Che-
banov 2016]. 80 % покрытие числовых концептов достигается для 7 чи-
сел всех трёх массивов — СД, СМ и СКП. 
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Другое направление квантитативной концептологии –изучение 
частот токенов, выражающих концепты. Вариант их изучения наме-
 
Рис. 2. Частоты концептов, 
передающих составность человека, 
1-го уровня в китайских пословицах. 
По оси абсцисс — ранг, по оси 
ординат — логарифм частот
Рис. 3. Накопленные частоты концептов 3-го уровня (китайских). По оси абсцисс 
ранги и соответствующие им лексемы, по оси ординат — накопленные частоты 
(в процентах)
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чен в связи с понятием пойнтер-точки [Кудрин 2007: 25–33]. Видовым 
(спектровым) представлением Н-распределения является функция 
Ω(х) = W0/x1+α, где Ω(х) — коли-чество знакотипов с одинаковым ко-
личеством знакоупотребле-ний, х  — количество знакоупотреблений 
каждого знакотипа, α  — характеристический показатель распреде-
ления, а  за W0 принима-ется численность самого частого знакотипа. 
Пойнтер-точка ℛ  — точка перегиба, такая что, «Гипербола делится 
точкой ℛ на две ветви: слева i = 1, 2, …, ℛ  — неоднородные касты 
<классы знако-типов, в  данном случае лексем, с  одинаковой часто-
той>, где каж-дая каста представлена множеством видов <лексем>; 
справа i = ℛ + 1, ℛ + 2, …, K — однородные <содержание только одну 
лексе-му> касты … (i соответствует числу особей этого вида)» [Кудрин 
2007: 29]. Е. Б. Кудрина показала, что по частоте упоминаний ге-роев 
в «Мастере и Маргарите» М. А. Булгакова к пойнтер-точке R = 34 при-
мыкают Левий Матвей, Гелла, Н. И. Босой, Варенуха, Римский, Стёпа 
Лиходеев и Га-Ноцри, которые составляют бул-гаковскую специфику 
повествования и его отличие от «Фауста» Гёте [Кудрин 2007: 31]. По-
этому по методике С. Л. Пущина [2014: 21–28] была найдена пойнтер-
точка распределения токенов, описывающих человека в СД и СКП. 
Для СД пойнтер-точка соответствует частоте 186 (ближай-шие лек-
семы Воля — 190 и Сердце — 175), вблизи пойнтер-точки оказывают-
ся добро, видеться, добрый, воля, сердце, чёрт, грех, характеризующие 
[СЕРДЕЧНУЮ ДУШУ], [ГОЛОВНУЮ ДУ-ШУ], [ДУХ], а через видеть 
и [ТЕЛО], что соответствует образу русского человека как живущего 
душой и духом. Для СКП пойн-тер-точки равна 92 (ближайшие лексе-
мы 听Слышать — 96, 腿Нога от пояса до стопы — 87), вблизи которой 
饱 сыт, 死 уме-реть, 饥 голод, 讲 (книжн.) говорить, 食еда (книжн.), 
腰 поясни-ца, передающие потребность в еде как важнейшую потреб-
ность [ТЕЛА], отмечая важную для китайской культуры часть [ТЕЛА] 
[ПОЯСНИЦУ] и включая только две лексемы, обозначающие действия 
[ГОЛОВНОЙ ДУШИ] — слышать и говорить. Такая контрастная кар-
тина соответствует клише образов представителей двух народов.
Для концепта [ВЗГЛЯД] по материалам Д. М. Семёновой удалось 
рассмотреть распределение концептов его вариантов (средств переда-
чи концепта [ВЗГЛЯД]) и рассчитать для него пойнтер-точку, которой 
соответствует концепт [СМОТРЕТЬ (ПУСТО)] с частотой 9 в окру-
жении [ОПУСТИТЬ ГЛАЗА (ПУС-ТО)] и  [ВЗГЛЯД (ПУСТО)], что 
отражает не только значение концепта [ВЗГЛЯД], но и всё содержание 
текста, выражающего взгляд Л. Н. Толстого на светское общество.
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Другой способ количественного анализа выражающих кон-цепт 
токенов — метод RHA Т. Г. Петрова. Он заключается в том, что после 
получения ранговой формулы R (частотный словарь выражающих 
концепты токенов), вычисляется информационная энтропия Шен-
нона (Н  =  –Σpi*lnpi где рi  — нормированная к  1  частота i-ой лексе-
мы — [Петров, Фарафонова 2005: 48]), характе-ризующая равномер-
ность распределения токенов, и анэнтропии (A = –[(Σlnpi)/n] — ln(n), 
где n  — число токенов, представляющих концепт  — [там же, с. 61]), 
введённая для характеристики нерав-номерности доли компонентов 
(токенов) в распределение. При этом H и A рассчитываются для пол-
ных (что отражает индивиду-альность) или усечённых составов (для 
их сопоставления).
Были вычислены H и A для токенов, представляющих кон-цепты 
[ТЕЛО], [ДУША], [ДУХ] и их совокупности в СД и СКП. Расчёты про-
изведены по полным и усечённым (по 20 самым частым токенам, что 
равно минимальному числу токенов, выражающих концепт — [ДУХ] 
в СКП) словарям. В итоге получены ожидаемые результаты, вызываю-
щие частные вопросы.
Изменение H однотипно для полных и  усечённых словарей СД 
и  СКП. Для каждого из  четырёх сопоставимых комплектов данных 
H является минимальной для токенов концепта [ДУХ], следующи-
ми являются H токенов концепта [ДУША], а  ещё больше для кон-
цепта [ТЕЛО]. H для токенов, передающих совокупность концептов 
[ТЕЛО]+[ДУША]+[ДУХ], является максимальным. Для полных и усе-
чённых составов все величины H для СД сдвинуты в сторону больших 
величин, по сравнению с СКП, свидетельствуя о большей дифферен-
циации представления о человеке в русских пословицах. При этом ос-
новной вклад в H совокупности концептов [ТЕЛО]+[ДУША]+[ДУХ] 
вносят токе-ны, передающие концепт [ТЕЛО], причём этот вклад за-
метно больше для китайских пословиц. Для усечённых словарей A 
уменьшается с увеличением словаря, т. е. с ростом H, что ожидае-мо. 
Неожиданно то, что все точки, (исключение — [ДУХ] русских посло-
виц), лежат на одной прямой. Для полных словарей A в несколько раз 
больше, чем для усечённых, и есть тенденция роста A с увеличением 
объёма словаря и ростом H. 
В итоге обнаруживается новый статистический объекта со следую-
щими характеристиками.
 — Имеется некоторый текстовой массив, в котором выделен набор 
однотипных концептов. Тогда
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 — распределение частот этих концептов в ранговой форме — это 
резко убывающее распределение (показано для 12 массивов) та-
кое, что:
 — Миллеровское число 7±2  концептов покрывает 80 % употре-
блений концептов из этого набора (выполняется закон Парето 
80:20; показано для 5 массивов).
 — Частота самых редких концептов измеряется несколькими еди-
ницами — первыми десятками (если концепты связаны с тема-
тикой текста) или единицами (если тематика текста иная чем 
семантика концепта; напр., числа в пословицах), но они не обра-
зуют длинного хвоста hapax legomena (как в H-распределениях 
токенов), что позволяет квалифицировать их как распределе-
ния с толстыми хвостами [Фуфаев 1996; Anderson 2006], кото-
рые обрезаны.
 — Распределение токенов, выражающих этот набор концептов, 
аппроксимируется H-распределением, вблизи пойнтер-точки R 
которого концентрируются токены, наиболее полно представ-
ляющие данный набор концептов (показано для 4 массивов, для 
3 — впервые).
 — Для усечённых словарей токенов существует обратное соотно-
шение Н и А (показано для 2 массивов).
 — Для полных словарей токенов наблюдается прямое отношение 
Н и А, причём А полнее отражает особенности текста (показано 
для 2 массивов).
Итак, на изученных с  разной детальностью 12  массивах, рассма-
триваемых как размеченные корпуса, выявлены однотипные законо-
мерности распределения концептов. Это позволяет утверждать, что 
ручная семантическая разметка корпуса одним экспертом приемлема 
для изучения концептов.
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КОРПУСНОЕ ИССЛЕДОВАНИЕ АВТОРСКОЙ РЕЦЕПЦИИ  
В СТРУКТУРЕ ЭЛЕКТРОННОГО ГИПЕРТЕКСТА1
CORPUS DRIVEN RESEARCH OF AUTHOR RECEPTION IN  
STRUCTURE OF HYPERTEXT
Аннотация. В данной статье электронный гипертекст рассматривается как нелинейная комму-
никативно-познавательная единица, отвечающая всем критериям текстуальности. Нами разра-
батывается корпусный подход к количественному анализу семантики гипертекстового перехода 
в парах «ссылка/целевой текст», «предложение/целевой текст». В статье описывается принцип 
сбора и организации база данных гипертекстовых структур, а также алгоритм разметки по мор-
фологическому признаку и степени семантической близости. В ходе исследования полученных 
данных выявляются механизмы авторской рецепции при организации электронного гипертек-
ста.
Ключевые слова. Электронный гипертекст, пресуппозиция, дистрибутивная семантика, корпус, 
семантическая близость.
Abstract. The paper presents hypertext as a non-linear communicative-cognitive phenomenon, 
which has all the signs of textuality. We propose a corpus study of the semantics of hypertext tran-
sitions, based on the analysis of semantic proximity pairs link/target text, sentence/target text. The 
paper presents the principle of parsing and organizing a database of hypertext structures, as well 
as a markup algorithm for the POS-tagging and the semantic proximity. The article analyzes the 
features of the author's reception in the organization of hypertext.
Keywords. Hypertext, presupposition, distributive semantics, corpus, semantic proximity.
Введение
Понятие «электронный гипертекст» имеет множество интерпрета-
ций как в гуманитарных, так и технических науках, что возводит его 
в ранг мифологемы современного научного знания. Мы считаем мето-
дологически верным акцентировать внимание на текстовой природе 
электронного гипертекста и, вслед за Р. К. Потаповой, рассматривать 
электронный гипертекст как особый тип текста. В  нашем понима-
нии электронный гипертекст представляет собой «коммуникатив-
но-познавательную единицу нового типа, которая, с одной стороны, 
отвечает всем критериям текстуальности (целостность, связность, 
намеренность, приемлемость, информативность, ситуативность, ин-
1 Исследование выполнено при финансовой поддержке РФФИ в рамках 
научного проекта № 18-312-00010
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тертекстуальность), с другой — характеризуется сложной структурой 
и нелинейными связями между фрагментами» [Шульгинов 2016: 233].
При этом гипертекстуальность оказывается имманентным призна-
ком интернет-среды, в  которой функционирует электронный гипер-
текст. Погружая текст в электронную среду, автор эксплицирует зало-
женную в нем интертекстуальность с помощью гипертекстовых ссы-
лок, которые обеспечивают возможность гипертекстового перехода 
между фрагментами. Ключевым критерием существования электрон-
ного гипертекста становится наличие семантики гипертекстового пе-
рехода, который выражается в семантическом взаимодействии источ-
ника ссылки и его объекта» [Дедова 2009: 196]. Семантика гипертек-
стового перехода отражается во взаимодействии номинации ссылки 
с целевым текстом, которая может быть рассмотрена в двух аспектах: 
 — от ссылки к  целевому тексту: гипертекстовый переход стано-
вится способом прояснения референта высказывания, необхо-
димого для адекватного восприятия текста читателем, что осо-
бенно актуально при толковании терминологической лексики 
в электронных энциклопедиях [Клочкова 2015: 53];
 — от целевого текста к ссылке: целевой фрагмент гипертекста рас-
сматривается в  качестве текста-стимула, а  номинация ссылки 
и контекст ее существования становятся носителями вербали-
зованной реакции автора.
Таким образом, электронный гипертекст представляет собой со-
вокупность трехчастных элементов, являющихся результатом рецеп-
ции автора, которые включают в себя исходный текст (текст-носитель 
ссылки), целевой текст (текст, к которому осуществляется переход при 
активации ссылки) и  ссылку, обеспечивающую связность текстовых 
фрагментов. Для номинации данных единиц мы предлагаем использо-
вать термин «гипертекстема». Мы используем корпусный подход2 для 
исследования семантических связей в структуре гипертекстемы. 
1. Принцип построения корпуса гипертекстем
Разработка корпуса гипертекстем включает в себя сбор гипертек-
стовых единиц, нормализацию текстов, аннотирование по лингвисти-
ческим и экстралингвистическим принципам.
2 Доступ к тестовой версии корпуса можно получить по адресу: http://hyper-
corpus.ru/
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Формирование базы данных происходит в автоматическом режиме 
с помощью парсера (разработан на языке программирования Python), 
алгоритм работы которого включает в себя два этапа. На первом эта-
пе парсер обходит заданные электронные ресурсы для индексации 
всех ссылок на страницах, в  результате чего формируется база дан-
ных, состоящая из следующих пар: исходная/целевая страница ссыл-
ки, а также адреса их доменов. На втором этапе парсер анализирует 
полученные пары страниц для того, чтобы обнаружить в них полные 
текстовые фрагменты. При обнаружении нужных тегов все элементы 
исходного и целевого текста загружаются в базу данных.
В состав основных источников вошли следующие электронные 
СМИ: «Коммерсант», «Известия», «РБК», «Новая газета», «ТАСС», 
«Дождь», «Новая газета», «Ведомости», «Интерфакс». В  настоящий 
момент база данных включает в себя 31 тыс. уникальных текстов, вхо-
дящих в состав 51 тыс. гипертекстем (12 млн. лексем).
На этапе инвентаризации мы выделяем следующие значимые эле-
менты гипертекстемы: целевой текст; исходный текст, из которого из-
влекается предложение-носитель ссылки и номинация ссылки. Такое 
членение исходного текста позволяет проанализировать минималь-
ный контекст существования ссылки. Затем предобработку проходит 
каждый текстовый фрагмент: удаляются стоп-слова, проводится токе-
низация и лемматизация значимых слов. Кроме того, в составе исход-
ного и целевого текста выделяются ключевые слова, характеризующие 
их тематическую отнесенность. Мы пришли к выводу, что при работе 
со стилистически однородными текстами более точные данные дает 
метрика TF-IDF, которая считается по формуле
  TFIDFx,y = tfx,y × log ,  (1)
где tf — частота слова в данном документе, N — общее число докумен-
тов в корпусе, dfx — количество документов, содержащих слово. Дан-
ная мера позволяет выявлять те лексемы, которые оказываются уни-
кальны для конкретного текста относительно общего массива текстов.
Лингвистическая разметка включает полное морфологическое ан-
нотирование (используется инструмент Pymorphy2), а также показа-
тель семантической близости в  парах ссылка/целевой текст, предло-
жение/целевой текст, исходный текст/целевой текст. Семантическая 
разметка строится с помощью открытого фреймворка «WebVectors», 
который строит векторные модели дистрибутивной семантики слов. 
Дистрибутивный подход основан на вычислении степени семантиче-
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ской близости между языковыми единицами с учётом их сочетаемо-
сти: чем чаще лексемы образуют одинаковые коллокации, тем ближе 
они друг к другу по значению [Kutuzov 2017: 155]. Таким образом, мы 
получаем количественные показатели семантической близости от 0 до 
1, где 0 означает отсутствие семантических пересечений, а 1 — абсо-
лютную синонимию .
2. Результаты исследования
Частеречный анализ показал, что большинство ссылок включает 
в  свой состав глагольные (61 %), субстантивные (38 %) и  адъектив-
ные (15 %) номинации. Ссылки, характеризующиеся максимальной 
степенью семантической близости с целевым текстом, указывают на 
конкретный референт сообщения. Несмотря на потенциальное те-
матическое разнообразие целевых текстов, набор номинаций ока-
зывается ограничен спецификой публицистического дискурса. Мы 
выделяем следующие тематические группы (в скобках указана общее 
число вхождений и средняя семантическая близость в парах ссылка/
текст ): судебно-административная сфера (судья (1/0,54), прокуратура 
(6/0,31)  задержать (297/0,26), арестовать (152/0,30)); происшествия 
(выброс (1/0,43), пострадать (93/0,18), погибнуть (52/0,26)); политика 
(праймериз (1/0,53), импичмент (1/0,53), агитация (1/0,49), ратифи-
цировать (4/0,46)); финансово-экономическая сфера (баррель (4/0,61), 
доходность (1/0,62), трейдер (1/0,46), пошлина (10/0,43)  подешеветь 
(6/0,37)); волеизъявление (одобрить (91/0,20), поручить (60/0,20), 
требовать (66/0,20)).
Семантика гипертекстового перехода оказывается детерминирова-
на темой целевого текста и локализована в номинации ссылки. Таким 
образом, использование ссылок с сильной семантической связью, об-
условлено установкой автора на актуализации референта в  целевом 
тексте, что позволяет читателю получить знание о пресуппозиции вы-
сказывания автора. Кроме того, функции ссылок могут расширяться 
за счет выражения модальной оценки содержания целевого текста. 
Так, в предложении Мегин Келли заявила, что считает Владимира Пу-
тина очень умным человеком, которого не получится «перемудрить» 
в качестве источника ссылки использована лексема перемудрить, что 
выражает модальность стимулирует читателя к  совершению гипер-
текстового перехода. Социальная направленность номинации ссыл-
ки выражается в  лексемах с  семантическим компонентом усиление 
262
(ужесточение, ужесточить), репрессии (рабство, линчевать, обезгла-
вить) или преодоления ( прорвались). 
Ссылки со слабой семантической связью выполняют эвиденци-
альную функцию: они маркируют гипертекстовый переход, который 
подтверждает достоверность информации в  исходном тексте. Боль-
шинство таких ссылок являются глагольными и  относится к  лекси-
ко-семантической группе «сообщение»: заявить (1320/0,21), заяв-
лять (202/0,20), сообщить (1020/0,20), сообщать (722/0,20), писать 
(450/0,15), объявить (366/0,19). Использование глагольных ссылок 
объясняется тем, что они представляют собой предикатный центр 
предложения, содержащий в  себе в  свёрнутом виде отдельный мор-
фосинтаксический паттерн языка. Таким образом, при использование 
глагольных ссылок референциальные связи выражаются с помощью 
всей аргументно-предикативной конструкции. Например, в  пред-
ложении напомним, на Страстном бульваре в  Москве у  памятника 
писателю Александру Твардовскому 12  человек 10  сентября заявили 
о  бессрочной акции протеста, где ссылка имеет номинацию заяви-
ли, на семантику гипертекстового перехода указывает субъект дей-
ствия (12  человек), объект (акция протеста), обстоятельства места 
(на Страстном бульваре в Москве у памятника писателю Александру 
Твардовскому) и времени (10 сентября). Обращает на себя внимание 
и тот факт, что целевой текст незаконно занимает позицию объекта по 
отношению к ссылке-предикату. Таким образом, валентность глагола 
реализуется и в линейном, и гипертекстовом пространстве.
Субстантивные ссылки эвиденциального типа представлены ря-
дом номинаций, указывающих на формат целевого текста: публикация 
(188/0,22), интервью (113/0,20), сайт (58/0,17), сообщение (44/0,19), 
информация (33/0,20), заявление (27/0,22), материал (27/0,19). К дан-
ной группе примыкают ссылки-имена собственные, которые чаще 
всего указывают на название ресурса-первоисточника: ТАСС, РБК, 
Интерфакс и др. Например: Соответствующие изменения вносятся 
в закон «О порядке выезда из Российской Федерации и въезда в Россий-
скую Федерацию», пишет ТАСС. Таким образом, субстантивная ссыл-
ка входит в состав субъектно-предикатной конструкции, аккумулируя 
в себе тем самым лексическое наполнение всего высказывания.
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Заключение
Мы выявили две основные стратегии автора при создании элек-
тронного гипертекста. Во-первых, номинация ссылки может содер-
жать реакцию на содержание целевого текста. В  этом случае семан-
тика гипертекстового перехода отражается в номинации ссылки, ко-
торая вступает в  паратекстуальные отношения с  целевым текстом. 
Во-вторых, может быть использована используется стратегия под-
тверждения эвиденциональности исходного текста, за счет отсылки 
к первоисточнику. В этом случае ссылка указывает на вид деятельно-
сти, формат или жанр целевого текста, а семантика гипертекстового 
перехода распределяется по всем компонентам аргументно-преди-
катной конструкции. Перспективой нашего исследования является 
расширение корпуса, за счет концептуально-устных жанров интер-
нет-коммуникации. Это позволит провести сопоставительный анализ 
и выявить степень влияния стиля речи на проявление рецепции авто-
ра в выборе номинации ссылки.
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ПРЕДСТАВЛЕНИЕ И АНАЛИЗ БИБЛЕЙСКИХ, СВЯТООТЕЧЕСКИХ  
И ЛИТУРГИЧЕСКИХ ЦИТАТ В КОРПУСЕ СКАТ
REPRESENTATION AND ANALYSIS OF BIBLICAL, PATRISTIC AND 
LITURGICAL QUOTES IN SCAT 
Аннотация. В докладе рассматривается форма представления цитат из Библии, сочинений От-
цов Церкви и литургических текстов в  составе житий Санкт-Петербургского корпуса агиогра-
фических текстов (СКАТ). Формат разметки цитат опирается на рекомендации консорциума 
TEI (Text Encoding Initiative). Перенос корпуса на платформу TXM позволяет применить к XML-
представлению цитат ряд стастистических методов, такие как вычисление специфичности и фак-
торный анализ соответствий. 
Ключевые слова. Санкт-Петербургский корпус агиографических текстов СКАТ, платформа TXM, 
древнерусская агиография, библейские цитаты, святоотеческие цитаты, устойчивые сочетания 
лексем.
Abstract. The paper deals with the representation of quotes from the Bible, patristic and liturgical 
sources within hagiographic texts comprising the SCAT Corpus (St Petersburg Corpus of Hagiograph-
ic Texts). The format we use follows the TEI recommendations (Text Encoding Initiative). Since the 
corpus have been imported to the TXM platform, a number of statistical procedures can be applied 
to the XML tagging of quotes, including the specificity calculation and correspondence analysis.
Keywords. SCAT, St Petersburg Corpus of Hagiographic Texts, TXM platform, Old Russion hagiography, 
Bible quotes, patristic quotes, set phrases.
1. Представление цитат в корпусе СКАТ 
Санкт-Петербургский корпус агиографических текстов (СКАТ, 
http://project.phil.spbu.ru/scat) содержит свыше 20  севернорусских 
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житийных текстов XV–XVII вв. В настоящее время в сотрудничестве 
с  лабораторией IHRIM (Лион) осуществляется перенос корпуса на 
платформу TXM (http://textometrie.org), что делает, в  частности, до-
ступным комплекс текстометрических процедур, разработанных для 
этой платформы [Лаврентьев и др. 2018; Azarova et al. 2018]. 
Одним из  интересных направлений корпусных исследований яв-
ляется выявление интертекстуальных отношений, в связи с чем была 
начата работа по обозначению библейских цитат и цитат из святооте-
ческих сочинений и литургических текстов в житиях корпуса. 
При разметке цитат в  формате XML мы следуем рекомендациям 
консорциума Text Encoding Initiative (TEI). Для обозначения границ 
цитат используется тег <q>, который не только позволяет отметить 
начало и  конец цитаты, но  и  привести источник цитирования с  по-
мощью атрибута @source, ссылающегося на внешний файл с источни-
ками цитат. Дополнительно мы используем тег <seg>, чтобы отделить 
слова, вводящие цитату, от собственно цитаты и атрибут @type, могу-
щий принимать значения: author — авторская речь, speaker — цитиру-
емый автор, modified — текст цитаты перестроен, allusion — аллюзия 
на соответствующий фрагмент Библии или другого источника. При 
работе с TXM XML-разметка цитат позволяет создавать подкорпусы 
и разбивки и применять такие статистические методы, как вычисле-
ние специфичности и  факторный анализ соответствий (Correspond-
ence analysis) [Guillot et al. 2013]. Формат разметки реализован на ма-
териале Жития Дионисия Глушицкого. 
В агиографической литературе использование цитат выполняет 
очень важную функцию: цитата своим авторитетом подтверждает 
и  подчеркивает значительность описываемого события. Исследова-
тели житий давно обратили внимание на то, что построение текста 
следует определенному канону: автор находит ближайший прототип 
для святого, чью жизнь и  подвиг он должен описать, и  следует ему 
[Панченко 2003]. Неслучаен и выбор цитат. М. К. Кузьмина показала, 
что для каждого сюжетного фрагмента характерен свой набор цитат 
и что любая конкретная цитата употребляется только в определенных 
сюжетах [Кузьмина 2017].
2. Выявление особенностей цитатного материала 
Выделение цитат в текстах корпуса позволяет поставить ряд иссле-
довательских задач.
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1. Обычное наблюдение показывает, что текстовые свойства ци-
тат не вполне совпадают со свойствами авторского текста: в цитатах 
могут встречаться архаичные формы слов (например, Им. пад. ед. ч. 
любы в цитате из Евангелия от Иоанна, в то время как в других случаях 
используется только форма любовь), особая лексика (при исходищих 
водных из Псалтыри). В лаборатории IHRIM имеется опыт работы по 
исследованию особенностей прямой речи в старофранцузском корпу-
се [Guillot et al. 2015], мы продемонстрируем результаты анализа спец-
ифичности и факторного анализа соответствий на материале лексики 
и морфологических тегов цитат в контрасте с общим житийным кор-
пусом.
2. Представляют несомненный интерес устойчивые сочетания лек-
сем в библейских цитатах. Рассмотрим словосочетание жизнь вечная. 
Анализ употребления компонентов этого сочетания лексем в текстах 
Нового и Ветхого Заветов (далее — НЗ и ВЗ) показывает, что в НЗ это 
сочетание встречается 9 раз, но чаще (22) оно встречается в синони-
мичном перефразировании: живот вечный, поскольку жизнь в  этом 
значении выглядит как инновация, хотя и  употребляется в  текстах 
Нового и Ветхого Заветов 95 раз в этом значении (против 124 употре-
блений живот). Более показательным является сочетаемость прилага-
тельного вечный (всего 238 употреблений, из которых 71 в НЗ). В вет-
хозаветных текстах это прилагательное обладает довольно широкой 
сочетаемостью: вечный закон/ завет/ бог/ огонь, вечное имя/ поноше-
ние/время; вечная память/ правда/ пустыня; вечные роды/ соли/ хол-
мы/ горы и т. п. В новозаветных текстах оно реже появляется, но при 
этом из 71 вхождения 31 — это сочетания со словами жизнь и живот.
Таким образом, необходимо исследовать такие устойчивые соче-
тания лексических единиц, которые будут представлены в житийных 
цитатах библейских текстов. Синтаксические сочетания лексем, пред-
ставленных в цитатах, необходимо оценить при помощи стандартных 
индексов извлечения коллокаций, например MI-score [Азарова и др. 
2005], однако важным является, что в условиях становления жанро-
вых особенностей текстов мы видим кодификацию не столько сочета-
ния лексем, сколько способов выражения смысла «ключевых клише». 
Основными параметрами исследования подобной «устойчивости» 
будут те, которые продемонстрированы в  примере:  — ограничение 
сочетаемости лексемы в новозаветных текстах; — появление особых 
сочетаний лексем, не встречающихся в  ветхозаветных текстах или 
встречающиеся редко;  — наличие синонимических вариантов для 
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одного из структурных элементов сочетания. Безусловно, такие спец-
ифические новозаветные сочетания могут получаться за счет появле-
ния лексем, которые вовсе не встречались в ветхозаветных текстах. 
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ПОИСК И ДЕМОНСТРАЦИЯ ДАННЫХ  
В ИСТОРИЧЕСКОМ КОРПУСЕ «МАНУСКРИПТ»1
DATA RETRIEVAL AND DEMONSTRATION  
IN THE HISTORICAL CORPUS “MANUSCRIPT”
Аннотация. Представлены пользовательские модули исторического корпуса «Манускрипт» 
(manuscripts.ru), позволяющие сформировать запрос и  визуализировать данные славянских 
средневековых кодексов X–XV веков. Рассказано о назначении модулей, описаны базовые па-
раметры запросных форм. Основное внимание уделено возможностям модуля n-грамм и мо-
дуля статистики. Первый, давая возможность пользователю указать количество компонентов 
сочетания, расстояние между ними, порядок следования, статистическую меру и многие другие 
структурные и лингвистические параметры, позволяет получить сведения о статистических ха-
рактеристиках n-грамм. Второй предоставляет возможность выявить распределение символов, 
словоформ, лемм в кодексе, сопоставить их количество в нескольких подкорпусах или получить 
статистические сведения о лингвистических единицах. Приведены примеры запросов и резуль-
татов их выполнения.
Ключевые слова. Корпусная лингвистика, корпусный менеджер, лингвистическая статистика, 
средневековые славянские рукописи.
Abstract. The article deals with the user modules of the historical corpus “Manuscript” (manuscripts.
ru) providing means for query formation and visualization of data of the Slavonic medieval codices 
of the 10th — 15th centuries. The article details the purpose of the modules and describes the main 
parameters of the query forms. The main attention is given to the possibilities of the module of 
n-grams and the module of statistics. The first giving to the user the possibility of indication of the 
number of components in the combination, the distance between them, the sequence order, statistic 
measure and many other structural and linguistic parameters allows getting data on the statistic 
characteristics of the n-grams. The second gives the possibilities of revealing the distribution of 
symbols, word forms and lemmas in the codex and comparing their number in several sub-corpora 
or obtaining statistic data on the linguistic units. There are given examples of queries and results 
of their execution.
Keywords. Corpus linguistics, corpus manager, linguistic statistics, medieval Slavonic manuscripts.
1. Стандартные формы поиска и визуализации данных
Необходимыми составляющими любого корпуса являются разме-
ченные тексты и процедуры обработки, поиска и демонстрации дан-
ных — корпусный менеджер. 
1 Работа выполнена при поддержке Российского фонда фундаментальных ис-
следований (РФФИ) в рамках проекта «Лингвостатистический анализ однокомпо-
нентных и многокомпонентных лексических единиц исторического корпуса “Ману-
скрипт”» (грант № 18-012-00463).
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Исторический корпус «Манускрипт» (manuscripts.ru), содержащий 
полные транскрипции текстов средневековых славянских рукописей 
X–XV веков2, предоставляет пользователю несколько способов досту-
па к данным — одношаговый и двушаговый интерфейсы, поиск мате-
риала в нескольких или только в одном документе, особую запросную 
форму для параллельных корпусов, а также специальные интерфейсы 
для извлечения n-грамм и для получения количественных и статисти-
ческих сведений о единицах корпуса.
Созданные в  разное время, предназначенные для решения раз-
личных задач, запросные формы имеют тем не менее несколько иден-
тичных параметров: указание маски лингвистической единицы и  ее 
грамматических значений, выбор алфавита визуализации и  формы 
вывода — текста, перечней, конкордансов. Если текст и/или рукопись 
имеют аналитическую разметку, то пользователь может увидеть соот-
ветствующие фрагменты3 или построить указатели их словоформ или 
лемм. Использование многотекстовой запросной формы позволяет по-
лучить сопоставительные перечни лингвистических единиц, которые 
дают возможность увидеть различия в лексическом составе кодексов.
Особое внимание уделено средствам нечеткого поиска, который 
необходим для нивелирования различий в написании одной и той же 
словоформы. Пользователь может 1) выбрать одну из предложенных 
степеней точности маски, что позволяет приравнивать или различать 
строчные, надстрочные и инициальные буквы, учитывать или не учи-
тывать их вариантность, унифицировать или устранять диакритику 
и  титла, раскрывать лигатуры и  под.; 2)  использовать при создании 
маски регулярные выражения; 3) создать маску с помощью современ-
ного кирилловского алфавита; 4) выбрать поиск на основе лемм.
Отличаются от современных корпусов и способы доступа к доку-
ментам4: пользователь может выбрать для работы отдельную рукопись 
или уже сформированную коллекцию, которые доступны на отдель-
ных страницах портала, создать подкорпус или сделать запрос по все-
му корпусу. 
2 О корпусе см., например, [Баранов 2015].
3 Например, главы и стихи библейских книг, песнопения гимнографических 
текстов, погодные записи летописей и др.
4 Основными единицами базы данных являются физический экземпляр руко-
писи или ее сохранившийся отрывок, текст (произведение) и символ. Иерархиче-
ская модель позволяет осуществлять структурную, аналитическую, морфологиче-
скую и др. разметки «промежуточных» единиц.
273
2. Специализированные формы демонстрации данных
Корпус имеет две специализированные возможности доступа 
к данным — модуль n-грамм и модуль статистики. 
2.1. Модуль n-грамм
Модуль5 предназначен для получения сведений о  сочетаемости 
лингвистических единиц. Особенностью запросной формы является 
наличие параметров, обеспечивающих получение количественной 
и статистической информации о разнообразных многокомпонентных 
сочетаниях:
 — базовые — количество компонентов и статистическая мера;
 — структурные — расстояние между компонентами, их следова-
ние, точность совпадения маски и текстового прецедента и нек. 
др.;
 — лингвистические — тип компонентов (словоформа / лемма), их 
грамматические значения, учет стоп-слов и  границ конструк-
ций и др.
В настоящее время пользователю доступны семь статистических 
мер — Mutual Information score (и вариант Pointwise Mutual Information 
score), T-score, Log-Likelihood score (и  вариант Log-LikelihoodDunning), 
Dice coefficient (и вариант logDice), Chi-squared test, C-value, Inside6. 
Одной из целей анализа n-грамм в корпусе, как известно, являет-
ся поиск устойчивых сочетаний — коллокаций и коллигаций. Модуль 
позволяет проводить различные эксперименты, используя сочетания 
параметров и  их значений в  зависимости от решаемых задач. Так, 
выявление симметричных сочетаний возможно двумя способами  — 
с помощью меры Dice и с помощью параметра «Симметрия», который 
так же, как статистическая мера, извлекает из подкорпуса n-граммы, 
компоненты которых встречаются только вместе. 
Одновременно могут использоваться несколько параметров. Так, 
результатом запроса, приведенного на рисунке 17, стали биграммы 
страхъ гс҇нь (значение меры 2,82), (отъ) лица страха (1,99), страсѣ 
5 Адрес запросной формы: http://manuscripts.ru/mns/cred_ngr.stat .
6 О статистических мерах см., напр., [Evert 2004; Mima et al. 1998].
7 Подкорпус двух списков Паримейника (http://manuscripts.ru/mns/portal.
main?p1=57), мера T-score, маска ^стра[хшс][^ст].*, значение существительные, 
свободный порядок следования, ислкючение стоп-слов.
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трепетѣ (1,41), прм҃дрости страхъ (1,41), wтврьзають страхы (1,00) 
и нек. др.
2.2. Модуль статистики
Второй специализированный модуль8 сегодня имеет несколько ре-
жимов работы: а) режим выявления распределения единиц (символов, 
словоформ, лемм) в рукописи(ях), б) режим количественной оценки 
единиц (символов, словоформ, лемм, фрагментов, текстов) в  преде-
лах подкорпуса(ов), в)  режим статистической оценки лингвистиче-
ских единиц подкорпуса в сопоставлении со средней их частотностью 
в контрастном подкорпусе. 
На рисунке 2 показан результат запроса по поиску распределения 
словоформ с начальным страх(ш) в трех списках летописей (Лаврен-
тьевском, Ипатьевском, Радзивилловском9). Графики, выровненные 
по погодным записям, демонстрируют бóльшую частотность этих 
слов в  некоторых фрагментах второй половины списков, например 
в погодных записях с 1095 по 1098 гг.
Использование второго режима позволяет сравнить абсолютные 
и относительные частоты одной единицы в нескольких подкорпусах. 
8 Адрес запросной формы: http://manuscripts.ru/mns/!cred2.stat .
9 Страница коллекции: http://manuscripts.ru/mns/portal.main?p1=23 .
Рис. 1. Извлечение биграмм с компонентом страх(ш) из подкорпуса Паримейников
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При использовании неточной маски словоформы могут быть показа-
ны как списком, так и суммированно. В таблице 1 приведено начало 
списка слов с начальным страх(ш) и их абсолютное и относительное 
Таблица 1. Словоформы с начальным страх(ш) в летописях  
и Паримейниках (начало списка)10
Единицы Ранг




F f F f F f
страхъ 1 35 0,00008 19 0,00005 16 0,00018
страха 2 28 0,00006 15 0,00004 13 0,00015
страшно 3 19 0,00004 17 0,00005 2 0,00002
страшенъ 4 8 0,00002 7 0,00002 1 0,00001
страхомъ 5 7 0,00002 6 0,00002 1 0,00001
страшна 6 5 0,00001 3 0,00001 2 0,00002
10 В таблице: F — абсолютное, f — относительное количество.
Рис. 2. Распределение словоформ с начальным страх(ш) в трех списках летописей
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количество в подкорпусах летописей и Паримейников. Режим сумми-
рования позволяет получить относительное количество тех же слов, 
которое для этой выборки равно 0,00026  и  0,00060  соответственно. 
Оба представления показывают бóльшую частотность этих слов в тек-
стах Паримейников. 
Третий режим предназначен для статистического сопоставления 
частот лингвистических единиц с их средними частотами в контраст-
ном подкорпусе. Пользователь имеет возможность использовать меры 
Log-Likelihood, T-score и Weirdness (и их варианты, обеспечивающие 
вычисления и  при отсутствии формы в  контрастном подкорпусе)11. 
Например, оценка слов с начальными страх(ш) в подкорпусах лето-
писей и Паримейников на фоне большей части текстов исторического 
корпуса показывает более чем двукратное превышение значения меры 
T-score в Паримейниках — 0,00185 vs 0,00081.
3. Подготовка подкорпуса и интеграция модулей
В связи с тем, что лингвистический анализ часто требует сопостав-
ления материалов подкорпусов, обладающих различными характери-
стиками, важной составляющей корпусного менеджера является обе-
спечение формирования подкорпусов на основе метаразметки. Осо-
бенностью корпуса «Манускрипт» является возможность подготовки 
подкорпуса не только на основе характеристик текстов и рукописей, 
но  и  на основе разметки фрагментов, что позволяет исследовать, 
в частности, текстологически неоднородные по составу кодексы. Так, 
могут быть созданы подкорпуса стихир и канонов служебных миней, 
подкорпуса глав евангельских книг и  т. п. В  таблице 2  представлены 
первые 10  наиболее частотных слов и  форм тропарей и  стихир не-
скольких служебных миней XI–XIV вв.12
После разработки двух новых модулей — модуля статистики и мо-
дуля n-грамм исторически сложившееся разнообразие способов до-
ступа потребовало их интеграции, которая бы устранила необходи-
мость при переходе из  одного модуля в  другой вновь формировать 
подкорпус.
В настоящее время подготовленный подкорпус может быть сохра-
нен и  использован в  различных модулях. При переключении между 
11 О статистических мерах см., например, [Ahmad, Gillam, Tostevin 1999; Rayson, 
Garside 2000; Roelleke 2013].
12 Коллекция миней: http://manuscripts.ru/mns/portal.main?p1=10 .
277
запросными формами загруженные подкорпуса остаются доступны-
ми для выборки, а в модуле статистики часть из них может быть уда-
лена или к ним могут быть подгружены другие.








F f F f F f
и 1 603 0,03978 382 0,04320 221 0,03498
въ 2 191 0,01260 118 0,01334 73 0,01156
ти 3 128 0,00844 72 0,00814 56 0,00886
яко 4 126 0,00831 60 0,00679 66 0,01045
съ 5 104 0,00686 76 0,00859 28 0,00443
тѧ 6 94 0,00620 47 0,00531 47 0,00744
на 7 92 0,00607 50 0,00565 42 0,00665
сѧ 8 87 0,00574 48 0,00543 39 0,00617
ѥси 9 85 0,00561 39 0,00441 46 0,00728
же 10 84 0,00554 47 0,00531 37 0,00586
Заключение
При создании интерфейса доступа к корпусу должны быть реше-
ны многообразные технологические задачи, обеспечены функцио-
нальность и дружественность форм запросов и вывода. За более чем 
пятнадцатилетнюю работу над корпусом коллектив проекта создал 
несколько версий каждого из модулей, совершенствуя одни функции 
и отказываясь от других. Некоторые версии модулей так и остались 
экспериментальными. Существенных нововведений потребовали 
предоставление пользователю возможности работы с аналитической 
разметкой и создание статистических модулей. 
13 Веб-форма позволяет сортировать данные таблицы по значениям любого 
столбца.
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Поиски наиболее оптимальных форм запросов и  вывода данных 
исторического корпуса продолжаются.
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НОВЫЕ ТЕМЫ ДИАЛЕКТНОГО ДИСКУРСА  
(НА МАТЕРИАЛЕ ТОМСКОГО ДИАЛЕКТНОГО КОРПУСА)1 
NEW TOPICS OF THE DIALECT DISCOURSE  
(BASED ON THE TOMSK DIALECT CORPUS MATERIAL)
Аннотация. На материале Томского диалектного корпуса рассматривается возможности иссле-
дования тематической организации диалектного дискурса. Описываются фрагменты, относя-
щиеся к  темам «Техника» и «Экология». Анализируется специфика их описания в диалектном 
дискурсе с учетом темпорального и гендерного факторов, связи с традиционными установками 
сельского социума. Структурируется содержание данных тематических фрагментов. Анализиру-
ются причины их актуализации в дискурсе.
Ключевые слова. Томский диалектный корпус, русские говоры Сибири, тематическая разметка.
Abstract. The possibilities of studying the thematic organization of the dialect discourse are consid-
ered on the material of the Tomsk dialect corpus. Fragments of the topics «Technique» and «Ecology» 
are described. The specificity of their description in the dialect discourse is analyzed, taking into 
account temporal and gender factors, and the connection with the traditional attitudes of rural 
society. The content of these thematic fragments is structured. The reasons for their actualization in 
the discourse are analyzed.
Keywords. Tomsk dialect corpus, Siberian dialects of Russian, topic annotation.
Томский диалектный корпус создаётся с 2017 г. на материале диа-
лектологических экспедиций в  среднеобский регион (Томская, цен-
тральная часть Кемеровской области). Объём ресурса на сегодня  — 
более миллиона словоупотреблений. Такие особенности корпуса, как 
большой временной охват (70 лет) и детальная тематическая разметка 
(73  темы), дают возможность постановки новых исследовательских 
задач с опорой на эти параметры [Корпус. Демо-версия].
Наряду с сохранением констант традиционной культуры, материа-
лы корпуса отражают перемены, связанные с её трансформацией. Так, 
тема «ТЕХНИКА», хотя и не относится к числу частотных, однако об-
ладает определённым потенциалом для исследования мировоззрения 
сельских жителей, в том числе в микродиахроническом ключе.
1 Исследование выполнено при поддержке гранта РФФИ № 19-012-00320 «Том-
ский диалектный корпус как новый ресурс для изучения народно-речевой культу-
ры».
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Таблица 1. Распределение количества текстов, включающих тематический 
фрагмент «Техника», по временным периодам
Период 50-е 60-е 70-е 80-е 90-е — 2010-е Итого
Фрагмент «Техника» 3 23 49 57 33 165
Всего текстов 77 163 257 349 145 991
% 4 14 19 16 23 17
Количественные данные (табл. 1) позволяют выявить отчётливую 
тенденцию — возрастание числа фрагментов, посвящённых данной 
теме, как в абсолютных, так и в относительных цифрах. Особенно рез-
кий скачок наблюдается на рубеже 50-х и 60-х гг., когда активно про-
водилась политика механизации села.
Закономерно, что относительное число текстов, где актуализирует-
ся данная тема, несколько выше в речи мужчин: у них она встречается 
в 20 % текстов (53 из 264), тогда как у женщин — в 15 % (112 из 727).
Анализ текстовых фрагментов позволяет выделить повторяющие-
ся мотивы, раскрывающие содержание данной темы. Наиболее типич-
ны в диалектном дискурсе контексты с оппозицией «Раньше/Теперь», 
где сопоставляется жизнь до широкого использования сельскохо-
зяйственной техники и после: Но'нче всё машины работают, а тода' 
и жали, и молотили, и косили — всё руками. Ра'зе что коровёнка либо 
лошадёнка пособит чё и всё. Тра'хторы-то уж в колхозе появились при 
советской власти. С ыми-то много легче работать, тута-ка даже 
и сравнить грешно. (Батурино Шегарский р-н, 1967). Таким образом, 
описываются процессы индустриализации нашей страны, свидетеля-
ми которых были сами говорящие: Теперь что, имеем и плиту га'зову, 
и свет. Теперь, говоришь, если бы поднялись старики: дак это что! В 
двадцатых годах у нас, нет в тридцатых, у нас провели телефон, а чё 
раньше? деревня глухая (Зырянское, 1978); В Пико'вке у  нас радио не 
было. Я пися'т пятом году уехала, оттуда, у нас провели радио. (Кол-
пашево, 2016). Как правило, появление сельскохозяйственных машин 
оценивается положительно, так как они облегчают труд крестьянина: 
Тапе'рь у нас совхоз. Посмотришь — жи'зней залюбуешься. Машины 
кругом, тра'хторы, комбайны, а раньше этого ничего не было. (Малое 
Бабарыкино, 1967). Однако иногда отмечаются негативные послед-
ствия внедрения техники, например, что люди стали более ленивыми: 
А сейчас машинами ко'сют, сгребают, а  работать никто не хочет. 
(Кулаково, 1974).
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Часто встречаются рассказы о появлении первых технических при-
способлений: Первый трактор приехал — народ аж убился — бежал 
смотреть. Из-за речки трактор приехал…. Самолёт прилетел, так 
тож ведь народ из Молчановой весь в эропо'рт. (Молчаново, 1975). 
Отмечаются и перемены в крестьянском быту, связанные с покуп-
кой новой техники: У нас утюгов и не видели почти что, а потом уже 
маленько утюг купили с  трубой, с  углями, углями грелся, ну, такой 
огромный, туды' угли, гладит. Вам уже не приходилась видеть такие 
утюги, потому что вы выросли в такой жизни, с пядеся'т девятого 
году уже электрические, у нас уже никого не было в деревни, уже маши-
ны стиральные стали, с пядеся'т, да пядеся'т шестого или пядеся'т 
седьмого появились машины стиральные в деревнях, а раньше не виде-
ли, ну вот корыта, даже ванны не видели, не было. (Кривошеино, 1978). 
Первыми реакциями на технические нововведения у  носителей 
традиционной культуры стали, с одной стороны, любопытство, с дру-
гой — страх: У нас одни жили, как он торговал, дак все, так у него была 
машина [сельскохозяйственная]. Мы даже не видели, кака' она, толь-
ко слышали, что трещит. Всё просились у отца, посмотреть как она 
работает. Что за машина. (Нарым, 1983); Мы с ним работали, когда 
первые машины были. Как нам сказали «машины», так мы с испугу бо-
рона побросали. (Зырянское, 1978). 
Корпус фиксирует и  суеверия, связанные с  внедрением техники: 
У нас потом купили машину зажи'тошны. Идём мы на покос: «Тя'тя, 
погляди, чёрт ездит» (Луговская,1972); Правильно у нас старики гово-
рили, что чёрт в углу будет говорить — то про радио, хорошо живём. 
(Старая Шегарка, 1982). Такие представления типичны для народной 
культуры (довольно подробный анализ представлен в работе [Ники-
тина 1999]).
Попытки осмыслить стремительные техногенные трансформации 
в отдельных случаях приводят к актуализации эсхатологических пред-
ставлений, при этом развитие научно-технического прогресса связы-
вается с падением нравственности: Это идёт все по Писанию. Раньше 
у нас тётка жила, была. Она Евангиле читала, вот я тода' ничё не 
понимала, теперь вспоминаю. Как они говорили? Во, ребятишки, по-
годите, белый свет тенётами опутается, стальны' будут птицы ле-
тать, стальны' эти будут кони землю пахать. Это оно так и есть. 
Весь белый свет этими тенётами перепутался, так щас провода-то 
кругом запутали тенётами. Будет народ бесстыжий, беззаконствой, 
как скотина… (Вершинино, 1991). 
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Ещё одним свидетельством перемен в  жизни сельского общества 
является появление в диалектном дискурсе темы «Экология». Первые 
тексты подобного рода зафиксированы в  70-х гг., более распростра-
нены они в записях, сделанных в 80-е и позже. Хотя эта тема встре-
чается в  ограниченном количестве текстов (4 % всех), она отражает 
важные, на наш взгляд, изменения. Тема «Экология» имеет отчётливо 
выраженную гендерную специфику и актуализируется в речи мужчин 
в 2 раза чаще, чем в речи женщин [Земичева 2018]. Вероятно, это свя-
зано с тем, что в диалектном социуме сохраняется традиционное раз-
деление труда, и охота, рыбалка, кедровый промысел, как и осмысле-
ние связанных с ними проблем, более свойственны мужчинам.
Текстовые фрагменты с  темами «Техника» и  «Экология» нередко 
пересекаются, так как крестьяне указывают на взаимосвязь данных 
явлений. При этом если отдельные технические нововведения, как уже 
отмечалось, воспринимаются информантами положительно, то общее 
влияние технического прогресса на трансформацию природы нередко 
получает негативную оценку: А сейчас этими машинами вы'ковырят 
её [землю], тракторами-то. А раньше пахали плугами, на лошадях. 
В глубину скажем пятнадцать-двадцать санти'метров, значит, это 
точка. А он щас где-то возьмёт бе'лу глину, тронет. Трактор — его 
же не будешь убавлять ка'жну минуту, гидравлика-то работает. А где 
не совсем не хватит. А потом они осенью щас вот зябь эту вспашут, 
а весной то'ко они заборо'нют её. Ну земля не стала плодить ничего. 
(Парабель, 1985). В  некоторых случаях вмешательство в  природные 
процессы со стороны государства (связанное, в частности, с добычей 
нефти и газа как актуальными для региона отраслями промышленно-
сти) вызывает у сельских жителей отторжение, вступая в противоре-
чие с традиционным укладом жизни: Мать-сырой земле нет покою, 
всё изрыли. Геологи. В болоте нефть <задушили> и жгли её. Хоть бы 
хлеб родил. (Инкино, 1972).
В зону осмысляемых экологических событий попадают также при-
родные изменения, вызванные техногенными факторами: А сейчас 
откуда рыбы много, матушка моя? Кругом нефть да газ. В реке рань-
ше, вот, например, стерлядь взять. В Кете' она никогда не была, по-
тому что это боло'тна река, там и вода-то чёрная. А сейчас деваться 
некуда, она и туда лезет, потому что, видишь, какое движение стало? 
Раньше что, на угле ходили, на дровах. От угля-то никакого вреда-то 
нет. А  теперь ходят на этом, как его называют, на керосине. Вот 
и нет рыбы-то. (Колпашево, 1983). Отмечается и изменение климата: 
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Как вот раньше: как с юга пасмурно — на другой день погода испор-
тится. А теперь не сходится. Месяц на рогу, да плашмя лежит — ка-
кой урожай уродится. А теперь не сходится. Климат переменился — 
говорят. Раньше были страшны морозы, до пятьдесят два градуса. 
А теперь слабые. Зима морозна, лето — тепло, раньше говорили. А те-
перь зима — тепло, лето — сухо. Как-то не сходится по предметам 
разным. Не'которы говорят, что спутники лета'т. Все говорят, на 
погоду де'йствут, и на всё. Кто как говорят. (Колпашево, 1983). Как 
можно видеть, и здесь актуальна оппозиция «Раньше/Теперь».
В рамках темы «Экология» упоминается также загрязнение воды, 
воздуха, уменьшение количества рыбы, птицы, грибов и  ягод. При 
этом осознание экологических проблем может происходить есте-
ственно, благодаря жизненному опыту крестьян: [Сейчас уже не ходи-
те к речке?] Нет, ну тут как-то раза два приходилось, не было в во-
докачке воды, дак ходили. А теперь её всю замусорили, всё кидают. Я 
говорю, всю жизь этой речкой пользовались, а теперь чё попало, весь 
хлам, весь сор туда, какие-то отходы и всё к берегу. (Батурино Том-
ский р-н, 2008).
В других случаях интерес к  данной проблематике возникает, по-
видимому, под влиянием средств массовой информации: Счас учёные 
сказали, что нельзя бить кедру' колотом. Кедра от этого начинает 
болеть. <…> Лесные жители, вот скажем, к которым ближе кедрач, 
следили за ним больше, чем лесники. Раньше за жителем закрепляли 
участок, он его берёг, не трогал. Счас совсем не так относятся. Сруба-
ют ни за чё деревья. Лишь бы загубить. Нет бережного, любовного от-
ношения к природе. Бережливость счас почему-то не воспитана в че-
ловеке. Неблагородно к кедрачу относятся (Парабель, 1985); Вот у нас, 
видишь, кедро'вник-то весь поуничтожили, леспромхоз. Что-то такое 
государственный министр лесной промышленности как-то прогля-
дел. Скомандовал, чтоб кедра'ч у  речек ува'ливали. Вот щас нача'ли 
разводить его у  нас же, лесхоз нача'л. Разводит. Сколько-то гектар 
они уже. Вот насажда'ют и ро'стют тут вот. Там участие принима-
ют вот школа, ученики, вот в посадке-то, насажде'нии кедрача'. (Па-
рабель, 1985); Сосновый лес был такой. Раньше кедр не трогали. В га-
зетах борьба идёт, да всё ровно срублены, брошены. Лежит. Какая-то 
бесхозяйственность. Раньше лес не рубили. Нет, конечно, рубили. Зря 
лесину-то срубить — как-то не было. Раньше как-то к лесу бережно 
относились. А теперь с пелёнок просят ветку. Мать <щиплет> ему. 
Конечно, варвар вырастет. А так, дак все деревья общипаны. В Сочи 
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ездила: сады, лес такой красивый, а у нас всё ломать, да бросать. (Кол-
пашево, 1983). В таких фрагментах текста чувствуется влияние офи-
циального дискурса, о чём свидетельствуют вкрапления книжной лек-
сики (бережливость, неблагородно, насаждение, бесхозяйственность, 
варвар), речевые штампы (борьба идёт; участие принимают). Пока-
зательны и ссылки на авторитеты (учёные, государственный министр 
лесной промышленности), указание источника информации (прочи-
таешь, в  газетах). Подобные явления подробно проанализированы 
И. В. Тубаловой [Тубалова 2016].
Рассуждения об экологии появляются также в контексте деятель-
ности государства — прежде всего, определённых запретов: Щас ведь 
это запрещённо — бот [орудие кедрового промысла]. Потому что 
когда бьют [шишку], аж шкура слетает, оббивают. Значит, она ис-
сыхает и погибает. (Парабель, 1985); На охоте, значит, всяких это 
тоже мелочёвку. Ну бывает и соболей, и барсуков. И слушай, ты тут 
мноγо не пиши, а то чтоб меня не посадили ещё, а то меня посадят, 
это скажут, браконьер какой-то, а? Ты чё вычеркни там чё-нибудь. 
А то вишь вот барсуков, например, ловить нельзя, а я их ловил, а ты 
записала уже, да? [Смеётся] (Парабель, 2012); Самоло'вы — это тоже 
запрещённый вид лова. Категорически запрещён. Им только промыш-
ляют только на Оби. Да, на больших реках. Добывают как например, 
стерлядку, вот это на самоловы. Ну это очень редко у нас, кто занима-
ется, за это очень строго, очень строго. За одну рыбку штрафуют 
до семидесяти пяти, до ста рублей (Нарым, 1980). Лес, река кормят 
сельских жителей, поэтому запрет пользоваться дарами природы вос-
принимается неоднозначно, особенно в ситуации, когда вырубка леса 
и ловля рыбы осуществляются государством в несравненно бо'льших 
масштабах. 
Гораздо реже упоминается о природоохранной деятельности: Щас 
ещё рано грибы-ягоды собирать. В зелёной зоне собираем, там специ-
ально ни лес, ничё не вырубают (Белый Яр, 1980).
Выводы: тексты Томского диалектного корпуса отражают колос-
сальные исторические изменения ХХ в., повлиявшие как на матери-
альные аспекты жизни крестьян, так и на их мироощущение. Транс-
формации обнаруживаются, в частности, при анализе тем «Техника», 
«Экология», выделенных в корпусе. Тематическая разметка позволяет 
проводить анализ связных фрагментов диалектного дискурса, выяв-
ляя определённые мотивы (повторяющиеся смысловые фрагменты), 
свойственные описанию данной темы в диалектной коммуникации. 
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Для тем «Экология» и  «Техника», в  силу новизны соответствую-
щей проблематики, важна миромоделирующая оппозиция «Раньше/
Теперь». Тема «Техника» раскрывается также через мотивы её перво-
го появления и связанных с этим эмоций и суеверий. Рассуждения на 
экологические темы связаны как с непосредственными наблюдения-
ми, личным опытом сельских жителей, так и с деятельностью государ-
ства и СМИ. Обнаруживается взаимосвязь исследуемых тем. Нередко 
технический прогресс воспринимается в диалектных текстах как при-
чина природных изменений. 
Корпус также даёт возможность выявить взаимосвязь экстралинг-
вистических факторов и  количества тематических фрагментов. Так, 
при анализе темы «Техника» обнаруживается влияние темпорального 
фактора, темы «Экология» — гендерного.
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ПРЕДСТАВЛЕНИЕ ДИАЛЕКТОВ В ОТКРЫТОМ КОРПУСЕ ВЕПССКОГО 
И КАРЕЛЬСКОГО ЯЗЫКОВ (ВЕПКАР)1
DIALECTS IN OPEN CORPUS OF VEPS AND KARELIAN LANGUAGES 
(VEPKAR)
Аннотация. В статье описывается организация работы с диалектами карельского языка в От-
крытом корпусе вепсского и  карельского языков (http://dictorpus.krc.karelia.ru/). Обсуждаются 
вопросы, связанные с необходимостью обеспечения технической поддержки словарной части 
корпуса по заполнению и указанию связей между фонетическими вариантами лемм разных диа-
лектов карельского языка. Показаны различные способы пополнения словаря словоформами.
Ключевые слова. карельский язык, корпус, словарь.
Abstract. The article describes the work with dialects of the Karelian language in the Open Corpus 
of Veps and Karelian languages (http://dictorpus.krc.karelia.ru/). The issues related to the variety of 
Karelian dialects are discussed. Several ways of the dictionary extending with word forms and the 
connection of phonetic variants of lemmas are shown.
Keywords. Karelian language, corpus, dictionary.
1. Введение
Открытый корпус вепсского и карельского языков (ВепКар)2 содер-
жит словари и тексты прибалтийско-финских языков народов Каре-
лии.
Проект ВепКар является продолжением работ по Корпусу вепс-
ского языка (http://vepsian.krc.karelia.ru/), который разрабатывался 
в  2009-2016  годы сотрудниками Карельского научного центра РАН. 
В 2016 году проект расширился тремя наречиями карельского языка 
и пополнился новым функционалом [Зайцева и др. 2017]. На 2019 год 
в корпусе более 21 тысячи словарных статей и почти 2 тысячи текстов 
на 27 диалектах вепсского и карельского языков. В проект включены 
еще 18 диалектов карельского языка, но они пока не отражены в кор-
пусе.
Сотрудники Карельского научного центра РАН заполняют словарь 
и добавляют тексты в Корпус вепсского и карельского языков. Корпус 
карельского языка включает три подкорпуса в соответствии с делени-
1 Работа выполнена при поддержке РФФИ (проект 18-012-00117). 
2 См. http://dictorpus.krc.karelia.ru/
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ем языка на три наречия: собственно карельское и ливвиковское, об-
ладающие собственными младописьменными формами, а также лю-
диковское, над нормированным вариантом которого ведется работа 
в настоящее время (рис. 1).
Рис. 1.а. Диалекты собственно карельского наречия карельского языка, число 
словоформ (слева) и число текстов (справа) в корпусе ВепКар
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Рис. 1б. Диалекты ливвиковского наречия карельского языка, число словоформ (слева) 
и число текстов (справа) в корпусе ВепКар
Рис. 1в. Диалекты людиковского наречия карельского языка, число словоформ (слева) 
и число текстов (справа) в корпусе ВепКар
Для отображения многообразия диалектов и говоров карельского 
языка появилась возможность при редактировании леммы указывать 
словоформы по отдельному диалекту. Для установления связей меж-
ду одинаковыми лексемами в разных диалектах одного наречия был 
предложен новый вид отношений между леммами  — фонетический 
вариант.
2. О диалектах карельского языка
В корпусе ВепКар три карельских наречия даны отдельно, а  не 
представлены единым языком по ряду причин. Формирование этих 
наречий произошло в  процессе разновременных волн переселений 
карелов, носителей древнекарельских диалектов, на новые обширные 
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территории и контактов с их автохтонным населением. Таким обра-
зом, разделение языка на наречия явилось результатом влияния со 
стороны как родственных вепсского и финского языков, так и иноя-
зычной системы русского языка, которого невозможно было избежать 
в условиях многовекового экономического и культурного взаимодей-
ствия карельского населения с русским. Основному воздействию ока-
зались подвержены лексическая и фонетическая системы карельских 
наречий. Развившиеся в них существенные различия диктуют необ-
ходимость использования в корпусе ВепКар трех разных словарей ка-
рельского языка (данные на февраль 2019 года):
 • ливвиковское наречие (17 тысяч лемм),
 • людиковское наречие (450 лемм),
 • собственно карельское наречие (130 лемм).
Трудности разработки корпуса ВепКар вызваны необходимостью 
поддерживать многообразие диалектов и говоров карельского языка 
(рис. 1), сохранить в  корпусе и  представить читателю наличие взаи-
мосвязей между словами разных диалектов. В  частности, в  корпусе 
ВепКар реализованы следующие возможности:
 • поиск в словаре по языкам и по наречиям;
 • добавление словоформы для отдельного диалекта в  процессе 
редактирования леммы;
 • использование «фонетического варианта» для связи одной и той 
же леммы, имеющей в диалектах разное написание.
Технически «фонетический вариант» реализован в  корпусе 
cледующим образом. Корпус ВепКар имеет тезаурус (http://dictorpus.
krc.karelia.ru/ru/dict/lemma/relation). К  восьми семантическим отно-
шениям был добавлен «фонетический вариант» для связывания лек-
сем, имеющих отличия в звучании в разных наречиях и диалектах ка-
рельского языка.
Примеры: kaži (севернокарельский, ливвиковский, людиковский) /  kazi 
(с.к.) / kasi (с.к.) ‘кошка’ [NOM.SG], kodi (с.к., ливв., люд.) / koti (с.к.) ‘дом’ 
[NOM.SG], aiga (с.к.) /  aika (с.к.) /  aigu (ливв.) /  aige (люд.) /  aig (люд.) 
‘время’ [NOM.SG], andua / andoa (с.к., ливв.) / antua (с.к.) / andada (люд.) 
/ antta (люд.) ‘давать’ [INF], jogi / d’ogi (с.к., ливв.) / joki (с.к.) / dʼog (люд.) 
‘река’ [NOM.SG].
Схема наречий и диалектов карельского языка (рис. 1) построена 
по данным ВепКар, использована классификация от 2001 года, пред-
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ложенная П. М. Зайковым [Зайков, 2001, с. 27], и  подробная таблица 
2019 года [Новак и др., 2019]. 
В российском прибалтийско-финском языкознании в  карельском 
языке принято выделять три наречия, каждое из которых распадает-
ся на диалекты. Традиционная классификация диалектов карельского 
языка, основанная на административном принципе (волостное деле-
ние территории Карелии начала XX в.), вызывает целый ряд вопросов. 
В имеющихся вариантах классификации количество диалектов варьи-
руется от 35 до 45. При этом между выделенными диалектами далеко 
не всегда удается обнаружить наличие каких-либо существенных от-
личий, а изоглоссы диалектных явлений могут не совпадать с волост-
ными границами. В  традиционной классификации, таким образом, 
речь идет скорее о группах говоров, а проблема диалектного членения 
оставлена нерешенной. Диалектные материалы корпуса ВепКар в со-
вокупности с его техническими возможностями могут быть использо-
ваны в качестве базы для решения этой проблемы. 
Корпус на настоящий момент представлен 29 собственно карель-
скими, 10 ливвиковскими и 4 людиковскими диалектами из традици-
онной классификации. Всего получается 43 диалекта карельского язы-
ка и четыре младописьменные формы (севернокарельский, тверской, 
ливвиковский и людиковский).
3. Запросы в поисковой системе корпуса ВепКар
При формировании запроса можно уточнить язык, диалект (вы-
брать вариант из списка), либо искать по всему словарю. При поиске 
по лемме, по словоформе, толкованию можно указать шаблон. Напри-
мер, ka%i.
В диалектных текстах часто присутствует разнообразное смягче-
ние речи с помощью символа ', поэтому в системе помимо словарного 
написания словоформы, хранится запись для поиска без смягчений. 
Это не только расширяет поиск по словарю через поисковую форму, 
но и упрощает автоматическую разметку текстов.
4. Словарь корпуса ВепКар и генерация словоформ
По числу словоформ в словаре корпуса ВепКар лидируют младо-




Рис. 2. Фрагмент страницы книги «Большой карельско-русский словарь  
(ливвиковское наречие)», используемый для генерации словоформ  
в корпусе ВепКар, см. словарную статью для сложного прилагательного 
vaigiehkazvatettavu ‘трудновоспитуемый’, содержащую автоматически 
сгенерированные словоформы
Рис. 3. Словарная статья для сложного прилагательного vaigiehkazvatettavu4  
в корпусе ВепКар содержит список словоформ (выделен пунктиром),  
сгенерированных по окончаниям -an, -ua, -ii, представленным  
в «Большом карельско-русском словаре (ливвиковское наречие)»
4 См. http://dictorpus.krc.karelia.ru/ru/dict/lemma/21943 
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Лучшая проработка вепсской части словаря и  вепсских текстов 
объясняется тем, что корпус ВепКар, разрабатываемый с  2016  года, 
включил в  себя и  стал продолжением проекта “Корпус вепсского 
языка”, начало которому было положено в 2009 году [Зайцева, 2017]. 
Младописьменный ливвиковский занимает сейчас лидирующее поло-
жение в корпусе по числу лемм и словоформ, поскольку в 2018 году 
в словарь корпуса почти в полном объёме был добавлен лексический 
материал издания Бойко  Т. П. (Большой карельско-русский словарь 
(ливвиковское наречие). Петрозаводск, 2016), что составило около 
17 тысяч лемм и 63 тысячи словоформ (рис. 2).
Для ускорения процесса ввода ливвиковских слов были добавлены 
новые модули автоматического разбора текста словарной статьи. Если 
раньше нужно было сначала заполнить отдельно поля формы созда-
ния леммы, сохранить, потом открыть форму редактирования слово-
формы, вручную внести четыре словоформы из словарной статьи, то 
теперь достаточно в поле леммы вставить фрагмент словарной статьи 
вместе с окончаниями (например, “vaigieh||kazvatettav|u (-an, -ua; -ii)”) 
(рис. 2)  и  система автоматически разбирает текст, выделяет лемму, 
убирает разделители |, затем по основе леммы и окончаниям форми-
руются словоформы (рис. 3) и записываются в базу данных корпуса.
Заключение
В статье описана организация работы с диалектами в корпусе Веп-
Кар, в том числе указание связей между словами разных диалектов ка-
рельского языка. Показаны способы полуавтоматического пополнения 
словаря словоформами. Представлена схема наречий и диалектов ка-
рельского языка, построенная на основе данных корпуса ВепКар и ряда 
источников. Традиционно в  языке выделяют три наречия, каждое 
из которых включает ряд диалектов: 29 собственно карельских, 10 лив-
виковских и  4  людиковских. Таким образом, карельский язык пред-
ставлен 43 диалектами, а также четырьмя младописьменными форма-
ми (севернокарельской, тверской, ливвиковской и людиковской).
Проблема диалектного членения карельского языка до настоящего 
момента не решена. Современная классификация карельских диалек-
тов основана на административном принципе, а не на лингвисических 
критериях. И именно диалектные материалы корпуса и его поисковые 
возможности, значительно ускоряющие процесс работы с ними, обе-
спечат языковедов данными для численных и теоретических выводов 
о классификации диалектов карельского языка.
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К ПРОБЛЕМЕ СОЗДАНИЯ РАЗМЕЧЕННЫХ КОРПУСОВ ТЕКСТОВ 
 В ГРАФИКЕ XIX ВЕКА1
TO THE PROBLEM OF CREATING OF MARKED CORPUSES OF TEXTS IN 
THE GRAPHICS OF THE XIX CENTURY
Аннотация. В статье рассмотрены проблемы, которые возникают при разработке корпуса рус-
ских публицистических текстов второй половины XIX века СМАЛТ. Первая связана с большой 
орфографической вариативностью текстов (наблюдается различное написание одних и тех же 
слов). Вторая проблема связана с обработкой составных словоформ (они могут быть по-разному 
проанализированы с точки зрения их размещения в корпусе).
Ключевые слова. СМАЛТ, атрибуция текстов, разметка текстов, Ф. М. Достоевский.
Abstract. This article discusses the problems that arise during the development of the corpus of 
Russian publicistic texts of the second half of the XIX century SMALT. The first is associated with 
a large orthographic variation of texts (there is a different writing of the same words). The second 
problem is related to the processing of compound word forms (they can be analyzed differently from 
the point of view of their placement in the corpus).
Keywords. SMALT, text attribution, text markup, F. M. Dostoevsky.
Одна из отличительных особенностей корпуса СМАЛТ — это его 
нацеленность на оригинальные публицистические тексты, написан-
ные во второй половине XIX века (шестидесятые-семидесятые годы), 
что противопоставляет данный корпус большинству других из числа 
современных русскоязычных лингвистических корпусов (тексты ко-
торых ориентированы на современную орфографию) [Котов 2014]. 
Подобного рода подход вызывает очевидные затруднения, связанные 
в первую очередь с проблемами автоматической обработки таких тек-
стов.
Основу корпуса СМАЛТ составляют тексты статей журнала «Вре-
мя» (1861–1863 гг.), представленные в дореформенной графике. При 
этом часть представленных в корпусе публицистических произведе-
ний имеет установленного автора (Ф. М. Достоевский, А. А. Григорьев, 
М. И. Владиславлев и ряд других), в то время как авторство других тек-
стов однозначно не определено (такие тексты имеют пометку Dubia) 
[Захаров 2000; Котов 2012].
1 Исследование выполнено при финансовой поддержке РФФИ в рамках 
научного проекта № 18-012-90026.
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Тексты в  корпусе СМАЛТ хранятся в  дореформенной графике, 
но при этом пользователю предлагается и современное их написание. 
Тексты второй половины XIX века демонстрируют большую орфогра-
фическую вариативность, что затрудняет подготовку материала для 
подобного корпуса (в том числе и в автоматическом режиме). К при-
меру, в статье «Вопросъ объ университетах» мы можем встретить два 
разных написания слова «профессор» — через одну и через две «с»:
1) …по поводу ея профессоръ Костомаровъ написалъ свою ста-
тью…
Корпорація профессоровъ сохраняется во всей силѣ…
2) …явилось третье мнѣніе г професора Стасюлевича…
Что обязывало професора имѣть въ виду воспитательно-учеб-
ныя цѣли
Безусловно, учет подобных особенностей-разночтений полезен 
с точки зрения целого ряда аспектов: корпус СМАЛТ позволяет учесть 
изменение орфографических норм, а также проследить за общей логи-
кой развития грамматической системы русского языка XIX века.
Для решения проблемы многозначного описания в  программной 
реализации корпуса СМАЛТ выполнено разделение написания слов 
и их словоформ. Таким образом, разные написания слов могут иметь 
одну общую словоформу. Кроме этого, для каждого слова в словофор-
ме приведено современное написание, что позволяет выполнять поис-
ковые запросы без использования дореформенной графики.
Один из проблемных и сложных для решения вопросов, связанных 
с морфологической разметкой слов в лингвистическом корпусе — об-
работка составных словоформ. Рассмотрим несколько примеров, ко-
торые могут быть по-разному проанализированы с точки зрения их 
размещения и обработки в корпусе:
1) Въ первомъ нумерѣ газеты День помѣщена была статья объ 
университетахъ покойнаго Хомякова…
2) …умноженiе у  насъ въ Россiи воспитательныхъ заведенiй съ 
болѣе широкимъ преподаванiемъ чѣмъ въ гимназiи принесетъ 
намъ пользу…
3) … на эту тему можно написать тридцать пять печатныхъ 
листовъ…
В ранних разборах текстов Ф. М. Достоевского данная проблема 
для приведенных случаев решалась следующим образом: выделенные 
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компоненты разбирались как одно слово, которому приписывались 
все грамматические категории. 
1) Въ первомъ нумерѣ газеты День помѣщена была статья объ 
университетахъ покойнаго Хомякова
Слово: помѣщена была (id=55056)
Начальная форма: ПОМѢЩЕННЫЙ
Часть речи: Причастие
2) …умноженiе у  насъ въ Россiи воспитательныхъ заведенiй съ 
болѣе широкимъ преподаванiемъ чѣмъ въ гимназiи принесетъ 
намъ пользу…
Слово: болѣе широкимъ (id=55101)
Начальная форма: ШИРОКIЙ
Часть речи: Прилагательное
3) на эту тему можно написать тридцать пять печатныхъ ли-
стовъ
Слово: тридцать пять (id=55392)
Начальная форма: ТРИДЦАТЬ ПЯТЬ
Часть речи: Числительное
В поздних вариантах разбора, которые легли в  основу корпуса 
СМАЛТ, такие же контексты разбирались пословно, и у пользовате-
ля корпуса есть возможность посмотреть грамматические категории 
каждого из слов. На текущий момент для некоторых текстов в корпу-
се СМАЛТ присутствует морфологическая разметка в двух вариантах 
(условно называемых «старый» и «новый»), несколько различающаяся 
по набору частей речи и по грамматическим категориям, однако вне 
зависимости от выбранного варианта элементы в данных контекстах 
разбираются как два отдельных слова.
Рассмотрим разборы со старым набором атрибутов:










2) …умноженiе у  насъ въ Россiи воспитательныхъ заведенiй съ 





Вспомогательная часть сложной степени сравнения: Да
Слово: широкимъ (id=12611)
Начальная форма: (более) широкій
Часть речи: Прилагательное





Разряды по значению: Количественное




Разряды по значению: Количественное
По способу образования: Часть составного
Рассмотрим разборы с новым набором атрибутов:









2) …умноженiе у  насъ въ Россiи воспитательныхъ заведенiй съ 











Степень сравнения: Компонент сравнительной аналитической 
степени сравнения










Второй подход, при котором каждая подобная словоформа разби-
рается по отдельности, видится более удобным с точки зрения хране-
ния и поиска данных. В то же время, разумным представляется ука-
зание в ходе разбора на то, что некоторое слово является, к примеру, 
частью составного союза:
мы и сами не предлагаемъ никакихъ реформъ да и о предложен-
ныхъ реформахъ не очень распространимся
Слово: да (id=2179) 
Начальная форма: да
Часть речи: Союз





По составу: Часть составного союза
Каждый из  представленных подходов имеет свои достоинства 
и недостатки и не может быть выбран в качестве основного. Таким об-
разом, разумным решением является предоставление гибких инстру-
ментов анализа текстов. Программная реализация корпуса СМАЛТ 
позволяет выполнять морфологическую разметку текста в  удобном 
для исследователя формате. Также планируется внедрить возмож-
ность использования авторской морфологической разметки и после-
дующего сопоставления морфологических разборов.
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КОРПУСНОЕ ИССЛЕДОВАНИЕ ТОПОНИМОВ 
В ИЖОРСКИХ НАРОДНЫХ ПЕСНЯХ
CORPUS STUDY OF TOPONYMS 
IN IZHORIAN FOLK SONGS
Аннотация. В статье обсуждается использование топонимов в ижорских эпических песнях по 
данным корпуса «Древние песни финского народа». На материале вариантов эпической песни 
на сюжет «Большой дуб» выявлены топонимы и соответствующие им географические объекты 
Ингерманландии и прилегающих территорий. Построена иерархия их значимости для исполни-
телей народных песен и носителей ижорского языка. 
Ключевые слова. Топонимы, корпусное исследование, эпические песни, ижорские народные 
песни, Ингерманландия.
Abstract. Toponyms in the Izhorian epic songs are discussed in the article. The study is based on 
the corpus «Old songs of the Finnish People». Variants of the epic song «The Big Oak-tree» are 
investigated to list the toponyms and geographical objects of Ingermanland and adjacent territories. 
We built a hierarchy of toponyms’ importance to the singers of the songs and to the speakers of the 
Izhorian language.
Keywords. Toponyms, corpus study, epic songs, Izhorian folk songs, Ingermanland.
Материалом нашего исследования являются ижорские народные 
песни, которые еще в XIX веке были широко распространены на тер-
ритории исторической Ингерманландии на западе Ленинградской об-
ласти в местах проживания ижоры — прибалтийско-финского наро-
да — носителей ижорского языка. 
Народные песни прибалтийско-финских народов России, Финлян-
дии и  Эстонии были записаны, собраны и  опубликованы в  течение 
XIX и XX веков фольклористами и лингвистами, сохранившими бо-
гатое устное наследие до того, как древние песенные традиции у не-
которых из этих народов прервались в связи с сокращением носителей 
и исчезновением их языков.
В конце ХХ века на основе архивов в России, Финляндии и Эсто-
нии были созданы цифровые коллекции, которые положили начало 
созданию корпусов текстов народных песен и дали возможность про-
водить разнообразные корпусные исследования.
В наших предыдущих докладах на конференции «Корпусная линг-
вистика» мы уже обсуждали детально эти архивы и корпусы, их воз-
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можности и описывали проекты грамматической базы данных ижор-
ского языка и  экспертной системы по ижорскому языку (Николаев 
2011, 2017).
В этом докладе мы хотели бы обратиться к исследованию топони-
мов, которые встречаются в текстах ижорских эпических песнях. Рабо-
та с корпусами народных песен и грамматической базой данных дает 
нам возможность выявить некоторое количество географических на-
званий, которые отражают пространственные и географические пред-
ставления ижорцев, которые песенная традиция связывает с опреде-
ленными сюжетами. Обращение к  эпическим песням связано с  тем, 
что такого рода песни посвящены доисторическим мифологическим 
сюжетам, распространенным у всех прибалтийско-финских народов. 
Но у каждого народа оказывается свой набор топонимов, связанных 
с их территорией проживания и ближайшими ареалами, на которые 
распространяется их хозяйственно-экономическая деятельность. 
Надо сказать, что общий набор топонимов, встречающихся в на-
родных песнях совсем невелик. Намного больше число антропони-
мов. Однако даже у представителей одного народа, в данном случае — 
у ижорцев, можно наблюдать некоторую вариативность в использова-
нии топонимов в разных вариантах одной и той же песни, записанных 
в  разных районах Ингерманландии у  носителей разных диалектов: 
нижнелужского, сойкинского и хэвасского. 
В качестве примера, где встречается наибольшее разнообразие 
топонимов, мы возьмем сюжет «Большой дуб», который считается 
древнейшим космогоническим мифом у  прибалтийско-финских на-
родов. В  варианте сюжета, распространенного в  Ингерманландии 
(НПИ, 489), речь идет о большом дереве (чаще всего дубе), которое 
появляется благодаря хорошему удобрению земли (например, пивом) 
и вырастает выше неба, загораживая солнце. Поэтому его необходимо 
срочно срубить, и люди ищут дровосека, способного с этим справить-
ся. Из дерева затем делают необходимые в хозяйстве постройки (на-
пример, баню) и разную утварь. 
В корпусе «Древние песни финского народа» Общества финской 
литературы насчитывается более 300  записей песен на этот сюжет, 
из которых мы выбрали 50 текстов, записанных финским лингвистом 
В. Поркка в  1881-1883  годах (SKVR). Вариант этой эпической песни, 
записанный в 1968 году карельскими лингвистами Э. Киуру и Э. Кюль-
мясу, опубликован с русским переводом в сборнике «Народные песни 
Ингерманландии» (НПИ, 27; НПИ, 254).
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Приведем в русском переводе короткий отрывок из этой эпической 
песни о поиске человека, который может срубить разросшийся боль-
шой дуб (в данном варианте сестра ищет брата — это контаминация 
с другим эпическим сюжетом):
Пошла искать я брата, 
Искала в Суоми, искала на островах, 
Обыскала обе (половины) Москвы, 
Обыскала уголок Кронштадта, 
Местечко маленькое в Питере. 
   (НПИ, 254)
Теперь рассмотрим несколько вариантов на ижорском языке. Топо-
нимы выделены жирным шрифтом. Вначале приведем оригинал, пере-
вод которого представлен выше:
Etsin Soomet, etsin saaaret, 
Etsin Moskovat molloomat, 
etsin kolkan Kronstatiilt, 
piinen paikan Petteriilt 
 (НПИ 2. Soikkola, Voloitsa)
Далее — некоторые тексты из SKVR (в скобках — том, номер песни, 
место записи):
Etsin Suomet, etsin saaret, 
45 Moskovat molemmin puolin, 
Kahen puolen Kaprioo; 
Turut etsin tunnustellen. 
 (SKVR III1 1162. Soikkola, Viistinä)
40 Etsin saaret, etsin Suomet, 
Etsin Turut tunnustellen, 
Viroin välit valkissellen, 
Moskovan molemmin puolin, 
Kahen puolin Kaprioo, 
 (SKVR III1 1163. Soikkola, Väärnoja)
Etsin Suomet, e[tsin] saaret, 
Moskovat molommin puolin. 
35 Kahen puolen Kaprioo, 
Pienen Petterin selältä, 
Kaijan Kaarassan selillä, 
Uuen linnan uulitsoilla. 
 (SKVR III1 1164. Soikkola, Volotsa)
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Etsin viikon vellojain, 
35 Kuukavven Kalervuttain, 
Etsin Suomet, etsin Saaret, 
Etsin Petterin perukset, 
Kahen puolen Kaprioa, 
Moskovat molemmin puolin. 
 (SKVR IV2 1846. Hevaa, Koski)
Mäni velloni Virroo, 
25 Kalervoni Kaarostaa, 
Mokomani Moskovaa. 
Etsin Suomet, etsin saaret, 
Moskovan molemmin puolin, 
Kahen puolen Kapriota, 
30 Kahen Kaprion väliltä, 
Harkkolan molemmat haarat, 
 (SKVR III1 613. Narvusi, Kurkola)
Mänin velloo etsimää: 
25 Virot etsin velloani, 
Virot etsin, vad valitsin, 
Virot etsin viisin raksuin, 
Vait vaites kaheksin raksuin. 
 (SKVR III1 615. Narvusi, Kulla)
15 Mänin velloo etsimmää: 
Hulkuin Suomet, hulkuin saaret, 
Moskovan molemmin puolin, 
Kahen puolen Kapriota; 
Vello oli Venähen maalla. 
 (SKVR III1 619. Narvusi, Pärspää)
Топонимы, выделенные в наших примерах, и их наличие в текстах 
эпических песен на трех ижорских диалектах сведены в Таблицу 1. Мы 
привели известные нам ижорские топонимы к номинативу единствен-
ного числа, так как в текстах они встречаются главным образом в ге-
нитиве единственного или множественного числа.
Небольшой объем материала и  неравномерность распределения 
текстов по диалектам не позволяет нам получить достоверную стати-
стическую информацию о топонимах в приведенных примерах, одна-
ко, их достаточно, на наш взгляд, чтобы можно было представить об-
щую картину. Кроме того, приведенный отрывок сам по себе является 
часто повторяющейся частью текста, которую можно найти и в других 
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эпических песнях, где встречаются те же топонимы. Мы эти примеры 
здесь приводить не будем. 
В заключение мы можем сделать следующие выводы:
1. Представленные в текстах на всех трех диалектах топонимы, по-
видимому, отражают известность и важность достаточно удаленных 
от Ингерманландии объектов: Финляндии и Москвы. 
2. Апеллятив ‘острова’ нельзя соотнести с  каким-то конкретным 
объектом, но его позиция во всех текстах всегда рядом с топонимом 
‘Финляндия’ позволяет предположить, что речь идет об островах 
Финского залива в  их совокупности, поэтому можно условно тоже 
считать его значимым топонимом. 
3. Значительными региональными объектами являются Копорье, 
Петербург и Эстония. Копорье являлся одним из исторических цен-
тров Ингерманландии и приходским центром в лютеранской церков-
ной жизни.
4. Исполнителям эпических песен и представителям ижоры были 
известны и  исторические торговые центры: Турку и  Новгород, хотя 
они, видимо, и не играли значительной роли.
Таблица 1. Топонимы и их представленность в ижорских диалектах по текстам 
эпических песен на сюжет «Большой дуб», где 1 обозначает наличие данного 
топонима, а 0 — его отсутствие в сойкинском, хэвасском и нижнелужском 
диалектах ижорского языка (по данным корпуса SKVR)
Топоним (ижорский/русский) Сойкинский Хэвасский Нижнелужский
Suomi ‘Финляндия’ 1 1 1
saaret ‘острова’ 1 1 1
Moskova ‘Москва’ 1 1 1
Kaprio ‘Копорье’ 1 1 1
Petteri ‘Петербург’ 1 1 0
Viro ‘Эстония’ 1 0 1
Turku ‘Турку’ 1 0 0
Uuen linnan ‘Новгород’ 1 0 0
Kronstatti ‘Кронштадт’ 1 0 0
Harkkola ‘Гарколово’ 0 0 1
Venähen ‘Россия’ 0 0 1
Venähen ‘Россия’ 0 0 1
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5. Кронштадт появился в записях ижорских эпических песен толь-
ко в ХХ веке. Топоним отражает новые приоритеты в значимых объ-
ектах Ингерманландии. В более ранних записях народных песен он не 
встречается.
6. Некоторые объекты, например, деревню Гарколово сложно объ-
яснить в  списке топонимов в  эпических песнях. Деревня, насколько 
нам известно, не играла важной роли в экономической или политиче-
ской жизни Ингерманландии. Она находится на Сойкинском полуо-
строве, а записана в тексте на нижне-лужском диалекте. Можно пред-
положить, что упомянута она случайно. В  других текстах народных 
песен этот топоним не встречается.
7. Топоним Venähen ‘Россия’ (ген., ед. ч.) несложно объяснить с точ-
ки зрения его известности и значения, но его форма (генетив множе-
ственного числа) нехарактерна для ижорского языка и также больше 
нигде в текстах данного корпуса не встречается.
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ИНСТРУМЕНТАРИЙ НАЦИОНАЛЬНОГО КОРПУСА РУССКОГО 
ЯЗЫКА В ДИАХРОНИЧЕСКИХ ИССЛЕДОВАНИЯХ1 
ON USING THE RUSSIAN NATIONAL CORPUS  
IN DIACHRONIC STUDIES
Аннотация. Национальный корпус русского языка включает тексты разных речевых сфер и раз-
ных исторических эпох, поэтому на материале корпуса можно проводить диахронические и со-
поставительные исследования. В статье на примере конкретной синтаксической конструкции бу-
дет показано, как корпусной инструментарий помогает выявить микроизменения в реализации 
правил координации подлежащего и сказуемого на протяжении разных периодов, проследить 
конкуренцию грамматических вариантов и определить тенденции развития. 
Ключевые слова. Национальный корпус русского языка, диахронические исследования, грам-
матические варианты, согласование подлежащего и сказуемого, относительное предложение.
Abstract. The Russian National Corpus includes texts of different speech spheres and different 
historical epochs, so the material of the corpus can be used for diachronic and comparative studies. 
The article shows how the corpus tools help to identify micro-changes in the implementation of 
the rules of subject and predicate coordination for different periods, to trace the competition of 
grammatical variants and to determine the trends of development.
Keywords. The Russian National Corpus, diachronic studies, grammatical variants, subject and 
predicate coordination, relative clause.
Национальный корпус русского языка включает тексты разных ре-
чевых сфер и разных исторических эпох — от древнерусского периода 
до XXI века. Поэтому на материале корпуса можно проводить диахро-
нические исследования. Поскольку бόльшую часть корпуса составля-
ют тексты на литературном языке, эти исследования будут фиксиро-
вать прежде всего динамику литературной нормы. Однако в корпусе 
есть значительное количество некодифицированной речи — в соста-
ве корпусов устной речи и  электронной коммуникации. В  статье на 
конкретном примере будет показано, как корпус помогает выявить 
микроизменения в соотношении грамматических вариантов на про-
тяжении разных периодов и определить динамику развития.
1 Исследование выполнено при финансовой поддержке РФФИ, проект №  17-
29-09154 и программы Президиума РАН «Памятники материальной и духовной 
культуры в современной информационной среде».
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Правила, регулирующие согласование подлежащего со сказуемым, 
считаются одними из самых сложных, поскольку здесь переплетаются 
две тенденции — согласование по смыслу и согласование по форме. 
Особый стилистический интерес вызывает координация сказуе-
мого с  подлежащим, выраженным некоторыми местоимениями. Со-
гласно общему правилу при подлежащем-местоимении кто, кто-то, 
кто-нибудь, кто-либо, кое-кто глагол в сказуемом ставится в форме 
ед.  ч., независимо от того, о  каком количестве лиц идет речь: Кто-
нибудь знал об этом? Однако если предложение с  подлежащим-ме-
стоимением входит в состав сложного предложения в качестве прида-
точного и местоимение кто относится к другому местоимению, име-
ющему форму мн. ч.: те, кто…, такие, кто…, вы (они), кто…, все, 
кто…, в этом случае возможны варианты — глагол-сказуемое в форме 
ед. и  мн. числа …всем, кто высунул наружу головы и  слушают мой 
прочный голос (Фед.).
Эта проблема не является специфической именно для русского 
языка. Варианты согласования существуют и в  других славянских 
и неславянских языках, при этом правила, регулирующие выбор вари-
анта, могут отличаться от тех, которые действуют в русской граммати-
ке. Приведем несколько примеров.
Белорусский: Ён нешта расказваў, а  тыя, хто стаяў вакол яго, гуч-
на смяяліся. [Іван Чыгрынаў. Апраўданне крыві (1977)]. Он что-то рас-
сказывал, а те, кто стояли вокруг, громко хохотали. [Иван Чигринов. 
Оправдание крови (пер. Инна Сергеева, 1978)].
Польский: Произошли многие изменения в жизни тех, кто пострадал 
от Воланда и  его присных<…> [М. А. Булгаков. Мастер и  Маргарита 
(1929–1940)]. W życiu tych, którzy ucierpieli przez Wolanda i jego kumpli 
<…> [Michaił Bułhakow. Mistrz i Małgorzata (пер. Irena Lewandowska, 
Witold Dąbrowski, 1969)].
Болгарский: Много промени станаха в живота на онези, които бяха 
пострадали от Воланд и неговите хора <…> [Михаил Булгаков. Май-
стора и Маргарита (пер. Лиляна Минкова, 1989)]. 
Английский: British Airways, Go With Those Who Know. Really good mate-
rial even for those who knows fairly about tcp/ip [Интернет].
Вопрос о согласовании форм сказуемого с подлежащим, выражен-
ным местоимением кто, подробно рассматривается в работе [Ахап-
кина  2016]. Автор анализирует различные конструкции с  подлежа-
щим кто, сравнивает нормативные рекомендации с  точки зрения 
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допустимости / недопустимости вариантов, а также реализацию этих 
рекомендаций в  кодифицированном и  некодифицированном узусе. 
В данной статье мы сосредоточимся на одной конструкции — с глаго-
лом-сказуемым при подлежащем кто в относительном придаточном 
предложении, вершиной которого является местоимение во мн. ч.
Cхематически правило можно выразить следующим образом:
Spro/Apro sg, кто Vsg Пусть ответит тот, кто знает ответ на этот вопрос
Spro/Apro pl, кто Vsg/pl Пусть ответят те, кто знает ответ на этот вопросПусть ответят те, кто знают ответ на этот вопрос 
Spro/Apro pl, которые Vpl Пусть ответят те, которые знают ответ на этот вопрос
В случае, когда подлежащее придаточного предложения выражено 
местоимением кто, а  вершина выражена формой мн.  ч., возможны 
варианты выбора формы числа сказуемого. В этом случае, если пред-
почитается согласование по форме, сказуемое придаточного предло-
жения будет выражено в  форме ед.  ч.; при согласовании по смыслу 
сказуемое в  придаточном выражено формой множ.  ч. В  работе [Хо-
лодилова 2014] рассматривается поведение этой конструкции на ма-
териале НКРЯ и устанавливается статистическая зависимость выбора 
формы числа предикативного слова от формы числа и падежа верши-
ны относительного предложения и позиционного типа придаточного 
[Холодилова 2014]. 
Нас будет интересовать соотношение вариантов ед. и множ. числа 
глагола в динамике на протяжении трех столетий, которое мы рассмо-
трим на материале корпусов текстов, относящихся к разным истори-
ческим периодам. Для этого проанализируем в  подкорпусах текстов 
XIX  в., 1-й пол. XX  в. и  2-й пол. XX  в.  — нач. XXI  в. конструкцию 
из трех компонентов вида: 
1) Spro/Apro pl (,) 2) кто nom 3) V indic sg/pl (за исключением ‘есть’).
Частотность конструкции в речи в целом увеличивается, при этом 
обнаруживают рост оба варианта формы сказуемого — глагол в един-
ственном числе (согласование по форме, предписываемое нормой) 
и глагол во множественном числе (согласование по смыслу). Для ва-
рианта с глаголом в форме ед. ч. это наращивание резко ускоряется во 
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второй половине ХХ в., для варианта с глаголом в форме мн. ч. увели-
чение происходит более чем в 3 раза в первой половине ХХ в., а затем 
в текстах 2-й половины ХХ в. темп снижается.
Причина резкого роста частотности местоименно-соотноситель-
ных предложений с союзным словом кто во 2-й половине XX в. ста-
новится отчасти ясной при сравнении их с  синонимичными прида-
точными с союзными словами кой и который.
Баснь сия служит нравоучением для тех, которые воображают, что 
все создано для них. [Д. И. Фонвизин. Гордая свинья (1788)]. Баснь сия над-
лежит до тех, кои знают все, кроме себя самих. [Д. И. Фонвизин. Бобр 
судьею (1788)]. Баснь доказывает, сколь безрассудно смеяться над тем, 
кто имеет неверную жену. [Д. И. Фонвизин. Телята и олень (1788)].
Как видим, в XVIII и XIX вв. в относительных придаточных пред-
ложениях в качестве относительного слова чаще использовались слова 









всего ipm всего ipm всего ipm всего ipm
V sg 18 3,5 914 16,8 3450 47,2 17431 111,6
V pl 0 58 1,1 253 3,5 742 4,8
Vsg/ Vpl — 15,8 15,3 13,6 13,5 22,9 23,3
Рис. 1. Соотношение вариантов согласования сказуемого с подлежащим (ipm)  
по периодам
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кой и который, чем кто. К началу XX в. слово кой выходит из употре-
бления, слово который в рассматриваемой позиции снижает употре-
бительность, в то время как частотность конструкции с местоимением 
кто, напротив, растет. 
Рис. 2. Относительные предложения с разными относительными словами (ipm)  
по периодам
Зависит ли выбор вариантов от каких-то стилистических факто-
ров? Отмечается, что координация по форме (выбор глагола в форме 
ед. ч.) предпочтительнее в книжных стилях, но в разговорном стиле 
в  наше время все более закрепляется координация по смыслу (гла-
гол в форме мн. ч.) и ее воспринимают писатели и журналисты [Го-
луб  1997, 380–381]. Проверим эти наблюдения на материале разных 
корпусов, содержащих современные тексты, относящиеся к  разным 
функциональным сферам: публицистике (газетный и  региональный 
газетный корпус), поэзии (поэтический корпус и  корпус «наивной» 
поэзии) и устной речи (корпус устной речи, который помимо записей 
спонтанной разговорной речи и  речи кино включает записи устной 
научной и  политической речи). Соотношение вариантов изучаемых 
форм представлено на Рис. 3. Здесь же для сравнения приведено со-
отношение синонимических конструкций с  союзными словами кой 
и который.
Как видим, приведенные выше наблюдения подтверждаются лишь 
отчасти. В  устной речи действительно доля вариантов множ. числа 
значительно выше, чем в  письменных текстах (15 % от общего чис-
ла в  сравнении с  2 % в  газетном корпусе). Однако газетный корпус 
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(включающий тексты начиная с  2000-х годов) демонстрирует отрыв 
вариантов с согласованием по форме, предписываемых нормативны-
ми рекомендациями, причем в региональном корпусе этот отрыв даже 
больше, в  чем проявляется более строгое следование нормативным 
правилам. 
Рис. 3. Соотношение вариантов согласования сказуемого с подлежащим (ipm)  
в разных корпусах
Что касается поэзии, то обращают на себя внимание практически 
одинаковые невысокие частотные показатели соотношения вариантов 
как в профессиональной, так и в непрофессиональной, «наивной» по-
эзии (Стихи.ру). Это можно объяснить тем, что рассматриваемые кон-
струкции, малочастотные в поэтических корпусах, нехарактерны для 
поэтической речи и являются по преимуществу прозаическими. 
В целом данные разных корпусов свидетельствуют о том, что дей-
ствие стилистического фактора проявляется в  распределении вари-
антов согласования сказуемого с подлежащим, и это влияние может 
стать предметом специального исследования. 
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РЕЧЕВЫЕ И МУЛЬТИМОДАЛЬНЫЕ КОРПУСЫ 
 
SPEECH AND MULTIMODAL CORPORA
Н. В. Богданова-Бегларян
N. V. Bogdanova-Beglarian
КОРОЛЯ ДЕЛАЕТ СВИТА: О ДОПОЛНИТЕЛЬНЫХ УСЛОВИЯХ 
ПРАГМАТИКАЛИЗАЦИИ ЯЗЫКОВЫХ ЕДИНИЦ  
В ПОВСЕДНЕВНОЙ РЕЧИ1
KOROL’A DELAET SVITA (FOLLOWERS MAKE LEADERS):  
ADDITIONAL CONDITIONS FOR PRAGMATICALIZATION OF  
LANGUAGE UNITS IN EVERYDAY SPEECH
Аннотация. Корпус, как известно, отличает от простой коллекции текстов наличие специальной 
разметки, или аннотации. Большие корпуса требуют автоматизации такой разметки, для чего соз-
дано немало программ. Однако существует разновидность разметки корпусных данных, которая 
полезна во многих аспектах, но пока совсем не поддается автоматизации, и даже ручное анно-
тирование сталкивается с целым рядом трудно разрешимых проблем. Речь идет о вычленении 
в устном тексте прагматических маркеров (ПМ), которое затруднено, в частности, тем обстоятель-
ством, что все ПМ внешне ничем не отличаются от значимых речевых единиц и лишь в контексте 
реализуют свой новый ста-тус, появляющийся, как правило, в результате процесса прагматикали-
за-ции (как его (её, их), это, это самое, типа того что, я не знаю и под.). Особое внимание 
в статье уделено единицам, попавшим в класс ПМ из разряда вводных слов и словосочетаний: 
так сказать, что называется, как говорится, собственно (говоря) и под. Хезитационная 
сущность таких единиц «высокого порядка», уже прошедших в языке этап грамма-тикализации 
и  зафиксированных в  своем новом качестве вводных единиц словарями и  грамматиками, не 
лежит на поверхности, но  выявляется в  ходе контекстного анализа, чему часто способствуют 
другие ПМ тако-го же типа: короля, что называется, делает свита…
Ключевые слова: повседневная речь, звуковой корпус, прагматический маркер, прагматикали-
зация.
Abstract. The corpus, as we know, differs from a simple collection of texts by the presence of special 
markup, or annotation. Large corps require automation of such markup, for which many programs 
1 Исследование выполнено при финансовой поддержке гранта РНФ «Система 
прагматических маркеров русской повседневной речи» (проект № 18-18-00242).
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have been created. However, there is a variety of case data markup, which is useful in many aspects, 
but so far not at all amenable to automation, and even manual annotation encounters a number of 
difficult-to-solve problems. The article discusses the problems of isolating pragmatic markers (PM) 
in the oral text. Such isolation is difficult, in particular, by the fact that all PM do not outwardly 
differ from meaningful speech units and only in context do they realize their new status, which 
appears, as a rule, as a result of the pragmatisation process (kak jego (jejo. ikh), eto, eto samoe, 
tipa togo chto, ja ne znaju etc.). Particular attention is paid to the units that fall into the PM class 
from the category of introductory words and phrases: tak skazat', chto nazyvaets’a, kak govorits’a, 
sobstvenno (govor’a) and others. The hezitational essence of such “high order” units does not lie on 
the surface, but is revealed during contextual analysis, which is often promoted by other PMs of the 
same type: korl’a delaet svita (followers make leaders)…
Keywords: everyday speech, speech corpus, pragmatic marker, pragmatikalization.
1. Введение
Неотъемлемыми элементами повседневной речи, помимо речевых 
(значимых) единиц, отражающих ее содержательную сторону, явля-
ются разнообразные условно-речевые единицы, совсем не связанные 
с  содержанием, но  вербализующие сам процесс ре-чепорождения. 
Речь идет о  прагматических маркерах (ПМ) устной речи, которые 
в известной степени сближаются с хорошо разработанными в линг-
вистике дискурсивными маркерами (ДМ) (немного, с трудом, в общем) 
(см. подробнее об их различиях: [Bogdanova-Beglarian, Filyasova 2018; 
Богданова-Бегларян 2019]), но  при этом имеют ряд специфических 
особенностей. Так же, как ДМ, прагматические маркеры помогают 
говорящему строить дискурс, но выступают исключительно в устной 
речи (или ее письменной стилизации), практически лишены лексиче-
ского и отчасти грамматического значения, а главное — порождаются 
не осознанно, как ДМ, а на уровне речевых автоматизмов, ср.2:
(1) борщик кушай // вот молодец *Н // *П и () это самое … *П а что 
ещё врач-то сказал вам ?
(2) говорит / смолен… смоленские говорит эти как его (…) приз луч-
шему когда получаешь / дают эти / кольцо / с бриллиантом;
(3) и она как на нас налетела ! вот там ты-ты-ты-ты-ты-ты / да 
мы алкаши там / ну что-то там такое / я не помню.
Существует типология ПМ, разработанная на корпусном матери-
але и включающая такие их разновидности, как поисковые хезитати-
вы (этот, как его (её, их), это самое), метакоммуникативы (знаешь, 
2 О конвенциях дискурсивной транскрипции корпусных материалов см.: 
[Русский язык… 2016: 242–243].
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(я) не знаю, боюсь что), рефлексивы (или как это? скажем так), мар-
керы-ксенопоказатели (такой/ая/ие, типа того (что), вроде того 
(что), вот), аппроксиматоры разного типа (то-сё, пятое-десятое, 
(и) все дела, (и) всё такое (прочее), бла-бла-бла) и некот. др. [Богдано-
ва-Бегларян 2014; Bogdanova-Beglarian et al. 2018a]. В настоящее время 
эта типология легла в основу методики аннотирования ПМ на боль-
ших объемах корпусного материала и находится в стадии апробации 
и уточнения [Bogdanova-Beglarian et al. 2018b]. Подобное аннотирова-
ние, равно как и просто поиск и идентификация ПМ в устном тексте, 
сталкивается с целым рядом проблем.
2. Корпус ОРД как источник материала для исследования
Источником материала для настоящего исследования стал корпус 
повседневной русской речи «Один речевой день» (ОРД) [см.: Русский 
язык… 2016; Bogdanova-Beglarian et al. 2016 a, b, 2017]. Корпус создан на 
филологическом факультете СПбГУ, это наиболее представительный 
на сегодняшний день ресурс для анализа русского устного дискурса, 
который в настоящее время активно обрабатывается. Все записи для 
ОРД проведены в максимально «естественных» условиях, с использо-
ванием методики непрерывной 24-часовой записи, и содержат по пре-
имуществу разговоры из частной жизни информантов. Количествен-
ные показатели корпуса таковы: 1250 часов звучания, более 2800 ком-
муникативных макроэпизодов, записи речи 128 информантов, а также 
более 1000  их коммуникантов. Корпус лингвистически аннотирован 
(лемматизация, морфологическая и  синтаксическая разметка и  др.). 
Стремление получить максимально полный инвентарь тех функцио-
нальных единиц, которые использует человек в ходе речепорождения, 
и  стремление описать их функционирование в  речи разных говоря-
щих и в разных коммуникативных ситуациях поставило перед разра-
ботчиками корпуса задачу провести еще один тип разметки — анно-
тирование в корпусе прагматических маркеров.
3.  О проблемах выделения прагматических маркеров  
в устном тексте
Помимо главной проблемы разграничения в устном дискурсе ПМ 
и  ДМ, существуют и  другие. Так, практически все ПМ оказываются 
полифункциональными, то есть выполняют в тексте сразу несколько 
разных функций, а также отчетливо «тяготеют» друг к другу, выстра-
320
иваясь порой в протяженные хезитационные цепочки, в которых до-
статочно трудно отграничить один маркер от другого, ср.:
(4) ну там [1] (…) сильно дешевле не было / потому что я () здесь как 
бы [2] / они всё равно ехали ([1] — два СТАРТ. /ХЕЗ., [2] — АППР./
ХЕЗ.);
(5) вот // *П так / щас-щас-щас-щас (ХЕЗ.);
(6) там(:) они это / как его ? ближе(:) к спрессованы / или как-то там 
(э) было (два ХЕЗ.);
(7) колёса раскрутились / и свой в резину выскочил // *В этот / о / вот 
мол типа [1] этот / Шумахер(:)$ / там ну этот [2] / Якоб_
Мюллер-то$ ([1] — два КСЕН.+ КСЕН./АППР.; [2] — три ХЕЗ.).
Говорящему словно бы мало одного маркера для вербализации пре-
одоления возникших затруднений, и  он непроизвольно «нагромож-
дает» в тексте целые цепочки ПМ (чаще всего хезитативных) (и тем 
самым дает себе больше времени на преодоление заминки, «речевого 
сбоя»). Это, с одной стороны, свидетельствует о наличии (формирова-
нии?) системных (синонимических) отношений в классе ПМ, а с дру-
гой, ставит перед исследователями задачу разделения этих цепочек на 
отдельные единицы и выделения как основного, базового, вида каж-
дого ПМ, так и его структурных вариантов.
Наконец, аннотирование ПМ затруднено и  тем обстоятельством, 
что все они внешне ничем не отличаются от значимых речевых единиц 
и  лишь в  контексте реализуют свой новый статус3, появляющийся, 
как правило, в результате процесса прагматикализации, ср.:
(8) там мне кажется ближе (наречие места);
(9) всё равно вся эта утилизация короче она там максимум давала 
гарантию там на 50 лет (ПМ);
(10) я не знаю / отправила она его или нет (главное предложение в со-
ставе сложноподчиненного);
(11) или… или какой-то немецкий ? ну я не знаю / Бранденбургские_во-
рота$ / что-то такое (ПМ).
3 Сходные выводы о дискурсивных словах/маркерах находим у К. Л. Киселевой и 
Д. Пайара: ДМ часто «сливаются» с контекстом, их анализ требует более «длинных» 
контекстов; наряду с дискурсивными, у этих слов есть и другие, недискурсивные, 
употребления; их «можно изучать только через их употребление» [Дискурсивные 
слова… 1998: 8–10].
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4.  О дополнительных условиях прагматикализации языковых 
единиц в повседневной речи
Именно в процессе прагматикализации в устном дискурсе появля-
ются ПМ. Этот процесс часто протекает параллельно с граммматика-
лизацией, что хорошо видно, например, на матери-але вводных единиц. 
Так, форма скажем «отрывается» от гла-гольной парадигмы и начинает 
употребляться как вводное слово со значением ‘допустим, например’ — 
это грамматикализация. Да-лее та же форма, «обрастая» структурными 
компонентами, теряет и значение вводности (‘выражение отношений 
перечисления, указание на приемы и способы оформления мыслей, их 
связь и последовательность их изложения’) и начинает употребляться 
как ПМ — чаще всего хезитатив или рефлексив, ср.:
(12) там сложная публика / скажем так (РЕФЛ.);
(13) вот есть / вещи такие / вот / ну / у людей хобби например / да ? 
*П *В ну(:) / там скажем / *П ну / не знаю / паяет что-то (ХЕЗ.).
В примере (12) ПМ скажем так можно интерпретировать как реф-
лексив, маркер эвфемизации предшествующего выражения (сложная 
публика) (см. о рефлексивах в таком понимании [Богданова-Бегларян 
2015]). Хезитационный же характер маркера там скажем в примере 
(13)  «поддерживается» общим «хезитационным контекстом»: пауза 
*П, вздох *В (паралингвистический элемент вполне хезитативного ха-
рактера), растяжка гласного в ну(:) как хезитационное явление — до 
рассматриваемого ПМ, и снова пауза *П и еще два вербальных хезита-
тива (ну / не знаю) — после ПМ. Ср. еще несколько примеров такого же 
типа (допол-нительные ПМ в контекстах подчеркнуты):
(14) но вот как-то ещё как-то / я первый раз как говорится / я так 
писала какие-то свои там // *П чисто такие / визуальные посмо-
трела там // мне так показалось;
(15) ну (…) со мной / как бы () как говорится / намного легче в том пла-
не / что я могу поворчать / но я всё равно это сделаю;
(16) хорошо / значит (э) / короче говоря / если я сейчас закрою / то он 
/ так сказать / подвигать(?) уже не будет;
(17) вот но (…) в этом собственно (…) как сказать / в этом … *П за-
гадка России;
(18) я собственно мне непонятно только(:) про(:) / скажем / нет ну(:) 
/  несколько человек и  Зоя_Араратовна% непонятно /  Архангель-
ская% и Васильков%;
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(19) вот такой тортик / *П там четыре пирожных //*П угу // @ кусо-
чек мяты ! @ вкусный / он (…) в пластмассовой / прозрачной (…) 
упако… коробочке такой.
Во всех приведенных контекстах в роли ПМ — как правило, вер-
бального хезитатива — выступает единица, которую ни при каких 
условиях нельзя отнести к разряду «слов-паразитов» и хезитационная 
сущность которой выявляется исключительно в контексте, чему в зна-
чительной степени способствует «хезитационное окружение»: короля 
делает (играет) свита…
Важно отметить также, что при отсутствии такой «свиты» и сло-
варного значения в употреблениях подобных единиц «высоко-го по-
рядка» можно говорить об их немотивированном использо-вании 
говорящим — исключительно в  целях украшения своей ре-чи («для 
красного словца»), что позволяет отнести их в класс ПМ декоративов 
(в рабочем обиходе — «никчемутивов»), ср.:
(20) ну // в принципе / я сейчас смотрю / потому что / как говорится 
/ он всё-таки составлял два месяца назад;
(21) ну здорово / ну всё будет зависеть от моего так сказать нового 
графика.
5. Некоторые выводы
Проведенный анализ с  отчетливостью показал, что прагматиче-
ские маркеры русской речи, среди прочих своих специфических ха-
рактеристик, имеют еще и ту особенность, что в ходе прагматикали-
зации «опираются» на общий «хезитационный контекст» фразы. Это 
лишний раз подчеркивает необходимость анализа при выявлении ПМ 
широкого контекста, непременной ручной доработки результатов ав-
томатического аннотирования ПМ в  корпусном материале, а  также 
учета этой особенности при лексикографическом «портретировании» 
подобных единиц.
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АЛГОРИТМ ВОССТАНОВЛЕНИЯ РЕДУЦИРОВАННЫХ СЛОВОФОРМ 
В СПОНТАННОЙ РЕЧИ1
ALGORITHM OF REDUCED WORD FORMS RESTORATION IN 
SPONTANEOUS SPEECH
Аннотация. В статье описывается реализованный на языке Python алгоритм распознавания ре-
дуцированных словоформ в русской устной речи. Алгоритм учитывает имеющиеся на сегодняш-
ний день данные о том, каким образом происходит распознавание неполного речевого сигнала 
человеком в процессе естественного общения, и включает в себя, помимо основного тела про-
граммы, модуль извлечения и  предобработки морфологической информации потенциальных 
вариантов словоформ и  правила обработки словоформ и  построения синтаксических групп. 
Словарь словоформ и их реализаций, с которым работает программа, формируется на основе 
Корпуса транскрибированных русских устных текстов (http://narusco.ru/search/trn-search.php).
Ключевые слова: спонтанная речь, редуцированные словоформы, автоматическое распознава-
ние речи, русский язык, язык программирования Python. 
Abstract. In the paper, we introduce an algorithm of reduced word forms restoration for automatic 
speech recognition which takes into account the results of psycholinguistic experiments on spoken 
word recognition and includes, besides the main block, the module that retrieves the morphological 
information about candidates for recognition and the rules for word form processing and syntactic 
grouping. The source for the list of word forms and their realizations used by the algorithm is the 
Corpus of Transcribed Oral Russian Texts (http://narusco.ru/search/trn-search.php).
Keywords: spontaneous speech, reduced word forms, automatic speech recognition, Russian, Python 
programming language.
1. Проблема распознавания естественной устной речи
За последние пятьдесят лет был достигнут значительный прорыв 
в  улучшении качества автоматических систем распознавания речи 
(см., например, [Ронжин, Ли 2007; Тампель 2015]). Прогресс в  дан-
ной области обеспечивался не только повышением качества техни-
ки, но и изменениями в подходах к распознаванию устной речи, по-
следнее из которых ознаменовалось началом использования глубоких 
нейронных сетей [Maas et al 2015; Zhang et al 2017]. Несмотря на это 
задача распознавания слитной речи все еще остается актуальной и не-
решенной.
1 Исследование выполняется при поддержке гранта РФФИ № 19-012-00629 
«Алгоритмы восстановления редуцированных форм: роль системы языка».
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Одной из основных проблем при этом остается фонетическая ре-
дукция словоформ в  естественной речи [Кипяткова и  др. 2013: 6]. 
Возможным способом решения данной проблемы и, как следствие, 
усовершенствования существующих автоматических систем распоз-
навания речи является алгоритмизация стратегий, используемых но-
сителем языка при восприятии фонетически неполного речевого сиг-
нала. 
Экспериментальные исследования свидетельствуют в  пользу ре-
алистичности гипотезы о том, что единицей перцептивного словаря 
носителя русского языка является словоформа [Венцов и  др. 2003]. 
Однако статус редуцированных реализаций в ментальном лексиконе 
слушающего остается неясным. Ключевым фактором, обеспечиваю-
щим распознавание редуцированных единиц, признается контекст 
[Brouwer et al. 2013; Риехакайнен 2016], который позволяет слушаю-
щему восстановить словоформу с учетом сохранившихся перцептив-
но значимых фонетических элементов (для русского языка это прежде 
всего согласные). Таким образом, в  распознавании редуцированных 
единиц при восприятии естественной речи участвует информация 
с разных уровней языка.
Вместе с  тем нельзя исключать, что в  перцептивном словаре но-
сителя языка представлены все реализации, которые он когда-либо 
слышал. Привлекательность такого подхода становится очевидной 
при попытке моделирования распознавания речи как сегментации 
через идентификацию. Программа, реализующая данный подход при 
сегментации русских беспробельных текстов (в орфографии и транс-
крипции), работает с  очень высокой надежностью при условии, что 
в  словаре, к  которому она обращается, представлены все словофор-
мы, которые могут встретиться в тексте [Венцов и др. 2003]. Для того 
чтобы подобная задача была решена применительно к  естественной 
устной речи, необходимо иметь словарь, включающий все возмож-
ные редуцированные реализации. Создание подобного словаря стало 
возможным в последние годы благодаря появлению корпусов устной 
речи. Исследование, которое будет описано в следующем разделе, осу-
ществляется на материале Корпуса транскрибированных русских уст-
ных текстов, в котором все записи снабжены орфографической рас-
шифровкой и акустико-фонетической транскрипцией (см. подробнее 
в [Nigmatulina et al. 2016]). 
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2.  Моделирование процесса распознавания  
редуцированных словоформ
2.1. Материал 
Основной задачей настоящего исследования являлось составление 
программной реализации алгоритма выбора единственно верного 
варианта интерпретации словоформы в  межпаузальном интервале, 
соответствующего тому, которым предположительно пользуется слу-
шающий в  процессе восприятия речи. Для тестирования алгоритма 
из корпуса были выбраны пять клауз с именными группами, в которых 
редукции подвергается и существительное, и согласованные с ним за-
висимые слова. Были отобраны только те клаузы, внутри которых от-
сутствовали какие-либо паузы. 
В словаре, имитирующем словарь слушающего, каждой словофор-
ме в орфографии соответствуют все возможные варианты ее произне-
сения, которые встретились в Корпусе транскрибированных русских 
устных текстов. 
2.2. Описание технической реализации
Для реализации алгоритма на языке программирования Python 
были написаны три модуля, один из которых использовался для из-
влечения и  предобработки морфологической информации потенци-
альных вариантов словоформ, другой являлся основным телом про-
граммы, а третий содержал правила обработки словоформ и построе-
ния синтаксических групп. 
На вход программе передается словоформа в  транскрипции, для 
которой из словаря извлекаются все орфографические варианты, со-
ответствующие данной транскрипции. Затем с помощью морфологи-
ческого модуля для каждого из вариантов определяются его морфоло-
гические характеристики. В тех случаях, когда возникала морфологи-
ческая омонимия, для словоформы сохранялись несколько вариантов 
морфологического описания. 
Дальнейшая обработка словоформ сводится к  проверке наличия 
согласования между вариантами текущей словоформы и  варианта-
ми предшествующих словоформ (см. Рис. 1). Вариант текущего сло-
ва сопоставляется с  ранее обработанными вариантами предыдущих 
словоформ в соответствии с заданными правилами2. При совпадении 
2 Правила опираются на частеречную принадлежность сравниваемых слов. Так, 
например, если вариант предшествующего слова является прилагательным, а теку-
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морфологических характеристик у  текущей и  предшествующей сло-
воформ компонуется именная, глагольная или местоименная группа. 
Как только все варианты текущего слова будут проверены, скомпоно-
ванные группы сохраняются, в то время как те варианты словофор-
мы, которые не согласовались с вариантами предыдущих словоформ, 
удаляются. Алгоритм переходит к  обработке вариантов следующего 
слова.
При проверке работы программы на отобранном материале было 
выявлено, что большая часть редуцированных словоформ успешно 
восстанавливается при опоре на контекст. Например, для клаузы а не-
которые школы придётся поднимать родителям, родительским ко-
митетам [а n'e:kte Skol pQd'o:c p@dn'e:maIt' reId'it'l'e:m reId'it'@sk'e:m 
щее слово — существительное, то для проверки наличия согласования словоформы 
будут проверяться на совпадение рода, числа и падежа.
Рис. 1. Схема работы алгоритма распознавания редуцированных словоформ
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k@m'it'e:t]3, где несколько потенциально возможных вариантов име-
ли словоформы [n'e:kte] (некоторые, некоторая, некоторое, некто), 
[Skol] (школа, школу, школы), [reId'it'l'e:m] (родителям, родителем), 
[k@m'it'e:t] (комитетам, комитет, комитету, комитета, комите-






Для словоформы [reId'it'l'e:m] однозначность установить не уда-
лось. Алгоритм вернул оба возможных варианта. Также можно заме-
тить, что выбор падежа именных групп не был осуществлен, посколь-
ку отсутствует информация о валентностной структуре глагола. 
2.3. Проблемы и перспективы
Тестирование работоспособности алгоритма на ограниченном 
корпусном материале показало принципиальную возможность его 
использования, а  также выявило ряд проблем, на решение которых 
должна быть направлена дальнейшая работа. В  частности, при воз-
никновении конкуренции в равной степени возможных вариантов не-
обходимо учитывать частотное распределение единиц в речи. Возмож-
ным решением данной проблемы может стать внедрение n-граммных 
моделей или составление частотного словаря на основе используемого 
материала, что требует предварительного анализа больших объемов 
естественной устной речи. Кроме того, значительную трудность пред-
ставляла обработка глаголов. Для учета моделей управления глагола 
необходима готовая формализованная база глаголов и их валентност-
ных структур.
Таким образом, в  настоящем исследовании была осуществлена 
попытка моделирования процесса восстановления редуцированных 
единиц в русской речи, которым пользуется носитель языка при рас-
познавании речи. Дальнейшая работа будет нацелена как на улучше-
ние качества технической реализации (дополнение правил восстанов-
ления единиц, внедрение учета частотных характеристик словоформ), 
3 Здесь и далее используются принципы транскрипции, принятые в Корпусе 
транскрибированных русских устных текстов (см. http://narusco.ru/transkrip.htm). 
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так и на расширение алгоритма в направлении синтаксической и се-
мантической обработки дискурсивных единиц.
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ОБ УНИФИКАЦИИ РАЗМЕТКИ КОРПУСА  
«СБАЛАНСИРОВАННАЯ АННОТИРОВАННАЯ ТЕКСТОТЕКА»1
ON THE STANDARDIZATION OF THE CORPUS  
“BALANCED ANNOTATED TEXT COLLECTION”
Аннотация. Доклад посвящен процессу и результатам унификации разметки корпуса «Сбаланси-
рованная аннотированная текстотека». Данный корпус состоит из нескольких отдельных блоков, 
репрезентирующих устную речь представителей разных социальных и психологических групп. 
Для дальнейших лингвистических исследований, а также в целях сравнения данных, получен-
ных на материале иных корпусов, необходимо было унифицировать систему разметки корпуса. 
На текущем этапе производилась замена основных знаков транскрипции, отмечающих особые 
явления, свойственные устной спонтанной речи (обрывы, паузы хезитации и т. п.). Полученный 
в результате массив текстов отражает иной, более современный, подход в аннотации лингвисти-
ческих корпусов.
Ключевые слова: корпусная лингвистика, тег, корпусная разметка, устная речь, спонтанная речь, 
аннотирование, монолог, Сбалансированная аннотированная текстотека.
Abstract. The report describes the process and the results of unification of annotation of the corpus 
«Balanced Annotated Texts» (BAT). BAT consists of several blocks that represent oral speech of mem-
bers of different social and psychological groups. For further linguistic research, it is needed to unify 
the system of corpus annotation. At this stage, the replacement of main tags (used for marking the 
speech disfluencies) in transcription has been made. As a result, in the received corpus the modern 
approach to the corpus annotation is reflected.
Keywords: corpus linguistics, tag, corpus annotation, oral speech, spontaneous speech, monologue, 
Balanced Annotated Text Collection.
1. Корпус «Сбалансированная аннотированная текстотека»: 
история формирования и структура
Корпус «Сбалансированная аннотированная текстотека» (САТ) 
является масштабной базой данных по устной спонтанной моноло-
гической речи носителей русского языка и изучающих русский язык. 
Корпус формировался с 1997 года, когда началась запись первого его 
блока, включающего речь женщин-медиков разного возраста и меди-
цинской специализации (от медсестер до кандидатов медицинских 
наук), всего — 150 монологов. Информанты читали и пересказывали 
1 Статья подготовлена при финансовой поддержке гранта РНФ (проект № 18-
18-00242 «Система прагматических маркеров русской повседневной речи»).
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сюжетный и несюжетный тексты, описывали сюжетное и несюжетное 
изображения, рассказывали о  том, как проводят свободное время; 
таким образом, от каждого говорящего было записано 7 монологов, 
построенных по различным коммуникативным сценариям. После за-
писи полученные монологи расшифровывались в  орфографическом 
виде; в расшифровках с помощью специальных помет отмечались не-
которые характерные явления устной спонтанной речи.
После записи первого блока САТ, корпус пополнился записями 
речи юристов, разного пола, возраста, специализации (201 монолог). 
В  дальнейшем для корпуса были записаны следующие блоки: речь 
преподавателей РКИ (32 монолога); речь преподавателей-философов 
(12 монологов); речь смешанной профессиональной группы (сбалан-
сированной по иным социальным характеристикам) (12 монологов); 
речь студентов (филологов и нефилологов) (172 монолога); речь «ком-
пьютерщиков» (28 монологов).
Помимо этого, в корпусе появился новый блок — русская интер-
ферированная речь иностранцев, т. е. монологи носителей других язы-
ков, как на русском, так и  на их родном языке, посвященные одной 
и  той же теме («Ваши впечатления о  Петербурге»): 50  монологов от 
носителей китайского языка и по 16 монологов от голландцев, амери-
канцев и франкофонов. Разметка явлений спонтанности в этом блоке 
в  основном соответствовала тем принципам и  тегам, которые были 
приняты при записи другого корпуса спонтанной речи, созданного 
в  СПбГУ,  — «Один речевой день» (ОРД). Именно этот тип размет-
ки должен был стать единым, унифицированным для двух корпусов 
речи, в целях их дальнейшего исследования и планомерной система-
тизации материала.
Тексты, входящие в корпус САТ, впоследствии издавались в виде 
отдельных сборников [Русская спонтанная речь… 2008, 2010, 2011, 
2018]; планируется издание и  других блоков корпуса. Подробнее 
о корпусе и исследованиях, выполненных на его материале, см.: [Зву-
ковой корпус… 2013].
На данный момент корпус содержит 705 монологов разного типа, 
среди них 72 чтения текста, 224 пересказа текста, 254 описания изо-
бражения и 155 свободных рассказов, записанных от более чем 200 ин-
формантов. Однако характеризующийся полнотой и сбалансирован-
ностью корпус не был унифицирован по пометам, которые исполь-
зуются для маркирования различных спонтанных явлений устной 
речи. Вследствие этого была предпринята необходимая унификация 
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основных тегов корпуса, которые использовались аннотаторами при 
расшифровке не согласованно, так как корпус записывался с переры-
вами.
Кроме того, перед началом работы по приведению расшифровок 
к единому виду, корпус необходимо было собрать в единую базу дан-
ных, поскольку до этого он существовал в виде разрозненных расшиф-
ровок и прилагаемых аудио-файлов, опубликованных в сборниках или 
ученических работах. С этой целью была создана таблица, в которую 
были внесены как сами монологи, так и информация о текстах и гово-
рящих, что послужило первичной метаразметкой корпуса. Таким об-
разом, в текущей базе хранятся сам текст монолога и сведения о его 
типе, а также номер, пол, возраст, профессиональная принадлежность 
информанта, определенный исследователями УРК говорящего и дан-
ные о его психологическом типе (экстраверсия/интроверсия, уровень 
нейротизма и тип темперамента, определенный на основании первых 
двух характеристик). Фрагмент полученной таблицы представлен на 
рис. 1.
Рис. 1. Фрагмент таблицы, содержащей размеченные тексты САТ
2. Процесс, принципы и проблемы унификации корпуса 
«Сбалансированная аннотированная текстотека»
Перед началом работы по унификации помет было определено, что 
для маркирования одних и  тех же явлений разными аннотаторами 
использовались разные знаки расшифровки. Так, например, для обо-
значения незаполненной паузы хезитации использовались следующие 
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символы: ∫, ɭ, (), (…), <…>. Символы ∫, ɭ обозначали короткие паузы 
хезитации, заминки, остальные  — длинные незаполненные хезита-
ционные паузы. В силу того что блоки корпуса создавались разными 
собирателями для разных исследовательских целей, с  долгими вре-
менными интервалами, несогласованность обозначений в  разметке 
затрагивала как собственно фонетические явления (по-разному мар-
кировались паузы, растяжки звуков, обрывы фраз), так и паралингви-
стические характеристики речи.
В процессе унификации текстов корпуса был принят следую-
щий список помет (сходный с  тем, что используется в  корпусе ОРД 
[Asinovsky et al. 2009]) — специальных тегов, отмечающих значимые 
для дальнейших исследований особые черты устной спонтанной речи 
(табл. 1).




() короткая пауза хезитации, заминка
(…) длительная пауза хезитации






… обрыв слова (ставится без пробела)
… обрыв фразы (ставится с пробелом)
(:) растяжка звука
[речь экспериментатора] специфическая для монологической речи помета
При обработке текстов корпуса осуществлялась автоматизиро-
ванная замена помет на унифицированный их набор, приведенный 
выше. Это позволит в дальнейшем работать с двумя корпусами устной 
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речи — САТ и ОРД, — пользуясь единой системой разметки, и полно-
ценно сравнивать полученные данные.
На первом этапе унификации знаков разметки в таблицах, содержа-
щих тексты САТ и структурную и метаразметку, были автоматически 
заменены те элементы, которые могли быть подвергнуты автоматиче-
ской замене в рамках программы Excel, а именно: короткие и длитель-
ные паузы хезитации, а также заполненные паузы хезитации, которые 
в исходных текстах не всегда заключались в скобки. В некоторых слу-
чаях заполнение паузы хезитации отмечалось с  помощью более чем 
2 букв, например, э-э-э. Для таких примеров пришлось сначала заме-
нить их на эквивалентные, но заключенные в скобки, а затем удалить 
из них лишнюю букву автоматической заменой на выражение без нее.
На втором этапе осуществлялось приведение к единому виду зна-
ков расшифровки, передающих паралингвистические явления, кото-
рые не могли быть заменены автоматически. Эти знаки, отражающие 
смех, кашель, вздох, а также неразборчивый фрагмент расшифровки, 
заключались в исходных текстах в разного вида скобки: <>, (), [], — 
и должны были быть в итоге заменены на кириллические буквы с асте-
риском: *С, *К, *О, *Н. Для учета всех вариантов написания рассматри-
ваемых помет в текстах корпуса, был создан список всех возможных 
вариантов символов, нуждающихся в замене. Для осуществления за-
мены было создано регулярное выражение, написанное на языке про-
граммирования Python. Данный язык программирования был избран 
в связи с наличием удобной библиотеки Pandas, предназначенной для 
эффективного оперирования с  таблицами. После тестирования кор-
ректности работы выражения и  осуществления замен, в  результате 
был получен унифицированный по пометам, отмечающим паралинг-
вистические явления, корпус.
Однако после унификации всех рассмотренных помет оставал-
ся один тег, для замены которого требуется учет исключений, суще-
ствующих в русском языке. В корпусе САТ для обозначения растяжек 
(продлений) звуков в речи использовалось дефисное написание удли-
няемого звука, например:
 • понял что его заманили в ветеринарн-ную лечебницу;
 • Зина! // держи его! мерзавца! за шиворот! / с-скотина!
В корпусе ОРД традиционно, с начала его формирования, растяж-
ки звука отмечались знаком (:), и именно к этому эталону должна была 
быть приближена разметка унифицируемого корпуса. При автомати-
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ческой замене любых кириллических символов такого рода, разделен-
ных дефисом, не будут учтены следующие исключения:
1) заполненные паузы хезитации: (м-м), (э-э) и т. п.;
2) стыки как разных, так и однородных по типу звуков, графиче-
ски разделяемых дефисом (какой-то, кот-то поел? и т. д.).
Ручная замена данных символов методом сплошного прочтения 
и замены исключена в силу большого объема входящих в корпус тек-
стов и относительной частотности случаев растяжки звука.
Предполагается, что исключение тех случаев, когда замена написа-
ния с дефисом на соответствующий знак растяжки (:) происходить не 
должна, может достигаться следующим решением. Во-первых, необ-
ходимо учитывать левый и правый соседний символы, не производя 
замену тогда, когда через 1 символ от дефиса есть открывающая или 
закрывающая скобки. Таким образом решается первая из озвученных 
проблем.
Полного решения второй проблемы — разграничения тех случаев, 
где графический дефис не отражает растяжку звука, — пока не найде-
но. Поскольку растягиваемый звук отражается на письме одной и той 
же буквой, при разработке алгоритма следует сразу исключить из рас-
смотрения те варианты написания слов, где слева и справа от дефиса 
стоят разные по качеству (месту и способу образования) звуки. Одна-
ко ситуация осложняется тем, что расшифровщики иногда отмечали 
растяжку «фонетически», оставляя на первом месте ту букву, которая 
должна быть написана в  данном слове, но  после дефиса ставили не 
букву, а, фактически, растянутый звук, ср.:
 • рассвет в такие дни / не-э () пылает // заревом.
Кроме того, даже если оставить эти случаи для последующей руч-
ной коррекции автоматически унифицированной разметки корпуса, 
все равно необходимо сделать еще одно исключение. Так, иногда в рус-
ском языке некоторые частицы, отделяющиеся от слова, к которому 
они присоединяются, дефисом, начинаются с той же буквы, на кото-
рую заканчивается слово:
 • вот как он одет-то / неплохо / ну вот.
Отметим, что растягивание глухих согласных в русском языке за-
труднено, однако вполне характерно для устной речи. Конечно, чаще 
всего в речи встречаются удлиняемые гласные и сонорные согласные, 
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которые не смешиваются с  дефисными написаниями некоторых ча-
стиц. Таким образом, перед последним этапом разметки необходимо 
задать список слов-исключений, тем самым решив проблему тех за-
мен, которые будут произведены по ошибке.
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НАПРАВЛЕНИЯ КОММУНИКАТИВНЫХ ДЕЙСТВИЙ  
В МУЛЬТИМОДАЛЬНОМ КОРПУСЕ REC1
DIRECTIONS OF COMMUNICATIVE ACTIONS IN  
MULTIMODAL CORPUS REC
Аннотация. В  статье описан новый блок разметки мультимодального корпуса REC (Russian 
Emotional Corpus) — разметка коммуникативно-значимых движений глаз (2 видео из подкорпуса 
эмоциональных интервью, общей продолжительностью 127 минут). Выделено 1875 аннотаций 
для движений глаз и 1415 аннотаций функциональной разметки. В работе показано, что направ-
ления взглядов и жестов важны в естественном общении: как в диалоге, так и при решении про-
странственных задач. На роботе Ф-2 смоделировано коммуникативное поведение в ситуации 
совместного с  пользователем решения пространственной задачи (танграм) с  использованием 
ориентированных жестов и направления взгляда. Взаимодействие пользователя с роботом было 
также записано для анализа коммуникативных ответов человека на ориентированные жесты 
робота (31 видеозапись, общей продолжительностью 310 минут). 
Ключевые слова. мультимодальная коммуникация, ориентированные жесты, движения глаз, че-
ловеко-машинное взаимодействие.
Abstract. The article describes a new block in the marking of multimodal corpus REC (Russian 
Emotional Corpus): the marking of communicatively significant eye movements (2 videos from the 
emotional interviews subcorpus with a total duration of 127 minutes). There are 1875 annotations 
for eye movements and 1415 annotations of functional marking. The paper shows that eye gaze 
direction and pointing gestures are important in natural communication: both in dialogue and in 
spatial problem solving. We have modeled the communicative behavior of F-2 robot to solve spatial 
problems (tangram) together with the user. Oriented gestures and eye gaze directions are used in 
the robot behavior. Human — robot interaction was recorded to analyze the person’s communicative 
responses to the robot’s pointing gestures (31 videos with a total duration of 310 minutes). 
Keyword. multimodal communication, oriented gestures, eye movements, human-machine inter-
action.
Введение
Интерфейс робота-компаньона должен быть «естественным» 
и  простым для пользователя. Поэтому коммуникативное поведение 
такого робота должно быть максимально приближено к коммуника-
тивному поведению человека. Кроме этого, поведение робота должно 
быть сложным и разнообразным, чтобы поддерживать более длитель-
ное и комфортное взаимодействие человека с роботом.
1 Исследование выполнено при поддержке РФФИ, проект № 16-29-09601 офи_м.
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В естественном коммуникативном взаимодействии собеседники 
используют сразу несколько каналов передачи информации и помимо 
естественной речи применяют целый комплекс невербальных средств: 
мимику, жесты, движения головы и тела, а также направление взгляда. 
Направление взгляда говорящего фиксируется слушающим, поэтому 
помимо зрительной функции обладает ещё и большой коммуникатив-
ной значимостью. В  работе [Kibrik, Fedorova, 2018] рассматривается 
распределение внимания участников диалога: показывается, что вни-
мание рассказчика в большей степени направлено на лицо говорящего 
и в  меньшей степени  — на его руки. Во многих работах, посвящен-
ных исследованию реальной коммуникации, отмечаются индвидуаль-
ные различия в поведении собеседников. Например, некоторые люди 
смотрят преимущественно в глаза, некоторые — преимущественно на 
рот собеседника, в то время как другие в различной степени распре-
деляют взгляд между глазами и ртом [Kanan et al., 2015]. Более того, 
в  эксперименте [Rogers et al., 2018] показывается, что субъективное 
восприятие зрительного контакта является продуктом взаимного 
взгляда на лицо (континуум между глазами и ртом собеседника), а не 
фактического взаимного зрительного контакта. Кроме этого, участ-
ники диалога часто субъективно переоценивают степень взаимного 
зрительного контакта [Gamer, Hecht, 2007]. Таким образом, если на-
правление взгляда является существенным элементом коммуникации, 
то моделирование этого процесса важно как для анализа диалога, так 
и для создания привлекательных роботов, производящих ощущение 
зрительного контакта. Как было показано в  [Häring, et. al., 2012] на-
правленный взгляд робота повышает эффективность взаимодействия 
между роботом и пользователем.
Исследователи также выявили, что использование роботом ориен-
тированных жестов, сопровождающих речь, способствует пониманию 
пространственной информации, увеличивает скорость и  точность 
выполнения пространственных задач [Cabibihan, et. al., 2009]. В работе 
[Salem et al., 2012] показано, что испытуемые оценивают робота более 
позитивно, когда робот сопровождает речь жестами, даже если они 
семантически не соответствуют речи. 
В лаборатории нейрокогнитивных технологий Курчатовского ин-
ститута мы разрабатываем робота Ф-2: персонального робота-компа-
ньона, который способен поддерживать коммуникацию с человеком 
c помощью речи, жестов и мимики [Kotov et al, 2019]. Поведение ро-
бота-компаньона мы моделируем на основе анализа поведения людей 
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в  реальных коммуникативных ситуациях на основе мультимодаль-
ного корпуса REC (Russian Emotional Corpus). Корпус содержит раз-
меченные в программе ELAN видеозаписи реальных эмоциональных 
диалогов (n = 815). В корпусе вручную размечаются речевые выска-
зывания участников диалога. Для информанта размечаются движения 
его глаз, рук и губ. Для жеста или элемента мимики также отмечается 
коммуникативная функция в  соответствии с  типологией, представ-
ленной в [Котов, Зинина, 2015]. 
1. Исследование ориентированных жестов в корпусе
1.1. Направление взгляда
Стандартная разметка движений глаз учитывает значимые изме-
нения направления линии взгляда (взгляд вбок, взгляд вверх), рас-
ширение глаз, прищуры, подмигивания, закрытие глаз. Также в кор-
пусе размечены поднятие бровей и движения носом. Такая разметка 
позволяет исследовать ключевые коммуникативные особенности 
информантов: например, глазодвигательное поведение во время фру-
страции, радости, апелляции и др. Выделять паттерны типичные для 
начала или окончания разговора. Однако этой разметки недостаточно 
для моделирования сложного коммуникативного поведения робота-
компаньона. Поэтому 2 видео из подкорпуса эмоциональных интер-
вью (127 минут) были размечены с помощью дополненной разметки. 
Применявшаяся ранее в корпусе разметка направления взгляда была 
дополнена 7-ю новыми тегами: «справа» (от говорящего), «слева», 
«вверх», «вниз», «к собеседнику», «к объекту», «закрыты». Кроме этого, 
общий инвентарь коммуникативных функций был дополнен функци-
ями, специфическими для глазодвигательного поведения: «размыш-
ление», «говорение», «фразовое ударение», «перечисление», «шутка», 
«слушание», «внимание на реакцию собеседника», «подражание направ-
лению взгляда собеседника», «смягчение антисоциальной ситуации», 
«иконический взгляд», «сопровождение жеста», «взгляд на объект раз-
говора». В общей сложности выделено 1875 аннотаций для движений 
глаз и 1415 аннотаций функциональной разметки. Результаты размет-
ки представлены в таблице 1.
Исходя из полученных данных можно заключить, что информанты 
36 % всего времени находились в размышлении: отводили глаза в ле-
вую (38 %) или в правую (23 %) стороны. Во время разговора (20 % от 
всех движений глаз) информанты в 100 % случаев поддерживали зри-
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тельный контакт. Во время перечисления испытуемые в 46 % случаев 
смотрят налево, в 21 % — направо, в 17 % — вниз и в 13 % — вверх. 
Во время шутки взгляд респондентов также может быть направ-
лен налево в 28 % случаев, направо — в 41 % случаев, вверх — в 17 % 
и вниз — в 6 %. Только иконический взгляд может выполняться в раз-
ных направлениях, к этому классу мы также отнесли демонстративное 
закрытие глаз (9 % случаев). Взгляд информанта в  100 % случаев на-
правлен на собеседника при говорении, фразовом ударении, слуша-
нии, а также при обращении внимания на реакцию собеседника.
На основе разметки была разработана компьютерная модель на 
языке Python, регулирующая глазодвигательное поведение робота. 

































размышление 0 107 197 92 117 0 0 513
иконический взгляд 29 20 39 32 51 18 10 199
перечисление 1 3 11 4 5 0 0 24
шутка 2 3 5 1 7 0 0 18
смягчение антисоциальной 
ситуации 0 1 12 13 17 0 0 43
говорение 286 0 0 0 0 0 0 286
фразовое ударение 140 0 0 0 0 0 0 140
слушание 98 0 0 0 0 0 0 98
внимание на реакцию 
собеседника 68 0 0 0 0 0 0 68
подражание направлению взгляда 
собеседника 0 0 0 0 0 0 12 12
сопровождение жеста 0 0 0 7 3 0 0 10
взгляд на объект разговора 0 0 0 0 4 0 0 4
1415
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В  этой модели были смоделированы коммуникативные состояния, 
соответствующие функциям, перечисленным выше. Эффективность 
этой модели в  ситуации человеко-машинного взаимодействия была 
доказана в  экспериментальном исследовании [Цфасман и  др., 2018]. 
Полученные результаты позволяют судить о  вкладе направления 
взгляда в  формирование положительного впечатления от робота, 
а  также доказывают эффективность разработанной модели глазод-
вигательного поведения в ситуации человеко-машинного взаимодей-
ствия.
1.2. Указательные жесты
Базовая разметка движений рук включает разметку на четырех 
слоях: это активный и пассивный органы, способ выполнения движе-
ния и траектория. В корпусе встречается 1165 случаев, когда инфор-
манты указывают на объект, на себя или на оппонента. Как правило, 
указательные жесты выполняются указательным пальцем (59,1 %) или 
ладонью/кистью руки (20,3 %) (Рис. 1)
Рис. 1. Активные органы, с помощью которых выполняются указательные жесты 
(в процентах)
Указательные жесты обслуживают разные коммуникативные 
функции, описанные в  [Котов, Зинина, 2015]. Как видно из  Рис.  2, 
указательные жесты используются для апелляции (41,2 %) и сопрово-
ждают эмфазу (29,4 %), задействуются при ожидании обратной связи 
(8,8 %) и операциях с референтами (8,8 %).
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Рис. 2. Коммуникативные функции указательных жестов 
1.3. Экспериментальное исследование  
указательных жестов робота
Для оценки влияния указательных жестов на формирование 
у пользователя положительного впечатления от робота был проведен 
эксперимент, в котором робот помогает испытуемому собирать голо-
воломку (танграм) [Зинина и др., 2019]. В одном экспериментальном 
условии робот указывает человеку на необходимую фигуру голово-
ломки (выполняет ориентированный жест), в другом — не указывает 
(выполняет неориентированные жесты). Экспериментальное взаимо-
действие робота и человека фиксировалось на две видеокамеры: пер-
вая записывала экспериментальную ситуацию сбоку, вторая записы-
вала игровое поле и робота сверху. Взаимодействие пользователя с ро-
ботом было записано для анализа коммуникативных ответов человека 
на ориентированные жесты робота (31 испытуемый, 310 минут).
Разницу между экспериментальными условиями заметили 48,4 % 
от всей выборки, из  которых подавляющее большинство (73,3 %) 
предпочло робота, демонстрирующего указательные жесты. Даже 
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если испытуемые не заметили разницы между двумя стратегиями же-
стового поведения робота (51,6 % от всей выборки отметили в анкете, 
что не увидели разницы в  поведении), они, тем не менее, следовали 
указательным жестам робота и выбирали именно ту фигуру, на кото-
рую указал робот, в  78,5 % случаев. Следовательно, можно говорить 
об имплицитном влиянии ориентированных жестов робота на пове-
дение пользователя, даже если испытуемые четко не осознавали это-
го влияния. Поскольку оценки человека являются имплицитными и 
в половине случаев не проявляются в самоотчёте, реакции человека 
на поведение робота в эксперименте удобно изучать корпусными ме-
тодами, записывая и размечая поведение испытуемых.
Выводы
Руководствуясь преимущественно прикладной задачей, мы разви-
ваем корпус REC, при этом особое внимание уделяем ориентирован-
ным жестам и функциональному значению взглядов, ведь это ключе-
вые особенности, способствующие повышению привлекательности 
робота для пользователя. Видеозаписи экспериментального исследо-
вания открывают возможности для изучения стратегий взаимодей-
ствия человека с роботом, например, реакций человека на одобрение 
роботом его действий, или, наоборот, на сообщение робота об ошибке 
человека. Анализ видеозаписей также позволяет исследовать разные 
стратегии взаимодействия человека с роботом, что важно как для тео-
ретического анализа, так и для практического применения. 
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МЕТОДИКА СОЗДАНИЯ КОРПУСА ДЛЯ ИЗУЧЕНИЯ 
РЕДУЦИРОВАННЫХ РЕАЛИЗАЦИЙ В ДЕТСКОЙ РЕЧИ1
HOW TO DEVELOP A CORPUS FOR STUDYING REDUCED 
REALIZATIONS IN CHILDREN’S SPEECH?
Аннотация. В статье описываются принципы сбора данных для корпуса устной речи русскоя-
зычных детей 3–6  лет, который будет использоваться для изучения фонетической редукции 
словоформ в детской речи. Корпус состоит из трех частей: 1) записи, полученные в ходе лон-
гитюдного исследования с участием нескольких детей 3–5 лет; 2) записи, полученные в рамках 
эксперимента с  участием 71  ребенка 4–6 лет; 3)  фрагменты разработанных ранее корпусов 
детской речи. В программе Praat ведется сплошная орфографическая и выборочная фонетиче-
ская расшифровка записей.
Ключевые слова: детская речь, редуцированные словоформы, корпус устной речи, русский 
язык, лонгитюдное исследование.
Abstract. The paper introduces a corpus of oral speech of Russian-speaking children aged from 3 to 
6 years. The corpus will be used to study phonetic reduction of word forms in children’s speech. The 
corpus includes: 1) the records collected during a longitudinal study of several children between 
3  and 5  years old; 2)  the records collected in the experiment with 71  children between 4  and 
6 years old; 3) fragments of several children’s speech corpora that were developed earlier. The Praat 
program is used for the complete orthographic and selective phonetic annotation of the data. 
Keywords: children speech, reduced word forms, spoken corpus, Russian, longitudinal study.
1. Введение
Несмотря на многочисленные фонетические и психолингвистиче-
ские исследования, направленные на изучение явления фонетической 
редукции в  различных языках, статус редуцированных словоформ 
в  ментальном лексиконе говорящего и  слушающего и  механизмы 
их обработки до сих пор не ясны. В последнее время возрос интерес 
к вопросу усвоения редуцированных единиц, ответ на который пред-
полагает выяснение того, в каком количестве и каким образом реду-
цированные реализации попадают в ментальный лексикон носителя 
языка и как происходит овладение механизмами редуцирования при 
усвоении языка.
1 Исследование выполняется при поддержке гранта Президента РФ для моло-
дых кандидатов наук № МК-6776.2018.6.
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Чаще всего для ответа на поставленные вопросы исследователи 
проводят эксперименты в  области изучения иностранных языков 
(second language acquisition) или изучают речь детей школьного воз-
раста [Barth 2015; Tuomainen et al. 2015]. Как кажется, одной из основ-
ных причин игнорирования данных речи информантов более млад-
шего возраста может быть отсутствие подходящего материала для 
исследования и сложность его получения. Однако именно речь детей 
3–6 лет представляет наибольший интерес для изучения редукции, по-
тому что в этот период происходит формирование развернутой спон-
танной речи и можно предполагать появление механизмов редукции, 
которые свойственны взрослым носителям языка. 
В работе описывается методика записи и обработки детской речи, 
в результате применения которой в настоящий момент создается кор-
пус устной речи русскоязычных детей 3–6 лет. 
2. Методика сбора данных
Наиболее адекватным и часто используемым методом сбора дан-
ных для изучения редукции в  речи взрослых является запись речи, 
максимально приближенной к  спонтанной (см., например, [Ernestus 
2000; Raeva, Riekhakaynen 2016; Стойка 2017 и др.]). На сегодняшний 
день есть несколько общедоступных корпусов русской устной речи, 
в которых имеется фонетическая транскрипция записей (как в Кор-
пусе транскрибированных русских устных текстов  — http://narusco.
ru/search/trn-search.php) или есть возможность прослушать и  ска-
чать звуковые файлы для последующей фонетической расшифровки 
(как в  Мультимедийном подкорпусе Национального корпуса рус-
ского языка  — http://ruscorpora.ru/search-murco.html или в  проекте 
«Рассказы о сновидениях и другие корпуса звучащей речи» — http://
spokencorpora.ru/). Наиболее представительным корпусом русской 
неподготовленной устной речи является корпус «Один речевой день» 
(см., например, [Asinovsky et al. 2009]), однако он пока не является об-
щедоступным. 
В качестве примеров корпусов русской детской речи большо-
го объема можно отметить корпусы «INFANT.RU», «CHILD.RU» 
и «EmoChildRu» [Ляксо и др. 2017], но они также не являются обще-
доступными. Недавно появился доступ к  корпусу «Кондуит» (http://
konduitcorpus.ru), но  только к  орфографическим расшифровкам. Та-
ким образом, любой исследователь, который начинает заниматься из-
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учением звучащей детской речи на материале русского языка, так или 
иначе сталкивается с необходимостью сбора материала, т. е. составле-
ния собственного рабочего корпуса.
На первом этапе исследования по результатам пилотных записей 
одного ребенка (девочка, монолингв, возраст на момент проведения 
записей: 4 г. 9 мес. 0 дн. — 4 г. 11 мес. 7 дн.) было решено, что в домаш-
них условиях родители детей могут осуществлять запись с помощью 
установленной на их телефоны бесплатно распространяемой про-
граммы «Диктофон» (https://play.google.com/store/apps/details?id=com.
appstar.audiorecorder; параметры записи: 44100  Гц; 16  бит). С  точки 
зрения изучения редукции наиболее перспективным, судя по предва-
рительному слуховому анализу полученных данных, является рассмо-
трение реализаций высокочастотных словоформ и формул вежливо-
сти, а также сохранности окончаний существительных и согласован-
ных с ними зависимых слов. 
С июня 2018  года ведется лонгитюдное исследование  — запись 
4 детей. Родители записывают речь детей самостоятельно с интерва-
лом около одного раза в месяц и высылают файлы с записями иссле-
дователям. Одна сессия предполагает около 30 минут записи в течение 
одного дня или за два следующих друг за другом дня. Для того чтобы 
собрать тематически более или менее однородный материал, родите-
лям было дано задание записывать разговоры с детьми о том, что про-
изошло за день (что ребенок делал в детском саду, дома и т. п.), а также 
общение ребенка с родителями во время совместных игр и за столом. 
Вторым способом сбора материала стал эксперимент, направлен-
ный на получение данных о том, как дети произносят высокочастот-
ные словоформы и  формулы вежливости. В  исследовании принял 
участие 71  ребенок из  средних и  старших групп двух детских садов 
Санкт-Петербурга2. Эксперимент проводился с  каждым ребенком 
отдельно и  длился в  среднем от 5  до 10  минут. Основная часть экс-
перимента представляла собой ролевую игру «Магазин», в  которой 
ребенок выступил и в  роли продавца, и в  роли покупателя. Кроме 
того, экспериментатор задавал ребенку вопросы о  том, что ребенок 
делает в течение дня в детском саду и о любимых игрушках. Реплики 
экспериментатора были составлены так, что провоцировали ребенка 
на употребление ряда высокочастотных единиц (например, только, 
2 За проведение этого эксперимента автор выражает благодарность студентке 
СПбГУ Полине Вадимовне Шаньгиной.
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когда, потому что, если, сейчас и др.). При составлении вопросов мы 
ориентировались на список высокочастотных единиц, для которых 
известно, что они часто подвергаются редукции в речи взрослых но-
сителей русского языка (см, например, [Raeva, Riekhakaynen 2016]).
Родители всех участников исследования подписывали письменное 
согласие на запись речи их детей.
3. Структура корпуса и перспективы его развития
В соответствии с описанными выше принципами получения мате-
риала корпус на данный момент включает себя две основные части: 
1) лонгитюдные записи 4 детей (возраст самого младшего на момент 
начала записи — 3 года 1 месяц; возраст самой старшей — 5 лет 6 ме-
сяцев); более 8 часов записей разговоров детей с их родственниками; 
2) около 10 часов записей разговоров, полученных в ходе проведения 
эксперимента в детских садах, —71 файл по количеству детей, приняв-
ших участие в эксперименте. 
Все звуковые файлы представлены в  формате WAV. В  настоящее 
время ведется многоуровневое аннотирование в  программе Praat 
(http://www.fon.hum.uva.nl/praat/), поскольку поисковую систему 
в корпусе планируется организовать так, как это сделано в Фонетиче-
ски транскрибированном корпусе эстонской спонтанной речи (https://
www.keel.ut.ee/en/languages-resourceslanguages-resources/phonetic-
corpus-estonian-spontaneous-speech). Файлы с  расшифровками вклю-
чают в себя следующие уровни: уровень диктора, на котором отмеча-
ется, кто говорит — ребенок или его собеседник; уровень орфографи-
ческой расшифровки; уровень фонетической транскрипции. 
На уровне орфографической расшифровки каждый интервал со-
ответствует отдельному слову (или т.н. «составному слову», напри-
мер: потому что, то есть и др.), все слова (в том числе те, которые 
встретились в  редуцированном виде) записываются в  нормативной 
орфографии. Редукция отмечается только на уровне фонетической 
транскрипции, на котором осуществляется позвуковая разметка. По-
добный подход обусловлен тем, что в дальнейшем на материале этих 
записей планируется составить орфографически-транскрипционный 
словарь, в котором каждой орфографической единице будут соответ-
ствовать все варианты ее произнесения. 
Акустико-фонетическая расшифровка ведется по принципам, 
разработанным для Корпуса транскрибированных русских устных 
353
текстов: различаются не только все фонемы русского языка, но и пер-
цептивные варианты гласных, ударение не размечается (использу-
емые символы транскрипции представлены здесь: http://narusco.ru/
transkrip.htm). 
На данный момент лонгитюдные записи расшифровываются пол-
ностью и в орфографии, и в транскрипции. Для записей, полученных 
в ходе эксперимента, пока проводится только выборочная фонетиче-
ская аннотация: в ходе сплошного прослушивания (вручную) выбира-
ются и транскрибируются только интересующие нас высокочастотные 
словоформы и  формулы вежливости. Параллельно с  расшифровкой 
создается база звуковых файлов, в которой представлены вырезанные 
из  исходных файлов реализации анализируемых высокочастотных 
словоформ. В названии каждого файла содержится не только указа-
ние на то, какая словоформа в нем представлена, но и условное обо-
значение информанта, что позволяет изучать, как один и тот же ребе-
нок произносит одну и ту же словоформу, если она представлена в его 
речи несколькими реализациями. 
Третью часть корпуса, как ожидается, составят расшифровки 
фрагментов других корпусов детской речи, к  которым нам удастся 
получить доступ. На настоящий момент в  эту часть корпуса входят 
фрагменты корпуса «Кондуит», звуковые записи и орфографические 
расшифровки из которого были предоставлены нам его составителем 
П. М. Эйсмонт. Орфографические расшифровки из этого корпуса про-
верены и  перенесены в  файлы многоуровневой разметки, которые 
используются в  Praat, ведется акустико-фонетическая расшифровка 
данных записей.
Полноценный анализ собранного материала будет возможен толь-
ко после завершения расшифровки, но даже предварительные резуль-
таты и наблюдения, сделанные в ходе расшифровки и транскрибиро-
вания, свидетельствуют о том, в речи детей 3-6 лет уже присутствуют 
редуцированные реализации, часть из  которых (в  первую очередь 
те, в  которых редукции подвергаются один-два элемента: например, 
[stoka] для столько, [kada] для когда и т. п.) совпадает с теми, которые 
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ПРИМЕНЕНИЕ КОРПУСНОГО ПОДХОДА 
ПРИ ИССЛЕДОВАНИИ ФОНЕТИКИ 
СУРГУТСКОГО ДИАЛЕКТА ХАНТЫЙСКОГО ЯЗЫКА1
THE CORPUS APPROACH  
IN THE RESEARCH OF THE PHONETICS  
OF THE SURGUT KHANTY LANGUAGE
Аннотация. В докладе описаны лингвистические и технические аспекты создания фонетическо-
го корпуса для исследования сургутского диалекта хантыйского языка с применением корпусной 
системы Emu SDMS. Корпус включает аннотированные аудиозаписи речи информантов, под-
держивает поиск по разметкам и вычисление акустических данных для дальнейшей обработки 
в программе R. В качестве примера использования корпуса приводятся данные о длительности 
сургутских гласных первого слога. 
Ключевые слова: экспериментальная фонетика, фонология, корпусная лингвистика, Praat, Emu-
SDMS, хантыйский язык, сургутский диалект.
Annotation. The report considers linguistic and technical aspects of the building of the phonetic 
corpus for the research of the Surgut dialect of the Khanty language. Corpus system Emu Speech Da-
tabase Management System is used. The corpus contains annotated audio files of speakers’ speech, 
provides search within annotation and acoustic data evaluation for further processing in R. The data 
on first syllable vowel duration are given as an example of corpus application.
Keywords: experimental phonetics, phonology, corpus linguistics, Praat, Emu-SDMS, Khanty lan-
guage, Surgut dialect. 
Введение
Исследование фонетики языков коренных народов Сибири явля-
ется не только актуальной проблемой ареального и типологического 
языкознания, но  и  представляет практическую необходимость. Без 
точных экспериментальных данных невозможно решение вопроса об 
оптимальной транскрипции, что, в свою очередь, связано с проблема-
ми совершенствования орфографии, издания текстов и  лексикогра-
фической фиксации. 
Подробное экспериментальное описание хантыйского консонан-
тизма и вокализма выполнено в работах [Верте, 2003], [Куркина, 2000] 
на материале казымского диалекта. Однако сургутский диалект, име-
1 Работа выполнена при финансовой поддержке РФФИ (проект № 19-012-
00388)
357
ющий значительные отличия в  фонологической системе, до сих пор 
не подвергался инструментальному фонетическому анализу. Фоноло-
гия диалекта была описана без привлечения экспериментальных дан-
ных в ряде источников по хантыйскому языку (например, [Терешкин, 
1981]). В  монографии [Чепреги, 2017] помимо фонологии диалекта 
рассмотрены отдельные детали произношения. В серии работ [Уртеге-
шев, Кошкарева, 2017а], [Уртегешев, Кошкарева, 2017б] представлено 
наиболее подробное на сегодня описание сургутской артикуляцион-
ной базы идиома, однако эти работы, выполненные с использованием 
субъективно-слуховых методик, не снимают необходимость экспери-
ментального исследования.
Важность многоаспектного исследования фонетики, отсутствие 
непротиворечивых исходных данных, ограниченность ресурсов для 
полевой работы приводят нас к выбору корпусного исследования в ка-
честве основного метода. Корпусный подход в фонетике подразуме-
вает такую процедуру исследования, при которой аудиозаписи под-
вергаются комплексной разметке, а отбор сегментов для исследования 
отдельного явления осуществляется методами машинного поиска, 
причем система должна поддерживать учет метаданных, иерархиче-
ской организации сегментов и синтагматики.
Речевые корпусы разрабатываются с середины 1980-х гг. в первую 
очередь для прикладных задач синтеза и распознавания речи, но так-
же являются одним из  ключевых инструментов современной экспе-
риментальной фонетики: “In some respects corpus methods complement 
laboratory-based experimental methods in phonology,and for some fields 
of inquiry corpus materials are essential” [Cole, Hasegawa-Johnson, 2012: 
431]. Создание подобных корпусов для аборигенных языков Сибири 
является актуальной задачей.
В настоящей работе мы осветим опыт применения корпусных тех-
нологий к исследованию фонетики сургутского диалекта хантыйского 
языка, распространенного преимущественно на территории Сургут-
ского района ХМАО и насчитывающего почти три тысячи носителей 
[Чепреги, 2016].
Корпус включает полевые материалы Института филологии СО 
РАН, собранные в ходе экспедиций 2014–2018 гг. На данный момент 
объем корпуса составляет около двухсот лексем, каждая из которых 
записана в троекратном прочтении минимум от трех информантов — 
носителей исследуемого диалекта. На данный момент в базу включены 
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данные от шести информантов. Общее число записанных фонетиче-
ских слов составляет более 1500. 
Основной инструмент работы с корпусом — фонетическая корпус-
ная система Emu Speech Database Management System (продукт Мюн-
хенского университета), включающая корпус-менеджер Emu-WebApp 
и пакет расширений EmuR для статистического обработчика R [Har-
rington, 2010], [Winkelmann, Harrington, Jänsch, 2017]. Разметка произ-
водится в программе Praat [Boersma, Weenink, 2018]. Обработка дан-
ных осуществляется базовыми средствами R и средствами EmuR. Для 
визуализации данных используются средства пакетов EmuR, ggplot2, 
ggrepel для R.
1. Лингвистические аспекты построения корпуса
1.1. Основная единица разметки
Основная проблема при атрибуции фонетических единиц заклю-
чается в том, что нет единого свода объективных акустических при-
знаков, которые могли бы охватить все разнообразие голосов дикто-
ров и были бы универсальны для всех языков. Мы видим проблему 
также в  том, что значительное свободное варьирование признаков, 
комбинаторные изменения, различия между дикторами создают кон-
тинуум тембров, внутри которого крайне трудно провести границы. 
Разброс данных, многообразие оттенков, релевантность которых за-
ранее неизвестна, затрудняют последовательное применение этапов 
анализа «фонетическая транскрипция — инвентаризация фонетиче-
ских средств — анализ оппозиций и дистрибуции звуков — выявление 
системы фонем».
При данном состоянии изученности материала мы вынуждены 
опираться не на абсолютные значения акустических параметров зву-
ков, а на их соотношения, а также прибегать к поэтапному уточнению 
разметки.
Разметчик производит предварительную атрибуцию звука на ос-
нове субъективного слухового анализа, учитывая также орфографи-
ческую запись и  традиционную фонологическую транскрипцию. На 
данном этапе мы должны предполагать, что разметка может не соот-
ветствовать объективным данным. Такая разметка характеризует, та-
ким образом, не звуки речи, а фонетические токены — предварительно 
приписанные фонетические атрибуты, которые нуждаются в верифи-
кации. Одинаково размеченные сегменты организуют кластеры, для 
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которых собирается информация о средних значениях и варьирова-
нии акустических параметров. На основании этих данных выявляют-
ся ошибки и неточности разметки, и атрибуция сегмента может быть 
изменена, после чего сводные данные пересчитываются. В ходе такой 
постепенной коррекции мы добиваемся следующего: периферийные 
пересечения кластеров должны быть минимизированы; варьирова-
ние звуков внутри кластера может быть признано свободным; звуки, 
для которых возможно установить позиционное варьирование, име-
ют различную разметку. После этого мы можем считать, что разметка 
является уже не условным токеном, а фонетической транскрипцией, 
фиксирующей аллофон.
Для разметки используются знаки IPA. Система транскрипции сур-
гутских фонем была выработана на этапе до составления корпуса пу-
тем предварительного анализа спектрограмм.
1.2. Обозначение акцентных и суперсегментных признаков
Ударение в хантыйском языке, как правило, падает на первый, всег-
да корневой слог, который характеризуется повышенной длительно-
стью и  интенсивностью [Чепреги, 2017: 37]. Безударные гласные ха-
рактеризуются значительной редукцией, их фонологический статус не 
вполне ясен. Помимо этого, не выяснено, как распределяются призна-
ки долготы и  интенсивности в  синтагмах, состоящих из  нескольких 
фонетических слов; неясно, являются ли клитиками личные местои-
мения в притяжательных конструкциях. 
По этой причине при разметке ударение обозначается обязатель-
но, причем используется отдельно разметка «основное ударение» для 
изолированных словоформ и  «побочное ударение» для обозначения 
ударных слогов в синтагмах. 
Акцентная характеристика не выносится в отдельный уровень раз-
метки, а объединена с фонетической транскрипцией. 
Качество и  длительность звуков в  хантыйском языке находятся 
в зависимости от слоговой структуры словоформы. Тем не менее, спе-
циальной суперсегментной разметки на данном этапе не проводит-
ся, поскольку наиболее релевантное разграничение ударного и  без-
ударного слога обеспечивается обязательной постановкой ударения 
в  транскрипции. Другие аспекты слоговой структуры, такие как ко-
личество слогов, противопоставление серединного и конечного слога, 
противопоставление открытого и закрытого слога на данном возмож-
но учитывать только ручной фильтрацией поисковой выдачи.
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2. Технические аспекты построения корпуса
2.1. Разметка и загрузка файлов в корпус
Корпус-менеджер Emu-WebApp позволяет работать с разметками 
аудио, однако основным инструментом разметки файлов была выбра-
на программа Praat. В первую очередь, это связано с тем, что Praat име-
ет режим работы с длинными аудио, что позволяет размечать записи 
длительных полевых сессий с информантами без предварительной на-
резки файлов на фрагменты, соответствующие отдельным словофор-
мам.
На этапе предварительной аннотации возможна параллельная ра-
бота нескольких разметчиков над базой, при этом каждый разметчик 
работает над своим аудиофайлом.
Для хранения метаданных выделено две дорожки разметки, со-
держащих код информанта, перевод слова и его орфографическую за-
пись. Границы разметки на этих уровнях служат метками для автома-
тического нарезания файлов на фрагменты.
Для того чтобы избежать возможных конфликтов с  кодировкой, 
знаки IPA вводятся с использованием кодов Backslash Trigraphs, кото-
рые не включают символов Unicode. Перед непосредственной загруз-
кой файлов в  корпус дорожка фонетической разметки дублируется, 
и одна из копий автоматически конвертируется в кодировку Unicode 
с  использованием скрипта Praat. Таким образом, IPA-разметки хра-
нятся в базе в двух экземплярах: в кодировке Unicode и с использова-
нием Backslash Trigraphs. 
Нарезка аудио и разметок на фрагменты, соответствующие отдель-
ным словоформам и  экспорт файлов производится автоматически 
при помощи скрипта Praat. 
Конвертирование данных в формат системы Emu-SDMS произво-
дится средствами EmuR. Система поддерживает возможность загруз-
ки новых данных в существующий корпус и объединения корпусов. 
Для получения акустических данных (спектрограмм, формантных 
частот, частоты основного тона и т. д.) используются средства EmuR. 
Вычисленные данные сохраняются в корпусе в файлах особого форма-
та и доступны для дальнейшей статистической обработки.
2.2. Организация поиска в корпусе
Для поиска используется функция query из пакета EmuR, позволя-
ющая находить сегменты с заданной разметкой. Функция поддержи-
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вает поиск на нескольких дорожках, и, поскольку код информанта на 
этапе разметки записывается в отдельную дорожку, мы можем произ-
водить поиск с учетом информанта. Также функция query позволяет 
производить поиск с учетом соседних сегментов, благодаря чему мы 
можем учитывать фонетическую позицию. 
При поиске по транскрипциям необходимо учитывать отдельные 
фонетические признаки, такие как долгота или краткость гласного, 
огубленность, принадлежность звука к гласным или согласным и т. д. 
Это реализуется с  применением инструмента label groups из  пакета 
EmuR, который позволяет сгруппировать разметки (например, объ-
единить в одну группу все сегменты, соответствующие гласным) и за-
прашивать при поиске не отдельные звуки, а целые группы.
По результатам запроса функции EmuR возвращают акустические 
данные как фреймы данных, с которыми далее можно работать сред-
ствами R для статистического анализа и визуализации. 
Если анализ данных показывает необходимость корректировки 
разметок, обратный экспорт в  Praat уже не производится, разметки 
исправляются через интерфейс Emu-WebApp.
3.  Пример использования системы: длительность гласных  
первого слога в моносиллабах и бисиллабах
В исследованиях сургутского диалекта (например, [Терешкин, 
1981]) описывается релевантность противопоставления долгих 
и кратких гласных первого слога. В монографии [Чепреги, 2017], од-
нако, указывается необходимость выделения также сверхкратких 
гласных. В работах [Уртегешев, Кошкарева, 2017а], [Уртегешев, Кош-
карева, 2017б] транскрибируются полудолгие гласные и прерывистые 
гласные, состоящие из двух артикуляционных фаз.
Рассмотрим в качестве примера применения корпуса задачу вычис-
ления длительностей ударных гласных звуков в базовом стословном 
подкорпусе, содержащем моносиллабы и бисиллабы.
Корпус загружается для обработки как объект R при помощи функ-
ции load_emuDB. 
С помощью поисковой функции query и механизма группировки 
разметок найдем все гласные, размеченные как ударные. При помощи 
функции dur вычислим абсолютную длительность найденных сегмен-
тов в  миллисекундах. Запросим при помощи функции requery_hier 
код информанта для каждого сегмента. Воспользуемся функцией re-
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query_seq, чтобы узнать для каждого сегмента разметку последующего 
сегмента. К данным о последующей разметке применим ряд условных 
конструкций, которые позволяют определить слоговой тип словофор-
мы. Атрибуты слогового типа для каждого сегмента сохраним в  от-
дельном векторе. 
Полученные данные объедим в один фрейм, содержащий для каж-
дого сегмента разметку, длительность в миллисекундах, фонологиче-
скую характеристику долготы или краткости, код информанта и тип 
слоговой структуры.
Для визуализации фрейма воспользуемся средствами ggplot2. 
На рисунке 1  показаны графики разброса длительности гласных 
звуков, встречающихся в первом слоге, по данным одного информан-
та, в речи которого зафиксировано наиболее отчетливое произнесе-
ние долгих гласных. Каждая точка показывает отдельное произнесе-
ние звука информантом. В левой панели графика собраны фонологи-
чески долгие гласные, в правой — фонологически краткие. Цвет точки 
обозначает слоговой тип словоформы: красные точки соответствуют 
бисиллабам с закрытым первым слогом, синие — бисиллабам с откры-
тым первым слогом, зеленые — односложным формам. 
Рис. 1. Разброс значения абслютной длительности гласных звуков  
по данным первого информанта
Как показывают графики, в сургутском диалекте хантыйского язы-
ка гласные первого слога значительно варьируются по длительности. 
Наиболее длинные реализации фонем встречаются в  моносиллабах; 
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в бисиллабах гласные сокращаются, причем сокращение значительно 
более выражено в закрытых слогах. Варьирование гласных приводит 
к пересечению диапазонов реализации фонем. Однако, если рассма-
тривать отдельно словоформы каждого слогового типа, противопо-
ставление долгих и  кратких остается достаточно четким. На рисун-
ке 2 показано распределение длительности долгих и кратких гласных 
в различных слоговых типах.
Рис. 2. Разброс значения абсолютной длительности гласных звуков в различных 
слоговых структурах по данным первого информанта
Другие информанты склонны к более краткому произнесению дол-
гих согласных (менее 400 мс), из-за чего долгие гласные в позиции за-
крытого слога сближаются с краткими. В многосложных формах на-
блюдается тенденция к сокращению долгих гласных и их сближению 
с краткими.
Эти данные подтверждают точку зрения о двух, но не трех степенях 
фонологической долготы в сургутском диалекте, выделение сверхкра-
ткости в первом слоге неоправданно. 
Фиксируемая в работах [Уртегешев, Кошкарева, 2017а], [Уртегешев, 
Кошкраева, 2017б] полудолгота, судя по всему, является вариативной 
реализацией фонологической краткости в открытом слоге и соответ-
ствует нашим данным о растяжении кратких. Описанные в указанных 
работах прерывистость и вариативная дифтонгизация, очевидно, со-
относятся с  большей длительностью. Выделяемые в  данных работах 
долгие непрерывистые гласные в моносиллабах находят соответствие 
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как кратким, так и долгим гласным в наших измерениях, однако пре-
рывистые — только долгим. Вероятно, выделяемая слуховым анали-
зом прерывистость влияет на восприятие длительности и  участвует 
в различении долгих и кратких гласных. 
4. Перспективы работы над корпусом
На данный момент корпус позволяет судить о варьировании коли-
чественных и качественных признаков отдельных фонем; мы можем 
верифицировать и  корректировать фонетические транскрипции. На 
данном этапе не все случаи варьирования звуков и пересечения зон 
варьирования находят убедительное объяснение.
Представляется целесообразным расширять корпус, вводя в  него 
новые записи.
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О ПОДГОТОВКЕ К ВЕБ-ПУБЛИКАЦИИ КОРПУСА  
ПОВСЕДНЕВНОЙ РУССКОЙ РЕЧИ «ОДИН РЕЧЕВОЙ ДЕНЬ»: 
АНОНИМИЗАЦИЯ ТЕКСТОВ И ВЫБОРОЧНОЕ КОДИРОВАНИЕ 
ЛЕКСИКИ1
ON THE PREPARATION FOR WEB-PUBLICATION OF “ONE DAY OF 
SPEECH” CORPUS OF EVERYDAY SPOKEN RUSSIAN:  
TEXTS ANONIMIZATION AND SELECTED WORDS ENCODING
Аннотация. Речевой корпус «Один речевой день» (ОРД) является на сегодняшний день крупней-
шим лингвистическим ресурсом, предназначенным для исследования русского языка повседнев-
ного общения. Несмотря на высокий научный потенциал материалов корпуса, эффективность его 
использования до сих пор существенно ограничена фактом закрытости ресурса для широкого 
круга пользователей, что вызвано частным характером большинства звукозаписей повседнев-
ной речи. Компромиссным решением представляется веб-публикация анонимизированных 
текстовых расшифровок корпуса ОРД. В статье рассматриваются основные сложности, возника-
ющие при подготовке текстовок корпуса ОРД к онлайн публикации, связанные с анонимизацией 
текстов и их «цензурной» редактурой, и намечаются пути их решения.
Ключевые слова. Русский язык, повседневная устная речь, речевой корпус, интернет-ресурс, 
онлайн публикация, анонимизация текстов, кодирование лексики.
Abstract. Speech corpus “One Day of Speech” (ORD corpus) is the largest linguistic resource designed 
for studies of everyday spoken Russian. Despite the high scientific potential of ORD data, the effec-
tiveness of its use is still significantly limited by the fact that the resource is not accessible for a 
wide range of online users, which is caused by the private nature of the most of its audio recordings. 
The most suitable option appears to be the web publication of selected anonymized text transcripts. 
The article outlines the main difficulties that arise during the preparation of ORD texts to web 
publication, including texts anonymization and their “censorship” editing, and discusses the ways to 
solve these problems. 
Keywords. Russian language, everyday spoken speech, speech corpus, Internet resource, online pub-
lication, texts anonymization, word coding. 
1. Введение
Речевой корпус «Один речевой день» (ОРД) является на сегодняш-
ний день крупнейшим лингвистическим ресурсом, предназначенным 
для исследования русского языка повседневного общения [Bogdanova-
Beglarian et al. 2016]. Корпус содержит более 1400 часов аудиозаписей, 
1 Работа выполнена при поддержке Российского Научного Фонда «Система 
прагматических маркеров русской повседневной речи» (проект № 18-18-00242).
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выполненных в  условиях естественной речевой коммуникации; рас-
шифровки получены для 530  макроэпизодов и  насчитывают 1  млн. 
словоупотреблений. Корпус разрабатывается для изучения устной 
русской речи и речевого поведения человека, для проведения иссле-
дований в  области антропологии, речевой коммуникации, устного 
дискурса, социолингвистики, психолингвистики, когнитивной линг-
вистики и  других смежных дисциплин, а  также для решения ряда 
прикладных задач  — в  частности, для поддержки систем автомати-
ческого мониторинга речи, голосового поиска, систем синтеза и рас-
познавания речи, искусственного интеллекта, разработок голосовых 
диалоговых систем при общении человека с  компьютером/роботом, 
для преподавания русского языка как иностранного, для проведения 
лингвистической и  судебной экспертизы по аудиозаписям речевой 
коммуникации и т. п. В настоящее время на базе данного корпуса про-
водится многоаспектное исследование прагматических маркеров уст-
ной русской речи [Bogdanova-Beglarian et al. 2018].
Несмотря на высокий научный потенциал материалов корпуса, 
эффективность его использования до сих пор существенно ограни-
чена фактом закрытости ресурса для широкого круга пользователей, 
что вызвано частным характером большинства звукозаписей повсед-
невной речи, отнюдь не предназначенных для публичного доступа. 
Поэтому оригинальные звукозаписи корпуса ОРД не являются и, по-
видимому, в  обозримом будущем не смогут быть свободно распро-
страняемым контентом.
Компромиссным решением представляется публикация в сети Ин-
теренет анонимизированных текстовых расшифровок корпуса ОРД. 
В  статье рассматриваются основные сложности, возникающие при 
подготовке текстовок корпуса к веб-публикации, связанные с анони-
мизацией текстов и их «цензурной» редактурой, и намечаются пути 
их решения.
2. Подготовка текстов корпуса ОРД к веб-публикации
2.1. Анонимизация персональных данных
Звукозаписи, представляющие собой текстовый массив корпуса 
ОРД, содержат преимущественно разговоры из  частной жизни ин-
формантов. Анонимность участников звукозаписи (при открытости 
их социологических характеристик)  — один из  ключевых моментов 
методики сбора данных, который позволял участникам эксперимен-
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та проводить свой речевой день наиболее естественно. Поэтому наи-
более важным требованием к публикации материалов коллекции он-
лайн должно стать обеспечение сохранения анонимности авторства 
речевого материала.
Для исключения истинной или ложной атрибуции говорящего по 
акустическим свойствам его голоса и манере речи, сами звукозаписи 
повседневного общения, по-видимому, не могут быть опубликованы 
в свободном доступе. Что касается текстов расшифровок этих звуко-
записей, то они могут быть обнародованы только при условии пол-
ной анонимизации личных имен, фамилий, прозвищ (их изменения 
на другие, вымышленные), а также исключения из текстов, представ-
ленных на сайте, любой другой информации, которая может повлечь 
раскрытие личности говорящего (номера телефон или паспорта, места 
работы и пр. информации, которая может быть озвучена в процессе 
«речевого дня»). Кроме того, по-видимому, текстовки не всех макроэ-
пизодов речевой коммуникации могут быть опубликованы по этиче-
ским или иным соображениям. Отсюда, возникают следующие задачи:
1) определение типов эпизодов, которые не могут быть представ-
лены на сайте ни в каком виде. К решению этой задачи будут 
привлечены квалифицированные юристы;
2) отбор коммуникативных эпизодов, которые могут быть опубли-
кованы после их анонимизации;
3) осуществление анонимизации текстов: замена всей личной ин-
формации (в первую очередь имен и фамилий) на иные, но пред-
почтительно состоящие из того же количества слогов и с сохра-
нением ритмической структуры (позиции ударения). Например, 
Катя → Маша%, Юра Иванов → Даня% Королев%). Анони-ми-
зированные данные маркируются в транскриптах знаком %;
4) исключение из текстов расшифровок другой личной информа-
ции о говорящих или ее анонимизация.
2.2. Кодирование непечатной лексики
Характерной особенностью частного неформального речевого об-
щения является активное использование субстандартной и непечат-
ной лексики, особенно в речи отдельных социальных групп (преиму-
щественно, в речи молодежи [Химик 2000] и в «мужских» разговорах 
[Потапова, Потапов 2006]). Этим определяются сложности представ-
ления текстов подобных эпизодов в открытом онлайн доступе.
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Действительно, с  одной стороны, «из песни слова не выкинешь», 
поэтому для изучения повседневной речевой коммуникации важно, 
чтобы исследовательский материал передавал по возможности все 
ее особенности. Игнорировать целый пласт неформальной речевой 
коммуникации, содержащий мат, невозможно вследствие высокой 
частоты этого явления, косвенным отражением чего можно считать 
высокий ранг отдельных непечатных слов в верхней зоне частотного 
словаря звукозаписей повседневного общения [Шерстинова 2016]. 
Более того, наблюдения над повседневной речью показывают, что не-
печатные слова зачастую выполняют не только свои специфические 
функции (экспрессивную, «протестную», «эпатирующую», маркиру-
ющую статус говорящего и  др.), но  и  ряд других важных функций, 
присущих «стандартной» лексике  — ритмообразующую [Богданова-
Бегларян и  др. 2013], делимитативную (дискурс-структурирующую) 
[Богданова-Бегларян 2014] и пр.
Согласно поправке № 53 от 2005 г. к Федеральному Закону «О госу-
дарственном языке РФ», с 2014 г. введен ряд запретов на применение 
ненормативной лексики, в  частности  — на ее публикацию в  печати 
и онлайн. При этом Роскомнадзор оставляет издателям возможность 
маскировки мата звездочками, если вводится цитата или это необхо-
димо для сохранения художественного смысла [Рекомендации…]. По-
скольку до сих пор отсутствует юридически утвержденный полный 
список нецензурных выражений, Роскомнадзор рекомендует издате-
лям опираться на опубликованные словари ненормативной лексики 
(в частности, [Квеселевич 2011; Мокиенко, Никитина 2004; и др.]).
Таким образом, важным моментом подготовки расшифровок по-
вседневной речи к онлайн публикации является «цензурная» редакту-
ра. Поскольку для лингвистических исследований желательно, чтобы 
по тексту расшифровки можно было однозначно восстановить произ-
несенный текст, использование звездочек (*), даже при сохранении на-
чальной буквы текста, не является оптимальным методом ввиду высо-
кой вариативности непечатной лексики. Альтернативным вариантом 
видится разработка более сложной системы кодирования, учитываю-
щей в  том числе частеречную принадлежность маскируемого слова. 
Разработка такой системы кодирования, как и  получение рабочего 
списка «непечатных» единиц, являются одними из приоритетных за-
дач, реше-ние которых необходимо для создания сайта корпуса ОРД. 
370
3. Планируемые возможности сайта
Сайт корпуса ОРД планируется к публикации в свободном доступе 
на сайте СПбГУ. К концу 2020 г. будет опубликован анонимизирован-
ный фрагмент корпуса в объеме 300 тыс. словоупотреблений, содер-
жащий представительную выборку эпизодов повседневного речевого 
общения для разных социальных групп говорящих, включающих как 
профессиональную, так и  бытовую коммуникацию. В  онлайн режи-
ме будут доступны лишь текстовые расшифровки звукозаписей. Сво-
бодная публикация аудиозаписей в настоящее время не планируется. 
Пользовательский интерфейс онлайн версии корпуса будет обеспечи-
вать:
а)  текстовый поиск по расшифровкам звукозаписей по заданному 
слову/подстроке, результатом которого будет список всех ре-
плик опубликованной части корпуса с  вхождением заданного 
слова;
б)  каждая реплика, полученная по запросу, будет сопровождаться 
социологической информацией о говорящем (пол, возраст, про-
фессия/род занятий, социальный статус и др.) и о типе комму-
никативной ситуации (бытовой разговор, профессиональный 
разговор, учебный разговор, общение по типу «клиент-сервис»);
в)  результаты поиска смогут быть развернуты до нескольких ре-
плик, расширяющих контекст (однако, как и в  большинстве 
лингвистических корпусов — НКРЯ, BNC и др., — полные тек-
сты по запросу приводиться не будут);
г)  станет возможным создание поискового подкорпуса с заданны-
ми социальными и психологическими характеристиками гово-
рящих, что обеспечит фильтрацию результатов поиска;
д)  наконец, онлайн версия корпуса будет поддерживать поиск по 
типам и функциям прагматических маркеров — частотным еди-
ницам устного дискурса с ослабленным или полностью стертым 
семантическим компонентом, осуществляющих в речи множе-
ство прагматических задач (делимитативную, дейктическую, 
ксенопоказательную, метакоммуникативную, ритмообразую-
щую, хезитативную и др.) [Бодганова-Бегларян 2014].
Публикация текстовых материалов ОРД на веб-сайте сделает их до-
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МУЛЬТИМОДАЛЬНОСТЬ В КОРПУСЕ  
УСТНЫХ ДЕТСКИХ ТЕКСТОВ «КОНДУИТ»1
MULTIMODALITY IN THE CORPUS OF  
SPOKEN CHILD NARRATIVES “KONDUIT”
Аннотация. В статье описывается принцип организации мультимодального компонента Корпуса 
Неподготовленных Детских Устных Извлеченных Текстов «Кондуит». Корпус состоит из 213 уст-
ных текстов русскоязычных детей в возрасте 2;7 — 7;6 лет, представленных в виде аннотирован-
ных орфографических записей, а также аннотированных аудио и видеофайлов полученных рас-
сказов. Корпус «Кондуит» на данный момент является единственным русскоязычным корпусом 
устных детских текстов, содержащим мультимодальные данные в открытом доступе. 
Ключевые слова. Детская речь, корпус, Кондуит, мультимодальность, жесты, просодика. 
Abstract. The paper describes the principle of organizing the multimodal component of the Corpus 
“Konduit” — the corpus of child oral unprepared elicited narratives. The corpus consists of 213 oral 
texts produced by Russian-speaking children aged 2, 7–7, 6 years old and presented in the form of 
annotated texts, as well as annotated and synchronized audio and video files. The “Konduit” Corpus 
is currently the only Russian-language corpus of oral children's texts with multimodal data in the 
public domain. 
Keywords. Child language, corpus, Konduit, multimodality, gesture, prosody. 
1. Постановка проблемы
Коммуникация мультимодальна. На рубеже 20 и 21 веков все боль-
шее число лингвистов пришло к мнению, что изучение языка, анализ 
живой речи невозможен без анализа всех прочих компонентов комму-
никативной ситуации [Кибрик 2010]. Значительную часть информа-
ции человек передает при помощи невербальных средств, к которым 
в первую очередь относятся мимика, жестикуляция, позы, просодика 
и пр. Взаимодействие зрительного и слухового восприятия обеспечи-
вает успешность коммуникации, а их расхождение или непонимание 
каких-либо невербальных средств может привести к коммуникатив-
ной неудаче даже при полном понимании вербального компонента 
(ср. например, незнание определенных жестов носителями разных 
языковых культур). 
1 Проект № 16-04-50114 «Усвоение семантико-синтаксической структуры рус-
ского глагола» выполнен при поддержке Российского фонда фундаментальных ис-
следований.
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За период речевого развития ребенку необходимо полностью овла-
деть набором невербальных средств коммуникации как с точки зре-
ния их порождения, так и с точки зрения их восприятия. Проведен-
ные М. Томаселло исследования показали, что именно невербальные 
средства коммуникации (жестикуляция и  просодика) сыграли важ-
ную роль в эволюции человека и развитии языка, а также оказывают-
ся неотъемлемой частью процесса усвоения языка детьми [Томаселло 
2011 (Tomasello 2008)]. Так, известно, что понимать и выражать раз-
личные эмоции при помощи мимических средств дети начинают уже 
в раннем младенческом возрасте, а вербализация таких ярких эмоций, 
как страх или радость появляется в возрасте 2 лет [Галкина 2016]. На 
ранних этапах развития речи жесты не просто дополняют вербальную 
информацию, а компенсируют ее несовершенство, принимая на себя 
в том числе и передачу грамматических характеристик высказывания. 
Так, например, по мнению некоторых авторов [Седов 2004, Сизова 
2015], указующий жест ребенка, сопровождающий какую-либо вока-
лизацию, отражает информационную структуру высказывания, со-
ставляя из вокализации и жеста пару «топик-коммент».
Осознание важности мультимодальной структуры коммуникации 
привело к  появлению в  последние годы разнообразных мультимо-
дальных корпусов. Научно-исследовательская группа под руковод-
ством А. А. Кибрика работает над созданием корпусов устных рас-
сказов — «Рассказы о сновидениях» [Кибрик, Подлесская 2009], «Ве-
селые истории из жизни» (www.spokencorpora.ru), рассказы о грушах, 
в которых именно невербальному компоненту уделяется наибольшее 
внимание [Кибрик, Федорова 2018]. В Национальном корпусе русско-
го языка развивается мультимодальный подкорпус «Мурко», содержа-
щий фрагменты кинофильмов и  театральных постановок, где также 
основное внимание уделяется именно жесту и его отражению в речи 
[Гришина 2017].
В то же время существующие корпусы детской речи практически 
не уделяют внимания проблеме мультимодальности. В самой извест-
ной базе детских данных CHILDES некоторые записи содержат аудио 
и видеофайлы, однако они никак не аннотированы и не проанализи-
рованы с точки зрения невербальных компонентов общения. Осталь-
ные базы русскоязычных детских данных находятся к  закрытом до-
ступе. Представляемый ниже корпус «Кондуит» является, таким обра-
зом, единственным русскоязычным корпусом устных детских текстов, 
содержащим мультимодальные данные в открытом доступе.
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2. Мультимодальность в корпусе «Кондуит»
КОрпус Неподготовленных Детских Устных Извлеченных Текстов 
«Кондуит» (konduitcorpus.ru) был собран в 2014–2016 гг. при проведе-
нии серии экспериментов с 213 русскоязычными монолингвами в воз-
расте от 2;7 до 7;6 лет [Эйсмонт 2017]. Все дети, принявшие участие 
в  экспериментах, посещали детские сады  г. Санкт-Петербурга. При 
проведении экспериментов велась аудио и  видеофиксация, и  имен-
но собранные аудио и видеоданные и составляют мультимодальный 
компонент данного корпуса. Все дети были разделены на 5 возрастных 
групп, для которых было разработано три экспериментальных дизай-
на. Дети самой младшей группы (в возрасте от 2;7 до 3;6 лет) участво-
вали в игре, где два помощника экспериментатора при помощи игру-
шек-бибабо совершали различные действия. Задача ребенка состояла 
в  том, чтобы эти действия максимально подробно и  точно описать. 
Дети второй возрастной группы (в возрасте от 3;7 до 4;6 лет) должны 
быть рассказать историю по книжке в картинках «Три котенка» (автор 
В. Сутеев), а дети трех старших возрастных групп (в возрасте от 4;7 до 
5;6, от 5;7 до 6;6 и от 6;7 до 7;6) должны были рассказать историю по 
мультфильму, для чего был выбран четырехминутный фрагмент муль-
тфильма «Как стать большим?» (Союзмультфильм, 1967). На примере 
последних и  будет ниже представлен мультимодальный компонент 
корпуса.
К сожалению, в связи с требованиями законодательства РФ, а так-
же в соответствии с этическими нормами проведения экспериментов 
с участием детей ни аудио, ни видеофайлы, содержащие запись голоса 
или представляющие лицо ребенка не могут быть представлены в сети 
Интернет в открытом доступе. В корпусе данные материалы представ-
лены в  следующем виде. При помощи программы субтитрирования 
Aegisub 3.2.2  был разработан шаблон для субтитрирования демон-
стрировавшегося детям фрагмента мультфильма, по которому все по-
лученные тексты были покадрово соотнесены с описываемой ребен-
ком в данный момент времени ситуацией (см. рис. 1). В свою очередь 
при помощи программы аудио и видеообработки ELAN производится 
аннотация речевого сигнала, его просодики и жестикуляции испыту-
емых. Полученные форматы (исходный мультфильм с  наложенным 
в виде субтитров рассказом ребенка и сам рассказ в аннотированном 
виде) синхронизируются, что позволяет одновременно наблюдать как 
процесс восприятия (как быстро ребенок реагирует на различные дей-
376
ствия героев, какие из действий персонажей оказываются достаточно 
важными, чтобы найти своё отражение в устном рассказе и т. д.), так 
и  процесс порождения (какие вербальные и  невербальные средства 
использует для описания данного действия ребенок, имитирует ли он 
жесты или мимику персонажей и т. д.).
Рис. 1. Кадр из мультфильма с наложенным субтитром  
(на данном кадре бабушка сокрушенно качает головой, однако ребенок не описывает 
само движение, а передает его содержание так, как он его воспринял)
На протяжении всего мультфильма персонажи совершают различ-
ные жесты и  демонстрируют чувства при помощи мимики: котенок 
опускает голову, когда бабушка его ругает; бабушка качает головой 
и разводит руками, когда видит беспорядок в комнате; котенок виля-
ет хвостиком, когда видит бобров; бобры отрицательно качают голо-
вой, когда прогоняют котенка; котенок морщится, плачет, озадаченно 
округляет глазки и т. д. Все жесты и мимические движения представ-
лены ярко и точно, режиссер мультфильма акцентирует на них внима-
ние зрителя, однако далеко не все дети отражают этот невербальный 
компонент в своих рассказах. 
Предлагаемый формат синхронизации мультфильма и реакции ис-
пытуемых позволяет также изучать процессы восприятия и наличие 
или отсутствие сопереживания героям у детей разного возраста. Так, 
например, мимика детей отражает мимику и переживания персонажа 
377
даже в тех случаях, когда это никак не представлено в их рассказах. 
В то же время жесты воспроизводятся детьми в единичных случаях, 
и  это больше свойственно детям младшего возраста. При этом вос-
производимый жест может сопровождаться яркой эмоциональной на-
грузкой интонационной структуры высказывания, которую ребенок 
подбирает, основываясь исключительно на мимике и  жестах персо-
нажей, поскольку мультфильм демонстрировался испытуемым в без-
звучном режиме.
Исследования процессов усвоения детьми невербальных компо-
нентов общения и их сопоставление с ходом формирования нарратив-
ных навыков может стать важным шагом в изучении сложной мульти-
модальной структуры коммуникации.
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КОРПУСЫ ХУДОЖЕСТВЕННЫХ ТЕКСТОВ 
 
CORPORA OF LITERARY TEXTS
А. O. Гребенников, А. Н. Ассель
A. O. Grebennikov, A. N. Assel
БАЗА РУССКОГО РАССКАЗА XIX–XX ВЕКОВ.  
МОДЕЛИ АППРОКСИМАЦИИ1
XIX –XX CENTURIES’ RUSSIAN SHORT STORIES CORPUS. 
APPROXIMATION MODELS
Аннотация. В продолжение предыдущих исследований сравниваются результаты использования 
функции Вейбулла и функции Хауштайна для аппроксимации зависимости объема словаря от 
объема выборки на материале из корпуса «База русского рассказа XIX –XX веков» (640 расска-
зов А. Т. Аверченко). Показано, что, в отличии от полученных ранее результатов, использование 
функции Хауштайна не всегда является предпочтительным для описания характера зависимости 
«текст –словарь». Выбор аппроксимирующей функции должен определяться характером данной 
зависимости.
Ключевые слова. Писательская лексикография, статистическое моделирование, стилеметрия.
Abstract. Further the previous experiments the use of Weibull and Haustein functions for the 
approximation of the dependence between sample size and resulting vocabulary size is analyzed. 
The short stories by А. Т. Averchenko was chosen as the material for the experiment (total volume 
is more than 500 000 tokens). Haustein function is not proved to be the preferable one for the 
approximation of the dependency that may result from the different character of vocabulary growth 
for the authors under investigation.
Keywords. Authors’ lexicography, statistical modeling, stylometry.
1 Работа выполнена при поддержке РФФИ, грант № 17-29-09173 «Русский язык 
на рубеже радикальных исторических перемен: исследование языка и стиля пред-
революционной, революционной и постреволюционной художественной прозы 
методами математической и компьютерной лингвистики (на материале русского 
рассказа)».
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Выбор аппроксимирующей функции является одним из основных 
вопросов в стилеметрических исследованиях, в частности при моде-
лировании зависимости объема словаря от объема выборки. Тради-
ционно, прогностические результаты об объеме генеральной совокуп-
ности за пределами реального диапазона наблюдений представляются 
труднопроверяемыми из-за большого размера исходной генеральной 
совокупности. В продолжение предпринятого ранее исследования на 
материале частотного словаря рассказов А. П. Чехова [Гребенников 
2017] были проанализированы 640 рассказов А. Т. Аверченко (общий 
объем выборки — свыше 500 000 словоупотреблений являющиеся ча-
стью проекта «База русского рассказа XIX–XX веков» [Мартыненко 
и др. 2018].




Выбор аппроксимирующей функции является одним
из основных вопросов в стилеметрических исследованиях,
в частности при моделировании зависимости объема словаря от 
объема выборки. Традиционно, прогностические результаты об 
объеме генеральной совокупности за пределами реального 
диапазона наблюдений представляются труднопроверяемыми из-
за большого размера исходной генеральной совокупности.
В продолжение предпринятого ранее исследования на материале
частотного словаря рассказов А.#П.#Чехова [Гребенников 2017]
были проанализированы 640 рассказов А.#Т.#Аверченко (общий 
объем выборки — свыше 500 000 словоупотреблений 
являющиеся частью проекта «База русского рассказа XIX–XX
веков» [Мартыненко и др. 2018].
Для аппроксимации зависимости объема словаря от объема 
выборки были выбраны:
функция Вейбулла:








где N — объем словаря, х — объем выборки, Nmax —
асимптотический объем словаря, с, d; γ, q — параметры 
распределения [Косарева и др. 2015; Haustein 1970].
Рассказы последовательно объединялись порциями по 
10 в хронлогическом порядке (предпочтенным по результатам 
предыдущих исследований [Гребенников 2017]) и для этих 
объединений составлялись ранговые частотные словари лексем. 
Полученные результаты нарастания объема словаря затем были 
аппроксимированы по авторизированной методике исследования, 
разработанной Г.#Я.#Мартыненко с использованием метода 




Выбор аппроксимирующей функции является одним
из основных вопросов в стилеметрических исследованиях,
в частности при м делировании зависимости бъема словаря от 
объема выборки. Тр диционно, прогностические результаты об 
объеме генеральной совокупн сти за п еделами реального 
диапазона наблюдений представляют я труднопроверяемыми из-
за большого размера исходной генераль ой совокупности.
В п одолжение предпринятого ранее исследования на материале
частотного словаря рассказов А.#П.#Чехова [Гребенников 2017]
были пр анализированы 640 рассказов А.#Т.#Аверченко (общий 
объем выборки — свыше 500 000 словоупотреблений 
являющиеся частью проекта «База русского рассказа XIX–XX
веков» [Мартыненко и др. 2018].
Для аппроксимации зависимости объема словаря от объема 
выборки были выбраны:
функция Вейбулла:








где N — объем словаря, х — объем выборки, Nmax —
асимптотический объем словаря, с, d; γ, q — параметры 
распределения [Косарева и др. 2015; Haustein 1970].
Рассказы последовательно объединялись порциями по 
10 в хронлогическом порядке (предпочтенным по результатам 
предыдущих исследований [Гребенников 2017]) и для этих 
объединений составлялись ранговые частотные словари лексем. 
Полученные результаты нарастания объема словаря затем были 
аппроксимированы по авторизированной методике исследования, 
разработанной Г.#Я.#Мартыненко с использованием метода 
наименьших квадратов [Косарева и др. 2015; Гребенников1998].
 (2)
где N — объем словаря, х — объем выборки, Nmax — асимптотический 
объем словаря, с, d; γ, q — параметры распределения [Косарева и др. 
2015; Haustein 1970].
Рассказы последовательно объединялись порциями по 10 в хрон-
логическом порядке (предпочтенным по результатам предыдущих ис-
следований [Гребенников 2017]) и для этих объедин ний составлялись 
ранговые частотные словари лек ем. По ученные результаты нарас-
тания объема словаря затем были аппроксимированы по авторизи-
рованной методике исследования, разр ботанной Г. Я. Мар ыненко 
с использованием метод  наименьших квадратов [Косарева и др. 2015; 
Гребенников1998]. Полученные результаты приводятся в табл. 1.
Также возможно рассмотреть прогностические величины, полу-
ченные при помощи исследуемых формул, за пределами реального 
диапазона наблюдений (табл. 2).
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10 11 437 3 071 3 093 3 053
20 22 389 4 795 5 802 5 770
30 32 659 6 182 8 241 8 225
40 39 758 9 562 9 882 9 879
50 47 307 12 429 11 594 11 605
60 54 102 14 560 13 107 13 130
70 62 370 16 950 14 917 14 955
80 73 208 19 469 17 241 17 296
90 85 551 20 862 19 826 19 898
100 95 360 23 112 21 837 21 920
110 105 975 25 438 23 972 24 065
120 106 405 25 483 24 057 24 151
130 117 977 27 694 26 337 26 439
140 126 666 29 460 28 019 28 125
150 136 589 31 297 29 909 30 019
160 148 483 33 222 32 134 32 245
170 157 090 34 708 33 718 33 828
180 165 331 36 103 35 213 35 323
190 179 102 37 943 37 669 37 774
200 191 212 39 471 39 786 39 885
210 202 694 41 376 41 756 41 848
220 217 437 43 250 44 237 44 318
230 229 317 44 826 46 196 46 267
240 242 204 47 676 48 283 48 341
250 254 332 50 174 50 211 50 257










270 275 561 53 804 53 505 53 530
280 286 772 55 089 55 205 55 217
290 296 799 56 322 56 702 56 704
300 306 637 57 431 58 151 58 142
310 315 109 58 582 59 382 59 365
320 325 895 59 919 60 929 60 901
330 335 883 61 381 62 341 62 303
340 348 001 63 437 64 028 63 978
350 358 302 65 012 65 440 65 381
360 363 759 65 712 66 180 66 116
370 369 977 66 371 67 017 66 948
380 377 763 67 301 68 054 67 979
390 384 215 68 008 68 905 68 826
400 388 311 68 494 69 442 69 359
410 393 272 69 096 70 088 70 002
420 403 262 70 379 71 376 71 284
430 413 332 71 753 72 656 72 560
440 423 435 73 044 73 924 73 823
450 434 885 74 539 75 340 75 235
460 448 892 76 195 77 043 76 935
470 458 250 77 203 78 163 78 055
480 471 424 78 999 79 717 79 609
490 480 913 80 364 80 820 80 713
500 492 650 81 358 82 164 82 062
510 505 478 82 611 83 611 83 514
520 515 574 83 885 84 732 84 641











540 525 814 85 132 85 854 85 770
550 532 029 86 128 86 528 86 449
560 539 631 87 098 87 345 87 273
570 546 062 88 024 88 030 87 964
580 552 065 88 895 88 664 88 605
590 556 887 89 487 89 170 89 117
600 563 019 90 290 89 809 89 763
610 570 317 91 332 90 562 90 526
620 577 435 91 635 91 290 91 264
630 586 523 92 573 92 210 92 198
640 590 387 92 974 92 598 92 593
Таблица 2. Прогностические результаты об объеме словаря  
за пределами диапазона наблюдений






Из таблиц видно, что и на эмпирическом, и на теоретическом ин-
тервалах прогностические кривые весьма близки друг к другу, иногда 
с  различием до всего лишь нескольких десятков единиц. При этом, 
в  отличии от эксперимента со словарем Чехова, функция Вейбулла 
дает гораздо более реальные значения максимального объема слова-
ря (176 347 с/у) и меньшие, хотя и не с такой значительной разницей, 
прогностические величины. Это, скорее всего, объясняется разным 
характером динамики нарастания объема словаря у Аверченко и Че-
хова (см. рис. 1 –2). 
Окончание табл. 1
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Рис. 1. Динамика нарастания словаря А. Т. Аверченко
Рис. 2. Динамика нарастания словаря А. П. Чехова
Приведенные рисунки позволяют увидеть затухающую скорость 
нарастания объёма словаря со стремлением к некому верхнему преде-
лу, начиная приблизительно со 150 000 с/у для словаря Чехова и не-
уклонное возрастание объема словаря с лишь слабым намеком на воз-
можную стабилизацию словаря Аверченко. Причины этого лежат за 
пределами тематики данной статьи но, в самом общем приближении, 
вероятно вызваны господством рассказов крайне небольшого размера 
и чрезвычайно разнообразной тематики в творчестве Аверченко.
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Таким образом, представляется возможным сделать вывод о том, 
что функция Хауштайна, показывающая гораздо более точные значе-
ния при прогнозировании словарей с явным и относительна быстрым 
стремлением к верхнему пределу, значительно уступает пока функции 
Вейбулла при аппроксимации словарей, демонстрирующих неуклон-
ную тенденцию к нарастанию со слабой тенденцией к стабилизации.
Дальнейший содержательный и  сопоставительный анализ с  при-
влечением расширенного материала из «Базы русского рассказа XIX–
XX веков» представляется перспективным.
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ИССЛЕДОВАНИЕ СТРУКТУРНОЙ ОРГАНИЗАЦИИ 
ХУДОЖЕСТВЕННОГО ПРОИЗВЕДЕНИЯ С ПОМОЩЬЮ 
ТЕМАТИЧЕСКОГО МОДЕЛИРОВАНИЯ: ОПЫТ РАБОТЫ С ТЕКСТОМ 
РОМАНА «МАСТЕР И МАРГАРИТА» М. А. БУЛГАКОВА
ANALYSIS OF FICTION TEXT STRUCTURE BY MEANS  
OF TOPIC MODELLING: CASE STUDY OF  
«MASTER AND MARGARITA» NOVEL BY M. A. BULGAKOV
Аннотация. В докладе обсуждаются особенности построения тематической модели текста рома-
на «Мастер и Маргарита» М. А. Булгакова. Результаты, полученные при автоматической обработ-
ке текста рассматриваемого художественного произведения, согласуются с литературоведчески-
ми данными о сложной композиции романа.
Ключевые слова. тематическое моделирование, художественные тексты, русский язык.
Abstract. The talk discusses peculiarities of topic modeling for «Master and Margarita» novel 
by M. A. Bulgakov. Results achieved in course of text processing conform with literary data on 
compositional structure of the novel in question.
Keywords. Topic modeling, Fiction, Russian.
1. Постановка проблемы
Фундаментальные принципы исследования сюжета художествен-
ного произведения были предложены В. Я. Проппом [Пропп 2001]. Его 
представление о выводе сюжета волшебной сказки на основе комби-
нации функций персонажей легло в основу разнообразных логических 
моделей сюжета. Сюжетные тексты представляют последовательность 
действий через отношение импликации между категориями сюжета, 
определяемыми шаблонами поведения персонажей. Это отношение 
наблюдается в глубинной структуре текста и в ее трансформациях (ср. 
анализ жанра сказки, басни и т. д.) и может быть объяснено в терми-
нах логического исчисления [Мартемьянов 2004]. С позиций генера-
тивной лингвистики исследование композиции текста можно прово-
дить с  помощью сюжетных грамматик, реконструирующих процесс 
порождения сюжета текста на основе набора правил, описывающих 
допустимые цепочки микроситуаций [Олкер 1987].
Теоретические модели генерации сюжета получили практическое 
воплощение в прикладных программах автоматического анализа и ге-
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нерации сказочных сюжетов [Гаазе-Раппапорт 1980; Рафаева 2014]. 
Современные исследования сюжета художественных произведений 
связаны с  реконструкцией связей между персонажами с  помощью 
подходов, основанных на правилах (ср. опыт применения правил 
в  Томита-парсере для извлечения фактов об отношениях [Bocharov, 
Bodrova 2014]) и нейронных сетей [Iyyer et al. 2016]. 
Наряду с  этим, есть основания считать, что автоматизированное 
описание сюжета художественного произведения и  его отдельных 
компонентов возможно с  привлечением вероятностного тематиче-
ского моделирования, процедуры, которая, как правило, применяется 
в работе с новостными или научными текстами [Blei et al. 2003]. Тем не 
менее, тематическое моделирование было использовано в ходе анали-
за англоязычных поэтических текстов [Rhody 2012]; существует опыт 
построения тематических моделей русскоязычных художественных 
текстов [Митрофанова 2015; Mitrofanova, Sedova 2017].
В данной работе мы обсуждаем результаты экспериментов по те-
матическому моделированию текста романа «Мастер и  Маргари-
та» М. А. Булгакова, одного из  самых загадочных и  противоречивых 
произведений художественной прозы 20  века. Как известно, роман 
создавался длительное время, предположительно в  период между 
1928  и  1940  годами, и  за это время сюжет претерпел существенные 
изменения. Рукопись романа дорабатывалась уже после кончины 
М. А. Булгакова его вдовой Е. С. Булгаковой и  была опубликована 
лишь в 1966–1967 годах. Особенность данного произведения заклю-
чается в  том, что это «роман в  романе», где противопоставляются 
два сюжетных плана: с одной стороны, историческое повествование 
об Иешуа и Понтии Пилате в Ершалаиме (далее роман-Е), с другой — 
описание разнообразных событий, происходящих с Мастером и Мар-
гаритой, с Воландом и его свитой в современной автору Москве (далее 
роман-М). В литературной критике признано несколько объяснений 
композиционной структуры текста (ср. Вулис 1991; Соколов 2006]). 
Целью нашего исследования является определение соотношения двух 
сюжетных планов в тексте романа с помощью эмпирического метода, 
а именно, тематического моделирования. 
2. Исследовательская методика
Тематическое моделирование является одной из стандартных про-
цедур статистического исследования содержательной структуры кор-
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пусов текстов [Blei et al. 2003]. Вероятностная тематическая модель 
соотносит документы корпуса с  распределением на множестве тем, 
а темы — с распределением на множестве слов. Тематическое модели-
рование представляет собой разновидность нечеткой кластеризации: 
отдельное слово может быть с разными вероятностями отнесено к не-
скольким темам, и, аналогичным образом, отдельному тексту может 
быть поставлено в соответствие несколько тем. В исследовательской 
практике наиболее распространенена модель LDA (Latent Dirichlet 
Allocation (латентное размещение Дирихле) [Blei et al. 2003]. Вероят-
ностная модель порождения данных в LDA описывается следующим 
образом: p(w|d) = Σp(t|d) p(w|t), где p(w|d) — известная частота появле-
ния термина w в документе d, p(w|t) — неизвестная вероятность появ-
ления термина w в теме t, p(t|d) — неизвестная вероятность появления 
темы t в документе d. Построить тематическую модель текстовой кол-
лекции D — значит найти множество тем T, распределения p(w|t) для 
всех тем и p(t|d) для всех документов. Процесс является итеративным 
и прекращается при достижении сходимости алгоритма.
Для извлечения тем использовалась реализация модели LDA в би-
блиотеке scikit-learn [scikit-learn.org]. Для визуализации результатов 
тематического моделирования была применена библиотека pyLDAvis 
[https://github.com/bmabey/pyLDAvis], которая позволяет оценить 
полученные темы в  интерактивном режиме. Текст романа извлечен 
из  Библиотеки М. Мошкова, объем текста составляет ~ 120  тыс. с/у. 
Непосредственно перед проведением тематического моделирования 
была проведена предобработка текста, включающая лемматизацию 
и удаление стоп-слов. Тематическая модель строилась со следующими 
параметрами: 30 тем, по 30 первых слов в выдаче.
3. Результаты
Эксперименты позволили выявить следующие особенности текста 
романа «Мастер и Маргарита», отраженные в тематической модели.
1. В модели четко противопоставлены темы, связанные с сюжета-
ми романа-Е и  романа-М. Единственная тема, содержащая лексику 
из  глав об Иешуа и  Понтии Пилате из  романа-Е  — это тема 1: про-
куратор, Пилат, гость, Иешуа, Ершалаим…(рис. 1). Остальные темы 
2…30  связаны с  главами, где описываются различные эпизоды, свя-
занные с  персонажами из  романа-М: ср. тема 4: Варенуха, Римский, 
финдиректор, кабинет, администратор, Лиходеев…. (рис.  2); тема 
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Рис. 1. Тема 1: Прокуратор, Пилат, гость…
Рис. 2. Тема 4: Варенуха, Римский, финдиректор…
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Рис. 3. Тема 9: Маргарита, лететь, Наташа…
Рис. 4. Иешуа: распределение по темам
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9: Маргарита, лететь, Наташа, Луна, река, окно, щетка, боров … 
(рис. 3) и т. д. В темах есть отдельные «шумы», но их доля не превыша-
ет 1 % в основной части выдачи (первые 30 слов в теме), ср. тема 1 (бух-
галтер и секретарь). Пограничной можно считать тему 3, связанную 
с фрагментами из последних глав романа.
2. Имена персонажей распределены в темах не случайным образом, 
а в соответствии с тем, в каких частях романа и в каких внутренних 
эпизодах они упоминаются. Имя Иешуа присутствует как ядерный 
элемент в теме 1 для романа-Е (рис. 4), тогда как имя Мастер отраже-
но в темах 2, 3, 5, 9, 10, 11, 14, связанных с главами романа-М (рис. 5).
4. Выводы
Полученные результаты содержат эмпирические данные о  тексте 
романа «Мастер и  Маргарита», подтверждающие литературоведче-
ские наблюдения о композиционных особенностях романа. Это свиде-
тельствуют о применимости тематического моделирования в задачах 
исследования сюжета. 
С одной стороны, четкое содержательное противопоставление тем 
романа-Е и  романа-М отражает состоятельность построенной нами 
тематической модели. С  другой стороны, поскольку тематическая 
Рис. 5. Мастер: распределение по темам
393
модель основана на лингвостатистических параметрах текста, есть 
основания связывать различия между фрагментами текста с тем, что 
а) роман создавался на протяжении длительного времени, это могло 
оказать влияние на идиостиль автора, б) противопоставляемые части 
романа стилистически неоднородны  — роман-Е близок и  историче-
скому повествованию, в то время как в романе-М используются ху-
дожественные приемы, характерные для сатирических произведений.
Автор выражает благодарность литературоведу М. Н. Никольской 
и студентам кафедры математической лингвистики СПбГУ А. В. Крю-
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СТИЛИЗОВАННЫЕ СИНТАКСИЧЕСКИЕ ТРИАДЫ  
В РУССКОМ РАССКАЗЕ ПЕРВОЙ ТРЕТИ XX ВЕКА1
STYLIZED SYNTACTIC TRIADS IN THE RUSSIAN SHORT STORY OF THE 
FIRST THIRD OF THE 20TH CENTURY
Аннотация. В статье на материале рассказа Артема Веселого «Реки огненные» рассматриваются 
структурные особенности стилизованного на основе сказа и орнаментализма индивидуального 
нарратива. В центре внимания находятся минимальные единицы такого повествования, называ-
емые в статье триадами, а также более крупные единицы — текстовые фрагменты, построенные 
с  использованием триад. Описываются особенности таких фрагментов, корреспондирующие 
с «огненной рекой» революционных событий, освещаемых в рассказе. Попутно рассматривают-
ся стилистические средства, усиливающие эффективность орнаментальных структур, например 
«лестничные» конструкции. Предлагаемая методология позволяет объединить традиционный 
литературоведческий анализ с методами корпусной лингвистики. 
Ключевые слова. Русская литература, русский рассказ, XX век, нарратив, сказ, орнаментальность, 
стилизация, синтаксические триады, «лесенки», квантитативный анализ.
Abstract. The article proposes methodology of structural features analysis of the individual narra-
tive style. The methodology is shown on “Rivers of Fire” by Artem Vesely, which is a fine sample of 
Russian post-revolutionary ornamental narration. The paper focuses on the so-called “triads”, which 
are the minimal ornamental units of narration, as well as on the larger units  — text fragments 
formed by these triads. The features of such fragments corresponding with the “rivers of fire” of the 
revolutionary events are described both qualitatively and quantitatively. At the same time, stylis-
tic tools that enhance the effectiveness of ornamental structures, such as the “stairsteps”-designs, 
are considered. The proposed methodology allows to combine traditional literary analysis with the 
methods of corpus linguistics. 
Keywords. Russian literature, Russian short story, the 20th century, narrative, narration, ornamentality, 
stylization, syntactic triads, “stairsteps”, quantitative analysis.
1. Введение
В современной русской словесности серьезное внимание отводит-
ся изучению жанра короткой строки (Смирнов, 1883; Нильссон, 1993; 
Анализ художественного текста, 2018; Мартыненко и др., 1918). Для 
1 Работа выполнена при поддержке Российского фонда фундаментальных ис-
следований, грант № 17-29-09173  офи_м «Русский язык на рубеже радикальных 
исторических перемен: исследование языка и стиля предреволюционной, револю-
ционной и постреволюционной художественной прозы методами математической 
и компьютерной лингвистики (на материале русского рассказа)».
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русской художественной прозы первой трети XX века характерна от-
кровенная фигуративность и  сказовость (Русская литература, 2005; 
Новиков, 1990). Первая черта коренится в символизме Андрея Белого. 
Писатель сокрушал стилистические каноны, втягивая в орбиту своего 
влияния огромное число последователей. Еще одна черта литературы 
этого периода — ее все возрастающая демократичность, обусловлен-
ная вовлечением в  художественное творчество огромных человече-
ских масс. Это предопределяет ее сказовость. В рассказах и повестях 
зазвучала разношерстная народная речь, пусть олитературенная, 
пусть стилизованная, но очень непривычная для читателя, воспитан-
ного на классической литературе.
Объектом наших наблюдений является повесть (или «большой 
рассказ») выдающегося писателя 20-х гг. Артема Веселого «Реки огнен-
ные» — концентрат литературных нововведений 20-х гг.
В рассказе речь идет о приключениях двух дружков-матросов, под-
хваченных огненной рекой русской революции и  брошенных с  мор-
ских просторов в  пекло Гражданской войны. Свою миссию дружки 
осознали весьма однонаправленно. Они поняли, что в  это смутное 
время можно «хватать все, что плохо лежит». Вернувшись на корабль 
после окончания Гражданской войны, они по возможности продолжа-
ли свои черные делишки. Это были грубые беспринципные существа, 
проникшие в гущу идейного комсомольского сообщества. Тем самым 
автор стремился показать «изнанку» революции, а не только ее парад-
ную, пафосную часть. Дружки-герои имели крестьянское происхож-
дение, и это наложило отпечаток на их поведение и особенности речи. 
В гуще революционных событий они нахватались обрывков псевдоре-
волюционной, а окунувшись в криминальную атмосферу, — блатной 
фразеологии. Такая смесь породила в творческой лаборатории Артема 
Веселого весьма специфический сказ, образующий во взаимодействии 
с авторским орнаментализмом особый стиль. Некоторые черты этого 
стиля мы рассмотрим ниже. 
Наше внимание сосредоточим на синтаксических триадах, а  уже 
потом рассмотрим некоторые сходные сопутствующие явления.
2. Что такое синтаксическая триада?
Начнем с конкретной триады и условий, ее породивших. Попыта-
емся дать первичное объяснение причины ее появления в определен-
ном фрагменте текста. 
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Открывает список триад колоритное предложение-абзац: «Чокну-
лись, уркнули, крякнули». Что характерно для этой триады? Каждый 
из  ее структурообразующих элементов  — глагол в  одной и  той же 
грамматической форме, последовательность которых образуют ми-
нимальный перечислительный ряд. Все глаголы принадлежат к сфере, 
соотносящейся с  выпивкой. Глагол «уркнули», по-видимому, имеет 
значение звука, издаваемого в предвкушении употребления напитка. 
Из-за того, что все глаголы употреблены в одной и той же форме, они 
созвучны.
Далее через определенный интервал следует серия аналогичных 
триад. От обычных предложений-абзацев их отличает то, что все они 
предельно коротки, включают три единицы и построены с использо-
ванием ограниченного набора моделей. 
Триаде «Чокнулись, уркнули, крякнули» предшествует текст, в ко-
тором описана встреча Ваньки-граммофона и  Мишки-крокодила на 
корабле с  боцманом Федотычем после долгой разлуки, включающей 
и ритуал распива коньяка, припрятанного добряком-боцманом. Три-
ада здесь подводит итог этой совокупности действий, т. е. она имеет 
некоторое финальное, результативное значение.
Следующая триада похожа на первую, вселяет семантическую не-
определенность: «Охнули, ххакнули, задермушились»… Что означа-
ет глагол «охнули» — понятно, а вот какой смысл несут нам второй 
и третий глаголы, не разобраться без консилиума продвинутых лек-
сикографов и пьянчужек. Перед нами какие-то облачка смысла, очень 
милые, с  весьма расплывчатым смыслом. Этого для конкретности 
мало. А может, эта конкретность и не нужна. Можно удовлетвориться 
общим впечатлением.
По этой модели строится большое число триад. С  тем отличием, 
что они содержат в своем составе зависимые от глагола члены. При-
ведем несколько примеров без комментариев:
«Подмокли, рассолодели в ругатне, полоскались яро», 
«Утакали, удакали, съэтажили яро», 
«Дружков шатало, мотало, подмывало», 
«В уголь ужглись, укачало, утрепало».
Особое подмножество представляют триады с одним и тем же гла-
голом:
«Море качелилось, 
песня качелилась,  
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качелились блесткие крики чаек». 
«Ноги пляшут, теплушки пляшут, степя пляшут».
В остальных триадах в  качестве стержневых слов выступают не 
глаголы, а другие части речи:
«В позевотину, в одеяло, в храп», 
«Тоска, смертный час, тошнехонько», 
«Паровоз в храпе, паровоз в мыле, пыль пылом».
То, что триады строятся и таким способом — не случайность. Их ис-
точником является пристрастие Артема Веселого к «элементарным», 
сверхкратким фразам типа: «Братки в рев», «Бабы в крик», «Ванька по-
перек», «Братки в скуку», «Пятки градом» и др. Такие фразы как пра-
вило двухчленны. Это оказывает влияние и  на размер предложения 
в цельном тексте. В нем широко представлены предложения-абзацы, 
которые распределены в тексте следующим образом: см. табл. 1. Доля 
таких структур в общем числе абзацев составляет около трети от их 
общей массы. Соответствующий график показан на рис. 1. Он откро-
венно бимодален, указывая на неоднородность распределения. Левая 
часть представляет преимущественно стилизованные конструкции, 
правая — стилистически нейтральные.
Таблица 1. Распределение в рассказе предложений-абзацев




1 3 10 9
2 39 11 6
3 39 12 3
4 15 13 0
5 15 14 2
6 19 15 1
7 13 17 1
8 14 18 5
9 11 19 и более 5
Сумма 200
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Рис. 1. Распределение абзацев-предложений по размеру
Доля сверхкоротких абзацев-предложений (размером не более 
трех слов) в массе таких структур весьма значительна — 40,5 %. Такие 
фразы, как правило, играют важную прагматическую роль в компози-
ции текста. Чаще всего они фигурируют в эмоционально напряжен-
ных фрагментах.
Предельными вариантами таких бинарных структур являются 
фразы, подчеркивающие неразрывное эмоциональное единство двух 
главных героев рассказа. Например: «Мишка засмеялся, Ванька засме-
ялся». «Мишка в  обиде, Ванька в  обиде», «Ванька зарадовался, Миш-
ка зарадовался». Полная духовная спаянность, неразрывность героев 
осуществляется путем введения еще одного объединительного члена:
«В Ваньке сердце стукнуло. 
В Мишке сердце стукнуло. 
Враз стукнули сердца».
Вот такая триада. Вы когда-нибудь встречались с  чем-то подоб-
ным?
И совсем всем на удивление через пару страниц вводится еще одна 
лексически и синтаксически аналогичная триада: 
«В Мишке сердце стукнуло, 
 В Ваньке сердце стукнуло, 
 Враз стукнули мерзлые, отощалые сердца».
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В последней структуре триадность поддерживается трехступенча-
той лесенкой. Такие орнаментальные структуры — излюбленный сти-
листический прием Артема Веселого: 
«По палубе хлынул бег, 
  в парусиновую подвесную койку  
    укладывался корабль спать».
3. Расширение синтаксических триад и диад
Синтаксические триады и диады могут рассматриваться как пере-
числительные ряды минимальной длины. Протяженность ряда может 
быть увеличена на произвольное число членов. Это приводит к пове-
ствованию, основанному на однообразном нагнетании коротких гла-
гольных предложений или однородных глаголов-сказуемых в рамках 
одного предложения.
Эти ряды, однако, не создают впечатление монотонности, не выби-
ваются из общей канвы нарратива. Они, быть может, более ритмичны, 
чем остальной текст.
Попытаемся убедиться в этом.
Для этого обратимся к весьма показательному фрагменту. Вот он:
«Густо плескались, пылали тяжелые ветра… Пылали, плескались зноем 
травы… Поезда бежали, зарывались в горы, с разбегу пробивали тунне-
ли. Табунами бродили пожары… Бежали сизые полынные степя… Дороги 
шумели половодьем.
Вытаптывая города и села, бежали красные, белые, серые и че-о-орная 
банда. Кованые горы бежали, дыбились, клешились. Бежали, как звери, 
густошерстые тучи, хвостами мутили игравшие реки.
Партизаны бежали, падали, бежали, плевались тресками, громами, бу-
хами, хохом, ругом… Залпами расстреливали, бросками бросали налив-
ные зерна разбойных дней».
Данный отрывок откровенно стилизован. Особенно режет слух 
настойчивое нагнетание глаголов в прошедшем времени, преимуще-
ственно в начальной позиции коротких предложений. 
Для оценки стилистической оригинальности отрывка используем 
фоновый (обычный, не маркированный) отрывок, а также коллекцию 
триад. Сначала сравним эти три «текста» с точки зрения распределе-
ния частей речи и размера словоупотребления.
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Фоновый текст приводится ниже.
«На дружках от военноморской робы одни клеши остались, обхле-
станные клеши, шириною в поповские рукава. Да это и не беда! Ваньку 
с Мишкой хоть в рясы одень, а по размашистым ухваткам да увесистой 
сочной ругани сразу флотских признаешь. Отличительные ребятки; на-
храпистые, сноровистые, до всякого дела цепкие да дружные. Насчет 
эксов, шамовки али какой ни на есть спекуляции Мишка с Ванькой пер-
вые хваты, с  руками оторвут, а  свое выдерут. Накатит веселая ми-
нутка — чужое для смеха прихватят. Черт с ними не связывайся — рас-
потрошат и шкуру на базар. Даешь-берешь, денежки в клеш и каргала!» 
Сравним распределения по двум переменным в трех фрагментах. 
Но сначала надо сказать несколько слов о распределении частей речи. 
Как и следовало ожидать, везде доминируют существительное и гла-
гол, образующие основу любого синтаксиса. Однако соотношения 
этих частей речи в трех фрагментах разные: в стилизованном тексте 
и  триадах доли существительного и  глагола значительно выше (см. 
табл. 2), а доли большинства остальных классов заметно выше в фо-
новом тексте. Стилизованные фрагменты более однообразны, образуя 
цепочки, состоящие из комбинации глаголов и существительных. Та-
кое нагнетание создает впечатление лавины, все сметающей на своем 
пути, подчеркивая и даже имитируя революционный процесс. 
Определенный вклад в  создание такого настроения производит 
и размер слова, который примерно одинаков в стилизованных частях, 
при этом существенно превышая этот показатель в фоновой части (см. 
табл. 3). Обратное соотношение имеем для коэффициента вариации, 
который в полтора-два раза меньше, чем в фоновом фрагменте. Это 
вызвано преимущественно тем, что в  фоновом фрагменте доля слу-
жебных слов достаточно велика, а в  стилизованных ничтожно мала 
(см. табл. 2).
В целом такие структуры мобилизуются для отражения динамизма 
эпохи, ее «сверхвысоких энергий». Но энергия эта имеет разную при-
роду. Это в первую очередь «огненная река» революции, преобразую-
щая старый затхлый мир в мир революционного порыва и дерзания. 
Это и трудовой энтузиазм напряженной и сложной матросской жиз-
ни в рамках жесточайшей дисциплины. Но наряду с такой позитив-
ной энергией расцветает разрушительная энергия наживы, стяжания, 
криминала, разбоя главных героев  — неразрывного тандема друзей 
Ваньки-граммофона и  Мишки-крокодила: «Дело идет, контора пи-
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шет. Ванька-Мишка денежки гребут». У Артема Веселого нет в слоге 
никакого революционного пафоса. Рафинированная объективность 
и трезвый взгляд на действительность.
Таблица 2. Распределение частей речи
Части речи Фоновый текст Стилизованный текст Коллекция триад
Существительное 0,312 0,465 0,432
Глагол 0,229 0,315 0,365
Прилагательное 0,151 0,110 0,014
Наречие 0,011 0,014 0,081
Предлог 0,172 0,027 0,108
Сочинит. союз 0,086 0,027 0,000
Прочие 0,039 0,042 0,000
Таблица 3. Длина слова в различных фрагментах текста
Длина словоупотребл. Фоновый текст Стилизованный текст Коллекция триад
1 0,140 0,057 0,108
2 0,129 0,000 0,000
3 0,043 0,014 0,054
4 0,129 0,086 0,108
5 0,161 0,186 0.095
6 0,097 0,243 0,176
7 0,161 0,129 0,176
8 0,022 0,129 0,100
9 0,054 0,057 0,041
10 0,011 0,086 0,068
11 0,054 0,000 0,068
12 0,011 0,014 0,028
13 0,011 0,000 0,000
Среднее 5,05 6,386 6,649
Коэфф. вариации 0,612 0,313 0,268
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4. Лестничные структуры
Лестничные конструкции приводят не только к образованию три-
ад. Во многих случаях такие структуры распространяются и на более 
протяженные образования, включающие более трех ступеней. В рас-
сматриваемом рассказе использованы три лесенки, включающие 5, 
7 и 9 ступеней. Каждая из этих лесенок строится по трем моделям: гла-
гольно-субстантивной («облака топтали»), предложно-субстантив-
ной («на Оренбург бурей») и атрибутивно- именной («Пляско вино»). 
В  лесенках ступени-предложения коротки. Средний размер такого 
предложения равен 2,83, а коэффициент вариации — 0,353, что нахо-
дится в соответствии с другими стилизованными фрагментами.
5. Заключение
Рассмотрены синтаксические триады типа «Чокнулись, уркнули, 
крякнули» и  более крупные образования, имеющие облик связного 
текста, включающего подобные модели. Установлена их особая роль 
в  повествовании в  сравнении с  обычным, фоновым текстом. Такие 
фрагменты текста в выпуклой форме передают накал революционных 
страстей, их необузданную стихию и мощь народного порыва, смета-
ющего все на своем пути. Но не только. Это и энергия стяжательства 
и  наживы, внедренная в  революционные массы для удовлетворения 
корыстных интересов криминально-буржуазных элементов.
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ПОЛИВАРИАНТНЫЕ КОРПУСА:  
СРАВНИТЕЛЬНЫЙ АНАЛИЗ ПЯТНАДЦАТИ ИТАЛЬЯНСКИХ 
ПЕРЕВОДОВ ПОВЕСТИ ГОГОЛЯ «ШИНЕЛЬ»
PARALLEL CORPORA WITH MULTIPLE TRANSLATION VARIANTS: 
A COMPARED ANALYSIS OF FIFTEEN ITALIAN TRANSLATIONS OF 
GOGOL’S SHORT STORY “THE OVERCOAT”
Аннотация. Данная статья посвящена сравнительному анализу пятнадцати итальянских пере-
водов повести Николая Гоголя «Шинель», включенных в итальянско-русский параллельный кор-
пус НКРЯ. В частности, рассматриваются две лингвистические особенности, отличающие манеру 
речи главного героя: частица того и синтаксический эллипсис. В обоих случаях наблюдаются 
две стратегии перевода, показывающие, что выбор переводчиков не всегда зависит от языковых 
критериев. 
Ключевые слова. Параллельные корпуса, поливариантные корпуса, корпусный анализ языка, 
художественный перевод. 
Abstract. This paper focuses on a comparative analysis of fifteen Italian translations of Nikolaj Go-
gol’s short story “The Overcoat”, included in the Italian-Russian parallel corpus of RNC. In particular, 
two linguistic features distinguishing the way of speaking of the main character are examined: the 
particle togo and syntactic ellipsis. In both cases two translation strategies emerged, showing that 
translators’ choices not always depend on linguistic criteria. 
Keywords. Parallel corpora, target-variant corpora, corpus analysis, literary translation.
1. Introduction 
This paper aims at exemplifying the utility of a corpus with several 
translation variants, through a compared analysis of 15 versions of Gogol’s 
short story The Overcoat (Šinel’). This kind of analysis can be useful in a 
number of areas: i) in Translation Studies, to investigate the properties of 
translated texts (translation universals); ii) in translation training, to show 
learners possible renderings and examine professional translators’ choices; 
iii) in linguistics research, to deepen the semantic analysis of a given word 
or lexical unit. For instance, [Aijmer et al. 2006: 101] consider the corpus 
based translation method an excellent way to compare discourse markers 
cross-linguistically as it helps identify how different languages talk about 
different portions of reality.
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1.1. Why Gogol’s Šinel’
The Overcoat (Il Cappotto, in Italian) has had a great influence from its 
publication to the present day, and not only in Russia. In Italy, although the 
interest in Gogol’s work emerged relatively late compared to other Europe-
an countries [Inkova 2014: 47], Il Cappotto has been the most translated 
Russian literary work: over a century — from 1903 to 2012 — 31 versions 
followed one another (for a complete list see [Inkova 2014: 55–56]). For this 
reason, it was decided to include this short story in the project of enlarge-
ment of the Italian-Russian parallel corpus, started in 2015. Here is the list 
of translators whose version is now available in the RNC: C. Rebora (1922); 
E. Carafa D’Andria (1937); T. Landolfi (1941); O. Del Buono (1949); L. Paci-
ni-Savoj (1957); G. Pacini (1963); A Julovic (1964); P. Zveteremich (1967); 
E. Bazzarelli (1980); F. Mariano (1986); S. Beffa (1986); L. De Nardis (1993); 
S. Prina (1994); E. Guercetti (1995); F. Legittimo (2001). 
2. The focus of the analysis
Rendering the main character’s speech is one of the greatest challenges 
while translating The Overcoat. This is how Gogol himself describes Akakij 
Akakievič’s (A. A.) language, which certainly reflects his personality: «Нуж-
но знать, что Акакий Акакиевич изъяснялся большею частью предло-
гами, наречиями и, наконец, такими частицами, которые решительно 
не имеют никакого значения»1. In Akakij’s speech two linguistic features 
stand out: the obsessive use of particles (or discursive markers)2 and elliptic 
constructions. My analysis will take these features into consideration, com-
paring how translators render them in the target language. 
2.1. The particle togo
Akakij’s most recurrent ‘word’ is the particle togo, defined by MAS (Ma-
lyj akademičeskij slovar’) as follows: «Служит для заполнения паузы при 
заминке в речи, затруднении в выборе слов, иногда взамен какого-л. 
1 «It must be noticed that Akaky Akakyevitch for the most part explained himself by 
apologies, vague phrases, and particles which have absolutely no significance whatever».
2 From the beginning of the 20th century, in Russian studies prevailed a formal 
distinction between parts of speech (časti reči) and particles (časticy). It was Vinogradov 
who pointed out that particles were to be distinguished from other parts of speech because 
of their «modal» function [Vinogradov 1975: 56]. Later, thanks to D. Paillard [Kiseleva, 
Pajar 2003], Russian and Western traditions converged, and Russian particles were all 
grouped under the category of discourse markers (diskursivnye slova — DM).
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слова или словосочетания (…) // При сообщении о каком-л. неблаго-
получии, неприятности или о чем-л. не совсем благовидном».
In Gogol’s text togo is in fact employed by the main character in order 
to fill a void left by the inability to clearly express his thoughts, but, as the 
narrator points out, its use can be exaggerated: Акакий Акакиевич уже 
заблаговременно почувствовал надлежащую робость, несколько сму-
тился и, как мог, сколько могла позволить ему свобода языка, изъяс-
нил с прибавлением даже чаще, чем в другое время, частиц «того», что 
была-де шинель совершенно новая, и теперь ограблен бесчеловечным 
образом (…)3
In general, discursive markers help speakers express their thoughts and 
link texts to reality, especially in spoken language4. However, Akakij seems 
to use these linguistic tools ineffectively, often generating a nonsense that 
leads to the failure of the perlocutionary aspect of his message. 
My purpose was to verify if and how Italian translators produced the 
same nonsense in the target text. 
The examples revealed two tendencies:
А) Six translators used a single term (or phrase) for all cases where the 
particle appeared: Rebora (1922): in quanto; Landolfi (1941): coso; 
Pacini-Savoj (1957): quella cosa; Julovic (1964): vero e coso; De Nard-
is (1993): bè; Guercetti (1995): cioè.
B) The remaining nine translators did not choose a fixed word to ren-
der togo in Italian, but varied according to the general meaning of the 
sentence, depending on the context in which it occurred. Sometimes 
they even omitted the particle (Ø), as in (2a):
(2) — А я вот того, Петрович… шинель-то, сукно… вот видишь, (…) 
да вот только в одном месте немного того… на спине (…).
(2a) «Ecco qua, Petrovič… Ø il cappotto, il panno… ecco vedi, (…),  
here here Petrovic… the coat, the cloth… here (you) see 
3 Akaky Akakyevitch, who was overwhelmed with befitting awe beforehand, was 
somewhat confused and, as far as his tongue would allow him, explained to the best of his 
powers, with even more frequent “ers” than usual, that he had had a perfectly new overcoat 
and now he had been robbed of it (…)
4 [Bazzanella 2006: 449] proposes a useful synthesis of what is universally accepted 
by linguists regarding DM: 1) they do not affect the propositional content of a sentence; 
2) they are linked to the extralinguistic situation; 3) they have modal value and express 
attitudes and emotions; 4)  they can be multifunctional and operate simultaneously on 
different levels.  
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ma in un posto, però, è, come dire…. sulla schiena (…)  
but in a spot, but, (it)is, how say…. on-the back 
(Bazzarelli, 1980)
As far as the first group is concerned, a diachronic distinction can be 
made. Most recent versions (for example, Guercetti — see (3b) — and De 
Nardis) display two discursive markers frequently used in contemporary 
spoken Italian (cioè and bè). In this way, they employ a unique translation 
strategy, while ensuring a more natural style of speech (even if Gogol’s di-
alogues are to be considered caricatures, which do not fully represent the 
natural and flowing style of authentic language). Other translators’ solutions 
(Rebora — as in (3a) — and Landolfi) sound much more obsolete and ex-
press even a higher degree of nonsense:
(3) — А я вот к тебе, Петрович, того…
(3a) «Eccomi ora da te, Petròvic, in quanto…». (Rebora, 1922) 
Here-I-am now at you, Petrovič, because
(3b) «Ecco, sono qui, Petrovič, cioè…» (Guercetti, 1995) 
Here, (I)am here, Petrovič, that-is…
In general, the abovementioned tendencies — A and B — produce two 
distinct effects in the final text: in the first case, the reader perceives the 
nonsense that probably Gogol wanted to produce, as well as the existence of 
a word which is typical of Akakij’s linguistic repertoire. In the second case, 
varying every time the translations of togo, the idea of recurrence is missing. 
This choice could be dictated by stylistic reasons, by the desire to make the 
Italian text more natural, without the addition of superfluous and redundant 
elements. Group B is therefore more target-oriented, while group A seems 
to be truer to the original. 
2.2. Syntactic ellipsis
By ellipsis we mean the omission of one or more elements of the dis-
course normally considered indispensable (even if there is not always una-
nimity in defining what ‘structurally indispensable’ means). Despite some 
unresolved questions regarding the definition of ellipses, in general it can 
be stated that elliptical sentences present the following features: i) they are 
semantically complete; ii) they are not necessarily linked with other lexi-
cal units in contiguous sentences; iii) they cannot be replaced by complete 
synonymic versions (by inserting the missing element), since the correct 
alternative is not known with certainty [Lekant 2004: 232].
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This kind of sentences5 (such as ja domoj, literally I home) are very in-
teresting from a contrastive point of view, as in Italian (like in English) a 
similar omission of the verb is not possible. It should be noted, however, 
that unlike the excessive use of particles, which was intended to ridicule 
Akakij Akakievič’s language, syntactic ellipsis is used by him in an absolute-
ly ordinary way. It was assumed, therefore, that translators would choose an 
unmarked solution to render elliptic sentences in their own language. The 
analysis aimed at verifying this hypothesis.
As for the translation of togo, two tendencies were noted. Five translators 
imitated Russian syntactic structure, violating Italian grammar rules: 
(4) — Ну, а если бы пришлось Ø новую, как бы она того…
(4a) — Ebbene, e se per caso Ø uno nuovo, che cosa… coso… 
Well and if by accident a new what thing thing  
(Landolfi, 1941)
In (4a) both the main verb and the infinitive were omitted. However, this 
is perceived as an anomaly in Italian. These choices were probably motivat-
ed by the intent to further underline the disconnected character of Akakij’s 
speech.
The remaining translators used a verb in their versions, thus following 
the syntactic rules of the target language. All of them chose the verb fare 
(make), which refers back to Petrovič’s6 previous sentence: вам придется 
новую делать [you have to make a new one].
Let us take another example, in which two translators omitted the verb 
in Italian, generating the same effect as in sentence (4a):
(5) (…) а в это время я ему Ø гривенничек и того в руку (…)
(5a) (…) io invece, ecco, una monetina in mano Ø … (Del Buono 1949) 
I whereas, here, a small-coin in hand
In the remaining versions, the position of the elided predicate was filled 
by a verb belonging to the semantic field of mettere (to put), which col-
locates with the following phrase in mano (in his hand). There were also 
some interesting solutions, like the expression gli faccio scivolare in mano 
(I’ll slip into his hand), by Pacini-Savoj and Mariano, which gives the idea of 
a ‘bribe’ used by Akakij to corrupt Petrovič and entice him to comply with 
his request: 
5 For a classification of elliptic sentences see [Zemskaja et al. 1981: 201–206]. 
6 His tailor.
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(5b) (…) e io allora, e quella cosa, gli faccio scivolare in mano  and I so and 
that thing to-him (I)make slip in hand 
dieci copeche (Pacini-Savoj, 1957) 
ten kopecks
3. Conclusions
A particular translation choice may depend first of all on linguistic cri-
teria: for example, since ellipsis is an ordinary feature of Russian spoken 
language, it should not be marked in the target text. However, some choic-
es may be influenced by other factors, like in the case of togo. The anal-
ysis of several translations shows that individual translators can be more 
source-oriented or, on the contrary, target-oriented. This carries important 
implications in Translation Studies and in linguistic analysis based on par-
allel corpora: if it is true that translated texts can be suitable for the study of 
different linguistic structures, it is equally evident that literary writers some-
times employ linguistic tools not according to the standard use. In Akakij’s 
speech, for example, discourse markers mainly create nonsense, instead of 
performing their ordinary function. 
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КОРПУС ФОЛЬКЛОРНЫХ ТЕКСТОВ И КЛАСТЕРИЗАЦИЯ 
УКАЗАТЕЛЕЙ СЮЖЕТОВ
CORPUS OF FOLK TEXTS AND PLOTS IDEXES CLUSTERING
Аннотация. Корпус сказок для русского и английского языка составлен с целью включения в на-
учный оборот фольклорного материала, имеющегося в машиночитаемой форме. Корпус позво-
ляет создавать конкордансы, частотные словари, вызывать полные тексты и пр. На основе корпу-
са разработаны средства вычисления семантической близости сюжетов, графического представ-
ления сюжетов и кластеризации полученных графов. Семантическая близость в данном случае 
понимается как число совпадающих лексем с учетом последовательности их появления в тексте. 
Ключевые слова. сказка, сюжет, граф, семантическая близость, кластеризация.
Annotation. The corpus of fairy tales for Russian and English is compiled with the goal of introduc-
tion of folklore material in machine-readable form. The corpus allows one to create concordances, 
frequency dictionaries, invoke full texts, etc. On the basis of the corpora tools are developed for 
calculating the semantic proximity of plots, the graphical presentation of plots and clustering of the 
resulting graphs. In this context semantic proximity is understood as the number of matching tokens, 
taking into account the sequence of their appearance in the text.
Keywords. fairy tale, plot, graph, semantic proximity, clustering.
Введение 
Сказки, как часть фольклора, являются, возможно, самой устой-
чивой формой сохранения культурной традиции народа. В  отличие 
от подавляющей части достижений ушедших цивилизаций — мифов, 
утративших силу законов, моральных принципов и технических при-
способлений, сказки дошли до нас практически в  первоначальном 
виде. Исследование такого уникального явления как сказка приводит 
к важным для нашего современника выводам о значимости ее куль-
турного влияния.
В России сказки, собранные выдающимся русским фольклористом 
Александром Николаевичем Афанасьевым (1826—1871) удивительное 
и уникальное явление в литературе и шире — в русской культуре Все-
го для издания было отобрано свыше 600 текстов. Последнее полное 
издание Сказок вышло в  1984  году. По этому изданию создан элек-
тронный ресурс1, на основе которого составляется Корпус фольклор-
ных текстов. 
1 http://feb-web.ru/feb/skazki/default.asp?/feb/skazki/texts (Дата доступа: 19.02.2019).
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В других странах обширные коллекции народных сказок систе-
матизированы, в частности, ученым из США, Ашлиманом [Ashliman 
2004] систематизировавшим более 1000  сюжетов разных народов. 
Тексты сказок в этом собрании представляют собой скорее синопсис 
сказки в переводе на английский2.
Подготовка фольклорного корпуса сказок Афанасьева
Работа со Сборником включала несколько этапов, как чисто техни-
ческих, так и требующих привлечения специалистов-филологов или 
студентов, уже прошедших определенную филологическую подготов-
ку. Вначале каждая сказка была переписана с вышеупомянутого ресур-
са в отдельный файл в формате UTF8 для сохранения разметки (знаки 
ударения и пр.). Затем текст каждой сказки был разбит на отдельные 
словоформы с  отделением знаков препинания. Были выделены по-
следовательности, «предложения», оканчивающиеся на знаки: точка, 
вопросительный и восклицательный знак, а также двоеточие и точка 
с запятой. Был проведен морфологический анализ каждой словофор-
мы на основе словаря А. А. Зализняка3 и  частичный синтаксический 
анализ, включая согласование существительное  — прилагательное, 
предлог — существительное, глагол — существительное и пр. Многие 
архаичные, диалектные, иноязычные (в основном белорусские и укра-
инские) слова, не найденные в  Словаре Зализняка, были выделены 
в  отдельный список, насчитывающий около 4000  словоформ. Этот 
список с привязкой каждой словоформы к сказке, где она встречается, 
давался студентам для обработки. 
Указатели фольклорных сюжетов
Фольклорные сюжеты обычно классифицируются по системе, вве-
денной финским исследователем Аарне [Aarne 1910]. По этой системе 
составлены указатели фольклора разных народов, что автоматически 
вводит в широкий научный контекст вновь собранный или восстанов-
ленный по письменным источникам первичный материал. Система 
Аарне относит каждую «сказку» к  определенному сюжету, без выч-
ленения в ней составляющих сюжетных ходов и обобщения персона-
жей — если в сказке говорится о черте, его ролевая привязка не может 
2 Ashliman: http://www.pitt.edu/~dash/ashliman.html (Дата доступа: 19.02.2019).
3 http://starling.rinet.ru/download/zaliznia.exe (Дата доступа: 13.02.2019).
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быть заменена на, скажем, колдуна, хотя функции этих персонажей 
в целом будут совпадать. Каталог Аарне был переведен на многие ев-
ропейские языки, на русский язык его перевел Н. П. Андреев [Андреев 
1929]. В  системе Томпсона [Thompson 1973], являющейся развитием 
системы Аарне, сложные сюжеты разложены на несколько элементов 
и для каждого элемента приводятся различные реализации. К сожа-
лению, составители наиболее представительного русского указателя 
сюжетов СУС: [Бараг и др. 1979] воспользовались системой Аарне без 
томпсоновских дополнений. 
В мировой науке постоянно составляются новые указатели, отно-
сящиеся к разным национальным традициям и жанрам. На русском 
материале существуют указатели различных фольклорных жанров 
том числе электронные, наиболее полным из  которых является ре-
сурс4. Представляет интерес указатель детских «страшилок»5. Ком-
пьютерная система СКАЗКА [Рафаева 1998], реализованная в  СУБД 
Starling, дает возможность отвечать на различные типы запросов от-
носительно волшебных сказок.
Потребность в кластеризации
Построенные указатели основаны на интуиции исследователей и, 
таким образом, не чужды субъективности. Необходимы формальные 
методы отнесения того или иного сюжета к той или иной рубрике ука-
зателя сюжетов. С этой целью мы применяем методы кластерного ана-
лиза и многомерного шкалирования. Для исследования использован 
ресурс6, позволяющий получить более 4000 страниц с  описаниями 
сюжетов и снабженный идентификатором сюжета вида andr_87.htm. 
Была предпринята попытка выделить особые «сказочные» термины, 
сравнивая частотность лемм в  словнике сказочных сюжетов и в  ча-
стотном словаре общей лексики Шарова7. Дальнейший анализ прово-
дился только на знаменательных словах, составляющих более полови-
ны словоупотреблений. Сюда же можно добавить слова, для которых 
часть речи не определилась, это скорее всего, редко встречаемые ар-
хаизмы и  регионализмы. Список наиболее употребительных лексем 
использовался для определения самых богатых кластеров сюжетов, 
4 http://ruthenia.ru/folklore (Дата доступа: 13.02.2019).
5 http://www.unn.ac.ru/folklore/sukaz.htm (Дата доступа: 13.02.2019).
6 http://www.ruthenia.ru/folklore/sus (Дата доступа: 13.02.2019).
7 http:/www.artint.ru/projects/frqlist.php (Дата доступа: 13.02.2019).
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напр., кластер, содержащий лексему «Царь» с частотностью 310, дол-
жен включать значительно больше элементов, чем кластер для слова 
«Избушка» с частотностью 5. 
Метод последовательного сопоставления
Поскольку сюжет фольклорной сказки развивается последова-
тельно, можно принять в качестве гипотезы, что в паре совпадающих 
сюжетов последовательности слов также должны совпадать. Для про-
верки этой гипотезы был составлен алгоритм сопоставления после-
довательностей, основанный на методе динамического программиро-
вания. Среди всех возможных путей от начала до конца предложений 
алгоритм динамического программирования выбирает тот, который 
включает наибольшее число совпадающих лексем. Это число и  при-
нимается за меру близости двух сюжетов. 
Визуализация взаимного расположения объектов (в  нашем слу-
чае — сюжетов сказок) на основании меры их сходства/различия по-
зволяет наглядно представить совокупность сюжетов, близких к  за-
данному, а также эвристически выделить кластеры близкорасположен-
ных объектов. Задача визуализации решается методом многомерного 
шкалирования, применимого в случае, если выборка содержит тысячи 
объектов, (в нашем случае число пар сюжетов, совпавших хотя бы по 
одному слову– более 600 тысяч), и, следовательно, пространство объ-
ектов существенно многомерно.
Задача многомерного шкалирования (multidimensional scaling, 
MDS) заключается в  отображении пространства большой размер-
ности в  пространство меньшей размерности, в  частности, размер-
ности 2, что позволяет отобразить выборку в виде множества точек 
на плоскости (scatter plot). Плоское представление отражает основ-
ные структурные особенности многомерной выборки, в  частности, 
семантическое расстояние между сюжетами и кластерную структуру 
выборки. Поэтому многомерное шкалирование часто используют как 
инструмент предварительного анализа для понимания данных. Разра-
ботанная при участии автора программа [Кедрова,  Потемкин, 2007] 
позволяет построить scatter plot для сильно разреженной матрицы 
расстояний между сюжетами сказок. На рис. 1 представлена окрест-
ность сюжета А161. Окрестность сюжета «преданная собака» раздели-
лась на 2 кластера, с центрами в точках ANEK886 и A198. 
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Рис. 1. Центр: 1 — A161 Преданная собака: незаслуженно наказывается.  
Кластер А): Баба хуже черта; Кластер Б): Старая хлеб — соль забывается
Аналогичная методика была применена к сборнику сюжетов Аш-
лимана. В этом сборнике каждый сюжет описан достаточно простран-
ным текстом, средняя длина которого составляет около 800 слов. Для 
сравнения в Индексе Андреева (АН) средняя длина описания сюже-
та сказки составляет около 30  слов. Отсюда для сравнения сюжетов 
из сборника Ашлимана (АШ) пришлось не ограничиваться последо-
вательным сопоставлением лексем. Мы выделили в текстах сюжетов 
АШ последовательности глаголов в предположении, что такая после-
довательность составляет фрейм или структуру сюжета. Структуры 
сюжетов уже можно сопоставлять последовательно. Для более точно-
го сопоставления сравнивались не сами глаголы V, а их гиперонимы, 
hyper(V). Полученные результаты (расстояние между сюжетами) под-
вергались многомерному шкалирования и  проецировались на пло-
скость (Рис. 2) 
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Рис. 2. Окрестности сказки Cindarella (Золушка) из собрания Ашлимана
Заключение
Корпус фольклорных текстов позволяет изучать подлинно народ-
ный язык конца 19 — начала 20 века в исчерпывающем и объективном 
смысле впервые (чего нельзя сказать о многих, селективных и поэтому 
субъективных исследованиях). 
В статье также описан новый подход к  формированию указателя 
сказочных сюжетов на основе анализа лексики, определения расстоя-
ния между сюжетами и кластеризации сюжетов, которая выполняется 
путем визуального изучения двумерных образов, полученных мето-
дом многомерного шкалирования. Исследование проводилось на ма-
териале русских сказок Афанасьева и собрании сказок разных народов 
Ашлимана в переводах на английский. Результаты исследования могут 
быть использованы для выявления сходства и  кластеризации между 
однородными объектами при разработке различных онтологий. 
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“A NOVEL OF CHARACTER”:  
TOWARDS THE AUTOMATIC ANNOTATION OF CHARACTERS IN  
A LARGE CORPUS OF FRENCH NOVELS
Abstract. In this paper, we apply named entity recognition techniques to a corpus of literary texts, 
i.e. French novels from the 18th, 19th and 20th century. We obtain results that are usable but could 
be improved by using advanced annotation techniques. We discuss the use of active learning in this 
context, as well as the different applications that could be derived from this kind of annotation. 
In particular, we show that the automatic annotation of large literary corpora makes it possible to 
check whether traditional classifications exhibit specific structural patterns that could be identified 
automatically. 
Keywords. Named Entity Recognition; Digital Humanities; Literature Analysis; Text Mining; Distant 
Reading.
1. Introduction
The recent availability of large literary corpora in different languages has 
open new pathways for the study of literature. This approach is often called 
“distant reading” (Moretti, 2013) since corpora are then too large to be read 
directly and can only be accessed through specific tools that create a “dis-
tance” between the text and the reader. This approach has given birth to new 
research avenues and researchers are now able to observe tendencies over a 
large number of texts, instead of focusing on isolated observations concern-
ing a few novels. 
A specific research programme includes for example the investigation 
of the structure of novels, through the notion of “character”: How central 
are the different characters of a novel? How do they interact with each other 
in the course of the novel? In other words, are there specific patterns that 
emerge from different novel traditions, from different period of times or 
from different subgenres? (Piper et al., 2017)
There are now several tools available for different languages that are able 
to recognize person names in texts and, more generally, named entities like 
locations, artefacts or organizations. Named entity recognition is a well-es-
tablished task, but existing tools are far from perfect: they make errors and 
need to be re-trained to reach acceptable performance on different corpora 
(Finkel et al., 2005). Their performance over literary texts also need to be 
properly evaluated, as they are generally trained on news or other kinds of 
Web sources. 
In this paper, we propose an experiment on a corpus of French novels. 
We annotate person names, as well as other related text sequences (like ti-
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tles, functions, or occupations) that can be used to refer to a character. The 
question of “what to annotate” is a highly complicated one, and we will just 
give a brief overview of our annotation principles below. We first present the 
corpus, then our annotation scheme and the tool we used for our experi-
ments. We then present our results on the different novels, we discuss these 
results and conclude with some observations for future work.
2. The Corpus
For our study, we chose different novels from the 18th, 19th and 20th cen-
tury. The choice is of course quite subjective as a large number of novels is 
directly available online in an electronic format. We wanted to get a bal-
anced corpus among the three centuries considered. 
Title Author Publication date Size (approx. # of words)
De l'esprit des lois Montesquieu 1748 65.000 
Candide Voltaire 1759 32.000
L'an 2440 L-S. Mercier 1771 93.000
Les liaisons dangereuses P. C. de Laclos 1782 140.000
Les Rêveries du promeneur 
solitaire J-J. Rousseau 1782 40.000
Notre-Dame de Paris V. Hugo 1831 156.000
La Maison Nucingen H. de Balzac 1838 34.000
Madame Bovary G. Flaubert 1857 116.000
Alice au pays des merveilles L. Carroll French: 1869 Original: 1865 30.000
À l'ombre des jeunes filles 
en fleurs M. Proust 1919 205.000
Les Faux-Monnayeurs A. Gide 1925 115.000
La Gloire de mon père M. Pagnol 1957 47.000
3. Annotation Principles
One of the most difficult part of the task is to define the entities that 
should be annotated. Some examples are easy to recognize and annotate, but 
lots of others are difficult. 
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Person names: Both fictive and real names can be found in novels. Per-
son’s names correspond to proper names like first names (Odette), last names 
(Swann) or a combination of both (Odette Swann). These proper names can 
be preceded with a title (Madame de Crécy, M. de Norpois), which can lead 
to complex noun phrases, especially with nobility titles (Son Éminence mon-
seigneur le cardinal de Bourbon, in Notre-Dame de Paris from Victor Hugo). 
The same phenomenon is observed with function or occupation names (le 
marquis de Norpois, le professeur Cottard, or l'abbé Frayssinous). Texts often 
contain references to characters through their function, occupation or title, 
without mentioning any proper name, especially when the character has al-
ready been introduced or when there is no ambiguity left with just the title 
or the function mentioned (le Principal, le Vicomte). Generic groups of peo-
ple are not annotated as they cannot be directly considered as characters (les 
Anglais, les Parisiens), but specific groups must be annotated (like les Swann, 
in Proust’s A l’ombre des jeunes filles en fleurs). Other difficult cases are words 
like God or the Divinity, whose status is unclear. 
Other entities: The software we used for the annotation by default also 
annotates other kinds of entities (location names, companies, etc.). This is 
of course interesting for the study of literary texts, especially location names 
since one could imagine a joint study of people (characters) and places. 
However, this is outside the scope of the present study and, in what follows, 
we will just focus on person names. 
We cannot give all the details used for the annotation here, but the inter-
ested reader can refer to existing guidelines, for example the one proposed 
by Rosset et al. (2011) that offers valuable principles for French, especially 
to practically solve difficult cases. Other guidelines exist for other languages 
but the most important principle is to be consistent throughout the anno-
tation phase, since a part of the decisions to take is subjective, as there is no 
formal distinction between named entities and other referential expressions 
in natural languages. 
4. The Annotation Tool
We used a tool called SEM for our experiments (Dupont, 2018). SEM 
is an open piece of software, freely available online, and based on machine 
learning techniques. More specifically SEM is based on Wapiti (Lavergne et 
al., 2010), a CRF toolbox (Conditional random Fields, Lafferty et al., 2001). 
CRF are simpler than neural networks, and they obtain competitive results 
for the annotation of sequences. They are thus especially indicated for tasks 
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like named entity recognition, since our goal is to recognize local and con-
tinuous sequences of texts (sequences without gaps). SEM can also very eas-
ily be trained using an annotation interface. Practically the end user can 
just annotate a few examples before training a new model that can be tested 
on new data, which is what we needed to do since our results will highly 
depend on the training phase using a representative sample of our corpus. 
We have trained a new model from scratch for each century, but this is 
of course far from optimal since it would normally require annotating huge 
quantities of data to achieve reasonable performance. There is moreover a 
serious risk of overfitting since we train a new model for each novel / centu-
ry. One solution to this problem would be to dynamically update an existing 
model based on new data. Recent machine learning techniques makes this 
approach possible, but it has not been explored yet in our context. The oth-
er approach consists in using active learning techniques to accelerate and 
optimize the annotation phase. In our case, unlabelled data is abundant but 
manually labelling is expensive. Learning algorithms can actively query the 
user for labels, making it possible to dynamically and automatically identify 
interesting examples for training, i.e. discriminative and ambiguous exam-
ples that the system cannot annotate directly (typically, because contradic-
tory indices can be found in the context). This approach is for example the 
one already used by Prodigy, the annotation tool developed in relation with 
Spacy by Montani and Honnibal (2017). 
5. Results and Discussion
The results are given in table 1. All the results are expressed using F-meas-
ure, the harmonic mean of precision (the percentage of sequences that are 
accurately recognized among what has been recognized by the system) and 
recall (the percentage of sequences actually recognized among all those that 
should have been recognized). 
Table 1. annotation results (all the results are expressed using F-measure)
Annotation model 18th century corpus 19th century corpus 20th century corpus
18th century 0,68 0,63 0,68
19th century 0,61 0,70 0,67
20th century 0,62 0,69 0,73
All 0.72 0,77 0,86
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We can make two main observations: i) logically, a model trained on texts 
from a specific century works better on texts from that century, and vice 
versa (e.g. novels from the 19th century are more accurately analysed by the 
model trained on 19th century texts, than on the one trained on 18th or 20th 
century texts) and ii) more surprisingly maybe, the global model aggregating 
all the different sub-models works better than any other one on all the differ-
ent corpora by a significant margin (i.e. by a statistically significant margin). 
We can also observe that our results so far are not very impressive. There 
are several reasons for this, but the first one is clearly due to our approach. 
For both practical and theoretical reasons, our training sets are quite small, 
because we did not have enough time to provide large annotation sets and 
because we also wanted to avoid overfitting since we just considered a few 
works and a few authors (see above). 
However, our results show that it is possible to develop only one model 
to annotate the different corpora, although each novel is specific. This is 
probably true because French has not evolved so much from the 18th cen-
tury8. However, the model may still need some adaptation depending on 
the novels considered (some are known to have very specific ways to name 
people for example). This is why the ability to update an existing model and 
use active learning for training would be especially interesting in our case. 
It would also help to solve the annotation issue, since active learning makes 
it possible to reach high performance, while reducing drastically the anno-
tation effort. 
Lastly, we may want to explore neural network techniques for annota-
tion, which are known to be slightly more efficient than CRF (Lample et al., 
2016), although, as said above, CRF as such are simpler and quite powerful 
for the annotation of continuous sequences. 
6. Conclusion
We have presented an experiment aiming at showing that it is possible 
to develop accurate models for the annotation of characters in a corpus of 
French novels. Our current results, although far from perfect, are never-
theless sufficient for practical use. The next steps will consist in annotating 
many more novels and then develop large scale character analysis, i.e. de-
tecting patterns in character networks, character interactions or character 
8 This is also why we did not include older texts in our corpus: it is known that French 
has dramatically evolved in the 16th century, and even in the 17th, so it is advisable to be 
careful when dealing with texts prior to 1700 in French. 
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structures. For example, some novels put forward one character, or a few 
number of characters, whereas some others are based on the interaction of a 
larger group of characters. These characteristics are known to be relevant for 
literary studies. The approach makes it possible to group together different 
kinds of novels, and also to check whether traditional classifications exhibit 
specific patterns, following some proposals made by Moretti (2005). 
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СТРУКТУРА НАРРАТИВА В РУССКОМ РАССКАЗЕ  
НАЧАЛА XX ВЕКА1
NARRATIVE STRUCTURE OF THE RUSSIAN SHORT STORIES IN  
THE EARLY XX CENTURY
Аннотация. Статья посвящена рассмотрению структуры повествования в русских рассказах на-
чала XX века на материале соответствующего корпуса. Основное внимание уделяется наруше-
ниям принятой композиционной схемы, которые наблюдаются приблизительно в 30 % от общего 
числа рассказов. Автор анализирует альтернативные варианты композиции, причины отступле-
ния от привычной нарративной структуры, а также корреляции между нестандартной структурой 
повествования и его содержанием.
Ключевые слова: нарративный текст, нарративная структура, кульминация, развязка.
Abstract. The focus of the paper is on the corpus of Russian short stories of the early XX century and 
their narrative structure, in particular. Non-traditional narrative structure appears to be present in 
roughly 30 % of the whole set. The paper puts forward reasons for such a high percentage, identi-
fies alternative structures and outlines possible correlations between the non-traditional narrative 
structure and the short story semantics. 
Keywords: narrative text, narrative structure, climax, resolution.
1. Постановка задачи
Наше исследование построено на материале корпуса рассказов рус-
ских писателей, созданного усилиями научного коллектива под руко-
водством проф. Г. Я. Мартыненко. Корпус включает в  себя рассказы, 
опубликованные в первой трети XX века в составе отдельных сборни-
ков или журнальных выпусков, и на настоящий момент насчитывает 
несколько тысяч единиц (подробнее о принципах построения корпуса 
см.: [Мартыненко и пр. 2018]). На основе этого корпуса сформирована 
выборка из 100 рассказов, написанных в период 1900-1917 гг. Она слу-
жит начальным полигоном для разностороннего изучения материала 
и выдвижения гипотез, которые в дальнейшем будут проверяться на 
более обширном массиве текстов. Означенный принцип работы при-
1 Исследование поддержано грантом РФФИ №  17-29-09173 «Русский язык на 
рубеже радикальных исторических перемен: исследование языка и стиля предре-
волюционной, революционной и постреволюционной художественной прозы ме-
тодами математической и компьютерной лингвистики (на материале русского рас-
сказа)».
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меняется и при анализе рассказов с точки зрения их композиционной 
структуры, чему и посвящена настоящая работа.
Изучение композиции повествовательного текста имеет давнюю 
традицию в филологических исследованиях. При некоторых несуще-
ственных разночтениях, стандартная структурная схема выглядит как 
движение от завязки через развитие действия к кульминации и далее 
к развязке. Считается, что подобная организация текста является от-
личительной особенностью повествования  — в  отличие от других 
функционально-смысловых типов речи, прежде всего описания и рас-
суждения.
При рассмотрении вышеупомянутой выборки, однако, оказа-
лось, что эта привычная схема нередко нарушается: лишь около 
70  из  100  рассказов построены по классическому принципу. Наше 
внимание будет сосредоточено на оставшихся 30. Нас интересуют 
альтернативные варианты композиции, причины отступления от при-
вычной нарративной схемы, а также корреляции между нестандарт-
ной структурой повествования и его содержанием. Обратимся к ма-
териалу.
2. Анализ материала
Есть рассказы, вообще лишенные кульминации и  развязки. Это 
можно наблюдать, к  примеру, в  произведениях, описывающих вну-
тренний монолог героя  — его мысли, рассуждения, воспоминания. 
Таковы рассказы Ю. Балтрушайтиса «Капли» (1901)  и  Б. Никонова 
«Накануне отъезда» (1906). В них соблюдается обязательное для нар-
ратива требование темпоральности, предполагающее временнóе упо-
рядочение событий (в широком смысле), но отсутствует причинность 
(ср. [Cortazzi 2002: 85]). Их структура очевидным образом не соот-
ветствует традиционному взгляду на строение рассказа, ср.: «Мини-
мальная законченная фабула состоит в переходе от одного состояния 
равновесия к  другому. Идеальный рассказ начинается с  некоторого 
устойчивого положения, которое затем нарушается действием какой-
то силы. Возникает состояние неравновесия; благодаря действию не-
которой противоположной силы равновесие восстанавливается; но-
вое равновесие подобно исходному, но они никогда не тождественны» 
[Тодоров 1978: 453]. 
Другой вариант отсутствия кульминации и развязки представлен 
описаниями рутинного течения жизни — на примере конкретного дня 
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(Б. Верхоустинский «Лесное озеро» (1912)), типичного дня (Ф. Крюков 
«У окна» (1909)) или более долгого периода (Г. Гребенщиков «Как гу-
ляет Тихоныч» (1909)), череды событий и перипетий (В. Башкин «По-
тянуло» (1910), И. Бунин «Хорошая жизнь» (1911), З. Гиппиус «Сумас-
шедшая» (1903)). В  каждом из  этих рассказов можно выделить ряд 
эпизодов, однако в совокупности они не выстраиваются в стандарт-
ную схему, предполагающую поступательное развитие действия «по 
нарастающей» вплоть до некоего пика, после которого напряжение 
спадает и ситуация разрешается (ср. англоязычные термины rising ac-
tion и falling action).
Есть также рассказы-зарисовки, которые при наличии продолже-
ния могли бы восприниматься в  качестве завязки истории, ср. рас-
сказы Н. Лейкина «На хрен да на редьку, на кислую капусту» (1906), 
А. Серафимовича «Жара и грузчики» (1902). Неполнота композиции 
отчасти компенсируется выраженной оценкой, которая считается од-
ной из двух основных социальных функций нарратива (другая — ре-
ференциальная) [Labov, Waletsky 1967: 33].
Оценка сильно (хотя и имплицитно) выражена и в рассказе Л. Тол-
стого «Ягоды» (1905), где праздный образ жизни семьи барина про-
тивопоставляется труду крестьянских детей. Автор здесь использует 
свой любимый прием — композиционный параллелизм [Эрлих 1996: 
243]. Специфика построения рассказа (переход от одной группе пер-
сонажей к другой) также препятствует построению стандартной схе-
мы повествования.
Интересный случай представляют собой рассказы, насыщенные 
действием и в то же время лишенные выраженной кульминации и, как 
следствие, развязки. Это характерно в  частности для произведений, 
в которых нашли отражение предреволюционные настроения в рос-
сийском обществе. Помещик обходит свое имение, опасаясь «красно-
го петуха» (Л. Авилова «Власть» (1906)), солдаты усмиряют крестьян-
ский бунт (В. Свенцицкий «Солдат задумался» (1906)), пристав уми-
рает от пули студента (Л. Кармен «За что?!» (1904)). Герои нескольких 
рассказов участвуют в выступлениях и митингах (Б. Зайцев «Завтра!» 
(1906)) и оказываются заключены в тюрьму — это и студент (М. Горь-
кий «Тюрьма» (1904)), и гимназистка (Г. Яблочков «Баррикада» (1913)), 
и «политические» (Ф. Крюков «У окна» (1909)). 
429
3.  О возможных причинах нарушения  
стандартной нарративной структуры
Рассматривая всю совокупность отмеченных случаев, можно вы-
делить несколько причин отступления от стандартной нарративной 
структуры. Одна достаточно банальна и связана с недостаточной ода-
ренностью авторов произведений. В эпоху, когда литературоведение 
не было развитой наукой, писателям приходилось полагаться исклю-
чительно на собственную интуицию и талант. Проект создания кор-
пуса русских рассказов предполагает сбор возможно большего числа 
рассказов без оглядки на их художественный уровень, и при создании 
выборки из 100 единиц этот фактор также не принимался во внима-
ние.
Есть и  другая, более глубокая, причина. Можно утверждать, что 
существует корреляция между основной темой рассказа и его компо-
зицией. Подробному анализу семантики русских рассказов начала XX 
века будет посвящено отдельное исследование, и тогда можно будет 
статистически соотнести между собой доминирующую тему и харак-
тер композиции. Однако даже навскидку нетрудно заметить, что от-
сутствие выраженной кульминации и  развязки характерно для рас-
сказов, повествующих о  тоскливых серых буднях и  неизбывной ни-
щете, в которую погружены персонажи. Напротив, мы не найдем эту 
особенность в произведениях, основным содержанием которых явля-
ется любовь, ревность, измена, убийство или самоубийство.
Тот факт, что «ущербная» структурная схема наблюдается в  рас-
сказах, повествующих о  революционных настроениях той поры, ве-
роятно, можно объяснить неясностью, амбивалентностью тогдашней 
политической ситуации. Протест зреет, но еще не принимает массово-
го характера и не приводит к результату; неразрешенность конфликта 
находит отражение в незаконченности композиции. 
Настроением безысходности проникнуты и другие произведения 
на общественно значимые темы — о русско-японской войне (В. Вере-
саев «В мышеловке» (1906)) и переселении крестьян из черноземных 
областей на Урал (П. Заякин-Уральский «Переселенцы» (1912)). Не-
смотря на преобладание динамичных эпизодов, они лишены общей 
кульминации и развязки. Возможно, это связано с желанием авторов 
передать свое отношение к  затяжной и  непобедоносной войне, про-
екту освоения Сибири и заселения новых земель. В некотором смысле 
здесь можно усмотреть параллель с исследованием Т. А. ван Дейка, об-
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наружившим отсутствие развязки в половине устных рассказов белых 
голландцев о мигрантах [Дейк 1989: 268–304].
Возвращаясь к художественным произведениям, отметим, что ха-
рактер развязки исторически изменчив и зависит от эпохи. В иссле-
довании, посвященном сравнительному анализу завершающих фраз 
в американских рассказах, было обнаружено, что в первой половине 
XIX века рассказы имели глобальную, объективную и  четко выра-
женную сюжетную развязку (обычно смерть персонажа или решение 
ключевой проблемы), в то время как в XX веке она становится более 
имплицитной, субъективной, связанной с локальными темами пове-
ствования [Lohafer 1994]. Разумеется, периодизация русской и амери-
канской литературы различается, но в целом этот фактор не следует 
исключать из рассмотрения. Можно предположить, что выявленный 
нами процент нарушения структурной схемы повествования в  рус-
ских рассказах начала XX века выше, чем у рассказов, скажем, начала 
или середины XIX века. Это может оказаться плодотворным направ-
лением дальнейшего исследования.
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КОРПУС КАК ИНСТРУМЕНТ ИССЛЕДОВАНИЯ  
ХУДОЖЕСТВЕННОГО ТЕКСТА
CORPUS AS A TOOL FOR RESEARCH OF FICTIONAL TEXT
Аннотация. В  статье рассматриваются возможности использования корпуса для исследования 
текстовых категорий художественного текста, в  частности, категории пространства. Спациаль-
ность анализируется на материале повести Андрей Платонова «Котлован». Конструирование 
пространства художественного текста подчиняется нескольким закономерностям: а) отношению 
локусов к сильным позициям текста, б) роли локуса в сюжете, в) перцептивности локусов, г) вос-
принимаемому субъекту. Обращение к корпусу позволяет выявить, как организуют пространства 
частотность, тематическая и семантическая близость лексических единиц. Лексика с простран-
ственной семантикой формирует семантическое поле пространства. Употребление глаголов 
восприятия выявляет перцептивные локусы. Анализ контекстного окружения «спациальных» 
единиц показывает, какое пространство отнесено к  планам прошлого, настоящего и  буду- 
щего.
Ключевые слова. корпус, художественный текст, текстовые категории, частотность. 
Abstract. The article discusses the possibility of using the corpus for the study of textual categories 
of fictional text, in particular, the category of space. Spatiality is analyzed on the material of Andrei 
Platonov's “The Pit”. The construction of the space of an fictional text is subject to several laws: a) the 
relation of loci to strong positions of the text, b) the role of the locus in the plot, c) the perceptiveness 
of the loci, d) to the perceiving subject. Appeal to the corpus allows you to identify how space is 
organized by frequency, thematic and semantic proximity of lexical units. Vocabulary with spatial 
semantics forms a semantic field of space. The use of perceptual verbs reveals perceptual loci. An 
analysis of the contextual environment of “spacial” units shows what space is assigned to the plans 
of the past, present, and future.
Keywords. corpus, fictional text, text categories, frequency.
Категории пространства повествовательного художественного 
текста посвящен ряд главным образом литературоведческих работ 
[Бахтин 1975; Лотман 1988]. Нелинейность организации пространства 
подчиняется сильным позициям текста: заголовку, начальной и  фи-
нальным фразам текста [Арнольд 1978], а  также включением в  пер-
цептивно оформленные фрагменты текста.
Статус локуса в  тексте определяется: 1)  характером номинации: 
апеллятив или оним, 2)  принадлежностью природе, деревне или го-
роду, 3) ролью в сюжете — локализацией события и персонажа, 4) на-
личием или отсутствием модусного, субъективного, компонента, 
благодаря которому локус становится объектом восприятия, мечты, 
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фантазии; 5) характером локуса — реальным или ирреальным; 6) вре-
менной характеристикой локуса — отнесением к плану прошедшего, 
настоящего или будущего времени. 
Мы рассматриваем только один, достаточно сложный по стилю 
текст без сопоставления с другими, исходя из того, выделенные выше 
позии имеют универсальный характер и приложимы к описанию про-
странственного устройства прозаического художественного текста 
как класса текстов.
Мы намереваемся выяснить с  помощью Национального корпуса 
русского языка, как «построено» пространство повести А. Платоно-
ва «Котлован», проанализированное в работе [Левин 1998]. Ю. И. Ле-
вин рассматривает обстоятельства места при глаголах, сочетаемость 
глаголов с пространственными предлогами и отмечает важную роль 
в тексте модусных предикатов [Левин 1998: 414; 416, 417].
Корпус открытвает новые возможности исследования, поскольку 
позволяет определить частотность лексической единицы и  грамма-
тической конструкции в тексте [Захаров, Богданова 2011]. Мы видим 
свою задачу в  том, чтобы соотнести частотность единицы или кон-
струкции с их семантикой и текстовой позицией. 
В качестве единиц поиска были выбраны несколько типов еди-
ниц: 1) слова соотносимые с сильными позициями: заглавие, первая 
фраза, финальный абзац текста; 2) большие локусы текста; 3) обще-
ственные локусы, связанные с  совместным трудом или являющиеся 
местом собраний; 4) малые локусы, являющиеся жильем; 5) метасло-
ва, описывающие пространственную организацию чего-либо; 6) гла-
голы зрительного восприятия; 7) глаголы интеллектуальной деятель-
ности; 8) глагол быть в будущем времени; 9) способы характеризации 
локуса в атрибутивных словосочетаниях. Поиск велся по подкорпусу 
НКРЯ, равному тексту «Котлована» и составившему 2495 предложе-
ний, 34867 слов.
Частотность, заданная словом, вынесенным в  заглавие, приобре-
тает большую важность и  по отношению к  названиям других локу-
сов. Существительное котлован встречается 44 раза. Локусы, задан-
ные в инициальной (пример 1) и финальной фразах (пример 2): завод 
(общее количество  13), камень (общее количество  13), барак (общее 
количество  30). Заглавие и  начало текста определяют характер про-
странства, которое соотносимо со строительством и производством. 
Существительное барак, называющее жилище, является локусом, «за-
крывающим» пространство текста. Локусом, помещенным в сильную 
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позицию, мы также считаем кафельный завод, где Чиклин находит 
умирающую Юлию и ее дочь Настю. 
(1) «В день тридцатилетия личной жизни Вощеву дали расчет с  не-
большого механического завода, где он добывал средства для сво-
его существования». [НКРЯ]. 
(2) «Отдохнув, Чиклин взял Настю на руки и бережно понес ее класть 
в камень и закапывать. Время было ночное, весь колхоз спал в ба-
раке, и  только молотобоец, почуяв движение, проснулся, и  Чи-
клин дал ему прикоснуться к Насте на прощанье». [НКРЯ]. 
Большие локусы текста, между которыми развертывается сюжет: 
город (26 случаев) и деревня (30 случаев). Количество упоминаний дан-
ных единиц в тексте соотносимо. 
Частотность существительных, называющих общественные локу-
сы, в частности, заданные в инициальной фразе, такова: завод (13 слу-
чаев), кафельный завод (7), организационный двор (5 случаев) / оргдвор 
(25  случаев). К  этой же группе относится существительное колхоз, 
у которого из 99 случаев употребления 11 интерпретируются как про-
странство. Именно в данной группе обнаруживается еще один локус 
в сильной позиции текста, поскольку он выражен топонимом: колхоз 
имени Генеральной Линии.
Локусы жилья выражены несколькими существительными дом 
(36), изба (18), барак (30). НКРЯ также обнаруживает 5 случаев упо-
требления сложной единицы изба-читальня, утратившей функцию 
служить жильем для человека. 
Соотношение метаслов пространство (12  случаев) и  место 
(66 случаев) показывает, что философский дискурс в тексте уступает 
бытовому. Пространство достаточно скупо охарактеризовано в атри-
бутивных словосочетаниях: общее, трудное. Место в тех же конструк-
циях показывает достаточно большое разнообразие: далекое, лишнее, 
маточное, мягкое, новое, открытое, порожнее, просторное, пустопо-
рожнее, родное, светлое, скучное, сырое, тесное, тихое, теплое, узкое, 
чужое. 
Поскольку пространство является объектом восприятия и интел-
лектуальной деятельности, мы проверили по корпусу частотность мо-
дусных предикатов, выраженных глаголами видеть (63 случая), уви-
деть (26  случаев), смотреть (20  случаев), посмотреть (11  случаев), 
наблюдать (21 случай), а также знать (74 случая), понять (7 случа-
ев), понимать (9 случаев). Сложность анализа модуса в тексте с по-
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мощью корпуса заключается в том, что корпус позволяет обнаружить 
лишь эксплицированное присутствие модусного предиката в рамке Х 
увидел, как / что Р. Корпус бессилен в выявлении имплицированных 
модусных рамок. Поиск употреблений с частицей не показывает, что 
в перцептивной группе у глагола видеть соотношение 63 общих упо-
треблений и 15 с отрицанием, у увидеть 26 и 1, корпус не обнаружи-
вает употреблений с  отрицательной частицей у  глаголов смотреть, 
посмотреть с  интервалом 1  слово. С  глаголами интеллектуальной 
деятельности ситуация такая: у  глагола понять соотношение обще-
го количества и отрицательных употреблений 7 и 1, у понимать 9 и 5. 
Глагол знать демонстрирует такое распределение: из 74 употребления 
и  37  отрицательных. Соотношение употреблений глаголов видеть, 
увидеть, смотреть, посмотреть позволяет выявить значительное 
превалирование глаголов восприятия над конструкциями без отри-
цания с  глаголами интеллектуальной деятельности. Объектом вос-
приятия становится и освоенное, и неосвоенное пространство (при-
меры 3, 4).
(3) «Вощев долго наблюдал строительство неизвестной ему башни; 
он видел, что рабочие шевелились равномерно, без резкой силы, 
но что-то уже прибыло в постройке для ее завершения». [НКРЯ].
(4) «Он жил так в недавнее время, … и сколько годов он ни смотрел 
из деревни вдаль и в будущее, он видел на конце равнины лишь 
слияние неба с землею, а над собою имел достаточный свет солнца 
и звезд». [НКРЯ].
Поиск по формам будущего времени глагола быть (98  случа-
ев), а также по частотности употребления прилагательного будущий 
(44  случая) позволяет выявить интересную особенность хронотопа 
в тексте (примеры 5, 6) ― пренебрежение прошлым и настоящим во 
имя будущего. 
(5) «Здесь будет дом, в нем будут храниться люди от невзгоды и бро-
сать крошки из окон живущим снаружи птицам». [НКРЯ].
(6) «Пусть будущее будет чужим и пустым, а прошлое покоится в мо-
гилах ― в тесноте некогда обнимавшихся костей, в прахе сотлев-
ших любимых и забытых тел». [НКРЯ].
План прошедшего был проанализирован на показателях частотно-
сти наречий раньше (8 случаев) и прежде (6 случаев), которые пред-
ставлены в тексте достаточно скупо. 
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Подведем итог нашим наблюдениям. Частотность единиц, констру-
ирующих пространство текста «Котлована», отражена в таблице 1.
Таблица 1. Частотность единиц, конструирующих пространство текста
Группа единиц единица Частотность
Сильные позиции текста
Заглавие котлован 44
Начало текста завод 1
Событие кафельный завод 1
Финал текста камень 1 (общее количество 15)
барак 1

















Модусные глаголы интеллектуальной деятельности
знать 74
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Итак, анализ частотности показывает, что пространство текста 
«Котлована» оказывается сложно организованным: по преимуществу 
безымянным, разделенным между городом и деревней, устремленным 
в будущее. Локус котлован, являющийся заглавием, сильной позици-
ей текста, обнаруживает большую частотность употребления и также 
непосредственно связан с будущим, поскольку данное слово называет 
основание еще не построенного здания. Модус зрительного восприя-
тия представлен шире, чем модус знания, а значительное количество 
употреблений глагола знать с отрицанием для субъектов модуса дела-
ет будущее неопределенным. 
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БИОГРАФИЧЕСКАЯ БАЗА ДАННЫХ РУССКИХ ПИСАТЕЛЕЙ 
(К СОЗДАНИЮ КОРПУСА РУССКОГО РАССКАЗА XX ВЕКА)1
BIOGRAPHIC DATABASE OF RUSSIAN WRITERS:  
TOWARDS CREATION OF THE RUSSIAN SHORT STORIES CORPUS OF 
THE 20TH CENTURY
Аннотация. Рассматриваемая в статье биографическая база данных русских писателей созда-
ется как модуль Корпуса русского рассказа первой трети XX века. При построении формаль-
ной модели литературно-художественной системы исследуемой эпохи, а  также при изучении 
отдельных авторских стилей и  языка конкретных писателей представляется целесообразным 
учитывать определенные аспекты биографии и социологические характеристики авторов. Раз-
рабатываемая биографическая база данных позволит проводить исследования языка и  стиля 
художественных произведений в зависимости от целого ряда параметров — социального проис-
хождения писателей, их образования, вида деятельности, возраста автора на момент написания 
конкретного произведения и др.
Ключевые слова. Корпусная лингвистика, русская литература, русский язык, русский рассказ, 
биографическая база данных.
Abstract. The article discusses the structure of the biographical database of Russian writers, created 
for the Russian short stories corpus of the first third of the 20th century. For building a formal model 
of a literary system, as well as for studying individual author's styles and artistic trends, it seems 
appropriate to take into account certain sociological characteristics and biography features of the 
writers. The anticipated biographical database will allow to conduct language and style studies 
of literary works depending on a number of parameters — writer's social origin, education, type of 
activity/profession, author's age at the time of writing a particular work, etc. 
Keywords. Сorpus linguistics, Russian literature, Russian language, Russian short story, biographical 
database, sociolinguistics. 
1. Введение
В последние годы в рамках общей тенденции к дигитализации гу-
манитарного знания у ученых-словесников наблюдается рост интере-
са к исследованию литературных произведений квантитативными ме-
тодами — появляются новые интересные ресурсы (напр., корпус про-
1 Работа выполнена при поддержке РФФИ, грант № 17-29-09173 офи_м «Рус-
ский язык на рубеже радикальных исторических перемен: исследование языка и 
стиля предреволюционной, революционной и постреволюционной художествен-
ной прозы методами математической и компьютерной лингвистики (на материале 
русского рассказа)».
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изведений Чарльза Диккенса и английской литературы XIX века CLiC 
Dickens [CLiC] или корпус русских драматических текстов RusDraCor 
[Скоринкин 2018]) и проводятся многоаспектные корпусные исследо-
вания художественных произведений [Craig & Kinney 2009; Fischer-
Starcke 2010; Balossi 2014 и др.]. 
Количество корпусов, посвященных русской литературе, а, соот-
ветственно и проводимых на их материале исследований, до сих пор 
существенно уступает множеству и разнообразию ресурсов, реализуе-
мых для англоязычной литературы. Кроме того, следует отметить, что 
большинство цифровых литературных проектов — как для русского, 
так и  других языков — обычно имеют целью изучение творчества 
только одного выдающего автора. Так, для английской литературы это 
в первую очередь — Шекспир, Диккенс, Остин, Вулф; для русской — 
Пушкин, Лермонтов, Достоевский, Чехов, Толстой. 
Рассматриваемая в  данной работе биографическая база данных 
русских писателей создается как отдельный модуль Корпуса русского 
рассказа первой трети XX в. [Мартыненко и др. 2018а]. Отличитель-
ной особенностью этого цифрового ресурса является стремление 
его разработчиков включить в  корпус тексты по возможности мак-
симального количества авторов-прозаиков, публиковавшихся в  рас-
сматриваемый период. Тем самым станет возможным анализировать 
художественную прозу изучаемой эпохи как единую «литературно-
художественную систему» (этот термин был предложен выдающимся 
отечественным литературоведом и писателем Ю. Н. Тыняновым, кото-
рый говорил о необходимости такого подхода еще 90 лет назад [Ты-
нянов 1929]), а также моделировать изменения языка и стиля русской 
литературы в синхронии и диахронии на представительном языковом 
материале [Мартыненко и др. 2018б].
Именно разнообразие представленных авторов-писателей при со-
хранении единства языка и  жанра можно считать главным преиму-
ществом создаваемого корпуса, который позволит изучать динамику 
языка русской литературы этого насыщенного событиями и воистину 
драматического периода в истории нашей страны методами математи-
ческой и компьютерной лингвистики.
При построении формальной модели литературно-художествен-
ной системы, а также при изучении отдельных авторских стилей и ху-
дожественных направлений представляется целесообразным учиты-
вать определенные социологические характеристики авторов, а также 
некоторые аспекты их биографий. Разрабатываемая биографическая 
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база данных позволит проводить исследования языка и стиля художе-
ственных произведений в зависимости от целого ряда параметров — 
социального происхождения авторов, их образования, вида деятель-
ности, возраста писателя на момент написания конкретного произве-
дения и др.
2. Об отборе авторов для включения в Корпус
Как уже было отмечено, Корпус русского рассказа имеет заданные 
временные рамки  — в  него включаются произведения, написанные 
или впервые опубликованные с  1900  по 1930  г. включительно. Фор-
мирование полного списка прозаиков изучаемой эпохи основывается 
на библиографиях и литературных энциклопедиях, словарях писате-
лей, каталогах крупнейших библиотек, периодических изданиях того 
времени, электронных онлайн библиотеках и  др. интернет-ресурсах 
[Мартыненко и др. 2018б].
Ставится задача включения в корпус рассказов не только «столич-
ных», но и региональных авторов, писавших на русском языке и про-
живавших на территории Российской империи (до 1917), а позже — на 
территории РСФСР и  СССР. Полагается, что для включения произ-
ведения в корпус достаточно оснований, даже если это единственный 
рассказ, написанный литератором. Поэтому в корпусе представлены 
рассказы не только прозаиков, но  и  поэтов, драматургов, публици-
стов. Исключением является проза для детей и юношества — писате-
ли, работающие в «детском» жанре в корпус не включаются, равно как 
и произведения писателей, написанные в эмиграции. 
3. Источники и структура биографической базы
Для каждого автора, включаемого в  корпус, производится поиск 
биографической информации. Основными источниками здесь явля-
ются:
Русский биографический словарь — электронная версия Энцикло-
педического Словаря Брокгауза и Ефрона (1890–1907 гг.) и Нового Эн-
циклопедического Словаря (1910–1916 гг.) [РБС].
Литературные энциклопедии [ЛЭ; КЛЭ].
Библиографические указатели [Муратова 1963], словари писателей, 
биографические словари, литературные сайты, библиотеки, словари 
псевдонимов и др. 
442
В настоящее время биографическая база данных русских проза-
иков состоит из двух модулей, представленных в виде реляционных 
таблиц: 1) полный список писателей и 2) биографические данные. 
1) Список писателей состоит из следующих основных полей опи-
сания:
№ Поле описания
1 Номер или код писателя в базе данных
2 ФИО писателя 
3 Комментарий
4 Количество электронных текстов рассказов автора  в собранной коллекции
5 Класс/категория, отражающая степень готовности текстов
6 Наличие иных электронных ресурсов для данного автора (URL-ссылки)
2) Биографические данные содержат следующие поля:
№ Поле описания
1 Номер или код писателя в базе данных
2 ФИО писателя 
3 Основной литературный псевдоним 





















24 Интересные факты о жизни/творчестве
25 Интернет-ссылки (биографические данные)
26 ЭСБЕ/НЭС [Русский биографический словарь]
27 ЛЭ-1929 [Литературная энциклопедия 1929]
28 КЛЭ-1962 [Краткая литературная энциклопедия 1962]
29 ИРЛ-1963 [Муратова 1963]
30 Другие ссылки (библиогр. указатели, словари писателей)
31 Прочие комментарии (что не вошло в прочие рубрики)
Тестовое заполнение биографической базы данных было осущест-
влено студентами образовательной программы «Филология» НИУ 
ВШЭ, Санкт-Петербург. Ставилась задача сбора биографической ин-
формации с целью накопить материал и оценить перспективы его оп-
тимальной нормализации, поэтому жесткой стандартизации требова-
ний для заполнения полей не вводилось.
В результате, из  первоначального списка в  300  имен прозаиков 
удалось найти биографические данные для 265 персоналий. При этом 
степень заполнения полей описания для разных авторов достаточно 
сильно варьируется. Так, для известных и хорошо изученных проза-
иков биографическая информация представлена с избытком. Инфор-
мация о писателях «второго эшелона» как правило более скудна. Еще 
хуже дело обстоит с  малоизвестными и  забытыми писателями. Так, 
для 35 прозаиков из 300 к настоящему моменту не удалось найти ника-
кой биографической информации (для некоторых авторов, публико-
вавшихся под псевдонимами, нет информации даже об их настоящих 
именах). Можно предположить, что при расширении выборки авто-
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ров в  корпусе доля авторов «с белыми пятнами в  биографии» будет 
еще выше, так как в первоначальный список были включены преиму-
щественно маститые и популярные русские писатели. 
4. Распределение русских писателей по продолжительности жизни
В качестве примера «автономного» использования биографиче-
ской базы данных рассмотрим не требующую нормализации перемен-
ную — продолжительность жизни прозаиков рассматриваемой эпохи. 
В табл. 1 приведены основные статистики по этому параметру, полу-
ченные для выборки в 227 персоналий. Гистограмма полученного рас-
пределения, которое оказалось близко к нормальному, представлена 
на рис. 1.
Таблица 1. Продолжительность жизни русских прозаиков
N Средн.зн. Медиана Мин. Макс. Ст. откл. Коэф.вар.
227 59,56 60 23 95 14,82 24,88
Рис. 1. Гистограмма продолжительности жизни  
русских прозаиков первой трети XX в.
Ограниченный объем данной статьи не позволяет привести исход-
ную таблицу целиком. Однако, по-видимому, стоит отметить писате-
лей, занимающих «предельные» позиции в этом списке. Это Лев Ната-
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нович Лунц, прозаик, публицист и драматург, участник объединения 
«Серапионовы братья», который прожил всего 23 года, и Сергей Ива-
нович Гусев-Оренбургский, один из популярных писателей дореволю-
ционной России, который оказался долгожителем среди писателей, 
прожив 95 лет (возможно, благодаря своей эмиграции из Советской 
России в 1921 г.).
В заключение отметим, что следующей важной задачей создания 
биографической базы данных русских писателей ставится нормализа-
ция информации по представленным полям описания, что позволит 
проводить автоматический поиск и фильтрацию данных по соответ-
ствующим параметрам. Совмещение биографической информации 
с корпусной разметкой художественных произведений даст возмож-
ность посмотреть на литературные тексты, особенности языка и сти-
ля под новым углом зрения — с точки зрения отдельных социологиче-
ских признаков авторов и особенностей их жизненного пути. Предпо-
лагается, что такой междисциплинарный подход может быть весьма 
перспективным.
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