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Recent theoretical work on time-periodically kicked Hofstadter model found robust counter-
propagating edge modes. It remains unclear how ubiquitously such anomalous modes can appear,
and what dictates their robustness against disorder. Here we shed further light on the nature of
these modes by analyzing a simple type of periodic driving where the hopping along one spatial
direction is modulated sinusoidally with time while the hopping along the other spatial direction is
kept constant. We obtain the phase diagram for the quasienergy spectrum at flux 1/3 as the driving
frequency ω and the hopping anisotropy are varied. A series of topologically distinct phases with
counter-propagating edge modes appear due to the harmonic driving, similar to the case of a peri-
odically kicked system studied earlier. We analyze the time dependence of the pair of Floquet edge
states localized at the same edge, and compare their Fourier components in the frequency domain.
In the limit of small modulation, one of the Floquet edge mode within the pair can be viewed as the
edge mode originally living in the other energy gap shifted in quasienergy by ~ω, i.e., by absorption
or emission of a “photon” of frequency ω. Our result suggests that counter-propagating Floquet
edge modes are generic features of periodically driven integer quantum Hall systems, and not tied to
any particular driving protocol. It also suggests that the Floquet edge modes would remain robust
to any static perturbations that do not destroy the chiral edge modes of static quantum Hall states.
I. INTRODUCTION
The edge states of a stationary topological insulator
(or topological superconductor) are intimately related to
its bulk topological properties [1, 2]. This well estab-
lished relationship is known as the bulk-boundary cor-
respondence. The bulk topological invariants by defini-
tion are insensitive to small perturbations as long as the
gaps remain open and the underlying discrete symme-
tries are preserved [3–5]. Accordingly, the edge states
are robust against such perturbations and protected by
the corresponding symmetries. In this paper, we explore
robust edge states in time-periodic quantum systems, for
which the bulk-boundary correspondence relationships
are much less understood. We focus on a simple model of
non-interacting, spinless fermions on the square lattice,
the Hofstadter model [6] with time-periodically modu-
lated hopping between nearest neighbors. This model
could potentially be realized in cold atoms experiments
with synthetic gauge field [7, 8] and periodically modu-
lated optical lattices [9, 10]. Here we use it primarily as
a toy model to investigate two-dimensional topological
phases of matter under periodic driving.
Several important theoretical results have been estab-
lished recently regarding the topological properties of pe-
riodically driven systems. The early work by Oka and
Aoki [11], Lindner et al. [12], and Kitagawa et al. [13]
have explicitly shown how periodical driving can turn
topologically trivial band insulators into Floquet topo-
logical insulators. Jiang et al. [14] found Floquet Ma-
jorana fermions in periodically driven one-dimensional
cold atoms with s-wave attractive interaction. Many
following work explored Floquet topological insulators
and superconductors in a wide variety of driven sys-
tems [15–31]. Experimentally, Floquet edge states have
been demonstrated in photonic crystals [32] and photonic
quantum walks [33]. In particular, periodically modu-
lated (shaken) optical lattice has been used experimen-
tally to engineer the band structure [34–36] and generate
artificially gauge fields [37–39] for ultracold atoms. In
the limit of fast driving, a periodically driven system can
often be described by an effective Hamiltonian, Heff ,
which can be subsequently analyzed in the same way as
any stationary Hamiltonians [12, 13]. For example, they
can be classified and understood according to the spatial
dimension and the underlying discrete symmetries in the
framework of symmetry protected topological phases [3–
5]. A key insight recognized in recent theoretical work is
that the topological properties of periodically driven sys-
tems can be unique and have no stationary analogues. In
general, they cannot be fully described by the effective
Hamiltonian. Kitagawa et al. [13] have shown that the
Floquet operator U (T ), defined as the time evolution op-
erator U over the full period T , can be used to construct
the topological invariants for driven lattice fermions in
one and three dimensions. Rudner et al. [22] constructed
the topological invariants, the winding numbers, in two
dimensions (2D) based on the integral of time evolution
operator U (0 ≤ t ≤ T ).
It is worthwhile to stress the difference between the
spectra of static systems and periodically driven systems.
The energy spectra of stationary band insulators are typ-
ically bounded from above and below, E ∈ (EL, EH), for
lattice systems. Edge states are confined in the band gaps
in between. For example, a system with q bands has q−1
band gaps. In contrast, the quasienergy spectrum of peri-
odically driven system lives in the quasienergy Brillouin
zone (QBZ),  ∈ [−pi/T, pi/T ], which is topologically a
closed circle. This has an immediate consequence. A
system with q quasienergy bands has q band gaps. Thus,
it can support more edge states compared to an analogous
stationary system. For example, imagine there is a gap
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2at the quasienergy Brillouin zone boundary,  ∼ ±pi/T .
Then it is possible to have the so-called “pi-modes” inside
such “pi-gap” (pi here refers to the fact that T ∼ ±pi, i.e.,
the mode lives near the QBZ boundary). For driven 2D
systems, each of the quasienergy gap is characterized by
a winding number w describing the topological property
of U (t) [22]. As an example of bulk-boundary corre-
spondence of driven systems, w equals to the net chiral-
ity, i.e., the number of right moving edge modes minus
the number of left moving edge modes within the same
quasienergy gap [22]. Note that no additional symmetry
of U was assumed in deriving this important result.
Most previous work on driven 2D systems, e.g., Refs.
11–13, 15, 16, and 24, focused on how driving turns
topologically trivial band insulators into topological in-
sulators. To further explore the edge states and bulk-
boundary correspondence in periodically driven 2D sys-
tems, we have investigated periodically kicked Hofstadter
model at fixed flux e/3h per plaquette [27], which in the
static limit is arguably the simplest topological insula-
tor in 2D. Most interestingly, we found that despite the
winding number being zero inside the pi-gap, there are ro-
bust counter-propagating edge modes [27]. Static pertur-
bations such as random onsite potential cannot gap out
these pi-modes. In particular, there exist phases with the
same set of winding and Chern numbers but distinctive
edge state spectra [27]. It suggests that other topological
invariants, in additional to the winding numbers, may be
constructed to predict the existence of these modes and
describe their stability. These results have been indepen-
dently confirmed in related kicked Harper model [31] and
continuously driven Harper models [30].
The purpose of this paper is to test the hypothesis
that counter-propagating edge mode is a generic feature
of driven integer quantum Hall system and not tied to a
particular class of driving protocols. We also shed more
light on the nature of the pi-modes by relating them to
the well known chiral edge mode of static integer quan-
tum Hall insulators using a perturbative construction.
We achieve these two goals by analyzing the Hofstadter
model under harmonic (i.e., sinusoidal) driving using the
standard Floquet analysis in the frequency domain.
II. HARMONICALLY DRIVEN HOFSTADTER
MODEL
We consider a tight-binding model of single spin species
fermions hopping on a square lattice in the presence of a
fixed, homogeneous magnetic field. The hopping ampli-
tudes along the x and y direction, Jx and Jy, are periodic
functions of time t with period T . The Hamiltonian has
the form
H(t) = −Jx(t)
∑
r
c†r+xˆcr − Jy(t)
∑
r
ei2pixαc†r+yˆcr + h.c.
(1)
Here the position vector r labels the lattice site, r =
xxˆ + yyˆ, and c†r is the creation operator for site r (we
take the lattice constant as our length unit). We work
in the Landau gauge, and α is the magnetic flux per
plaquette measured in units of flux quantum h/e. Model
Eq. (1) reduces to the well known Hofstadter model when
both Jx and Jy are constants [6]. Lattice models with
time-periodically modulated hoppings have been studied,
e.g., in Ref. 13 and Ref. 22 in the context of Floquet
topological insulators.
Previously, we have studied model Eq. (1) in great de-
tail for one particular type of driving protocols in which
Jx,y(t) take the form of alternating square waves [27].
The periodic driving is characterized by two independent
driving parameters θx and θy, which are nothing but the
time integrals of Jx(t) and Jy(t) over the whole period
t ∈ [0, T ] (we set ~ = 1 throughout this paper). In the
limit of Jx being constant and Jy becoming a Dirac comb
function, Jy(t) ∝
∑
n δ(t−nT ), the system is periodically
kicked, just as in a periodically kicked rotor. For simplic-
ity, we shall refer to the type of model consider in Ref.
27 as periodically kicked Hofstadter model.
In this paper, we study another type of time modula-
tion where Jx stays constant while Jy varies sinusoidally
with time,
Jx(t) = jx, Jy(t) = jy [1 + γ cos(ωt)] . (2)
Here ω is the driving frequency, and the period T =
2pi/ω. The dimensionless parameter γ controls the
strength of modulation. For example, γ = 0 is the limit
of the static Hofstadter model, while strong modulation
such as γ = 1 resembles periodic kicking. To facilitate
the comparison, we shall refer to this type of model con-
sidered here as harmonically driven Hofstadter model.
Our motivation to study the harmonically driven Hof-
stadter model is two-fold. First of all, we would like to
confirm that counter-propagating edge modes and the
various topologically distinct phases found for the peri-
odically kicked model also arise in harmonically driven
integer quantum Hall systems. Secondly and more im-
portantly, as we show below using Floquet analysis in the
frequency domain, the quasienergy spectra including the
edge states are easier to visualize and yield additional
insights. It is smoothly connected to the static model by
taking γ → 0. In contrast, periodically kicked systems
are easier to analyze directly in the time domain, for ex-
ample, by constructing the Floquet operator U (T ). The
analysis in this paper is thus complementary to that in
Ref. 22.
Now we outline how model Eq. (1) can be solved by
Floquet analysis [40, 41]. By definition, H is periodic in
time,
H(t) = H(t+ T ).
The Floquet theorem states that the wave function has
the form ψn(t) = e
−intφn(t), where n is the quasienergy
and φn(t+T ) = φn(t). This allows the expansion of φn(t)
3into Fourier series in terms of fundamental frequency ω,
ψn(t) = e
−int
∞∑
m=−∞
φn,me
imωt. (3)
Substituting Eq. (3) into the time dependent Schrodinger
equation i∂tψ(t) = H(t)ψ(t), we find that it is reduced
to a time-independent eigenvalue problem [41],∑
m′
Hm,m′φn,m′ = nφn,m, (4)
where the Floquet Hamiltonian
Hm,m′ = mωδmm′ + 1
T
∫ T
0
dt e−i(m−m
′)ωtH(t). (5)
H lives in a Hilbert space [41] spanned by the complete
basis {|β〉 ⊗ |m〉}, where |β〉 is some basis for the static
Hofstadter model (e.g., |r〉 or |k〉) and |m〉 takes the form
of eimωt in the time domain. We call φn,m the m-th
Floquet mode corresponding to quasienergy n. For har-
monic driving, Eq. (2), it is easy to see that H takes a
tri-block-diagonal form,
Hm,m′ = [mω +H0]δmm′ + γH1(δm,m′+1 + δm+1,m′).
We shall refer to mω+H0 as the m-th subband, since it
is nothing but the static Hofstadter model, H0, shifted
in energy by mω. The driving term proportional to γ
only couples neighboring subbands, i.e., m to m±1. The
Floquet Hamiltonian is formally very much analogous to
that of an electronic crystal in the presence of monochro-
matic light field where photons drive vertical transitions
between neighboring bands, leading to band mixing. For
this reason, we can then describe the effect of harmonic
driving, in the spirit of perturbation theory, in terms
of fermions in a given subband emitting or absorbing a
“photon” of frequency ω. We note that for periodically
kicked systems with square wave or delta function driv-
ing [27], the m-th subband is coupled to infinitely many
other subbands.
To solve the eigenvalue problem Eq. (4), we follow
the standard practice to truncate the Floquet Hamilto-
nian Hm,m′ into a finite dimensional matrix with −M ≤
m,m′ ≤ M [22]. This is justified because the Floquet
state φn,m decays rapidly with |m| beyond a finite range
in frequency space. For example, M = 5 already yields
accurate results. We always check that M is chosen to
be large enough so that the results do not depend on the
truncation as M is further increased.
III. PHASE DIAGRAM AND THE
QUASIENERGY SPECTRUM
We focus on the harmonically driven Hofstadter model
for the simple case of α = 1/3, so direct comparison
with Ref. 27 can be easily established. The energy spec-
trum for the static Hofstadter model at flux 1/3 consists
FIG. 1. The bulk quasienergy spectrum  versus the driving
frequency ω for jy/jx = 1.5. We focus on intervals of ω for
which there are three well defined gaps in the quasienergy
Brillouin zone  ∈ [−ω/2, ω/2].
FIG. 2. The phase diagram of harmonically driven Hof-
stadter model, Eqs. (1) and (2), in the (jy, ω) plane for
α = 1/3, and γ = 1. The white regions are phases with three
well defined quasienergy bands and three gaps. The dash line
depicts a cut through the phase diagram. The representative
spectra of phase i to vi are shown in Fig. 3. Each phase has its
characteristic Chern numbers and edge state spectrum. They
are summarized in Fig. 4.
of three bands (e.g., see top panel of Fig. 4) since the
magnetic unit cell contains three lattice sites. A quan-
tum Hall insulator is realized when the Fermi energy lies
within one of the band gaps. For each physical edge
of the sample, exactly one chiral edge mode transverses
the energy gap. The quasienergy spectrum of the har-
monically driven Hofstadter model are much more com-
4plicated. Examples of the bulk spectrum are shown in
Fig. 1 for different driving frequencies. We focus on
“phases” that have three well defined quasienergy bands
(and thus three gaps). Note that it is sufficient to present
the quasienergy spectrum in the quasienergy Brillouin
zones (QBZ),  ∈ [−ω/2, ω/2]. The three bands within
the QBZ, from top to bottom, have Chern number c1, c2,
and c3 respectively. Accordingly, we refer to the three
gaps from the top to the bottom of the QBZ as gap1
(the pi-gap), gap2, and gap3. The total number of edge
modes at each physical edge, regardless their group ve-
locity, within gap1 and gap2 are denoted by n1 and n2
respectively. The notation convention here differs from
Ref. 27 which deals with α = −1/3.
The phases of harmonically driven Hofstadter model
can be classified according to the Chern numbers of the
bulk bands (c1, c2, c3) and the characteristics of the edge
state spectrum, e.g., (n1, n2). The resulting global phase
diagram is shown in Fig. 2 on the (ω, jy) plane for fixed
flux 1/3. For the range of parameters shown, we can see
a phase at large driving frequency labeled “static” and
six other distinctive phases labelled by Roman numeral
i, ii, up to vi. The representative spectra of each phase
i to vi, together with the corresponding (n1, n2) values,
are shown in Fig. 3 for a slab with 30 lattice sites in the
x direction but infinitely long in the y direction. In order
to illustrate clearly how the edge states cross the QBZ
boundary, we present the spectra of phase i and ii from
−ω/2 to 3ω/2 in Fig. 2. The table in Fig. 3 summarizes
the characteristics of each phase. Notice that the relation
c3 = c1, c2 = −2c1 holds for all seven phases. And the
total number of edge states within gap3 is n3 = n2.
The “static” phase found here corresponds to phase
A of the periodically kicked Hofstadter model studied in
Ref. 27. Its spectrum (not shown) is topologically iden-
tical to that of the static Hofstadter model. For example,
there is no edge mode inside the pi-gap. Phase ii corre-
sponds to phase B, while phase iv corresponds to phase
D in Ref. 27. Except for the “static phase”, all six other
phases, i to vi, have edge modes in the pi gap, and they
always come in pairs, e.g., n1 =2, 4 or 6. They are in-
deed pairs of counter-propagating edge modes with zero
net chirality, as discussed in Ref. 27. The edge modes
inside the other two gaps have finite net chirality. All
these features are in broad agreement with the findings
of Ref. 27 for the periodically kicked Hofstadter model.
We can double check the various relations between the
Chern number, the net chirality, and (n1, n2) by inspect-
ing the band structure of the truncated Floquet Hamil-
tonian following the argument of Ref. 22. For the trun-
cated band structure, it is known that the net chirality
of edge modes inside any given gap is equal to the sum
of the Chern numbers of all the bands below it. We have
checked numerically that the relation c1 + c2 + c3 = 0
holds for all the subbands including those at the edges of
the truncation (m = ±M). Accordingly, the net chirality
of the edge modes is zero within gap1. And it is equal to
c3 + c2 (c3) for gap2 (gap3).
To examine the successive transitions between these
phases, we choose a path on the (jy, ω) plane, the dash
line in Fig. 2, that slices through the seven phases, first
fixing jy = 3.3jx and increasing ω, then fixing ω = 6.7jx
and decreasing jy. The resulting one-dimensional phase
diagram along this particular path is depicted in Fig. 4.
As in Fig. 2, white regions are phases with three well
defined gaps while the gray regions are “metallic” where
at least one gap closes. The Chern numbers for each
phase are calculated from the bulk spectra and listed in
Fig. 4 along with the (n1, n2) values. Neighboring phases
are always separated by a point, labeled by cross (“+”)
in Fig. 4, at which two of the bands touch each other
at certain values of crystal momentum. We observe that
while most of these band touching points are embedded
inside a finite metallic region, some phases such as phase
i and ii are separated only by a well defined critical point
where the gap closes and then reopens immediately. It
is important to note that band touching is the necessary
but not the sufficient condition for the change in either
the Chern number or (n1, n2). For example, change in
n1 is associated with the touching of two bands with the
same Chern number, i.e., c1 and c3 = c1. Notice that
chiral symmetry demands that the relation c3 = c1 holds
even after the band touching and gap reopening. During
such a transition, e.g., from the “static” phase to phase i
or from phase iii to phase iv, the Chern numbers do not
change.
To summarize, we have systematically investigated the
quasienergy spectrum of the harmonically driven Hofs-
tadter model. It has new phases (such as i, iii, v, and
vi) that have not been discussed before. These results
suggest that while the phase diagrams differ in details
for different driving protocols, the existence of counter-
propagating Floquet edge modes seems to be a generic
feature of periodically driven quantum Hall systems.
IV. WAVEFUNCTION OF THE pi-MODES
Harmonic driving Eq. (2) yields a simple, intuitive
interpretation of the counter-propagating edge modes in
the limit of weak driving. For simplicity, let us consider
the example of phase ii, which has a pair of counter-
propagating edge modes inside the pi-gap. To establish
its connection with the familiar chiral edge modes of the
static Hofstadter model, we imagine gradually increasing
the modulation strength γ from 0 to 1 for fixed driving
frequency ω = 6.7jx and jy = 3.3jx. The spectrum for
γ = 0, 0.01, and 1 are shown in the upper, middle and
lower panel of Fig. 5 respectively. The quasienergy spec-
trum for small but nonzero γ (weak driving) can be ap-
proximated by folding the static spectrum (upper panel)
into the QBZ. To aid the visualization of the folding, we
have labeled the three bands by 1, 2, 3 and indicated the
size of the QBZ (the shaded region) in the static energy
spectrum. The folded static spectrum nearly coincides
with the quasienergy spectrum for γ = 0.01 shown in
5FIG. 3. Representative quasienergy spectra of phase i to vi for the slab geometry. Each phase is labeled by a pair of numbers
(n1, n2), i.e., at each physical edge there are n1 edge modes, regardless their chirality, in the gap near the QBZ boundary and
n2 edge modes in the other two gaps (see main text). From (i) to (vi), the parameters (jy, ω) are (1.0, 3.3), (3.3, 6.7), (3.3,
5.0), (4.0, 5.3), (3.3, 3.3), (4.5, 3.3) measured in units of jx.
63 2.5 2 1.52.5 3 3.5 4 4.5 5 5.5 6 6.5
vi v iv iii ii ii i "static"
phases vi v iv iii ii i “static”
(6,5) (4,4) (4,3) (2,3) (2,2) (2,1) (0,1)
1 -2 1 1 -2
-2 4 -2 -2 4
1 -2 1 1 -2
1
-2
1
1
-2
1
FIG. 4. Phases and phase transitions along a particular path
in the phase diagram, the dash line in Fig. 2. White regions
are phases with three well defined gap, while the gray “metal-
lic” regions have at least one of the gaps closed. The table
summarizes the Chern numbers, (c1, c2, c3), and the number
of edge modes (n1, n2) for all the phases i to vi.
the middle panel, which has the essential features of the
pi-modes. Most importantly, the number of edge modes
per physical edge has doubled. This can be seen by fo-
cusing on certain quasienergy near QBZ boundary, for
example, at  = −0.46ω. To a good approximation, we
can view one of the pi-modes at  = −0.46ω as nothing
but the edge mode in the static case, i.e., the m = 0
subband. The other pi-mode can be viewed as deriving
from the edge mode originally living in a different gap
by absorbing or emitting a quantum of the driving field,
a virtual “photon” of energy ω. Such processes are in-
dicated by the dashed arrows in Fig. 5. Symmetries of
the Hofstadter model ensures that these two modes have
opposite group velocity so that the net chirality is al-
ways zero, as already discussed in Ref. 27. Note that
further increasing the strength of γ will hybridize the
three bands, leading to additional gap openings and new
edge modes away from the QBZ boundary (lower panel
for γ = 1). However, the basic features of the pi-modes
remain the same.
The folding construction in the weak driving limit also
offers a way to estimate critical driving frequency needed
for counter-propagating modes to appear. For example,
as long as ω is larger than the overall band width of the
static Hofstadter model, the driven system will remain
in the “static” phase. The pi-modes appear when ω is
within the interval W2 < ω < W2 + 2Eg, where W2 is
the width of the central band and Eg is the size of the
band gap of the static Hofstadter model, see upper panel
of Fig. 5.
We can put such interpretation of the pi-modes on a
firm ground by explicitly analyzing the wave function
of the pi-modes outside the perturbative region γ → 0.
Fig. 6 shows the wavefunctions ψ(x, t) of the pi-modes
localized at edge x = 1 at  = −0.46ω for a strongly
driven system, γ = 1, jy = jx and ω = 3.3jx in phase i.
The left and right panel correspond to ky = −0.34pi and
ky = 0.59pi respectively. These two k-points are labeled
with ∗ in Fig. 3(i). The modulus square of the wavefunc-
FIG. 5. The evolution of the spectrum for fixed driving
frequency as the modulation strength γ is increased. Upper
panel: the spectrum of the static Hofstadter model, γ = 0.
Middle panel: the spectrum of a weakly driven system, γ =
0.01. It nearly coincides with the static spectrum folded into
the QBZ (the shaded region). Lower panel: the spectrum of
a strongly driven system, γ = 1. ω = 2jy = 6.7jx, α = 1/3.
tion varies with time t, attesting the dynamic nature of
these Folquet edge modes. We further decompose ψ(x, t)
into Fourier series,
ψ(x, t) =
∞∑
m=−∞
φm(x)e
imωt, (6)
and plot the modulus of the m-th Fourier component
φm(x) in Fig. 7 for both modes. We observe that both
pi-modes contain only two appreciable frequency compo-
7FIG. 6. Wavefunction ψ(x, t) of the two counter-propagating
pi-modes at the same quasienergy  = −0.46ω localized at the
same edge x = 1. They correspond to the star ∗ indicated
in phase i of Fig. 3(i). The first mode (left panel) is at
ky = −0.34pi and the second mode (right panel) is at 0.59pi.
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FIG. 7. The corresponding frequency components of the
edge state wave function shown in Fig. 6. Different Fourier
components, φm for m = 0,±1,±2..., are shifted vertically
for clarity.
nents that differ in m by one. For example, right at the
edge x = 1, |φm| for m = 1, 0,−1,−2 are
0.089, 0.717, 0.012, 0.022
for the first mode at ky = −0.34pi which propagates along
yˆ, and
0.030, 0.092, 0.787, 0.141
for the second mode at ky = 0.59pi propagating along
−yˆ. We see that the most dominant component of the
first mode is m = 0, while the most dominant compo-
nent of the second mode is m = −1. That the main
contributions to the pair of pi modes come from two dif-
ferent but neighboring subbands is in broad agreement
with our perturbation theory above. Therefore, we can
approximately write ψ1(x = 1, t) ∼ (δ1eiωt + 1) for the
first mode and ψ2(x = 1, t) ∼ (1 + δ2e−iωt)e−iωt for
the second mode, where only the leading terms are re-
tained and δ1, δ2  1 are small numbers. In both cases,
|ψ1,2(x = 1, t)|2 ∼ 1 + 2δ1,2 cos(ωt), in qualitative agree-
ment with the time dependence of ψ shown in Fig. 6.
This crude caricature of the pi-modes not only pro-
vides a simple, intuitive picture to understand their fre-
quency components and time dependence, but also in-
dicates their robustness against weak static perturba-
tion V0. V0 only couples degrees of freedom within the
same subband. To the leading order (neglecting the sub-
dominant frequency components), the matrix element
of V0 between ψ1 and ψ2 is zero. Hybridization of the
two pi-modes requires a potential V (t) that couples the
m = 0 subband and the m = −1 subband, i.e., V (t) has
to have a characteristic frequency ω. In the next sec-
tion we numerically check the robustness of the counter-
propagating edges modes against a variety of static per-
turbations.
V. ROBUSTNESS OF THE pi-MODES
We have numerically computed the quasienergy spec-
trum of a finite lattice of Hofstadter model under har-
monic driving for a variety of static perturbations. These
include (a) an exceedingly large onsite potential (103jx)
at two sites on the edge (x, y) = (22, 1) and (1, 15); (b)
random onsite disorder δµ ∈ [−0.5jx, 0.5jx]; (c) zero hop-
ping to and from the same two sites on the edge as in (a);
and (d) random hopping disorder δjx,y ∈ [−0.2jx, 0.2jx].
The results are shown in Fig. 8 and compared to the
original (the leftmost) spectrum before any perturbation
being introduced. Despite the rather strong perturba-
tions, there is no gap opening in the spectrum. The
counter-propagating edge modes are robust against local
defects or random distribution in either onsite potential
or hopping between the neighboring sites. To prove this
directly, we plot in Fig. 9 the real space wavefunction
ψ(x, y, t = 0) corresponding to quasienergy eigenvalue
 ' ω/2, i.e., the points labeled with × in Fig. 8. They
clearly are edge states. Compared to the unperturbed
edge states, disorder distorts the wavefunction but does
not destroy the pi-modes.
VI. DISCUSSION
Our analysis above on the harmonically driven Hofs-
tadter model provides additional evidence that counter-
propagating edge modes are generic features of periodi-
cally driven integer quantum Hall systems. They survive
the introduction of static disorder and appear rather ro-
bust. The fact that they arise for very different driving
protocols is another manifestation of their robustness:
variations in the driving details will not destroy them.
We can go one step further using perturbative arguments
in Section IV. A static quantum Hall insulator is known
to be robust against any weak perturbations V0, such as
disorder, provided that the U(1) gauge symmetry associ-
ated with the conservation of fermion particle number is
80 500 1000 1500
−0.5
0
0.5
index
ε/ω
a b c d
FIG. 8. The quasienergy eigenvalues of harmonically driven
Hofstadter model on a finite 30×30 lattice for jy = jx, ω =
3.3jx (phase i), α = 1/3 and γ = 1. The horizontal axis is
the index of the eigenvalues. The leftmost is the spectrum
without perturbation. The remaining spectra, a to d, are
for different perturbations (see main text). They are shifted
horizontally from each other for clarity. Static onsite or bond
disorder does not open a gap in the spectrum, e.g., at the
QBZ boundary (dash line)  = ±ω/2.
not broken. In particular, its edge states and band gaps
will survive these perturbations. Now turn on a weak
harmonic driving. According to the folding construction
which holds even in the presence of V0, pairs of counter-
propagating edge modes naturally arise when ω falls into
the interval between W2 and W2 + 2Eg as discussed in
Section IV despite the presence of V0. In this sense, the
robustness of the pi-modes is rooted in the robustness of
the edge state in the integer quantum Hall effect. While
this argument is limited to the weak driving limit, our
numerical results suggest that the same conclusion hold
for larger modulation strength γ.
This is in sharp contrast with the conventional wis-
dom regarding the edge state of static two-dimensional
systems which states that a pair of counter-propagating
edge modes living on the same edge tend to be unstable
without the protection of time-reversal symmetry. The
main point coming out of this and our earlier work [27]
can be summarized as the following sentence. There exist
interesting, robust edge state phenomena in periodically
driven two-dimensional systems, even when the winding
number (the net chirality) is zero. Our conjecture is that
there exists another topological invariant that can pre-
dict the number of edge mode for each chirality. Explicit
construction of such invariant warrants a separate work.
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