Introduction
We consider the problem of separating two mutually uncorrelated non-white stochastic sources jointly received over two unknown multipath channels. A number of papers have been published in this context, under various assumptions on the signals or the channels, and using various techniques; see [2] [3] [4] [5] [7] [8] [9] 12, 13] and the references therein. Techniques may broadly be classified as ( a ) block-methods based on high-order statistics (second and fourth-order cumulants), (b) adaptive methods based on optimization of a blind cost function (or nonlinear contrast function), ( c ) maximumlikelihood estimation, presuming the source distributions are known. In many cases, a limited scenario with only scalar mixtures is considered.
The algorithm proposed in this paper is a blockmethod based on second-order statistics of the measurement data only. The parameters of the inverse filter are to be found such that the resulting filtered output signals y1 ( t ) and y2 ( t ) have zero cross-covariance function. Assuming a certain filter structure, the resulting conditions take the form of bilinear equations. The usual approach at this point is to set up a cost function whose minimum coincides with the solution of the equations] and to apply a stochastic gradient or Newton-type search algorithm to find the minimum [5] . Our main point is the observation that the equations can also be solved algebraically, via a singular value decomposition (SVD). This gives an exact solution to the problem in case the covariance data is exact. With estimated covariances, a subsequent step is needed, in which we have to find a linear combination of a collection of matrices such that the result has rank 1. A similar problem arose in the context of separation of constant-modulus signals [ 111.
Problem formulation
The data model that we consider in this paper is depicted in figure l . The source signals are s1(n) and s2 ( n ) , which are linearly filtered white noise processes
We make the following assumptions:
C1: & ( n ) and &(n) are realizations of mutually uncorrelated identically distributed sequences with non-zero variance and zero mean.
C2: SI (n) and s 2 (n) are generated by convolving t1 (n) and (2 (n) with two different asymptotically stable rational filters.
The source signals are measured via an unknown multichannel, with outputs q ( n ) and zz(n). The structure of the channel is supposed to consist of a single direct path for the transfer of s1 to z1 and s2 to 5 2 , and short FIR multipaths Bl(q-') and B2(qw1) for the crosscoupling SI to 5 2 and s2 to 21. The objective is to retrieve s1(n), sz(n) from z1(n), ~( n ) . This can be done in a two step procedure where istep one is a separation and step two a post-filtering: ( 1) from z1,22, find yl(n) = H s l ( n ) and y2(n) = Hsz(n), where H ( q -* ) is some FIR filter; (2) inverse filter the sequences H s l ( n ) and Hs2(n) with H-'(q-') to retrieve S I and 5 2 . Here, we focus on the first step: the actual signal separation.
The separation structure is a direct feedforward filter as depicted in figure l , where Dl(q-') and Dz(9-l) are adaptive FIR filters. When D'1 = B1, D2 = B2, the separation structure is equal to the channel inverse times the filter H ( q -l ) = l-Dl(q-')D2(q-l), in which case the filter outputs y1, y2 are equal to Hsl, H S Z .
More generally, 
An algebraic separation algorithm
The proposed algorithm is based on finding the coefficients 0 of the separation filter such that the filter outputs y1 and y2 are mutually uncorrelated. Let R:lyz(Z) = E ( y~( n ) y z ( n -1 ) ) be the cross-correlation between the filtered signals. We will only force independence with respect to second order statistics, i.e. the cross-correlation of y1 and y~ is equal to zero for a selected number of (2L + 1 ) lags ['7]:
In order to recover the sources we require that
The cross-correlation Rgi2 ( I ) is, under assumption C1
and C2, given in terms of the measured data $ 1 , 2 2 as
rzlsl ( The idea is to rewrite the bilinear equations (3) in matrix form, using Kronecker products to collect all unknowns into a single (structured) parameter vector.
This produces
where ' &I' is the Kronecker product, and
'vec' denotes the vectoring operation which stacks all columns of a matrix into a single column. Thus, the probbem is equivalent to finding a vector with a certain struc1;ure in the null space of the data matrix P. This nu11 space can be determined, or estimated, by a singular value decomposition of P. Thus let a basis for the null space be given by {VI,. . . , vd}, where S is the dimension of the null space. Since the precise basis is arbitrary, the problem is to find a linear combination of these vectors such that we obtain a vector with the required structure, i.e. to find X I , . . . , Xg (9) is equivalent to finding XI,. . , Xg such that Basically, we have to select Xk's such that the resulting linear combination of matrices VX is rank 1, in which case it can always be scaled and factored into the required structure.
What is the value of b? At first sight, given enough conditions (lags) we would expect 6 = 1, since the solution to the separation problem is usually unique. However, the Toeplitz structure of R2zr1 adds extra vectors to the null space of P: certain columns of P are duplicated, which reduces its rank. The number of repeated entries in the Toeplitz matrix is The above is true only for perfect knowledge of the covariance lags, i.e. for an infinite amount of data. In actuality, the estimates of these lags converge only slowly to their true values, and the null space is not well-determined. For accuracy reasons it is usually necessary to overestimate the value of b, and actually search for XI, . . . , Xg that produces VX in (12) that is as close to rank 1 as possible. This is reminiscent of the problem considered (and solved) in [ll] , where it is shown how a simultaneous diagonalization of (square) matrices V I , . . . , Vg provides good estimates of the AA's. The simulation results reported in section 4 are based on a blunt application of this diagonalization algorithm, followed by a few steps of an optimization routine to improve the Xk's. Although the results are reasonable, it should be remarked that the diagonalization algorithm is theoretically not well motivated for this application, because unlike the case in [ll] , we now expect only one solution [XI . . . Xg], rather than S independent solutions. This means that the v k need not be simultaneously diagonalizable.
Simulations
We investigate the performance of the algorithm by simulation. In accordance with conditions C1 and C2, the source signals s1(n) and ~~( 7 2 ) are generated by filtering two mutually uncorrelated white Gaussian noise sequences through two autoregressive filters. One filter has a complex pole pair at radius Table 1 . Mean value and variance of the estimated filter coefficients tion consists of two filters Bl(q-l) = 0.5 -0.14-1 and B2(q-l) =. 0.7 + 0.3q-l. The correlation matrices (4)-(7) are estimated from N = 500, 2000, and 4000 samples of X I , x2. We took L = 4 lags into account, which gives a total of 9 equations for 4 unknowns. The
Cram&-Rao Bound (CRB) for this scenario is derived as NVare = [0.067,0.065,0.052,0.052], cf. [lo] .
A total of 200 independent runs were performed for each sample size. The estimated mean value and parameter variance for the present adgebraic algorithm are given in table 1, along with two other algorithms. The "recursive" algorithm is basically a stochastic Newton search algorithm based on [5] , and the "Weinstein" algorithm is the one found in [13] . For the algebraic algorithm, theolretically 6 = 2, but we have used 6 = 3 because even for N = 4000 there is no clear gap between the large and small singular values, as is illustrated in figure 2 . Even so, the algebraic algorithm performed less good than the recursive method and did not reach the CRB. Given exact (rather than estimated) covariance data, P does have precisely two zero singular values, and the algorithm did produce the exact solution.
It is known that the "Weinstein" algorithm cannot separate the sources unless blo = 1520, and this shows up in the results. For a scenario where blo = b20 the algorithm works, but yields estimates with a higher variance than the other two algorithms. Note that the variance for "Weinstein" is larger for N = 4000 than for N = 2000. This is due t o large deviations for some, typically two, parameter trajectoriies.
