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Abstract
There are many metrics available to compare phylogenetic trees since this is a fundamental
task in computational biology. In this paper, we focus on one such metric, the `∞-cophenetic
metric introduced by Cardona et al. This metric works by representing a phylogenetic tree
with n labeled leaves as a point in Rn(n+1)/2 known as the cophenetic vector, then comparing
the two resulting Euclidean points using the `∞ distance. Meanwhile, the interleaving distance
is a formal categorical construction generalized from the definition of Chazal et al., originally
introduced to compare persistence modules arising from the field of topological data analysis.
We show that the `∞-cophenetic metric is an example of an interleaving distance. To do this, we
define phylogenetic trees as a category of merge trees with some additional structure; namely
labelings on the leaves plus a requirement that morphisms respect these labels. Then we can use
the definition of a flow on this category to give an interleaving distance. Finally, we show that,
because of the additional structure given by the categories defined, the map sending a labeled
merge tree to the cophenetic vector is, in fact, an isometric embedding, thus proving that the
`∞-cophenetic metric is, in fact, an interleaving distance.
1 Introduction
Phylogenetic trees model the evolutionary relationships among various biological organisms or
more general entities that evolve through time. Comparing two or more phylogenetic trees is a
fundamental task in computational biology [1]. Studying metrics on phylogenetic trees is of particular
importance for phylogenetic tree reconstruction as well as for developing statistics and clustering
techniques on phylogenetic trees. More broadly, comparison techniques of phylogenetic trees find
applications in the fields of biology, including bioinformatics, DNA sequences and viral evolution.
There are quite a few metrics for comparison of phylogenetic trees that have been proposed in the
literature (e.g. [2–12], however this is by no means a complete list). In this paper we focus on the
`∞-cophenetic metric on phylogenetic trees which is one of the `p-type of metrics on phylogenetic
trees proposed by Cardona et al. [7]. This metric works by representing a phylogenetic tree as
a point in Rn(n+1)/2, then giving the distance between two trees as the `∞ distance between the
resulting points.
We think of phylogenetic trees as merge trees together with a choice of a labeling on the leaves.
Merge trees are a special case of a more general construction known as the Reeb graph which is
one of the basic topics of study in Topological Data Analysis (TDA). These structures originally
came from the study of Morse functions on manifolds [13] and found increased use through the
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Figure 1: An example of a Reeb graph (left) and a merge tree (middle). Figures are drawn with the
implicit function to R (at right) given by height.
visualization and graphics communities [14]. However, more recently they have been studied as
objects of interest in their own right. For the purposes of this paper, a Reeb graph is a topological
graph X (equivalently, a 1-dimensional stratified space) with a real-valued function f : X → R
which is monotone on edges. Combinatorially, we store this information as a graph with function
values defined at the vertices where we interpolate the function linearly on the edges. A merge tree
is a Reeb graph where every vertex has exactly one neighbor with higher function value, and which
has one edge whose function values go to ∞; we abuse notation and say that this vertex has an
endpoint with function value ∞. See Fig. 1 for an example.
The reason for taking this viewpoint is that there has been increased interest in finding metrics
for Reeb graphs [15–22], with a particular view towards understanding properties of a commonly
used approximation of the Reeb graph known as mapper [23–26]. Here, we focus on the interleaving
distance, which arose from the field of TDA as a method for comparing persistence modules
and which generalized the commonly used bottleneck distance for persistence diagrams [27, 28].
Categorified generalizations of these ideas [29–32] mean that interleaving distance (strictly, this is
an extended pseudometric) can provide new metrics for many different types of input objects. This
extends to Reeb graphs by viewing them as a restricted class of set valued cosheaves over R [15, 33].
Thus, merge trees inherit the interleaving distance by virtue of being a subcategory of Reeb graphs,
but this be equivalently achieved by viewing merge trees as so-called persistent sets, namely functors
(R,≤)→ Set [20, 31]. The resulting distance is called the merge tree interleaving distance.
Computing the interleaving distance both on Reeb graphs and merge trees is NP-hard [34,35].
However if we restrict to labeling the vertices on merge trees, e.g. by considering cluster trees, the
complexity of computing the interleaving distance can be significantly improved [36]. In this paper
we show that computing the interleaving distance on labeled merge trees, i.e. phylogenetic trees, is
polynomial in the number of leaves; see Cor. 4.3.
In the Sec. 2, we discuss the notion of categories with a flow and equivariant functors, the
interleaving distance, and how the `∞-norm can be realized as an interleaving distance on posets. In
Sec. 3, we define merge trees, Reeb graphs and define topological ε-smoothings which gives rise to
the interleaving distance for merge trees. There, we also introduce a combinatorial way to represent
merge trees as join-semilattices. We then define phylogenetic trees as labeled merge trees. Finally,
in Sec. 4, we show our main result Thm. 4.2, where we realize the `∞-cophenetic metric [7] as
an interleaving metric on phylogenetic trees using the generalized framework of interleavings on
categories with a flow [31,32]. This also naturally provides a formula for this interleaving distance
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which can be computed in polynomial time; see Cor. 4.3. Finally, in Sec. 5, we discuss future
directions for research.
2 Categorical Structures
In this section, we give the necessary category theory-related background. This background assumes
a basic understanding of category theory basics; see, e.g., [37] for a good introduction. This section
largely follows the set up and terminology of [31,32].
2.1 Categories with a Flow
Let C be a category. Denote by End(C) the endofunctor category [C, C]. Also denote by R≥0 =
(R≥0,≤) the poset of all nonnegative real numbers.
Definition 2.1. A category with a flow1 (C,F) consists of a category C, together with
• a functor F : R≥0 → End(C), ε 7→ Fε, called the flow
• a natural transformation u : IC ⇒ F0, where IC is the identity endofunctor of C, and
• a collection of natural transformations µε,ζ : FεFζ ⇒ Fε+ζ , ε, ζ ≥ 0,
such that the diagrams
Fε Fε
F0Fε Fε FεF0 Fε
FεFζFδ FεFζ+δ FεFζ Fε+ζ
Fε+ζFδ Fε+ζ+δ FδFκ Fδ+κ
uIFε IFεu
µ0,ε µε,0
IFεµζ,δ
µε,ζIFδ
µε,ζ+δ
µε,ζ
F(ε≤δ)F(ζ≤κ)
F(ε+ζ≤δ+κ)
µε+ζ,δ
µδ,κ
commute for every ε, ζ, δ, κ ≥ 0. The flow is said to be strong (strict) if the coherence natural
transformations µε,ζ and u are isomorphisms (identities).
We often call the endofunctor Fε the ε-translation unless we are in a category where we have
a more specific name for it. Next, we define maps between categories with a flow.
Definition 2.2. A colax equivariant functor H : C → D between categories with a flow C =
(C,F, u, µ) and D = (D,G, v, λ) is an ordinary functor H : C → D together with a natural
1This is also known as a [0,∞)-actegory, but category with a flow is both easier to say and fails to generate a
flurry of questions about assumed typos.
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transformation ηε : HTε ⇒ GεH for each ε ≥ 0 such that the diagrams
H
HF0 G0H
IHu vIH
η0
HFε GεH
HFζ GζH
ηε
IHF(ε≤ζ) G(ε≤ζ)IH
ηζ
HFεFζ GεHFζ GεGζH
HFε+ζ Gε+ζH
ηεIFζ
IHµε,ζ
IGεηζ
λε,ζIH
ηε+ζ
commute for all ε, ζ ≥ 0. If all ηε are natural isomorphisms (identities) then H is called a strong
(strict) equivariant functor.
The collection of all categories with a flow together with the colax equivariant functors forms a
category on its own which we denote by Flow.
2.2 The Interleaving Distance associated to a Category with a Flow
We consider the following generalized setting for a proper notion of a distance.
Definition 2.3. Let X be a set or more generally a proper class. A function d : X ×X → [0,∞] is
said to be an extended pseudometric on X if
• d(x1, x1) = 0 for all x1 in X and
• d(x1, x3) ≤ d(x1, x2) + d(x2, x3) for every x1, x2, x3 in X.
In particular (X, d) is called a Lawvere metric space.
Note that this definition both allows for the possibility that the distance between two objects is
∞, and the possibility that d(x1, x2) = 0 even if x1 6= x2.
Definition 2.4. Define a morphism f : (X, dX)→ (Y, dy) of Lawvere metric spaces is said to be a
1-Lipschitz map if
dY (f(x1), f(x2)) ≤ dX(x1, x2) for every x1, x2 ∈ X.
The collection of all Lawvere metric spaces together with 1-Lipschitz maps forms a category
which we denote by Law.
Let (C,F) be a category with a flow. The flow F on C enables us to measure ‘how far’ two
objects in C are from being isomorphic up to a coherence natural transformation.
Definition 2.5. Let X,Y be two objects in C. A weak ε-interleaving of X and Y , denoted
(ϕ,ψ), consists of a pair of morphisms ϕ : X → FεY and ψ : Y → FεX in C such that the following
pentagons
F0X X Y F0Y
FεX FεY
F2εX FεFεX FεFεY F2εY
F(0≤2ε),X
uX uY
ψ
F(0≤2ε),Y
ϕ
Fεψ
µε,ε,X
Fεϕ
µε,ε,Y
(2.6)
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commute. We say that X,Y are weakly ε-interleaved if there exists a weak ε-interleaving (ϕ,ψ)
of X and Y . The (weak) interleaving distance with respect to F for a pair of objects X,Y in C
is defined to be
d(C,F)(X,Y ) = inf{ε ≥ 0 | X,Y are weakly ε-interleaved}.
If X and Y are not weakly interleaved for any ε, we set d(C,F)(X,Y ) =∞.
The “weak” moniker is meant to differentiate this definition of interleavings from the traditional
persistent homology definitions [28]. There, the fact that the category of persistence modules is a
strict category with a flow means that the pentagons of Diagram 2.6 collapse down to triangles. In
this paper, however, we will drop the word “weak” and just reference them as interleaving distances.
As studied and proved in [31,32], we have the following theorem.
Theorem 2.7 ( [32, Thm. 5.3]). Given a category with a flow (C,F), the associated interleaving
distance d(C,F) forms an extended pseudometric on the objects of C. Furthermore, the assignment
I : Flow→ Law, (C,F) 7→ (ob(C), d(C,F)) is by itself functorial, i.e.
Flow
I−−−−→ Law
Categories with a flow 7−−−−→ Lawvere metric spaces
Colax equivariant functors 7−−−−→ 1-Lipschitz maps
This theorem is particularly useful due to the following corollary, which says that we need only
find a fully faithful colax equivariant functor between categories with a flow in order to obtain an
isometric embedding.
Corollary 2.8. If H is a fully faithful colax equivariant functor H : C → D between categories with
a flow C = (C,F, u, µ) and D = (D,G, v, λ) then it is an isometric embedding with respect to the
interleaving distances.
Proof. Consider the image category Im H, namely the full subcategory of D whose objects are
images H(X) of objects X in C. Then because H is fully faithful the colax equivariant functor
H : C → Im H, a 7→ H(a) is an equivalence of categories. So by applying Thm. 2.7 to both H and
its inverse functor H−1, we obtain that H : (ob(C), d(C,F))→ (ob(Im H), d(D,S)) is an interleaving
isometry. In other words H : (ob(C), d(C,F)) → (ob(D), d(D,S)) is an isometric embedding with
respect to the interleaving distances.
2.3 Interleaving Distances on Posets with a Flow
In the special case where our category is actually a poset, the interleaving distance becomes much
easier to understand.
Definition 2.9. A category P is said to be a poset if for every X,Y in P there exists at most one
morphism f from X to Y ; i.e. the Hom-set HomP(X,Y ) is either a singleton or the empty set.
Let (P,Ω) be a poset with a flow, and let d(P,Ω) be the interleaving distance on P induced by
Ω (Defn. 2.5). The extra structure of the poset category makes characterizing the interleaving
distance rather simple. Given two objects X,Y in P a pair (ϕ,ψ) of morphisms ϕ : X → ΩεY and
ψ : Y → ΩεX is automatically an ε-interleaving of X,Y because there exists at most one morphism
from X to Ω2εX (and at most one from Y to Ω2εY respectively). So, the interleaving distance on
P induced by Ω is given by
dP(X,Y ) = inf{ε ≥ 0 | ∃ ϕ : X → ΩεY and ψ : Y → ΩεX}.
Posets also satisfy the following interesting property.
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Proposition 2.10. Let ((P,≤P),F) and ((Q,≤Q),G) be posets with a flow. If we have a function
H : ob(P) → ob(Q), X 7→ H(X), also for every pair of objects X,Y in P a function HX,Y :
HomP(X,Y ) → HomQ(H(X),H(Y )), f 7→ H[f ] and for each X in P an inequality HFε(X) ≤Q
GεH(X) in Q, then H forms a fully faithful colax equivariant functor.
Proof. Because of the poset structure of both categories P and Q, the function HX,Y is bijective
and the morphism HFε(X) ≤Q GεH(X) makes H a colax equivariant functor.
We will make use of this proposition in the setting on phylogenetic trees to show the existence
of an isometric embedding.
2.4 The `∞-distance on Rn is an interleaving distance
Let Rn be the set of all n-tuples of real numbers. The `∞-norm on Rn is defined as follows. Let
a = (a1, . . . , an) and b = (b1, . . . , bn) be two n-tuples in Rn. Then define
‖a− b‖∞ = max{|ai − bi| : i = 1, . . . , n}
This metric also can be realized as an interleaving distance. Consider Rn as the poset (Rn,≤) where
a ≤ b when ai ≤ bi for all i = 1, . . . , n.
Let ε ≥ 0 and, for ease of notation, let a + ε = (a1 + ε, · · · , an + ε). Define the ε-translation
Ωε : (Rn,≤)→ (Rn,≤) given by the ε-shift upward a 7→ a+ ε. We easily check that Ω forms a strict
flow on (Rn,≤). Denote the associated interleaving distance by d(Rn,≤). Then we have the following
result.
Proposition 2.11 ( [32, Thm. 3.9]). The interleaving distance on Rn induced by the strict flow Ω,
coincides with the `∞-distance on Rn. That is, for any a, b ∈ Rn,
d(Rn,≤)(a, b) = ‖a− b‖∞.
Observation 2.12. Note that alternatively if Rn has the poset structure (Rn,≥), then we can
consider the flow Ω = (Ωε)ε≥0 on Rn given by the ε-shift downward (a1, . . . , an) 7→ (a1−ε, . . . , an−ε)
to obtain again the `∞-distance.
3 Combinatorial Structures
In this section, we describe the combinatorial objects of study, in particular merge trees and
phylogenetic trees.
3.1 Merge Trees
First we define Reeb graphs. As a first step, we consider the category R-Top of R-spaces as defined
in [15]; these are topological spaces X together with a real valued function f : X → R, denoted
by (X, f). A morphism ϕ : (X, f) → (Y, g) of R-spaces is a continuous map ϕ : X → Y such that
ϕ ◦ g = f .
Definition 3.1. An R-space (X, f) is said to be a Reeb graph if it is isomorphic to an R-space
(X, f) constructed in the following way. Let S = {a1 < · · · < an} ⊂ R be given, called a critical
set.
• For i = 1, . . . , n, we specify a finite set of vertices Vi, which lie over ai
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• For i = 1, . . . , n− 1, we specify a finite set of edges Ei which lie over [ai, ai+1].
• For i = 0 and i = n, we specify two finite set of edges (possibly empty) E0 and En lying over
(−∞, a1] and [an,∞) respectively.
• For i = 1, . . . , n, we specify left attaching maps `i : Ei → Vi
• For i = 0, · · · , n− 1, we specify right attaching maps ri : Ei → Vi+1.
The space X is the quotient of the disjoint union
n∐
i=1
(Vi × {ai})
n−1∐
i=1
(Ei × [ai, ai+1])
∐
(E0 × (−∞, a1])
∐
(En × [an,∞))
with respect to the identifications (`i(e), ai) ∼ (e, ai) and (ri(e), ai+1) ∼ (e, ai+1), with the map f
being the projection onto the second factor.
We denote by Reeb the full subcategory of R-Top whose objects are Reeb graphs. Reeb graphs
are naturally equipped with a strong flow U called topological smoothing [15]. While this flow
can be defined combinatorially, it is unnecessary to go into detail on the most general case here as
we will immediately restrict our attention to the subcategory of merge trees.
Definition 3.2. A Reeb graph (X, f) is said to be a merge tree if `i = 1 for all i and topmost En
is the set with one element. Merge trees form a full subcategory of Reeb denoted by Merge.
Observation 3.3. Because merge trees have only
Y
-type interior vertices and an infinite upper
tail, the topological ε-smoothing Uε can be thought of as simply shifting each point in the tree
ε-units downward making a new merge tree. Specifically, this is means Uε(X, f) ∼= (X, fε) where
fε(x) = f(x)− ε.
Merge trees are closed under the topological smoothings Uε, and hence, merge trees together
with the topological smoothings form a category with a strong flow (Merge, U). We denote by
dMerge the interleaving distance induced by the strong flow U on Merge.
Though it follows from Thm. 2.7, it was originally proved by Morozov et al. that
Theorem 3.4 ( [20, Lem. 1]). dMergeI is an extended pseudometric on Merge.
3.2 Merge Trees as Posets
Notice that for a merge tree (X, f), every pair of points x, y in X has a unique path γ from x to
y. We say this path is monotone increasing with respect to f if t ≤ s implies fγ(t) ≤ fγ(s).
Define x ≤f y if the unique path from x to y is monotone increasing. This gives a poset on the
points of X. In particular, because (X, f) is a merge tree, for every x, y in X there exists a unique
vertex v of minimum height that connects with x and y known as the least common ancestor
of x and y. We denote this by x ∨ y. The least common ancestor x ∨ y of x and y satisfies the
following two properties:
1. x ≤ x ∨ y and y ≤ x ∨ y
2. if x ≤ z and y ≤ z, then x ∨ y ≤ z.
This gives us an operation on X called the join. Thus the poset (X,≤f ) forms in particular a
join-semilattice (X,≤f ,∨).
7
Observation 3.5. Given a Reeb graph (X, f) we can define a poset structure in the same way as
for merge trees. Also we can define a join ∨ as well as a meet operation ∧. From the prospect of
(X, f) being a merge tree however, the meet ∧ is a trivial operation to define because, given two
points x, y in the merge tree X, if we assume that their meet x ∧ y exists then either x ∧ y = x or
x ∧ y = y (in other words x ≤f y or y ≤f x). Because of that we will not use the meet operation
again in this paper.
Definition 3.6. A vertex v in a merge tree (X, f) is said to be a leaf if for every x ∈ X, x ≤f v ⇒
x = v. Denote by L(X, f) the set of all leaves of a merge tree (X, f).
3.3 Phylogenetic Trees with n-leaves
Fix a positive integer n.
Definition 3.7. A phylogenetic tree with n-leaves, denoted by (X, f, `), is a merge tree (X, f)
together with a bijection ` : {1, . . . , n} → L(X, f), i 7→ `(i) called the labeling.
Definition 3.8. A morphism (X, f, `) ϕ−→ (Y, g, µ) of phylogenetic trees with n-leaves is a map
ϕ : X→ Y such that it is
1. function preserving; g ◦ ϕ = f ; and
2. label preserving: µ(i) ≤g ϕ(`(i)) for all i = 1, . . . , n.
With this notion of morphisms, the collection of all phylogenetic trees with n leaves forms a
category PhTreen. We now state some simple but helpful properties of these morphisms.
Proposition 3.9. If (X, f, `) ϕ−→ (Y, g, µ) is a morphism of phylogenetic trees with n leaves, then
i. if x1 ≤f x2 then ϕ(x1) ≤g ϕ(x2) for every x1, x2 in X
ii. ϕ(x1) ∨g ϕ(x2) ≤ ϕ(x1 ∨f x2) for every x1, x2 in X
iii. µ(i) ∨g µ(j) ≤g ϕ(`(i) ∨f `(j)) for all 1 ≤ i ≤ j ≤ n.
Proof. (i) The first property follows directly by definition of ≤f and the fact that ϕ : X → Y is
function preserving map. (ii) Let x1, x2 in X. Then by (i), the inequalities x1, x2 ≤f x1 ∨ x2 imply
that ϕ(x1), ϕ(x2) ≤g ϕ(x1 ∨ x2). Then by the second property of the join, we obtain
ϕ(x1) ∨g ϕ(x2) ≤g ϕ(x1 ∨f x2).
(iii) For the third property, µ(i) ≤f ϕ(`(i)) and µ(j) ≤f ϕ(`(j)) imply µ(i), µ(j) ≤g ϕ(`(i))∨gϕ(`(j))
and property (ii) gives µ(i), µ(j) ≤g ϕ(`(i) ∨f `(j)). Finally the second property of the join gives
µ(i) ∨g µ(j) ≤g ϕ(`(i) ∨f ϕ`(j)) as desired.
Proposition 3.10. The category PhTreen is a poset.
Proof. Assume that ϕ,ψ ∈ HomPhTreen((X, f, `), (Y, g, µ)). We will show that ϕ = ψ.
Let x ∈ X. Then there exists a leaf `(i) for some index i = 1, . . . , n such that `(i) ≤f x.
By applying ϕ and ψ we obtain µ(i) ≤g ϕ(`(i)) ≤g ϕ(x) and µ(i) ≤g ψ(`(i)) ≤g ψ(x). Thus
µ(i) ≤g ϕ(x) ∧ ψ(x) By Obs. 3.5, ϕ(x) ≤g ψ(x) or ψ(x) ≤g ϕ(x). Since ϕ,ψ are both function
preserving then we have that ϕ(x) = ψ(x). Therefore ϕ = ψ.
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C(X, f, `) =

a1 a6 a7 a7
· a4 a7 a7
· · a2 a5
· · · a3

C(Y, g, µ) =

a2 a7 a7 a7
· a3 a6 a6
· · a4 a5
· · · a1

Figure 2: An example of two phylogenetic tress in PhTree4. The associated cophenetic vectors are shown
at right. If ai = i for all i, then the `
∞-cophenetic distance between the trees is 2.
Because PhTreen is a poset we will denote the morphisms (X, f, `)
ϕ−→ (Y, g, µ) in PhTreen by
(X, f, `)  (Y, g, µ) for simplicity.
Proposition 3.11. The restriction of the strong flow U on phylogenetic trees forms a strong flow
on PhTreen.
Proof. We only need to show that the topological ε-smoothing Uε on a phylogenetic tree (X, f, `) is
label preserving. Indeed, after the ε-smoothing each point x in X is simply shifted ε-units downwards
to a point y which satisfies y ≤f x and by Obs. 3.3 it satisfies fε(y) = f(x)− ε, thus preserving the
labeling ` in particular.
This poset with a flow is denoted by (PhTreen, U) and the corresponding interleaving distance
by dPhTreen .
4 The `∞-Cophenetic Metric as an Interleaving Distance
The information contained in a phylogenetic tree with n leaves can be stored to a vector in Rn(n+1)/2
known as the cophenetic vector and provide a collection of `p-type metrics for phylogenetic trees.
This was developed in detail by Cardona et al. [7]. In this section we realize the `∞-version of this
metric as an interleaving distance.
First we define the `∞-cophenetic metric.
Definition 4.1 ( [7]). Let (X, f, `) be a phylogenetic tree with n-leaves. To this tree, we associate
the cophenetic vector
C(X, f, `) :=
(
f
(
`(i) ∨ `(j)))
1≤i≤j≤n
.
The map C : PhTreen → Rn(n+1)/2, (X, f, `) 7→ C(X, f, `) is called the cophenetic map. The
`∞-cophenetic metric between two trees is
dC((X, f, `), (Y, g, µ)) = ‖C(X, f, `)−C(Y, g, µ)‖∞.
See Fig. 2 for an example of this construction for two elements of PhTree4. Thinking of
Rn(n+1)/2 as a poset (Rn(n+1)/2,≥), we wish to extend C to a functor by providing an assignment on
morphisms. Since these categories are both posets, we need only ensure that if (X, f, `)  (Y, g, µ),
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then C(X, f, `) ≥ C(Y, g, µ). Assume (X, f, `)  (Y, g, µ) and thus the unique function preserving
and label preserving map (X, f, `) ϕ−→ (Y, g, µ). By Prop. 3.9, for any 1 ≤ i ≤ j ≤ n,
f
(
`(i) ∨ `(j)) = g ◦ ϕ(`(i) ∨ `(j))
≥ g(µ(i) ∨ µ(j))
which implies the required inequality in (Rn(n+1)/2,≥).
Consider the strict flow Ω on the poset Rn(n+1)/2 = (Rn(n+1)/2,≥) given by the ε-shift downward
Ωε : Rn(n+1)/2 → Rn(n+1)/2, (ri,j)1≤i≤j≤n 7→ (ri,j−ε)1≤i≤j≤n. We can now show that the cophenetic
metric of [7] is a realization of an interleaving distance.
Theorem 4.2. The cophenetic map C forms a fully faithful strict equivariant functor
C : (PhTreen, U)→ (Rn(n+1)/2,Ω)
between posets with a flow.
Proof. Let (X, f, `) be a phylogenetic tree (and thus a merge tree in particular). Let ε ≥ 0 and
let Uε(X, f, `) = (Xε, fε, `ε) be the corresponding phylogenetic tree obtained after the topological
ε-smoothing. By Obs. 3.3 we get fε(`ε(i) ∨ `ε(j)) = f(`(i) ∨ `(j))− ε for all 1 ≤ i ≤ j ≤ n. Hence
we have:
CUε(X, f, `) = C(Xε, fε, `ε)
= (fε(`ε(i) ∨ `ε(j)))1≤i≤j≤n
= (f(`(i) ∨ `(j))− ε)1≤i≤j≤n
= ΩεC(X, f, `).
Thus we obtain the identity map CUε(X, f, `)→ ΩεC(X, f, `). Hence by Prop. 2.10 the cophenetic
map C is a fully faithful strict equivariant functor C : PhTreen → (Rn(n+1)/2,≥).
Corollary 4.3. The cophenetic map forms an isometric embedding
C :
(
ob(PhTreen), dPhTreen
)
→
(
ob(Rn(n+1)/2), || · ||∞
)
with respect to the interleaving distances. As a result, we obtain the following formula for dPhTreen :
dPhTreen((X, f, `), (Y, g, µ)) = max
1≤i≤j≤n
|f(`(i) ∨ `(j))− g(µ(i) ∨ µ(j))|
for every (X, f, `), (Y, g, µ) in PhTreen.
Proof. The proof follows directly from Cor. 2.8. The formula follows from combining the definition
of C with ‖ · ‖∞.
This formula shows that the interleaving distance on phylogenetic trees can be computed in
O(n2) time, where n is the number of leaves.
10
5 Discussion
In this paper, we have shown that the `∞-cophenetic metric for phylogenetic trees can be realized
as an interleaving distance. While from the outside, it might look as if we are taking a massive,
formalistic hammer to a simple problem, but there are good reasons for this viewpoint. Namely,
viewing phylogenetic trees as objects of a category with an interleaving distance means that we
can extend these ideas to more complicated structures. In particular, there is increasing interest
in understanding not just phylogenetic trees but phylogenetic networks, and we believe that this
interleaving for the tree case can be extended immediately to provide an option for comparison of
these structures. It is worth observing that the idea of lattices will likely be useful if one wants to
construct similar construction on Reeb graphs. From the side of the study of interleaving distances,
this special case gives an example of an interleaving distance which is polynomial time computable.
However, in its most general form, the Reeb graph interleaving distance is graph isomorphism hard.
Thus, we expect there is something to be learned from this special case which can provide either
approximation methods or some sort of fixed parameter tractable algorithm to better understand
the difficulties inherent in computing this metric.
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