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Abstract
With the continuous decrease of fossil fuel supplies but increasing demand for
energy in the world, thermoelectrics has attracted wide attention in recent years
due to its ability to provide sustainable energy harvested from wasted heat. It
has been challenging to increase the thermoelectric eciency over the past ve
decades, until very recently exciting progresses have been achieved in this eld by
using semiconductor nanostructures. These recent advances are achieved mainly
due to the signicant reduction of thermal conductivity in these low-dimensional
materials. This thesis is devoted to search for various strategies that can eectively
reduce thermal conductivity of semiconductor nanostructures, which is of great
interest to further enhance the thermoelectric eciency.
To begin with, we discuss some critical aspects of molecular dynamics simula-
tions, which are used in this study to investigate the thermal properties of silicon
based nanostructures. Using silicon nanowires (SiNWs) and silicon-germanium
nanojunctions as examples, we study the eect of heat bath on calculated ther-
mal properties in non-equilibrium molecular dynamics simulations. In addition,
we examine dierent implementations of Green-Kubo formula and discuss how to
improve the accuracy of thermal conductivity calculations in equilibrium molecular
viii
dynamics simulations.
In the second part, we demonstrate through molecular dynamics simulations
various strategies that can eectively reduce thermal conductivity of SiNWs, in-
cluding random doping, superlattice and hollow nanostructure. These approaches
belong to the incoherent mechanisms that reduce thermal conductivity by enhanc-
ing the phonon scattering rate. Moreover, we discuss in core-shell NWs an in-
triguing oscillation eect in heat current autocorrelation function, while the same
eect is absent in pure silicon nanowires, nanotube structures and randomly doped
nanowires. Detailed characterizations of the oscillation signal reveal that this in-
triguing oscillation is caused by the coherent resonance eect of the transverse and
longitudinal phonon modes, which oers a coherent mechanism to tune thermal
conductivity in core-shell NWs.
Finally, we study thermal conductivity of SiNWs with dierent cross sectional
geometries. Interestingly, a universal linear dependence of thermal conductivity on
surface-to-volume ratio is found in SiNWs with modest cross sectional area larger
than about 20 nm2 (threshold), regardless of the specic cross sectional geometry.
This oers a simple approach to tune thermal conductivity by geometry. Moreover,
the physical mechanisms that cause the deviation from the universal linear relation
for very thin SiNWs below the threshold are also discussed.
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Chapter 1
Introduction
In this chapter, we introduce the background of the present study, includ-
ing semiconductor nanowires and thermoelectrics. The eld of semiconductor
nanowires is one of the most active research areas in recent years. Semicon-
ductor nanowires provide a unique platform to explore interesting phenomena at
nanoscale, and are expected to play a critical role in future electronic, optoelec-
tronic and thermoelectric devices. In this chapter, some aspects of the research re-
garding semiconductor nanowires, including experimental synthesis process, phys-
ical properties and potential applications, are reviewed, with emphasis on silicon
nanowires. Moreover, the basic principles and applications of thermoelectric ef-
fect are discussed. The challenges and recent advances in thermoelectrics are also
reviewed. Finally, the outline of this thesis is presented.
1
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1.1 Semiconductor Nanowires
1.1.1 Background
Low dimensional nanostructures have attracted much attention in the last
two decades, since the experimental synthesis of carbon nanotubes (CNTs) by
Iijima [1] in the early 1990s. From the fundamental physics point of view, they
are of great interest because they can serve as a unique platform to probe certain
intriguing physical phenomena. For instance, Brandbyge et al. [2] studied the
electrical conductance of Au nanowires in experiment based on measurements with
scanning tunneling microscope. Their experimental results have shown clear signs
of electrical conductance quantization in the unit of 2e2=h, which e is the charge
of electron and h is the Planck constant. Moreover, Hu et al. [3] have observed
the Coulomb blockade eect in silicon nanowires at room temperature, which is
encouraging for the application of single-electron transistors (SETs).
In addition to the physical interest, low dimensional nanostructures are also
important in industry to sustain the historical scaling trend beyond the comple-
mentary metal-oxide-semiconductor (CMOS). Novel one-dimensional (1D) nanos-
tructures, including CNTs and semiconductor nanowires, have been proposed as
the building blocks in future nanoscale devices and circuits. CNTs are constructed
by rolling up graphene sheet. One unique feature of CNTs is that their electronic
structure can be either metallic or semiconducting, depending on the exact way
that they are wrapped up (chirality) [4]. On the one hand, this unique property
makes CNTs very interesting materials with richer physics, and thus great eorts
have been devoted to the eld of CNTs. On the other hand, it has also hindered
the applications of CNTs based devices because of the diculties to synthesize
2
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uniform semiconducting CNTs in experiment [5].
Compared with CNTs, semiconductor nanowires can be synthesized with re-
producible electronic properties in high-yield, which is usually required for large
scale commercial applications. In addition, the well-controlled nanowire growth
technique facilitates that materials with distinct chemical composition, structure,
size and morphology can be integrated [6]. With such an ability, it may lead to the
bottom-up assembly of integrated circuits [6], which has the advantage of parallel
production of massive number of devices with similar material properties.
1.1.2 Experimental Synthesis
Semiconductor nanowires are usually synthesized by using metal nanoclusters
as catalysts via the vapour-liquid-solid (VLS) process. Fig. 1.1 shows the in situ
transmission electron microscopy (TEM) images during the synthesis process of Ge
nanowires adapted from Ref. [7]. In the VLS process, the metal nanoclusters are
rst heated above the eutectic temperature for the metal-semiconductor system of
interest with the vapour-phase source of the semiconductor. The semiconductor
reactant is then continuously fed into the liquid droplet, giving rise to the su-
persaturation of the eutectic and the nucleation of the solid semiconductor. The
solid-liquid interface acts as a sink causing the continued semiconductor incorpo-
rating into the lattice and the growth of nanowire with the alloy droplet riding on
the top.
The gaseous semiconductor reactants can be generated through the decom-
position of precursors in a chemical vapour deposition (CVD) process, or through
the momentum and energy transfer methods, such as pulsed laser ablation [8] or
molecular beam epitaxy (MBE) [9] from solid targets. So far, CVD has been
3
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Figure 1.1: In situ TEM images recorded during the process of Ge
nanowires growth. a Au nanoclusters in solid state at 500 C. b Alloying initi-
ates at 800 C, at this stage Au exists mostly in solid state. c Liquid Au/Ge alloy.
d Nucleation of Ge nanocrystal on the alloy interface. e Ge nanocrystal elongates
with further Ge condensation and eventually forms a nanowire in f. Adapted from
Ref. [7].
the most popular technique. In CVD-VLS growth technique, the metal nanoclus-
ter serves as the catalyst where the gaseous precursor decompose, providing the
gaseous semiconductor reactants. For instance, in the growth process of silicon
nanowires, silane (SiH4) and Au nanoparticles are usually used as the precursor
and catalysts, respectively. Uniform nanowires with negligible diameter variation
can be achieved through careful control of the growth conditions, including the use
of local heaters to reduce uncontrolled decomposition of silane [10]. The diameter
4
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of the nanowire is determined by that of the starting nanocluster. Uniform and
atomic-scale nanowires can be synthesized in a well controlled growth process as
nanoclusters with diameters down to a few nanometers are now available [11].
Compared with other approaches to fabricate nanostructures, the VLS tech-
nique has one important advantage: it is possible to synthesize heterostructures at
the individual device level in a controlled fashion. Both radial heterostructures, in
which core-shell structure form along the radial direction [12{14], and axial het-
erostructures, in which sections of dierent materials with the same diameter such
as superlattice structure are grown along the wire axis [15, 16], have been realized
by using VLS growth technique. The VLS technique has now become a widely
used method for producing 1D nanostructures from a rich variety of pure and
doped inorganic materials that include elemental semiconductors (Si, Ge) [7, 11],
III-V semiconductors (GaN, GaAs, GaP, InP, InAs) [17{21], II-VI semiconductors
(ZnS, ZnSe, CdS, CdSe) [22{24]. Interested readers can refer to the experimen-
tal review by Lu and Lieber [5] for more details about the growth technique of
semiconductor nanowires.
1.1.3 Silicon Nanowires
Among various semiconductor nanowires, silicon nanowires (SiNWs) have been
the focus of recent studies due to the wide abundance, low cost, and high compat-
ibility to the well developed Si-based semiconductor industry. Due to the presence
of surface dangling bonds, the average coordination number of SiNWs is lower
than that of bulk Si. These surface dangling bonds make the surface atoms highly
reactive and induce surface reconstructions, which can minimize the Wul energy
in pristine SiNWs [25]. In experiment, the surface of SiNWs is usually passivated
5
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in order to saturate the surface dangling bonds and assure their chemical stability.
The surface passivation in SiNWs mainly originates from two factors: (a) the
thermal oxidation of Si, (b) the presence of hydrogen in the growth environment
during the synthesis. Compared to hydrogen passivation, passivation by oxidation
is more dicult to model in simulation as the thermal oxide is amorphous and a
large amount of atoms are required to describe the disordered phase. Therefore,
hydrogen passivation is usually adopted in most theoretical studies. This approach
can be justied by the fact that oxide layer can be removed after growth and
hydrogen passivation can be simply realized by etching the surface with HF. This
procedure is often performed in experiment in order to produce cleaner surface
structures [11, 26, 27].
The surface passivation is crucial for the electronic properties since the Si
dangling bonds form states in the bandgap which may lead to metallic SiNWs
[28]. About the thermal properties, however, previous theoretical study [29] has
shown that thermal conductance of SiNWs considering hydrogen passivation has
a maximum deviation of 3% at dierent temperature as compared to the pure
Si calculations. Therefore, leaving out the hydrogen in the empirical potential
calculations is justied, and this approach has been widely used in many theoretical
studies on thermal properties of nanostructures.
One of the most intriguing phenomena that arise in conned systems like
SiNWs is the well-known quantum connement, which is usually described by the
particle-in-a-box model in most quantum mechanics text books. The connement
eect can be simplied as an innite potential well where motions of particles
are restricted in the direction of the connement. In the presence of the innite
6
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potential well, the energies of the electron eigenstates are given by
En = h
2n22=(2md2); (1.1)
where m is the eective mass, and d is the width of the potential well. We can see
from Eq. (1.1) that quantum connement has a critical impact on semiconductors
because it directly aects their most important electronic property: the energy
band gap, especially for smaller d. First principles calculations [30, 31] with realistic
potential have shown that the band gap of SiNWs can be described as
Egap = E
bulk
gap + C=d
; (1.2)
where Ebulkgap is the band gap of bulk silicon, and C is a constant. The exponent 
for actual SiNWs deviates from the prediction of particle-in-a-box model ( = 2)
where innitely high barrier is considered, and depends on the diameter [30, 31].
This diameter dependence of band gap is indeed observed in experiment by using
scanning tunneling spectroscopy measurements [26]. Moreover, the band gap of
SiNWs is strongly anisotropic among dierent orientations [31{33]. For SiNWs of
comparable diameters, it follows the following order [34]
E[100]gap > E
[111]
gap  E[112]gap > E[110]gap ; (1.3)
where the band gap in [111] and [112] is close to each other [32, 33].
Although the band gap of SiNWs is highly anisotropic and also strongly de-
pends on the diameter, it is rather insensitive to the cross sectional shape. Ng et
al. [33] studied the eect of cross sectional shape on the band gap of SiNWs based
on density-functional theory (DFT) calculations. 13 SiNWs with dierent cross
sections are constructed by modifying [110] SiNWs with a diameter  1 nm. They
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found the band gap of these 13 SiNWs is almost constant, with insignicant vari-
ance within 0.09 eV. Later, Yao et al. [35] further demonstrated that SiNWs with
dierent cross sections can have the same band gap, provided that their surface-to-
volume ratio (SVR) is the same. They found the band gap of SiNWs with dierent
cross sectional shapes has a universal relation with SVR as
Egap = E
bulk
gap + aS; (1.4)
where a is an adjustable parameter, and S is the value of SVR in the unit of nm 1.
Bulk Si is not a good material for photonics applications due to its indirect
band gap. For the electronic band structure of bulk Si, its valence band (VB)
maximum is located at the   point, and its conduction band (CB) minimum is
located approximately 85% from   to X [35]. In order to conserve the momentum,
the indirect band gap requires the phonon to participate in the electronic transition,
which is harmful to the practical applications such as light-emitting diode (LED).
As the dimension of Si shrinks from bulk to nanoscale, quantum connement
eect induces modications to the electronic band structure, which increases the
energy of CB and decreases the energy of VB, resulting in the increase of the band
gap. Moreover, the modications of the energy caused by the quantum connement
is dierent for each point in the Brillouin zone, and depends on the eective mass
and orientation of the nanowire. The eective mass of electrons in bulk Si is higher
at   point than atX point. Therefore, it can be easily understood from the eective
mass theory that the energy of CB will be increased more at X point than at  
point [36]. For SiNWs with suciently small diameter, this dierence in energy
modications at dierent points in the Brillouin zone is suciently large to relocate
the CB minimum to   point, and causes the material to undergo a transition from
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the indirect to direct band gap. Detailed rst-principles calculations of the band
structure of SiNWs have shown that the critical size, at which this indirect to
direct transition takes place, depends on the orientation and surface structure of
SiNWs [36].
The direct band gap of SiNWs has inspired the use of SiNWs as optically
active materials for photonics applications. For instance, Guichard et al. [37] have
experimentally demonstrated the visible and near-infrared photoluminescence (PL)
in SiNWs at room temperature. In their experiment, SiNWs with average diame-
ter of 20 nm were etched and oxidized to passivate the nanowires. They found PL
emission blue shifted continuously with the decrease of nanowire diameter. Fur-
thermore, slowed oxidation was observed for small diameter SiNWs, which provides
a high degree of control over the emission wavelength. Their study has encouraged
the realization of a range of SiNW-based photonic devices using CMOS-compatible
fabrication methods.
In addition to the photonic applications, many other applications of SiNWs
have been demonstrated, ranging from high-performance eld-eect transistors
(FETs) [38], logic gates [39], nonvolatile memories [40], photovoltaics [41], to bi-
ological sensors [42, 43]. Moreover, giant piezoresistance eect [27] and enhanced
thermoelectric performance [44, 45] in SiNWs have also been reported. Interested
readers can refer to many review articles [46{48] for more information about the
applications of SiNWs.
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1.2 Thermoelectrics
1.2.1 Thermoelectric Eect and Application
The thermoelectric (TE) eect arises from the fact that when the charge carri-
ers in metals or semiconductors move inside the materials like gas molecules, they
are carrying charge as well as heat at the same time. When a temperature gradient
is applied to TE material, the mobile charge carriers will diuse from the hot side
to the cold side, which leads to the accumulation of charge carriers at the cold
side and a build-up electric voltage across the material. This eect is known as
Seebeck eect and is the basis for TE power generation. On the other hand, when
applying an electric voltage to TE material, the charge carries will be driven by
the electric voltage to one side of the material, therefore cooling the other side of
the material. This eect is know as Peltier eect and has been used for TE cooling.
Fig. 1.2 adapted from Ref. [49] shows the typical framework of a TE module for
both cooling and power generation. This TE module contains many TE couples
consisting of n-type and p-type TE elements that are connected electrically in se-
ries and thermally in parallel. Cooling or power generation can be realized in the
same device by applying external electric power supply or temperature gradient.
With the continuous decrease of fossil fuel supplies but increasing demand for
energy in the world, thermoelectrics has attracted signicant attention because it
can provide sustainable energy harvested from wasted heat. As the environmental
impact of global climate change due to the combustion of fossil fuel is becoming
increasingly alarming, TE module for power generation has the advantage of being
environmentally friendly. In addition, as TE module is solid-state device without
any moving parts, it is silent, reliable and scalable, which makes it ideal for small
10
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Figure 1.2: Thermoelectric module for both cooling and power genera-
tion. Adapted from Ref. [49].
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and distributed power generation.
1.2.2 Eciency and Challenge
The performance of TE materials can be characterized by the dimensionless
quantity known as thermoelectric gure of merit ZT dened as
ZT = S2T=; (1.5)
where S, , T , and  are, respectively, the Seebeck coecient, electrical con-
ductivity, absolute temperature, and thermal conductivity. For a TE device, the
maximum eciency  can be evaluated by the following equation [49]
 = c
p
1 + ZT   1p
1 + ZT + TC=TH
; (1.6)
where TC and TH are the temperature of the cold and hot side, respectively, T =
(TC + TH)=2 is the average temperature, and c = (TH   TC)=TH is the Carnot
eciency.
Because of the interrelationship between those quantities in Eq. (1.5), it has
been very challenging to enhance ZT of a conventional bulk material. For instance,
the Seebeck coecient of metals or degenerate semiconductors is given by [49]
S =
82k2B
3eh2
mT
 
3n
2=3
; (1.7)
where e is the charge of electron, n is the carrier concentration, and m is the
eective mass of the carrier. Therefore, materials with low carrier concentration
have large Seebeck coecient. On the other hand, the electrical conductivity is
proportional to the carrier concentration as
 = ne; (1.8)
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Figure 1.3: Thermoelectric properties versus carrier concentration.
Trends shown here are modeled from Bi2Te3 based on empirical data in Ref. [50].
The red solid line and blue solid line denote Seeback coecient and electric con-
ductivity, respectively. The green dashed line denotes power factor. Adapted from
Ref. [51].
where  is the carrier mobility.
Due the opposite trend of Seebeck coecient and electrical conductivity with
respect to carrier concentration, thermoelectric power factor (S2) of a material
has a maximum peak at some optimal carrier concentration, as shown in Fig. 1.3.
This peak depends on particular material system and typically occurs at carrier
concentration between 1019 and 1021 carriers per cm3, which falls in between com-
mon metals and heavily doped semiconductors [49]. A similar balance must be
considered for the eective mass because large eective mass can increase the See-
beck coecient, but at the same time decrease the carrier mobility, thus resulting
13
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in the decrease of electrical conductivity.
Other conicting factors in achieving high ZT include electric and thermal
conductivity. Thermal conductivity in TE materials stems from two contributions
 = e + l; (1.9)
where e denotes the electric contribution from charge carrier (electron or hole),
and e denotes the lattice contribution from phonon. Most of the electric term e
is directly related to electrical conductivity through the Wiedemann-Franz law
e = LT; (1.10)
where L is the Lorenz factor. Therefore, the increase of electrical conductivity can
induce the increase of electric contriubtion to thermal conductivity, which makes
it dicult to enhance ZT .
1.2.3 Recent Advance
While each property of ZT (S, , and ) can individually be changed by
several orders of magnitude, the interrelationships between these properties as
mentioned above have made it extremely challenging to enhance ZT > 1 in the
past ve decades until the recent decade. Fig. 1.4 adapted from Ref. [52] highlights
some of the signicant progresses in producing high ZT materials in recent years.
The signicant enhancement of ZT in various materials results from two dierent
strategies widely used in TE community. One is to develop the next generation
TE materials by using advanced novel bulk materials [53]. The basic idea is to
design novel bulk materials that contain heavy-ion species with large vibrational
amplitudes at partially lled structural sites, thereby providing eective phonon
scattering centers [54].
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Figure 1.4: Thermoelectric gure of merit ZT as a function of temper-
ature and year illustrating important milestones. Adapted from Ref. [52].
All references listed in this gure should be referred to Ref. [52].
The other widely used strategy is to use nanostructure materials. Nanostruc-
ture materials are quite dierent from their bulk counterparts in the sense that
their properties are usually size-dependent. For instance, Li et al. [55] measured
thermal conductivity of individual single crystalline SiNWs with dierent diame-
ters using a microfabricated suspended device. Fig. 1.5 shows their measurement
results over the temperature range from 20 to 320 K. They found thermal conduc-
tivity of SiNWs depends on the diameter remarkably and is more than two orders
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Figure 1.5: Measured thermal conductivity of individual SiNWs with
dierent diameters. Adapted from Ref. [55].
of magnitude lower than the bulk value.
Bulk Si is a poor TE material due to its high thermal conductivity ( 150
W/mK at room temperature), leading to ZT  0:01 at 300 K [56]. The huge
reduction of thermal conductivity in SiNWs has inspired the eort to develop high
ZT material based on Si. This idea has been demonstrated by Hochbaum and
Chen et al. [44] based on rough SiNWs. Due to the surface roughness introduced
by etching in the synthesis, as shown in Fig. 1.6 , thermal conductivity of rough
SiNWs is further reduced compared with single crystalline SiNWs, approaching the
16
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Figure 1.6: Measured thermal conductivity of rough SiNWs with dier-
ent diameters. Adapted from Ref. [44].
amorphous limit for Si [57] ( 1 W/mK). As shown in Fig. 1.7, their experimental
results demonstrate that by signicantly reducing thermal conductivity without
aecting too much the power factor, ZT of rough SiNWs can be largely enhanced
to about 1 at room temperature, which is about 2 order of magnitude enhancement
compared to bulk Si. The same idea has been independently demonstrated at the
same time by Boukai and Bunimovich et al. [45] with very thin SiNWs. Their
experimental results has shown that ZT  1 can be achieved with 20 nm wide
17
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Figure 1.7: Thermoelectric properties of rough SiNWs versus tempera-
ture. Adapted from Ref. [44].
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SiNWs at 200 K.
The signicant reduction of thermal conductivity in these studies result from
the enhanced surface scattering, either by etching the surface or reducing the di-
ameter of the nanowires, which is the incoherent mechanism to reduce thermal con-
ductivity. Very recently, the coherent mechanism to lower thermal conductivity by
modifying phonon band with periodic structures has attracted much attention. Yu
and Mitrovic et al. [58] have demonstrated this coherent mechanism through the
nanomesh structures. As shown in Fig. 1.8a, they introduce nanoscale meshs (NM)
in a periodic fashion to the Si thin lm. Three reference devices are fabricated for
comparison: nanowire array (NWA), thin lm (TF), and large feature-size mesh
produced by electron-beam lithography (EBM). They found thermal conductivity
of NM is the lowest, approaching the amorphous limit for Si, even lower than that
of NWA which has a higher surface-to-volume ratio. The low thermal conductivity
of NM is attributed to the Brillouin-zone folding introduced by the periodic NM
structure. As a result, the phonon bands are folded and considerably attened
when compared to bulk Si bands. Further study has demonstrated that thermo-
electric performance of such holey Si thin lm can be largely enhanced to ZT  0:4
at room temperature, by reducing the pitch of the hexagonal holey pattern down
to 55 nm with 35 % porosity [59].
The widely used commercial thermoelectric materials are bismuth-telluride
based semiconductors, with ZT  1 at room temperature. However, due to the
limited availability, it is quite dicult to scale bismuth-telluride to large-scale.
In addition, it is also expensive to fabricate nanostructures based on bismuth-
telluride. These drawbacks of bismuth-telluride based semiconductors greatly limit
their large-scale application in energy conversion. Silicon, on the other hand, is
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Figure 1.8: Device geometries and thermal conductivity measurements.
Thermal conductivity of nanomesh (NM) structure is compared with that of three
reference devices: nanowire array (NWA), thin lm (TF), and large feature-size
mesh produced by electron-beam lithography (EBM). Adapted from Ref. [58].
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the most abundant and widely used semiconductor, with a large industrial in-
frastructure for low-cost and high-yield production. A number of recent studies
[44, 45, 58, 59] have demonstrated the feasibility to develop high eciency ther-
moelectric devices based on Si. Moreover, all these recent advances have suggested
that low thermal conductivity is a dominant factor to achieve high ZT in these
Si based nanostructures. From this point of view, in order to further enhance
ZT , it is crucial and desirable to further reduce thermal conductivity of Si based
nanostructures through nanoscale engineering.
1.3 Thesis Outline
The rest part of this thesis is organized as follows:
In Chapter 2, we rst introduce molecular dynamics (MD) simulations that are
used in this study to calculate thermal conductivity of Si based nanostructures. We
then discuss our works on MD methodology in two aspects. One is the eect of heat
bath on calculated thermal properties in non-equilibrium MD simulation, and the
other is to improve the accuracy of thermal conductivity prediction based on Green-
Kubo formula in equilibrium MD simulation. Finally, the the basic principles of
lattice dynamics, which is used in this study to calculate the phonon eigen-modes
and explore the phonon localization eect in nanostructures, are briey introduced.
In Chapter 3, we demonstrate that thermal conductivity of SiNWs can be
eectively reduced by randomly doping Ge atoms. The composition dependence
of thermal conductivity in Si-Ge nanowires is explained in terms of localization
eect of phonon modes. In addition, thermal conductivity of Si/Ge superlattice
structured NWs with changeable period length is also studied. The dependence of
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thermal conductivity on the period length is explained by the overlap of phonon
power spectrum.
In Chapter 4, we propose to reduce thermal conductivity of SiNWs by intro-
ducing small hole at the center, i.e., construct silicon nanotube structures. Using
equilibrium MD simulation, thermal conductivity of SiNTs is calculated, which
shows remarkable reduction of thermal conductivity compared with SiNWs. The
physical mechanism responsible for the remarkable reduction is discussed based on
phonon mode analysis.
In Chapter 5, we discuss in core-shell NWs an intriguing oscillation eect in
heat current autocorrelation function, while the same eect is absent in pure sili-
con nanowires, nanotube structures and randomly doped nanowires. The physical
origin of this oscillation eect is uncovered through detailed characterizations of
the oscillation signal. Moreover, we further reveal a coherent mechanism to tune
thermal conductivity in core-shell NWs by utilizing this oscillation eect.
In Chapter 6, we study thermal conductivity of SiNWs with dierent cross
sectional geometries. We found a universal linear dependence of thermal conduc-
tivity on surface-to-volume ratio among dierent cross sectional geometries, when
the cross sectional area is greater than certain threshold. Moreover, the physical
mechanisms that cause the deviation from the universal linear relation for very
thin SiNWs below the threshold are also discussed.
Finally, we summarize this thesis and give the conclusions in Chapter 7.
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Simulation Methods
In this chapter, we rst introduce the basic principles of molecular dynam-
ics (MD) simulations, which are used in this study to investigate the thermal
properties of silicon based nanostructures. After introducing the force eld and
numerical integration algorithm used in our simulations, we present our works on
MD methodology in the following two aspects. One is the eect of heat bath on
calculated thermal properties in non-equilibrium MD simulations, and the other is
to improve the accuracy of thermal conductivity prediction based on Green-Kubo
formula in equilibrium MD simulations. Finally, we briey introduce the the basic
principles of lattice dynamics, which is used in this study to calculate the phonon
eigen-modes and explore the phonon localization eect in nanostructures.
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2.1 Brief Introduction to Molecular Dynamics
The physical properties of the matter are to be found in the structure and
motion of its constituent building blocks, and the dynamics is contained in the
solution to the many-body problem. The many-body problem originated from the
dynamics of the solar system, and its analytic solution turns out to be insoluble
for three or more bodies. Although it is quantum mechanics instead of classical
mechanics that describes the fundamental physics of condensed matter, the at-
tempt to numerically solve the Schrodinger equation for a system of many nuclei
and electrons is too formidable and not at all feasible in practice. Thus, one has
to resort to approximations.
Molecular dynamics (MD) simulation is an extremely powerful tool to handle
many-body problems at atomic level based on classical mechanics, which numer-
ically solves Newton's equation of motion for a many-body system. It has the
advantage of simulating realistic material with accurate many-body interatomic
interaction obtained from rst-principles calculations, which was not available but
simplied by the two-body potentials with analytical form in the earlier theoretical
model. The applications of MD simulation have covered a wide range of research
topics, such as liquids [60], defects [61], fatigue [62], surface [63, 64], clusters [65, 66],
biomolecules [67]. Therefore, MD simulation has become indispensable in today's
research of physical and material science.
The typical feature size that current rst-principle calculations, such as density-
functional theory (DFT), can be used to explore the thermal properties of nanos-
tructures is on the order of several nm [29, 68, 69]. With MD simulations, the
system size under study can be enlarged a lot. For instance, MD simulations of
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silicon nanowires with length up to m [70] and cross sectional area up to 806 nm2
[71] have been reported. Moreover, Markussen et al. [29] studied thermal proper-
ties of thin silicon nanowires with both DFT and classical calculations based on
Terso potential. They found calculation results of thermal conductance obtained
from DFT and Terso calculations agree within 10% [29].
The validity of the classical approximation can be evaluated based on the de
Broglie thermal wavelength [72] dened as
 =
s
2h2
mkBT
; (2.1)
where h is Planck's constant, m is the atom mass, kB is Boltzmann's constant, and
T is the temperature. The classical approximation is valid if  a, where a is the
nearest neighbor separation. Under this condition, the entire system can be treated
as the dilute gas model based on which the classical kinetic gas theory is formulated
[73]. In this case, each molecule can be considered as a classical particle with a well-
dened position and momentum. Moreover, dierent molecules are distinguishable
from each other [73]. Take the diamond structured silicon for instance, its lattice
constant is L0=5.43 A, and a=
p
3L0/4=2.35 A. The de Broglie thermal wavelength
at room temperature is =0.19 A, which is one order of magnitude smaller than
the nearest neighbor separation. Therefore, for the group IV semiconductors with
diamond structure considered in this study, such as silicon and germanium, the
classical approximation is appropriate above room temperature from the dilute
gas point of view. Furthermore, quantum eects become important for any system
when the temperature is suciently low. The drop of the heat capacity for crystals
below the Debye temperature is a well know example of measurable quantum eects
in solids. This is of particular importance in the study of thermal transport [74].
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In the context of thermal transport, MD simulation is a statistical mechanics
approach, which relates the microscopic behavior in a system with its thermody-
namics. According to statistical mechanics, physical quantities can be evaluated
by averaging over congurations distributed according to a certain statistical en-
semble. For the N -particle system, MD simulation calculates the trajectory in a
6N -dimensional phase space (3N positions and 3N momenta) at each instanta-
neous time. This trajectory obtained from MD simulation provides such a set of
congurations. To get the thermodynamic variables such as temperature, it relies
on the ergodicity hypothesis of statistical mechanics, which asserts that the phase
space can be fully recovered in the long time limit and the time average is equiva-
lent to the ensemble average. Therefore, thermodynamic variables of interest can
be obtained by the time average along the trajectory in MD simulation.
A typical procedure of MD simulation can be described by the following key
steps. To begin with, an appropriate force eld that can accurately describe the
interatomic interaction in the system of interest is required. The next step is to
construct the initial position and velocity of each atom in the system, and gen-
erate the list for the nearest neighbor interaction. Usually atoms are initially
located at their equilibrium positions and assigned with random velocity accord-
ing to Gaussian distribution. After that, one calculates the force applied to each
atom according to the force eld, numerically solves Newton's equation of motion,
and updates the position and velocity of each atom. This is the major step in
MD simulation, which involves many technical details such as boundary condi-
tions, numerical integration algorithm, and heat bath (reservoir) that can realize
the canonical ensemble. Finally, one calculates the ensemble average of the ther-
modynamic variables of interest with long enough simulation time.
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2.2 Stillinger-Weber Potential
In general, the potential energy for a N -particle system can be resolved into
contributions from one-body, two-body, three-body, etc., interaction as follows:
V (r1; r2; r3; :::; rN) =
X
i
v1(ri) +
X
i;j
i<j
v2(ri; rj)
+
X
i;j;k
i<j<k
v3(ri; rj; rk) + :::+ vN(r1; r2; :::; rN);
(2.2)
where vN denotes the N -body interaction, and ri denotes the position of atom i.
The one-body term normally describes the external force applied to the system,
which can be neglected for the isolated system. The higher order terms usually
contribute less to the total energy compared to the lower order terms. Stillinger-
Weber (SW) potential is a Keating type potential [75] and consists of the two-body
and three-body term dened as [76]
v2(ri; rj) = f2(rij=); (2.3)
v3(ri; rj; rk) = f3(ri=; rj=; rk=); (2.4)
where rij is the distance between atom i and j, and  and  denotes the energy
and length unit, respectively. These two units are determined in such a way that
 is chosen to give f2 depth -1, and  is chosen to make f2(2
1=6) vanish.
The reduced pair potential f2 reads
f2(r) =
8><>: A(Br
 p   r q) exp[(r   a) 1]; r < a
0; r  a
(2.5)
where a is the cuto distance above which interaction vanishes. The three-body
interaction f3 is dened as
f3(ri; rj; rk) = h(rij; rik; jik) + h(rji; rjk; ijk) + h(rki; rkj; ikj); (2.6)
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h(rij; rik; jik) =  exp[(rij   a) 1 + (rik   a) 1](cos jik + 1
3
)2; (2.7)
where jik is the angle between rj and rk subtended at vertex i. The ideal tetra-
hedral geometry is favored by the angle t = cos
 1( 1=3) in Eq. (2.7).
SW potential is widely used in MD simulation as it can accurately describe
elastic properties and thermal expansion coecients [76{79]. The parameter set
of SW potential for Si was devised by Stillinger and Weber in Ref. [76] as the
following
 = 50 kcal/mol;
 = 0:20951 nm;
A = 7:049556277;
B = 0:6022245584;
p = 4; q = 0; a = 1:80;
 = 21:0;  = 1:20:
(2.8)
The parameter set of SW potential for Ge was later developed by Ding et al.
in Ref. [80] as the following
 = 1:93 eV;
 = 0:2181 nm;
A = 7:049556277;
B = 0:6022245584;
p = 4; q = 0; a = 1:80;
 = 31:0;  = 1:20:
(2.9)
These two parameter sets are dierent in parameter , , and . To model the
Si-Ge bond, the length unit Si Ge is taken as the arithmetic average of individual
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Si and Ge parameters, while the energy unit Si Ge and Si Ge are taken as the
geometric average of individual Si and Ge parameters [81].
2.3 Velocity Verlet Algorithm
Velocity Verlet algorithm is one of the most popular numerical integration
algorithms. In mathematics, a numerical integration scheme is a symplectic inte-
grator if it conserves the two-form
P
j
dpj ^ dqj [82], where pj and qj denote the
momentum and position of particle j, respectively. Some of the widely used in-
tegration algorithms, such as Euler and Runge-Kutta scheme, are not symplectic
integrators. Velocity Verlet is mathematically a symplectic algorithm and thus is
ideal to handle the Hamiltonian mechanics where the total energy is conserved with
respect to time. This symplectic nature is extremely important in MD simulation
as the simulation is usually performed for a very long time in order to get a good
sampling of the phase space. The detailed derivation and error analysis of this
algorithm can be found in many textbooks for computational science [83]. Thus,
only key steps of this algorithm are listed here.
Suppose r(t), v(t), and a(t) is the position, velocity, and acceleration at time
t, respectively. V (r(t)) is the potential energy, m is the mass, and t is the time
step. To update these variables at time t + t, the Velocity Verlet algorithm is
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carried out in the following steps
r(t+t) = r(t) + v(t)t+ (1=2)a(t)t2; (2.10)
v(t+t=2) = v(t) + (1=2)a(t)t; (2.11)
a(t+t) =  (1=m)rV (r(t+t)); (2.12)
v(t+t) = v(t+t=2) + (1=2)a(t+t)t: (2.13)
2.4 Non-equilibrium Molecular Dynamics
2.4.1 Background
There are two dierent approaches in non-equilibrium molecular dynamics
(NEMD) simulations. One approach is to set up a temperature gradient across
the system by xing the two ends of the system at dierent temperature, and
then calculate the resultant heat ux running through the system in the non-
equilibrium steady state. In this approach, temperature of the two ends is xed
by putting the two ends in contact with heat bath, which induces additional force
to the particles in it and the dynamics of the whole system is governed by the
Hamiltonian. This approach is in analogy to real experimental measurement, and
is also known as direction method. More importantly, it is consistent with the
actual physical picture of heat conduction: the temperature gradient across the
system is the \cause" of heat conduction, and consequently the heat ux running
through the system is the \eect". Moreover, the way to x temperature with heat
bath, such as Langevin heat bath, is based on Brownian dynamics which is the well
known microscopic picture of the motions of the particles, and is also consistent
with the uctuation-dissipation theory [84]. The deciency of this approach is
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that it usually takes a long time simulation to obtain the constant heat ux in the
non-equilibrium steady state.
The other approach is to reverse the usual cause and eect picture. The
\eect", heat ux, is now imposed to the system, and the \cause", temperature
gradient, is obtained from simulations. In this approach, the constant heat ux
is articially introduced to the two ends of the system, by either exchanging the
velocity of the particles at two ends [85] or scaling the velocity of the particles at
two ends [86]. This approach has the advantage that the slowly converging quantity
heat ux is now known exactly and needs not to be calculated. As a result, the
total simulation time can be reduced as only the relatively fast converging quantity
temperature needs to be calculated in the simulation. However, the deciency of
this approach is obvious: it is not consistent with the actual physical picture of
heat conduction. Moreover, the heat ux is articially introduced and there is no
fundamental theoretical basis for it. As a result, the dynamics of the whole system
is not completely governed by the Hamiltonian.
Therefore, the rst approach in NEMD simulation is employed throughout
this thesis. Fig. 2.1 shows the schematic picture for NEMD simulation of silicon
nanowires (SiNWs). Here we set longitudinal direction along x axis, and atoms in
the same layers means they have the same x coordinate. Boundary condition (BC)
is imposed on the boundary layers (indicated by arrows in Fig. 2.1) at two ends
of SiNWs, either xed or free BC. Next to the boundary layers, several layers of
SiNWs are put in contact with the heat bath (inside the rectangular box in Fig.
2.1), which can reproduce the canonical ensemble (i.e., constant temperature).
To simulate the heat source and sink in real experiment, two heat bathes at high
temperature TH and low temperature TL are used. The local temperature is dened
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as
T =<
NX
i=1
mivi  vi > =(3NkB); (2.14)
whereN is the total number of atoms in the same layer, kB is Boltzmann's constant,
mi and vi is the mass and velocity (vector form) of atom i, respectively, and the
angular bracket denotes the ensemble average.
Figure 2.1: Schematic picture for NEMD simulation of SiNWs. The
longitudinal direction is set along x axis. The green arrows point the boundary
atoms. Atoms in red and blue boxes are put in contact with the heat bath at high
temperature TH and low temperature TL, respectively.
NEMD simulation is usually performed long enough to allow the system to
reach the non-equilibrium steady state where the temperature gradient is well
established (Fig. 2.2) and the heat current going through the system is time
independent. Thermal conductivity is calculated according to Fourier's law of
heat conduction
 =  JL=rT; (2.15)
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whererT is the temperature gradient that can be calculated from the linear t line
of temperature prole (Fig. 2.2), and JL is the heat current along the longitudinal
direction dened as the energy transported along the nanowire in unit time through
the unit cross sectional area [87].
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Figure 2.2: Temperature prole of SiNWs in NEMD simulation. The lon-
gitudinal direction is set along x axis. The hollow circle plots the local temperature
of each layer along the longitudinal direction, and the solid line is the linear t line
of the local temperature.
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2.4.2 Eect of Heat Bath
In NEMD simulations, heat bath is used to set up temperature gradient in the
system. There are two representative approaches used to control the temperature:
Nose-Hoover (NH) heat bath [88, 89] which is an example of deterministic heat
bath, and Langevin heat bath [90] which is an example of stochastic heat bath.
The evolution of the particles in thermal contact with NH heat bath can be ruled
by the equation as:
dqi
dt
=
@H
@pi
;
dpi
dt
=  @H
@qi
  pi; (2.16)
where H is the Hamiltonian of the system, pi and qi are the momentum and
coordinate of particle i, respectively, and  is an auxiliary variable modeling the
microscopic action of the heat bath. The dynamics of  is governed by the following
equation:
d
dt
=
1
 2
0@
P
i2S
pi  pi
3mkBTN
  1
1A ; (2.17)
where T and  are the aimed temperature and response time of heat bath, respec-
tively, m is the mass of the particle, and N is the total number of particles that
are in contact with heat bath.
With Langevin heat bath, the equation of motion can be described as
dpi
dt
=  @H
@qi
+    pi; (2.18)
where  is the dissipation rate, and  is the random force that follows Wiener pro-
cess with zero mean and variance 2mkBT according to the uctuation-dissipation
theorem.
In both schemes of heat bathes, there is a free parameter, namely  in NH
heat bath and  in Langevin heat bath, which controls the strength of the noise
34
Chapter 2. Simulation Methods
in heat bath. In this section, we take SiNWs as an example to study the im-
pact of heat bath on the calculated thermal properties of homogeneous materials.
Moreover, we extend our study to heterogeneous materials, such as Si/Ge NW
junctions, in which a rectication of heat current in dierent directions can be
studied. Velocity Verlet algorithm (Chap. 2.3) is used to numerically integrate
Newton's equation of motion. To derive the force term, SW potential (Chap. 2.2)
is used. The temperature of hot and cold heat bathes are set as 310 K and 290 K,
respectively. Simulations are performed long enough to allow the system to reach
a non-equilibrium steady state where the heat current going through the system
is time independent. All results given in this section are obtained by averaging
about 5 107 time steps, and each time step is set as 0.8 fs (1 fs = 10 15 s). Free
boundary condition is used to atoms on the outer surface of the nanowires, and
xed boundary condition is imposed on the boundary layers at two ends of the
nanowires. Thermal conductivity is calculated according to Eq. (2.15).
We rst study thermal conductivity of [100] SiNWs with a cross section of
3  3 unit cells (lattice constant is 0.543 nm, 8 atoms in each unit cell) and 10
unit cells in the longitudinal direction. It has been reported that due to the lack
of stability of the nanowire surfaces, it can lead to scattered computed results
[91]. In our calculations, at room temperature and with the small temperature
dierence between the two ends, the surface structure is stable, and the dierent
heat bath and the dierence in temperature prole have no impact on the stability
of nanowire surfaces.
In Fig. 2.3 we show the eect of the number of heat bath layers (NL) on the
thermal properties of SiNWs. Here =0.1 and =10 are used in NH heat bath and
Langevin heat bath, respectively. A linear temperature gradient is always observed
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Figure 2.3: Impacts of the number of heat bath layers (NL) on thermal
properties of SiNWs. a Temperature prole with dierent NL of Nose-Hoover
heat bath. b Temperature prole with dierent NL of Langevin heat bath. c Heat
current along the longitudinal direction JL versus NL. d Thermal conductivity 
versus NL.
in the interior, and the main dierence in temperature prole between dierent
heat bath types is the temperature jump between the heat bath layers and interior
layers. With only one layer of NH heat bath, there exists a large temperature jump
(TJ) between the heat bath layer and its neighboring layer (shown in Fig. 2.3a),
while the temperature jump is much smaller with one layer of Langevin heat bath
(shown in Fig. 2.3b).
This temperature jump can be explained by localized edge mode (LEM) of
phonons. With xed boundary condition, there exists edge mode localized at the
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neighboring layer next to the xed boundary [92]. This edge mode is actually a
quite generic feature of materials in thermal transport and essentially originated
from the specic geometrical conguration of the edge region [93], very similar
to the electronic and/or spin edge states [94{96]. It should be emphasized that
localization eect is a quite generic consequence of the broken of spatial periodicity
due to the imposed boundary condition in nite system. Therefore, LEM also exists
with other boundary conditions in nite system (e.g., free or periodic) [92].
Due to the localization, LEM contributes little to heat transport. If heat
bath is applied to this region, LEM will be excited and localized at this region,
while other modes can propagate and contribute to the heat transport. We can see
from Eq. (2.20) and (2.17) that in order to maintain a constant temperature, the
mechanism of NH heat bath is to introduce a viscosity force which is proportional
to the velocity, and the proportionality is determined from the velocities of all the
particles. Due to this deterministic characteristic of NH heat bath, once LEM is
excited, it will accumulate at the heat bath layer over time, because LEMs have
a larger amplitude than other modes and account for a large percentage of the
total modes [92]. As a result, although the heat bath can maintain a constant
temperature, the major contribution comes from LEM which cannot be utilized in
heat transport. Therefore, there exists a large TJ when there is only one layer of
NH heat bath. With the number of heat bath layer increasing, TJ will be reduced
as shown in Fig. 2.3a. This is because of the exponential decay feature of LEM
over distance. With multiple layers of heat bath which are away from the localized
region, other modes can be excited and dominate in heat transport. Therefore,
the localized eect on the thermal transport is suppressed. The reduction in TJ
leads to large increase in JL from NL=1 to NL=2 as shown in Fig. 2.3c. Further
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increase of heat bath layers cannot eventually eliminate TJ. The small retained TJ
is due to the thermal interface resistance between heat bath and rest parts.
With Langevin heat bath, the accumulation eect of LEM can be removed
automatically, resulting in a small TJ even with one layer of heat bath as shown
in Fig. 2.3b. In addition, when NL increases, JL converges to a constant value
much faster than the case with NH heat bath. The reason is that with Langevin
heat bath, each mode can be excited randomly at every time step due to the
stochastic characteristic of Langevin heat bath, which can eectively suppress the
accumulation of LEM over time.
The large TJ induced by LEM can be further understood by looking at the
autocorrelation function of velocity. Fig. 2.4 plots the normalized autocorrelation
function of velocity of atoms in the middle of NWs with the same parameters used
in Fig. 2.3a and 2.3b. With one layer of NH heat bath, since it mainly utilizes
LEM to maintain the constant temperature, there exists obviously nonvanishing
correlation in the long-time region. This articial correlation is the direct evidence
of the existence and accumulation eect of LEM mentioned above, which leads to
the large TJ. With multiple layers of NH, the articial correlation vanishes because
all the modes can contribute to the thermal transport, thus a much smaller TJ.
Moreover, due to the stochastic characteristic of Langevin heat bath, the articial
correlation does not exist, regardless of the number of heat bath layers applied.
It is worth mentioning that we have also checked the temperature jump in
other popularly used deterministic heat bath, such as the Berendsen heat bath
[97]. It is a velocity-scaling type heat bath, with the scaling factor [97]:
 =

1 +
t
T

T0
T
  1
1=2
; (2.19)
38
Chapter 2. Simulation Methods
0.0 0.2 0.4 0.6 0.8
-0.6
-0.4
-0.2
0.0
0.2
0.4
0.6
0.8
1.0
 Nose-Hoover, NL=1
 Nose-Hoover, NL=3
 Langevin, NL=1
 Langevin, NL=3
 
 
Time (ps)
Co
r(t
)/C
o
r(0
)
Figure 2.4: Normalized autocorrelation function of velocity in dierent
heat bathes. Except for the solid line, the other three lines almost overlap with
each other.
where t is the time step, T is the relaxation time, T0 and T are the aimed
temperature and instantaneous temperature, respectively. The relaxation time T
should be properly chosen to avoid unrealistically low temperature uctuations
with small T , and the inactive sampling with large T (e.g., T ! 1) [98]. Based
on such considerations, we set T = t  104 (8 ps) in our study. As shown in
Fig. 2.5, with Berendsen heat bath, the NW fails to reach the aimed temperature
(310 K and 290 K) at two ends. More seriously, large temperature jump persists
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Figure 2.5: Temperature prole with dierent number of layers (NL) of
Berendsen heat bath.
regardless of the number of heat bath layers applied. This even poorer performance
of Berendsen heat bath is an expected consequence of its inability to reproduce
canonical ensemble, because of the articial velocity-scaling scheme [98], which
has been reported to cause artifacts in various studies [99{102]. Therefore, in the
following part, we mainly concentrate on the parameter eect of both NH and
Langevin heat bath.
From the calculated heat current and temperature gradient, we can obtain the
thermal conductivity. From Fig. 2.3d, it is obvious that with Langevin heat bath,
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one can obtain a consistent result regardless of the number of heat bath layers
applied. However, due to the existence of LEM and the deterministic nature of
NH heat bath, multiple heat bath layers are required in order to get a consistent
result. In both NH and Langevin heat bath, the calculated thermal conductivity
converges to a constant when NL 3. However, the converged values of thermal
conductivity are dierent in these two heat bathes. Moreover, there is a free heat
bath parameter (=) which eectively controls the strength of noise (response
time of NH heat bath/dissipate rate of Langevin heat bath). Since we x the heat
bath parameter in the rst part of this study, to what extent can the choice of
free parameter in dierent heat bath inuence the calculated thermal properties
are yet not clear. In the following part, we x the heat bath temperature at 310
K and 290 K, and tune the heat bath parameters to study their impacts on heat
current, temperature prole and thermal conductivity.
Next we set NL=3 for both NH and Langevin heat bath. In Fig. 2.6 we
plot the impacts of heat bath parameter on the calculated thermal properties of
SiNWs. For NH heat bath,  cannot be too small (e.g., =0.01 in Fig. 2.6a) since
it produces a wrong temperature prole in this case, although the heat bath still
can reach the aimed temperature and a temperature gradient can be established
in the middle region. With the increase of  from 0.01, the temperature gradient
in the middle region is almost the same, but the mean temperature decreases until
=0.2. This results in a decrease in heat current when  < 0:2. Particularly when
=0.04, TJ at the left boundary is nearly zero, while TJ at the right boundary
is about 5 K. This should be a numerical artifact because TJ has its physical
origin from the thermal interface resistance between heat bath and the middle
region, thus cannot be eliminated by tuning parameter. With further increase
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Figure 2.6: Impacts of heat bath parameter on thermal properties of
SiNWs. The nanowire has a xed cross section of 3  3 unit cells. In the
longitudinal direction, it has a xed length of 10 unit cells with 3 layers of heat bath
at each end. a Temperature prole with parameter  of Nose-Hoover heat bath.
b Temperature prole with parameter  of Langevin heat bath. c Heat current
JL versus = for Nose-Hoover/Langevin heat bath. d Thermal conductivity 
versus = for Nose-Hoover/Langevin heat bath. Here 0:05    1000, and
0:1    400.
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of  (0:2 <  < 300), temperature prole becomes correct and stable: both JL
and temperature gradient become insensitive to  , thus the calculated thermal
conductivity in Fig. 2.6d is almost a constant with small uctuation. Next, when
 > 300, temperature gradient becomes smaller and JL decreases quickly. This is
because in the large  range, the distribution of  values becomes a -function [90].
As a result, it would require longer simulation times in order to ensure the decay of
correlations. This causes the heat bath cannot reach the aimed temperature due
to the limited simulation time, also a smaller temperature gradient. Therefore,
from the consideration of a practical computational time, one should not choose
too large  .
For Langevin heat bath, in the weak coupling limit  ! 0 (e.g.,  = 0:1 in
Fig. 2.6b), the heat bath cannot reach the aimed temperature. However, in the
strong coupling limit (e.g.,  = 500 in Fig. 2.6b), although the heat bathes can
reach the aimed temperature, large TJ is observed at the boundary. In both cases,
small temperature gradient is generated, which induces a small heat current. In
the middle range of , a temperature prole with correct heat bath temperature
and small TJ can be established. This causes JL and thermal conductivity rst
increase then decrease with the increase of  as shown in Fig. 2.6c and 2.6d. All
these are consistent with the results obtained from Fermi-Pasta-Ulam (FPU) chain
in Ref. [90].
The parameter  in Langevin heat bath has the physical meaning of dissipate
rate, which characterizes the damping coecient of the surrounding environment in
the heat bath. Therefore, the variation of  is essentially changing the surrounding
environment in the heat bath, which leads to the variation of contact resistance
at the interface between the heat bath and central segment. This is illustrated
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by the variation of temperature gradient and heat ux with respect to  shown
in Fig. 2.6. From experimental point of view, one should choose a material with
high thermal conductivity as the contact so that a notable heat current can be
detected. Similarly, the choice of parameter  should be selected in order to: (a)
maximize the heat current so that obvious temperature gradient can be established
to minimize the error in the calculation of temperature gradient; (b) the heat bath
region should reach the aimed temperature. Based on these considerations, we
suggest parameter region 2    10 for Langevin heat bath and 1    100 for
NH heat bath.
Heterogeneous materials such as carbon nanotube based [87] and graphene
based [103] nanojunctions are promising candidates for thermal rectier applica-
tion. In these systems, it is problematic to dene thermal conductivity according
to Fourier's law, due to the large temperature jump at the interface of two dierent
materials. Instead, because of the asymmetry of the heterogeneous materials, peo-
ple are more interested in the rectication eect of heat current in such materials
[104], namely the dierence between the heat current in dierent directions. In
the following part, we extend our study to heterogeneous materials and discuss the
eect of heat bath parameter on the heat current rectication.
We use Si/Ge nanojunction as an example. It has a xed cross section of 3 
3 unit cells, 5 unit cells of Si and 5 unit cells of Ge in the longitudinal direction.
Three layers of heat bath are applied at each end, with heat bath temperature
set at 310 K and 290 K. Here we dene J+ (J ) to be the heat current of non-
equilibrium steady state when Si (Ge) end is attached to the high temperature
heat bath. We dene the rectication ratio to be:
RE = (J+   J )=J : (2.20)
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Figures 2.7a and 2.7b show the dependence of heat current on heat bath
parameters. It has been checked that temperature proles are all correct with
these parameters for both NH and Langevin heat bath. With NH heat bath, J+
and J  have the distinct dependence on  . In the small  limit, J+ is much larger
than J . With the increase of  , J+ drops rapidly and nally converges to a small
value, while J  rst increases, then decreases, and nally converges to a value
which is slightly larger than J+. As a result, there exists a large value of RE in
the small  limit as shown in Fig. 2.7c. Moreover, RE changes from positive to
negative when 0:05    100. Thus NH heat bath fails to give a consistent result.
On the contrary, with Langevin heat bath, Fig. 2.7b shows the same depen-
dence on  for both J+ and J , and there is only a small dierence between them.
This results a small value of RE (5% by maximum) as shown in Fig. 2.7c for
Langevin heat bath. More importantly, Langevin heat bath can produce a consis-
tent result (RE < 0) that J  is always larger than J+, regardless of the heat bath
parameter . Si-Ge nanowire is a mass graded nanojunction. The results calcu-
lated with Langevin heat bath and NH heat bath with large  ( > 1) suggest
that the heat current runs preferentially along the direction of decreasing mass.
This conclusion is consistent with experimental result by Chang et al. [105]. In
Ref. [105], they demonstrated the thermal rectication eect in carbon and boron
nitride nanotubes that were inhomogeneously mass-loaded with heavy molecules.
A larger heat ow was observed when heavy-mass end is at higher temperature,
and maximum thermal rectication is only 7%. Moreover, Landry and McGaughey
[106] theoretically studied thermal bounary resistance of Si/Ge interface at 500 K
and no thermal rectication was observed in their study. Therefore, the signicant
rectication predicted by NH heat bath with small  might be articial.
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2.4.3 Summary
In conclusion, we have studied the impacts of heat bath on calculated thermal
properties of nanostructures in non-equilibrium molecular dynamics simulations.
Due to the existence of localized edge modes and their accumulation eect induced
by the deterministic characteristic of Nose-Hoover heat bath, multiple layers of
Nose-Hoover heat bath are required in order to reduce the temperature jump at
the boundary. Even with one layer of Langevin heat bath, it can eliminate the
accumulation of localized edge modes due to its stochastic excitation of all modes,
giving rise to a small temperature jump at the boundary. In addition, in order to
obtain the correct temperature prole, intermediate values of heat bath parameter,
1    100 for Nose-Hoover heat bath and 2    10 for Langevin heat
bath, are recommended. Moreover, for the study of heat current rectication
in heterogeneous materials, Langevin heat bath is recommended because it can
produce consistent results with experiment, regardless of the heat bath parameter.
2.5 Equilibrium Molecular Dynamics
2.5.1 Green-Kubo Formula
Equilibrium molecular dynamics (EMD) simulation is based on the Green-
kubo formula (GKF) derived from the uctuation-dissipation theorem [84] and
linear response theory, which relates thermal conductivity with heat current au-
tocorrelation function (HCACF) [107{109]. In GKF, the entire dynamics of the
systems is expressed through the time correlation function in thermal equilibrium,
which invokes little assumption about the physical property of the material. Thus,
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EMD simulation has been applied to study thermal properties of various materials
[110{114].
Several derivations of GKF exist in literature [115]. Here we follow the deriva-
tion by Kubo et al. in Ref. [116], with emphasis on some essential steps. There
is also a Kubo formula for electrons [108], which relates electrical conductivity
to the electrical current autocorrelation function. For the electrical case, there is
a mechanical disturbance term [116] in the Hamiltonian, which describes the en-
ergy perturbation due to the applied external electrical eld, and the derivation
of electrical Kubo formula follows the standard perturbation theory. For the ther-
mal case, however, the derivation of GKF is less straightforward but relies on the
statistical hypothesis of local thermal equilibrium, which can be described by the
local space-dependent temperature T (r) = [kB(r)]
 1.
Consider a system with Hamiltonian H and volume V at temperature T (r)
subjected to a small thermal disturbance T (r). The local thermal equilibrium
holds and can be described by the local equilibrum density matrix
 = exp[ 
Z
d3r (r)h(r)]=Z; (2.21)
where Z is the partition function, and h(r) is the Hamiltonian density operator
related to the Hamiltonian as H =
R
d3r h(r). Similarly, we dene the heat current
density operator s(r) as
S =
Z
d3r s(r); (2.22)
where S is the total heat current operator. Due to the energy conservation, these
two density operators are related through
@h(r)
@t
+r  s(r) = 0: (2.23)
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Without T (r), the system is in thermal equilibrium so that T (r) = T0 =
[kB0]
 1 is a constant, and there is no net heat current (J = Tr[0S] = 0). After
applying the small thermal disturbance, the density matrix becomes
 = exp[ (H +H 0)]=Z; (2.24)
where H 0 is the small perturbation to the Hamiltonian caused by the thermal
disturbance. There is a fundamental equality in quantum mechanics for any two
operators a^ and b^ such that [116]
e(a^+b^) = ea^(1 +
Z 
0
d e a^b^e(a^+b^)); (2.25)
where  is a phase space variable. With this equality, the numerator of density
matrix in Eq. (2.24) can be approximated to the rst order as
e (H+H
0) = e H(1 
Z 
0
d eHH 0e H): (2.26)
The small perturbation to the Hamiltonian can be expressed as
H 0 =
1
T
Z
d3r T (r)h(r)
=   1
T
Z
dt
Z
d3r T (r)r  s(r)
=
1
T
Z
dt
Z
d3rrT (r)  s(r)
=
1
T
Z
dtrT  S;
(2.27)
where we have used the integrated form of Eq. (2.23), performed an integration
by part, and assumed the temperature gradient to be a spatial constant.
With the small thermal disturbance, the net heat current becomes
J = Tr[S] =   1
TV
Z 1
0
dt
Z 
0
d < eH(rT  S(0))e HS(t) >; (2.28)
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where the angular bracket denotes the ensemble average. According to the Fourier's
law
 =   JrT ; (2.29)
where  and  are two Cartesian indices, thermal conductivity can be written in
the tensor form as
 = lim
!1
lim
V!1
1
TV
Z 
0
dt
Z 
0
d < eHS(t
0)e HS(t00) >
= lim
!1
lim
V!1
1
TV
Z 
0
dt
Z 
0
d < eHS(0)e
 HS(t) >
= lim
!1
lim
V!1
1
TV
Z 
0
dt
Z 
0
d < S( ih)S(t) >;
(2.30)
where we have assumed that in the steady state HCACF in Eq. (2.30) only depends
on the time dierence (t = t00   t0), and used the time dependence of operator in
Heisenberg picture: a^(t) = ei
H
h
ta^(0)e i
H
h
t. Notice that the order of the limits in
Eq. (2.30) is important: the volume limit V !1 must be taken rst, followed by
the time limit  ! 1 [117]. For the sake of simplicity, we will omit the limits in
Eq. (2.30) and put the time limit to innity in the following discussions.
In the classical limit h! 0, Eq. (2.30) can be further simplied to
 =
1
TV
Z 1
0
dt
Z 
0
d < S(0)S(t) >
=
1
kBT 2V
Z 1
0
dt < S(0)S(t) > :
(2.31)
For bulk materials with cubic symmetry, thermal conductivity is usually expressed
in scalar form as
 =
1
3kBT 2V
Z 1
0
dt < S(0)  S(t) >; (2.32)
in which thermal conductivity is averaged over three diagonal terms. For low-
dimensional materials without cubic symmetry, such as nanowire and nanotube,
thermal conductivity should be calculated according to Eq. (2.31).
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2.5.2 Overview of Dierent Implementations
The main diculty to implement GKF in practical calculations arises from
how to carry out the integral in Eq. (2.31) and Eq. (2.32) up to innity. In this
section, we review existing dierent implementations of GKF in literature. Most
of them can be categorized into two types: one is the time-domain approach, and
the other is the frequency-domain approach.
The time-domain approach is to handle GKF in time-domain. The simplest
way is the direct integration method [118] which replaces the integral with sum-
mation and numerically records HCACF in time-domain as
Cor(t) =< S(0)S(t) >
=
1
N  m
N mX
n=0
[S(nt0)S((n+m)t0)];
(2.33)
where t0 is the time step, N is the total number of time steps in EMD simulations,
and m = t=t0 is the integer number for time t. In this method, the innite integral
in GKF is replaced by a summation up to a nite cut-o time c
 =
t0
kBT 2V
cX
t=0
Cor(t); (2.34)
In addition to direct integration, several alternatives have also been proposed by
making use of certain statistical properties of HCACF. For instance, the single
exponential function was rst used to t HCACF [110]
Cor(t) = ge t=0 ; (2.35)
and thermal conductivity is obtained by analytically calculating the innite integral
in GKF
 =
g0
kBT 2V
: (2.36)
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Later, Che et al. [111] found that in contrary to a single expoenntial decay, HCACF
generally rst decreases very fast at the beginning, and then decreases much slower
in the long-time tail. To take into account this two-stage decaying characteristic
of HCACF, Che et al. proposed to t HCACF based on the double exponential
function, and then calculate thermal conductivity based on the tting parameters
as [111]
Cor(t) = Aoe
 t=o + Aae t=a ; (2.37)
 =
Aoo + Aaa
kBT 2V
: (2.38)
The frequency-domain approach is an indirect way to handle GKF in frequency-
domain by using Fourier transform and Wiener-Khinchin theorem. From mathe-
matical point of view, one can consider GKF in Eq. (2.32) as the Fourier transform
of HCACF, and thus can further dene spectral thermal conductivity as
(!) =
1
3kBT 2V
Z 1
0
dt < S(0)  S(t) > ei!t; (2.39)
in which the conventional thermal conductivity can be regarded as the spectral
thermal conductivity in the static limit ! ! 0. Similarly, spectral heat current
can be dened as
S(!) =
Z 1
0
dt S(t)ei!t: (2.40)
Wiener-Khinchin theorem [119] asserts that in a stationary random process, the
power spectral density is the Fourier transform of the corresponding autocorrelation
function. Thus according to Wiener-Khinchin theorem, the heat current power
spectral density can be written as
jS(!)j2 =
Z 1
0
dt < S(0)  S(t) > ei!t: (2.41)
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Therefore, thermal conductivity can be calculated from the spectral density of heat
current as [112]
 = (!)j!=0
=
1
3kBT 2V
jS(!)j2j!=0:
(2.42)
Strictly speaking, thermal conductivity can only be obtained from this method
in the static limit ! ! 0, which is in practice infeasible due to the nite time
simulation. Therefore, the static limit is simply approximated by extrapolating
the high frequency data to zero frequency [112]. Later, this spectral method was
improved by Volz et al. [113] with the assumption of single exponential decay of
HCACF in Eq. (2.35). Based on this assumption, the spectral thermal conductivity
is then tted at high frequency according to [113]
(!) =
(0)
1 + i!0
; (2.43)
where (0) and 0 are two tting parameters, corresponding to the static thermal
conductivity and single exponential decay constant, respectively. In this method,
the static thermal conductivity is obtained as the tting parameter, thus no ex-
trapolation is involved.
2.5.3 Improvement of Accuracy
In principle, the integral time in GKF should be innitely long [108, 109]
which is computationally infeasible. For any nite time simulation, the accuracy
of HCACF calculated from Eq. (2.33) is limited by the total simulation time, which
corresponds to the maximum ensemble average of the correlation function at t=0.
HCACF becomes less accurate over time because of the smaller ensemble average
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one can get from a nite time simulation. Therefore, numerical error (noise) is
inevitably introduced into the calculation, and eventually can contaminate HCACF
when it decays to a small value. Consequently, HCACF is only reliable up to a nite
time (cut-o time c). Thus, thermal conductivity can only be calculated from the
truncated HCACF, which introduces the ambiguity and has caused controversial
results in literatures [110, 111, 113, 118, 120, 121]. For instance, Che et al. [111]
used a double exponential function to t HCACF and their calculation result of
thermal conductivity of diamond crystal was 60% lower than the experimental
value at room temperature. They attributed this discrepancy to the accuracy of the
empirical force eld used in their simulations [111]. Schelling et al. [118] compared
exponential tting with direct integration and argued that the exponential ttings
gives rise to an underestimated value of thermal conductivity.
In this section, we discuss how to improve the accuracy of thermal conduc-
tivity calculations based on GKF with the time-domain approach in EMD simula-
tions. We propose a quantitative method to accurately determine the cut-o time
of HCACF. Moreover, we suggest a correction to the double-exponential-tting
method based on physical argument. Using crystalline silicon and germanium as
examples, we demonstrate that our proposed methods can give rise to the compu-
tation values of thermal conductivity in an excellent agreement with experimental
ones.
In our simulations, we restrict ourselves to the high temperature regime where
quantum eect can be neglected and classical MD simulation is expected to be
highly valid [74]. SW potential (Chap. 2.2) is used to derive the force term.
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According to Hardy's formulation [122], heat current can be dened as [118]
S =
X
i
vi"i +
1
2
X
i;j
i 6=j
rij(Fij  vi) + 1
6
X
i;j;k
i6=j;j 6=k
(rij + rik)(Fijk  vi); (2.44)
where vi and "i are the velocity and total energy of atom i, respectively, and Fij
and Fijk denote the 2-body and 3-body force, respectively. The rst term on the
right-hand side of Eq. (2.44) describes the heat convection typically occurring in
uids, while the rest terms describe the heat conduction between the atoms, which
is dominant part in solids [113]. Therefore, heat current can be simplied as [113]
S =
1
2
X
i;j
i 6=j
rij(Fij  vi) + 1
6
X
i;j;k
i 6=j;j 6=k
(rij + rik)(Fijk  vi); (2.45)
which is computationally more ecient as the calculation of energy is not required.
Zero net momentum for the whole system is implicitly required in our simu-
lations [111]. Numerically, velocity Verlet algorithm (Chap. 2.3) is employed to
integrate Newton's equations of motion, and each MD step is set as 0.8 fs. A
cubic super cell of N N N unit cells is used, and periodic boundary conditions
are applied to the super cell in all three directions. For each realization, all the
atoms are initially placed at their equilibrium positions but have a random velocity
according to Gaussian distribution. Canonical ensemble MD with Langevin heat
reservoir rst runs for 105 steps to equilibrate the whole system at 1000 K (Debye
temperature of Si is 658 K [123]). Then micro-canonical ensemble MD runs for
another 2 106 steps and heat current is collected at each step.
To explicitly check the eect of heat current denitions for SW silicon, we
calculate HCACF based on heat current dened in Eq. (2.44) and Eq. (2.45)
using the same computational code. Fig. 2.8 shows four realizations of HCACF
in a 4  4  4 super cell at 1000 K. The red solid line and blue dashed line draw
55
Chapter 2. Simulation Methods
1E-3 0.01 0.1 1 10 100
0.0
0.2
0.4
0.6
0.8
1.0
1E-3 0.01 0.1 1 10 100
0.0
0.2
0.4
0.6
0.8
1.0
1E-3 0.01 0.1 1 10 100
0.0
0.2
0.4
0.6
0.8
1.0
1E-3 0.01 0.1 1 10 100
0.0
0.2
0.4
0.6
0.8
1.0
 Eq. (2.44)
 Eq. (2.45)
 
 
Co
r(t
)/C
o
r(0
)
Time (ps)
a
 Eq. (2.44)
 Eq. (2.45)
 
 
Co
r(t
)/C
o
r(0
)
Time (ps)
b
 Eq. (2.44)
 Eq. (2.45)
 
 
Time (ps)
Co
r(t
)/C
o
r(0
)
c
 Eq. (2.44)
 Eq. (2.45)
 
 
Time (ps)
Co
r(t
)/C
o
r(0
)
d
Figure 2.8: Time dependence of normalized heat current autocorrelation
function based on dierent denitions of heat current. Here we show four
realizations of HCACF in a 444 super cell at 1000 K. The red solid line and blue
dashed line draw calculation results based on heat current dened in Eq. (2.44)
and Eq. (2.45), respectively. The black line draws the zero-axis for reference.
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calculation results based on heat current dened in Eq. (2.44) and Eq. (2.45),
respectively. It can be seen from this gure that these two curves almost overlap
with each other, suggesting that the convection term in Eq. (2.44) can be omitted
in the EMD simulation of SW silicon.
In the rest part of this chapter, the denition of heat current in Eq. (2.44)
is used in the EMD simulation, consistent with a previous theoretical study [118].
Thermal conductivity is calculated from direct integration method according to Eq.
(2.33) and Eq. (2.34). In the following part, thermal conductivity calculated from
direct integration up to dierent cut-o time is referred as \accumulative thermal
conductivity a". The nal result is averaged over 8 realizations with dierent
initial conditions. We have calculated even more realizations and nd that good
convergence already can be obtained with 8 realizations.
Fig. 2.9a and 2.9d show the time dependence (0-400 ps) of the normalized
HCACF for two typical realizations in a 4  4  4 super cell (other realizations
are similar). In all the realizations, HCACF has a very rapid decay at the be-
ginning, followed by a long tail which has a much slower decay. This two-stage
decaying characteristic of HCACF has been found in the study of various materials
[111, 114, 118, 121]. The rapid decay corresponds to the contribution from short
wavelength phonons to thermal conductivity, while the slower decay corresponds
to the contribution from long wavelength phonons, which is the dominating part
in thermal conductivity [111, 121]. Moreover, it is shown in Fig. 2.9 that HCACF
decays to approximately zero at a time much shorter than the total simulation
time of 1.6 ns. It has also been checked that even for the largest super cell size
N=12 considered in our study, the HCACF still can be well relaxed within 1.6 ns,
which means the total simulation time of 1.6 ns is adequate for the present study.
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Figure 2.9: Time dependence of normalized heat current autocorrelation
function Cor(t)=Cor(0) (red line), relative uctuation of Cor(t) (violet
line), and accumulative thermal conductivity a (blue line) for two typ-
ical realizations in a 4 4 4 super cell. A total time of 400 ps is plotted
in the log-scale. Insets in b and e show the time dependence of the mean value
of the normalized HCACF (purple line). The green and black arrows pinpoint the
cut-o time estimated by rst avalanche and rst dip, respectively. The black line
draws the zero-axis for reference.
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Therefore, the following part of this section will be focused on how to improve
the accuracy of EMD calculations of thermal conductivity for a given nite total
simulation time.
In order to get a quantitative description of the numerical error, we dene the
relative uctuation of HCACF as
F (t) =
 (Cor(t))E(Cor(t))
 ; (2.46)
where  and E denote the standard deviation and mean value of HCACF in the
time interval (t, t + ), respectively. In Fig. 2.9b and 2.9e we plot F (t) for the
above-mentioned two typical realizations.  is chosen as 0.8 ps (103 time steps),
and it has been veried that our estimation of c is insensitive to . As shown in
Fig. 2.9b and 2.9e, before a critical time, the relative uctuation of HCACF F (t)
maintains a small value (e.g., less than 1) and does not change signicantly. This
indicates that HCACF is still reliable as it shows no large uctuation. After the
critical time, F (t) suddenly jumps to a large value, and changes value drastically
over time, which is a typical signature of the random noise. This indicates that
HCACF has been contaminated and dominated by computational error, and thus
is no longer reliable. In our study, we dene this critical time (when F (t) becomes
larger than one) as the cut-o time, as marked by the green arrow in Fig. 2.9.
We refer this method to estimate c as \rst avalanche" (FA) in this study. The
essence of FA is to only take into account those contributions from HCACF which
is before c and discard the rest part of HCACF as noise. It is worth mentioning
that the tiny but non-zero noise can accumulate over time and change the value of
accumulative thermal conductivity dramatically as shown in Fig. 2.9c and 2.9f.
There are some factors which lead to the variation of the cut-o time. For
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dierent realizations with the same super cell size, dierent initial conditions rep-
resent dierent samples of a thermodynamic ensemble, and they are not exactly
equivalent to each other in a nite time simulation. This leads to a uctuation of
cut-o time with respect to dierent realizations as shown in Fig. 2.9. Moreover, in
a larger super cell which contains longer wavelength phonon modes, HCACF decays
slower than in a smaller super cell, thus increasing the cut-o time correspondingly.
Therefore, simply selecting a unique cut-o time for dierent realizations and dif-
ferent super cell size can lead to suspicious value of thermal conductivity with quite
large error bar [118].
In order to suppress the uctuation in the calculation of thermal conductiv-
ity, we propose to search for the cut-o time and its corresponding accumulative
thermal conductivity on a case-by-case basis, for both dierent realizations and
dierent super cell size. Fig. 2.10a shows the calculation results for thermal con-
ductivity of the crystalline silicon using the direct integration method with case-
by-case based FA calculations. Due to the periodic boundary condition, nite size
eect exists in the calculated thermal conductivity when simulation domain is small
[111, 118]. In our simulations, the thermal conductivity of Si crystal saturates to
about 31 W/mK (see Tab. 2.1) when the super cell size N  10 unit cells. This
saturated value is in excellent agreement with experimental result of 31.0 W/mK
from Ref. [124, 125] at the same temperature. Moreover, a much smaller error bar
is obtained in our study compared with those shown in literature [111, 118].
It is worth pointing out that there are other methods to obtain the cut-o
time, such as the rst dip (FD) method in which c is the time when the tail
of HCACF rst decays to zero [110]. For FD method, c corresponds to the time
when a(t) rst reaches a plateau or a peak. However, we found that the estimation
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Figure 2.10: Calculated thermal conductivity versus super cell size (N 
N N unit cells) from dierent methods with rst avalanche at 1000
K. a Crystalline silicon. b Crystalline germanium. The symbols square, dot,
and triangle denote calculation results based on direct integration and double-
exponential-tting without/with Y0, respectively.
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Table 2.1: EMD simulation results for thermal conductivity of crystalline
silicon at 1000 K. Experimental value is 31.0 W/mK from Ref. [124, 125]. A
cubic super cell of N  N  N unit cells is used, and the unit cell length of Si is
0.543 nm. D denotes the calculation results using direct integration. C and F
denote the calculation results using double exponential tting without and with
Y0, respectively.
N Number of atoms D (W/mK) C (W/mK) F (W/mK)
4 512 17.782.61 10.270.63 17.592.66
6 1728 22.363.62 12.691.10 22.393.62
8 4096 26.414.02 14.471.27 26.424.01
10 8000 30.723.24 15.901.49 30.743.23
12 13824 31.482.86 16.311.57 31.502.85
of c by FD method is not always reliable. When an obvious plateau in a can
be observed (shown in Fig. 2.9c), FD can make estimation of c quite close to
that estimated by FA. Consequently, both two methods can give estimation of
thermal conductivity quite close to each other. In this case, the mean value of the
normalized HCACF uctuates around zero in a relatively short time (see insets in
Fig. 2.9b). As a result, the noise does not accumulate over time, giving rise to a
plateau in a with small uctuations. However, in the case without any obvious
plateau in a (shown in Fig. 2.9f), FD estimates c (according to the peak in a) to
be about 52 ps (marked by black arrow), while F (t) shows that HCACF has been
already contaminated by noise after about 15 ps. In this case, FD overestimates
the thermal conductivity by falsely taking into account the contribution from the
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positive noise (see insets in Fig. 2.9e). This indeed can become a very serious
problem when the noise remains positive over a very long time in some realizations
(not shown here). Therefore, in our study, the cut-o time in all the realizations
are estimated by FA.
Previous EMD simulations of SW silicon by Schelling et al. [118] reported
  60 W/mK at 1000 K using the direct integration method. In their work, the
cut-o time was determined by empirical observation of the accumulative thermal
conductivity versus time, even though no constant plateau was observed in the
long-time limit. As already discussed above, the cut-o time can vary in dierent
realizations and simulation domain size due to the nite simulation time. Selecting
a unique and long enough cut-o time based on empirical observation can induce
large uctuation in the calculation of thermal conductivity (see Fig. 2.9), which
is a serious issue in the practical EMD calculations with the nite simulation time
and only a few independent realizations. The exact way to determine the cut-o
time may cause the discrepancy between the calculation results presented in this
thesis and those results in Ref. [118].
We have demonstrated that direct integration with FA on a case-by-case basis
can be quite ecient to make a successful prediction of thermal conductivity and
suppress the error bar. In the following part, we demonstrate the availability of
a non-zero correction in the double exponential tting approach. In our method,
HCACF is tted according to the following function
Cor(t)=Cor(0) = A1e
 t=1 + A2e t=2 + Y0; (2.47)
in which A1, A2, 1, 2, and Y0 are tting parameters. The decay of HCACF
in bulk material will be exponential due to the macroscopic law of relaxation and
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Onsager's postulate for microscopic thermal uctuation [111]. It has been reported
that the relaxation times generally decreases with increasing phonon frequency
[126]. In bulk Silicon, the relaxation times of acoustic phonon (both longitudinal
and transverse) are from one to hundreds ps, with the phonon frequency range is
from 0 to 13 THz. However, for optical phonons (both longitudinal and transverse)
with frequency greater than 13 THz, the relaxation times are from 1 to 10 ps, much
shorter than those for acoustic phonons [126]. Thus in HCACF, the initial fast
decay is due to the high frequency phonon modes, while the slow decay corresponds
to the low frequency phonon modes. The time constant 1 and 2 correspond to
the relaxation time of short wavelength and long wavelength phonons, respectively.
Levenberg-Marquardt algorithm is used in the nonlinear least-square tting.
The essential dierence between Eq. (2.47) and Eq. (2.37) is the constant Y0.
In our calculations, we rst search for the cut-o time c based on FA method, and
then HCACF before c is tted according to Eq. (2.47). Finally, a nite time of
integration up to c based on Eq. (2.47) yields
 =
1
3kBT 2V
Z c
0
dt Cor(t)
=
1
3kBT 2V
Z c
0
dt Cor(0)(A1e
 t=1 + A2e t=2 + Y0)
=
Cor(0)
3kBT 2V
[A11(1  e c=1) + A22(1  e c=2) + Y0c]:
(2.48)
At the cut-o time c, the normalized HCACF decays to a very small value Y0
(see the following section for more discussion), and those two terms e c=1 and
e c=2 are negligible compared to unity. This can further simplify Eq. (2.48) to
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the following equations
C =
Cor(0)
3kBT 2V
(A11 + A22); (2.49)
F =
Cor(0)
3kBT 2V
(A11 + A22 + Y0c); (2.50)
in which C and F means excluding and including the contribution from Y0,
respectively.
Fig. 2.10a shows the calculation results based on double-exponential-tting
without and with Y0. In both cases, thermal conductivity saturates to a constant
value with the increase of super cell size. Without Y0, the saturated value for C
is about 16 W/mK (see Tab. 2.1), which is only about half of the experimental
value. This underestimation of thermal conductivity is quite similar to what was
found in literatures [111, 113, 118]. With Y0 correction, which is typically on the
order of 10 3 for most of the realizations, the saturated value for F is about 31
W/mK, in good agreement with experimental value [124, 125]. As shown in Tab.
2.1 , double-exponential-tting with Y0 actually reproduces the same result as that
calculated from direct integration, which indicates that this tiny but nonzero term
Y0 is physical rather than just a numerical error.
Fig. 2.11 shows the raw data and the corresponding tted curve according to
double-exponential-tting (Eq. (2.47)) of the normalized HCACF before the cut-
o time for the same two realizations shown in Fig. 2.9. The tted curve can well
t the slow decay region of HCACF, which makes the dominating contribution to
the thermal conductivity. The insets show the long time region near cut-o time
(marked by the green arrow). At this region, although the raw data of HCACF
can reach zero due to the uctuation of noise, its average contribution (envelope)
over time is not zero due to the nite cut-o time, and corresponds to the tiny
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Figure 2.11: Raw data (red line) and the corresponding tted curve
according to double exponential tting (blue line) of the normalized
heat current autocorrelation function before the cut-o time (denoted
by green arrow) in a 4 4 4 super cell for the same two realizations
shown in Fig. 2.9. The insets show the long time region near the cut-o time.
The black line draws the zero-axis for reference.
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term Y0. This term originates from the long wavelength phonons which have a
longer relaxation time than the cut-o time. In bulk silicon, for acoustic phonons
with frequency less than 2 THz, their relaxation times are longer than about 50
ps (generally greater than c). Moreover, it has been demonstrated that phonons
with frequency less than 2 THz contribute about 50% to the thermal conductivity
of bulk silicon at 1000 K [126]. This is in good agreement with our calculations
that excluding Y0, the calculated thermal conductivity is only about half of the
experimental value. This is the physical origin of the tiny but nonzero Y0.
In order to further test the validity of our correction to double-exponential-
tting, we have also calculated the thermal conductivity of crystalline germanium
(Debye temperature of Ge is 372 K [123]) at 1000 K. A nite time of cut-o is
used in all the calculations according to rst avalanche. As shown in Fig. 2.10b,
the saturated values of thermal conductivity calculated from direct integration
and double exponential tting with Y0 are both about 17 W/mK, which is in
good agreement with experimental value of 17.1 W/mK at the same temperature
from literature [124, 125]. However, excluding Y0 in the double exponential tting
predicts an underestimated value of about 10 W/mK.
Now we turn to discuss the possible factors that may inuence the accuracy
of our proposed double-exponential-tting method. As shown in Fig. 2.11, our
method can t the slow decay region of HCACF (relates to 2) very well, but cause
deviation from the raw data in the fast decay region (relates to 1). However,
the time constant 2 for long wavelength phonons is more than 100 times larger
than 1 for short wavelength phonons. As a result, the contributions from short
wavelength phonons only account for less than 2% of the overall thermal conduc-
tivity. Therefore, this deviation of tted curve from raw data has little eect on
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the accuracy of the calculated thermal conductivity.
The total simulation time is the crucial factor that limits the accuracy of our
proposed method. An insucient total simulation time will lead to the insucient
ensemble average in the calculation of HCACF. Moreover, HCACF may not be
well relaxed if the intrinsic relaxation time is larger than the total simulation time.
This can cause uncertainty in determining the time constant 1 and 2 among
dierent realizations, which eventually may compromise the accuracy of calculated
thermal conductivity based on double-exponential-tting. However, as we have
already demonstrated in the rst part of this study, the total simulation time in
our study is adequate enough to ensure the accuracy and relaxation of HCACF.
As a result, for all the super cell size considered in this study, we obtain less than
9% deviation in 2 for long wavelength phonons, and less than 2% deviation in 1
for short wavelength phonons among dierent realizations.
Moreover, here we only carry out calculation at ambient temperature which
is higher than Debye temperature because classical molecular dynamics is only
valid in this regime, thus we can solely test the validity of our proposed method
without considering quantum eect. To calculate thermal conductivity at ambient
temperature which is lower than Debye temperature, quantum correction [74] to
classical MD calculations must be considered. In addition, in the case where the
mean free path is much longer than the box size, the tails of HCACF cannot be
calculated. Thus a larger system size and longer simulation time are needed in order
to get well relaxed HCACF. It deserves further investigation on how to combine
quantum correction and our proposed approach to calculate thermal conductivity
for larger mean free path cases.
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2.5.4 Summary
In summary, we have examined dierent implementations of Green-Kubo for-
mula in EMD simulations. Due to the nite number of ensemble average, HCACF
is only reliable up to a cut-o time and thus thermal conductivity can only be
calculated from the truncated HCACF. We have proposed an ecient quantitative
method (rst avalanche) to accurately estimate the cut-o time. Using the cut-
o time, direct integration method can make a successful computation of thermal
conductivity of crystalline silicon and germanium. In addition, we have demon-
strated that because of the nite cut-o time, a small nonzero correction term
can signicantly improve the accuracy of EMD calculations based on the double-
exponential-tting of HCACF. Excluding this term in the calculation gives rise to
an underestimated value of thermal conductivity due to the partial exclusion of
contribution from low-frequency phonons, while including it one can make a cor-
rect prediction in good agreement with experimental value. Since the two-stage
exponential decaying characteristic of HCACF has been found in various materi-
als and has profound underlying physical mechanism, our method is quite general
and can have wide applications in accurate thermal conductivity estimations of
dierent materials and systems.
2.6 Brief Introduction to Lattice Dynamics
Lattice dynamics [127] is a widely used tool to study the dynamics of the
crystal in terms of normal mode (eigenmode) for the equation of motion. The
normal mode is the collective excitation of lattice vibration, and its quantization
is known as phonon, which is a quasi-particle associated with energy h!. In this
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section, we briey review the standard approach to determine the eigenmodes of
a lattice strucure, and introduce the computational platform to calculate them for
realistic materials.
Consider a general three-dimensional crystal with N1 unit cells and N2 atoms
per unit cell. Any atom in the crystal can be specied by two integer number l and
b, where l is the index for unit cell (1  l  N1), and b is the index for atom within
one unit cell (1  b  N2). The position of atom (lb) can be tracked through
R(lb) = Rl +Rb; (2.51)
where Rl is the position of lth unit cell, Rb is the position of bth atom within the
unit cell. The displacement relative to equilibrium position can be expressed as
x(lb) = R(lb) R0(lb); (2.52)
where R0(lb) denotes the equilibrium position of atom (lb). The potential energy
of the crystal can be expanded in Taylor series of the displacement x(lb) as
V =V0 +
X
lb
X

@V
@x(lb)

0
x(lb)
+
1
2
X
lb;l0b0
X
;
@2V
@x(lb)@x(l0b0)

0
x(lb)x(l
0b0)
+
1
3!
X
lb;l0b0;l00b00
X
;;
@3V
@x(lb)@x(l0b0)x(l00b00)

0
 x(lb)x(l0b0)x(l00b00)
+ :::
=V0 + V1 + V2 + V3 + :::;
(2.53)
where V0 is a constant (usually set to zero for simplicity), and ,  and  are the
indices for cartesian coordinate. The equilibrium state can be expressed as
@V
@x(lb)

0
= 0: (2.54)
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As the deviation from equilibrium is small at low temperature, Taylor expansion
to the second order gives the harmonic approximation of the potential energy as
V = V2 =
1
2
X
lb;l0b0
X
;
(lb; l
0b0)x(lb)x(l0b0); (2.55)
where  is the interatomic force constant matrix at equilibrium
(lb; l
0b0) =
@2V
@x(lb)@x(l0b0)

0
; (2.56)
which has the property of translational invariance as
(lb; l
0b0) = (0b; (l0   l)b0): (2.57)
Under the harmonic approximation, the equation of motion for atom (lb) can
be written as
mlbx(lb) =  
X
l0b0
X

(lb; l
0b0)x(l0b0): (2.58)
The solution to Eq. (2.58) can be written in the general form as
x(lb) =
X
k;s
Xb(k; s) exp(i[k  x(lb)  !(k; s)t]); (2.59)
where k is the wave-vector, s is the branch index, and ! is the frequency. The
relation between ! and k is known as the phonon dispersion relation. Substitute
Eq. (2.59) into Eq. (2.58), the equation of motion reads
mb!
2(k; s)Xb(k; s) =
X
l0b0
X

(0b; l
0b0) exp(ik[x(l0b0) x(0b)])Xb0 (k; s): (2.60)
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If we further dene the column vector e(k; s) (1 3N2) as
e(k; s) =
0BBBBBBBBBBBBBBBBBBBBBBBB@
p
m1X
1
x(k; s)
p
m1X
1
y (k; s)
p
m1X
1
z (k; s)
:
:
:
p
mN2X
N2
x (k; s)
p
mN2X
N2
y (k; s)
p
mN2X
N2
z (k; s)
1CCCCCCCCCCCCCCCCCCCCCCCCA
; (2.61)
then Eq. (2.60) can be written in a neat form as
!2(k; s)e(k; s) = D(k)e(k; s); (2.62)
whereD is a 3N23N2 matrix known as the dynamical matrix with matrix element
dened as
D(b; b
0;k) =
1p
mbmb0
X
l0
(0b; l
0b0) exp(ik  [x(l0b0)  x(0b)]): (2.63)
To solve Eq. (2.62), it is now mathematically a standard eigenvalue problem for
a 3N2  3N2 matrix, which in principle has 3N2 eigenvalues and corresponding
eigenvectors. In physical systems, the dynamical matrix is Hermitian, i.e. DT (k) =
D(k), so that all the eigenvalues are real numbers.
To calculate the eigenmodes for realistic materials, we use the \General Utility
Lattice Program" (GULP) developed by Gale [128]. GULP is a very useful com-
putational platform to study the physical properties of many lattice structures. It
is capable of treating systems of all dimensionalities. With GULP, it is possible
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to model many dierernt systems, such as cluster, embedded defects, polymers,
surfaces and bulk materials, and a wide range of force elds are included. In ad-
dition, GULP is a open source computer program and available free of charge to
the academics. More details about GULP can be found at its website [129].
To further characterize the eigenmode, here we introduce an important quan-
tity known as participation ratio, which can quantitatively describe the phonon
localization eect for each eigenmode  as [130]
P 1 = N
X
i
 X

ei;ei;
!2
; (2.64)
where N is the total number of atoms, and ei; is the th eigenvector component
of eigenmode  for the ith atom. Each eigenmode  is specied by the wave-vector
k and branch index s. The participation ratio measures the fraction of atoms
participating in a given mode, and eectively indicates the localized modes with
O(1=N) and delocalized modes with O(1).
Fig. 2.12 shows the calculated participation ratio in bulk Si (solid circle). Due
to the perfect periodicity in all directions of bulk Si, all eigenmodes are delocal-
ized (propagating) with participation ratio equal to 1. Also shown in Fig. 2.12
for comparison is the participation ratio for SiNWs in  L direction. Due to the
surface dangling bond atoms in SiNWs which breaks the perfect periodicity of the
diamond structure, most of the eigenmodes in SiNWs are less than 1, except for
some modes near   point. This gure clearly demonstrates that participation ra-
tio can eectively identify the localization eect of eigenmodes in a given lattice
structure.
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Figure 2.12: Typical participation ratio for bulk Si and SiNWs. Eigen-
modes are computed in  L direction for both bulk Si and SiNWs.
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Tunable Thermal Conductivity of
Si1 xGex Nanowires
In this chapter, we demonstrate that thermal conductivity of Silicon/Germanium
nanowires (Si1 xGex NWs) depends on the composition remarkably. With 50% Ge
content, thermal conductivity of Si1 xGex NWs reaches the minimum, which is
about 18% of that of pure SiNWs. More interesting, with only 5% doping of Ge
atoms, thermal conductivity of SiNWs is reduced 50%. The reduction of thermal
conductivity mainly comes from the localization of phonon modes due to random
scattering. In addition, we also investigate the thermal conductivity of Si/Ge
superlattice structured NWs with changeable period length. The dependence of
thermal conductivity on the period length is explained by the overlap of phonon
power spectrum. Our results demonstrate that Si1 xGex NWs might have promis-
ing application in thermoelectrics.
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3.1 Motivation
Silicon and Germanium can form a continuous series of substitutional solid,
Si1 xGex. Single crystalline Si1 xGex nanowires (NWs) have been grown and the
electronic band gap modulation with composition has been reported [131]. Re-
cently, the experimental synthesis of core-shell structures [12] provides intriguing
opportunities for the development of nanowire based devices. One of the promising
applications for nanowires is as thermoelectric cooler [44, 45]. In thermoelectric
applications, low thermal conductivity is preferred to increase the gure of merit
[54, 132, 133]. In SiNWs, there exhibits 100-fold reduction of thermal conductivity
because of the strong boundary inelastic scattering of phonons [44, 45, 134]. How-
ever, it is still indispensable to reduce the thermal conductivity of SiNWs further
in order to achieve high thermoelectric performance. One possible way to arrive
this is by means of compound. In this case, Si1 xGex NWs seem to be a promising
candidate because both Si and Ge belong to the same group in the periodic table,
have the same crystal structure, and display total solubility. In spite of an increas-
ing number of works devoted to the electronic and optical properties [135{137],
very little has been done for thermal conductivity of Si1 xGex NWs.
In this chapter, we investigate the thermal conductivity of Si1 xGex NWs
with x (Ge content) changing from 0 to 1. The thermal conductivity calculated in
this study is exclusively from the lattice vibration (phonon thermal conductivity),
because phonons dominate the heat transport in SiNWs [138]. In our simulations,
non-equilibrium molecular dynamics (NEMD) method is adapted to calculate the
temperature distribution and thermal conductivity. To derive the force term, SW
potential (Chap. 2.2) is used for Si and Ge.
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3.2 Si/Ge Randomly Doped Nanowires
We study thermal conductivity of Si1 xGex NWs along [100] direction with
cross section of 3 3 unit cells (lattice constant is 0.543 nm) which corresponds to
a cross section area of 2.65 nm2. The atomic structure is initially constructed from
diamond structured bulk silicon. Then Si atoms are randomly substituted by Ge
atoms in the nanowire. The resultant nanowire structure is relaxed to its closest
minimum total energy. The two ends of nanowires are put into heat bathes with
temperature TL and TR for the left and right end, respectively. Both Langevin and
Nose-Hoover heat bathes are used to ensure our results are independent of heat
bath. All results given in this chapter are obtained by averaging about 1  108
time steps, with a time step of 0.8 fs. Free boundary condition is used to atoms
on the outer surface of the nanowires. Thermal conductivity is calculated from the
Fourier law,  =  JL=rT , where JL is the local heat current along the longitudinal
direction, and rT is the temperature gradient.
The MD calculated temperature TMD is corrected by taking into account the
quantum eects of phonon occupation, using the relation [113]
3NkBTMD =
Z !D
0
d! D(!)n(!; T )h!; (3.1)
where T is the real temperature and TMD is the MD temperature, ! is the phonon
frequency, D(!) is the density of states, n(!; T ) is the phonon occupation number
given by the Bose-Einstein distribution, and !D is the Debye frequency (Debye
temperature of Si is 658 K [123]). Correspondingly, according to the Fourier Law,
the nal eective thermal conductivity is rescaled by
 = MD
jrTMDj
jrT j = MD
@TMD
@T
: (3.2)
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Using this approach, we perform a quantum correction to temperature and calcu-
late the rescale rate  = @TMD=@T for SiNWs. When TMD is at room temperature,
the rescale rate  = 0:91 for silicon, which gives a quite small quantum correction
eect on thermal conductivity. Moreover, in our following study, we x the simu-
lation temperature at room temperature, and mainly focus on the compositional
dependence of thermal conductivity. Therefore, in the following part, we will no
longer consider the quantum correction to MD temperature and thermal conduc-
tivity.
We study thermal conductivity of Si1 xGex NWs with Ge atoms randomly
distributed (0  x  1). In our simulations, the nanowire has a length of 20
unit cells which corresponds to 10.86 nm. For each Ge content x, in order to
reduce the uctuation, the results are averaged over 20 realizations. In Fig. 3.1
we plot =0 versus Ge content x at room temperature. Here  is the thermal
conductivity of Si1 xGex NWs, and 0 is the corresponding thermal conductivity
of pure SiNWs. The lowest  is only 18% (Langevin) and 15% (Nose-Hoover)
of that of pure SiNWs. We also did the calculation with nanowire length of 10
unit cells in the longitudinal direction. The lowest thermal conductivity is 17% of
that pure SiNWs, which demonstrates that the composition dependence of thermal
conductivity is a general characteristic for Si1 xGex NWs. It is quite interesting
that with only 5% Ge atoms (Si0:95Ge0:05 NWs), thermal conductivity of SiNWs
can be reduced 50%. The best tting gives rise to
 = A1e
 x=B1 + A2e (1 x)=B2 + C; (3.3)
where A1, B1, A2, B2 and C are tting parameters. As shown in Tab. 3.1,
the decaying rates B1 and B2 by Nose-Hoover heat bath coincide with those by
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Figure 3.1: Normalized thermal conductivity of Si1 xGex NWs versus Ge
content x at 300 K. Thermal conductivity of SiNWs at the same temperature is
used as the normalization reference. The inset shows simulation results from Ref.
[139] and experimental results from Ref. [140] for Si-Ge bulk alloy.
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Table 3.1: The tting parameters of thermal conductivity for both
Langevin and Nose-Hoover heat bathes. The best tting formula is  =
A1e
 x=B1 + A2e (1 x)=B2 + C.
Heat bath A1 B1 A2 B2 C
Langevin 2.50 0.056 1.47 0.065 0.65
Nose-Hoover 2.01 0.063 1.23 0.066 0.40
Langevin heat bath, meaning that the low thermal conductivity of Si0:95Ge0:05
NWs is independent of the heat bath used. We also show the simulation [139] and
experimental [140] results for bulk Si1 xGex alloy in the inset of Fig. 3.1. Although
thermal conductivity of SiNWs is about two orders of magnitude smaller than that
of bulk Si, the dependence of  on the Ge atom content is similar.
In order to study the physical mechanism for the reduction of thermal con-
ductivity, we have calculated the participation ratio dened in Eq. (2.64), which is
an important measure for the fraction of phonons participating in thermal trans-
port. It can eectively indicate the localization of phonon modes with O(1) for
delocalized modes and O(1/N) for localized modes. To study the overall phonon
localization eect in a given structure, we have further calculated the averaged
phonon participation ratio (Pave) dened as
Pave =
X
!
P (!)DOS(!); (3.4)
where DOS(!) is the density of states of phonons. Fig. 3.2 shows the averaged
phonon participation ratio versus Ge content x, which shows a consistent trend with
the variation of thermal conductivity in Fig. 3.1. In both SiNWs and GeNWs,
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Figure 3.2: Averaged phonon participation ratio Pave versus Ge content
x in Si1 xGex NWs.
a relatively high Pave appears, which indicats the delocalized characteristics of
phonon modes and corresponds to high thermal conductivity. However, in Si1 xGex
NWs (0  x  1), with the impurity concentration increasing, Pave decreases
signicantly, which indicates the strong localization eect induced by the impurity
scattering and corresponds to low thermal conductivity.
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3.3 Si/Ge Superlattice Nanowires
We now turn to the reduction of thermal conductivity by using superlattice
structure. Some experimental and theoretical works [141{143] have been carried
out to study the eects of interface and superlattice (SL) period on thermal con-
ductivity of various kinds of superlattice structures. Here we study the thermal
conductivity of SL structured Si/Ge NWs. Fig. 3.3 shows the schematic picture for
Si/Ge superlattice nanowires. In our simulations, the SL NWs consist of alternat-
ing Si and Ge layers with changeable period length in the longitudinal direction.
It has a xed cross section of 3  3 unit cells and a xed length of 10 unit cells
in the longitudinal direction. Si/Ge SL structured NWs may have three dierent
contacts with heat bathes: both heat bathes are chosen to be Si; both are Ge; and
one is Si, the other one is Ge, as the same material adjacent to the heat bath,
respectively.
Fig. 3.4 shows the thermal conductivity  of the SL NWs versus the period
length for these three contacts. Langevin heat bath is used here. Thermal con-
ductivity calculated from dierent NW-heat bath contacts has a good agreement
with each other, suggesting that  has weak dependence on the detailed heat bath
contact. As shown in Fig. 3.4,  of Si/Ge SL NWs decreases monotonically with
the period length decreasing from 4.43 nm (32 layers), until period length reaches
a critical value of 1.11 nm (8 layers). At this critical period length,  of Si/Ge SL
NWs is only one sixth of that of pure SiNWs. This reduction of thermal conduc-
tivity is due to the fact that when decreasing the period length of SL structured
NWs with a xed total length, the increasing number of interface will lead to an
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Figure 3.3: Schematic picture for Si/Ge superlattice nanowires. The yellow
and green circles denote Si and Ge atoms, respectively. The top panel shows the
cross sectional view of the superlattice nanowwires (3 3 unit cells). The bottom
panel shows the side view of the superlattice nanowires with a period length of 8
atomic layers. The total length of the superlattice nanowire is 10 unit cells. The
red and blue boxes draw the heat bath regions with high and low temperature,
respectively.
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Figure 3.4: Thermal conductivity  of Si/Ge superlattice NWs versus
period length at 300 K. Here the atoms in heat baths are: both are Si (black
squares), both are Ge (red circles), and atom in one heat bath is Si, in the other
one is Ge, as the same material adjacent to the heat bath (green triangles).
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enhanced interface scattering, which is responsible for the reduction of . As pe-
riod length decreases further from the critical value, there exists a rapid increase
in . At room temperature, the dominant phonon wavelength of SiNWs is about
12 nm [144], which is quite close to the critical value of 1.11 nm in the present
study. When period length is smaller than the dominant phonon wavelength, bal-
listic transport dominates as phonons can propagate ballistically, which gives rise
to a rapid increase in thermal conductivity [145, 146].
In order to get a better understanding of the underlying mechanism of the
period length dependence of thermal conductivity, we calculate the power spec-
trum of both Si and Ge layers of SL structured NWs with dierent period length.
The power spectrum is calculated by the Fourier transform of the atom's velocity
autocorrelation function. Fig. 3.5a and 3.5b show the normalized power spectrum
in two typical cases: SL structured NWs with period length of 1.11 nm (8 layers),
and SL structured NWs with period length of 0.28 nm (2 layers). It is clearly
that there exists a larger overlap of power spectrum in the case which has a larger
thermal conductivity. It is well understood that in low dimensional systems, a
large overlap of power spectrum means that heat current can easily go through the
system and, therefore, results in a high thermal conductivity [147, 148]. In order
to quantify the above power spectrum analysis, the overlap of the power spectra
(S) are calculated as [148]
S =
R1
0
d! PSi(!)PGe(!)R1
0
d! PSi(!)
R1
0
d! PGe(!)
; (3.5)
where PSi(!) and PGe(!) denote the power spectrum of Si and Ge atom, respec-
tively. In Fig. 3.6, we plot the overlap ratio S versus period length. A comparison
between Fig. 3.4 and 3.6 reveals that a larger overlap S corresponds to a higher .
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Figure 3.5: Normalized power spectrum of dierent atoms in Si/Ge su-
perlattice NWs. a Period length is 1.11 nm (8 layers). b Period length is 0.28
nm (2 layers).
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Figure 3.6: Overlap ratio of power spectrum S versus period length.
3.4 Summary
In this chapter, we have investigated the composition dependence of thermal
conductivity of Si1 xGex NWs with x changing from 0 to 1. A remarkable compo-
sition eect on thermal conductivity is observed. With only 5% Ge atoms, thermal
conductivity of SiNWs can be reduced 50%. This composition dependence of ther-
mal conductivity is explained by phonon participation ratio. In addition, we have
also investigated the thermal conductivity of Si/Ge superlattice NWs. The de-
pendence of thermal conductivity on the period length is explained by the overlap
of phonon power spectrum. The low thermal conductivity of Si1 xGex NW can
signicantly enhance its thermoelectric gure of merit and has raised the exciting
prospect for application in on-chip cooler.
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Remarkable Reduction of
Thermal Conductivity in Si
Nanotubes
In this chapter, we propose to reduce thermal conductivity of silicon nanowires
(SiNWs) by introducing small hole at the center, i.e., construct silicon nanotube
(SiNT) structures. Our numerical results demonstrate that a very small hole (only
1% reduction of cross section area) can induce a 35% reduction of room tempera-
ture thermal conductivity. Moreover, with the same cross sectional area, thermal
conductivity of SiNT is only about 33% of that of SiNW at room temperature.
The spatial distribution of vibrational energy reveals that localization modes are
concentrated on the inner- and outer-surface of SiNTs. The enhanced surface-
to-volume ratio in SiNTs reduces the percentage of delocalized modes, which is
believed to be responsible for the reduction of thermal conductivity. Our study
suggests SiNT is a promising thermoelectric material with low thermal conductiv-
ity.
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4.1 Motivation
Thermoelectric (TE) materials can provide electricity when subjected to a
temperature gradient, or provide cooling performance when electrical current pass-
ing through it. They have the advantages of lightweight, environmentally benign
and without moving parts. The eciency of TE materials can be characterized by
the dimensionless thermoelectric gure of merit ZT given by Eq. (1.5). As a result,
materials with low thermal conductivity are highly desirable in order to achieve
high ZT . Recently, experimental [44, 45] and theoretical [134, 149, 150] eorts
have demonstrated high thermoelectric performance of silicon nanowires (SiNWs),
due to the low thermal conductivity observed in this low-dimensional material [55].
Thermal conductivity of nanoscale materials is quite dierent from that of
bulk materials. For instance, due to the high surface-to-volume ratio (SVR) and
the boundary scattering, thermal conductivity of SiNWs is about 2 orders of mag-
nitude smaller than that of bulk crystal [55, 151]. The low thermal conductivity
of SiNWs is of particular interest for thermoelectric application. To further reduce
the thermal conductivity, it has been suggested that random scattering of phonon
is an ecient approach to reduce thermal conductivity [81, 146] and increase ther-
moelectric ZT correspondingly [138]. In addition to the random scattering of
phonon, the surface scattering is another way to reduce thermal conductivity. It
has been shown that surface roughness can decrease the phonon mean free path
and consequently reduce thermal conductivity [152].
In this chapter, we propose to further reduce thermal conductivity of SiNWs
obviously by introducing more surface scattering: make SiNWs hollow to create
inner surface, i.e., construct silicon nanotubes (SiNTs).
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4.2 Thermal Conductivity of Si Nanotubes
Equilibrium molecular dynamics (EMD) simulations have the advantage over
non-equilibrium molecular dynamics simulations that an innitely long system can
be studied with periodic boundary condition when the simulation domain is long
enough. In addition, no temperature gradient is involved in EMD simulations. In
this chapter, we use EMD simulations to study thermal conductivity of SiNTs and
SiNWs along [100] with dierent cross sectional area.
Figure 4.1: A typical cross sectional view of SiNTs with Ly = Lz = 3 and
NY =NZ = 5. The central atoms in green denote the removed atoms.
We set longitudinal direction along x axis, and atoms in the same layers means
they have the same x coordinate. The atomic structure of the nanowire is initially
constructed from diamond structured bulk silicon, with NX , NY , NZ unit cells
in x, y and z direction, respectively. Then some central atoms in SiNWs are
removed to create the SiNTs structures. The cross section of the hollow region is
rectangular. The center of the rectangle is located near the geometric center of
the nanowire and the size is controlled by two parameters Ly and Lz, which means
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there are (2Ly+1) and (2Lz+1) layers of silicon atoms are removed away in y and
z direction, respectively.
Fig. 4.1 shows a typical cross sectional view of SiNTs with Ly=Lz=3 and
NY=NZ=5. Here the SiNWs used to construct the SiNTs have a cross section area
of 7.37 nm2 (NY=NZ=5). The cross section area of SiNTs is dened as the cross
section area of SiNWs minus the cross section area of the removed central region.
With adjustable Ly and Lz (from 1 to 6), the cross section area of SiNTs varies
from 4.72 nm2 to 7.30 nm2.
In our simulations, SW potential (Chap. 2.2) is used to derive the force
term. Numerically, velocity Verlet algorithm (Chap. 2.3) is employed to integrate
Newton's equations of motion, and each MD step is set as 0.8 fs. Since quantum
eect on thermal conductivity of SiNWs is quite small at room temperature [81],
we do not adapt quantum correction in our study as we mainly concentrate on the
geometric eect on thermal conductivity above room temperature.
In EMD simulations, thermal conductivity in longitudinal direction (along x
axis) is calculated from Green-Kubo formula given by Eq. (2.31), and heat current
is dened in Eq. (2.45). A cubic super cell of NXNY NZ unit cells is used in our
simulation. Periodic boundary condition is applied in x (longitudinal) direction.
Free boundary condition is applied in other two directions, and to the atoms on
the inner- and outer- surfaces of SiNTs and SiNWs. For each realization, all the
atoms are initially placed at their equilibrium positions but have a random velocity
according to Gaussian distribution. Canonical ensemble MD with Langevin heat
reservoir rst runs for 105 steps to equilibrate the whole system at a given tem-
perature. Then micro-canonical ensemble MD runs for another 3 106 steps (2.4
ns) and heat current is recorded at each step. After that, thermal conductivity is
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Figure 4.2: Heat current autocorrelation function (HCACF) and ther-
mal conductivity of SiNWs. a Time dependence of normalized HCACF
Cor(t)=Cor(0) (solid line) for a typical realization in a 16  5  5 super cell at
300 K. The dashed line draws the zero-axis for reference. b Thermal conductivity
of SiNWs at 300 K versus super cell size NX (NX  5 5 unit cells).
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calculated according to Eq. (2.31). The nal result is averaged over 6 realizations
with dierent initial conditions.
Fig. 4.2a shows the time dependence of normalized heat current autocorrela-
tion function (HCACF) for a typical realization in a 16  5  5 super cell at 300
K (other realizations are similar). It shows a very rapid decay of HCACF at the
beginning, followed by a long tail which has a much slower decay. This two-stage
decaying characteristic of HCACF has been found in the study of various materials
[111, 118, 121]. The rapid decay corresponds to the contribution from short wave-
length phonons to thermal conductivity, while the slower decay corresponds to the
contribution from long wavelength phonons [111, 121]. Furthermore, it is shown in
Fig. 4.2a that HCACF decays to approximately zero within 100 ps, much shorter
than the total simulation time of 2.4 ns. It has been checked that this is also true
for the largest super cell size NX = 20 considered in our study. Therefore, the
total simulation time of 2.4 ns is adequate for the present study.
Using the direct integration method (Chap. 2.5) up to the cut-o time in
EMD simulation, we calculate the thermal conductivity of SiNWs according to
Eq. (2.34). Fig. 4.2b shows the calculated thermal conductivity of SiNWs with a
xed cross section of 5 5 unit cells versus super cell length NX at 300 K. Due to
the periodic boundary condition, nite size eect exists in the calculated thermal
conductivity when simulation domain is small [111, 118]. In our simulations, the
thermal conductivity of SiNWs saturates to a constant when the super cell size
NX  16 unit cells, in agreement with the previous study [151]. Therefore, in the
following part, we set NX = 16 in the longitudinal direction and study the thermal
conductivity of SiNWs and SiNTs with dierent cross section area.
Fig. 4.3 shows thermal conductivity of SiNWs and SiNTs versus cross section
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Figure 4.3: Thermal conductivity of SiNWs and SiNTs versus cross sec-
tion area at 300 K. The circle and triangle denote SiNWs and SiNTs, respec-
tively. The cross section areas for these two SiNWs are 7.37 nm2 and 4.72 nm2,
respectively. The solid line is drawn to guide the eyes.
94
Chapter 4. Remarkable Reduction of Thermal Conductivity in Si Nanotubes
area at 300 K. Here the cross section area of SiNT is dened as the area of corre-
sponding SiNWminus the removed part. Even with a very small hole, Ly = Lz = 1,
the thermal conductivity decreases obviously, from NW = 12:2  1:4 W/mK to
NT = 8:0  1:1 W/mK. In this case, only a 1% reduction of cross section area
(from 7.37 nm2 to 7.30 nm2) induces 35% reduction of thermal conductivity. Fig.
4.4 shows thermal conductivity of SiNWs (cross section area 7.37 nm2) and SiNTs
(cross section area 7.30 nm2) at dierent temperature. Thermal conductivity of
both SiNWs and SiNTs decreases with the increase of temperature, which is in gen-
eral a consequence of the stronger anharmonic phonon-phonon scattering at higher
temperature. Our results are in agreement with a recent study on the temperature
dependent thermal conductivity of thin SiNWs [153]. In addition, when tempera-
ture increases, thermal conductivity of SiNWs decreases slightly faster than that
of SiNTs does. This is because the creation of the hollow center results in more
localized phonon modes in SiNTs. It has been demonstrated that the introduction
of localization modes can weaken the temperature dependence of thermal conduc-
tivity [154], which is also recently observed in the crystalline-core/amorphous-shell
SiNWs [153]. So the reduction percentage of thermal conductivity slightly de-
creases from 35% at 300 K to 29% at 1000 K. However, even at high temperature
as 1000 K, the impact of small hole on thermal conductivity is still obvious, only 1%
reduction of cross section area can induce 29% reduction of thermal conductivity.
In addition, with the increase of Ly and Lz, the cross sectional area decreases
further, and a linear dependence of thermal conductivity on cross section area is
observed, as shown in Fig. 4.3. We also show thermal conductivity of SiNWs with
NY = NZ = 4. It has the same cross section area (4.72 nm
2) as the SiNTs with
NY = NZ = 5 and Ly = Lz = 6. It is clear that for SiNWs, thermal conductivity
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Figure 4.4: Thermal conductivity of SiNWs and SiNTs versus temper-
ature. The circle and triangle denote SiNWs and SiNTs, respectively. The cross
section areas for SiNWs and SiNTs are 7.37 nm2 and 7.30 nm2, respectively. The
square draws the reduction percentage of thermal conductivity from SiNWs to
SiNTs.
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increases with cross section area increases. This is because with the increase of
size, more and more phonons are excited, which results in the increase of thermal
conductivity. So the decrease of cross section area is one origin for the low thermal
conductivity of SiNTs. However, it is not the sole one. We can see that with the
same cross section area, thermal conductivity of SiNTs is only about 33% of that
of SiNWs (NW = 8:8 1:1 W/mK and NT = 2:9 0:5 W/mK). In the following
section, we will demonstrate this additional reduction is due to the localization of
phonon modes on the surface.
4.3 Phonon Mode Analysis
Due to the inner surface in SiNTs which partially destroys the original peri-
odicity of SiNWs, phonon localization takes place on the surface in general. To
understand the underlying physical mechanism of thermal conductivity reduction
in SiNTs, we carry out a vibrational eigen-mode analysis on SiNWs and SiNTs.
Mode localization can be quantitatively characterized by the participation ratio
dened in Eq. (2.64). Fig. 4.5 compares the participation ratio (p-ratio) of each
eigen-mode for SiNWs and SiNTs with the same cross section area (4.72 nm2). It
shows a reduction of p-ratio in SiNTs for both low frequency phonons and high fre-
quency phonons, compared with SiNWs. Most of the eigen-modes in SiNWs have
p-ratio greater than 0.5, showing characteristic of delocalized mode, while majority
of the eigen-modes in SiNTs have p-ratio less than 0.5, showing characteristic of
localized mode.
Although participation ratio can eectively describe mode localization in a
quantitative manner, it does not provide information about the spatial distribution
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with the same cross section area of 4.72 nm2. The hollow red circle and
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of a specic mode. To get a better physical picture about the localization modes,
we also provide the local vibrational density of states (LVDOS) which is dened
as [130, 155]
Di(!) =
X

X

ei;ei;(!   !); (4.1)
where i denotes the ith atom that corresponds to a specic spatial location. Based
on LVDOS, we dene the spatial distribution of energy as
Ei =
X
!

n+
1
2

h!Di(!)
=
X
!
X

X


n+
1
2

h!ei;ei;(!   !)
(4.2)
where n is the phonon occupation number given by the Bose-Einstein distribution.
Instead of looking at energy distribution for each mode, here we can obtain the
total energy spatial distribution for specied phonon modes.
In order to observe the spatial localization which is caused by the localized
modes, the summation of ! in Eq. (4.2) only includes those modes with a relatively
small p-ratio (e.g., less than 0.2). Fig. 4.6 shows the normalized energy distribution
on the cross section (Y Z) plane of SiNWs and SiNTs at 300 K. The positions of
the circles denote dierent locations on Y Z plane. For those localized modes
with p-ratio less than 0.2, it is clearly shown in Fig. 4.6a that the intensity of
localized modes is almost zero in the center of the NW, while with nite value at the
boundary. This demonstrates that the localization modes in SiNWs are distributed
on the boundary (especially at the corner) of cross section plane, which corresponds
to the outer surface of SiNWs. In addition, due to inner-surface introduced in
SiNTs, energy localization also shows up around the hollow region as shown in
Fig. 4.6b. These results provide direct numerical evidence that localization takes
place on the surface region. Alternatively, we also study the energy distribution of
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Figure 4.6: Normalized energy distribution on the cross section (Y Z)
plane of SiNWs and SiNTs at 300 K. Positions of the circles denote the
dierent locations on Y Z plane, and intensity of the energy is depicted according
to the color bar. P in the gure denotes participation ratio. a Energy distribution
for modes with P < 0:2 in SiNWs. b Energy distribution for modes with P < 0:2
in SiNTs. c Energy distribution for modes with P > 0:6 in SiNWs. d Energy
distribution for modes with P > 0:6 in SiNTs.
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delocalized modes with a relatively large p-ratio (e.g., greater than 0.6). For those
delocalized modes with p-ratio greater than 0.6, majority of energy is distributed
inside SiNWs and SiNTs as shown in Fig. 4.6c and 4.6d, except for the hollow
region in SiNTs. Therefore, from the spatial distribution of delocalized modes, we
can conclude that the localized modes reside on the boundary (surface) region.
Since SiNTs in our simulation are constructed from SiNWs but have hollow
interior, the density is approximately the same for these two structures. For SiNWs
and SiNTs with the same cross section area and same length, the volume is the
same. Therefore, the total number of atoms, thus the total number of eigen-modes,
is the same for SiNTs and SiNWs under this condition. Compared with SiNWs,
SiNTs have a larger surface area, which corresponds to a higher SVR. As a result,
there are more modes localized on the surface, which increases the percentage of the
localized modes to the total number of modes. This explains the overall reduction
of p-ratio in SiNTs compared with SiNWs as shown in Fig. 4.5. In heat transport,
the contribution to thermal conductivity mainly comes from the delocalized modes
rather than the localized modes. Due to the enhanced SVR in SiNTs which induces
more localized modes, the percentage of delocalized modes decreases, leading to a
reduction of thermal conductivity in SiNTs compared with SiNWs.
4.4 Summary
In this chapter, we have proposed to reduce thermal conductivity of SiNWs by
introducing hollow interior at the center, i.e., construct SiNT structures. Molecu-
lar dynamics simulations results demonstrate that at room temperature with only
a small hole of 0.07 nm2, (cross section area from 7.37 nm2 to 7.30 nm2), it can
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reduce thermal conductivity from NW = 12:2 W/mK to NT = 8:0 W/mK, which
means a 1% reduction of cross section area induces a 35% reduction of thermal
conductivity. Moreover, with the same cross sectional area, thermal conductivity
of SiNTs is only about 33% of that of SiNWs at room temperature. Compared to
SiNWs with the same cross sectional area, participation ratio in SiNTs decreases
for both low frequency and high frequency phonons. The spatial distribution of
energy reveals that localization takes place on the surface region in both SiNWs
and SiNTs. The enhanced surface-to-volume ratio in SiNTs reduces the percent-
age of delocalized modes, and thus lowers the thermal conductivity. Very recently,
the similar SiNT structures have been fabricated experimentally by reductive de-
composition of a silicon precursor in an alumina template and etching [156]. Our
results suggest that SiNT is a promising thermoelectric material by using reliable
fabrication technology.
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Phonon Coherent Resonance in
Core-Shell Nanowires
In this chapter, we study heat current autocorrelation function and thermal
conductivity in core-shell nanowires by using molecular dynamics simulations. In-
terestingly, a remarkable oscillation eect in heat current autocorrelation function
is observed in core-shell nanowires, while the same eect is absent in pure silicon
nanowires, nanotube structures and randomly doped nanowires. Detailed charac-
terizations of the oscillation signal reveal that this intriguing oscillation is caused
by the coherent resonance eect of the transverse and longitudinal phonon modes.
This phonon resonance results in the localization of the longitudinal modes, which
leads to the reduction of thermal conductivity in core-shell nanowires. Our study
reveals a coherent mechanism to tune thermal conductivity in core-shell nanowires
by engineering phonon resonance.
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5.1 Motivation
Thermoelectric materials with low thermal conductivity are favorable for high-
eciency thermoelectric applications in both power generation and refrigeration.
In the past few years, there have been some signicant progresses achieved [44, 45]
to enhance thermoelectric performance of silicon, which is abundant in nature,
well-engineered in semiconductor industry and friendly to the environment [157].
For example, by etching the surface of silicon nanowires (SiNWs), it has been
demonstrated that thermal conductivity of bulk silicon can be reduced more than
two orders of magnitude without aecting the electric power factor too much,
resulting in a dramatically enhanced gure of merit (ZT ) at room temperature
[44]. Most of the conventional approaches to reduce thermal conductivity, such as
introduction of rough surface [44, 45, 158] and impurity [81, 146] scatterings, are
based mainly on incoherent mechanisms, which cause phonons to lose coherence
and also deteriorate the electronic transport properties [44].
Recent experimental works [58, 59] have demonstrated that, by altering phonon
band structure in periodic nanomesh structures, a remarkable enhancement in ZT
can be achieved by signicantly reducing thermal conductivity of silicon while pre-
serving its electrical conductivity. These studies have oered new perspective to
improve ZT based on coherent mechanisms. In this chapter, by using molecu-
lar dynamics simulations, we demonstrate in Ge/Si core-shell NWs an intriguing
phonon coherent resonance phenomenon, which oers a coherent mechanism to
tune thermal conductivity in core-shell NWs. As the Ge/Si core-shell NWs can
be synthesized experimentally [159{161], our study suggests novel insights to the
thermal management at nanoscale based on reliable fabrication technology.
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5.2 Oscillation in Heat Current Autocorrelation
Function
The conguration of [100] Ge/Si core-shell NWs is shown in Fig. 5.1. The
cross sections of both core and shell regions are square, with Lc and L denoting
the side length of core and shell regions, respectively. The longitudinal direction
is set along x axis, with NX , NY , NZ unit cells (8 atoms per unit cell) in x, y and
z direction, respectively. SW potential (Chap. 2.2) is used in our simulations to
derive the force term. The velocity Verlet algorithm (Chap. 2.3) is employed to
integrate Newton's equations of motion numerically, and time step is set as 0.8 fs.
Ge-core
Si-shell
LC
L C
L
L
Figure 5.1: Cross sectional view of [100] Ge/Si core-shell NWs. The cross
sections of both core and shell regions are square, with Lc and L denoting the side
length of core and shell regions, respectively.
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The coherence of phonons can be probed by the heat current autocorrelation
function (HCACF) in equilibrium molecular dynamics (EMD) simulations. The
canonical ensemble molecular dynamics simulations with Langevin heat reservoir
rst runs for 105 steps to equilibrate the heterostructure NWs at a given temper-
ature, during which the free boundary condition is applied to all the atoms on
the surface. The quality of this relaxation process is highlighted by the monotonic
increase of the lattice constant of Ge/Si core-shell NWs when the core-shell ratio
increases (Fig. 5.2).
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Figure 5.2: Lattice constant of Ge/Si core-shell NWs (circle) versus core-
shell ratio calculated after structure relaxation. The lattice constant of
SiNWs (square) and GeNWs (triangle) are also plotted for reference.
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After structure relaxation, all atoms are assigned with a random velocity ac-
cording to Gaussian distribution. The periodic boundary condition is applied in
the x (longitudinal) direction, and the free boundary condition is applied in the
other two directions. Then microcanonical ensemble EMD runs for 3  106 time
steps (2.4 ns), and heat current given by Eq. (2.45) is recorded at each step.
Finally, the heat current (in x direction) autocorrelation function is calculated ac-
cording to Eq. (2.33). The whole procedure is repeated six times with dierent
initial conditions of the velocity distribution.
Fig. 5.3a shows the typical time dependence of normalized HCACF in a
16  5  5 super cell at 300 K for Ge/Si core-shell NWs with a given core-shell
ratio (Lc=L=0.65). For comparison, the HCACF for SiNWs and silicon nanotubes
(SiNTs) [158] are also shown in Fig. 5.3. For both SiNWs and SiNTs, there is a
very rapid decay of HCACF at the beginning, followed by a long-time tail with
a much slower decay. This two-stage decaying characteristic of HCACF has been
reported in the studies of various single-component materials [111, 121, 162]. When
time is long enough, the long-time tail of HCACF decays to approximately zero.
However, an obvious oscillation up to a very long time appears in HCACF
for core-shell NWs (Fig. 5.3a). The long-time region of HCACF reveals that this
oscillation is not random but shows a periodic manner (Fig. 5.3b). This has been
further checked by extending the total number of time steps in microcanonical
ensemble EMD simulations, from N = 3 106 to N = 5 106. We nd that EMD
simulations with even longer simulation time give almost identical result to that
shown in Fig. 5.3, and the periodic oscillation feature is not aected at all. By
using the same EMD simulation procedure, we have also calculated HCACF for
Si1 xGex randomly doped NWs with dierent doping concentration x. As shown
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Figure 5.3: Time dependence of normalized heat current autocorrelation
function (HCACF). a HCACF for SiNWs (blue dash line), SiNTs (red dot line)
and Ge/Si core-shell NWs with Lc=L=0.65 (green solid line). b Long-time region
of HCACF shown in a. c HCACF for Si1 xGex NWs with dierent doping con-
centration x. d Long-time region of HCACF shown in c. The black lines in all
gures draw the zero axis for reference. Here the super cell size is 16 5 5 and
temperature is 300 K.
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Figure 5.4: Long-time region of normalized HCACF for dierent core-
shell NWs. a Rectangular Si/Ge core-shell NWs (blue line). b Circular Ge/Si
core-shell NWs (green line). c Rectangular Ge/Si core-shell NWs with 5% of the
atoms at the interface randomly switched. d Rectangular Ge/Si core-shell NWs
with 10% of the atoms at the interface randomly switched. Dierent colors in c
and d denote dierent realizations for the random switch. The black dashed lines
in all gures draw the zero axis for reference.
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in Fig. 5.3c and 5.3d, none of the Si1 xGex NWs exhibit any oscillation in HCACF,
consistent with the theoretical idea that the periodic oscillation is a coherent wave
eect that requires long-time correlation, which should not take place in a randomly
doped heterostructure.
It is worth pointing out that oscillation in HCACF has been reported by
Landry et al. [163] in the study of superlattice structures. They found the oscil-
lation in their work is caused by specic zero-wave-vector optical phonon modes
and can be removed when a dierent denition of the heat current based on the
equilibrium atom positions is used [163]. In this work, we have also calculated the
heat current according to the denition based on equilibrium atom positions. In
contrast, we found the oscillation in HCACF still exists. Furthermore, to verify the
generality of this oscillation feature of HCACF in core-shell structure, we have also
considered the following cases: rectangular Si/Ge core-shell NWs, circular Ge/Si
core-shell NWs (both core and shell regions are circular), and rectangular Ge/Si
core-shell with imperfect interface (e.g., 5% and 10% of the atoms at the interface
are randomly switched). As shown in Fig. 5.4, oscillations in HCACF still exist
in these cases, suggesting that it is a generic characteristic in core-shell structures.
For the sake of simplicity for theoretical modeling and analysis, all the Ge/Si core-
shell NWs considered in the rest of this study are rectangular cross sections as
depicted in Fig. 5.1.
Fig. 5.5a and 5.5b shows the long-time region of normalized HCACF for
Ge/Si core-shell NWs with dierent core-shell ratio at 300 K. This oscillation ef-
fect exhibits an obvious structure dependence: when the core-shell ratio increases,
it becomes stronger, reaches its maximum amplitude at Lc=L=0.65, and then de-
creases. Moreover, for a given core-shell structure, the oscillation amplitude is
110
Chapter 5. Phonon Coherent Resonance in Core-Shell Nanowires
20 25 30
-0.05
0.00
0.05
0.10
20 25 30
-0.05
0.00
0.05
0.10
20 25 30
-0.1
0.0
0.1
0.2
0.0 0.2 0.4 0.6 0.8 1.0
0
5
10
15
 
 
 L
c
/L=0.15
 Lc/L=0.35
 Lc/L=0.45
Co
r(t
)/C
o
r(0
)
t (ps)
a
 
 
 L
c
/L=0.55
 L
c
/L=0.65
 L
c
/L=0.85
Co
r(t
)/C
o
r(0
)
t (ps)
b
 T=100 K
 T=300 K
 T=1000 K
 
t (ps)
 
Co
r(t
)/C
o
r(0
)
c
Re
so
n
an
t a
m
pl
itu
de
 
(%
)
 T=100 K
 T=300 K
 T=1000 K
 
 
L
c
/L
d
Figure 5.5: Structure and temperature dependence of the oscillation ef-
fect in Ge/Si core-shell NWs. Here we show the long-time region of normalized
HCACF in a 16  5  5 super cell. The black lines draw the zero axis for refer-
ence. a Lc=L=0.15 (green solid line), Lc=L=0.35 (red dash line) and Lc=L=0.45
(blue dot line) at 300 K. b Lc=L=0.55 (green solid line), Lc=L=0.65 (red dash line)
and Lc=L=0.85 (blue dot line) at 300 K. c Lc=L=0.65 at 100 K (green solid line),
300 K (red dash line) and 1000 K (blue dot line). d Oscillation amplitude versus
core-shell ratio Lc=L at 100 K (green circle), 300 K (red square) and 1000 K (blue
triangle).
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temperature-dependent and becomes larger at lower temperature (Fig. 5.5c). The
structure and temperature dependence of the oscillation in HCACF suggests that
there exists a coherent mechanism in core-shell NWs which can cause phonons to
have the long-lasting correlation in such heterostructure.
To quantitatively characterize the oscillation eect in core-shell NW, we nu-
merically measure the oscillation amplitude. Consider a perfect cosine oscillation
function described by u = A cos(!t+ '), the standard deviation () of this cosine
function in the time interval (t1,t1 +t) is given by
2 =
1
t
t1+tZ
t1
A2 cos2(!t+ ')dt =
A2
2
; (5.1)
provided that t is integer times of the period. So the amplitude of a periodic
oscillation can be measured by calculating the standard deviation (A =
p
2). For
the random noise, the standard deviation is indeed a good quantity to gauge the
noise level. Here we calculate the standard deviation of the long-time region of
HCACF from td to td + t, where td is the time after HCACF (or the envelope
of HCACF for oscillation case) decays to approximately zero (e.g., td=15 ps in
Fig. 5.3b), and t is set as 15 ps during which the oscillation amplitude is almost
constant. For each core-shell structure, the nal results are averaged over six
measurements of dierent realizations of HCACF.
For example, for those realizations of HCACF shown in Fig. 5.3b, the stan-
dard deviation of HCACF for Ge/Si core-shell NWs calculated from 15 ps to 30
ps is =0.031, and the calculated amplitude is A =
p
2=0.044, consistent with
the oscillation amplitude shown in Fig. 5.3b. For SiNWs, the calculated stan-
dard deviation is about =0.003, and its corresponding amplitude is A=0.0042,
which gives an estimation of the noise level and is one order of magnitude smaller
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than the amplitude of the nontrivial oscillation in Ge/Si core-shell NWs. This
method to measure oscillation amplitude can give distinct estimations of the non-
trivial oscillation and the noise level. Fig. 5.5d shows the calculation results of
the structure- and temperature-dependent oscillation amplitude. With core-shell
ratio increases, the oscillation amplitude rst increases, reaches a peak value at
Lc=L=0.65 and then decreases. More interestingly, the oscillation amplitude at
dierent temperature shows the same structure dependence, with larger amplitude
at low temperature and vanishing amplitude (comparable to noise level) at high
temperature.
To better understand the underlying mechanism, we have carried out extensive
spectrum analysis by using the fast Fourier transform (FFT). We calculate the FFT
of the long-time region of normalized HCACF from time td to td + t, with t
set as 15 ps. It has been further checked that our FFT analysis is robust with
the particular choice of td. Fig. 5.6 shows the FFT of normalized HCACF for
dierent structures shown in Fig. 5.3b. The FFT amplitude for Ge/Si core-shell
NWs exhibits a dominant peak at low frequency, which is denoted as f0 in Fig.
5.6a. All the FFT amplitudes shown in Fig. 5.6 are normalized by the amplitude
of the dominant resonant peak f0. Moreover, there exist multiple high frequency
peaks shown in Fig. 5.6b, with much smaller amplitude compared to that of the
dominant peak. The FFT spectrum of SiNWs (Fig. 5.6c) and SiNTs (Fig. 5.6d)
looks completely dierent from that of Ge/Si core-shell NWs: there is no dominant
peak over the entire frequency regime, and the FFT amplitude is more than two
orders of magnitude smaller than the dominant peak amplitude for Ge/Si core-
shell NWs. These two aspects are the typical characteristics of the noise spectrum.
This spectrum analysis veries that there is no signicant oscillation in HCACF
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Figure 5.6: Amplitude of the fast Fourier transform (FFT) of the long-
time region of normalized HCACF. The black lines in all gures draw the
zero axis for reference. a Ge/Si core-shell NWs. b The high frequency oscillation
peaks for Ge/Si core-shell NWs. The black arrows pinpoint the dierent oscilla-
tion frequencies. c and d are amplitudes of the FFT of the long-time region of
normalized HCACF for SiNWs and SiNTs, respectively.
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for SiNWs and SiNTs, and the uctuation of HCACF in the long-time region for
SiNWs and SiNTs is mainly due to the computational noise.
The multiple oscillation peaks observed in frequency domain for core-shell
NWs are very similar to the connement eect of the acoustic wave (coherent long
wavelength phonon) in a conned structure. For a wire with the square cross
section and side length L, the eigen-frequency of the transverse modes in such
conned structure calculated from the elastic medium theory is given by:
fmn =
!mn
2
=
kmnC
2
=
C
2
rm
L
2
+
n
L
2
=
C
2L
p
m2 + n2 =
p
m2 + n2f0;
(5.2)
where fmn is the eigen-frequency specied by two integer number m and n, C is the
speed of sound, and f0 = C=2L is the lowest eigen-frequency. We record the high
frequency peaks marked by the black arrows in Fig. 5.6b, and compare them with
the frequency of the dominant peak f0 in Fig. 5.6a. We nd the relation between
the high frequency peaks and the dominant peak f0 is very close to that given by
Eq. (5.2). This good agreement of oscillation frequency suggests that the intriguing
oscillation eect results from the frequency quantization of the transverse modes
as a consequence of structure connement in the transverse direction.
5.3 Coupling Picture
In single-component homogeneous NWs, atoms on the same cross section plane
have the same sound velocity, so that the transverse motion is decoupled with the
longitudinal motion. This is the reason that the oscillation signal is not probed
by HCACF along the longitudinal direction in SiNWs. In core-shell NWs, atoms
on the same cross section plane have dierent sound velocity in the longitudinal
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direction. As a result, atoms near the core-shell interface are stretched due to
the dierent sound velocity. This induces a strong coupling/interaction between
the transverse and longitudinal motions. It is well known that when there is in-
teraction between two modes, the oscillation amplitude will be maximized when
the frequencies of these two modes are close to each other (resonance). Due to the
frequency quantization of the transverse modes, resonance will take place when the
frequency of the longitudinal mode is close to the eigen-frequency of the tranverse
mode, giving rise to the enhanced oscillation amplitude. This coupling picture
explains that frequency quantization of the tranverse modes can indeed manifest
itself in HCACF along the longitudinal direction in Ge/Si core-shell NWs, while
the same eect is absent in SiNWs, NTs and randomly doped NWs. Moreover, as
the resonance eect of acoustic wave is a coherent process that requires long-time
correlation, the stronger anharmonic phonon-phonon scattering at high tempera-
ture causes phonon to lose coherence, and leads to the vanishing of the oscillation
eect at high temperature.
To quantitatively characterize the coupling between the transverse and longi-
tudinal modes in core-shell structure, we consider the following two scenarios. For
a core-shell structure consists of two homogeneous mediums A (core) and B (shell),
if there is no coupling between A and B at the interface, the speed of sound C in
this inhomogeneous medium (A/B core-shell) is either Ccore = CA in medium A, or
Cshell = CB in medium B, depending on the position. This is the scenario without
the interface coupling. However, due to the coupling at the interface between A
and B, the speed of sound in this inhomogeneous medium is dierent from that of
its pure element, and can be eectively described by another homogeneous medium
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E with the same elastic properties. This is the spirit of the eective medium ap-
proximation (EMA) and the actual case (with coupling). Since the mode coupling
in core-shell structure is induced by the mismatch of sound velocity, we propose to
dene the coupling strength S in core-shell structure to be the dierence between
these two scenarios (with and without coupling) as:
S =
Ncore (Ccore   Ceff )2 +Nshell (Cshell   Ceff )2
N
; (5.3)
where N is the total number of atoms in core-shell structure, Ncore/Nshell is the
number of atoms in the core/shell region, Ceff is the eective speed of sound in
core-shell structure, and Ccore/Cshell denotes the speed of sound in pure core/shell
medium. According to this denition, the coupling strength is zero for pure SiNWs,
consistent with the result that there is no resonance eect in SiNWs.
The speed of sound in pure Si and Ge NWs, and eective speed of sound
in Ge/Si core-shell NWs are calculated by using GULP [128]. Bulk modulus K,
Shear modulus G and mass density  of each structure are calculated by GULP
after structure relaxation. Then the speed of sound is calculated according to
C =
q
(K + 4
3
G)= . As shown in Fig. 5.7, the dependence of coupling strength
on core-shell ratio agrees qualitatively well with the variation of the measured oscil-
lation amplitude shown in Fig. 5.5d. This good agreement reveals that the struc-
ture dependence of the oscillation amplitude is caused by the structure-dependent
coupling strength.
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Figure 5.7: Coupling strength versus core-shell ratio in Ge/Si core-shell
NWs.
5.4 Coherent Mechanism to Tune Thermal Con-
ductivity
Due to the nonpropagating nature of the transverse modes, the resonance
eect induced by coupling between the transverse and longitudinal modes can
hinder the longitudinal transport [164], thus oering a coherent mechanism to
tune thermal conductivity in core-shell structure based on resonance. To illustrate
this coherent mechanism in more details, we study the localization eect of the
longitudinal phonon modes in SiNWs and Ge/Si core-shell NWs. All phonon modes
are computed by using GULP with a cross section of 5  5 unit cells. Mode
localization can be quantitatively characterized by the phonon participation ratio
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dened in Eq. (2.64) for each phonon mode.
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Figure 5.8: Averaged phonon participation ratio Pave versus core-shell
ratio in Ge/Si core-shell NWs (circle). The square plots Pave in SiNWs with
the same cross section area for comparison. All phonon modes are computed with
a cross section of 5 5 unit cells.
When considering the overall inuence of structure change on localization
eect, averaged phonon participation ratio Pave dened in Eq. (3.4) is a very
useful quantity to characterize the overall localization eect, with a smaller Pave
indicating a stronger phonon localization eect [81]. Compared to SiNWs, Pave in
Ge/Si core-shell NWs shows an overall reduction (Fig. 5.8). More interestingly,
Pave in Ge/Si core-shell NWs shows a non-monotonic variation with the increase of
core-shell ratio. This is dicult to be understood from the conventional diusive
phonon picture, which suggests that the interface scattering becomes stronger with
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the increase of interface [165]. Our coupling picture can give a qualitatively good
understanding of such non-monotonic variation: the resonance eect induced by
coupling between the transverse and longitudinal phonon modes causes localization
eect of the longitudinal phonon modes, and the strength of the localization eect
Pave is controlled by the coupling strength S, with a smaller Pave at larger S.
To know how much the phonon localization eect can aect the thermal trans-
port, we further study thermal conductivity  of Ge/Si core-shell NWs. We should
point out that when applying the Green-Kubo method to calculate thermal con-
ductivity, it is a challenge to accurately specify the converged values of HCACF
integral [166]. Because of the oscillation in HCACF observed in our calculations,
it is even more challenging to specify the converged value of the HCACF integral
for core-shell NWs. Thus we use non-equilibrium molecular dynamics (NEMD)
simulations with Langevin heat reservoir to predict the thermal conductivity. In
NEMD calculation of thermal conductivity of bulk material, the calculation results
will depend on the size of the simulation cell if there are not enough phonon modes
to accurately describe the phonon transport process. In this situation, extrap-
olation procedure must be applied to NEMD results with multiple system sizes.
However, as demonstrated by Sellan et al. [166], the commonly used linear ex-
trapolation procedure is not always accurate in Stillinger-Weber silicon. Moreover,
in this chapter, our concern is the relative reduction of thermal conductivity in
core-shell NWs, rather than its absolute value. Thus thermal conductivity of the
single-component NWs with the same cross section area and length is used as the
reference.
NEMD simulations are performed long enough (4 107 time steps) to ensure
the non-equilibrium steady state. Fig. 5.9 shows the structure dependence of
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Figure 5.9: Structure dependence of thermal conductivity in Ge/Si core-
shell NWs with dierent cross section areas (NY NZ unit cells) at 300
K. Thermal conductivity of SiNWs with the same cross section area is used as the
reference. The length of the nanowire is 16 unit cells.
thermal conductivity in Ge/Si core-shell NWs with dierent cross section areas
at 300 K. Thermal conductivity of SiNWs with the same cross section area is
used as the reference. For all cross section areas, thermal conductivity can be
reduced compared to that of SiNWs after introducing the core-shell structure.
For the cross section of 5  5 unit cells, the trend of the structure-dependent
thermal conductivity in Ge/Si core-shell NWs agrees quite well with that of Pave
with the same cross section shown in Fig. 5.8. With larger cross section areas,
the structure dependence of thermal conductivity is qualitatively the same, with
quantitative dierence presumably due to the surface and diameter eect. These
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Figure 5.10: Temperature dependence of thermal conductivity reduction
in Ge/Si core-shell NWs. Here thermal conductivity of Ge/Si core-shell NWs
with a cross section of 5 5 unit cells and core-shell ratio Lc=L=0.65 is compared
with that of GeNWs with the same cross section area at each temperature. The
length of the nanowire is 16 unit cells.
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results suggest that coherent resonance eect induced phonon localization eect is
responsible for the structure-dependent reduction of thermal conductivity in Ge/Si
core-shell NWs. However, as the surface eect is inherently considered in molecular
dynamics simulations, the quantitative contribution from coherent resonance eect
to the reduction of thermal conductivity in core-shell NWs is still an open question
and needs further study.
As demonstrated in Fig. 5.5d, the stronger anharmonic phonon-phonon scat-
tering at high temperature causes phonon to lose coherence, and leads to the
vanishing of the resonance eect at high temperature. To further investigate the
eect of coherent resonance on the reduction of thermal conductivity in core-shell
NWs, we nally calculate the temperature dependence of thermal conductivity re-
duction in Ge/Si core-shell NWs. Thermal conductivity of Ge/Si core-shell NWs
with a cross section of 5 5 unit cells and core-shell ratio Lc=L=0.65 is calculate
and compared with that of GeNWs with the same cross section area at each tem-
perature, taking into account the quantum correction [113]. Fig. 5.10 shows that
the reduction of thermal conductivity is more signicant at lower temperature. In
addition, our simulation results show that it is possible to further reduce  of low
thermal conductivity material (Ge) by replacing the outer layers with high thermal
conductivity material (Si) to form the core-shell structure.
5.5 Summary
In summary, we have systematically studied the phonon coherent resonance ef-
fect and thermal conductivity in core-shell NWs. We found in Ge/Si core-shell NWs
an intriguing oscillation in HCACF, which is robust with the shape and detailed
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structure of the interface. This oscillation is absent in pure silicon NWs, nanotube
structures and randomly doped NWs. Detailed characterizations of the oscillation
signal uncover that the physical origin of this oscillation is the coherent resonance
eect of the transverse and longitudinal phonon modes, which is induced by the
mode coupling in core-shell NWs. The phonon resonance causes the localization of
the longitudinal phonon modes and consequently hinders thermal transport along
the core-shell NWs. As a result, thermal conductivity of Ge/Si core-shell NWs can
be tuned by the strength of the coherent resonance eect. Moreover, as the coher-
ence of phonons can be better preserved at lower temperature, it is found that the
reduction of thermal conductivity in core-shell NWs is more signicant with the
decrease of temperature. Our study suggests that the conventional phonon diu-
sive picture is not sucient to describe thermal transport in core-shell NWs, and
atomistic approaches without assumptions about the nature of phonon transport
are suggested. More importantly, our study reveals a coherent mechanism to tune
thermal conductivity in core-shell NWs by engineering phonon resonance.
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A Universal Gauge for Thermal
Conductivity of Si Nanowires
In this chapter, we study thermal conductivity of silicon nanowires (SiNWs)
with dierent cross sectional geometries. It is found that thermal conductivity
decreases monotonically with the increase of surface-to-volume ratio (SVR). More
interestingly, a simple universal linear dependence of thermal conductivity on SVR
is observed for SiNWs with modest cross sectional area (larger than 20 nm2),
regardless of the cross sectional geometry. As a result, among dierent shaped
SiNWs with the same cross sectional area, the one with triangular cross section has
the lowest thermal conductivity. Our study provides not only a universal gauge
for thermal conductivity among dierent cross sectional geometries, but also a
designing guidance to tune thermal conductivity by geometry.
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6.1 Motivation
Silicon nanowires (SiNWs) have shown tremendous promising applications in
electronics, such as high-performance eld-eect transistors (FETs) [38], logic gates
[39], and nano sensors [42]. They have also attracted wide attention in thermo-
electric applications because of the remarkably improved thermoelectric gure of
merit, which is mainly caused by the signicant reduction of thermal conductivity
in SiNWs [44, 45]. Many approaches have been proposed to further reduce thermal
conductivity of SiNWs, such as introduction of impurity scattering [81, 146] and
holey structure [58, 59, 158].
The eect of orientations on thermal transport in SiNWs has been studied
by Markussen et al. [29]. In their work, they found the thermal conductance is
strongly anisotropic for pristine SiNWs: nanowires oriented along [110] direction
have 50-75% larger thermal conductance than those oriented along [100] and [111]
directions. Furthermore, by calculating phonon dispersion curves for SiNWs with
dierent orientations, they found that nanowires in [110] direction have larger
phonon group velocity compared to other two directions, which gives rise to the
larger thermal conductance in [110] direction.
The well-developed fabrication technologies have oered a quite exibility in
the synthesis of nanowires with controllable diameter and cross sectional geometry
[26, 167, 168]. Theoretical studies have revealed that dierent geometries are asso-
ciated with dierent dynamics [169], which leads to completely dierent transport
of elastic wave in phononic crystal at macroscopic level [170]. Although theoret-
ical [151] and experimental [55] studies have shown that thermal conductivity of
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SiNWs increases with the increase of transverse dimension, only xed cross sec-
tional geometry is considered so far. The eect of cross sectional geometry on
thermal conductivity of nanostructures has not yet been explored.
In this chapter, we systematically study thermal conductivity of [100] SiNWs
with dierent cross sectional geometries, including rectangle (square), circle and
triangle. For simplicity, SiNWs with rectangular, circular, and triangular cross
sectional shapes are named as rect-SiNWs, cir-SiNWs, and tri-SiNWs, respectively.
6.2 Universal Gauge Above Threshold
In our study, the longitudinal direction of SiNWs is set along x axis, and
the transverse direction is cut into specic geometry with the cross sectional size
controlled by the diameter, which is dened for all geometries as the maximum
distance between the surface atoms in the cross sectional plane. The maximum
cross sectional area considered in this study is 806 nm2. For cir- and tri-SiNWs,
there exists certain discrepancy between the actual lattice structure and ideal ge-
ometry (Fig. 6.1) due to the discrete stacking of Si atoms. Compared to the
ideal geometry, there are more surface atoms in the actual lattice structure of cir-
and tri-SiNWs. However, these additional surface atoms are not included in the
conventional denition of SVR (ratio of surface area to volume) based on ideal
geometry. To take into account this discrepancy, here we dene SVR at atomic
level as the ratio of the number of surface atoms to the total number of atoms,
which can accurately describe the surface morphology.
We use non-equilibrium molecular dynamics (NEMD) simulations with SW
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Figure 6.1: Cross sectional view of the ideal geometry and actual lattice
structure of [100] SiNWs. The diameter D is dened for all geometries as the
maximum distance between the surface atoms in the cross sectional plane.
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potential (Chap. 2.2) and Langevin heat reservior to calculate the thermal conduc-
tivity. The velocity Verlet algorithm (Chap. 2.3) is employed to integrate Newton's
equations of motion numerically, and each MD step is set as 0.8 fs. Since quantum
eect on thermal conductivity of SiNWs is quite small at room temperature [81],
we do not adapt quantum correction in our study as we mainly concentrate on the
cross sectional eect on thermal conductivity of SiNWs above room temperature.
We rst calculate thermal conductivity of [100] SiNWs with dierent cross
sectional areas and geometries at xed length L=3.26 nm in the longitudinal di-
rection. Fig. 6.2a-c shows the thermal conductivity  versus SVR at dierent
temperature. At each temperature, thermal conductivity decreases monotonically
with the increase of SVR for any given cross sectional geometry, which is a conse-
quence of the enhanced surface scattering when SVR increases. More interestingly,
for dierent cross sectional geometries, thermal conductivity follows the same linear
dependence on SVR when the cross sectional area is greater than certain thresh-
old of about 20 nm2. This important feature suggests that SVR can serve as a
universal gauge for thermal conductivity of SiNWs with modest cross sectional
area, regardless of the specic cross sectional geometry. For very thin SiNWs with
cross section area below the threshold, the dependence of thermal conductivity on
SVR deviates from the universal linear tted line, but depends also on the specic
cross sectional geometry. In the following part of this chapter, we refer to the
cross sectional area above and below this threshold as the \universal region" and
\non-universal region", respectively.
In the universal region, the linear dependence of thermal conductivity on SVR
holds for all temperature above 300 K, with the absolute value of the slope for the
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Figure 6.2: Thermal conductivity () of [100] SiNWs versus surface-
to-volume ratio (SVR) at dierent temperature. a 300 K, b 500 K, and
c 1000 K. The nanowire length is xed at L=3.26 nm. The black square, red
circle and green triangle denote thermal conductivity of rect-SiNWs, cir-SiNWs
and tri-SiNWs, respectively. d Thermal conductivity of SiNWs for dierent cross
sectional geometries at 300 K. The nanowire length is L=6.52 nm. The inset shows
experimental results at 300 K from Ref. [55]. In all gures, the blue lines are the
best-tting ones, and A is the cross sectional area.
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linear best-t decreases with the increase of temperature. This temperature depen-
dence of the slope is mainly due to the temperature dependent phonon excitation
in SiNWs. The increase of temperature will excite more high frequency phonons.
However, surface scattering of high frequency (short wavelength) phonons in SiNW
is weaker than that of low frequency phonons [44]. This is responsible for the de-
creased absolute value of the slope for the thermal conductivity versus SVR curve
when temperature increases.
Another factor that inuences the slope is the length of SiNWs. Fig. 6.2d
shows the room temperature thermal conductivity versus SVR for SiNWs with
length L=6.52 nm. Compared to Fig. 6.2a, the universal linear dependence of
thermal conductivity on SVR holds as well at longer length, with an increased
absolute value of the slope. Thermal conductivity of low dimensional materials is
quite dierent from that of their bulk counterparts in the sense that it is usually
length dependent. For instance, Chang et al. experimentally discovered the length
dependence of thermal conductivity in carbon and boron-nitride nanotubes at room
temperature [171]. Moreover, Yang et al. numerically studied thermal conductivity
of SiNWs with length up to 1.1 m. They found that the length dependence
of thermal conductivity persists even when the length is much longer than the
phonon mean free path [70]. The phonon wavelength in a nanowire ranges from
the lattice constant to the system length. For a short SiNW, with the increase of
length, more and more long wavelength phonons are excited, which are sensitive to
surface scattering [70] and correspond to the strong SVR dependence of thermal
conductivity. This results in the increased absolute value of the slope for the
thermal conductivity versus SVR curve when nanowire length increases.
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To further check the validity of this linear dependence at much larger dimen-
sional scale, in the inset of Fig. 6.2d, we also show the thermal conductivity versus
SVR relation based on the experimental results from Ref. [55] for cir-SiNWs. The
SiNWs used in Ref. [55] are single crystalline with the length of several microns
and cross section area up to 1.04104 nm2. A good linear SVR dependence also
appears from their results (in Ref. [55], they showed the thermal conductivity vs
diameter relation). The good agreement of experimental results with the linear t
line further supports the fact that the linear relation between thermal conductivity
and SVR is an intrinsic phenomenon in nanowires.
One important application of the present study is to tailor thermal conductiv-
ity by geometry. For the same cross sectional area, SVR associated with dierent
geometries is intrinsically dierent, leading to dierent thermal conductivity. For
instance, Fig. 6.3 shows the normalized thermal conductivity of SiNWs with dif-
ferent cross sectional geometries above room temperature. For all cross sectional
geometries, the cross sectional area is the same of about 33 nm2, which is in the
universal region. Due to the intrinsically lowest SVR associated with rectangle,
thermal conductivity of SiNW with rectangular cross section is the highest among
all geometries, which is used as the reference at each temperature, respectively.
The triangular cross section has the highest SVR, leading to about 18% reduction
of thermal conductivity compared to the rectangular cross section. In addition,
this reduction ratio is robust above room temperature.
The threshold in cross sectional area, above which SVR can serve as a uni-
versal gauge for thermal conductivity, is found to be about 20 nm2 in our study,
which only corresponds to about 5 nm in diameter for cir-SiNW. This dimensional
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Figure 6.3: Normalized thermal conductivity of SiNWs versus tempera-
ture for dierent cross sectional geometries. Thermal conductivity of rect-
SiNWs at each temperature is used as reference. The black square, red circle
and green triangle denote thermal conductivity of rect-SiNWs, cir-SiNWs and tri-
SiNWs, respectively. The cross sectional area is the same (about 33 nm2) for all
cross sectional geometries.
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scale for the threshold is very close to the smallest diameter that current experi-
mental fabrication can achieve [26]. Therefore, from practical point of view, SVR
can be used as a universal gauge without any restriction of cross sectional area in
experiment. However, from theoretical point of view, it is still of great interest to
understand the physical origin that causes deviation from the universal linear de-
pendence of thermal conductivity on SVR below the threshold. The non-universal
region diers from the universal region mainly in the following two aspects. First,
thermal conductivity is less sensitive to SVR in non-universal region than that in
universal region. Second, in the non-universal region, thermal conductivity de-
pends not only on SVR, but also on the specic cross sectional geometry: the
trend of  versus SVR for rect-SiNW and cir-SiNW is similar to each other, but
notably dierent from that of tri-SiNW. Moreover, in this region, given the same
SVR, tri-SiNW has a slightly higher thermal conductivity than that of the other
two geometries.
6.3 Deviation Below Threshold
To explore the underlying physical mechanism, we carry out a vibrational
eigen-mode analysis by using lattice dynamics simulation package, "General Util-
ity Lattice Program" (GULP) [128]. The phonon participation ratio can provide
detailed information about localization eect for each phonon mode in a given
structure (Chap. 4.3). When considering the overall inuence of structure change
on localization eect, the averaged phonon participation ratio (Pave) dened in
Eq. (3.4) is a very useful quantity to characterize the overall localization eect,
with a smaller Pave indicating a stronger phonon localization eect [81]. Fig. 6.4
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Figure 6.4: Averaged phonon participation ratio (Pave) versus surface-to-
volume ratio (SVR) in SiNWs. The blue and black lines are the best-tting
ones. The red circle highlights the threshold region of about 20 nm2 in cross
sectional area.
shows the calculation result of Pave versus SVR. The blue and black lines draw the
linear t line of Pave in universal and non-universal region, respectively. In both
universal and non-universal region, Pave decreases monotonically with the increase
of SVR. In heat transport, the contribution to thermal conductivity mainly comes
from the delocalized modes rather than the localized modes. The reduced Pave
means that the percentage of delocalized mode decreases, leading to the reduction
of thermal conductivity. Furthermore, the decreasing slope of Pave with respect
to SVR is greater in the universal region than that in the non-universal region.
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This dierence of the decreasing slope is the origin that thermal conductivity is
less sensitive to SVR in non-universal region than that in universal region.
To further identify the important factor that causes the cross sectional geom-
etry dependence of thermal conductivity in the non-universal region, we study the
spatial distribution of the localized phonon modes. As demonstrated in Chap. 4.3,
the spatial distribution of the localized phonon modes can be eectively visualized
by the local energy Ei dened in Eq. (4.2). To select the localized phonon modes,
the summation in Eq. (4.2) only includes phonon modes with participation ratio
less than 0.2.
Fig. 6.5 plots the normalized energy distribution for localized phonon modes
on the cross sectional plane of SiNWs with cross sectional area greater than the
threshold (in the universal region). Due to the dangling bond atoms on the surface
which break the otherwise perfect lattice periodicity, phonon modes are localized
on the surface with mode amplitude exponentially decaying with the distance from
the surface [92]. This is well depicted in Fig. 6.5 that the localized phonon modes
reside close to the boundary of the cross sectional plane with only a few layers
in thickness, which corresponds to the surface of SiNWs and can be accurately
described by SVR. Moreover, since the corner atoms are obviously dierent from
other surface atoms due to their lower coordination number, they can induce a
stronger localization eect. This is indeed manifested in Fig. 6.5 by a higher
local energy at corner atoms compared to that at other surface atoms. Similar
enhancement of the local energy at the sharp corner is also found in the study
of electronic properties of thin SiNWs [35, 172]. However, this dierence between
corner atoms and other surface atoms is not taken into account by SVR which can
only measure the percentage of surface atoms in the whole system. On the other
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Figure 6.5: Normalized energy distribution for the localized phonon
modes on the cross sectional plane of SiNWs with large cross sectional
area at 300 K. Positions of the circles denote the dierent locations on the plane,
and intensity of the energy is depicted according to the colour. a Rect-SiNW with
A = 32:5 nm2. b Cir-SiNW with A = 33:4 nm2. c Tri-SiNW with A = 28:8 nm2.
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hand, as shown in Fig. 6.5, the weight of corner atoms in the surface atoms is quite
small when the cross sectional area is large. Meanwhile, the local energy is only
about 20% higher at the corner atoms than that at other surface atoms. Therefore,
when the cross sectional area is larger than the threshold value of about 20 nm2,
the inuence of corner atoms can be neglected, and SVR can eectively describe
the phonon localization eect on the surface, thus there is a universal dependence
of thermal conductivity on SVR among dierent cross sectional geometries.
However, the situation is quite dierent when the cross sectional area is less
than the threshold value. Fig. 6.6 shows the normalized energy distribution for
localized phonon modes in the small cross section case. When cross sectional area
is smaller than the threshold, the enhancement of the local energy at the corner
persists, and the contrast in local energy between corner atoms and other surface
atoms is much larger than that shown in Fig. 6.5. Furthermore, the ratio of corner
atoms on the surface is enhanced a lot compared to the large cross section case.
Due to these reasons, the inuence of corner atoms can no longer be neglected
at small cross sectional area. As a result, in addition to SVR, the corner atoms
which have a stronger localization eect compared to other surface atoms, also
play an important role in determining thermal conductivity. As shown in Fig. 6.6,
tri-SiNW has only three corners, while rect-SiNW and cir-SiNW have four corners.
Therefore, in the non-universal region, the trend of  versus SVR with rect-SiNW
and cir-SiNW is similar to each other, but dierent from that with tri-SiNW.
Because of the fewer corner atoms, thermal conductivity of tri-SiNW is slightly
higher than that of rect-SiNW and cir-SiNW in the non-universal region, given the
same SVR. Thus the cross sectional geometry dependence of thermal conductivity
in the non-universal region is caused by the stronger phonon localization eect at
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Figure 6.6: Normalized energy distribution for the localized phonon
modes on the cross sectional plane of SiNWs with small cross sectional
area at 300 K. Positions of the circles denote the dierent locations on the plane,
and intensity of the energy is depicted according to the colour. a Rect-SiNW with
A = 3:6 nm2. b Cir-SiNW with A = 3:7 nm2. c Tri-SiNW with A = 3:2 nm2.
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the corner atoms and their increasing signicance in thin SiNWs.
6.4 Discussion and Summary
Finally, we discuss the validity of other conventionally used gauge quantities
for thermal conductivity, such as diameter and cross sectional area. Strictly speak-
ing, the diameter is well dened only for circular cross section, but is ambiguous for
other cross sectional geometries. Therefore, diameter is not suitable to serve as the
universal gauge for thermal conductivity among dierent geometries. For the cross
sectional area A, it can be dened for all geometries, and thermal conductivity
usually increases monotonically with the increase of A for any given cross sectional
geometry. In principle, it can be used as the gauge for thermal conductivity of
nanowires with the same cross sectional geometry. But it is denitely not a uni-
versal gauge among dierent geometries, as it cannot take into account the specic
surface morphology, which is a crucial factor in determining thermal conductivity
at nanoscale. For example, we have demonstrated in Fig. 6.3 that even with the
same cross section area, thermal conductivity of SiNWs with dierent geometries
can dier by as large as 18% due to the intrinsically dierent SVR. Another exam-
ple is that thermal conductivity of SiNWs with dierent cross sectional geometries
can be quite close to each other due to the similar SVR, even if the cross sectional
area diers by several times. For instance, we found in our simulations that room
temperature thermal conductivity of rect-SiNW with A = 62 nm2 (thermal con-
ductivity is 7.50.4 W/mK) is very close to that of the tri-SiNW with A = 213
nm2 (thermal conductivity is 7.60.4 W/mK), while the cross sectional area diers
by more than a factor of 3. Therefore, SVR as the gauge for thermal conductivity
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has its advantage over other conventionally used gauge quantities in the sense that
it is a universal one among dierent geometries, when the cross sectional area is
greater than the threshold.
In summary, we have studied thermal conductivity of SiNWs with dierent
cross sectional geometries and cross sectional area up to 806 nm2. A universal
linear dependence of thermal conductivity on surface-to-volume ratio is found for
SiNWs with modest cross sectional area larger than about 20 nm2, regardless of
the specic cross sectional geometry. Moreover, we found the absolute value of the
slope for the linear t line depends on both temperature and length, due to the
temperature and length dependence of thermal conductivity of SiNWs. In addition,
with the same cross sectional area (larger than 20 nm2), tri-SiNW has the lowest
thermal conductivity due to its intrinsically highest SVR, which might be favorable
in thermoelectric applications. Our study provides not only a universal gauge for
thermal conductivity among dierent cross sectional geometries, but also a simple
approach to tune thermal conductivity by geometry.
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7.1 Contribution
In this thesis, we have investigated some critical aspects of the molecular dy-
namics (MD) methodology. We have examined the impact of heat bath in the
non-equilibrium molecular dynamics (NEMD) simulations of nanostructures, in-
cluding heat bath type, number of layers, and heat bath parameter. Using silicon
nanowires (SiNWs) as an example, we have studied the eect of heat bath on
calculated thermal properties. We found when applying Nose-Hoover (NH) heat
bath to the two ends of SiNWs, the localized edge modes (LEMs) at the bound-
ary can accumulate over time due to the deterministic nature of NH heat bath,
and induce large temperature jump at the boundary. As a result, multiple layers
of NH heat bath are required in order to reduce the temperature jump. While
with Langevin heat bath, it can eliminate the accumulation of LEMs due to its
stochastic excitation of all modes, giving rise to a small temperature jump at the
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boundary, regardless of heat bath layers applied. In addition, in order to ob-
tain the correct temperature prole, intermediate values of heat bath parameters
are recommended for both NH and Langevin heat bath. We further demonstrate
through silicon-germanium nanojunctions that in the study of heat current recti-
cation in heterogeneous materials, Langevin heat bath is recommended because it
can give consistent results with experiment, regardless of the heat bath parameter.
On the contrary, NH heat bath may induce the artifact which shows remarkable
dependence on the heat bath parameter.
Moreover, we have also examined dierent implementations of Green-Kubo
formula in equilibrium molecular dynamics (EMD) simulations. Due to the nite
number of ensemble average, heat current autocorrelation function (HCACF) is
only reliable up to a cut-o time and thus the thermal conductivity can only be
calculated from the truncated HCACF. We have proposed an ecient quantitative
method (rst avalanche) to accurately estimate the cut-o time. Using the cut-
o time, direct integration method can make a successful computation of thermal
conductivity of crystalline silicon and germanium. In addition, we have demon-
strated that because of the nite cut-o time, a small nonzero correction term
can signicantly improve the accuracy of EMD calculations based on the double-
exponential-tting of HCACF. Excluding this term in the calculation gives rise to
an underestimated value of thermal conductivity due to the partial exclusion of
contribution from low-frequency phonons, while including it one can make a cor-
rect prediction in good agreement with experimental value. Since the two-stage
exponential decaying characteristic of HCACF has been found in various materi-
als and has profound underlying physical mechanism, our method is quite general
and can have wide applications in accurate thermal conductivity estimations of
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dierent materials and systems.
In addition to the study of MD methodology, we have demonstrated vari-
ous strategies that can eciently reduce thermal conductivity of SiNWs, which
might be helpful towards developing high-eciency thermoelectric devices based
on silicon. By using NEMD simulations, we have studied thermal conductivity of
randomly doped Si1 xGex NWs and found it depends on the composition remark-
ably. Its thermal conductivity reaches the minimum, which is about 18% of that of
pure SiNWs, when Ge content is 50%. More interesting, with only 5% Ge atoms,
thermal conductivity of SiNWs can be reduced 50%. This composition dependence
of thermal conductivity is explained by phonon participation ratio. In addition, we
have also investigated the thermal conductivity of superlattice structured Si/Ge
NWs. The dependence of thermal conductivity on the period length is explained
by the overlap of phonon power spectrum of dierent layers.
Besides random doping and superlattice structure, we have proposed to reduce
thermal conductivity of SiNWs by introducing small hole at the center, i.e., con-
struct silicon nanotube (SiNT) structures. EMD simulations results demonstrate
that a very small hole which accounts for only 1% of cross sectional area can in-
duce 35% reduction of room temperature thermal conductivity. Moreover, with the
same cross section area, thermal conductivity of SiNT is only about 33% of that
of SiNW at room temperature. The enhanced surface-to-volume ratio in SiNTs
reduces the percentage of delocalized modes, which is believed to be responsible
for the reduction of thermal conductivity.
In addition to these conventional incoherent mechanisms to reduce thermal
conductivity, we have observed in core-shell NWs a remarkable oscillation eect
in heat current autocorrelation function, while the same eect is absent in pure
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silicon nanowires, nanotube structures and randomly doped nanowires. Detailed
characterizations of the oscillation signal have shown that this intriguing oscillation
is caused by the coherent resonance eect of the transverse and longitudinal phonon
modes. This phonon resonance results in the localization of the longitudinal modes,
which leads to the reduction of thermal conductivity in core-shell nanowires. Our
study reveals a coherent mechanism to tune thermal conductivity in core-shell
nanowires by engineering phonon resonance.
Finally, we have studied thermal conductivity of SiNWs with dierent cross
sectional geometries and cross sectional area up to 806 nm2. A universal linear
dependence of thermal conductivity on surface-to-volume ratio (SVR) is found for
SiNWs with modest cross sectional area larger than about 20 nm2, regardless of
the specic cross sectional geometry. Moreover, we found the absolute value of the
slope for the linear t line depends on both temperature and length, due to the
temperature and length dependence of thermal conductivity of SiNWs. In addition,
with the same cross sectional area (larger than 20 nm2), tri-SiNW has the lowest
thermal conductivity due to its intrinsically highest SVR, which might be favorable
in thermoelectric applications. Our study provides not only a universal gauge for
thermal conductivity among dierent cross sectional geometries, but also a simple
approach to tune thermal conductivity by geometry.
7.2 Future Work and Outlook
In this thesis, we have demonstrated various strategies that can independently
reduce thermal conductivity of SiNWs. It is interesting to know to what extent
a combination of these strategies can further reduce the thermal conductivity.
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Moreover, with such complex design, it is worth further study to see whether
it is possible to approach the minimum thermal conductivity (amorphous limit)
of Si that is insensitive to the system parameters (e.g., temperature) while still
preserving the basic crystal structure. This is the ideal case for high-eciency
thermoelectrics as the material is now so-called electron-crystal and phonon-gas.
In Chapter 6, we have found a universal relation between the thermal con-
ductivity and SVR in SiNWs with modest cross sectional area, regardless of the
specic cross sectional geometry. In our study, only pristine SiNWs with outer
surface have been considered. As an extension, one can check whether this relation
still holds when inner surface is introduced, such as the SiNT structure in Chap-
ter 4, or even multiple holes with dierent shapes in the middle of SiNWs. This
study might provide more insights to the theoretical design of thermal properties
by surface engineering.
In Chapter 6, we have qualitatively discussed the temperature-dependence of
the slope for the linear tting. A further analysis of the slope data reveals that the
slope goes linearly with 1=
p
T quite well, which might have underlying physical
signicance. This inversely square root dependence on temperature seems interest-
ing and its underlying mechanism is worth further exploration. More simulations
at dierent temperature are needed to verify this inversely square root dependence
of the slope on temperature.
The universal relation between thermal conductivity and SVR discussed in
Chapter 6 suggests that the surface scattering is a more important factor in thermal
transport than the specic cross sectional geometry. As discussed in Chapter 5,
the interface is dierent from the surface as it can induce mode coupling which can
be used to tune thermal conductivity. On the other hand, the interface can also
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cause scattering, and thus it is more complex than the surface. In the presence of
interface, one can further study whether there exists any nontrivial geometry eect
on thermal transport in core-shell structure.
In this thesis, we have only studied the thermal properties of individual
nanostructures. The periodic arrangement of individual nanostructures into the
phononic crystals with nanoscale features is a very interesting research area, and is
becoming available with the continuous development of micro-fabrication tech-
nique. Future study on the thermal properties of the phononic crystals with
nanoscale features is promising, and might stimulate research interest in both com-
munities of phononic crystals and thermal transport.
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