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Abstract 
 
 
 
Thixoforming technique requires heating the feedstock to a semi-solid 
state with a uniform temperature distribution, a uniform globular microstructure 
and an optimum liquid fraction. The skin effect of induction heating results in an 
exponential heat source (power density) profile within the semi-solid material. In 
this study, the conjugate gradient method in conjunction with the adjoint 
method is used to find a heating process to achieve a uniform temperature 
distribution along the radius of a cylinder in a relatively short time. It is found 
that a modified CGM may provide a satisfactory heating strategy. The physical 
and mathematical models take into account the temperature-dependent thermo-
physical properties. Radiative and convective heat losses and different heating 
frequencies are also considered. 
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Introduction 
Semi-solid metal (SSM) forming, originally introduced by Merton C. 
Flemings at MIT in 1970’s, has become a competitive technique to produce parts 
for the automotive industry. Comparing to conventional methods such as gravity 
die-casting and squeeze casting which have various problems such as blowholes, 
segregation, and thermal defects of the die, SSF requires heating the work piece 
to the semi-solid state with coexisting liquid and solid phases. It may increase 
flow viscosity and decrease the processing temperature during casting process, 
leading to a laminar flow and lower solidification shrinkage and therefore a 
higher quality of cast products by prevention of entrapment of gas. Its 
advantages also include excellent surface quality, tight tolerances, high strength,  
low level of porosity, fine microstructure, energy saving, etc [1-5].  
Thixoforming technique usually requires reheating pre-processed 
feedstock with a fine and non-dendritic structure to a liquid fraction of about 
40%~50%. At such a liquid fraction, the rheological properties of the semi-solid 
alloys are very sensitive to variations in the liquid portion. So the heating 
process must be accurately controlled to achieve a uniform temperature 
distribution in the material and necessary liquid fraction. On the other hand, the 
heating process is required to be relatively rapid to maintain the initial globular 
microstructure. Otherwise, the semi-solid alloys will not display thixotropic 
behaviors under shear and thus would not fill the die cavity properly [6-7].  
The traditional heating technique in metallurgy industries is related to 
the gas-fired furnaces because of its low cost. However, gas-fired furnaces 
require a very long heating tunnel to create the temperature uniformity, and this 
technique results in poor surface quality due to scale, decarburization, oxidation, 
coarse grains etc. Nowadays induction heating is the most commonly used 
method in commercial production applications especially in semi-solid metal 
processing because that is a non-contact, clean, compact and fast method and 
the input power can be easily controlled. However, induction heating has its 
inherent drawback of non-uniformity of heating due to the so-called skin effect, 
end effect and electromagnetic transverse edge effect. In this paper, only skin 
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effect is considered and the other two effects might be ignored. Because of the 
skin effect, most power density (heat source) is concentrated on the surface, 
and decays exponentially below the surface. Then the outside will heat more 
quickly than the inside; 80%~86% of the heat is produced in the surface layer 
which is called current penetration depth. The non-uniform temperature 
distribution along the radius of the material is called surface-to-core 
temperature profile [2, 8, 9, 10]. The skin depth is a function of frequency and 
material properties, it decreases when frequency increases. Considering the 
maximum electrical efficiency and minimum electromagnetic forces, the 
commercial machines often work at a frequency of more than 10kHz. Such a 
high frequency also makes the system more compact. 
In order to achieve a uniform temperature by using induction heating, 
three kinds of heating methods have been frequently applied into the SSF: (1) 
Fixed coil method: a billet is heated in the same coil; input power varies 
according to the temperature values measured by the sensors embedded within 
the material; (2) Multi-coils method: a billet passes through a series of coils 
sequentially and reaches to semi-solid state in the last coil. A rotation disk 
induction heater obtained the patent of semi-solid metal heating (American 
Patent 4,569,218) in 1986; (3) Hybrid method: The researchers at Materials 
Research Laboratory of Taiwan combined these two methods and modified the 
electrical and temperature control circuit. These methods essentially are similar: 
if the temperature reaches at some values, cut or decrease the input power. The 
heating procedure is determined by experiments and/or automatic control 
method. However, the shortage is also obvious: the strategy may not be the 
“best”, the heating time may be long, and if the size of material or material itself 
or the operating frequency of induction heater changed, the experiments must 
be repeated.  
The heating control problem is essentially an inverse problem of 
determining the time-dependent heat source (power density) to obtain the 
targeted temperature distribution. In 1960, this kind of optimal control problem 
in distributed-parameter system was firstly proposed by Butkovskii and Lerner 
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[11]. Sakawa [12, 13] used a variational method, Cavin and Tandon [14] 
applied a finite element method, Meric [15, 16] adopted conjugate gradient 
method to solve the linear and nonlinear boundary control problems in the 60s 
and 70s of last century. In the last two decades, the solution algorithms were 
further improved due to the fast development of optimization and inverse 
problem techniques. Kelley and Sachs [17] introduced a Steihaug trust-region-
conjugate-gradient method with a smoothing step at each iteration to solve a 1-
D boundary heat flux control problem. Huang [18] solved a similar boundary 
control problem with temperature-dependent thermal properties by regular 
conjugate gradient method. The same control problem was extended to 3-D 
geometries by Huang and Li [19]. Chen and Ozisik [20, 21] estimated the 
optimum strength of heat sources by a similar algorithm used in [15, 16]. 
These optimization techniques have not been applied to the semi-solid 
forming. The objective of this study is to determine an optimal heating strategy 
to achieve a uniform temperature distribution along the radius of a cylindrical 
billet within a relatively short time. In this study, all thermal properties are 
considered temperature-dependent, the heat source is a function of time and 
space, and surface heat radiation and convection are included.  
 
Problem Definition 
A metal slug with a diameter of 76mm and a height of 152mm is 
vertically placed into an induction coil unit (FIG.1). The power supply generates 
an alternating current at 10KHz. In order to obtain a uniform liquid fraction and 
a good consistent viscosity, the billet temperature should be kept within the 
range of 575-585℃ through the entire cross-section before the material flow 
into the die cavity under a pressure. In this report, only the one-phase model is 
considered, i.e., the targeted temperature is set below the value at which the 
alloy starts to melt. The two-phase model is the subject of on-going research. 
Due to the “skin” effect, the temperature is not uniform along the radius of the 
billet, as Tsurface must be higher than Tcenter. In addition, the slug surface is 
convectively cooled in order to avoid the ‘elephant foot’ effect, and to decrease 
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the temperature difference between the center and surface. The electromagnetic 
transverse edge effects are not to be considered because of the cylindrical 
geometry of the work-piece, if the ‘elephant foot’ effect could be controlled. If 
the induction heater is well designed and there is no coil overhang, then the end 
effecs and the top-to-bottom thermal gradients can be ignored. The physical 
model can be therefore simplified to one-dimensional case. In this paper, the 
problem is solved in a Cartesian coordinates system. 
               
FIG. 1 Schematic of Induction Heating Coil and Slug 
Mathematical Model 
Suppose a metal bar is cooled from the right side by convection and 
radiation, and its left side is adiabatic. The initial temperature field and boundary 
conditions are assumed to be known. A heat source which is a function of space 
and time is generated by induction heating. The heat conduction problem is 
governed by following non-linear equation: 
                 )t,x(S
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where )t,x(S denotes inner heat source; ρ is the density; pc  is the specific heat 
and k is the thermal conductivity. Suppose that the heat source may be 
expressed as )x(H)t(G)t,x(S ⋅= and let us define volumetric heat capacity 
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The corresponding boundary and initial conditions are as  
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−σ=  is the radiative heat flux, )t(q  is the convective heat flux 
and Stefan-Boltzmann constant 428b Km/W1067.5 ⋅×=σ − . The subscript ‘s’ denotes 
the surface of slug, ‘p’ denotes inner surface of pedestal. Suppose that the 
pedestal is cooled by cooling water, and ambientp TT ≡ . 
Heat source distribution 
From Maxwell equations, it can be proved that the induced current 
density decreases exponentially from the periphery towards to the center [22]. 
The distribution of current density within a cylinder-shaped material is of the 
form: 
δ−−⋅= /)xL(0 eI)x(I                                              
Here I0 is the maximum eddy current on the surface, L is radius of material. 
From Joule’s law, we may get the distribution of power density (heat source) 
along the direction of radius: 
     δ−−⋅=⋅= /)xL(202
0
2
0 eS
I
I
S)x(S                                 (4) 
Here S0 denotes the maximum power density (heat source) on the surface, δ is 
penetration (skin) depth. Then the time-dependent heat source may be 
expressed as: 
δ−−⋅= /)xL(2e)t(G)t,x(S                                     (5) 
For metal materials, the skin depth can be expressed by resistivity, 
permeability of the material and the current frequency: 
f
R
3.503
rµ
=δ                                             (6) 
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where  R: is the  load resistivity (in  ohms-meters); rµis the load relative 
magnetic permeability; f is the current frequency (in Hz). For aluminum (aloys) 
and  copper, 1r≅µ .  R is  proportional to the temperature.  For  Aluminum  aloy 
A356, )m(T1053.11089.3R 108 ⋅Ω×+×≈ −− .  The  power  density (heat  source) 
distribution  of  A356  along the  non-dimensional radius is  shown in  FIG.2. It is 
found that the temperature  of  A356  does  not influence the  heat  source 
distribution too much within a range from 20℃ to 570℃. The resistivity may be 
therefore  as independent  of temperature.  However, the  current frequency 
considerably  affects the  heat  source  distribution.  Generaly  speaking,  as the 
frequency is smaler, the temperature distribution becomes more uniform. 
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Optimum Heating Control Problem 
According to the discussion above, the heat source distribution )x(H  will 
be fixed by the operating frequency of the induction heater. If the surface 
cooling flux )t(q  is given, our objective is to determine the timewise strength of 
heat source )t(G  such that the final temperature )t,x(T f  is equal to the targeted 
value )x(TE . The solution is obtained by minimizing the error functional E which 
is defined as: 
                     [ ] ∫∫ ξ+−= f
t
0
22
Ef
L
0
dt)t(G
2
dx)x(T)t,x(T
2
1
)G(E                   (7) 
where ξ is the regularization parameter. Among  various optimization techniques, 
conjugate gradient method is frequently adopted because of its efficiency and 
self-regularization character. As an iterative algorithm, the search direction and 
step size must be determined. The search direction is related to the gradient of 
E which is obtained by solving an adjoint problem, while the optimal step size 
may be determined by solving a sensitivity problem.  
 
Sensitivity Equation 
The sensitivity temperature T~  is defined as the directional derivative of 
T  at G  in the direction G∆ : 
                     ε
−∆ε+= →ε
)G(T)GG(T
limT
~
0
                                     (8) 
Starting from Eq. (2), the sensitivity equation may be easily obtained: 
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x
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∂                                       (9) 
Similarly we may get the initial and boundary conditions: 
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∂
=
, 
LxLx
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~
p(
x
)T
~
k(
== ⋅′=∂
∂                   (10) 
Adjoint Equation 
According to the definitions of the error function and sensitivity, it is not 
difficult to derive the following equation: 
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If the adjoint temperature T  and Eq. (9) are respectively treated as Lagrange 
multiplier and constraint, we may rewrite Eq. (11) as 
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Considering the initial and boundary conditions of the sensitivity problem,, we 
derive the following adjoint equation after some algebra: 
0
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Eq.(12) then becomes 
∫ ∫ ∆


 −⋅ξ=∆
ft
0
L
0
G GdtHdxTG)G(ED                                  (20) 
Comparing Eq.(20) and (11), it follows that the gradient of the error functional is 
                     ∫−⋅ξ=∇
L
0
dx)x(H)t,x(TGE                                       (21) 
 
Regular Conjugate Gradient Method 
        The iterative formula and the conjugate search direction may be expressed 
as: 
                            kkk1k PGG α+=+                                             (22) 
                            1kkkk PEP −β+−∇=                                            (23) 
The optimum step size may be derived from the value that makes the 
first order derivative of E in the direction kα  vanish: 
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The overall CGM (Polak-Ribiere version) algorithm may be summarized 
as follows: 
1. Set an initial initial guess )t(GG 0
0 = , set the iteration counter k = 0. 
2. Solve the direct problem with kG to obtain kT . 
3. Evaluate the difference Ef
k T)t,x(T − . 
4. Solve the adjoint problem backward in time for
k
T . 
5. Evaluate the gradient following Eq.(21). 
6. Calculate the search direction kP : 
                       

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=∇−= − 0kifPE
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k
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                                        (26) 
7. Solve the sensitivity problem with kPG =∆  to obtain kT~ . 
8. Calculate the step size kα  with Eq. (24). 
9. Update to kkk1k PGG α+=+ . 
10. Set k = k + 1, go back to step 2, repeat until convergence criterion ε<kE  is 
satisfied. 
 
Modified Conjugate Gradient Method 
The works presented in [17, 19, 23] show that the optimal solutions by 
regular CGM may tend to a (time-averaged) constant and change steeply near 
the final time. Such a heating/cooling curve is difficult to be executed in 
engineering applications. In fact, a modification of the conjugate direction is 
found to be a good way to improve the profile of optimization solutions [24]. 
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This modified CG method [25-28] is based on the assumption that G(t) is a 
continuously differentiable function defined as 
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td
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Applying the rule of differentiation under the integral sign, we have the identity 
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Introducing Eq.(29) into Eq.(11), we obtain 
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Integrating the first term of the right hand side of Eq. (30) by parts and 
rewriting the second term, we get 
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By comparing Eq.(32) with Eq.(21), we have   
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The modified search direction is related to the derivative of the direction of 
descent Rk by the relation 
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The conjugate coefficient kγ  is given by Eq. (26) and the gradient of the error 
function is replaced by 

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dt
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Optimum cooling Control Problem 
Suppose that the heat source )t,x(S  is known, let us determine the 
cooling flux )t(q  to achieve an as uniform as possible final temperature )t,x(T f . 
The optimization solution is obtained by minimizing the error functional E which 
is defined as: 
                     [ ] ∫∫ ξ+−= f
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And we follow the similar procedure to determine the search direction and the 
step size. 
 
Sensitivity Equation 
The sensitivity temperature T~  is defined as the directional derivative of 
T  at q  in the direction q∆ : 
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Adjoint Equation 
Using Lagrange multiplier method and considering the initial and 
boundary conditions of the sensitivity problem, we get the following adjoint 
equation: 
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from which we deduce that the gradient of the error functional is 
                )t,L(TqE −ξ=∇                                            (43) 
 
Regular Conjugate Gradient Method 
The iterative search direction may be expressed as: 
                            kkk1k Pqq α+=+                                        (44) 
                            1kkkk PEP −β+−∇=                                      (45) 
The optimal step size may be derived from the value that may make the 
first order derivative of E in the direction kα  vanish: 
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The regular CG algorithm follows the procedures discussed in last section.  
 
Modified Conjugate Gradient Method 
Assume that q(t) is a continuously differentiable function 
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Similarly, we have 
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∫ ′∇=∇
ft
t
td)q(E
dt
dq
E                                      (49) 
The modified search direction is related to the derivative of the direction of 
decent Rk by the relation 
                               ∫ ′=
t
0
kk tdRp                                           (50) 
                             1kkk R
dt
dq
ER −γ+

−∇=                                   (51) 
The conjugate coefficient kγ  is given by Eq. (26) and the gradient of the error 
function is replaced by 

 ∆∇
dt
qd
E : 
                       
∫
∫
⋅

 

∇
⋅

∇⋅

 

∇−

∇
=γ
−
−
f
f
t
0
2
1k
t
0
k1kk
k
dt
dt
dq
E
dt
dt
dq
E
dt
dq
E
dt
dq
E
                       (52) 
 
“Two-Parameter” Optimal Problem 
Let us now estimate the cooling flux )t(q  and the heat source 
strength )t(G simultaneously. Two constraints must be added in the system: 
0)t(q ≤                                                (53) 
0)t(G ≥                                               (54) 
This optimization problem may be classified as two-parameter 
constrained problem. The error functional E is now defined as: 
              [ ] ∫∫∫ ξ+ξ+−= ff
t
0
22
t
0
21
L
0
2
Ef dt)t(q2
dt)t(G
2
dx)x(T)t,x(T
2
1
)q,G(E          (55) 
 
Sensitivity Equation 
This problem includes two control functions, and then we must have two 
sensitivity temperatures: 
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)G(T)GG(T
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0
1                                 (56a) 
ε
−∆ε+=
→ε
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which are governee bt the two following sensitivity equations 
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Adjoint Equation 
Similarly, we have two adjoint equations: 
C
)x(T)t,x(T
)t,x(T,)Tp(
x
T
k,0
x
T
k
tt,
x
T
k
T
COR0
x
T
k
t
T
C
Ef
f1Lx1
Lx
1
0x
1
f2
1
2
1
2
1
2
1
−−=⋅′=∂
∂=∂
∂
−=τ∂
∂=τ∂
∂=∂
∂+∂
∂
=
==
        (58a) 
C
)x(T)t,x(T
)t,x(T,)Tp(
x
T
k,0
x
T
k
tt,
x
T
k
T
COR0
x
T
k
t
T
C
Ef
f2Lx2
Lx
2
0x
2
f2
2
2
2
2
2
2
2
−−=⋅′=∂
∂=∂
∂
−=τ∂
∂=τ∂
∂=∂
∂+∂
∂
=
==
       (58b) 
It is found that as Eq.(58a) is exactly same as Eq (58b),  the adjoint 
problem is to be solved only once.The gradients of the error functional in the 
direction of G and q are  
∫−⋅ξ=∇
L
0
1 dx)x(H)t,x(TG)G(E                               (59a) 
                )t,L(Tq)q(E 2 −ξ=∇                                     (59b) 
 
Solution Algorithm of CGM 
The iterative formula and the conjugate search direction may be 
expressed as: 
                            k1
k
1
k1k PGG α+=+                                        (60a) 
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                    k2
k
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                            1k1
k
1
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1 P)G(EP
−β+−∇=                                    (61a) 
                            1k2
k
2
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2 P)q(EP
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0
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dt)q(E))q(E)q(E(
                              (62b) 
The optimal step size may be derived from the values that may make 
the first order derivatives of E in the direction k1α and k2α  equal to zero [18]. 
From Eq.(55), we get: 
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Let  
( ) ∫∫ ξ+−= ft
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k
1
k
1
L
0
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1E
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1 dtPGdxT
~
TTd                              (64a) 
∫∫ ξ+= f
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( ) ∫∫ ξ+−= ft
0
k
2
k
2
L
0
k
2E
k
3 dtPqdxT
~
TTd                              (64c) 
∫∫ ξ+= f
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24 dt)P(dx)T
~
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∫ ⋅=
L
0
k
2
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15 dxT
~
T
~
d                                                 (64e) 
then Eq.(63a) and Eq.(63b) become much clear: 
0ddd k25
k
121 =α+α+                                        (65a) 
0ddd k15
k
243 =α+α+                                       (65b) 
Solving these two linear equations, the optimal step sizes are: 
             
42
2
5
5341k
1
ddd
dddd
−
−=α                                          (66a) 
             
42
2
5
5132k
2
ddd
dddd
−
−=α                                         (66b) 
The overall CGM algorithm may be summarized as follows [18,19]: 
1. Set an initial initial guess )t(GG 0
0 = , )t(qq 00 = , set the iteration counter k = 0. 
2. Solve the direct problem with kG  and kq to obtain kT . 
3. Evaluate the difference Ef
k T)t,x(T − . 
4. Solve the adjoint problem backward in time for k1T and
k
2T  (
k
2
k
1 TT = ). 
5. Evaluate the gradients )G(E k∇ and )q(E k∇ according to Eq.(59). 
6. Calculate the search directions k1P and 
k
2P  from Eq.(61) and Eq.(62), note that 
kk EP −∇=  if k=0. 
7. Solve the sensitivity problems with k1PG =∆ , k2Pq =∆  to obtain k1T~  and k2T~ . 
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8. Calculate the step sizes k1α  and k2α with Eq. (66). 
9. Update to k1
k
1
k1k PGG α+=+ , k2k2k1k Pqq α+=+ . 
10. Set k = k + 1, go back to step 2, repeat until convergence criterion ε<kE  is 
satisfied. 
 
Results and Discussion 
In this study, we choose A356 Aluminum to test our solution algorithm. 
The thermo-physical and electromagnetic properties of this light metal alloy are 
shown in Table 1 [7, 22], the other parameters used in the calculations are 
presented in Table 2. The resistivity of the material should be proportional to the 
temperature and the surface emissivity of metal is variable with temperature 
and oxidation during the heating. However, these two parameters are assumed 
to be constants in this report since this hypothesis would not influence the final 
results too much. 
 
Table1: Thermo-physical and electromagnetic properties of A356 
Density ( 3m/kg ) -0.208 T( Co )+2680.0 
Specific heat ( Ckg/J o⋅ ) 0.454 T( Co )+904.6 
Thermal Conductivity ( Cm/W o⋅ ) 0.04 T( Co )+153.1 
Solidus temperature ( Co ) 550 
Liquid temperature ( Co ) 615 
Heat convection coefficient 
( Cm/W 2 o⋅ ) 
5 
Resistivity ( m⋅Ω ) 8.0 x10-8 
Relative magnetic permeability  1.0 
 
Table 2: Parameters in calculations 
Current frequency (Hz) 10000 
Ambient Temperature ( Co ) 20 
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Targeted Temperature ( Co ) 530 
Emissivity (Aluminum Alloy) 0.1 
Emissivity (Ceramic Pedestal) 0.94 
Maximum Input Power (W) 8000 
Electrical Efficiency of Induction 
Heater (%) 
79.4 
 
Optimal Heating Strategy 
In this section, the forced convection cooling flux is supposed to be 
known. From Eq.(5), the input power may be expressed as: 
∫∫∫∫∫∫ δ−−=η=
V
/)xL(2
VE
dVe)t(GdV)t,x(S
1
)t(P                         (67) 
It follows that 
maxmax G
)t(G
P
)t(P =                                             (68) 
Our purpose is to heat the material up to 530℃ and require the final 
temperature distribution as uniform as possible. If the objective function G(t) is 
determined, then the optimal heating strategy , namely P(t) is obtained. We 
must note that G(t) should be equal to or be greater than zero. This constrained 
condition must be added into the optimization problem which then becomes a 
constrained minimization problem. In this study, the maximum power is known 
as 8KW and the efficiency of induction unit is supposed to be 79.4%. 
 
One Stage Heating 
Let us consider the possibility of one stage heating which is the simplest method. 
Firstly, we choose a medium power level max61.0)( PtP =  and an operating 
frequency of 10KHz. Because the material is heated with a constant internal 
heat source, the temperature within the work-piece increases almost linearly 
(FIG.3.1). After 240 seconds, the surface temperature is about 542.5℃ while the 
central temperature just reaches 520℃. FIG.3.2 shows a typical surface-to-core 
temperature profile. Such a big temperature difference cannot be accepted. 
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According to the knowledge of heat transfer and electronics, there are four 
possible ways to reduce the temperature difference: 
1) Decrease the frequency of the induction unit; 
2) Decrease the radius of the work-piece; 
3) Cooling the surface of the work-piece; 
4) Extend the heating process. 
From Eq.(4) and Eq.(6), we know that methods (1) and (2) may 
effectively improve the uniformity of heat source distribution. If the operating 
frequency is reduced to 500Hz and all other conditions remain the same, the 
maximum temperature difference at the final time is less than 20℃; comparing 
with the frequency of 10KHz, Tsuface-Tcenter decreases 2.5℃ (FIG.4). However, 
this result is still not good enough, and lower frequencis are not permitted in 
commercial induction machines. 
Now let us use method (3) by cooling the surface with a constant flux 
of 25 m/W100.1 × . In order to compensate for this heat loss, the input power has to 
be increased to 0.89Pmax. From FIG.5, it is found that the temperature difference 
at the end of heating process is almost same as that obtained without cooling. In 
fact, for A356 and a frequency of 10KHz, the skin depth is only 1.42mm, i.e.the 
compensatory heat is concentrated in the surface region. Then the surface 
temperature almost doesn’t change. So cooling the surface with a constant flux 
is not an effective approach to eliminate the temperature difference for this kind 
of metal alloy heated by a relatively high frequency. 
The effect of total heating time is also examined. The heating time is 
longer, the required input power is lower and vice versa. The essential 
mechanism of heat conduction is the heat diffusion from high temperature 
region to lower temperature region. It is known that the longer heating time as 
well as diffusion time allows more heat to be transferred from surface region to 
center region and therefore reduces the temperature gradient (the input heat is 
fixed). Two cases of final times,  tf=200s and tf=300s,  are tested respectively, 
the induction frequency is 10KHz. For the former case, the maximum 
temperature difference is about 26.5℃; and for the latter case, it decreases to 
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18℃. The corresponding results are shown in FIG.6 and FIG.7. It appears that a 
much longer heating time may be necessary to significantly improve the 
uniformity of the final temperature distribution. When the final time is prolonged 
to 600 seconds, the temperature difference is about 9℃ (FIG.8) which is within 
an acceptable range. 
 
 
 
FIG.3.1: Temperature Evolution 
q(t)=0, f=10000Hz, tf=240s 
 
FIG.3.2: Surface-to-Core Profile 
q(t)=0, f=10000Hz, tf=240s 
 
 
FIG.4.1: Temperature Evolution 
q(t)=0, f=500Hz, tf=240s 
 
FIG.4.2: Surface-to-Core Profile 
q(t)=0, f=500Hz, tf=240s 
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FIG.5.1: Temperature Evolution 
q(t)=-1.0E5 W/m2, f=10000Hz, tf=240s 
 
FIG.5.2: Surface-to-Core Profile 
q(t)=-1.0E5W/m2, f=10000Hz, tf=240s 
 
 
FIG.6.1: Temperature Evolution 
q(t)=0, f=10000Hz, tf=200s 
 
FIG.6.2: Surface-to-Core Profile 
q(t)=0, f=10000Hz, tf=200s 
 
 
FIG.7.1: Temperature Evolution 
q(t)=0, f=10000Hz, tf=300s 
 
FIG.7.2: Surface-to-Core Profile 
q(t)=0, f=10000Hz, tf=300s 
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FIG.8.1: Temperature Evolution 
q(t)=0, f=10000Hz, tf=600s 
 
FIG.8.2: Surface-to-Core Profile 
q(t)=0, f=10000Hz, tf=600s 
 
Based on the above results, we may conclude that changing the 
induction frequency and cooling the material surface do not decrease 
significantly the thermal gradient at the final time. Extending the heating 
process may be an effective approach. However, the minimum time of 10 
minutes would not satisfy the productivity requirements. On the other hand, 
the technology of thixoforming also requires a short reheating process to 
maintain the initial microstructure. So a one-stage heating is not adapted 
to the semi-solid forming for an A356 billet with a 76mm diameter.  
 
Optimal Solution by CGM 
In order to achieve a uniform temperature distribution in the work-
pieces in the shortest possible heating time, researchers working in the 
domain of semi-solid forming normally adopted a multi-step heating 
strategy. Such optimal procedures were determined empirically [3]. 
Bendada et al. [29] proposed two two-stage heating methods: 1) start 
heating at a high-power level for 205s, then switch to a low-power stage 
during 35s; 2) start heating at a high-power level for 140s, then switch to 
a low-power stage for 100s. We apply these two procedures to our model 
and solve the direct problem (FIG.9.1), the surface-to-core temperature 
profile with a maximum temperature difference of about 2.5℃ at the end of 
 24
heating is obtained (FIG.9.2). However, there exists overheating which 
occurs around the switching times 205s and 140s (FIG.9.3) and the 
maximum surface temperature exceeds the targeted value about 11℃. If 
the overheating of 11℃ takes place in semi-solid state, the liquid fraction in 
surface region would go up to 70%. It may lead to the so-called ‘elephant 
foot’ effect. The authors of [29] clearly observed this phenomenon when 
the strategy B is performed. The relatively straight wall was produced while 
executing strategy A. They also concluded that the switching time has a 
major impact on the development of an ‘elephant foot’ as  the overheating 
cannot be avoided. 
Now let us look at the optimal solutions obtained by regular CGM. 
In order to compare with the experimental solutionsA and B, a final time of 
240s is firstly tested. After 61 iterations which start from an initial guess of 
zero, we obtain a similar solution as strategy A (FIG.9.1), and the 
maximum temperature difference is less than 1.5℃ (FIG.9.2). However, 
the surface overheating phenomenon still exits, at t=233s, Tmax reaches 
540℃ (see FIG.9.3). On the other hand, this optimal solution requires the 
input power changes steeply from high-power level to zero within 17 
seconds. It would be very hard to execute such a curve exactly. Then we 
make a two-stage strategy based on the approximation of this continuous 
optimal heating curve: heating the work-piece with 64% of maximum 
power capacity until t=230s, then turning off the induction heater and 
holding for 10 seconds. From FIG.10, it is found that the temperature 
distribution becomes more uniform, Tmax-Tmin is only 0.6℃. However, the 
surface overheating is more serious, the surface temperature at t=230s 
reaches 545.7℃. Although the switching time is close to the final time, 
‘elephant foot’ phenomenon is possible to take place. So an experiment is 
necessary to test this heating control strategy, and some modification may 
be needed. 
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FIG.9.1: Optimal Heating Strategy 
q(t)=0, f=10000Hz, tf=240s 
 
FIG.9.2: Temperature distribution at 
final time 
q(t)=0, f=10000Hz, tf=240s 
 
FIG.9.3: Evolution of Surface and Central Temperature 
f=10000Hz 
 
 
FIG.10.1: Approximative Heating 
Strategy 
 
FIG.10.2: Temperature distribution at 
final time 
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FIG.11.1: Optimal Heating Strategy 
q(t)=0, f=10000Hz, tf=160s 
 
FIG.11.2: Temperature distribution at 
final time 
q(t)=0, f=10000Hz, tf=160s 
 
FIG.11.3: Evolution of Surface and Central Temperature 
f=10000Hz 
 
 
 
FIG.12.1: Optimal Heating Strategy 
q(t)=0, f=500Hz, tf=240s 
 
FIG.12.2: Temperature distribution at 
final time 
q(t)=0, f=500Hz, tf=240s 
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FIG.12.3: Evolution of Surface and Central Temperature  
f=500Hz 
 
If the total heating time is reduced to 160 second, satisfactory 
temperature uniformity can still be obtained (FIG.11). However, the 
maximum surface temperature increases 5℃. To avoide the ‘elephant foot’, 
we don’t suggest shortening the heating process further. 
At last, we also examine case of low frequency. As expected, a 
frequency of 500Hz almost does not affect the final temperature 
distribution. According to the discussion above, we may conclude that an 
optimal heating control strategy which leads to a uniform final temperature 
distribution may be obtained by using conjugate gradient method. The 
approximative solution by dividing the continuous optimal heating curve to 
two stages facilitates the operating of induction heater. However, there 
exists a risk of ‘elephant foot’ because of the overheating in surface region 
cannot be avoided.  
 
Optimal Solution by Modified CGM 
As we have discussed in previous section, the optimal heating 
profile obtained by regular CGM is difficult to realize because of the sharp 
descent near the final time. Recently Jiang, Nguyen and Prud’homme [24] 
found that a modified CGM is more powerful than regular CGM to solve this 
kind of inverse heat transfer problem. In this study, we follow this 
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modification to resolve the optimal control problem. Since the current 
frequency and surface cooling will not improve the temperature uniformity, 
the cooling flux is set to zero and the frequency is fixed as 10KHz. Because 
the optimal solution at t=0 always equals to initial guess value, then the 
initial guess is very important to the solution profile. When initial Guess 
G0/Gmax is set 100%, a smooth heating control curve which requires 
reducing the input power gradually from maximum to zero is estimated by 
using the modified CGM (see FIG.13.1). The final temperature uniformity is 
perfectly achieved after 5 iterations: Tmax-Tmin is only 0.25℃ (FIG.13.2). 
Furthermore, the surface temperature also increases smoothly, there is no 
surface overheating because the maximum surface temperature is less 
than 531℃ (FIG.13.3). In other words, ‘elephant foot’ phenomenon will not 
occur. If the initial Guess G0/Gmax is set to 80%, except that the heating 
curve is affected, all the control parameters include convergence rate 
change little (FIG.14). When the final time is reduced to 120 seconds, the 
surface overheating is not considerable, the temperature uniformity at the 
final time remains perfect. But the maximum input power should increase 
to a double value. Shorter heating procedure may result in a more serious 
surface heating, so it is not suggested. 
 
 
FIG.13.1: Optimal Heating Strategy 
Initial Guess G0/Gmax= 100% 
 
FIG.13.2: Temperature distribution at 
final time 
q(t)=0, f=10000Hz, tf=240s 
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FIG.13.3: Evolution of Surface and Central Temperature 
 
 
FIG.14.1: Optimal Heating Strategy 
Initial Guess G0/Gmax= 80% 
 
FIG.14.2: Temperature distribution at 
final time 
q(t)=0, f=10000Hz, tf=240s 
 
FIG.14.3: Evolution of Surface and Central Temperature 
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FIG.15.1: Optimal Heating Strategy 
Initial Guess G0/Gmax= 200% 
 
FIG.15.2: Temperature distribution at 
final time 
q(t)=0, f=10000Hz, tf=120s 
 
FIG.15.3: Evolution of Surface and Central Temperature 
 
On Optimal Cooling 
In this section, a one-stage heating procedure is fixed; an optimal 
cooling strategy obtained by CGM may considerably eliminate the 
temperature difference at the final heating time. However, the surface 
overheating cannot be controlled effectively. The corresponding results are 
shown in FIG.16. In addition, such a cooling process must be performed 
precisely in the last 10 seconds. It will be very hard to be realized in real 
situations. Since the cooling flux q(t) must be less than or equal to zero, 
this problem is also a constrained optimization problem. Modified CGM is 
found to fail because the constraint results in the divergence of the solution. 
 31
On the other hand, the surface cooling may lead to the additional energy 
loss which decreases the efficiency of the heat processing. Although the 
theoretical solution can be obtained, we do not suggest applying this 
optimal cooling approach.  
 
FIG.16.1: Optimal Cooling Strategy 
f=10000Hz, tf=240s 
 
FIG.16.2: Temperature distribution at final time 
f=10000Hz, tf=240s 
 
 
FIG.16.3: Evolution of Surface and Central Temperature 
 
Conclusion 
 
This study examines the various possible approaches to achieve the 
uniform temperature distribution at the end of the heat processing. It is 
found that changing the current frequency of induction unit or cooling the 
 32
material surface with a constant flux cannot improve the temperature 
uniformity effectively. Optimal cooling method is also not suggested since 
the cooling strategy obtained by CGM is not practicable. The optimal 
heating strategy obtained by regular CGM may eliminate the temperature 
difference, but the surface overheating cannot be avoided. And the sharp 
descent heating curve has to be modified to be practicable. Modified CGM is 
probably the best approach to solve this optimal control problem because 
its solution obtained after 5 iterations may eliminate both the temperature 
gradient at the final time and the surface overheating. And the heating 
process may be reduced to 120 seconds.  
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