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I N T R O D U Z I O N E   
La chirurgia computer assistita ha cambiato i vecchi paradigmi della chirurgia 
tradizionale, rappresentando un concetto e un insieme di metodi completamente nuovi. 
Questa  utilizza la tecnologia informatica al fine di migliorare il training chirurgico e la 
pianificazione preoperatoria, ma anche l'esecuzione e l’assistenza in interventi 
chirurgici. Infatti, un vantaggio offerto dalla chirurgia computer assistita è 
rappresentato dal fatto di riuscire a fornire, prima dell’intervento, un modello 3D del 
target operatorio, grazie alle moderne tecnologie di imaging medicale, come la 
Tomografia Computerizzata e la Risonanza Magnetica. Ciò permette sia di rendere più 
precisa la diagnosi, che pianificare al meglio l’intervento. Un altro beneficio è relativo 
alla navigazione chirurgica: il computer assiste il chirurgo nella navigazione attraverso 
l’anatomia del paziente con il conseguente risparmio di tempo e il miglioramento della 
qualità e della sicurezza dell’intervento.  Tali tecnologie possono risultare molto utili 
anche nell’ambito della chirurgia minimamente invasiva, che se da una parte ha portato 
degli evidenti vantaggi per il paziente, dall’altro lato ha posto i chirurghi davanti a 
nuove sfide. La chirurgia mini-invasiva richiede infatti competenze e abilità totalmente 
diverse rispetto a quelle necessarie in chirurgia aperta. Si pensi soltanto  alle relazioni 
spaziali e alle abilità psicomotorie associate alla manipolazione di strumenti in un 
campo tridimensionale, ma osservando immagini video bidimensionali.  
Questo lavoro di tesi, sviluppato presso il centro di ricerca EndoCAS dell’Università di 
Pisa, è incentrato sull’implementazione e sul testing di un algoritmo in grado di stimare, 
durante gli interventi di chirurgia laparoscopica, la posizione e l’orientamento della 
camera endoscopica, elaborando frame contenenti gli strumenti laparoscopici. 
 In letteratura è stato affrontato un problema attinente, ossia quello di voler stimare la 
posa 3D degli strumenti laparoscopici rispetto alla camera endoscopica sfruttando 
sempre le immagini provenienti dal laparoscopio.  Diversi studi si sono basati sulla 
proprietà secondo cui la lunghezza apparente di una linea parallela al piano immagine, 
è legata alla sua distanza da esso secondo un fattore di scala.  Lo studio di [10], in 
particolare, raggiunge tale obiettivo utilizzando delle strisce colorate sugli strumenti , 
mentre [11] implementa un metodo basato sul riconoscimento della forma.  
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L’idea di fondo di questo studio è stata suggerita dall’articolo [3] e propone  un metodo 
semplice di stima della posa della camera endoscopica rispetto a un sistema di 
riferimento solidale al paziente. L’algoritmo proposto, testato esclusivamente in vitro, 
non prevede alcuna modifica da apportare allo strumentario chirurgico e permette 
un’autolocalizzazione della camera endoscopica, utile in tutta una serie di applicazioni 
di sistemi di chirurgia assistita che non richiedano una precisione troppo elevata.   
Si sfruttano: la staticità della camera endoscopica, garantita per lunghi tratti 
dell’intervento, le immagini acquisite e le informazioni relative alle distanze tra i punti 
di accesso degli strumenti. Generalmente la localizzazione di una camera monoscopica 
può essere realizzata con la visualizzazione di oggetti con geometria nota, cosa che 
evidentemente non può essere realizzata in questo caso. E’ possibile però, con buona 
approssimazione, stimare le proiezioni dei punti di accesso (degli strumenti e della 
camera endoscopica) sfruttando la proprietà di invarianza proiettiva dell’intersezione 
degli assi degli strumenti. Elaborando le immagini, è possibile stimare gli assi degli 
strumenti nel piano immagine e quindi le proiezioni, dei punti di inserzione degli 
strumenti. Risolvendo un sistema di equazioni non lineari, noto in computer vision come 
in fotogrammetria come P3P,  si arriva alla stima della posizione e dell’orientamento 
della camera endoscopica rispetto a un sistema di riferimento solidale al triangolo 
costituito dai tre punti di accesso. 
Tale stima potrebbe offrire al chirurgo, durante l’intervento, la visualizzazione di un 
modello preo-operatorio 3D della struttura anatomica con un punto di vista coerente 
con la posizione della camera endoscopica. Generalmente, infatti, la selezione di un 
punto di vista del modello 3D richiede la correzione manuale di un assistente. Un altro 
esempio è rappresentato dalla teleassistenza. Con la soluzione proposta un chirurgo 
esperto può guidare da remoto un secondo chirurgo  muovendo  strumenti  virtuali  sul 
monitor su cui vengono visualizzate le immagini reali del laparoscopio. Vengono, quindi 
aggiunti sullo schermo oggetti tridimensionali, come se appartenessero alla scena reale, 
rispettando distanze ed angoli.  
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L A    C H I R U R G I A    M I N I M A M E N T E    I N V A S I V A  
La chirurgia minimamente invasiva ( MIS ) ha portato degli evidenti vantaggi per il 
paziente, come ad esempio la riduzione significativa del trauma chirurgico, del dolore 
post-operatorio, del periodo di ospedalizzazione, del rischio di contaminazione ed 
infezione delle ferite, dell’estensione delle cicatrici chirurgiche e il loro impatto estetico. 
La chirurgia aperta tradizionale, di contro, richiedeva grandi incisioni, ma offriva al 
chirurgo di avere anche informazioni tattili sulla struttura anatomica sulla quale 
intervengono. La mancanza di un feedback aptico  nella MIS, però non rappresenta 
l’unica limitazione per i chirurghi. Sono infatti diverse le sfide che  hanno dovuto 
affrontare nel loro corso formativo.  
 
1.1    La percezione della profondità nella MIS 
La chirurgia mini-invasiva richiede competenze e abilità totalmente diverse rispetto a quelle necessarie in chirurgia aperta. Risultano necessarie abilità psico-motorie e di relazione spaziale nella manipolazione di strumenti, in uno spazio tridimensionale, avendo come unico feedback l’immagine bidimensionale proveniente dal laparoscopio (fig.  1.1).  
Spesso sviluppare abilità ambidestro in uno spazio limitato, come può essere la cavità intra-addominale, con strumenti dal limitato numero di gradi di libertà, può risultare 
un’impresa ardua, soprattutto per i novizi.  
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         Figura 1.1 : Foto scattata durante intervento di chirurgia laparoscopica  Nella chirurgia minimamente invasiva, e in particolare quella laparoscopica, sono due le problematiche più evidenti. La prima è rappresentata dalla difficoltà, da parte del chirurgo, di avere una percezione della profondità, e quindi la preoccupazione di evitare il contatto accidentale tra gli strumenti chirurgici e i tessuti circostanti che 
non sono oggetto dell’intervento. L’unico feedback è rappresentato da un’immagine bidimensionale, proveniente da un sistema di acquisizione monoscopico con un campo di vista ridotto, che limita ulteriormente la percezione della profondità. A ciò va aggiunto che generalmente la camera endoscopica rimane ferma per lunghi tratti 
dell’intervento chirurgico, proprio per evitare al chirurgo il disorientamento spaziale 
con conseguente fatica e nausea. Il chirurgo quindi vede un’immagine che rappresenta una prospettiva di visione unica, che riduce ulteriormente le informazioni visive.  Sebbene la scelta della prospettiva di visione della scena sia ad esclusiva discrezione del chirurgo, è stato dimostrato come la performance di diversi task possa essere influenzata proprio da come viene posizionata la camera rispetto al target e agli strumenti. Questo probabilmente è associato anche alla capacità specifiche del chirurgo di integrare i processi cognitivi e percettivi con trasformazioni 
mentali legate ad esempio a conoscenze approfondite sull’anatomia. In mancanza della percezione diretta sulla profondità, i chirurghi devono sostituire le informazioni mancanti con modelli mentali tridimensionali al fine di ridurre al minimo gli errori e rendere quanto più efficace possibile il task chirurgico che si trovano a dover affrontare. 
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1.2    La relazione percezione-azione 
In chirurgia aperta, la percezione e il movimento sono interdipendenti, mentre in MIS tale relazione risulta degradata in diversi modi. Per prima cosa, bisogna tener presente che generalmente la camera viene controllata da un assistente e non dal chirurgo stesso. Ne consegue che i cambiamenti relativi alle informazioni visive , fornite dalla camera, non sono direttamente collegati ai movimenti compiuti dal chirurgo, il quale, quindi, deve di volta in volta comunicare all’assistenze come direzionare lo strumento. La mancanza di una diretta associazione tra percezione e movimento può rendere molto complicata la coordinazione percettiva-motoria. Inoltre, un determinato posizionamento della camera, può portare a far corrispondere a un movimento avanti-dietro di un grasper in un ambiente tridimensionale,  un movimento corrispondente destra-sinista sul display. Ne deriva la necessità di riuscire a imparare una nuova coordinazione occhi-mani, che tenga conto di rotazioni e altre operazioni mentali che vanno a gravare sul carico di lavoro 
cognitivo dell’utente, con conseguenti errori o ritardi di risposta.  
 
1.3    L’orientamento della camera 
Il posizionamento e l’orientamento della camera determina le informazioni 
presentate nell’immagine della camera  e a sua volta influenza i processi cognitivi e 
percettivi durante l’esecuzione di un particolare task. Ciò significa che la capacità 
dell’utente nella scelta della posizione e dell’orientamento della camera  gioca un ruolo fondamentale nella fase di apprendimento del task stesso. Il grado di allineamento tra il sistema di riferimento della camera e quello del chirurgo, che osserva le immagini provenienti dal laparoscopio, determina il livello degli sforzi cognitivi richiesti.  Un elevato disallineamento tra questi rappresenta una deviazione 
ancora più accentuata della prospettiva naturale dell’osservatore e, quindi, un più basso  realismo. Tenuto conto di questo, avere un sistema di riferimento della camera 
parallelo al punto di vista dell’utente garantisce una visione più naturale e realistica, migliorando anche la compatibilità di movimento. Tale compatibilità è determinata dalla relazione che intercorre tra il sistema di riferimento della camera e la direzione 
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in cui avviene il movimento dello strumento. Tuttavia a un’elevata compatibilità di movimento corrisponde una perdita di informazione circa la percezione della profondità e i tutti quei movimenti che avvengono parallelamente alla linea di vista della camera [1].  
 
1.4    L’evoluzione del training chirurgico 
Le restrizioni delle ore di lavoro e il costo legato all’uso di una sala operatoria, nonché le ragioni legate alla sicurezza per il paziente, complicano ulteriormente le possibilità di imparare e di migliorare le tecniche di base.   
Negli ultimi decenni, inoltre, la laparoscopia si è evoluta da procedure tipicamente diagnostiche a procedure ben più avanzate. Fanno ormai parte della routine le tecniche minimamente invasive usate in interventi di chirurgia bariatrica, del colon ed altre ancora più complesse. Ciò fa si che vengano richieste abilità psico-motorie 
sempre più particolari, che, insieme a una conoscenza approfondita dell’anatomia, devono far si che siano raggiunte, in sicurezza, le strutture sulle quali intervenire. In 
tal senso, l’esperienza e l’abitudine a operare in tali difficoltà, risulta sempre più determinante sulla capacità di compiere in maniera efficace i task richiesti ai chirurghi.   
 
            
                                                     Figura 1.2 : Esempio di box trainer 
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La simulazione chirurgica offre l’opportunità di insegnare e di fare pratica, di tecniche di base come di quelle più avanzate, al di fuori della sala operatoria, ma in un ambiente sicuro e controllato, e senza alcun paziente. Su questa filosofia sono nati sistemi di training reali come i box-trainer (fig. 1.2) e quelli di realtà virtuale come i veri e propri simulatori.  I grossi vantaggi della prima categoria sono quelli di permettere l’uso dei veri e propri strumenti chirurgici, ma soprattutto, di avere un feedback aptico. Hanno, per contro, il grande limite di non essere in grado di fornire una valutazione quantitativa sulle performance del chirurgo. I simulatori di realtà virtuale hanno in parte superato questi ostacoli.  
 
    
Figura 1.3 : Esempio di simulatore di realtà virtuale usato per il training di chirurgia laparoscopica. 
 
Attraverso l’uso  di interfacce meccaniche, che ricordano gli strumenti chirurgici, 





1.5    Sistemi di realtà aumentata 
I moderni scanner usati in Tomografia Computerizzata e in Risonanza Magnetica, 
insieme a nuovi mezzi di contrasto, permettono l’acquisizione di dataset volumetrici  
che descrivono l’anatomia umana, la funzionalità e la patologia relativa con un elevato livello di dettaglio. Molto spesso tali informazioni dettagliate venivano utilizzate soltanto durante la fase diagnostica e parzialmente perse nel passaggio dal reparto di radiologia alla sala operatoria. Infatti, generalmente, i chirurghi pianificano gli interventi soltanto usando informazioni limitate derivanti da un’analisi scritta dal radiologo insieme a poche significative immagini 2D, accuratamente selezionate 
dall’intero dataset volumetrico.  
 
          
Figura 1.4 : Esempio di realtà aumentata, dove l’immagine reale del fegato viene sovrapposta con  
la     sua rete venosa. 
 
Grazie al potenziale della diagnosi computer assistita (CAD), insieme alle tecnologie legate alla chirurgia computer assisstita (CAS), è stato possibile sfruttare al meglio il dataset medico e superare quelle limitazioni sopracitate della pratica clinica. Anche in 
questo caso, l’unica possibilità per i novizi di superare al meglio queste difficoltà, è rappresentato soltanto dalla possibilità di fare esperienza. La visualizzazione 3D di uno specifico modello virtuale del paziente semplifica drasticamente quel processo di interpretazione dei dataset e migliora sia la fase di diagnosi che la pianificazione  
 9 













2    L A    C A L I B R A Z I O N E    D E L L A    C A M E R A    
Per poter ricavare informazioni da un’ immagine bidimensionale risulta necessario 
definire un modello analitico di tale fenomeno, stimandone i parametri che lo 
caratterizzano. In questo capitolo verrà presa in esame l' operazione di tale stima che 




2.1    Modello pin-hole della camera 
 
Il modello, della geometria di formazione dell'immagine più semplice, ed anche il più usato, si basa essenzialmente sul principio della camera oscura (Fig. 2.1). Si consideri una scatola chiusa in cui è stato praticato un piccolo foro su una delle sue superfici. Si indichi con F il piano in cui è presente il foro.  











   
Figura 2.1: Il modello della camera oscura (pinhole model). Sul piano F della camera e’ stato praticato un foro attraverso cui filtrano i raggi luminosi provenienti dalla candela. Sul piano I, parallelo al piano F, si forma la cosidetta proiezione percettiva della candela, ovvero la sua immagine ribaltata.  
 
Alcuni di questi raggi finiscono nel foro e formano, sul piano I, l'immagine invertita della candela. I piani F e I sono detti rispettivamente piano focale e piano immagine (o 
piano retina) e la distanza tra loro è la distanza focale f0. Il punto dove è stato praticato il foro si indica come centro ottico mentre la retta normale al piano focale passante per il foro è detto asse ottico. Infine la proiezione invertita dell'oggetto sul piano immagine è detta proiezione percettiva dell'oggetto. In figura 2.1 è stato schematizzato il modello della camera oscura mettendo in luce le grandezze ottiche e geometriche appena definite. Si supponga adesso di scegliere un sistema di riferimento di assi cartesiani X Y Z di centro OC coincidente con il centro ottico, come 
in figura 2. L’asse X è stato scelto ortogonale al piano individuato dall’asse ottico e da Y. Se P e’ un punto dell’oggetto, la  sua posizione nel sistema di riferimento scelto 
sara’ espressa dal vettore        =[ XP YP ZP]T. La proiezione percettiva di P sul piano 
immagine individua il punto ξp la cui posizione è data dal vettore     = [xP yP zP]T. 




                  e                   
   e poiché zp è pari alla lunghezza focale f0 il vettore   dal centro ottico, a valle del piano focale. Pertanto, detto      diventa :  
  




   
  
  
   
  
  
    
 
 
     
      
  
    (1) 













   Figura 2.2 : Schematizzazione del modello della camera oscura 
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Pertanto, detto      il vettore che individua il punto p, proiezione di P sul piano immagine, si avrà:  
 




   
  
  
   
  
  
    
 
 
     
      
  
               (2) 
  
Se si divide la (2) per la lunghezza focale f0  (che si ipotizza nota dopo aver calibrato la telecamera), si ottengono le coordinate normalizzate del punto immagine p. In tal modo è possibile definire il vettore normalizzato         come:  
 
                                                                               (3) 
 
Non è superfluo notare che l’espressione (3), o equivalentemente la (2), forniscono la relazione tra il vettore che individua un punto P nello scenario e il corrispondente vettore che individua la proiezione di P sul piano immagine. 
Si consideri adesso un dato punto p nell’immagine in pixel fornita dalla telecamera. Si vuole determinare la posizione di tale punto nel riferimento ( OC, X, Y, Z) note le sue coordiante in pixel xp=(xp,yp). 
Si faccia riferimento alla figura 2.3 per fissare le idee e si consideri un sistema di riferimento di assi cartesiani (Op, Xp, Yp) solidale con il piano immagine. Le coordinate del pixel xp saranno pertanto riferite rispetto a tale sistema di riferimento. La risoluzione con cui vengono acquisite le immagini definisce l’intervallo di valori ∆x 










Figura 2.3 : Immagine fornita dalla camera espressa in pixel. Xp è il generico pixel e cc è il centro dell'immagine espresso in pixel. L'obiettivo è trovare le coordinate del punto p associato a xp nel riferimento della telacamera.  Nel nostro caso la risoluzione delle immagini è 576x720, questo significa che xp 
appartiene all’intervallo [0,∆x] = [0,576] mentre yp appartiene all’intervallo [0, ∆y] = [0,720].  Un altro parametro generalmente fornito dalla procedura di calibrazione è il centro 
dell’immagine Cc. Tale punto è definito come l’intersezione dell’asse ottico con il piano immagine. Se si cambia il centro del sistema di riferimento (Op, Xp, Yp) facendo coincidere Op con Cc , è possibile esprimere xp come:   
                      
 
Pertanto il punto p nel riferimento (OC, X, Y, Z) associato al pixel xp sarà individuato dal vettore: 
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                        (4) 
 
dove f è la lunghezza focale espressa in pixel. Se si normalizza rispetto a quest’ultima quantità, cioè, dividendo per f, si ottiene: 
 
                                                                    
 
 
                   (5) 
 
Normalizzare rispetto a f permette di svincolarsi dalla risoluzione del pixel. In altri termini se si immagina un pixel come un quadratino di lato l, la risoluzione del pixel è la lunghezza fisica associata ad l ( per esempio l potrebbe essere 1mm). Dividendo tutto per la lunghezza focale, che pure è espressa in pixel, si ottengono grandezze non più legate alle dimensioni fisiche del pixel. Ciò rende la quantità          equivalente a quella espressa nella (3). Pertanto la (5) fornisce le coordinate normalizzate del pixel xp=(xp,yp) nel riferimento (Oc, X, Y, Z).  
 
2.2 Calibrazione del laparoscopio e modello di distorsione radiale 
Scopo della calibrazione del laparoscopio è stimare i parametri intrinseci ed, in alcuni casi,  anche quelli estrinseci. I parametri intrinseci sono :   
x  lunghezza focale 
x  centro dell'immagine 
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x  fattore di distorsione ( radiale e tangenziale )   
       
Figura 2.4 : Schematizzazione delle grandezze in gioco nell’operazione di calibrazione. Un generico punto P sulla scacchiera (il vertice in alto a destra), individuato dal vettore Xd , ha come immagine il punto p individuato dal vettore     .   L'operazione di calibrazione viene svolta posizionando una scacchiera di forma nota e facendo un'acquisizione di più immagini a più angolature e a distanze diverse.  Si confrontano, quindi, le proiezioni degli spigoli o dei vertici della scacchiera sul piano immagine con quanto si conosce a priori della scacchiera stessa (per esempio le 
dimensioni dei quadretti oppure il numero di quadretti presenti). Il metodo e’ 
fortemente ispirato all’algoritmo proposto da Tsai.  Si prenda in riferimento la figura 2.4. E’ stato scelto, oltre al solito sistema di riferimento di assi cartesiani ( Oc, X, Y, Z ) con OC coincidente con il centro ottico, anche il sistema di riferimento ( Od, Xd, Yd, Zd ) solidale con il piano di terra. Il piano generato dagli assi Xd e Yd coincide con il piano di terra. Si consideri un punto Pk sulla scacchiera. Si indichi con         il vettore le cui coordinate individuano la posizione di Pk nel riferimento ( Od, Xd, Yd, Zd ). Analogamente si indichi con        il vettore le cui coordinate individuano la posizione di Pk nel riferimento (Oc, X, Y, Z). Infine si indichi con        il vettore immagine individuante il punto pk, proiezione di Pk sul piano immagine normalizzato nel riferimento (Oc, X, Y, Z). 
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 L’unica cosa di cui si è a conoscenza sono le coordinate di Pk nel riferimento solidale con la scacchiera. Quindi il vettore     è noto. Le coordinate di Pk nel riferimento della 
telecamera e’ una delle incognite del problema.  
Invero esiste un’unica trasformazione rigida che permette di passare dal riferimento (Od, Xd, Yd, Zd) a quello (Oc, X, Y, Z) e viceversa. Indicando con          e       rispettivamente la matrice di rotazione e il vettore di traslazione che definiscono la trasformazione rigida tra i due riferimenti, è possibile passare da un set di coordinate all’altro tramite la seguente equazione:   
                                                                                                                                 (6)  
Ovviamente le grandezze          e       sono incognite. Supponendo che:  
         
    
    
    
  
e ricordando la (3), il vettore immagine normalizzato        sarà:  
 
                                                                 
   




   
   
   
   
  
 
                                            (7) 
 
Per poter esprimere le componenti di       in pixel occorre fare degli ulteriori passaggi. 
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Innanzitutto bisogna considerare che la telecamera introduce la cosiddetta 
distorsione radiale.  Il problema relativo alla distorsione radiale risulta essere un punto fondamentale nella procedura di calibrazione ed è strettamente connesso alla modalità con la quale questa viene realizzata. Tutti i sistemi di acquisizione di immagini introducono una certa quantità di distorsione non lineare,  dove la distorsione radiale è predominante.   
 
Figura 2.5 : Effetto dei principali tipi di distorsione   
L’effetto della distorsione radiale è quello di far apparire curve le linee rette presenti nella scena ed è tanto maggiore quanto più ci si allontana dalla parte centrale 
dell’immagine (fig. 2.5). La rimozione o  la riduzione di tale fenomeno viene generalmente realizzata applicando un modello di distorsione radiale parametrico, stimando una serie di coefficienti  e quindi correggendo la distorsione.  Il modello più diffuso di distorsione radiale viene descritto mediante la seguente equazione polinomiale:             dove k1 k2 k3  sono i coefficienti di distorsione e             
F (r)= r f (r)= r(1+ k1r2+ k2r4+ k3r6+ ...)
r2= x2+ y2
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In particolare, il sistema ottico introduce anche una distorsione di tipo lineare che viene definita di tipo tangenziale, che rappresenta una semplice traslazione rispetto all'origine del centro di distorsione. In realtà, per modellare la distorsione dovuta a lenti di qualità accettabile è sufficiente, molto spesso, considerare solo il primo coefficiente della distorsione radiale e trascurare, inoltre,  quella tangenziale. Il motivo che sta alla base della semplificazione del modello risiede  nel fatto che può essere già una buona approssimazione di tale fenomeno; inoltre, un modello più complicato può andare incontro a instabilità numerica. Tuttavia in questo lavoro di 
tesi si è scelto di non limitare la stima dei coefficienti di distorsione. L’applicazione dei successivi filtri alle immagini suggeriva di minimizzare quanto più possibile 
l’effetto della distorsione. Il primo coefficiente k1 di distorsione radiale va a definire il tipo di distorsione radiale e   può essere sia positivo (distorsione di tipo barrel, o “a 
botte”) che negativo (distorsione di tipo pin cushion, o “a cuscino”).  Tornando alla procedura di calibrazione, le componenti di        , non tenendo conto di 
per se’ della distorsione radiale, dovranno essere modificate per come segue (la terza componente, per altro banale, si omette per snellire la notazione) :                                                                                                                      (8)    Si noti inoltre come tali componenti siano uguali, a meno del fattore k, a quelle del vettore espresso nella (5). Pertanto si può pensare di moltiplicare      per la lunghezza focale f. Essendo quest’ultima quantità espressa in pixel, anche         avrà le componenti espresse in pixel. Infine traslando rispetto al centro dell’immagine CC, si  perviene al seguente vettore:  
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Pertanto la procedura di calibrazione consiste nel trovare il set di parametri che permette di far coincidere, per ogni vertice Pk sulla scacchiera, la quantità 
                           con il pixel     estratto dall’immagine.  Definendo l’errore ek come:  
                                         
 e introducendo la seguente funzione costo:  




l’operazione di calibrazione diventa quella di dover trovare l’insieme di 10 scalari che minimizzi la funzione di costo . Il problema di minimizzazione della funzione   non è facilmente risolvibile, a causa delle non linearità, ma viene risolto in modo numerico usando un tipico approccio a gradiente discendente. La calibrazione è stata effettuata utilizzando la Camera Calibration Toolbox di Matlab usando 20 immagini di una 
scacchiera, le cui dimensioni, note, venivano date in pasto all’algoritmo di calibrazione.  Alla fine, dalla calibrazione, è stato possibile definire la matrice di proiezione prospettica, nella forma:  
     
   
 
 
    
   
 










 dove f1 e f2 rappresentano in pixel la distanza focale, mentre cx e cy la proiezione sul piano immagine del centro ottico della camera. Infine, il modello più generale prevede 
anche un quinto parametro che prende il nome di skew, ovvero l’angolo tra gli assi del sistema di riferimento del sensore. La sua cotangente occuperebbe la posizione 
indicata dall’asterisco , ed è ,in pratica, sempre pari a 0. Tale stima ci ha permesso di  stimare anche i coefficienti di distorsione (radiale e tangenziale ) riuscendo così ad  eliminare successivamente, dalle immagini acquisite dal laparoscopio, gli effetti legati alla distorsione.  
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3    
D E S C R I Z I O N E    D E L L ’   A L G O R I T M O  
 
Nella prima parte del capitolo vengono passati in rassegna i punti salienti 
dell’algoritmo implementato, per poi passare, in seguito, a una trattazione più 
dettagliata degli stessi. Verrà studiato il problema di stima della posizione e 
dell’orientamento della camera affrontando diversi metodi di risoluzione diretti, 
discutendo del limite di ciascuno. Infine verranno offerte delle specifiche in grado di 
definire delle condizioni, sotto le quali, è possibile superare il problema relativo alle 





3.1    Sommario   del   metodo   implementato 
 
 Generalmente la localizzazione di una camera monoscopica può essere realizzata visualizzando oggetti con geometria nota, cose che evidentemente non può essere fatta nel caso relativo agli interventi di chirurgia laparoscopica. Così come suggerito da [3], la localizzazione della camera endoscopica può essere ottenuta sfruttando le informazioni offerte dalle immagini video del laparoscopio e le informazioni relative alle distanze tra i punti di accesso degli strumenti. La posizione 




       Figura 3.1 (a)    
Sfruttando la proprietà di invarianza proiettiva dell’intersezione degli assi degli strumenti, è possibile stimare la proiezione dei  punti di accesso di questi sul piano immagine, così come studiato in un altro lavoro di ricerca [12].  Tali punti vengono poi utilizzati per la risoluzione di un problema noto nella computer vision, come nella fotogrammetria , come P3P , che permette di calcolare le distanze che intercorrono tra centro ottico della camera e i sopracitati punti di inserzione.  Il metodo si compone di due parti principali. Una prima parte si occupa 
dell’elaborazione delle immagini, della loro segmentazione fino all’estrazione della proiezione dell’asse di ciascuno strumento ( fig. 3.1 a ).   Trovati i punti di intersezione, per ciascuno strumento, degli assi degli strumenti ( in 











3.2    Determinazione della proiezione dei punti di accesso sul piano  
immagine 
 
 Le immagini, provenienti dal laparoscopio, vengono convertite da RGB in HSV,  al fine di operare soltanto con il canale S, rappresentante la saturazione. Durante 













movimento dei due strumenti. Sono poi scelti,  per ciascuno strumento, circa 30 
frame, che vengono dati in pasto all’algoritmo  di segmentazione.  
La segmentazione è il processo che permette di partizionare un’immagine in regioni ( o oggetti ) sulla base di specifici criteri. Il livello cui deve essere condotta la suddivisione dipende dal problema da risolvere, vale a dire il processo termina non appena si riescono ad isolare gli oggetti di interesse.  
L’algoritmo di segmentazione, di tipo region-growing, riceve in ingresso uno start-
point o “seme” e la variazione di luminosità, rappresentante il criterio di similarità. Ciò permette di  evidenziare l’intero strumento, rispetto allo sfondo, rilevando le discontinuità nei livelli di grigio. Il risultato di questo processo è un’immagine binaria, dove la regione bianca è relativa proprio allo strumento (fig. 3.2).   
      Figura 3.2 : A destra un frame relativo allo strumento sinistro; a fianco, la relativa segmentazione   
 
3.3    La trasformata Hough 
 Si vogliono ricavare le proiezioni degli assi degli strumenti nei vari frame in modo da poter ottenere le intersezioni di questi sul piano immagine. Esistono in matlab diverse funzioni che implementano il rilevamento dei bordi e rientrano nella categorie dei filtri di edge-detection (Sobel, Canny, Roberts). Questi rappresentano di 
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gran lunga l’approccio più comune per individuare le discontinuità nei livelli di grigio 
in un’immagine, e ancora più facilmente, le discontinuità presenti su un’immagine binaria. Evidenziati i bordi delle regioni segmentate, viene applicata la trasformata di Hough, un operatore globale in grado di valutare relazioni strutturali e non, presenti tra i pixel dell’immagine. Tale tecnica permette, infatti, di riconoscere particolari 
configurazioni di punti presenti nell’immagine, come segmenti, curve o altre forme prefissate. Il principio fondamentale è che la forma cercata può essere espressa tramite una funzione nota che fa uso di un insieme di parametri. Nel nostro caso, si vogliono determinare le direzioni su cui giacciono i bordi dello strumento, quindi, assumendo come rappresentazione delle rette la forma           , qualunque retta è completamente specificata dal valore dei parametri (p,q). Questi costituiscono rispettivamente il coefficiente angolare e il termine noto. 
Nel piano immagine, l’equazione di un fascio di rette, passante per un pixel (xi , yi), in forma esplicita, è data da: 
 
          
L’equazione precedente può essere scritta nella forma: 
 
          
definendo in questo modo un nuovo piano pq che è chiamato spazio parametrico. Si osserva che al pixel (xi, yi) nel piano immagine xy corrisponde una singola retta con equazione          nel piano parametrico pq.  
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                Figura 3.3  : Trasformata di Hough. Dal piano in coordinate xy, a quello parametrico pq 
 
Se consideriamo un secondo pixel (xj,yj) nel piano immagine ( sempre appartenente alla retta         ),vi corrisponde una nuova retta          nel piano parametrico, la quale si interseca nel punto ( p′, q′) con la retta precedente associata al pixel (xi,yi) (fig. 3.3). Osserviamo ancora che il punto (p′,q′) risulta il punto di intersezione (ossia punto comune) nello spazio parametrico delle linee associate rispettivamente ai pixel (xi,yi) e (xj,yj) che appartengono alla stessa linea y=px+q nel piano immagine.   Da ciò consegue che se si considera un terzo pixel (xk,yk) allineato con la stessa retta y=px+q, nel piano parametrico è generata una terza retta con la caratteristica di intersecarsi con le altre rette nello stesso punto ( p′, q′ ) . Il risultato della trasformata di Hough, di rappresentare una retta del piano immagine con un punto ( p′, q′) nello spazio parametrico, può essere utilizzato per risolvere il problema di verificare se n punti nel piano immagine sono allineati.   Il piano parametrico così definito è completamente rappresentato dalla matrice di accumulazione A(p,q) dove in questo caso gli indici p e q individuano le celle della 
griglia di discretizzazione. All’inizio della procedura la matrice A è inizializzata.   Per ogni pixel P(xk,yk) elemento di un potenziale contorno, sono incrementati di una unità tutti gli elementi della matrice di accumulazione A(p,q) individuati dalla retta 
         nello spazio parametrico (p,q).  
Se nell’immagine si trova un contorno con un tratto rettilineo, per ogni pixel ad esso appartenente, la matrice di accumulazione A viene così aggiornata. Al termine della procedura, si osserverà che un elemento (p1,q1) della matrice, presenterà un valore 
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massimo che coincide teoricamente al numero dei pixel del contorno rettilineo analizzato, mentre tutti gli altri elementi presenteranno, al massimo, valore 1 (possono rimanere a zero in relazione al livello di discretizzazione dei parametri p e q).  Nelle immagini reali, a causa del rumore, la matrice di accumulazione presenta 
diversi picchi che probabilmente indicano diverse strutture lineari nell’immagine. Questo significa che la ricerca di strutture lineari nell’immagine in genere può risultare complessa, si riduce alla ricerca dei massimi locali nella matrice di accumulazione. Nella matrice di accumulazione ci limiteremo a ricercare i primi due picchi di maggiore intensità, rispettivamente correlati alle due direzioni dei bordi 
dell’immagine segmentata.  La rappresentazione delle rette in forma esplicita,  però, non risulta più adeguata 
quando  ci troviamo nel caso di direzioni parallele all’asse delle ordinate. Questo perchè il parametro p tende a ∞ e non è più discretizzabile facilmente (diventerebbe troppo grande).   Per eliminare questo inconveniente, si utilizza la rappresentazione della linea in coordinate polari:   
                
dove U rappresenta la distanza della linea dall’origine e T l’angolo tra la 
perpendicolare alla retta e l’asse delle x. In questo caso una retta nel piano (x,y) corripsonde al punto (U’, T’) nello spazio parametrico UT  (fig. 3.4).  
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                      Figura 3.4 : Piano immagine e parametrico  Come evidenziato in figura (3.5), le proprietà delle trasformate di Hough con questo nuovo spazio parametrico rimangono invariate. Una retta nel domninio spaziale è proiettata in un punto nel dominio parametrico.  
 
 
      
 
        Fig. 3.5: Trasformata di Hough in coordiante polari 
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In corrispondenza del pixel (xi,yi) nel dominio parametrico non si ha più una retta ma una curva sinusoidale. La collinearità dei pixel nel dominio spaziale (    




3.4    Calcolo delle proiezioni dei punti di accesso  
 Le direzioni su cui giacciono i bordi delle regioni segmentate, per effetto della proiezione prospettica, non saranno mai parallele fra di loro ma si incontreranno in un punto, a formare un angolo. La proiezione dell’asse può essere, a questo punto, calcolata semplicemente come la bisettrice di questo angolo (fig.3.6).     
               
 
Figura 3.6 : I segmenti in rosso e blu rappresentano le direzioni dei bordi dello strumento mentre in verde viene rappresentato l’asse dello strumento nel piano dell’immagine   
Idealmente ci aspetteremmo che le proiezioni dell’asse, per ciascuno strumento, si intersechino in un punto corrispondente proprio alla proiezione sul piano 
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dell’immagine del punto di accesso dello strumento stesso. In realtà quello che 
otteniamo è una nuvola di punti,  che, appartengono si al piano dell’immagine ma   
non al dominio spaziale definito dall’immagine stessa.  
 
Figura 3.7 : Le proiezioni dell’asse dello strumento  sul piano piano immagine (rosse) si incontrano idealmente in un punto, che rappresenta la proiezione del punto di accesso (direzione identificata dal segmento blu) sul piano immagine.   Questo significa che le proiezioni dei punti di inserzione non sono ricercabili 
nell’immagine acquisita dal laparoscopio, ma in un’estensione virtuale del piano definito dalla stessa (fig. 3.7).  
La proiezione dell’asse, relativa a  ciascuno dei 30 frame scelti per strumento, viene intersecata con gli altri 29, ottenendo così un numero di punti (punti rossi in fig. 3.8), calcolabile come il numero di disposizioni semplici                    
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dove, in questo caso, n rappresenta il numero di frame, ossia il numero di proiezioni degli assi trovato per ciascuno strumento, mentre k  risulta pari a 2 .   
 (a) (b) 
 
Figura 3.8 : a) punti di interserzione misurati per lo strumento sinistro; b) punti di intersezione misurati per lo strumendo destro. Si ricordi che le unità di misura sono espresse in pixel, ciò significa 




3.5    Stima della posa della camera endoscopica 
 
 
Si vuole stimare la posizione  e l’orientamento della camera endoscopica rispetto a un sistema di riferimento (x’,y’,z’) solidale al paziente, costruito sul triangolo formato dai punti di inserzione degli strumenti laparoscopici. Siano note, quindi, le posizioni dei punti di accesso rispetto a tale sistema di riferimento. Una volta calcolate le distanze tra il centro ottico C e i punti di inserzione  Sx Dx e CAM ,  le loro coordinate   possono essere facilmente espresse nel sistema di riferimento (x,y,z) della camera. La 
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Figura 3.9 : Vediamo qui rappresentate le proiezioni sul piano immagine dei punti di controllo e i due sistemi di riferimento in esame, ossia quello della camera endoscopica (x,y,z) e quello solidale al 
paziente (x’,y’,z’).     
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3.5.1    Definizione del problema  Abbiamo trovato,  sul piano identificato dal sensore di immagine, i tre punti Psx Pdx e PC . I primi due corrispondono alle proiezioni prospettiche dei punti di inserzione degli strumenti, mentre il terzo,  al centro di proiezione del sensore. Psx Pdx e PC possono rappresentare i punti di controllo di un tipico problema, noto nella computer vision, come nella fotogrammetria come Perspective-Three_Point 
(P3P), ossia il problema relativo alla prospettiva di 3 punti. Il P3P rappresenta un caso specifico di un problema più generale, il PNP, che nasce durante la determinazione della calibrazione della camera, o, dualmente, nella stima della posa della camera stessa. Tale problema consiste nel determinare la posizione e l'orientazione della camera rispetto a un oggetto posizionato nella scena a partire da n punti. Fischler e Bolles hanno enunciato il problema nel seguente modo:  
“ Date le posizioni spaziali relative di n punti di controllo, dato l'angolo formato da ciascuna coppia di tali punti e un punto di riferimento chiamato Centro di Proiezione Prospettica ( CP ) , trovare la lunghezza dei segmenti che da CP raggiungono i punti di 
controllo.”  Nel nostro caso, il P3P deve essere risolto partendo dalla conoscenza dei punti, stimati sul piano immagine, e delle distanze euclidee tra i punti di accesso reali Sx Dx e CAM . Risolvere tale problema significa calcolare le distanze ( s1 s2 s3 ) che 
intercorrono tra il fuoco, o centro ottico dell’endoscopio, e i suddetti punti di accesso.  Il teorema di Bezout suggerisce che, partendo da un sistema di tre equazioni non lineari di secondo grado, il numero di soluzioni è pari al prodotto dell’ordine di ciascuna equazione, ossia  pari a 8. Dal momento che le equazioni sono di secondo grado, però,  ciascuna terna di soluzioni ( s1 s2 s3 ) genera una terna  simmetrica e negativa ( -s1  -s2  -s3 ). Ciò significa che al massimo ci sono 4 soluzioni fisicamente realizzabili. Esistono in letteratura soluzioni più o meno recenti a tale problema, alcune sono soluzioni dirette o analitiche del problema, altre invece, come quelle iterative sono state prese in considerazione con l'avvento dei personal computer, altre ancora nascono da un approccio più tipicamente geometrico a tale problema. 
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Sicuramente le soluzioni più facili da implementare, come quelle iterative, hanno lo svantaggio di aver necessità di un “starting value”, ossia di una soluzione approssimativa come punto di partenza per l'algoritmo. Risulta chiaro che, nelle applicazioni come questa, dove, tale valore iniziale non può essere stimato se non con una cospicua percentuale di errore, il metodo iterativo non può essere usato. Ciò evidenzia l'importanza di trovare una soluzione diretta.   
 
 
3.5.2    Metodi analitici per trovare l’intero set di soluzioni  
  A tal proposito viene proposta la soluzione analitica proposta da Grunert nel 1841, uno dei  primi a risolvere il problema [4]. Le incognite del problema sono SX DX e CAM  che definiscono le posizioni dei tre punti di un triangolo, del quale però conosciamo la lunghezza dei suoi lati a, b e c.  
 
 
                                                                                                  
 
  Il punto C rappresenta l'origine del sistema di riferimento della camera, ossia il centro di proiezione prospettica, che dista dal piano dell'immagine una distanza pari a quella focale f. Definite quindi con ui  e vi ( con i=1,2,3) rispettivamente le coordinate dei punti sul piano immagine PSX PDX e PC , sopra citati, possiamo scrivere per le equazioni prospettiche:  
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 Figura 3.10 a,b : a) Rappresentazione delle informazioni di partenza, rappresentate dalle distanze euclidee tra i punti di inserzione degli strumenti e i versori ( 3D ) che identificano le rette nello spazio su cui giacciono questi stessi punti; b) nella figura a destra, invece, vediamo ciò che fornisce il metodo diretto per la soluzione del problema, ossia le distanze s1  s2 e s3 dei tre punti di accesso rispetto al centro ottico della camera endoscopica.  Il centro ottico insieme ai tre punti del triangolo 3D, formano un tetraedro. Facilmente si possono ricavare gli angoli al vertice C del tetraedro, α β e γ , che si oppongono rispettivamente ai lati a, b e c del triangolo di controllo ( triangolo formato dai punti di inserzione ):   
             
                                
              dove j1 j2 e j3 sono i versori così definiti:  
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 Le incognite del problema s1 s2 e s3 possono, quindi, essere definite in questo modo :                           
            
          
 La soluzione proposta da Grunert parte dalla legge dei coseni, applicata ai triangoli laterali del tetraedro:                                               (1)                                                                     (2) 
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                                                   (3)    A questo punto poniamo:                           e                sostituendo alle relazioni, scritte sopra, e risolvendole per S1 otteniamo  
  
    
  
             
  
 
                                                                               
                                               uguagliamo ora la prima e la seconda equazione, quindi, la seconda con la terza, ottenendo così:  
           
  
            
   
  
      
  
  
                   (4) 
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                     (5) 
 
dall’equazione (4):  
                                          
  
            
   
  
       
  
  
   
sostituendo questa espressione nell’equazione (5) si ottiene un’espressione di h in funzione di k:  
                                                                         
       –      
               (6) 
 Questa espressione di h può essere sostituita nell’equazione (6) e ottenere quindi un polinomio di quarto grado in k, con la seguente forma:                                                                                         Questa equazione polinomiale di quarto ordine può avere ben quattro radici reali e considerando l'equazione (8) a ciascuna soluzione di k corrisponderà una soluzione di h.  Allora avendo ottenuto valori di h e k sarà facile determinare i valori di S1 S2  e S3 . In letteratura esistono diversi metodi per risolvere in modo diretto il problema P3P, che in linea di principio seguono lo schema risolutivo di Grunert, in quanto lo scopo principale è quello di convertire il problema in un'equazione di quarto grado. Tuttavia esistono delle differenze per quanto riguarda la derivazione algebrica. E' possibile classificare tali differenze secondo i seguenti aspetti:  
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x cambio delle variabili : Linnainmaa, a differenza di Grunert, compie le sostituzioni  
              e                . 
x scelta di coppie diverse di equazioni : ci sono tre incognite nelle equazioni (1), (2) e (3). Dopo il cambio di variabili Grunert sceglie di usare soltanto le coppie di equazioni (1) e (2) e (2) e (3) mentre Merrit usa le coppie (1)-(2) e (1) e (3).    



















3.5.3   Metodo geometrico PST 
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  Con il metodo geometrico, proposto da Li-Xu in [5], il classico problema P3P viene convertito  nel problema di un triangolo simile prospettico (PST).     
       
Figura 3.11  
Data la posizione di       lungo la direzione             , si vogliono determinare le lunghezze     dei vertici            che rendono il triangolo              simile al triangolo        . E' facile dimostrare che, per ciascun target triangolare         proiettato sul piano dell'immagine come mOm1m2 , esiste un unico triangolo simile 
  
   
    
  che attraversa il punto      e sia anche proiezione della medesima immagine. Costruendo un piano passante per      e parallelo a         , i vertici 
  
       
  possono essere determinati intersecando un piano parallelo con le direzioni 
              e                . Una volta calcolate le lunghezze       di            , le lunghezze     di  
         possono essere ricavate facilmente moltiplicandole per un fattore di scala λ:   
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                                                                                                                                                    (7)  
I punti H1 e H2 , sulle direzioni               e               , sono tali per cui i segmenti                 e    
     
           risultano perpendicolari rispettivamente a           e            . Chiamiamo l0 la distanza del centro ottico C dal punto C’AM sulla base, l1 rappresenta la distanza      , e l2 la distanza      .  Si ponga a questo punto arbitrariamente la distanza del punto 
   
  sulla base                e  chiamiamo t1 la distanza del punto H1 da     e t2 quella di H2 da      (fig.3.11). Dunque le profondità     ( con i =1,2,3 ), rispettivamente  dei punti                , possono essere espresse così   
                                                       (8)  con                                                    In questo modo, le tre incognite del classico problema P3P sono state ridotte a due, t1 e t2 . Inoltre, essendo                          avremo che   
                                                        ,                                                        (9)  con  
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dove C1 e C2 sono le lunghezze dei segmenti                e               . Dal momento che i triangoli            e         sono simili è possibile impostare un sistema di equazioni su due vincoli geometrici:  
• Il primo vincolo è il rapporto tra le dimensioni dei lati corrispondenti dei triangoli simili :   
   




   
    
  
 
  sostituendo le relazioni (9) nell'equazione , elevando al quadrato e portando i vari termini a sinistra si ottiene la prima equazione del sistema                                                                                                                                      (10)  con              
            
 
 ,                      ,                            
 
• Il secondo vincolo è inerente all'uguaglianza sugli angoli. Considerando il teorema del coseno  
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                                                                                                                                                                                       (11)  A questo punto possiamo scrivere che,   
                                                                                                 dove  
                                                                                         
                                                                                                                        (12)                                                                                    Sostituendo () in (), otteniamo una seconda equazione, derivante dal secondo vincolo, che assume la seguente forma                                                      (13) dove                                                 ,                   ,              
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                                                  ,                                   Combinando (10) e (13), otteniamo il seguente sistema di equazioni:  
                                                
                      
      
              (14) 
 da cui è possibile ricavare che,  
                                                              (15)                                       Sostituendo (9) nella (4) l'incognita t2 viene eliminata e si ottiene un polinomio del quarto ordine in t2 , che al massimo fornisce quattro soluzioni reali                                                                      (16)  
t1 può essere ricavato dall’equazione (16), che al massimo fornisce 4 soluzioni. Se  
              è possibile poi calcolare t2 da t1 sfruttando la relazione (15) o, nel  caso contrario utilizzando la prima equazione del sistema (14). Per quanto riguarda il fattore di scala , questo, può essere facilmente calcolato come 
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infine, le profondità di cercate vengono determinate usando le relazioni (7) 
 
                                               
 
 
3.6    Le soluzioni multiple  
In questo paragrafo vengono mostrati esempi relativi alla presenza di più di una 
soluzione, al problema affrontato, citando un’analisi offerta da Fischler e Bolles in cui vengono  mostrate alcune configurazioni geometriche che determinano il fenomeno delle soluzioni multiple[6].  
       
Figura 3.13  : A sinistra viene mostrato come “costruire” geometricamente una seconda possibile configurazione che genera la medesima proiezione sul piano immagine; a destra il caso particolare studiato da Fischler e Bolles che garantisce 4 soluzioni.   In figura 3.13 vediamo i  punti di controllo ( A, B, C ) , il centro di proiezione ( CP )  e il 
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piano perpendicolare al triangolo, sul quale giace una delle altezze del triangolo. Quando il centro  di proiezione appartiene a questo piano, è facile intuire che ruotando il triangolo attorno al lato AB ( opposto all’altezza scelta CH ) si ottiene una seconda configurazione che produce, sul piano immagine, una proiezione identica (fig. 3.13). La geometria di questa configurazione è tale per cui la circonferenza descritta dal vertice C interseca nuovamente la linea di proiezione OC.  In altri casi possono succedere due eccezioni particolari:   
x  il secondo punto di intersezione giace sulla semiretta opposta, ossia al di là del piano immagine;  
x  la suddetta circonferenza è tangente alla linea di proiezione, non permette, dunque, un secondo punto di intersezione.  Considerando anche gli altri due piani perpendicolari al triangolo, ossia quelli che attraversano le altre due altezze, si ottengono, nella medesima maniera, le altre due soluzioni. In questo caso specifico i tre piani ortogonali al triangolo, si intersecano lungo la linea L, alla quale appartengono CP e l’ortocentro del triangolo di controllo.    
                     
        Figura 3.14 : Qui viene mostrato come verificare la possibilità di altre configurazioni Possiamo tuttavia immaginare di poter ricercare le altre soluzioni mantenendo fisso  
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CP e facendo ruotare il triangolo attorno al lato AB. Visivamente corrisponde al tracciare con il vertice C, nello spazio tridimensionale, un cerchio che, nel piano 
dell’immagine, diventa un’ellisse (fig. 3.14).   
    
 
            Figura 3.15 : Esempio in cui il punto C’ appartiene all’ellisse degenerata                         Qualora il piano di tale circonferenza intersecasse CP, l’ ellisse verrebbe degenerata  in 
un segmento sul piano dell’immagine . Se e soltanto se C’, proiezione del punto C, appartenesse a tale segmento allora troveremmo una seconda soluzione  (fig. 3.15). Seguendo questo metodo è possibile verificare le intersezioni delle varie ellissi, costruite facendo ruotare il triangolo di controllo attorno al medesimo lato, in diverse configurazioni (fig. 3.16). In tal caso le soluzioni multiple sono verificate quando sul piano immagine vengono rilevate intersezioni tra due ellissi.  Wolfe, Mathis, Sklair e Magee in [6] hanno in tal modo definito delle regioni di lavoro sul piano immagine caratterizzandole per numero di soluzioni trovate, dimostrando, inoltre, come, nella maggior parte dei casi da loro studiati, il problema P3P offra soltanto due soluzioni. 
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Figura 3.16 : Qui viene verificata la doppia soluzione trovando l’intersezione sul piano immagine di due ellissi, costruite per due configurazioni diverse, ottenute scambiando, sulle rispettive linee di proiezione, gli estremi del lato AB.  
 
3.7    Considerazioni sulle condizioni di unicità della soluzione 
Chen Yao e Ting Yuecao Wang [7] hanno definito, sotto precisi vincoli, alcune regioni 
di lavoro, all’interno delle quali, il sistema di equazioni fornisce soltanto un’unica soluzione. Il primo vincolo è costituito dal fatto di avere un triangolo di controllo  isoscele, mentre il secondo richiede di avere gli angoli al vertice C del tetraedro ( D, E, 
J ) tutti acuti. Considerando il sistema di equazioni non lineari (1), (2) e (3) , è possibile esprimere  s2  e  s3 in  funzione di  s1   
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 Considerando i segni e le  differenti combinazioni, si ottengono 4 sistemi di equazioni:  
 1°:                                                
  
    
               
                         2°:                                                
  
    
               
  
  
3°:                                                
  
    
               
                          4°:                                                
  
    
               
  
 
                                             
                                       Figura 3. 17: Le regioni in grigio forniscono un’unica soluzione   La scelta di uno dei quattro sistemi così definiti dipende dalla regione di lavoro che viene presa in considerazione.  In figura 3.17 viene mostrata la disposizione di 7 regioni ( in grigio ) che forniscono un’unica soluzione per il P3P, dove A B e C sono i vertici del triangolo di controllo. Ciascuna regione viene identificata da una serie di 
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piani ( p, n, m, q, u, v ), costruiti in modo da essere perpendicolari ai vari lati del triangolo e passanti per i vertici dello stesso. Ad esempio il piano p è quello perpendicolare al lato AC e passante per il vertice C, mentre il piano n è normale al lato BC e passante per il vertice B.   
           
   





                  
      
                 
      
  
    




ponendo                             si può dimostrare che quando  
                                                







                 (17) 
 
      allora risulta sempre negativa, garantendo così l’unicità della soluzione.  La spiegazione geometrica di tali asssunti si rimanda a [7].  Un altro studio, invece, di Zhu-Cao [8] ha dimostrato che quando gli angoli al vertice C del tetraedro sono ottusi allora la soluzione al problema P3P esiste ed è unica. Questo caso è riconducibile alla pratica clinica durante la fase esplorativa, ossia quando la camera endoscopica viene inserita poco nell’addome del paziente al fine di avere un più ampio campo di vista. In questa configurazione idealmente il centro ottico si trova in prossimità del piano definito dal triangolo di controllo, pertanto le condizioni di applicabilità della dimostrazione di Zhu-Cao sono verificate (fig. 3.19).  
                
 
Figura 3.19 : Qui viene mostrata la situazione in cui, la camera endoscopica, viene inserita ad una profondità così piccola da far sì che gli angoli al vertice ( in blu ) del tetraedro siano ottusi. 
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         4    V A L I D A Z I O N E    D E L    M E T O D O    
Dopo una breve rassegna delle parti principali costituenti il setup sperimentale, in 
questo capitolo verrà affrontata la validazione dell’algoritmo implementato mediante 
sistema ottico Optotrak a marker attivi. Seguirà una  spiegazione sulle modalità con cui 
è stata effettuata la sensorizzazione e la calibrazione del laparoscopio. Infine viene 





4.1 Il Box trainer, gli strumenti laparoscopici e il sistema di  
acquisizione 
   
                                                            Figura 4.1 : Box trainer 
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Il box trainer, utilizzato durante la fase di validazione, presenta una struttura in plastica e simula l’anatomia umana. Le sue dimensioni sono simili a quelle della cavità addominale.  Sulla superficie anteriore esibisce delle fessure fisse attraverso le quali vengono inseriti i trocar (fig.4.1), in corrispondenza dei quali, idealmente, avviene la rotazione degli strumenti (fig. 4.2). 
 
 
    
               Figura 4.2 : A sinistra il laparoscopio Hopkins II, a destra un grasper chirurgico  
 
 
Ottica dell’endoscopio e testa della videocamera (fig. 4.3) sono opportunamente bloccati al fine di ridurre al minimo i movimenti relativi. La dimensione del sensore di  immagine, interno alla testa della videocamera, è quella tipica di un Fujifilm HS30EXR, ossia ½’’ CCD, corrispondente a ( 6.40x4.80 ) mm.    
            
Figura 4.3 : Testa della videocamera , con al suo interno il sensore di immagine,   monitor per la visualizzazione delle immagini. 
 56 
E’ importante ricordare che la regolazione, della messa a fuoco ( manuale ) del dispositivo, è stata effettuata prima della procedura di testing, rimanendo, quindi, inalterata dalla procedura di calibrazione dello strumento fino alle prove di validazione.  
 
                   
4.2   Sensorizzazione e calibrazione del laparoscopio   
  
Figura 4.4 :  In figura due viste differenti del supporto in ABS realizzato   La sensorizzazione viene realizzata per rendere “visibile” al sistema di telecamere 
dell’Optotrak il laparoscopio durante la fase sperimentale. In particolare, è stato vincolato alla testa della telecamera un sensore a 4 marker attivi con l’aiuto di un supporto, progettato in SolidWorks  e realizzato in ABS con stampante 3D (fig. 4.4).  Grazie a questo sensore il sistema ottico riesce a fornire la posizione e l’orientamento della camera endoscopica. La calibrazione del laparoscopio ha come scopo quello di definire la trasformazione X utile per passare dal sistema di riferimento solidale al sensore (x’, y’, z’), al sistema di riferimento della camera (x,y,z), la cui origine è rappresentata dal suo centro ottico C (fig. 4.5).  Ciò permetterà di confrontare i punti definiti rispetto al sistema di riferimento della camera, con quelli misurati tramite puntatore. 
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Figura 4.5 :  X è quella trasformazione matriciale che permette di passare dal sistema di riferimento 
del sensore ( x’ ,y’ ,z’ ) a quello della camera endoscopica ( x, y, z ).  Il procedimento di calibrazione richiede che la camera sensorizzata venga mossa in posizioni arbitrarie ed utilizzando una griglia fissa di dimensioni note per la stima della posa della camera ( fig. 4.6 ).        
    Figura 4.6 : Rappresentazione dei vari sistemi di riferimento e delle trasformazioni per passare da 
uno all’altro, su due frame sovrapposti. La trasformazione X è quella che si vuole stimare. 
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Alla fine di ogni acquisizione viene modificata la posizione del laparoscopio in modo da avere una seconda vista della scacchiera, diversa   dalla precedente. Il sistema ottico stima le matrici Ti , ciascuna delle quali è relativa a un’acquisizione, permettendo di “seguire” la posa del laparoscopio rispetto ad esso. Le matrici Ri , invece, vengono definite dai parametri estrinseci della camera stessa ad ogni acquisizione. Per determinare la matrice di roto-traslazione X si deve risolvere 
l’equazione :  
          dove A rappresenta la matrice di roto-traslazione da applicare al sistema di riferimento del sensore per passare dalla posa 2 alla posa 1 ( fig. 4.6 ). Allo stesso modo viene calcolata, per ciascuna coppia di configurazioni la matrice B, costituente la roto-traslazione che descrive la trasformazione del sistema di riferimento della camera endoscopica passando dalla posa 2 alla posa 1.  Idealmente, ossia in assenza di rumore, questa equazione può essere risolta compiendo soltanto tre acquisizioni, quindi determinando due equazioni nella forma 
        . Sfortunatamente questa assunzione non è  realistica per cui si adotta 
l’approccio di stimare la soluzione di best fit partendo da un set molto più ampio di informazioni ^ ( A1 , B1 ), ( A2 , B2 ), …, ( Ak , Bk )`. Tale soluzione deve minimizzare il criterio di errore, definito come stima ai minimi quadrati, che presenta la seguente forma , come spiegato in [9] :   
                    
 
   
 




4.4    Descrizione dell’esperimento e dei risultati 
  
Per rappresentare le trasformazioni rigide tra sistemi di riferimento d’ora in avanti si 
utilizza la convenzione seguente nell’utilizzo del pedice/apice:         Mentre per rappresentare i vettori posizione dei punti, la convenzione adottata è 
stata quella di usare l’apice per riferirsi al sistema di riferimento considerato:         Per ciascuna delle sette prove realizzate, sono stati acquisiti, rispetto al sistema ottico  mediante puntatore, le posizioni                  , rispetto  al sistema ottico, dei tre punti di accesso presenti sul box trainer ( fig. 4.7 ). Una volta inserito, il laparoscopio viene fissato tramite braccio meccanico, in una posizione tale da rendere visibile al sistema ottico i 4 marker attivi del sensore.  Grazie alla stima, fatta in precedenza, della  matrice di trasformazione      è possibile quindi conoscere la posa della camera endoscopica.                                
                        
 
Figura 4.7 :  Attraverso un puntatore vengono acquisite, rispetto al sistema di riferimento 
dell’Optotrak ( xO , yO , zO ) , le posizione corrispondenti ai punti di inserzione della camera endoscopica e degli strumenti laparoscopici . 
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Per ciascun strumento viene acquisita una serie di 30 frame, che è data in pasto 
all’algoritmo per l’estrazione delle proiezioni dei punti di accesso. La risoluzione del sistema di equazioni non lineare ci fornisce due soluzioni, tuttavia è stato possibile discriminare la corretta da quella che non risultava coerente con la nostra configurazione.  Infatti le due soluzioni differiscono di un ordine di grandezza  per il valore corrispondente alla distanza tra  centro ottico della camera e suo punto di inserzione.     
                                           
Figura 4.8 
 
 Per calcolare le coordinate dei punti di inserzione, nel sistema di riferimento della camera ( fig. 4.9 ) ,  scriveremo:                                                                                              
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Figura 4.9 : L’algoritmo implementato fornisce le posizione dei punti di accesso rispetto al sistema di riferimento della camera endoscopica.   dove j1 ,  j2   e  j3  sono i versori che identificano le direzioni su cui giacciono i punti di inserzione degli strumenti.    Esprimendo le coordinate dei punti di accesso, misurate mediante sistema ottico, nel sistema di riferimento della camera endoscopica, abbiamo:                                                                                                                                          
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                                dove        rappresenta la trasformazione che definisce il sistema di riferimento solidale al sensore rispetto al sistema di riferimento dell’Optotrak, mentre      è  la matrice di roto-traslazione definita a seguito della calibrazione della camera endoscopica ( fig. 4.10 a ).    
(a)     (b)                                   Figura 4.10   
In questo modo risulta possibile confrontare i risultati dell’algoritmo implementato 
con una misurazione “gold standard”  fornita dal sistema ottico Optotrak ( fig. 4.10 b ). Una prima valutazione dei risultati viene suggerita considerando la matrice di roto-
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traslazione che rappresenta l’errore di stima della posa dell’endoscopio in termini di angoli di Eulero e di vettori di traslazione [13] ( tab. I ).     PROVA Tx (°) Ty (°) Tz (°) tx (mm) ty (mm) tz (mm) 1 3.0243 0.2428 -0.5153 -1.8773 -4.6650 1.8446 2 -2.1250 2.3549 -0.0129 2.6200 2.7780 -4.6195 3 -2.9900 1.6775 -0.3402 4.0692 6.4589 -4.9489 4 -2.4303 0.2772 -0.3701 0.7247 3.9788 -1.8919     Tab I   
Si può facilmente notare come l’entità degli angoli di Eulero sia minima  in tutte le prove realizzate, soprattutto se comparata con la componente traslazionale. Tale fatto ci consente di fare una valutazione più semplificata andando a considerare soltanto il modulo della differenza vettoriale tra le posizioni misurate                        dei punti di accesso ( fig. 4.11 ) e   quelle fornite dall’algoritmo                       :                                                                                                                                         
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                                                  Figura 4.11   Nella tabella seguente ( tab. II ) vengono mostrate le distanze d1 d2 e d3 ottenute nelle 4 prove realizzate:   
P R O V A d1 (mm) d2 (mm) d3 (mm) media (mm) Dev.std(mm) 1 2,51 2,35 0,98 1,95 0,69 2 5,04 3,74 5,01 4,60 0,61 3 2,91 3,90 3,56 3,46 0,41 4 5,87 3,03 5,74 4,88 1,30                Tab II   La media complessiva per tutte le prove è  pari a 3,72 mm , mentre la deviazione standard è pari a 1.48 mm , fatto che dà dimostrazione dell’accuratezza del metodo implementato.  Possono essere fatte considerazioni anche più dirette e  qualitative  andando a confrontare la prova che ha fornito stime più precise (in termini di posa) dei punti di inserzione, rispetto a quella  peggiore. Il confronto viene compiuto utilizzando un 
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modello 3D di un fegato e osservando come varia la sua visualizzazione sulla base delle diverse stime della posa della camera endoscopica. 
                                  
                          Figura 4.12   Vengono sovrapposte due immagini. La prima si riferisce al modello 3D di un fegato, osservato con un punto di vista coerente con la realtà ( in semitrasparenza ) e la seconda immagine osservata con il punto di vista della camera, stimato con 
l’algoritmo.   In figura (4.12) vediamo la  roto-traslazione associata alla miglior stima,  mentre nella figura (4.13) quella associata alla prova che ha prodotto la stima meno accurata.  
Infine, un’ultima analisi può essere fatta per verificare se le soluzioni offerte dal metodo dipendono dalla scelta dei frame dati in pasto all’algoritmo. I frame relativi allo strumento destro e sinistro sono stati suddivisi in sottogruppi di 10 frame in maniera random. Sono state considerate tutti i possibili accoppiamenti e sono state determinate le stime di s1 s2 e s3 .  
 66 
                              Figura 4.12 
 
 Le immagini seguenti ( fig. 4.13,  4.14, 4.15 ) mostrano media e deviazione standard delle stime delle distanze in ciascuna prova.    
 
 
            
 




         Figura 4.14    
    Figura 4.15   
L’entità delle deviazioni standard, associate all’uso di data-set più piccoli, suggerisce che innanzitutto non risulta necessario un elevato numero di frame acquisiti per la stima delle proiezioni sul piano immagine dei punti di inserzione.   In una valutazione critica finale dei dati emerge che per applicazioni in cui non è richiesta una elevata accuratezza il metodo proposto offre una soluzione molto valida.  Tuttavia gli errori mostrati in tabella I possono essere comunque giustificati considerando diversi aspetti. Si tenga conto, ad esempio, che il rumore presente sui  
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frame acquisiti dalla camera endoscopica possa influire sulla segmentazione e, di 
conseguenza  nell’estrazione dei bordi degli strumenti chirurgici. Anche lo stesso metodo di validazione porta con sé una certa incertezza delle misurazioni fatte; si 
pensi ad esempio all’errore associato alla digitalizzazione dei punti di accesso sul box trainer, realizzata tramite puntatore. Da considerare sono anche gli errori sistematici che possono derivare da una non perfetta estrazione dei parametri intrinseci ed estrinseci della camera durante la fase preliminare di calibrazione. Inoltre il 
movimento del laparoscopio, durante le prove, può aver influito sull’accoppiamento meccanico tra laparoscopio e  testa della videocamera e aver modificato  i parametri intrinseci della camera.  
 
4.6    Conclusioni 
 
E’ stato implementato e validato un algoritmo in grado di fornire la posizione e 
l’orientamento della camera endoscopica rispetto a un sistema di riferimento fisso, solidale al paziente. Assumiamo la posizione della camera endoscopica fissa rispetto ai punti di inserzione degli strumenti, così come avviene normalmente per lunghi tratti degli interventi di chirurgia  laparoscopica. Inoltre consideriamo  la proprietà di invarianza proiettiva dell’intersezione degli assi degli strumenti. La stima delle proiezioni, sul piano immagine,  dei tre punti di accesso, porta alla definizione di un problema noto in computer vision come in fotogrammetria chiamato P3P.  Avendo descritto i metodi diretti per la risoluzione di tale problema, si è focalizzata 
l’attenzione anche sul problema delle multisoluzioni, evidenziando tuttavia come, nella maggior parte dei casi, le soluzioni fornite siano soltanto 2. L’algoritmo quindi è stato validato confrontando le soluzioni da esso fornite con le misure effettuate con 
un “gold standard”, rappresentato dal sistema ottico Optotrak a marker attivi.   
E’ stato verificato che, durante le prove, una condizione di unicità della soluzione così come espressa in [7] ( la proiezione del centro ottico, sul piano formato dai punti di inserzione, deve  appartenere al triangolo di controllo ) era sempre verificata. 
Tuttavia la geometria delle porte d’accesso non permetteva di garantire l’altra 
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condizione ( angoli al vertice  C del tetraedro inferiori a 90° ). Infatti nelle prove 
effettuate l’algoritmo ha fornito sempre due soluzioni, una delle quali palesemente non plausibile con la configurazione scelta; infatti queste differivano maggiormente ( un ordine di grandezza ) per il valore corrispondente alla distanza s1 ( distanza tra  centro ottico e suo punto di inserzione ).  Ad ogni modo, il limite rappresentato dalla doppia soluzione  può essere facilmente 
risolto fornendo all’utente i due punti di vista del modello 3D ( associato alle due soluzioni proposte dalla risoluzione del P3P). A quel punto risulta per il chirurgo molto intuitiva la scelta  della posa esatta della camera.  I risultati hanno evidenziato l’accuratezza  del metodo sviluppato; l’ errore medio di stima sui punti di accesso e la deviazione standard sono risultati pari a 3,72 mm e 1,48 mm rispettivamente. Inoltre, in termini di applicabilità, l’errore di stima nella  
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