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Abstract
The study of variational inequalities and free boundary problems finds application in a wide variety of disciplines
including physics, engineering and economics as well as potential theory and geometry. In this study, we con-
sider an application in physics and engineering where the steady state of the fluid flow through flow media rises
to free boundary problem for linear elliptic equations. This problem has been widely considered in literature by
Baiocchi [7], Brezis [9], Chipot ll2l etc. At first, we deal with quantities defined on a domain. If the domain is
perhrrbed, the quantities are perturbed. Such variation with respect to domain perfurbation is called Hadamard
variation. In this research, we present Hadamard variation as an iterative scheme for computing solutions of a
free boundary problem. We also combine this scheme with the other iterative scheme, ffaction method. The
iteration converges smoothly, beginning from a suitably defined initial guess. We then study the Hadamard vari-
ational formula theoretically. Particularly, we obtain Hadamard second variational formula which is an extension





r Analytic Methods to the Filtration Problem
1.2 PDE, Fomrulltion
1.3 A New Variational Formulation
1.4 Conformal Mapping
1.5 The Corrrpacttrcss of .<r'9, )n C(E;R') . . .
z Numerical Methods to the Filtration Problem
2.1 Introduction
2.2 Dellnition ol:he liltration ptotrlem
2.3 A Varialional Principle oI the Filtration Problcm
2.1 The Hadarnard Vuiations of a(O) nnd D(Q) . . . . .
2.5 Thc Traction Method 
- 
an Iterative Schenre
2.6 A Nunrelical Example
2.7 Nunrerical Exantple (corrtinued) 
- 
Level Set approaches .
s Unified Approach to the Hadamard Variation
3.2 Rernurks:
3.2.1 Lie Perturbation
3.2.2 Non Peeling off Condition
3.2.3 Norntal Perturbation
3.3 Dirichlet Problern
3.3. I Chain Rule
3.3.2 Greeu's Funcl.ion
3.1 Liouvillc'sTheorenr. . . . .
3.5 First Variational Forrnula
3.6 Second Variational Fornrula
3.1 Case Study
3.7.1 Material Dcrivativc
3.7.2 Norrnal Boundary Perturbation
3.8 Mixed Problenr
3.8.1 First Vu'iational Formula .
3.8.2 Second Variational Fornrula
A Functional Analysis
A.1 Sobolev Spaces








































ul4.4 Schauder's Fixed Point Theorern





A.6 Variational Inequality in Hilbert Spaces
B Blliplic Problems and Calculrrs of Variation tt9
B.1 Laplace Equation 89
82 Poisson Ecluation 9-l
8.3 lV2,p Regularity for the Ccneral Ellipric Problem . . . . . . 99










Filtration or dam problem is a mathcmatical problcm of understanding the fluid behaviour solving free boundary
problem. In general, such a free boundary is not a priori known and the main problem is determining it. Thc dam
is occupies by fluid that is; water. In addition, the pressure and velocitics which occupies the dornain also need
to be determincd. Bcsidcs thc equations, an initial and boundary condition on the fixed boundary, the problem
description also requires an initial configuration of the liquid dornain as wcll as somc conditions which hold along
the free boundary. Here, steady flows in which water seeps through thc dam built by porous mcdia fro:n a highcr
rescrvoir to a lower reservoir will be considcr. The water does not flow through the entire dam because of gravity,
and thc lowcr reservoir sidc of the dam is dry. The interfacc scparating the dry and wct regions of the dam is a
fiee boundary. The fluid can flow out of the domain through the lowcr reservoir sidc, whilc a fice-slip condition
was imposcd on the rcscrvoir sidc and at the bottorn. Numcrically, thc former approximation of thc wet region of
the domain will be dcrivcd. Thc wct region was set before doing analysis to the filtration problem. Since the dam
has a frce surfacc, arr assumption to thc dam shape has.to bc madc which will bc assumed as a rectflngular shapc.
Therc arc many problcrns in tackling the frec boundary. Therefore, we define the problem on the fixed domain
with thc rvct portion is in thc adnrissiblc domain of thc darn.
Mathematical Background
One rnethod used to solve mathcmatical models of frcc and moving boundary flow is the fixed domain method
which can be classified into two groups:
1. variational incquality.
2. cxtendcd pressure hcad mcthod.
Fixcd domain rnethods of variational problcms can be dividcd into three parts:
I . variational inequaliry / quasi-variational inequality formulation.
2. general inequality formulations - set solved in fixed domains.
3. free residual flow.
l. Varintional lnequality liormulation or Quasi- Variational Inequality Formulation: Baiocchi [5] was
the first to apply thc variational incquality method. This method is one of thc classical methods to solve free
boundary problems. It also uses an extension of the pressure head but adds an integral transformation. 'lhis
mcthod posscsscs a bcautiful thcoretical struchrre and yields simple numerical algorithms.
General Inequality Formulation: It was introduced by Brezis et. al. (1970's) and Alt tl]. lt was a new
approach and formulation which required no integral transformation. Variational inequalities compete well
with direct method for solving the seepage problem numerically.
More complicated, the solution is less regular but allowed more general cases especially regarding to the
geometric domain. Alt's formulation allowed the possibility of partially saturated flow fields, General
formulation was treated from a numerical point of view. However, its framework was restricted to a certain
types of finite elements. Fixed boundaries also could not be modelled precisely. Nevertheless, it was able,
for steady state cases, to predict zones ofsaturation and par{ial saturation in seepage flow fields.
3. Free Residual Flow: It was introduced by Dasai (1976), and he used fi,nite element in conjunction to see
the essence of the approach.
Becoming a model of the variational theory of boundary value problems for partial differential equations, the
theory of variational inequality was developed very fast. Its theory represents a truly natural generalization of the
theory of the boundary value problems. It allows us to consider new problems arising from many fields of applied
mathematics such as mechanics and physics. Variational inequality also one of the well-known and strong tool to
deal with many free boundary problems arising from natural phenomena, especially fluid dynamics. From these
facts, we use variational inequality to solve the filtration problem. One of the methods in variational inequality is
the Hadamard variational formula.
The Hadamard variational formula is a famous formula for simplification of Laplace eigenvalue under Dirich-
let boundary conditions including Neumann and mixed boundary conditions. Hadamard variation is a process
where the boundary is modified gradually where we want to know how the boundary values will vary under the
perturbation of the domain (or the boundary). This process is also an optimization process. We present Hadamard
variation in this research as an iterative scheme for solving the filtration problem. Mathematical basis of the above
materials is listed in Appendices of this thesis.
Chapter I





We consider an incompressible stationary flow of water through an inhomogcneous porous media (say 9t t). Thc
dam is assumed to be with a parallel vertical walls, with thc distance a apart, separated by two reservoirs of fluid
(watcr) and two water levels denoted by height, xz : ht and x2: 12 respectively (0 < h2 1 lr1 < x2). Let gtn
be the region of porous dam whose boundary is Lipschitz continuous. We assume that thc boundary of thc dam,
d(%tt) contains threc parts,,B1, the impervious part,82, thc part contacting with air, and 83, the part contacting
with water rcservoirs. Let C) denote the portion of watcr in Qtr and let the boundary d(fu-n) consist of the
following:
Ir : Br thc impcrvious part
12 C %ta the frce boundary
I-: : B: the part contacting with water rcscrvolrs
la C 82 thc part contacting with air
This filtration problem has a free boundary part which connects with the water reservoirs. See Figure 1.1 below.
Figure l.l : The configuration ofthe dam.
Wc assume thattherc areヽvo dijoint reservoirs,Rル(プ=1,2)and bOth parts touch thc imper宙ous basement.
Letカプ(力l>力2)bC the height ofthe water in Rブ,(ブ=1,2)Set B`:=∂ブ∩B3WhiCh implies B3=B:∪B:・Let
′be the hydrostatic pressure ofthe nuid and piezometric head,ν dcflnes by
`′
(χ)=′(χ)+χ2 (1.1)
for χ=(χl,χ2)in Ω.Since the prcssurcノonz iS」Ven by句―χ2,it hdds llat ν=カプon尾,(ノ=1,2).WeふCn
introduce a subset of aり.Let C bc the pOint where thc len surface ofthe contacts∂(2″),that is,c=フ:∩万2・






















Then the problem is formulated to find the wet region C) C %,* and the piezometric function u Q. Ht (a) that
defined on Q which satisfies
お▽γ▽ζみ≦0,∀ζ∈K,
″=夕0        。n「2∪F3∪F4・







whereR:{(eK ll(: u0 on l2uf3ufa}. SinceRisconvex,if ais asolutionto(1.5),thenforanyve R
and0 < e << 1, u*e(v-u):u(l 





△ν=O    in Ω (110)
However, (l.a) is not equivalent to (1.5). We should note that f2 in (1.4) is also unknown. That is why (1.4) has







































Then, taking e | 0, we get
Ivu.v1u-u)>o, vve R, ue ft. (l 7)
JE>




if ν is sufnciently regulan Then,we obtain
兎△″や一のみ≦勇Ω:#。一のお,  ∀ツ∈R.     (1.9)
By choodng ν=ν+εζ,0くε≪1,for額ly ζ∈(v(Ω),WC getッ∈R.ob宙。uslyソ∈〃1(Ω)Next,″=




We can conclude that
兎(&′)ζみ=0, ∀ζ∈q(Ω)
1。2 PDE For】mulation
Suppose that γis a solution to(1.4)We then extend ξ=0 0u side Ω which i“plies ttξ∈K,∀ξ∈Cr(Ω).Hence
鬼
動 量 教 =χ四 働 =0     御 D
Ω
Therefore, if a is regular, we obtain
△ν=0 in Ω. (1.12)





1ヽ(ι″グ′οブ″S).Let Ω be a small ball with thc center χO.Takeζ ,(Ω),and Set ζ=士ξ l。∈K.
Since ξ andχo iS an arbitrary,(1.13)implies










Similarl"%=00n「2 Si Ce%=O on Fl and F2 iS prOven,we have
勇Ω難・ζ漁=(3∪L多・ζ≦0,   ∀ζ∈K.
Since ζ=O on「3■Om(1.3),it h01dS that
(1.14)
勇Ω%ζお=∴%・ζ≦0, ∀ζ∈K. (1.15)
‖bdl Ω wiぬcemer χO.Takhg ξ∈T(Ω),∀ξ≧o,wehⅣCζ=ξ
l。





We then extend the boundary value of z to %"tt:












2r=γO  and  %
where n '.: (n1,n2) is the unit outcr normal vector on JC). Flere, f2 is thc free boundary part, and we impose it
with both Dirichlct's and Neumann's conditions, while fa is the part whcrc the watcr conlcs out of thc dam. In
fact, (1 .4) is a wcak form of ( I . l7).
Remark: Darcy's law claims that rr is the velocity potential of fluid:
v: 
-kYu
wherc k is lhe permeability coefficient which is assumed to be constant. We assume that the density of the fluid is
a constant. Then, lrzlf,1,n):2DaQi (whcrc lul14p1is a seminorm) is equalto the kinetic energy of the fluid up
to a constant, where De(v) is the Dirichlet integral defined by
DΩ(ツ) ▽ッ(χ)12教 forソ∈K.







In this part, we define a new variational formulation of the darn problem.


































We consider a sct of admissible domains,which are candidates for the solution ofthe flltration problem.Let






Then,Lt/=/(Ω)∈″1(Ω)and/*=/*(Ω)be is dua cone of/(Ω):
ff : {v e at lO)lv: 0 on f1 U12 Uf3,v > 0 on la},
.tr* 
- {v € H](O)l(Vv,YX) 10,Y7 e,K(O)}
Here,theboundaryvalueofv€Hl(O)istakeninthesenseoftrace.Also,for X€CJ (O) nC2(O) withAT:g
in C),. we have
x€"tr.(o) e *=oon14.
In fact,
(Yv,Yy): Iun, ! o'- ln, a,x dx<o











wlrcre rr0 is defined by (1.2). This set d(A) may be "wild" as the free boundary f2. Assume that this I-2 is





D(ua+ sO 2 D(us), v( 
€ 
cf(f2)
where ( is an arbitrary, l"l << I and v: uo+s, ( e d@). Particularly, the function
s r-+ D(zo *so
attains its minimum at s : 0, so that
d ,l
;Ds(rrs *sOl - 0.
Thcrefore,
i.e.
l-Y us.Y ( dx :0, Y( e "f- @), v: a0 on JO. (1.20)JO
If rs is sufficiently regular on f2, thcn Luc- :0 in Q. The relation
午=0 0n・       o2り
is obtaincd sirnilarly.Thus“Ω satisfles
△′Ω=Oin Ω, 2′Ω=夕00n「2∪F3∪F4,
午≦00n・,午=00n島.     °2勾
Ahhough,午≠ O on「2 h genCrd,″Ω may be regarded as vdochy pdmttt of Я面d whOse re」On tt Ω.The
condition`/(Ω)≠O SayS thatthe■ec bOundary「2 iS Sumciently smooth so thatthe low was determilled by the








7わθ ttθ ααθ′sO/2J′ブο″りrル`あ″′Юb′`″,ル` ′ヵ ″″θ
И∬夕″ ″ο″′3fの,「4=∂ΩO∩B2おα赤 ~6ο″4θεrθグJ″′θ″α′″J′カルιわ″θ′θ″′ροレ′働=弓∩F4





















We deine認しaS the set of an admissible domain
Assume r4≠O aS the exact solution of Ω fthe ltration problem■m the D“nition l.3.3(5)assoCiated with
Assumption l.3.l which are the conditions for lower semicontinuinity ofノ.Corresponding toン(Ω)tha  de ned
by(1.19),We denne the subset for each Ω∈クの :
夕(Ω)={ツ∈″1(Ω)|ツ=γ00n「3∪F4}・ (1.23)
Obviouslゝン (Ω)こ影夕(Ω)≠O fOr each Ω ⊂茫 Using the Dirichlet integral DΩ,we denne a inctional α(Ω),
b(Ω)and」(Ω)by
α(Ω)=ッ』,ぉ)D(ソ)' ら(Ω)=ッ』分た)D(ソ)' ノ(Ω)=α(Ω)一b(Ω)・ (1.24)
Since ./(A) C g(A), we can see that J(Q) ) 0. Note that d (A) and 9(A) are closed convex subsets in .F1' (Q).
Both a(A) and b(A) are attained by some ue e d(A) and ws e g(A), respectively
In fact,
△ヵ =OhQ wΩ=′On L∪午 =Om乃∪乃・










Since v is arbitrarv.
兎








is obtained. Hence, we get (1.25).
Let {f2,} C .d9 be a sequence of admissible domains, which converges to Q c d9 uniformly. Let (2 :
F] u f2. The point (2 is where the d (%"zr) contacts the surface of the left reservoir. We need to consider boundary
dornain, which is vcrtical in the neighbourhood of (2. Thc domain O, may have a cusp at point (2, and it will bc
excluded in an explicit way.
Definition 1.3.4. If I 
€ 
sy'g has a vertical wall around (2, then, the following condition is satisfied:
Let a suficienlly small t1 > 0 befxed. Consider the cones defned by a straight lines crossing at (2 with angle
t1 and a connected subset ofl1. ThenA conlains such a cone.
Figure 1.5: The conc condition and a domain with a cusp
The exact sollltion Ω con acts∂(2′〃)at thC right angics ofら.ThllS,we conirm that Ω⊂る .As for thc





Theorem■3.6.勧7″″ИSy″〃わ″′3′,Dグ″″わ′′3.3"グD 加所"iユイ″θ ttαッθガ ノ=Oヵr清`ルαわ″″
J:イ´レ→R dcβ′ιグ々ノ″2リルイοたοツθろα″αグ“
おsプb′θ dο″,α″Ω∈ρのおα sοル′わ″げPЮb′α,7f35/α,7″0,7レ
グズの=才=°   ′
1.4  Conformal PIIapping
ln this scction,we will prOvidc thc thcory and the convergence of our ncw variational fbmulation Stipposc that
thc connguration ofa gレィsatisnes Assumption l.3.1.Let zJ=`2π√巧(プー l)/3,ノ=1,2,3.G市en Ω∈` cプし,We take
6=Fl∩■,C=「:∩F2and 6=FI∩F:.
From Riemann's mapplng theorcm there exists a unlque mapping Q for each Ω∈h admitting
<ps B -+ C) : conlbrn.ral
<1tgt B -+ O:horneomorphic
tpa(zi): ej, j :1,2,3
where.B : {(u,v) € lR2: u2 +f < 1} denotestheunitdiskforanysimply connectedadmissibledomain {Le.dq.
For each Cl e .d9 there exists a conformal mapping rpe : .B -+ O.
Definition 1.4.1. Let f C R2 be a continuous image of an open interval in R. Let n : lR.2 -+ R be the canonical





Figure l.6:Canonical pr●ect On Of a dam
From Deflnttion l.4.1,we denne島⊂∂B by弓=91(「J),(プ=1,2,4)and fOrテ:=91(■) ′=1,2)for









′αろ乃θ″′r sαriジω″3の√α″′ο″″√ν=が。幅 l Sα′二√ω″′み























deined by Jle unit disk.
Problem 1.4.3 (Filtration problcm or dam problem). Suppose thot Assutnptiott 1.3.1 holds. Find Q 
€ 
dq such
that there exists a unique fi 
€ 
Ht (B) which satisfes (1. j0).
Usingthefunctionspaces"cr'(Q) aod99(A) thatdefinedin(1.19)and(1.23)respectively,weset
A@): {i:v" Eo€Ht (r) lve d(a)},
:21a1:{i:voq..ge- Ht (B) lve g@)}.





Rccall that″Ω∈.″てΩ)and″Ω∈′(Ω)WhiCh attain α(Ω)=νcりぉ)D(ν)andら(Ω)=νcりた)D(ツ)SadS取(1.22)
and(1.25),respect市ely■len we dcnneクΩ=2′Ω。篠2C・〆(Ω)and"Ω=ルッΩo%∈グ(Ω)WhiCh satisfy
Arrs : 0 in .8, uct: tto o.t iz U i, U io,
fr <o on f4, 勢 :0 on fr
△wΩ=Oh民ぬ=″°On'3∪F名 勢 =00n,1∪F2
according to(122)and(125),respCCt市cly.On the othcr hmd,we have
Ds(vo,pd: I lV(voEe)12 di:Da(v), v€Hr(O)JR
for any confonnal marpping Es: B -+ Q. Thercfore, if iis attains Ds(iio): a(C)) and ri,s attains Ds(ris) : 6(f2),
it holds that






0     0n






I'heorenr 1.1.1. I'brthcJirnc'tionul i:.d9 -+lR, rlc huveinf..i,,.i:0andanudnis:;ihlt:dontain{Ll"ty'qisa
solrftion ttt Pnfilcn 1.4.3 ifontt onb' i/ i(A) : ittf.,.i.,i :0.
Let us rccall that each {l e .de is identified with the conformal rrrapping tpg2: B 
-t Q satisfuing Ea(zi) : (i,
j : | ,2,3. Therefore, we can define the distance in .dq by
グお′(Ωl,Ω2)=‖9Ωl―ぐo21∞
where‖ ∞is the maximum norrn deined on 3.Let γ be a Sumciently smooth cuⅣe with e length pa―
ramete■The norln of″1/2(0、ぬen ddhed by llツ♂′0=(νlE20+lν 1/2o2)1/2,whereソ購v20=
みJ7答
=絆
已 漁″ <∞・″1/2(O beCOmes aHiben space withthe core,pondingimer product.In■eLゎschiセ
domain Ω,ifッ∈五μ(Ω),thenソ|∂Ω∈″1/2(∂Ω).COnversely,if η∈″1/2(∂Ω)then there isン∈″1(Ω)Such that
夕|∂Ω=κ・Theinnmum ofll▽夕|12 0fSiCh γ is atained if△γ=0ヽ









Figure 1.8: Monotone decreasing graphs are Lipschitz.
Proof. We have Definition 1.3.3(4) for Q. Since rkt,lan converges uniformly to QalaB, Definition 1.3.3(2),(5)
and Definition 1.3.4 hold for Q. We show that Q is a Lipschitz domain. Recall that, a domain D c R2 is called
Lipschitz if there exist finite open sets Ui c IR2, i: l,'..,N such that dD c u[tur where dD denote as the
boundary of the domain D and each aDaui can be regarded as a graph of a Lipschitz function. Therefore, from
Assumption 1.3.1, we can define an open set and change of coordinates on dQaFl UB3. Since at the left hand
14
side of JQ \Bl U.B3 cannot contain a cusp because we excluded it, af) is Lipschitz around the point.
From Definition 1.3.3(3), we know that dtt,\BiUBt is monotone decreasing in the directionx2, so dQ\
E I U4 is also monotone decreasing in the x2 direction. Rotate the coordinates (r1 , x2 ) by 3n I 4 radian through
two points on a decreasing graph of direction 12. The absolute value of its slope is less than or equal to 1 on
the new coordinate. This means that dCl\B-iU}l can bc regarded as graph of Lipschitz function on the new
coordinates. Therefore, Q is Lipschitz and satisfies Definition 1.3.3(l), (3). Therefore,Cl 
€ 
ds. tl
We claim that if a sequence of admissible domains in.&9 corlverge uniformly then they converge in IIt (f ; nt).
Lemma 1.4.7 . Suppose that a sequence {4, } C .dg converges uniformly to C, C DAM. Then we have
,l5glleo, -9ollrr1r;pz; :o and ;摯‖%″|∂β一の |∂BI♂′ρβ沢2)=0 (1.33)
P7・aグIt iS Obvious that the nrst collvergence of(1.33)implies the second convergence of(1.33).SinCCぐo″
converges uHお口nけb偽,WehavelttL‖Q″一Q ι2082)=0.We Wm usethe domm江ed conv rgence■eore
ofthe Lebcsgue integralto show llDB(Q″)→IDB(rpQ)||.We denote lΩl as he Lebesgue measure forΩ⊂女の
Then,we takeれ″,ゎbC thC characte五sti  functions of Ω″and Ω.Since l∂ΩI=0,We concludc thatゎ″→ ゎ
for a a.in 3 as′→∞Froin Lebcsgue's Dominated Convergencc Theorem,wc know that Ω″|=JR2χΩ"み→
IΩ =漁2χΩ tt aS′→ ∞・ ThCn We kno、v that lΩ″|=DB(%″)and ΩI=DB(%).SinCe Ω is measurablc,
thcrefore, rpQ″l iS bOunded with lΩ″|=(2DB(rpQ″))1/2.ThuS,from 9短″we Canあstract a subscqucnceぐれη
such that
9e,, -.Ee weaklyin Hl(B;R.2), 彙 |IDお(%4)|=1彙IΩ竹|=Ω=D3(%)
Therefore,(%″}cOnverges to%in〃1(B;R2)and(1.33)
□
Lemma 1.4.8. Suppose that {C),} C "&s converges uniformly to {l C %"r. Then we have,












PraげLet,Ω″∈ン (Ω″)a“ainSthC minimum vdue ofD3 hン(Ω′),thtt iS Dβ(″Ω″)=a(Ω″)andクΩη S江おnes
(1.31)for Ω=Ω″Denne夕Ω asthe solulon of
(1.34)
△クΩ=O in B, 勢=00n'1・ (1.35)
Then, we have fe e pi@),where d 10. From the above assumption and maximum principle, {fre"} converges
uniformly to frs in C(,8). Since Dirichlet integral is a lower semi-continuity with respect to weak convergence, we
have from the Definition 1.3.3(4),
,[10 ) 




and lis2 e Ht (D. As wc know, {i7e,} is boundcd in Ht (B). Thcreforc, it admits a subscquence {r7o,,},




Then we deine〃~1/2(∂3)aS the dual space of″1/2(∂3).We denote the duality pairing as(・,)〃1/2(∂ュ″1/20け
We know that″∈″1(3),SuCh that△ッ=Oin 3.Thus,η∈″1/2(∂B).Therefore,ν=η∈″1/2(∂3).Generallヌ
%∈π1/2(∂B)and the map〃1/2(3)∋η吟%∈〃1/2(∂3)、COntinuous.Hence,sinceクΩ″|∂B conVerges
wcakly to夕Ω∂β in″1/2(∂3),りCOnverges weakly to l等in″1/2(∂3).ThiS also mcans that for ρ∈
11t 12 (d B) ,
where ρ >O is in〃1/2(∂3)。fWhiCh suppo■is denotcd as s″″ ρ.ThiS S″″ ρ is alSO includcd in「4 fOr Ω and
Ω″Ыn∝午 ≦O on'4,WeOЫ江n
(1子テ
■om the suppon dennitiOn Since ρ is arbitrary9 we can concludethat勢≦O on「4 fOr Ω,クΩ∈ン(Ω)≠0・From
the denni●o ,夕Ω satis取(1.31)and itS Dirichlet integral attains the minimum vduc a(Ω)∈ノ(Ω).Ther fore,
pβ
(クΩ)=a(Ω).HenCe,(1.34)indiCates the lower semicontinuity and(1.36)fol10WS         □
















2. If g satisfies, with some €, > 0,
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Lemma l.4。11.んα{Ω″}⊂ρの S7物PοSθ′力α′{Ω"}εο′,I夕gc′グ♭rr,7クわΩ⊂£ИM Z`′γ=(Zl,4)⊂∂B








4 Letィ=951(0)and z4=951(a)ThCn,the boundary value on γ OfクΩ″and″Ω are
クΩ″=力20n(Zl,イ)⊂‰ 多Ω″=98″On(イ,Z2)⊂γ,       (137)
クΩ=力20n(zl,Z4)⊂γ, クΩ=980n(Z4,Z2)⊂γ,
where“t=(4″,娼″)andの=(砧,皓)We know ttat偽″lγ→ %lγ h C(■R2),hcnCe,1lmイ=ク・IfthC





















and l.4.l0therighthandreservoirisnotemptyand (q*h. FromAssumption 1.3.1(3), a(DA^I) isaC2 curveat
za. Therefore, the boundary regularities of conformal mappings yield E9,, Ee of Cl € around fl, za for any t, 0 <
e ( l. From Lemma 1.4.10, there exists a subinterval /s C /such thatza,fi € /s and Qalm,Qa,16e Ct'€(76;R2)
lbr sulficiently large r. Since llqo, llc',.f yo;1",2; is bouncled and Cl'€(ys;lRt) c Ct (yo;R2) is compact. Thcrctbre, rve
cirn extract a subsequencc {8o,, } such that
q2りlh→偽 |ル in Cl(γ):R2), ″ブ→ ∞・
Hence,
fis, ly-+ frs ly in ttt(y), り → ∞
Therefore, we can conclude that {fis, } converges in nt/2 (y).




Proof. Recall that rls, and ris attain the minimum values of the Dirichlet integral in Bs, and frgt and satisfying
boundary value problems:
△お″hB,″Ω"=クΩ″on「3∪F4,等こ=O on Fl∪F2,
△″Ω=0, あ=クΩ01'3∪L, 午 =O on,1∪■.
Let“and“be the pOints contacting atthe air pa■ofthe ec bollndary on a″for Ω″and Ω.Letィ=9課(C)
and Z5=妬1(6)As before,■om the theory ofconfomal mappings,there exおもconforl al mappings of tt and
V WhiCh map B to a rectangle,R″=(0,れ)×(0,1)and R=(0,た)×(0,1)Whereれandたare positive constants
with limれ=たand
賜 =V(Z2)=(0,1), 陽(Z3 =V(Z3)=(0,0),
暢 =(螺,1), v(25)=(た,1), 陽 4)=(れ,0), v(Z″)=(た,0)





△,=O in R, ラ=ρ on笠∪74, 夕=00n竹∪偽,
□
wherep,:fic2noty,t andp:rteoy-I. Consideri,:(x1,x2):in(anx1 ,x2)where en:k,lk. Then,v,satisfies
!;'




whereん=∂2場(%χl,χ2)/∂礎 ∈〃 1(R),Wherc〃1(R)iS thC dual spacc of〃I(R).From Lclltma l.4.H,wc
how thatρ″→ρ in〃1/2(鯵∪η),hCncel彙%=l andlん″-18)iS bOundcd.Thcrefore,we can concludc that
i -+ v inHt (R). This mcans that
11乳
b(Ω″)=ろ(Ω).
,lgg llr7o, - fisllsr 16y : 0,
The refore, combining (1.34), this thcorcm is proven.
Corollary 1.4.13. Let {{1,) C ty'q converge to {2 € .cy'r7 such that lim J({1,) : 0. Then we have J(9) :0 and {!
is the solution of thefltration problcm.
Remark: Now we know that 61Or; is continuous with respcct to uniform convergcnce of {Qr}, while the
function n(O,) is only lowcr scmicontinuous. Wc clarify why thcy arc likc this. Lct T: Qr,zz), T: Q1,z2ll)





:0 on (4,t2), fien:ht on (22,4),




Hence, using the fact that iia, ly+ ilgt ly in U1 /2 (y) we have shown that thc functional 6(fl" ) is continuous with

















(21.:'l), iia, : eA, on (f ,z),





Figure 1.10: y and 1 be the arcs befween 21, z2 and 4.
Generally, we cannot claim that ila, lyr+ fis ly, in nr /2 (y) although we have ilen, fie € Hr /2 (T) and Lemma
I .4. I I . That is why we cannot claim that d(Q, ) is continuous.
1.5 The Compactness of .ds in C(B;R2)
In this section, we want to show that .d9 is sequentially compact in C(B;R2). We need to show that for any
sequence {O,}Lo C dq, there exists a subsequence {Q,,}, and an admissible domain {L e ds such that {C2,,}
converges uniformly to O.
We then define
Bn(to) : {w : lw - z6l < r}, S,(zg) : B)B,(zs),
C'(zs) :BnEB'(zs)'
If zs e dB, then Cr(zs) can be rewritten as
C(Zo)={Zo+″ν⊆lθ:θl(r)≦θ≦02(r)}, 0<02(′)~θl(r)<π
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holdsfor a.a p 
€ 
I and 01@) < e < e' < 02@), where
I
4(6.R) -- { ,:-, t tvxl, }'ltog\t/O) Jsplzt)' )
Then we have the followine theorem.
Theorem 1,5.2. Thefunctions {tpalan}nrd, are equicontinuous on 08.
Proof. We claim that there exists for all e ) 0, a nurnber /, (e) > 0 which does not depend on Q with the following
properfy: any pair of points P,Q e dfJwith
0<IP-01<λ(ε)
decompose into“o arcsるに2)and y2(42)SuCh that
″お′ylに2)<ε
hoHs.Hence O<ε<匈=弾テ|ら












「 4 iS mOnotone,from the dennition,it holds that C“θ2w th λ(ε)=ε.Since we extended the cusp at
ら,We also holds for Cαsθイ.Whne for othcr cases,
Let島∈(0,1)be a nxed pOint number with
2ν冨<弾,陽-41=√・
For arbitrary ε,0<ε<匈,wetakc some numbcr δ=δ(ε)>O SuCh that thcre exist
(澁 )ψ<な→ 鑢dδ<亀    co
where ν =21こ″〃|>SupΩ∈`
の









l(&(r) - qo(.')l < e for any v,w' € dB t'ith lw -w'l <26.
This nrcans thc equicontinuity of {p9 laa} c>n i)8.







PЮグ Lct{Ω″}be any Sequence of admissible domain.By Theorem l.5.2,{%″|∂B}iS Cquicontinuous on∂B.
We also know that{9Ω∂B}iS unifomly bounded.By Ascoli―Arzela'theorem,we assure thc conclusion that
there e対sts a subsequencc(Ωら il∂B}and η ∈C(∂3)that{ΩΩ
“
|∂B}COnVergesto η on∂B as′′→ ∞.From the
maximum principle ofharlnonic inctions,似24 cO verges uniforlnly to 9 in E.Therefore,9∈ρtt and thc proof
is complete.                 






Numerical Methods to the Filtration Problem
ln this chapter, we deal with quantities defined on a domain. lf the domain is perturbed, the quantities are also
perturbed. Such a variation with respcct to domain perturbation is called Hadamard's variation. In this chapter, we
present an iterative schenre for conrputing solutions of a free boundary problem based on Hadamard's variation.
Since the iterative scheme is bascd on rigorous mathcmatics, it is stablc and eflective. A numerical examplc shows
its usefulness.
2.1 Introduction
Suppose that thcre are two disjoint water reservoirs scparated by a darn made of the porous medium (carth, for
exarnple). There exists a flow of water in the dam (see Figure l). Our task here is to find the flow region inside the
dam and the velocity polential function. This problem is callcd the filtration problem (or the seepage problem,
thc dam problem, etc.), and has becn one of thc most typical cxarnplcs of frce boundary problems. The filtration
problcm is treated in many text books, sce [7], [l 5], [ 8]. In this chaptcr, wc dcnotc the region of the dam by gt t.
We assume that 91r.n is a Lipschitz domain in IR3.
Figure 1: The configuration of the dam.
Our aim is to prcsent a ncw itcrative scheme for cornputing the flow region. ln I l9], a new variational principle
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of the filtration problem is introduced (Section 3). With the variational principle, our iterative scheme is designed
as an optimization procedure. By such an iterative process, the boundary of the possible-flow region is modified
gradually. Therefcrre, it is important to know how much quantities related to the variational principle would vary
runder donrain pcrturbation. In tlris chapter, rve give the first variation of the ftrnction tvhich governs the filtration
problenr (Section 4). Using thc {irst variation, rve present a ncrv iterativc schctnc (Scclion 5). It is cnllcd thc traction
mcthocl and the basis of the traction method are given by Azegarni [4]. Azegami presented the traction mcthod
for optimal shapc dcsign. Thc authors have found that thc traction ncthod is also vcry cffbctivc for cornputing
numerical solutions of free boundary problems. Although, many authors have present iterative schemes for the
filtration problem, this is the first one which uses the first variation of any variational principle. A numerical
example shows its effectiveness.
2.2 Definition of the filtration problem
h this section,we fomlulate the nltration problem.For more details,sce the above mentioned tcxt books and[19].
We assume thatthe boundary∂(`劾%)COnsists ofthree parts:31,the impcrvious part;32,the partin contact with
the ait and B3=B:∪B:,the part in contact with the water reservoirs Rl and R2・We al ady as umed that the
levels ofthe water reseⅣoirs(denoted by力l and乃2,力1>力2)are different and that there exists a steady water■ow













(the part in contact with
water reseryoirR;, i : 1,2)
(the part in contact with air)
Letf cnfbeacurve. Letzr:N-+IRbethecanonicalprojectiondefinedbyzr((x1 ,rz))t:x1 . Inthis
chapter, we say that I is a graph in the direction of x2, if (zlp)-t(x1 ) is connected for all;r1 € r(f). For the
configuration of the Lipschitz domain, %"t, we assume the following properties in this paper:
(1) There are two reservoirs of water (one of them may be empfy) separated by the dam' We assume without
loss of generality that the water level of the left-hand side reservoir is higher than that of the other.
(2) Each reservoir contacts the impervious base.
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(3)31⊂∂(`ル%)(imperViOus pan)and B2∪33⊂∂(`勿%)(air and water parts)arc cOntinuous,piccewise C2
curves,both are graphs in the direction ofχ2,and B2∪33 1ies above 31.
The problem is to nnd the 10w reglon C≧and the v locity potential function ν of the■o、v To den ethe
boundav valuc ofンwe introduce the following subsets of勿〃.Letらbc the pOint whcre the surface ofthe le貴
reservoir contacts∂(2イ′).That isら=B:∩房 Let sufnciently Small η>O be taken and nxed.
C andthc oぬeris On 31.Supposc tha the angle bctteen B:and′is η.Then,2″0⊂多`
〃
おdenned as the
region be“een 3:and′(See Figure 2).Set
%zr1 :: {x : (x1 ,x2) € gtt - er.rro l r, > nr} ,
%-a2 :: {x : (x1 ,x2) € %:.n - Q*to | *, < lrr} .





(In 9rzz0, z0 is defined in an appropriate way.)
Figtire 2:夕///Jc/i=0,1,2).
Thcn,thc nitration problem is to nnd the now region Ω ⊂9///and thc piczolnctric fllnction(ve10City































ンニ=′′O  and  :労≦0
gat.tto
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where ,? :- (n1 ,n2) is the unit outer normal vector of dC). Note that on the free boundary 12, both Dirichlet's and
Neumann's conditions are imposed.
2。3 A Variational Principle of the Filtration Problem
For bgth nrathcnratical analysis and nuurcricll co:uputation, it would bc nicc if wc have a variational principlc of
the filtration problem. In this scction, we explain a variational principle introduced in [19]. The idca is simple.
Lct C) C !4.t"4 be a candidate of the exact solution of the filtration problem (that is, the true flow region). Let us2,
we 
€ 
Ht (O) be two harmonic functions with
Ltt):uo, ryg:0 on12.dn
We suppose that ug2, 1ro satisry the boundary conditions of (2. I ) on f 1 U f3 U fa. If Q is the exact solution,
ao must be equal to ws. If Q is not the exact solution, the "difference between us and ws" should represent
the distance befween f2 and the exact solution in some way. Although, one may take any nonn to measure the
"difference befween ilg; and ilrs", we measlue the difference in the following manner.
At first, we define the subsets .d@), g(A) c H'(A) by
褻負Ω):={ツ∈/*(Ω)|ツ=200n「2∪F3∪F4},
多(Ω):={ツ∈〃1(Ω)|ツ=ク0 0n「3∪F4},
wherc -t-({2) is definedbY
,f @) ': {r.Ht(O) lu:0 onf1Uf2Uf3, v) 0 onfa}.,
tr.{a) ': {v€Ht(o) l{vu,vz) <0, v7e -r@)\.
Notethatforaharmonicfunction Xe C'11O;nC21O;,7belongsto.{" ifandonlyif dTldn (0onlainthe
variational sense. Take and fix M6, a sufficiently large positive number. Let also D9 denotes the Dirichlet integral
on f):
Ds(v):: \ [V'f .Z JCz
Definition 2.3.1. Under the setting defned so far, a subset Cl C %z is called sdmissible if {l satisfies the fol-
lowing conditions: (l) O ts a Lipschitz domain. Q) aO ) .81 UB3. (3) aO \FiUE is a C't curve and is a
monotonously deueasing graph in the direction x2. (4) d@) f 0 and infu.aplDs(v) I M6 We denote by dq
the set of all qdmissible domains.
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The functional a(Q), ,(O), 




Fronl thc Dinchict's principle,wc kllow thattllc valucs“(Ω)andみ(Ω)arc attaincd by the han■oni  ftlnctions




We have the following varialional principle for the filtration problem:
Theorem2.3.2. Wehaveinf,,,,rJ:0fortheftrnclional J:de-+lk JvloreovcranoclmissiblcdomainQe *r'q
is o solution of tlteJiltration problem if and only if J@) : tnf ,,,,,J : 0.
2.4 The Hadamard Variations of a(Q) and 6(Ct)
By Theorem 2.3.2,the filtration problem may be solved (in particular, numerically) by an optimization process.
In an optimization process, the boundary would be modified gradually and, thcrcfore, it is very important to know
how a(Q) and D(O) would vary undcr pcrturbation of thc dornain (or thc boundary). Such variations with rcspect
to dornain pcrturbation are callctl thc Hadamard variations. In this section, rve give the first variations of a(Q)
and 6(a) with rcspcct to domain pcrturbation obtaincd in [20]. In thc ncxt scclion, wc prcscnt an iterative schcme
using the obtained first variations.
Suppose that we havc Q 
€ 










Thcn, for each x 
€ 
Ir.t the solution c(l) fonns an intcgral curvc.




Thcn, fi(.r) :: c(t) satisfies the following:
. 9t is a diffeomorphismof Qttr for sufficiently small I > 0.
c ff is smooth with respect to l.
o fi hts the Taylor expansion
fr(x):x*rs(x) +o(t)'
We use this .% as perturbations of %"tt.
Now, lct {2el.y'2 bcacandidateol'thesolutionof theliltrationproblern. Toconsidcrapcrttrrbationof O,only
the free boundary f2 and fa would be moved. Hcnce, we may assume that
suppSnQ c%"nl or suppSnaQcf2Ufa. Q.4)
The harmonic function ua € d ({r) is a solution of the boundary value problem (2.2).lts weak form is
where
(Vrzs,Vv)s,e :0, Vv 
€ 
Zs(O)'
t't{2 : ttO on f2 U f3 U fa 
'
I/s(A):: {veHt (O) lr:0 onf2Ul3gf+}.
For a sufficiently small I ) 0, let At :: fr(A) and suppose that C| € do. We also consider the harmonic
function ilg1, such that a(O1) :: Dou@a,). Setting ftr:: 0o"1 i%-*, f! :: JClv i'82 and
Vo(A)': {u. //t(O,) | v : 0 onI", uf3 uli},
,/e, satisfies a similar weak form as above, and we have
fr 
€Vo(Qt) s io q €Vo(A) (2.s)
To show the theorem below, (2.5) plays an important role. Let (., .)rrrro denote the duality pait olg-tl2 (f2 Uf+)
and Hr 12 (lzu fa). The first variation 6a(O) is defined by
6a(a) ::,\tr4*9,
and we have the following theorem.
Theorem 2.4.1. Let tL e .ds be an admissible domain. Suppose that the perturbation 4(*) : t + ts(x) + o(t)
satisfies that {L7 :: 4(O) e .de for all sfficientty small t > 0 and (2.4). Then, thefirst variation 6a(Q) is written
28
Dy
l l /1 \2 \6a(ei):i(r-(T) ,op)2\ \dn / /r,uro
where p:: Lla- x2 and 6p:: S.zl is the normal component of S.
Remark:ln thc classical sense, if f2 is sufficiently smooth, duE2f 0x1 and Susf 0x2 exist at almost all points on
f2. Then, the first variation is written as a usual integral over f2 U f4:
s.@::I f'-f+)')uor"Zlr2ura\ \dn/ /
The harmonic function wgt e 9(A) is a solution of the boundary value problem (2.3). Its weak form is
(Vwgr, Vv)s.s : 0, Vv e Z1 (A),
,r'la : uo on f3 U f4,
where
h (c)) ,: {v e Ht (O) | ,:0 on 13 uf4}.
We now considcr thc harmonic function v't;, e 9({t1) which satisfies a similar weak form with
h(A) ;: {v € //t(f),) | u : 0 on f3 U{},
whcrc f! :: ){1, tl82. Tlre dillculty here comes from the fact that
n 
€ 
Vt(q) <+ io .q 
€ n(O) (26)
is nol valid in general since thc boundary point (5 :: fz O fa ma) be "pccled off' by the perturbation (sce
Figurc 3).
Figure 3: The boundary point (5 may bc "pcelcd ofI" by thc perturbation.
Thercfore, we necd to imposc an additional assumption on pcrturbation. If (2.6) holds for all sufficiently
small I > 0, thc pcrturbation fr of fz U fa is said to satisfy thc NPO condition. (The term "NPO" stands for
``Non―Peeling-Or'')Lctら(Ω`):=DΩ′(ン
ツΩ′).Then,the nrst variation δb(Ω)Of b(Ω)iS denned by
b(Ω′)一b(Ω)δbp)‐′塩  ′

























2.5  The Traction Method――an lt rative Scheme
F■om this previous section,we present Hadamard variation as an iterative scheme in this section.Supposethat we
are trying to obtain the■w region Ω a d the potendal γ by an iterative scheme.Let Ω。)and「r)⊂∂Ω。)be卜th
guess ofthe■ow region and the icc boundaryDrcspect市ely.Since the nrst variation ofthe mnctionalJ:膨珍→R
lS
弧。句=← (7)2(7)2が⇒ギ







「 ソ,where εぉa pos景市e dumphg parametet and″o)おhC u血t outer noma vector at χ∈Fり.Ths
scheme(28)might be called a s′θηω′グ
`Sι
θ″r″グルο″ HOwevet even when ε is sct very small,numcrical
expcrilnents show thatthis schcme does not work at all.
Atter severd heradons,球)becomcs`つagged"and compu“on cannd be ca面ed out tty morc.
We next propose another itera伍ve scheme whthおdenned h the fonowing Way.Let z∈)∈〃1(Ω●))be the
solution ofthe boundary value problenl:
ル は)=O   in Ω(1),
メリ=o on「3∪寸),
半=O m・,       の
半=F/mψ・
Then, the iteration is defined by
The method is called thc traction method and was presented by Azqgami (see [4] [17] and thc references therein)
as a numerical iterative schcme for optimal shape dcsign. Numerical experiments show that the traction method
works very well for the filtration ploblem. Beginning from a suitably defined initial guess, the iteration converges
smoothly to a numerical solution.
In the following, we point out the two significant natures of thc traction method. Firstly, the traction mcthod
decreascs thc valuc of J(O) in its iterative process. Let Q C %tt bc an admissible clornain. Suppose that thc
pcrturbcd domain Q" is defined by the traction method
where z(,r) is a solution of the boundary value problem similar to (2.9). Lctting 6p :: 
-z and FV :: 0zldn on






















































at each step ofthe traction method.This nature ofthe traction method is already pomted out by Kaizu and Azegami
[17]in a diffCrent context
Secondly,numerical experilnents suggest that the traction method seems to have a stabilizing and smoothing
ettect ofthe tee boundary.Although,the inechanisnl effect ofthc traction inethod is not understood conlpletcly
誠 ■is point,we here g市c a partid exメanatiOn.Letぬe卜th guess「r)of the iee boundaryヽ■ Cl'α CLSS
(0<α<1)・Then,it follows from the regularity theory oflinear cll●tic partial di fcr ntia  equations(PDE)that
ツΩ①,Poo,WΩO∈Cl α(ΩO∪す))狙d
Fた=くり)L(平)2∈θtt「pト
Since the Neumann―Dirichlet Fnap
θαcかF/二ζ多;→メ0∈びβc→77
おused in the iter江市 procedure ofthc taction method,the updtted「g年1)is in cl,α class again.Hence,the
けacaon mdhod tt kast preserves ie smoothness ofme■ee boundary.lf寸)ヽupdated by tte tteepest descend
method"(2.8),howeVer,寸+1)oヽnly in CO'α.ProbabしthiS iS a reason ofthe unstabb behaviour ofthe scheme
(2.8).
2.6 A Numerical ExamPle
In this section, we give a numerical example which show the effectiveness of the traction method. Let positive
numbers hlhz)0,a)0begiven. As%,trwetakearectangle %"tt:: (0,ft,)x(0'a)(seeFigure4)'
In the case that %7r is rectangle, the filtration problem is reformulated as a variational inequality, and the
existence and the uniqueness are proved nicely (see Appendix). First, we compute the solution of the variational
inequality and use it to obtain the initial guess for iterative scheme. We set the values a:1.62, ht:3.22'
llaxl
Figure 4: A rectangle dam.
hz : 0 .84. In Figure 5, we show the numerical solution of the variational inequality. Suppose that w 
€ 
Ht (%,t)
is the solution of the variational inequality. Then the flow region O is represented as f) : {x € %:-tt : w(x) > 0}.
In Figure 5, therefore, we draw all triangle elements on which the finite element solution is positive. The union of
such elements can be regarded as a numerical approximation of the flow region.
Figure 5: The numerical solution of the variational inequality.
Then, we use the approximated region as an initial region for the traction method (Figure 6).
Figure 6: The initial guess made by the variational inequality.
After several steps, the traction method converges smoothly, and we obtain a numerical solution.
Figure 7: The numerical solution of the traction method.
2.7 Numerical Example (continued) 
- 
Level Set approaches
There are two types of level-set approaches; one of them reformulates the problem into a variational inequality
when the dam Qar is a rectangle. In the other level-set approach, the filtration problem is reformulated into a
problem to find apair (p,y), where p is the pressure of the flow and y is the characteristic function of the flow
region. In this section, we explain them briefly.
In the case that the dam is a rectangle, Baiocchi [5] transformed the problem into a variational inequality, and
showed the existence and uniqueness of the solution of the filtration problem (see also [ 8]). Let a ] 0, h ) hz ] 0


















































Let κ⊂〃l(≦屹〃)be deined by
X :: {v e H' (fu"t) :v ) 0 in %"r, v: g on O(Aut)}
From the theory of variational inequalities (see [18]), there exists a unique solution w e K of the variational
inequality
f_f
J**r..V(,-w)> - Jrn Q-w),Yv€K.
Then, the domain O :: {t € %.zr: w > 0} is the desired flow region andu '.: x2 
- 
dwf dx2 is the desired velocity
potential. Unfortunately, this beautiful thcory works only for the cases that the both sides walls of the dam is
vertical.
Later, Alt [1] and Brezis-Kindcrlehrer-Stampacchia [9] gave different approaches which can treat general
situations, and proved the existence of a solution of the filtration problem. The uniquencss of the solution was
proved by Alt-Gilardi [3] and Canillo-Chipot I l ]. In this approach, the filtration problem is formulated to find a
pair (p,y) as is statcd in the following. Let e :: (0, I ).
Problem 2.7.1. Find a pair (p,y), where p 
€ 
Ht (q/,{), y e L*(gza) such that
0≦γ≦1, γ=lο″{′≧0}
p: pu on B2UB3 such thot
with ( > 0 on 82 and ( :0 on 83.
As stated above, it has been proved that there exists a unique solution (p, y). Also, it is shown that 7 is the
characteristicfunctionoftheregion{p>0},T:X1p>o1,andu :p+x2isthevelocitypotentialofflowinside
%tz (see [15] for dctail).





Unified Approach to the Hadamard Variation
In this chapter, we present a new variational formula for Hadamard variation. We use and derive Hadamard first
variational formula and obtain a new Hadamard second variational formula which also an extension of Garabedian-
Schiffer's formula. We develop a new methodology which provides a much clearer understanding of Hadamard
variational formula. We also obtain a simple proof of Hadamard variational formula.
3.1 General Domain Perturbation
Let O c IR. be a bounded Lipschitz domain and let 4 : dL -+ fidl : O1 be a bi-Lipschitz homeomorphism. Assume
that domain deformation Sx takes the Taylor expansion
力=χ+′ン+ンL+ο的・
Thus it holds that
We then define,








Figure 3.1: Domain perturbation.
3.2 Remarks:
3.2.1 Lie Perturbation
Letv : v(x) be a C'l vector field in 6, O cc d. Fo. all x e ,6, we have the ordinary differential equation,
dc(t)
dt : v(c(r)), c(0) : -r





4,|_o:,, + : v(4*)
d4*t
- 
| : V(-x).dt lr:0
1)ft4l :vv(ffx) *l ^: (y.v)v(x))tz lr:o dt lr-o .
Therefore, we have the Taylor expansion as
70=χtryl→+:回<→+め
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Therefore, we have the Taylor expansion as
Hence
鏃 =ν(χ), Tx: (v V)v(x).
3.2.2 Non Peeling off Condition
Given a part γ⊂「
=∂Ω.We say that non peeling Off(N.RO)cOndition on γ is achieved if S η=0 0nγ ThiS
、vill not be satisned for the nomal perturbation described bel潔、
Figure 3.2: Non peeling of condition at 82.
3.2.3 NormalPerturbation
If dQisCr,wetakeaCldcformationoff :?o. Letf,:df,:x+t(lp)(x).nr,x€dflwhcredpisagiven









3.3  E)irichlet Problem
3.3.l  Chain】Rule
Givcn`l Cl'l scalar flcld/(χ),tllC Hcssc m:ttrix
Therefore,
rr,r:H,.r(*): (W) i,j:, ,n
is a symmetric matrix of the second order tensor and let H,f . $)2 : ((H,f)S,S)p,, S is a vector' Cornbining the






In ttct,■om the right hand side of(3.3),
多(ら,0=多{子(力,0+竿Ⅳバ々,の}・
ク(力,→=弊(幼,0+爵{竿・▽弊(ら,0}













Here,A:d2 ldxzr+...+ d2 ldx2,isLaplacianandx: (xt,...,xn).LetG:G(r,y) beGreen'sfunctionof 
-A:
―△C(・ノ)=δ(―ノ)   G(,ッ)∂Ω=0.
Proposi“on 3.3.1.グ/∈θ(豆),
ル)=―五G。,ガげ0)教―χΩノけ)堅場2れ, パΩ・ (3.7)
PraグLetノ∈Ω.For′>O ofBrし)⊂Ω,lCt B′レ)={Z∈R″:Z一j′|<″}.Denne also Ω″=Ω、Brレ).COnSidCr
the fundamental solution ofΓ(χ)for Laplacian△
鴫={茸‖L亀 IIi
wherc c,=IS″11,S″1=∂B(0,1).In Ω、も1,「0-ノ)iS harl12onic.Lct/bc a Sm00th inction.We obtain
-1″「。一ガ4/。)み+χΩ″:`。)Foニガ漁=勇Ω/バ→∴Fo一ガ漁   (3.8)
by Green's Forlnula whcre a5 is thc area cicinent.On tllc boulldary∂Bro),
島「。つ=弁←Цレーカ)=ギ暑,二roH漁=よ1‖ノーlグω



















- Y) + u(x) '
In fact, fixy e Q.
-LG(x,y):6("-y) in fl, Gl,easr:0 on dQ.
-Ar(x -y) :5(" -y) in f),





Lu : o in cl, u(x)l,eaa: 
-f(" -y) on Jfl
Hence, functions u and f in Green's formula satisry
r ( d{-(*)ut*rdi:[ ..du(x\
- Jnutiof(*) d*n ,rn dn ,*f?)ff d'. (3.11)
- Inrr,-y)^f(,) o** l*#rO-il ds: lr*t;iifir(x-v) ds+f(1t) (3.12)
- [ u@^r(x\ dx* [ al(*)u(*) ds: I taf:P o, (3.13)JCr_ \--,_J ,__, _,-- J A, dn J aa" , dn
From (3.9) and (3.13) we get (3.7). n
Taking aC family as a subdomains such that by taking a small Qi, CC Cl, C)r t O, we obtain the following.
Lemma 3.3.2. Let CL be C't and f e C't (O).
Lu :0 on C2, u(x) : 




3。4  Liouville's Theorem
In this section, we discuss about Liouville's theorem which play an important role in Hadamard second deriva-
tional formula. Following Garabedian [ 1 6] where S and T are components of outer normal vectors and recall
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that
ap:41 ,:s ^' a2sl .,:, n. (3.rs)' dt lt:o 'n' b"P = M l,-o










Proof. Corsider Jacobi matrix of 9,x:
ノタχ=
1+rSlχ+夕2Tlχl rslχ2+ン2Tlχ2  … rSl.r4+夕2Tlル
′亀1+デT21  1+r録2+:′2T2χ2… ′路″+:′2T為
′S″1+:′2T″1    ′sa2+:′2T71x2    ~・ 1+′Sttn+:′2T″“
Then it holds that
4/
detJglx: I +t>(s/,j +S;r,) +12 )(Sl,,S7,- - S1,1rS7.,;) + i Ir",i<j i<j
and have the first derivation of detJ9,x.
-lAIj\ettfrx)l : I(s^, *s;,,) + 2t\(s*,si,, -s;rs;,,)lr=0 i<j i<i
: )1s', + s;,)i<j
: V.S
and also the second derivation ofdetJItx,
募
“




Corollary 3.4.2. (First Derivation of Liouville's Theorem) Consider C,t function c(x,t), pl < t,, x e d., and tet
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{,,:ffQ.Then, ) / r \ |
+ ( t ce,t1 dx\l : t (c1(x,0)+V. (c(x,0)Sx) dxdI \Jo' / l,:o ra (3.19)
: 
Jnc,(x,o) o** J,,rrr(*,0)6p ds.
Proof. It also holds that
ln,r!.,) dx: fnc(frx,t)det(Jfix) dx (3.20)
where J97x is the Jacobi matrix of Ttx. Using (3.3), we have
* lun u.il o, : ln(,,g,.,t +yc(ffx.t) +) det(r,%x) dx
r ) "/ (3.21)







From the first derivation of Liouville's Theorem, we try to obtain second derivation of Liouville's Theorem.
Assume that dQ, c, and S is sufficiently smooth. Therefore,
Corollary 3.4.3. (Second Derivation of Liouville's Theorem) Let c(x,t),c1(x,t) e C't and {\ : 4(A). Then,
with 6P:S'n,
手(鬼′ε。,→教)|′=0‐1の。,0教+。 (ちの+▽0(ちの動,δρttΩ.  0・22)




+鬼[Lくら ,)¬ググσ矛 )教+兎くら ,の手 ″″ 象 )教
+2鬼レ′(ら,0+Lくわ,0・到シασ力)み
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when I -+ 0+,
fI-: 
JnLu(x,O) t2Y,c1(x,0) .s +11,c(x,0)s.sl dx
+ lnLv,r{r,U .rl dx+ / c(.r,0)tv.r -- 2>.s*,.sA, - so,si,,l dx
+2ln[c,(x,})+V,c(x,0) S]V S dx
: 
fir,,(r,O) *2Y,c1(x,0) ' S + V,c(x,0 ) .T + H,c(x,0)S S] dx
+2 [p,Q,o)+V,c(-r,o).s]V S dxJa, -'
+ fnc(x,0)[v T+2I,stu, Si", -si,,Si,,] dx.




























* :, Irn(r,c(x,o).s)6p ds
X 
- -;[ H'c(.t,O)S.S r/..-
Y : 
-2 la(J(s)S) .v,c(x ,o) dx
z : 2 lrc(x,o) I.(sr,,srj - so,si,) dx
Then, we 'differentiate'the last dx and get
Here the left hand side of (3.24) can be written as
Hence
Therefore,









































3.5 First Variational Formula
First, we will discuss about the first variation 6G(x,y) conceming the perturbation domain of Green's function
G(*,y) of Laplacian A. Recall that 4 : C2 -+ O' : qO be bi-Lipschitz. Let G,(",y) be Green's function on C)1




Let O C lR" and G(x,y,t) be Green's function on Oy and
G(x,Y,t): f (" 
-Y) -l u(x,t)'
Then the boundary value problem define as,
△″(χ,′)=0  0n Ω′,      夕(χ,r)=二「 (χ―ノ),   χ∈∂Ω′        (3.31)
Wc have C(χ,ノ,0)=G(χ,ノ),γ(χ,0)=′0).Letノ∈Ω is thc irmer point and take r small sO thatノ∈Ω′.There





子(フレ,の+2ク▽バラレ,→=一子発馨▽Цフレーガ・    o.3の
Therefore,
△″=O                             in Ω
″=―S▽(γ+「(・一ノ))=―S・▽G(・,ァ)=一δρ7 0n∂Ω        (3.33)
、vhcre δρ==S ″.This implies the nrst variational fbrllnula.



























′〉Юげ ThCrc exists g be CO,l mOwithglΩ=go Wetake smooth Ωス↓Ω and we denne a by
Proposition 3.5.2. Let dA be CJ and g is harmonic in Cl. Then,
柁た=O in Ωた,   &=g on∂Ωた.
It holds that&→gin d'l on豆.Givenた,we have
Hence, for Ag: 0 in Q,
(335)
(3.36)ⅣG′(J,▽&〉=ムG←,→場 ゐ―兎′C(ち→毎 教=0
fOr′|≪1.Then forチ|′=0,た→∞;it holds that




PЮげ We apply Proposition 3.5.2 for g=δC(・,ノ)=ク・Since
△″=O  on Ω
(337)
h(r) : (V6G(',r), VdG(',y)). (3.38)
△力=0,  力=―δρ%ο′∂Ω,        (3.39)
FδαJ,▽0+勇Ω・ げαJⅣ』泳=0
σδαJ,▽』 ― 五Ω・












In this section, we compute the second variation of the Green's function with respect to domain perturbation. Let
u(x,t) be a solution of the Dirichlet problem (3.3 l). Consider the second variation of Green's function, 62G(x,y).
Let 6G(x,y) : n@), y 
€ 
O. It holds that
6G(x,y): 
-6pacg!), i e JA. Q.42)
We define the second variation of the Green function, 62G(x,y) by
6zc(x,y): tn#J)1,:o:or*r. (3.43)
Recall that the harmonic functionis a solution of the Dirichlet problem
by Proposition3.5.2.
3.6 Second Variational Formula
Lu:0 in O, u: 
-f (. -y) on dO
and we have u(.,y)+f(.,y) : C(',y). Then 11 : G,(.,y)- f(.,y) satisfies
Ar.r, 
- 
0 in C)r, u, : 
-l| - y) on dQ1 .
Similarly to the first variation, we use u(Iyx,t) : 
-T(%x - i), x e dQ to obtain the following lemma.
Lemma 3.6.1. Giveny e {2, defne
H (r) : ii (x) + 2(V 5 G(', x), VdG(., y)) : i; (r) + 2h (x).
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rhθ″,
胡 =0                      シ Ω
〃(χ)=―T・▽G(・,ノ)一島G(,ノ)SS-2S▽χδG(,ッ)+2カ ο″∂Ω.











Fronl Lemlna 3.5.3,it foHows that
〃=″+2カ
=―丁・G(ノ)一島 C(・ノ)SS-2S・▽χδC(・″)+2み  on∂Ω
Lemma 3.6.2. Let {"r , . . . ,sn- t,n} be the orthogonal system of the tangential space d{l and n be the unit normal.
Letf beaC genericfunction. AssumethatYf isLipschitzcbntinuouson{r.Th"ntheHessematrixof H-f,
Hf:V(Vf)t is given bY























































s7.8rin Bs1 : (s'oni +./rni)ii.
Hence,'
tr(sp&n+n osr) :l(sLd +ni/o):2st .n:o
i,j
and
tr(n I n) 
- 2r'oi : lnl2 7 t.i,j
Then we have
a,f : tr(Hfl :v .r{ + U on dcl.dn dn'





Then we define sectional curvatures of df2 that dcnotcd by rc;, i:1,2,...,N- I as
∂′
西































WttК α 初 =堅絆 =Q″=δρ勢 生On∂Ω,範d為 =洗 Denne
S=竿糧0=0ル+Σい  ヽ    C釣J=1
by δρ=摯‖=04P面hgS■=μ,we OЫttn











″-1                  ″-1SS=Σμ均←,Sプ)+2δρ(らΣμ・ )十(δρ)2(″,′)
Here,
r'vG(.,y) : 6'prylo-, 6'p :r'n.
Since
fnan]s's :\nknt srsr : fu's)(n's) : Q
lnAnln ' s:\nkntr1s1,: (n 'r)(r's) : g















































く 山 切 りΨ
僣冒ルΨ 授¨Σル扮
?
?いガ→ρ7)=翌絆 ΨΨ →ρ扮 ・
∂Ψ +δρ2:::ず生=
∂(δρ)∂G(,ッ)










































































シ →ゝ60=冒6⇒(ユ:I立一餞)→・  00









At the sainc tiine,
Σゝ身Ψ=7羽<Σ肝→=Ⅵい一¨→
]llu尊l:「“   60
千⊃¨ :雫
where δρ篭響=:鶴鮮_By norlnd bounday perturba五on S・街=0,ノ=1,…¬″-1,
粕 ηゝ¨=:雫.   oo




















Let Ω is a Lipschit2 domain with″1,∞and ttχ is a perturbation of the Green's hnction C(,ノ)Of Second
variation δ2c(.,ノ).TherefOre,
…功=←T,7λΩ 21V5鈍う叫れ  m
where
χ=まり生6⊃¨ 十ユ電衿卒≒






















ln this section,we consider thc dimensiOnal of′=2,and Ω=B(0,1).
3.7.l  ⅣIaterial Derivative





6G(x,0) : u(x,0): :, 32c(x,o).: ri(x,0) : 0, x € f).2x'
Given also unittangcntvcctor,.s: ff, 6p: r.x: lxl : l, +4#: I and fr: V.r: 1. Therefore,





- fiGol': l.l * r-2:o
which implics

























3.7.2  Normal Boundary Perturbation
Let「r:χ+`δρ(χ)磯,χ∈FG市e,δρ(χ)=1,η=青=χ and Fr=(1+′)F.Hcnce,











G,(x,Y) : G,((1 + t)-1 x,( t + r)-tY)
1 l+2((l 1-t)-tx'(l+r)-1y)+(l+r)-tlxl2(t+r)-tlyl2
- 4tt^"u l(l +r)-rx - (r +t1-tr1z
I (l + r)2 + 2x y -t (1 + t)-2lxl2lylz:1/i"cT'
Hence, the derivative of G(x,y) is given by
L鉾功=恭■#掛鳥7-島:卜:デ!
Ⅵ硼cn χ・▽χG(χ,ァ),
χ LCに勁=募響 12χッ  1レ12χッソ+lχ12レ2 2π lχ一月2 ・
Thercfore,







3.8  14ixed Problem
3.8.l  Firstやiariational Formula
Let∂Ω=ノ∪γl,whcreノ∩γl=O is a pieccwisc sinooth.Letプ=7(ノ)andブ=7(γl).We COnsidcr thc
Grccn's fttnctioll as a boundary valuc solution
△
“




△バちの=O m動,<ちの=Ц tt Onブ,井(ちの=詩Ц・⊃Onプ・ 070





where C=CO(χ,ン).ThCn ν(χ,′)=C(χノ)一「 (χ―ノ),ノ∈Ω Satisnes















+s狗,→十Ц 力 +S均―ブ舟博却 =α



























+: -+l Vu - s tyzulndn dt l,:o
: 
-+l .yQr-r(.-y)) - S.y2lu-r(.-y)ln (3.80)dt leo
: 
*.YG( .y) - s.ly2c1 ,y1ln
whereG(.,y) :u*t(.,y).Atthelastpartoftherighthandsideofthe(3.80),using(3.49)whereffi:#&:0,
we obtain
HG: i vr,* rr azc a2Ga 'dsi+,4t'*trar,ar, +n8n \nz'
As we know, 
n_rS: > ilisi*(6p)n. (3.s1)
Therefore,
/lv'c(,y)ls.r:1vr,4c(2*ilr,ar,a'G{'') a2G('"\\ /' I \\ dsi i:,'- 'ffi+nanff ,| (,I pis; n*(6p)' ') (3'82)




















ds{ , ,. Jri
[Vs;] (s7 ,) : 
_\fi(!,nr): [(t,.V)s1] .r : ito'nK.l
adn:. (si.n)-s;. :-kiOit
osl OSI




fVs;lS'n: -(S't,)(V' n): - ) Pr*,.
Therefore, we get
/ a2G(. r,,r \ ?_l
x : ( sis";*JZ ) (I u,''' n+ (6p)n' n) : 0.\ osiosj/ ;-
/ a2c(..v)\'-r 
- 
0zG(..v1y : I n8n:{p I ( I l,rr . n + (6p)n. n) : 6p:-fift\ dn" / i-r
z : (y,,?s!'Y)) t i ru, .n t (Ep)n.n): - i. r,*,'o! '')\ -' dsi ) '3' ' ' ?t' dsi
Thus,
x +y + z: [v'c(.,v)] s'r: aot9.L!) -7 ,,*,uo!rt') on rr . (3'86), dn: ii, dsi
Therefore we can have the following theorem.
Theorem 3.8.1. It holds that
Ln:o in {t, i,: --Epry!-/) on f
au dn,t a2c(.,il rl dG(',v) | (3'87)
Ai: -i l,_o vc{ ,u) - 6p-i7- + /pt&-ff on y'
where i: 6G(x,y).
Let {t be Lipschitz and g € C't (O) be harmonic in {2. Hence, from (3.57)
Σル11吟Ψ =4←鈍ガⅢρ7)劣ゐ
+4(篭絆 主十ζ争|′=0・▽α初 十δρ翌み ⊇)gゐ






Thcrefore,          
∂(δρ)  ∂(S η)








Now wc apply (3.49),
d,c(..y) Tt { a2G(.y) _ JG(.,y)'l















for i,j,k- 1,...,n 
- 
l. Then (3.88) can be simplified as
Thcrefore using Stokes Theorenl,the nrst variational fbttula can be derived as fono、vs:







6G(,y) : (tr#, 
"?s#>* 
_ 
>] ( *qry u,QsP),,
+ << G(-,x). 6pNP rr, x,y €{r.
3.8.2 Second Variational Formula
Let
Lil:o in o, ti+zaofi+xac:l) 
-o on /
where













































































































































































































































Before we proceed to the second variation,we need to denne the second variation″nccdtocalculate l難`|′=o































Then the second variation,can be denned by(3.92),(3.94)and(3.95).SinCe the vdue%On 71 iS prescribed in



















































Proof. From the first variation, uf : 6sG(.,x) should satisfy
― mQノ=→ρΨ ∞∴
霧=菖発(δρ三鶴響)Onプ.      ・'効













































and from Frenet-Serret formula,





































































r,[(siesi)- (n8 ,))4#*,I:],", 8n tn*,,,##)




























″-1      ″-1
Σ(嗜。・ )Σμ,身=Σ(“。・ )(S―(δρ)″),=1         '=1      '=1
″-1      ″-1
Σ(吟″●4)Σμ身=Σ(■″●′)(S―(δρ)′)








Ⅵ硫ile at second right hand side of(3.111).
目lS1 0 a.厠→扮|卜・ф→`
(3.112)









Σ各●′)(μが,)=Σ島。″(S―(δρ)′)=Σμ′j=1              '=1                 '=l























































Therefore, we can proof thc second variational formula of Hadarnard variation for mixed problem similar to the
71
Hadamard variational formula in Section 3.6 where
y : 
-k(6P)'- (s v)dp + # u: E o
Fronr (3.104) and (3.117), we obtain thc followingthcorcrn,
Theorem 3.8.4. Let {2 is a Lipschitz domain with 141,* and .ffx is a perlurbation of Grcen's frmcliott of sacontl
wn'iutittrr 6' C(.,y). Thcrcforc, v'c hova
5' c(.,y) : 2(Y 60G(., x), VdG(',y) ) - 2(Y 6 G(,x), v& G(',y) + Vd G(',y) )
/ | v\ 
" 
J(dp)21 Jci.,x) dc(.,y)\ (3'119)
* ( l-r1ap;t - (S.V)Dp-+l +-, --;-- t.\L dn ) on dn /






Conclusions and Future Works
This chaptcr discusses thc work which has been done and overall conclusion and future works to conrplete this
study.
The study of variational inequalities and frec boundary problems find application in a wide variety of disci-
plines in physics, engineering, econontics etc.. In this thcsis we study about thc Haclarnard variational formula
that includcs in onc of thc topics in the study of variationai incqullitics. We implcment our Hatlarnard variationll
forrnula to one of the dam or fihration problern. Dam problem is onc of thc farnous problcm in a frcc boundary
problem. We implement our first variational formula to the dam problem by doing numcrical analysis. For this
numcrical sinrulation, wc uscd lcvcl-sct approach and we changed Hadamard variational forrnula into a boundary
trial method along with tlre finite element. Then to get an optimal shapc dcsign, we uscd thc approximatccl region
as an initial region fbr thc traction mcthod. As a rcsult we found that the Hadamard first variational formula was
suitable to solvc thc free boundary problcm of thc dam problcm.
In this thcsis also rvc includc our study on thc mathcmatical analysis of thc lladanrard variational formula. We
dcvclop a nrcthod that givcs a sirnplc and clear proof to undcrstand the Hadarnard variational forrnula. Wc also
obtain Hadamard sccond variational forrnula that is also an cxtcnsion of thc Garabcdian-Schitlcr formula.
For now, wc only considcr thc Dirichlct problcm for the Hadanrard variational formula. For furthcr investiga-
tion, wc would like also to consider this Hadanrard variational formula for the Neumann problern. Furthermorc,
we also want to implcrnent our sccond variational flonnula to thc darn problcrn as for the numcrical analysis. Two
mcthods that wc still considcr for solving our dam problcrn are: finite element method and Newton method for
thc optirnal shapc dcsign. We considcr this Ncwton method as our ncxt method in ordcr to inrplcmcnt our sccond






Definition A.l.l. Let {2 be un open subsetR . The Lebestpe spuce is tlefinad as
Lp(a)@r zo(o)) : {v : o - ot,{, 00)lp dx < *}.
This is e Banach space wilh norm def ned by
ll,llroror : rlrvalrfi.
When p : 2, the spoce Lz (A) is a Hilbert space.
There arc two phasc rcquirenrcnts offunctional spircc nccd to bc considcr Sobolcv spaces.
Definition A.1.2. Let k o nonnegative intcger, p > I. Thcfirnc:tiort
{u e tlth (a);nau e Lp(tl), .ftir an1, u with lal < tt}
encloy'ed witlt the nonn
/, \;
llrlln,o.ora): I l^ \ 1n"uy a., I\-" lnlir )









for v; € L2(O), (l < j < 
"). Here, Cff(Q) is a set of functions support on compact set in Cl are infinitely differen-
tiable function.
A.2 Banach and Hilbert Spaces
Let O be a real vector space. A function
||・||:Ω→R   ソ→ ッ‖




This nolll.iS COmplete when ionl deinition,










Itis also caned a Banach space when the nom is a complete norlned space i.e.,only Cauchy sequence con―
verges.An inner product space is a norllned space.Then,itis a Hilbert space ifitis a Banach space which respect
か幾-1ッφ  ω∈α偉》
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to this norm. It is easy to say that the norm is induced by the inner product satisfies parallelogram law:
llv+ull2 + llu- ullz:<vlu,v*u) t lv-u1v-u>
: llrllt+ 1v,u) * 1u,v> +ll"ll' + ilrll2- 1v,u) - {u,v > +llrll2
: 2ll,ll2 + 2llullz + 2 | I v I I I I ?/ | | - 2 | I v | | | | ?/ | |
:z(ll,ll2 + ll,ll2).
A Hilbert space is a Banach space where it has a subsequence ofweak convergence for arbitrary bounded sequence.
Theorem A.2.2. For every bounded linear functional F on the Hilbert space H, there is a uniquely determined
element u 
€ 
H such that F (v) : (v,u) for all v e H and llF ll : ll,rll.
Theorem A.2.3. Let M be a closed ntbspace of Hilbert space H. Thenfor every x 
€ 
H we have x*y: z where
y€MandzeML.
Proposition A.2.1. Let H be a Hilbert space and L: H ----+ F is a linearfunctional. Thefollowing statenrcnts are
equivalent.
I. L is continuous.
2. L is continuous at 0.
3. L is continuous at sone Doi,tt.
4. There is a constant c ) 0 such that lLQr)l 3 llull for every u in H.
Definition A.2.5. A bouncledlineurfrtnctional L on H is a linearfunctionalforwhich there is a constantC )0
such that lt(u)l <Cllullfor all u in H.
Define L: H -+ F,
llrll : sup{lr(rr)l : llz(a)ll < l},
for a boundcd linear functional rvhcre lllll < - and llzll is thc norm ofZ.







Let K be a closed convex set in real Hilbert space l/, and let ys be a point in ,11. Then there exists xs e K (called
the projection ofys on K) which is nearest to76, that is,
|lχo―ノoll≦‖χ―ノol,     ∀χ∈κ・
Rcwritc thc above cquation into
(xo 
-yo,x -xo) > 0, Yx € K
Let X be a reflexive Banach space with X' as its duality. The pairing (, ), between X and X' and K is a closed
convex set ofX. Hence,





v) ) 0, Yu,v 
€ 
K. (A.2)
It is strictly monotone if
(Au-Av,u-v):0
impliesforu:v.
When K is convex, I is called hemicontinuous if given u,v e K, the mapping
[0, l] ) t -+ (A(tu + (l - t)v),u - vl
is continuous.
Definition A.3.2. The operator A '. k -+ .1 is continuous on fnite dimensional subspaces if for every fnite-
dimensional subspace M of X the mapping A : K i M -+ Xt is weakly continuous.
Theorem A.3.3. Suppose that A'. X -+ Xt is monotone and hemicontinuous [K:XJ. Thenfor any bounded closed
convex subset K ofX there exists a us € K such that
\Aus,v - ro) t 0, Yv € K
The above theorem is a direct consequence ofthe following
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(A.3)
Theorem A.3.4. Let K be a bounded closed convex subset of X and suppose that A : K -+ Xt is monotone qnd A
is continuous onfnite-dimensional subspaces of K. Then there exist a us 
€ 
K such that (A.3) holds.
Proof of these two theorem depends on Minty's Lemma:
Lemma A.3.5 (Minty's Lemma). Let K be a nonentpty closed convex set of X and let A '. K -+ Xt be monotone
and hemicontinuous. Then us satisfies (A 3) rf only f
(Av,v 
- 
zo) ) 0, Vv 
€ 
K. (A4)
Proof. By monotocity of ,4,












0 < (Au6.v 
- 
ud 3 (Av.v 
- 
us)
so that (A.3) implies (A.4). Conversely, for any w e K,
v:twl(1-t)us:u-tt(w-us) in K if 0<r< l.
Then from (A.4),
(A@ t t(w 
- 
uo)),w- ao) > 0.
Taking r -+ 0, we obtain (A.3) for any v: w 
€ 
K.
Theorem r\.3.6(Brouwer's Fixed-PointThcorem). If | < d <*, B: the closedunitbatt ofR3 andT : B -+ B is
a continuous map, then thare is a point u irt B such that T (u0) : us.
CorollaryA.3.7. LetKbeacompactconvexbouncledsubsetofaBanuch.spuce,X,andT:K-+Ki.scompletely
contitrttotts mapping, Then T lrus afixed point u0 itt K that is Tu6 : 11s.
Proof. (TheoremA.3.3)LetM beanyfinite-dimensionalsubspaceof X anddefine j:M-+Xandclualmap
j- :1 -+ M.Then
j-Aj maps boundcdscts of M into boundcdscts of M. (A.5)










I j'.tu \- ^ i*Av,
\r,-ffi,v,-u )>-0, where Y,: Iffil
Sincey, are elements of M,there exist a subsequence ln )l,llyll : t. Also, suppose that v, -+ v. But then
(y,, 
- 
u) ) O,Yu 
€ 
.4'lwhich givcsy:O a contradiction. n
Definition A.3.8. ,4 is coercive on K if there exist an element Q € K such that
"-: ^Qqu - 
AQ,u 
- O) -+ **, u € (,llall -+ *. (A 6)
llar - 0 ll
Theorem A.3.9. Let K be unbounded closed cowex set and A be as in Theorem A.3.3 or A.3.4. If A is coercive,
then there exist a solution of
\Aus,v - zo) > 0, Vv e K. (A 7)
Proof. Let R > 0, there exist at least one solution of the variational inequality
(Aup,v 
- 
r.ra) ) 0, Vup,v € K.
We introduce the bounded convex set
Kn:K.{llrll <n}
Since
llrnll < R, for some R > 0, (A 8)
given Vv 
€ 
K, there exists an e > 0 suficiently small so that
': uR* E\v - up)








and (A.7) follows for us : rR with any v e K. Then it follows that for any C > 0, there is an R > 0 such that
R > ll@ll and
(Av-AQ,v-0) >Cllu-011, Vv€K, llrll 2n.
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Take C>‖Иφl Then





For ll教||=R and upOn taking ν=夕R,the inequaltties become
\Aup,up-0)>0.
which is a contradiction to the variational inequality that satisfied ap.
4.4 Schauder's Fixed Point Theorem
Schauder's fixed point theorem is the extension of Brouwer's fixed point theorem to a topological vector space
which may be of infinite dimension.
Dcfinition 4.1.1. IfX is anormedspoceondE CX, afunction T: E --+ X is saidto be contpactif T is contintous
and T (Il4) is conrpact whenever M is a bounclcd subset of E.
If E is itself I contpact subset ofX, then cvery continuous function from E into X is compact.
The following lemma is nccdcd in thc proof of Schauder's theorcm.
Theorem A.4.2 (Schauder's Fixed Point Thcorcn). Let K ba a contpact convex subset of Banach spuce of X. If
T ; K -+ K is contirutous , then T has a/ixed point in K.
CorollaryA.1.3. LetK bea closed ondbottncledconvexsubset of a BanachspaceX andT:K -+ K acontpletely
corrlittttotrs mapping. Thcn T has afxad point in K.
Proof. LetKt:the closcdconvexhullof f(k). ItfollowsthatKt iscompactandthusZmappingK/intoK/has
a fixed point in K'. D
4.5 Compact operators
Definition A.5.1. LetX andY benormedlinearspdces. SupposeT isalinearoperatorwithdomainandrangein
Y. ll/e say that T is compact iffor each bounded setluence {xn} in X, the sequcnce {Txr} contains a subseqtrence
converging to some limit in Y.
□
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A.6 Variational Inequality in Hilbert Spaces
LetV be a real Hilbert space and




the pairing bcいveen/and/′.Lct α(ッ,ソ)be a bilinear forln on/×/which is bOunded,that is,
la(u,v)l<Cllatllllvll, Vu,v€V.
Definition A.6.1. The bilinear form a(u,v) is coercive on V if there exists a ) 0 such that
(A.10)
α(ツ,γ)≧α lν 12,    '∀
“
∈И









4ちの=鬼Ⅳ 州2教=:鬼Ⅳ 州2み+:鬼Ⅳ 州2教.
Using Poincar6's incqualitt We have llν1 2≦引▽ν12,∀"∈/h ncc
《ちの≧:兎Ⅳ州2教+鋼2
≧c7γ2  ∀″∈乙





Theorem 4.6.3. If K l0 is a closed convex set in V, and a(u,v) is a symmetric bounded coercive bilinear form





u) > ("f ,, - u), Yv e K. (A.12)
Furtheri the map f ,+ , is Lipschitz, that is, tf ut,rz are solutions to (A.12), the corresponding to 
-fi,f2 € Vt, then
物 ―洲 /≦:♭ /2ん     体 ■⊃
a sdudonゎ■e va五donJ proЫcm:腰イ
“
→ Whth Smsnesは■の.TllC u面q eness fo1lows■Om(A.13).
Supposc that there exist″1,夕2∈/′S01u ion ofthc variational illcqualities
ui€K: a(u;,v-u;)> (f,,v*uil , Yv€.K,i:1,2.





,z) < (fi 
- -fz,ur ,z).
Hence by thc coercivcncss ofa,
αll″l―ν211多≦(/1-/2,″1~2)≦‖メ~/211// 11″l―′2‖
Thcrefore,
レ 硼 /≦:♭訓 "
!
Ccncrally, if uQr,v) is syrnn.rctric, thcn a scalar product in Z is defined by ((u, v)): afu,v). Scrting (_f ,r) :




s(u,v) : ; (a(u,v) * a(v, u)),




Figure A.1: Projection of f on K with a as the solution.
3h●l tett t::e tll
Figure A 2:Pr●eCtiOnノon κ with shortest path to″
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and
o (u,v) : ){o{r,v) - a(v,u))
whicharesymmetricandskew-symmetricofpartsa(u,v) andset a1(u,v):s(u,v)+ro(u,v) fora{r{ l. Since
if I : 0 the existence of the solution to
u e K,a1(u,v-u)>< f ,v-u) Yv e K (A.15)
has been alrendy established, here, we proceed to extend the existence into t-intervals step by step, until I : l,
tusing (A. 13) and a contraction mapping theorem.
Definition A.6.1- Let F:X -+X be a nretric spoceto itself. Apointae X is calledafixedpoint of F if F(a):a.
Definition A.6.5. Let (X,dx) and (Y,dy) be a metric spaces. A map Q:X -+Y is called a controction if there
exists a positive nunber c < | such that
々(φ(χ),φし))≦ε教仁ッ)
for all x,y e X.
'fheorcm A.6.6 (Contraction Mapping Thcorem). Let X be conrltlete nratric space und let F : X -+ X be a con-
traction muplting. Thcn there exis! a uttiquefxecl point of F.





X be an arbitrary point. Define a sequence o, induclivcly by sctting en+,t: rf (a,,). Flcrc, wc clairn
that {a,} is a Cauchy scqucncc. First, notc that for any r ) l, Iiorn (A.16), d(un_r1,ar): d(Q@r),0("r_r)) <
cd(ar,cr,,-1). Thcn frorn thc indr.rction,





This implies that ar's are Cauchy's. Therefore, for m > n 2 1,
d(a^,a,) I d(a*,a^-1) + d(a^-t,a*-2)+ ... + d(a41,a,)





This shorv thaL d(a^,an) *+ 0 as n)il, -+ @.
Since (X, r/) is complete, tlrcre cxists a € X such tbfi an -+ a. Being a cotltraction, f is continrrous. Hence,
Q@):limp(a) :)i*o,*t:o. (A.18)
Thus a is a fixed point of Q.
lf b e X is also a fixed point of @, then
d(a,b) : d(Q G),0(b)) < cd(a,b)
which implies, since c < l, that d(a,b): 0 and hence that a: b. Thus the fixed point is unique. tr
Suppose that we have already proved the existence for all 0 1t I ti and set t : t j. We rewrite
a7(u,v 
- 










u) > (f ,, - r) + (t - t)o(u,v - u)
Taking that t : f,, we get
a1(u,v 
- 
u) 2 (f ,v - u)
This mapping v ,+ Fu(v) is a bounded linear functional on V and thus can be written as \fu,v) , fu e V' .
For any w € V, consider the variational inequality
v e K, a1(z,v 
- 





From our assumption, (A. l9) has a unique solution z. Let z: Zw. Given ut : Twt and u2 : Tyr,
I
llTv - r*zll < :llf-, - f.,llv, !Clt - rlllv -.rll.
Taking V-tl< #,*"concludethatZisacontractionmapping inV andadmitsauniquefixedpointa. Forthis
u:w,
u 
€K, a1(u,v-u)> (f,,-r) for v€K.
If l is a finite number of times, and if I : I then it admits a solution to (A. l2).
When the convex set K varies, we formulate it in thc sctting of Thcorem 4.6.3 for simplicity. We set condition
K, are closed convex sets, K : w 
-IimKn. (A.20)
This condition mcans that
l. ifr e K then there existx, e K" with llx, -xll -+ 0,
2. the weak limit of any scQuence .xr, (xn, 
€ 
Kr,) is in K.
The corrdition 2. above is satisfied, for instance, if K, C K.
Theorem A.6.7. Let a(u,v) and K be as in Theorem A.6.3, and tet Kn satisfy (A 20). Let fn € v', .fn -+ f e v,,





u") 2 (,fr,, 
- 
ur\, Yv e K, (A.21)
















Thus, frorn Theorem 4.6.3,
allr, 
- 
vll2 < (f,,u, 
- 
v) + Cllvllllrr, 
- 
v1;
< (cll,ll +llf,lly,)1fu, _vll
By taking v: vn -) v* e K, thc equation abovc becorne llr,ll S C, with C is a constant. Hcncc, unhas a weakly
convcrgence. This mcatrs that un -+ w weakly implics that w is thc uniqr-rc solution of (A.12). Since u -+ a(v,u) is
continuous,





ur) Z (fr,r, * ur)
for any v 
€ 
K. Take any v 
€ 
K andv, such that llu, - rll -+ 0, then
la(v, v - u r) - a(vn, vn - ur)l : la(v - v n,v - u r) t a(v r, v - u r)l
< Cllu 
- 
u"ll llu - u"ll + Cllv,llllu - 
""ll
< Cllv- rr,ll -+ 0.
It follows that
a(v,v - u,) 2 (-f,,v, 
- 




un) -+ (f ,v 
- 
w)
and using (A.22) we obtain,
a(v,v-w)>(f,v-w), Vv€K





Lct Ω⊂R″be a boundcd donlain with smooth bOundary∂Ω,and
r(,): I lntr,l, ,,, (B r)
whcrc y 
€ 
I1t (O). Given a0 e Ht (Q), we want to attain
Elliptic Problems and Calculus of
min-F(v), ve al(O), y:r.ro on dCl.
lf z attains this nrinimurn, thcn it is a weak solutiou to
△ν=O   ο′Ω,   ν=ン00n∂Ω,
whcre△=詩+…券,χ=。L χ2_,ろ)∈ΩおぬC Lttlachn.





Then″=ν tt εソ∈〃1(Ω),″="00n∂Ω,where ε∈R is arbitrary.Since ν atta s(B.2),it h01dS that F(ν)≦F(lt7),
or cquivalently,














































lV".V, dx:O, we aj(o), u:uo on dCl. (B.4)JO






€HJ(O),where v denotestheunitnormalvectoron Jf). Since v eHi(Q) is arbitrary, a solvesAr.r:0 in O
at (8.2) if a is regular.
Trace to the Boundary
We have seen that, if a attains (B.2), then it is a weak solution to (B.3). Here, we will have the following problem:
l. Existence of the solution for variation of problem (B.2).
2. The regularity of a, the minimizer of (B.2).
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For the first problem, we note that Ht (Q) with norm
(B6)
is a Hilbert space. Every element in Hl (O) may take the boundary value. For exampie, if O satisfies the "restricted
cone property" the operator,
γ:ν∈C(Ω)い νl∂Ω∈C(∂Ω) (B.7)
is extended as a bounded linear operator: Ht (O) -+ L2 (aA) denoted by the symbol y. It is called the rrace operaror.
Proof. We shall examine this property for the case Cl : R.{ : {x € IR.N,xry > 0}, u half space.
In fact, let v e C["(R{). With thc notation x : (x' ,x1,r),we have
Figurc 13.1: Tracc
ll,ll,y, : { l*Uv,t, + y,1r1a,}+
レば,oF=―ズ+∞轟ツ。′,和ア赫-2ズ+∞νば,珈)轟ば,珈)い・
Using tllc inequality 2αみ≦α2+ι2,、vc obtain
レば,のF≦/+取レば,珈)F+1轟ば,珈)F)姉




γ、■crCおre,ぬc resdt has bccn shOwn.□
Converseltt g市en a hnction νO(ξ)O ∂Ω.Its extcnsion over Ω will be uscml.For simpHciり,We assumc
that′ρ(ξ),ξ∈∂Ω iS a trace of an dcmcntin〃1(Ω),dCnoted by thc same symbolク0.A doi■晨nΩおcJたd
Lipschitz if its boundary∂Ω is Lipschitz continuous. The Lipschitz dornain can take a comer on the boundary7
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but it satisfies the restricted cone property. If fl is a Lipschitz domain, then,
v e aor(o) v € Hd (O), Tv :0, (B.8)
rvhcrc //j(A) is a Ililbert space defincd as a closule Cf (O) irr.l'11(O).
Poincn16 Inequnlity
Henceforth, ll llp it a standard normLP ,1 < p < -.
Theorem B.l.l. IfAC lR.r,'s a bounded domain then there is C : C(O) > 0 such that
|ツ 2≦CII▽ツ12 (v c Hor(fl)). (B.9)
Proof. Itsuffices to show (B.9) for v e Cff(O). In fact by the definition, for every v e Hj (O). There is a sequence
{ur} c Qfr(o) satisry
‖″―ツ→0,
Recall (8.6). In particular,
||▽″|12→||▽ν12, ‖ソた12→|ツ12
Then (B.9) will follow from
‖″|12≦C‖▽″12
with C > 0 independent of t :7,2,"'
:upp \';i = 1r-E-F 1::, = O)c n




q(O). Since Q is bounded there exists a constant / > 0:
Ω⊂{χ=(χl,χ2,…χ″)∈R″10<χl<`}


























Existencc of tlleミ、ak Solution
Wc・shall show tile e対s cnc  oftllc wcak solution tO(33)by thC Dirici、let prlnciplc.Let Ω b  a Lipschitz doinain















Hd (O), we have
‖な一″0112≦CII▽(レ ンー0)2 (B.H)
with a constant C: C(Q) > 0.
Thclcfore
|ツた2≦‖イ′012+C{▽″|12+‖▽νO 12}≦Cl (B.12)
byJ(vp) (CzrvhcreCl ,Czarccorlstarlt. Thisincquillityinrplicsll|rll: tllVt'lllz!C2rvith0corlstantC2,atrtl
hence {v1} c E c Ht (Q) is bounded.
There exists a subsequence, denoted by the same symbol, and u € Ht(O) such that
″^タ ル 〃1(Ω) (B.13)
Since the operator y: Hr(A) 
-+ LzQQ) is continuous, (B.13) implies vr lao-. z l;e. Therefore, u : a0 on Jfl
by vp 
€ 
E. Thus we obtain a € E. Since
ツ∈♂偉)―ス→=:lⅣJを汐・      0・ 0
is weakly lower semi―continuous,(B13)implies
lim J(″)≧」(γ)                     (B・15)
力→ ∞
Thus Jレ]=;』ノ[」and hence this minimum is att」ned byν=ν                    □
B。2 Poisson Equation
Lct Ω⊂R″be a bounded d6main with pieccwise smooth boundary∂Ω.We con ider
_Lu:f(x)eL.(O)






Assume u e C(O) is a solution of (B.16), and v 
€ 
Cf (O) is arbitrary. We multiply v and integrate overf):
- [ or.v dx: I vu.v, dx: - [ , L, dx.Ja Je Ja
The equation (B.18) then becomes
- ln, Lv dx: lnfu o, (B.le)
which denotes that er is a solution to (B.16) in thc distributional sense.
Denotc that (f ,v) and A(u,v) the inner product of L2 and the Dirichlet form, respectively,
- Ino,.v dx: Irn *
By integrating by parts the left hand sidc of (B. I 8),
(f''): [ 7' a*'J{2
A(u.vl: lnrr.Yv dx.
We say that r,r 
€ 
Hot (O) a wcak solution to (B. I 6)-(8. l7) if





We shall use Riesz's represcntation thcorem to guarirntce the weak solution to (8.16)-(8.17).
Thcorcm ll.2.l. Given 7 e ' ''1A7, wa have a tttritlttt,u,t,uk solution to (R.16)-(8.17).
Prcof. Wc show that
A(rt.v): IV,,.Yv dxJQ
casts thc inncr product on ffor (O). It sufices to note that by the Poincar'6 inequality,l( u,u) :0 in flj (A) implies
that u : 0.
Clcarly, for any f e L2$4,









lYt,'Yv d*: I fv lx. vr,, //,1(a)Ja Jo'
This shorvs lhc rrniquc cxistcncc of thc wcak solution of Dirichlct problcrn of (B"l(t and (B.17). f}
Instead of Riesz representation theorem, we can show the existence of the solution to the Poisson equation by






ノ回=:鬼|▽J2歳_1ルみ           (B・23)




achiwesits minimum tt ε=O and hence F′(0)=0.Since
F′(ε)=Iメ▽ν+ε▽→・▽ツ教―鬼ル激・
F′(0)=鬼▽″▽ソ教―鬼ル教





To proofthe existence of a minilnizer ofthe corresponding functionalis as follows
Lemma B。2.3.乃′αη/∈Z2(Ω),ルι力″C′ブθ″α′ノ|」ならογ″ルi如″レあ″レЛl(Ω)
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、vhere μ>O iS the Poincar6 constant:
μll▽ツ||;≧‖νl13,  ソ∈氏1(Ω)
Ъking ε>O such that ε≦ヵ, herefore
ノ回≧―尭兎/2み
and the boundcdness■Om bc10w of」レl in夏;(Ω)iS prOVCd.
ByLemaB23,酬
ぉ)羽
おan油c numbe■■ n■血pliesぬ籠島ere粛■sνヵ∈司 p)Such血■
limJ[up]: inf ./[v]{+_ l/d (())
This {2r7.} is called a minimizing sequence of J[v] €F1;(O) Thc exisrence of the limit limJ[ar,] implics thc
botrndcdncss of Jlupl, i.e. for somc constant M,
ノ[′ヵ]≦■4      た=1,2,…
Lemma B.2.4.メbr″ッソ∈司 ″″/∈Z2(Ω),
lnlv't' dx<4pt lr.f dx+AJlv)
ln = a' < ou, lnf ct.r + 4prJlv)
where p > 0 is the Poincurb constatlt.






where € > 0. Choosinge: h,
鬼▽J2み≦:鬼|▽ν2み+2μ鬼ノみ+νlVl
鬼▽ソ12み≦4μ鬼ノ教+4,ノト1






From ttese神o inequalities,it can be shown■at{νヵ}iS bOunded in司(Ω)i・e.{″た}and{▽夕た}額e bOunded
in■2(Ω),whiCh implics the existence ofa subsequence{%}Of{νた}and a functionッ∈司(Ω)suCh thtt ν為^ 夕,

















-rlvl <limJlutl:limJlut,l: inf 
-/[v]Hd(o) '- t-+- '' i-+-' " H;(o) ''
Thus J[a] : 
..1{. Y[r] i.e. ar is a minimizer of J[v] in rrd (OtH;(o)
Proposition 8.2.5. For any f e L'(O), thefunction Jlv] admits q minimum in Hl@) Combining propositions
8.2.I und Lemmo 8.2.4, we obtain again the existence of the weak solution to (8. t 6) and (8.17).
Uniqueness of the weak solution can be shown in thc tbllowing way. Let u1 ,u2 € lld (O) be weak solutions of





五▽ν▽νみ=0,   ν∈司(Ω)
Thcrcfore,
I v,,.v,, ar: I lvrl:: oJst Ja'
Thus, Vl : 0 in Q and using the homogcncous boundary valuc conditions yiclcls a : 0 in C). D
8.3 W2'p Regularity for the General Elliptic Problem
Hiilder Continuity
Dcnotc by Ct'(A) whcrc 0 < a < l, Q is an opcn sct in IR', thc space of functions which arc Htjldcr continuous
rvith cxponcnt d, that is, rr e Cd(O) if and only if
Hs(tt): ,up $;p . -. (8.26)xlv€dl lx - Yl*
This Ca(A) is a Banach spacc with thc norm
‖νllα=|lνll∞+=α(ク),

































but forthe case of α>:,
(B.30)
…nlfOrlnl剌いperatOr蔚Ⅲ…ん切油“ぼ{|に]…¨ 枷
χ∈Ω ifthe coemcient matr破[αヶl iS pOSitiVe;that is if′mh in(B.28)denote as minimum cigenvalues oflαヴ〕,
鳩 in>0.In this case we have αhin=1≡λ.Then,λ is bOunded on Ω and αヴis bOunded.Thereforc,И is
uniforlllly cniptic in≦2.
Schauder's3oundary Estinlates
Suppose that∂Ωお10caHy θ+α,ノ∈Cα(3),φ∈C2+α(Ω),0<α<l alld
ΣIlαゥlα+ΣIIあ‖α+lι lα≦κ,
Σαゥ(χ)ζ%≧λlξ12  vr∈Ω,ξ R″ (λ>0).
Ifν∈θ+α(3)and
Иν=/   滋Ω,





、vhcrc C is ti cOnstant(lcpcnding only on λ,メf alld≦2.
The Schaudcr intcrior cstinlates involvc norlns ll″″+α Which delned as fonows:
弓,αO=肥イすα愕 ,πα=れ,の
wllcre 4=diSt(χ,∂Ω),4ッ=mi,(`み,ら),
il,,11" : llrll- +r1o(rr),
W,*o: I slp ldPloB u1x)l+ > H^ d(Dcru).
lF 3n, sz l[l:*
Itall4l*+* a 
-, thcn we say that rr bclongr to e.*"1O;.
Schaudcr's Interior Estimates
Theorem 8.3.2. Let {2 be un open subset ofR.' with tlonruin cliumeter < D, f € e"(O) be a bouncled solutiott
attd aii, bii, c are ntcasuruhle
>W,,+:,il,b,il" +l4o< K,
101
Σαヴ(χ)ζら≧λ ζ12  逸∈Ω,ξ∈R″ (λ>0)
乙α夕∈c2(Ω)∩z∞(Ω)らθαらον′ル′sοル′ブοηノ′Ωげ
Au: f in Q,
ll,,ll:*o < c(ll /ll" + llrll-),
where C is depending only )", K, and D.
If u e C^+d (Slo) for any open subset f26 with Oe c Q. Therefore, u e C +d. Then it can be deduced that if
a;i,bi,cand/belongtoC^+d,thenzbelongstoC^+z+d(A).tn estimateswherel <p<*isneededherewith
assumptions onA, f is weaker:
αヴ(χ)一αヴし)|≦ω(レ ッー|) lω(′)→O if r→Ol,






















The interior Z′eniptiC estilnates with C is any compact subdomain of≦2 and(3 is a constant depending only
On λ,κ,ω,Ω and C are in the forlln of
ンダρ≦C(1/lρ+νlρ),
lγげ′Stands for″













Letグbe a func●o  in〃2(Ω)∩c(Ω)satiS″ing Иν≦Oin Ω.If at sOmc point χO in Ω,ν assumcs tO be positivc
ma対mum,then"≡constant in Ω(thCn c=Oa.e)if`′iS nOt nccessarily continuous in Ω;"maxim m''Of″is
replaced by"esscntial supreinuln"(6ssup)ofν:If6ss pΩ ν is posit市e and coincidcs with asssupぉν f pr any ball
center χO and arbitrarily sillan radius,thcn″=εο″sr.Th s implics:
lf′∈〃2(Ω)∩名;(Ω), И′≦Oa.c.in Ω,thcn ν≦0〔l.e.in Ω.
Thc Schatldcr boundaly estilllatcs can be uscd to solvc tllc Dirichict PrObicm
(334)






.f , $ unct Q ure as in lhc.vtulanrcnl o/'rht't'.stin'tcttcs ltu,t't, tt trttitltte C+"(A) solutionJitr crll .srtch f und Q.
I/' estimates also can be uscd to solve Dirichlct nroblcm.
8.4 Obstacle Problem
Here, rve considcr an cxample of thc variational incquality.
Considcr thc functional
(B.36)







and thc closcd convex sct in lll(f)),
103
(B37)
where / e Lz$t),@(x) is a continuous function in d, and u0 € Ht (Q). Here we note the following lemma.
Figure 8.4: Obstacle problem.
Lemma 8.4.1. K is closed and corNe)c in Ht (A).
Proof. To show that K is closed, suppose that ui -+ u e Hl(O) fo.r ui € K. Since the boundary dCl is sufrciently
regular, we can uniquely define the r;ace W of u e Ht (A) on dQ, and W e Hr(dO)' The mapping u -+ yu is








therefore there cxists{4}⊂{句}Suchthat4→″a.eoin Ω.We shallwrite4=竹fOr simplicitt Since竹≧φ
a.eoin Ω,there exists a Lcbesgue measureable sct И′,IИブ|=O Such that,
u1@) > Q@), Vr e Cl\,4;'
While for r/, -+ u a.e. in O, there exists lo, I Ao l:0, such that
町(χ)→“0),
VX∈Ωヽ /o・







u;(x) -+ u(x), Vr e Q \1.
Then it follows that, u(x) > @(.r),Vx € fl \1. Therefore u > Q a.e. inC).
ToshowthatKisconvex,weconsider0<e ( l,takeu,v e K,andputw:€v+(l-e)zr.Then€(+(l 
- 
e)€€
l/t(O) as I1t (O) is a vector space. Then it follows that
.{w : eTv -t (I 
- 





-s)Q: Q a.e.on f)
bccausc u,v> Q a.c. inO. Thusw:tv*(l-e)u €Kandhcncc,Kisconvex.
Assumc that att ) rp; thcn K is nonempty bccausc u0 
€ 
K. Suppose that rr is a solution to
夕∈κ,ノ(夕)=り酔ノ(ツ)・ (B.3rJ)
/''\ ^/'uu ./t----., 
.-/
Figure 8.5: K is a closcd convcx sct.
We consider a variational problem; finding a such that
u € K. JQ): 
*'py(r). (8.3e)
Ifrrisasolutionofthcproblcrn(B.39),thcnforanyl,€Kand0<€<l, l*e(v_ u):(l-e)llevinK






















































































Taking e | 0, we get
ff
I Vu V(v - u) dx> J ff, - u) dx Yv € K; u € K. (B.40)
If u 
€ 
H2(Cr), by applying Green's formula to the left hand-side of (8.40), we obtain
ln_.mt,-u) dx-r lrr#r-u) dsz l*tr-u) dx vve K. (8.41)
We then obtain
I Ou * f){, - u) dx = Irr*, - u) ds vv € K. (8.42)
Bychoosingv:u*E(,(>0,0<e<<l,V(€C6(O),wegetv€K. Infact,obviouslyv€Ht(O). Next,
yv: T@+eO: yu+ ey(: yu: yu|. Finally,v: ul e( > u> Q a.e.in Cl. Then since v -u:0 on JC2, we
have
Jn(u+ f)( dx <o'
Since ( > 0, ( € Q["(f)) is arbitrary, it follows that
Lu* f <0
Assumine the existence of the continuous solution r.r to (B.39), the set







is closed, where N is called the noncoincidence set and A is called the coincidence set. For any ( e Cfi(N) the
Figure 8.6: Coincidcnce and noncoincidcnce set
function v:ute( inK,0 < s << 1.In fact, obviously v:u*eC 
€Ht(O). Next, Iy :y(u+eO:yutey(:
y,t:Tuo. Finally, since supp( c N, itholdsthat uIe( ) Q a.e.,providcdthat0 < e << 1. Thenfronr (8.40), we
obtain
+e JnFu v(+fC)
whence we can concludc that
l;n+fl( dx:0, ∀ζ∈C,(Ⅳ)
and, thcrefore
Lu*f :0 in. N: {rr(x) > 0(")},







































.\-* * -->-idn f = dlln Q
tlree bouldarl')
Un-pre:cnbeC {delel'mute b1 the :olut:onl)
Figure B.7: Coincidence and noncoincidence set from above view.
The boundary ofthe noncoincidence set in C),
f : dNnQ,
is called free boundary . In fact, since the function u - Q attains its minimum value zero at any point in A, if z - @
has first derivatives continuous, one has ux: Qx and ur: @, on f. It follows that
u-Q--0, Y(u-Q):g on l. (8.47)






compensating that I is not a pdori unknown.
Considerthespecialcasen:1,f 
--0. Thenthevariationalinequality(B.37),(B.38)istominimize
with u(a) : ut,u(b) : uz andu(x) > @(x). Take u1 > Q(a),u2 > 0(b). Assume that @(-r) is strictly convex, and
from (B.48) and (B.49) we deduce that the curve/ : u(x) consists of three arcs:




An arc y : y : QG),o' < x < bt.
A line segment /2 connecting (b', Q (b' )) to (b, uz),tangent to 7 : @ (r) at x : b, .
Figure B.8: A graph consists three arcs
The free boundary consists two points (o' ,Q@')) and (D/, Q(b')).Thus, u//(x) has a jump discontinuity at x : al
Let f) c lR' be an open set with (B.21) and let @(x) (the obstacle) be the function that satisfying
Q e C$2) (B.50)
and assunrc that
the coefficients of A are in Cd(tl),
A is uniformly elliptic in Q, c(x) > 0;
- 
aA is in C2+o,(
\ f €c"(A), rl)e c2+"(o),t tru)0 on JO.





















W2,P(A) for any 7 < p < @
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Equation(B.50)can bC rcplacc by
{写」撃宅ノロ,b町…罐, 国
where`20 is a neighbourhood ofΩ
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