Séparation aveugle sous-déterminée de sources audio par la méthode EMD (Empirical Mode Decomposition) by AISSA-EL-BEY, Abdeldjalil et al.
Séparation aveugle sous-déterminée de sources audio par la méthode
EMD (Empirical Mode Decomposition)
Abdeldjalil AISSA-EL-BEY, Karim ABED-MERAIM, Yves GRENIER
Département Traitement du Signal et des Images,
ENST-Paris, 46 rue Barrault 75634, Paris Cedex 13, France
{elbey, abed, grenier}@tsi.enst.fr
Résumé – Dans le cadre de la séparation aveugle de sources, nous montrons dans cet article comment effectuer la séparation de mélanges
instantanés de sources audio en utilisant une méthode basée sur l’algorithme de Décomposition Modale Empirique (ou EMD, pour Empirical
Mode Decomposition). Cette approche nous permet, en particulier de traiter le cas sous déterminé (c’est à dire le cas où l’on a moins de
capteurs que de sources). L’approche EMD se base sur le fait que les signaux audio (et particulièrement les signaux musicaux) peuvent être bien
modélisés localement par une somme de signaux périodiques. Ces signaux seront donc décomposés en utilisant l’algorithme EMD et recombinés
par classification suivant leurs directions spatiales regroupant ainsi les composantes de chacune des sources. Nous présenterons quelques résultats
de simulation qui permettent d’évaluer les performances de cette nouvelle méthode.
Abstract – This paper introduces new algorithm for the blind separation of audio sources using Empirical Mode Decomposition (EMD). Indeed,
audio signals and, in particular, musical signals can be well approximated by a sum of damped sinusoidal (modal) components. Based on this
representation, we propose a two steps approach consisting of a signal analysis (extraction of the modal components) using EMD followed by a
signal synthesis (pairing of the components belonging to the same source) using vector clustering. For the signal analysis, a major advantage of
the proposed method resides in its ability to separate more sources than sensors. Simulation results are given to assess the performance of the
proposed algorithm.
1 Introduction
La séparation aveugle de sources est un problème qui consiste
à retrouver des signaux statistiquement indépendants à partir
de leurs mélanges (observations) et cela sans connaissance a
priori de la structure des mélanges ou des signaux sources.
La séparation de sources intervient dans des applications di-
verses [1] telles que la localisation et la poursuite de cibles
en radar et sonar, la séparation de locuteurs (problème dit de
“cocktail party”), la détection et la séparation dans les systèmes
de communication à accès multiple, l’analyse en composantes
indépendantes de signaux biomédicaux (e.g., EEG ou ECG),
etc. Ce problème a été intensément étudié dans la littérature et
beaucoup de solutions efficaces ont déjà été proposées [1].
Néanmoins, le cas sous-déterminé où le nombre de sources est
supérieur à celui des capteurs (observations) reste relativement
peu traité et sa résolution est l’un des problèmes ouverts de
la séparation aveugle de sources. Dans le cas de signaux non-
stationnaires (incluant en particulier les signaux audio), cer-
taines solutions utilisant la transformée temps-fréquence des
observations existent pour le cas sous-déterminé [4, 6]. Nous
proposons ici une approche alternative utilisant la décompo-
sition modale empirique EMD (Empirical Mode Decomposi-
tion) des signaux observés [2, 3]. Cette technique, récemment
proposée, permet la décomposition des différents modes d’un
signal supposé localement périodique, sans qu’il soit nécessai-
rement harmonique au sens de Fourier. Les signaux audio et
plus particulièrement les signaux musicaux peuvent être mo-
délisés par une somme de sinusoïdes amorties [7]. C’est cette
propriété que nous proposons d’exploiter ici pour la séparation
de sources audio par le biais de la décomposition EMD.
2 Formalisation du problème
Le modèle de séparation aveugle de sources suppose l’exis-
tence de N signaux indépendants s1(t), . . . , sN (t) et M obser-
vations x1(t), . . . , xM (t) qui représentent les mélanges. Ces
mélanges sont supposés instantanés, i.e.
xi(t) =
N∑
j=1
aijsj(t) i = 1, . . . ,M (1)
Ceci peut être représenté par l’équation de mélange :
x(t) = As(t) (2)
où s(t) def= [s1(t), . . . , sN (t)]T est le vecteur colonne de di-
mension N × 1 qui regroupe les signaux sources, le vecteur
x(t) regroupe de la même manière les M signaux observés, et
A
def
= [a1, . . . ,aN ] est la matrice de mélange de taille M ×N
où ai = [a1i, . . . , aMi]T contient les coefficients du mélange.
Nous supposerons que pour tout couple (i, j) les vecteurs ai
et aj sont linéairement indépendants. Les signaux sources sont
supposés décomposables en somme de composantes modales
cji (t), i.e :
si(t) =
li∑
j=1
cji (t) t = 0, . . . , T − 1 (3)
L’hypothèse d’indépendance des sources est remplacée ici par
l’hypothèse de quasi-orthogonalité des composantes modales,
i.e.
〈cji |c
j′
i′ 〉
‖cji‖‖c
j′
i′ ‖
≈ 0 pour (i, j) 6= (i′, j′) (4)
où
〈cji |c
j′
i′ 〉
def
=
T−1∑
t=0
cji (t)c
j′
i′ (t)
∗ (5)
et
‖cji‖
2 = 〈cji |c
j
i 〉 (6)
L’hypothèse (4) peut être parfois restrictive. Ainsi nous propo-
sons dans la section 3.4 une méthode permettant de s’affranchir
de cette contrainte.
3 La séparation de sources utilisant l’ap-
proche EMD
En se basant sur le modèle précédent, on propose une ap-
proche en deux étapes qui sont :
– Étape d’analyse : Dans cette étape on applique une dé-
composition modale sur chaque sortie de capteur afin d’en
extraire toutes les composantes harmoniques ou pseudo-
harmoniques. Cette décomposition consiste en l’algorithme
EMD introduit en [2, 3].
– Étape de synthèse : Dans cette étape nous regroupons en-
semble les composantes modales correspondant au même
signal source afin de reconstituer le signal d’origine. Ceci
est fait par une méthode de classification basée sur la di-
rection spatiale des composantes que l’on estime par cor-
relation de celles-ci avec le signal d’antenne observé.
3.1 Analyse des signaux utilisant l’EMD
Une nouvelle technique non-linéaire, appelée EMD a été ré-
cemment introduite par N.E. Huang et al. pour représenter les
signaux non-stationnaires [2]. Dans l’algorithme EMD le si-
gnal non stationnaire est considéré à l’échelle de ses oscilla-
tions locales. Plus précisément, la décomposition d’un signal
z(t) par l’EMD se résume comme suit :
1. Identification de tous les extrema de z(t).
2. Interpolation entre les minima (resp. maxima) du signal,
conduisant à une enveloppe emin(t) (resp. emax(t)).
3. Calcul de la moyenne m(t) = (emin(t) + emax(t))/2.
4. Extraction du détail d(t) = z(t) −m(t).
5. Itération sur le résidu m(t) jusqu’à l’obtention d’un ré-
sidu final d’énergie quasi-nulle.
En appliquant alors l’algorithme EMD sur les xi qui s’écrivent
xi(t) =
N∑
j=1
aijsj(t) =
N∑
j=1
lj∑
k=1
aijc
k
j (t), on obtient des esti-
mées ĉkj (t) des composantes ckj (t).
3.2 Synthèse des signaux utilisant la classifica-
tion vectorielle
Pour la synthèse des signaux sources on observe que l’hypo-
thèse de quasi-orthogonalité nous permet d’avoir :
〈x|cji 〉
‖cji‖
2
def
=
1
‖cji‖
2


〈x1|c
j
i 〉
.
.
.
〈xM |c
j
i 〉

 ≈ ai (7)
où ai représente la ieme colonne de A. nous pouvons alors as-
socier chaque composante ĉkj à une direction spatiale (vecteur
colonne de A) que l’on estime par
â
k
j =
〈x|ĉkj 〉
‖ĉkj ‖
2
Deux composantes du même signal source étant associées au
même vecteur colonne de A, nous proposons de regrouper ces
composantes par classification sur les vecteurs âkj selonN classes.
Pour cela, nous avons utilisé l’algorithme k-means [9] qui se
résume comme suit :
1. Initialement, sélectionnerN centroïdes arbitrairement dans
l’ensemble des vecteurs.
2. Assigner chaque vecteur à la classe dont le centroïde est
le plus proche au sens de la distance Euclidienne.
3. Calculer les centroïdes de chaque classe.
4. Répéter l’étape 2 et 3 jusqu’à ce qu’il n’y ait aucun chan-
gement de vecteurs entre les classes.
Finalement, on pourra reconstruire les sources initiales à une
constante près en additionnant les différentes composantes d’une
même classe.
3.3 Association et sélection
Remarquons, qu’en appliquant l’approche décrite précédem-
ment (analyse plus synthèse) sur toutes les sorties d’antenne
x1(t), · · · , xM (t), nous obtenons M estimées de chacune des
sources. Nous avons observé que la qualité d’estimation des
sources varie d’un capteur à un autre, et ceci dépend fortement
des coefficients du mélange, en particulier, du rapport signal à
interférence (RSI) de la source désirée. En conséquence, nous
proposons une méthode aveugle de sélection pour choisir la
meilleure des M estimées d’une source donnée. Pour cet ef-
fet, nous avons besoin tout d’abord de regrouper les estimées
d’une même source ensemble. Ceci est réalisé par corrélation
i.e. un signal est associé aux (M − 1) signaux (les signaux is-
sus des (M − 1) autres capteurs) qui lui sont les plus corrélés.
Le facteur de corrélation de deux signaux s1 et s2 est calculé
par 〈s1|s2〉‖s1‖‖s2‖ . Une fois l’association des sources effectuée, on
propose de sélectionner la source estimée qui a l’énergie maxi-
male, i.e.
ŝi(t) = max
j
{Eji = ‖ŝ
j
i (t)‖
2, j = 1, · · · ,M} (8)
où Eji représente l’énergie de la ieme source obtenue à partir
du jeme capteur.
3.4 Projection sous-espace
Afin de relâcher la contrainte (4), on suppose qu’une com-
posante ckj (t) peut être présente dans plusieurs sources. Ceci
est le cas pour certains signaux musicaux tels que ceux traités
dans [5]. Pour simplifier, nous supposons ici qu’une compo-
sante appartient au plus à deux sources. Supposons donc que la
composante ckj (t) est présente dans les sources sj1(t) et sj2(t)
avec les amplitudes αj1 et αj2 respectivement. Il s’en suit que
la direction spatiale associée à cette composante estimée par
(7) est donnée par :
â
k
j ≈ αj1aj1 + αj2aj2 . (9)
Il s’agit maintenant de trouver les indices j1 et j2 des deux
sources associées à cette composante, ainsi que les amplitudes
αj1 et αj2 . Pour ce faire, on propose une approche basée sur
la projection en sous-espace. Supposons que la matrice de mé-
lange A est connue et vérifie les conditions M > 2 et tout tri-
plet de vecteurs colonnes de A sont linéairement indépendants.
Observons alors :
P
⊥
eA
a
k
j = 0
si est seulement si A˜ = [aj1 aj2 ] où P⊥
eA
représente la ma-
trice de projection orthogonale sur l’orthogonal du sous-espace
image de A˜, i.e.
P
⊥
eA
= I− A˜
(
A˜
H
A˜
)−1
A˜
H . (10)
En pratique, en prenant en compte le bruit, on détecte les co-
lonnes j1 et j2 en minimisant :
(j1, j2) = argmin
(l,m)
{
‖P⊥
eA
â
k
j ‖ | A˜ = [al am]
}
Une fois A˜ trouvée, on estime les pondérationsαj1 et αj2 par :[
αj1
αj2
]
= A˜#âkj (11)
où A˜# représente la pseudo-inverse de A˜. Dans cette article,
nous avons traité toutes les composantes comme étant asso-
ciées à deux signaux sources. Si jamais une composante n’est
présente que dans une seule source, un des deux coefficients
estimés dans (11) devrait être zéro ou proche de zéro.
Dans ce qui précède la matrice de mélange A est supposée
connue, il faut donc l’estimer avant d’appliquer la projection
par sous-espace. Nous nous proposons d’estimer les colonnes
de A comme étant les centroïdes moyennés (i.e. comme chaque
source est estimée M fois, et que chaque sources correspond à
une classe et à un centroïde, alors, on moyenne les centroïdes
des M classes d’une source donnée) des N classes obtenues
dans l’étape de synthèse de notre algorithme. Cette approche
suppose implicitement que la majorité des composantes n’ap-
partiennent qu’à une seule source et par conséquent que les
vecteurs âkj représentent dans leurs majorité une des colonnes
de la matrice A.
Remarques :
– Cas sur-déterminé : Dans ce cas, on peut effectuer la sépa-
ration par une inversion de la matrice de mélange A. Cette
dernière est estimée par l’approche décrite précédemment.
– Estimation du nombre de sources : C’est une tâche diffi-
cile dans le cas sous-déterminé. Il existe certaines solu-
tions utilisant soit des approches tensorielles [8] soit d’autres
utilisant des techniques de classifications avec estimation
conjointe du nombre de classes [9]. Cependant, ces mé-
thodes sont très sensibles au bruit, à la dynamique des
signaux sources et au conditionnement de la matrice de
mélange. Dans cet article on suppose que le nombre de
sources est connu (ou correctement estimé).
4 Simulations
Nous présentons ici quelques résultats de simulation pour
illustrer l’exécution de notre algorithme de séparation de sources
aveugle. Pour cela, nous considérons une antenne linéaire uni-
forme (ALU) de capteurs avecM = 3 capteurs recevantN = 4
signaux sources audio (à l’exception de la troisième expérience
où N varie dans l’interval [2,6]). Selon le modèle ALU, la ma-
trice A est engendrée avec des angles d’arrivés des sources
aléatoires. La taille des observations T = 10000 (les signaux
sources sont échantillonnés à une fréquence de 44.1 khz). Les
signaux observés sont corrompus par un bruit blanc additif de
covariance σ2I (σ2 étant la puissance de bruit). La qualité de
séparation est mesurée par l’erreur quadratique moyenne nor-
malisée (EQMN) des sources estimées pour 100 tirages aléa-
toires du bruit.
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FIG. 1 – Exemple de séparation de 4 signaux audio pour 3
capteurs : signaux originaux (ligne du haut) ; signaux estimés
par pseudo-inversion quand la matrice de mélange est connue
(ligne du milieu) ; signaux estimés par EMD (ligne du bas).
La figure 1 représente les résultats obtenus en utilisant notre
algorithme pour les 4 sources audio représentées par la pre-
mière ligne de la figure. La deuxième ligne montre le résul-
tat obtenu en utilisant la pseudo inverse de la matrice de mé-
lange A pour estimer les sources originales en connaissant A
avec exactitude, et la dernière donne les estimées des sources
en utilisant notre algorithme. La figure 2 représente la varia-
tion de l’erreur quadratique moyenne normalisée (EQMN) des
estimées des signaux sources en fonction du rapport signal à
bruit (RSB). Sur cette figure nous comparons les résultats ob-
tenus par une sélection basée sur un critère énergétique (qui
consiste à sélectionner l’estimée la plus énergétique parmi les
M estimées da la même source), une sélection optimale au sens
de l’EQMN (celle-ci est donnée seulement à titre comparatif
car elle suppose la connaissance des signaux sources) et les
résultats obtenus par pseudo-inversion de la matrice A. La fi-
gure 3 représente la variation de l’erreur quadratique moyenne
normalisée des estimées des signaux sources en fonction du
nombre de sources qui varie de 2 à 6. Dans les cas ou N = 2
et N = 3 (cas sur-déterminé) la séparation est effectuée par
pseudo-inversion de l’estimée de la matrice de mélange A. La
figure 4 représente la variation de l’EQMN des estimées des si-
gnaux sources en fonction du RSB. Sur cette figure nous com-
parons les résultats obtenus par l’utilisation de la décomposi-
tion EMD uniquement et celles obtenues avec l’utilisation de
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FIG. 2 – Performances de l’algorithme de séparation de 4
sources audio pour 3 capteurs : les courbes représentent la va-
leur moyenne de l’erreur quadratique de l’estimation des si-
gnaux sources en fonction du rapport signal à bruit.
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FIG. 3 – Performance de l’algorithme de séparation pour 3 cap-
teurs : la courbe représente la valeur moyenne de l’erreur qua-
dratique de l’estimation des signaux sources en fonction de leur
nombre.
la décomposition EMD conjuguée à la projection sous-espace.
On peut observer un gain à moyen et fort RSB mais une légère
dégradation à faible RSB pour la méthode EMD avec projec-
tion sous-espace. Cette dégradation est due au fait que l’on as-
socie systématiquement toute composante à deux sources est
que l’estimation des amplitudes par (11) est fortement bruitée
à faible RSB. Ainsi, si une composante n’appartient effective-
ment qu’à une seule source sj1 le coefficient de la deuxième
source αj2 devrait être nul. En présence de bruit l’équation (11)
donne une valeur non nulle de ce coefficient qui dégrade l’esti-
mation des sources.
5 Conclusion
Dans cet article nous présentons une nouvelle méthode de sé-
paration aveugle de sources audio utilisant l’algorithme EMD.
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FIG. 4 – Performances des l’algorithmes de séparation de 4
sources audio pour 3 capteurs : les courbes représentent la va-
leur moyenne de l’erreur quadratique de l’estimation des si-
gnaux sources en fonction du rapport signal à bruit pour l’al-
gorithme EMD classique ainsi que celle pour l’EMD avec pro-
jection sous-espace.
L’avantage majeur de la méthode proposée est sa capacité à sé-
parer plus de sources que de capteurs, et dans ce cas elle produit
une meilleure qualité de séparation que ce que l’on obtient par
pseudo-inversion de la matrice de mélange (même si elle est
connue).
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