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We discuss the effect of site dilution on both the magnetization and the density of states of
quantum spins in the honeycomb lattice, described by the antiferromagnetic Heisenberg spin-S
model. Since the disorder introduced by the dilution process breaks translational invariance, the
model has to be solved in real space. For this purpose a real-space Bogoliubov-Valatin transformation
is used. In this work we show that for the S > 1/2 the system can be analyzed in terms of linear
spin wave theory, in the sense that for all dilution concentrations the assumptions of validity for
the theory hold. For spin S = 1/2, however, the linear spin wave approximation breaks down. In
this case, we have studied the effect of dilution on the staggered magnetization using the Stochastic
Series Expansion Monte Carlo method. Two main results are to be stressed from the Monte Carlo
method: (i) a better value for the staggered magnetization of the undiluted system, mav(L→∞) =
0.2677(6), relatively to the only result available to date in the literature, and based on Trotter
error extrapolations; (ii) a finite value of the staggered magnetization of the percolating cluster
at the classical percolation threshold, showing that there is no quantum critical transition driven
by dilution in the Heisenberg model. In the solution of the problem using linear the spin wave
method we pay special attention to the presence of zero energy modes. We show, for a finite-size
system (in a bipartite lattice), that if the two sub-lattices are evenly diluted the system always
has two zero energy modes, which play the role of Goldstone boson modes for a diluted lattice,
having no translation symmetry but supporting long range magnetic order. We also discuss the case
when the two sub-lattices are not evenly diluted. In this case, for finite size lattices, the Goldstone
modes are not a well defined concept, and special care is needed in taking them into account
in order for sensible physical results can be obtained. Using a combination of linear spin wave
analysis and the recursion method we were able to obtain the thermodynamic limit behavior of the
density of states for both the square and the honeycomb lattices. We have used both the staggered
magnetization and the density of states to analyze neutron scattering experiments (determining the
effect of dilution on the system’s magnetic moment) and Ne´el temperature measurements on quasi-
two-dimensional honeycomb systems. Our results are in quantitative agreement with experimental
results on MnpZn1−pPS3 (a diluted S = 5/2 system) and on the Ba(NipMg1−p)2V2O8 (a diluted
S = 1 system). Our work should stimulate further experimental research in Heisenberg diluted-
honeycomb systems.
PACS numbers: 75.10.Jm, 75.50.Ee, 75.30.Ds, 75.40.Mg
I. INTRODUCTION
The study of dilution and its effect on the magnetic
properties of antiferromagnetic materials is a central
problem in modern condensed matter theory.1,2,3,4,5 For
the square lattice, a number of important experimental
and theoretical results have been reported.1,3,4,5 For the
honeycomb lattice, there are some experimental results in
the literature2 already, but the corresponding theoretical
understanding lags far behind.
Insulating antiferromagnets are possible candidates for
exhibiting quantum critical points separating ordered
from disordered phases. The quantum corrections to the
staggered magnetization of diluted antiferromagnetic in-
sulators became an important experimental and theoret-
ical topic after site dilution of La2CuO4 by non mag-
netic impurities,1,6 such as Zn or Mg. Theoretical stud-
ies interpreting the magnetic properties of these diluted
systems have been recently performed,3,4,5,7 showing a
good agreement between theory and experiment. A de-
scription of the effect of dilution on the spin flop phase
of La2CuO4 was attempted from the point of view of a
simple mean field theory,8 with some qualitative agree-
ment with experimental results. In addition, the expec-
tation of a magnetic quantum phase transition driven by
the interplay of dilution and quantum fluctuations was
shown not to occur in the antiferromagnetic Heisenberg
model in a square lattice.4,5 In the undiluted case, on
the other hand, it was shown that the Heisenberg model
itself is incapable of describing the high energy part of
the spin wave spectrum; a calculation starting from the
Hubbard model was shown to give the correct high en-
ergy behavior.9,10,11
The key role played by dimensionality in determining
2the behavior of a system of quantum magnetic moments
lends special importance to the honeycomb lattice, which
has the lowest possible co-ordination in more than one
dimension (see Fig. 1). Realizations of insulating an-
tiferromagnets based on this lattice have already been
achieved both with and without magnetic dilution. Re-
cently Spremo et al.12 have studied the magnetic proper-
ties of a metal-organic antiferromagnet on an undiluted
but distorted honeycomb lattice. The authors found
good agreement between the theoretical predictions ob-
tained within the framework of a modified spin wave ap-
proach and the experimental results for the magnetiza-
tion as a function of uniform external field and for the
uniform zero-field susceptibility.
Honeycomb layers are also found in transition-metal
thiophosphates MPS3, where M is a first row transition
metal. These compounds are viewed as “perfect” 2D
magnetic systems because of the weak van der Waals co-
hesion energy binding the layers. In each layer the mag-
netic ions are arranged in a honeycomb lattice. Neutron
diffraction and magnetic susceptibility studies on MnPS3,
FePS3, and NiPS3 antiferromagnets
13,14,15 (S = 5/2,
S = 2, and S = 1, respectively) showed the existence of
quite different types of ordering among the different com-
pounds. Whereas for FePS3 and NiPS3 the metal ions are
coupled ferromagnetically to two of the nearest neigh-
bors and antiferromagnetically to the third, for MnPS3
all nearest neighbors interactions within a layer are an-
tiferromagnetic. In fact, it turns out that the simplest
nearest-neighbor antiferromagnetic Heisenberg model is
a reasonable approximation for the description of the
magnetic properties in MnPS3, although the second- (J2)
and third-nearest-neighbor (J3) interactions—which are
both also antiferromagnetic—are not negligible for this
compound (J1/J2 ∼ 10 and J1/J3 ∼ 4).16 Substitu-
tion of magnetic Mn2+ ions by nonmagnetic Zn2+ im-
purities showed that long-range order (LRO) is lost at
p = 0.46 ± 0.03 for MnpZn1−pPS3.2,17,18 The fact that
LRO is preserved for dilutions higher than the classical
percolation threshold for the honeycomb lattice, pc ≃ 0.7,
is attributed to the significance of J2 and J3 in this com-
pound.
Recently, Rogado et al.19 have characterized the
magnetic properties of the S = 1 honeycomb com-
pound BaNi2V2O8, which can be described as a weakly
anisotropic 2D Heisenberg antiferromagnet.20 The mag-
netic Ni2+ ions lie on weakly coupled honeycomb lay-
ers, exhibiting antiferromagnetic LRO close to 50 K.
The doped compound Ba(NipMg1−p)2V2O8 has a frac-
tion 1 − p of the honeycomb layer sites substituted by
Mg2+—a nonmagnetic ion. Magnetic susceptibility stud-
ies showed that the Ne´el temperature is substantially re-
duced with increasing doping in the range 0.84 ≤ p ≤ 1.
For p = 0.84 the onset of antiferromagnetic LRO occurs
only at TN ≃ 17 K, a TN reduction of almost 70% rel-
ative to its undiluted value. It would be interesting to
know whether the suppression of antiferromagnetic LRO
by nonmagnetic impurities occurs at the classical percola-
tion transition pc ≃ 0.7, as predicted by our calculations
(see below).
In addition to these exciting experimental results, the
theoretical result of Mucciolo et al. for the square lattice,4
where the vanishing of the staggered magnetization for
the S = 1/2 systems coincides with the classical per-
colation transition, opened the naive expectation that
for a 2D lattice with nonfrustrating nearest neighbor in-
teractions and a smaller number of neighbors, magnetic
quantum-phase transitions driven by the interplay of dis-
order and quantum fluctuations could occur. The honey-
comb lattice is the simplest realization of such a lattice,
for its coordination number is smaller than that of the
square lattice. On the other hand, large-scale quantum
Monte Carlo simulations of the square lattice have shown
that the percolating cluster actually has a robust long-
range order,5 in disagreement with the spin wave calcu-
lation where this order vanishes very close to the perco-
lation point. Hence, spin wave theory is not reliable at
and close to the percolation point for S = 1/2, and we
expect this break-down also for the honeycomb lattice at
the percolation point. This expectation is confirmed; we
have performed quantum Monte Carlo simulations that
show only a rather modest reduction of the sublattice
magnetization of the percolating cluster, whereas there
is no long-range order in spin wave theory for S = 1/2 in
this case.
Experimental S = 1/2 antiferromagnetic systems with
honeycomb lattice structure have already been reported
by Zhou et al.21 in the A2CuBr4 salt, where A is mor-
pholinium (C4H10NO). Their data is well described by
a nearest-neighbor antiferromagnetic Heisenberg model,
but with two different couplings Ja and Jb. To the best
of our knowledge, the dilution of this system has not yet
been attempted.
Motivated by the experimental results on diluted
MnpZn1−pPS3 and Ba(NipMg1−p)2V2O8 and by the pos-
sibility of quantum phase transitions driven by the in-
terplay of disorder and quantum fluctuations, we study
here the effect of site dilution on the magnetic proper-
ties of the Heisenberg antiferromagnetic nearest-neighbor
model, for an arbitrary spin-S value. Our study is per-
formed both at zero and finite temperatures. A first at-
tempt to understand the effect of a nonmagnetic defect
on the properties of the S = 1/2 2D Heisenberg anti-
ferromagnet in the honeycomb lattice was made by de
Chaˆtel et al.22 In their mean-field approach, a single im-
purity was introduced in clusters up to 12 spins. It is
clear, however, that their results can only be applied to
systems with dilutions up to 1−p = 1/13. Moreover, the
random nature of defects cannot be accounted for using
their method.
In this paper, we follow the general idea of the work
of Mucciolo et al.,4 by using the linear spin wave ap-
proximation in real space to compute different physical
quantities. In addition we use finite-size scaling to deter-
mine the magnetic moment of the samples. We address
the problem of determining the density of states (DOS)
3of our system using a different and more reliable method,
which gives the behavior of the DOS in the thermody-
namic limit. The paper is organized as follows: in Sect. II
we present the Hamiltonian and the formalism we use; in
Sect. III we give the numerical details of our method; we
present the results on the staggered magnetization and
on density of states as well as on the cluster characteri-
zation in Sect. IV; finally, in Sect. V we summarize our
work and present some concluding remarks.
II. MODEL HAMILTONIAN AND FORMALISM
The Heisenberg Hamiltonian describing quantum spins
in a site-diluted honeycomb lattice is written as
H = J
∑
i∈A,δ
ηiηi+δS
a
i · Sbi+δ , (1)
where Sai (S
b
i) is the spin operator on a site i of sublattice
A (B). The notation i+ δ represents a nearest neighbor
site of site i, connected to i by the vector δ. There are
three different δ vectors given by
δ1 =
c
2
(1,
√
3) , δ2 =
c
2
(1,−
√
3) , δ3 = −c(1, 0) , (2)
where c is the hexagon side length. The ηi variables can
have the values 0 or 1 depending on whether the site i
exists or not.
The usual spin wave approximation starts by assuming
that LRO exists and, in the case of antiferromagnetism,
that the ground state is not substantially different from
the Ne´el state. The mathematical meaning of this simi-
larity is that the following inequalities should hold:
S − 〈Sa,zi 〉≪ S for i ∈ A, (3)
S +
〈
Sb,zi
〉≪ S for i ∈ B. (4)
With these in mind we express the spin operators in
terms of bosonic creation and annihilation operators
as introduced by Holstein and Primakoff.23 Holstein-
Primakoff transformation is defined for sublattice A as
Sa,zi = S − a†iai ,
Sa,+i =
√
2S
√
1− a
†
iai
2S
ai ,
Sa,−i =
√
2S a†i
√
1− a
†
iai
2S
.
(5)
In sublattice B the spin have Sz = −S projection in the
Ne´el state. Since the bosons should describe excitations
above the ground state, and this has to be such that in-
equalities (3) and (4) are verified, the Sb,z operator needs
to be redefined as Sb,zi = −S + b†ibi. Accordingly, the
Sb,+i operator must create bosons, and all the operators
in sublattice B are defined as
Sb,zi = −S + b†ibi ,
Sb,−i =
√
2S
√
1− b
†
ibi
2S
bi ,
Sb,+i =
√
2S b†i
√
1− b
†
ibi
2S
.
(6)
It is worth mentioning that inequalities (3) and (4) can
also be expressed in terms of the new bosonic operators
a and b as 〈
a†iai
〉≪ S for i ∈ A, (7)〈
b†ibi
〉≪ S for i ∈ B, (8)
from which the linear spin wave approximation fol-
lows straightforwardly by expanding the square roots in
Eqs. (5) and (6) in powers of 1/S and keeping only the
zeroth order terms:
Sa,+i ≃
√
2S ai ,
Sa,−i ≃
√
2S a†i ,
Sb,−i ≃
√
2S bi ,
Sb,+i ≃
√
2S b†i ,
(9)
Inserting the resultant approximation (9) into Eq. (1)
produces the linear spin wave Hamiltonian, which reads
H = −JhaS(S + 1)
∑
i∈A,δ
ηiηi+δ
+ JS
∑
i∈A,δ
ηiηi+δ
[
ha
(
aia
†
i + b
†
i+δbi+δ
)
+ aibi+δ + b
†
i+δa
†
i
]
. (10)
Note that we have introduced a magnetic anisotropy ha
in the Sa,zi S
b,z
i+δ term.
The linear spin wave Hamiltonian (10) can be seen as
having a classical part of the form
Hcl = −JhaS(S + 1)
∑
i∈A,δ
ηiηi+δ , (11)
and a quantum fluctuating part, which can be written as
Hsw = ({a}, {b†})D({a}, {b†})† , (12)
where ({a}, {b†})† is a column vector containing all the
boson operators and
D =
(
Ka ∆
∆T Kb
)
(13)
is the so-called grand dynamical matrix. For a diluted
lattice, the number of sites in sublattice A need not be
the same as that in sublattice B; therefore the dimensions
of the blocks in D are Na ×Na for Ka, Nb ×Nb for Kb,
4Na ×Nb for ∆ and Nb ×Na for ∆T . The corresponding
matrix elements are
Kaij = JhaSδijηi
∑
δ
ηi+δ , for i ∈ A, (14)
Kbij = JhaSδijηi
∑
δ
ηi+δ , for i ∈ B, (15)
∆ij = JSηiηj , for i ∈ A, j ∈ i+ δ, (16)
∆Tij = JSηiηj , for i ∈ B, j ∈ i+ δ. (17)
The diagonalization of the bosonic Hamiltonian
amounts to find a transformation T such that
(T†)−1DT−1 = diag(ω1, . . . , ωNa, ωNa+1, . . . , ωNa+Nb) ,
(18)
where diag(ω1, . . . , ωNa+Nb) stands for a diagonal ma-
trix with elements ω1, . . . , ωNa+Nb in its diagonal, Na +
Nb in number. In this case all the eigenvalues
ω1, . . . , ωNa, ωNa+1, . . . , ωNa+Nb are positive. The quasi-
particles associated with those eigenvalues are obtained
from
({α}, {β†})† = T({a}, {b†})† . (19)
In the undiluted case, it is well known that Eq. (12) can
be diagonalized through a Bogoliubov-Valatin transfor-
mation in the reciprocal space. For a subsequent analysis
it is convenient to reproduce here the results of the cal-
culation for the undiluted honeycomb lattice.24 We first
introduce the operators ak and bk defined as the inverse
Fourier transforms of ai and bi,
ai =
1√
Na
∑
k
e−ik·riak , bi =
1√
Nb
∑
k
e−ik·ribk , (20)
where the k summation ranges over the first Brillouin
zone of either sublattice A or B. (Do not confuse the
site index i and the complex imaginary unit also present
in the Fourier transform). The vector ri is the position
vector of site i, and Na = Nb in the absence of dilu-
tion. Substituting Eq. (20) into Hamiltonian (12) gives
us Hsw =
∑
k
Hk, with
Hk = JSz
[
ha
(
aka
†
k
+ b†−kb−k
)
+ φkakb−k + φ
∗
kb
†
−ka
†
k
]
, (21)
where φk is defined as
φk =
1
z
∑
δ
e−ik·δ . (22)
The diagonalized form of Hamiltonian (21), given by
Hk = ωk
(
1 + α†
k
αk + β
†
k
βk
)
, (23)
with
ωk = JSz
√
h2a − |φk|2, (24)
can be easily obtained from the following Bogoliubov-
Valatin transformation,
αk = ukak + vkb
†
−k ,
βk = vka
†
k
+ ukb−k ,
(25)
with coefficients uk and vk given as functions of the pa-
rameters ha and φk.
In the diluted case, translational symmetry is lost, and
the solution in the reciprocal space is as difficult as the
one in real space. Let us start by constructing an opera-
tor transformation of the Bogoliubov-Valatin type in real
space which can be used in the presence of dilution:
αn =
Na∑
i=1
uniai +
Nb∑
i=1
vnib
†
i , (26)
βn =
Na∑
i=1
wnia
†
i +
Nb∑
i=1
xnibi . (27)
This definition of α† and β† excitations gives us Na α-
type quasi-particles andNb β-type quasi-particles. Equa-
tions (26) and (27) define the transformation matrix (19),
T =
(
U∗ V∗
W X
)
, (28)
where theNa×Na (Nb×Na) andNa×Nb (Nb×Nb) matri-
cesU∗ (W) andV∗ (X) contain the coefficients u∗ni (wni)
and v∗ni (xni), respectively. Since the quasi-particles must
have a bosonic character, the quasi-particle operators
must satisfy the commutation relations[
αn, α
†
m
]
=
[
βn, β
†
m
]
= δnm , (29)[
αn, βm
]
=
[
β†n, α
†
m
]
= 0 , (30)
which lead to the following constraints on the transfor-
mation coefficients:
Na∑
i=1
uniu
∗
mi −
Nb∑
i=1
vniv
∗
mi = δnm , (31)
Na∑
i=1
wniw
∗
mi −
Nb∑
i=1
xnix
∗
mi = −δnm , (32)
Na∑
i=1
uniwmi −
Nb∑
i=1
vnixmi = 0 , (33)
Na∑
i=1
w∗niu
∗
mi −
Nb∑
i=1
x∗niv
∗
mi = 0 . (34)
Equations (31–34) can be written in matrix notation
as
UU† −VV† = U∗UT −V∗VT = INa , (35)
WW† −XX† =W∗WT −X∗XT = −INb , (36)
UWT −VXT =WUT −XVT = 0 , (37)
W∗U† −X∗V† = U∗W† −V∗X† = 0 , (38)
5where INa (INb) is the Na × Na (Nb × Nb) unit matrix.
These relations can be put into a more compact form by
defining the matrix
1p =
(
INa 0
0 −INb
)
, (39)
in terms of which Eqs. (35–38) can be rewritten as
T1pT
† = 1p . (40)
Since 1p1p = INa+Nb , it can be shown, after simple alge-
braic transformations, that
T†1pT = 1p . (41)
As a result we have four additional (though not indepen-
dent) sets of orthogonality equations,
Na∑
n=1
uniu
∗
nj −
Nb∑
n=1
w∗niwnj = δij , (42)
Na∑
n=1
vniv
∗
nj −
Nb∑
n=1
x∗nixnj = −δij , (43)
Na∑
n=1
vniu
∗
nj −
Nb∑
n=1
x∗niwnj = 0 , (44)
Na∑
n=1
univ
∗
nj −
Nb∑
n=1
w∗nixnj = 0 . (45)
Since transformations (26) and (27) diagonalize the spin
wave Hamiltonian (12), the quasi-particles will obey the
following commutation relations:
[αn, Hsw] = ω
(α)
n αn , (46)
[βn, Hsw] = ω
(β)
n βn , (47)[
α†n, Hsw
]
= −ω(α)n α†n , (48)[
β†n, Hsw
]
= −ω(β)n β†n . (49)
[Notice that we have relabeled the positive eigenvalues
introduced in (18) to ω
(α)
1 , . . . , ω
(α)
Na
, ω
(β)
1 , . . . , ω
(β)
Nb
.] From
Eqs. (46) and (26) we can define an eigenvalue matrix
equation in the usual form, namely,(
Ka −∆
∆T −Kb
)(
u¯n
v¯n
)
= ω(α)n
(
u¯n
v¯n
)
, (50)
where the column vectors u¯n and v¯n contain the coeffi-
cients uni and vni, respectively. From Eq. (49) and the
complex conjugate of Eq. (27), a similar eigenvalue ma-
trix equation can be defined,(
Ka −∆
∆T −Kb
)(
w¯∗n
x¯∗n
)
= −ω(β)n
(
w¯∗n
x¯∗n
)
. (51)
Defining the matrices
Ωα = diag(ω
(α)
1 , . . . , ω
(α)
Na
) , (52)
and
Ωβ = diag(ω
(β)
1 , . . . , ω
(β)
Nb
) , (53)
and recalling definition (28) for T and definition (39) for
1p, Eqs. (50) and (51) can be combined into a single
equation,
D1pT
† = T†
(
Ωα 0
0 −Ωβ
)
. (54)
This can be made more compact still by defining the ma-
trix Ω = diag(ω
(α)
1 , . . . , ω
(α)
Na
, ω
(β)
1 , . . . , ω
(β)
Nb
), such that
D1pT
† = T†Ω1p . (55)
From Eq. (55) and the relations (40) and (41), it is not
difficult to show that
1pT1pD1pT
†1p = Ω . (56)
Thus, solving the eigenvalue problem defined by Eq. (54)
under the constraint (40) is equivalent to finding a trans-
formation T which satisfies Eq. (18), and where, obvi-
ously,
1pT
†1p = T
−1 . (57)
According to Eq. (19), the diagonalized form of the spin
wave Hamiltonian is obtained as
Hsw = ({a}, {b†})D({a}, {b†})†
= ({α}, {β†})Ω({α}, {β†})†
=
Na∑
n=1
ω(α)n αnα
†
n +
Nb∑
n=1
ω(β)n β
†
nβn .
The conclusion of the above discussion is that the op-
erator transformation given by Eqs. (26) and (27) di-
agonalizes the spin wave Hamiltonian (10) and that α†
and β† are the quasi-particles (with bosonic character)
associated with the low energy excitations of the antifer-
romagnetic Heisenberg Hamiltonian for quantum spins
in a site diluted honeycomb lattice (needless to say the
above description applies to other lattices as well).
Using Eq. (19) it is possible to write any average of
the initial bosonic operators in terms of the quasi-particle
operators α and β. The simplest example is the staggered
magnetization M staggz at T = 0 given by
M staggz =
〈∑
i∈A
Sa,zi −
∑
i∈B
Sb,zi
〉
=
(
Na +Nb
)(
S − δmz
)
,
(58)
where
δmz =
Na∑
n=1
δm(n,α)z +
Nb∑
n=1
δm(n,β)z , (59)
6with
δm(n,α)z =
1
Na +Nb
∑
i∈B
|vni|2 , (60)
and
δm(n,β)z =
1
Na +Nb
∑
i∈A
|wni|2. (61)
III. NUMERICAL DETAILS
The formalism developed in the above section is based
on the existence of the matrix T and, naturally, on the
possibility of finding it by some numerical procedure.
In this work we have used two independent methods
to compute the transformation matrix and the associ-
ated eigenenergies. Both methods agree with each other
within the numerical accuracy of the calculation. One of
them is based on a Cholesky decomposition and gives the
T−1 matrix directly, whereas the other solves the eigen-
value problem defined by Eq. (54), computing the matrix
T† and from this the matrix T.
A. Cholesky Decomposition method
As shown by Colpa,25 so long as the grand dynami-
cal matrix is positive definite, a simple algorithm exists
for determining T. A hermitian (or symmetric) matrix is
positive definite if all its eigenvalues are positive. By def-
inition the quasi-particles α† and β† have positive or zero
excitation energy. As will be shown in Subsect. III C, the
zero energy excitations are associated with spin rotations,
which cost zero energy due to the spin rotational sym-
metry of the isotropic Heisenberg model. So, provided
that ha ≥ 1+, all eigenvalues are positive and the grand
dynamical matrix is positive definite. The algorithm is
implemented in three major steps:
1. for D positive definite a Cholesky decomposition
can be performed26 and we have D = QQ†, where
Q is an upper triangular matrix. The existence
of a Cholesky decomposition guarantees that the
problem is positive definite;
2. it can be proved that there exists a unitary
transformation Y such that Y†(Q1
(ab)
p Q
†)Y =
1
(ab)
p diag(ω1, . . . , ωNa, ωNa+1, . . . ωNa+Nb);
3. finally, it can be proved that T−1 =
Q−1Y diag(
√
ω1, . . . ,
√
ωNa+Nb).
B. Bogoliubov-Valatin Transformation method
The nonhermitian eigenproblem defined by Eq. (54)
can be solved with standard numerical algorithms. Here
we have used subroutines of the LAPACK library. It
should be noted that the resultant eigenvectors do not
provide the required T† matrix directly. After diagonal-
ization the eigenvectors have to be normalized such that
they satisfy Eqs. (31) and (32) for n = m. Degener-
ate eigenvectors53 have to be carefully analyzed because
the LAPACK subroutines we have used do not guaran-
tee that they satisfy Eq. (40) (though Eqs. (31) to (34)
are satisfied by default for n 6= m). The algorithm is
implemented as follows:
1. the matrix D1
(ab)
p is reduced to an upper Hes-
senberg form H by an orthogonal transformation
Y, i.e., H = YD1(ab)p Y
† (LAPACK subroutines
DGEHRD and DORGHR);
2. the eigenvalues of the upper Hessenberg matrix
(the same as those of D1
(ab)
p ) and the matrices Q
and Z from the Schur decomposition H = ZQZ†,
where Q is an upper quasi-triangular matrix (the
Schur form), and Z is the orthogonal matrix of
Schur vectors, are computed (LAPACK subroutine
DHSEQR);
3. the right eigenvectors of the upper quasi-triangular
matrix Q are computed and multiplied by Y†Z,54
giving the right eigenvectors of D1
(ab)
p , whose
matrix form we name T˜† (LAPACK subroutines
DTREVC);
4. degenerate column eigenvectors of T˜† are ar-
ranged in linear combinations such that they satisfy
Eq. (40);
5. nondegenerate column eigenvectors of T˜† are nor-
malized so as to satisfy the orthogonality relations
of Eqs. (31) and (32), giving matrix T†;
6. the positive eigenvalues and respective eigenvectors
are identified with α modes, and the negative ones
with the β modes;
7. eigenvalues and eigenvectors are sorted such that
matrix T† has the form defined in Eq. (28).
C. Zero modes
It is well known that the clean and isotropic limit of
Hamiltonian (10) has two zero-energy excitations (Gold-
stone bosons), whose momenta can be determined from
Eq. (23). These gapless modes are a consequence of the
fact that the ground state spontaneously breaks the ro-
tational symmetry of the Hamiltonian in spin space. It
can be shown27 that these zero-energy modes have di-
vergent amplitudes. In two and three dimensions the
quantum corrections to the staggered magnetization (at
zero temperature) are finite, meaning that the divergence
associated with the zero energy modes is integrable. We
7note, however, that if the mean square amplitudes of the
differences between the two x- and y-components, given
by
1
Na +Nb
(∑
i∈A
Sa,xi −
∑
i∈B
Sb,xi
)
(62)
and
1
Na +Nb
(∑
i∈A
Sa,yi −
∑
i∈B
Sb,yi
)
, (63)
are computed, we immediately find divergent behavior.28
The same divergent behavior is also found if we try to get
the staggered magnetization (58) from a finite-size scal-
ing procedure, doing summations in k-space for finite-size
systems, including all momenta of the Brillouin zone.
As shown by Anderson,27,28 this does not mean that
the spin wave approximation is breaking down and that
the system has no LRO. What it means is that these
divergences are related to the zero point motion of the
Goldstone modes, and their presence is required to ex-
ist since in a finite-size system one cannot have solu-
tions that break the spin rotational symmetry of the
problem.29 The presence of a broken symmetry ground
state is made possible if we analyze the H0 term in
Eq. (21), from which the Goldstone modes arise. This
term cannot be diagonalized through any Bogoliubov-
Valatin transformation. Actually, it has a continuum
spectrum starting from the zero energy ground state (see
Appendix A). Using this continuum of states we can
form a wave packet centered around some prefixed orien-
tation in spin space, with the property of having both a
finite staggered magnetization, and a mean square roots
of the quantities (62) and (63) scaling with 1/N
1
2
−α, with
α > 0, as long as we pay some extra energy. In addi-
tion, it can be shown (see Appendix B) that this extra
energy scales as 1/N
1
2
+α, being negligible in the ther-
modynamic limit. Thus it is a suitable approximation
to form the above mentioned wave packet from the solu-
tions of H0, and to study the energy and the zero point
motion of all other normal modes within a time interval
smaller than that needed for the zero-energy wave packet
to disrupt the coherence of the unidirectional state.27 The
understanding of the role played by Goldstone bosons in
finite-size systems is crucial for computing well defined
quantities in the thermodynamic limit from calculations
in finite-size lattices. As a practical example, the stag-
gered magnetization can be obtained from the finite-size
calculations if the Goldstone zero point motion contribu-
tions are subtracted, because the H0 solutions were al-
ready used to form the starting broken symmetry state.
From this procedure we get exactly the same value as
from the convergent integral in the continuum limit.
The above discussion now needs to be carried on to
the diluted case, where the above aspects are more del-
icate than in the nondisordered case. In the presence of
dilution, it is easy to verify that there is at least one zero
mode in Eq. (50) in the isotropic case. This nontrivial
solution with zero energy satisfies the equation(
Ka −∆
∆T −Kb
)(
c¯
c¯
)
= 0, (64)
with all the amplitudes constant. To prove that this is
indeed an eigenstate we only need to remember defini-
tions (14–17) of matrices Ka, Kb and ∆, and check that
the following equalities always hold:
Kaii =
Na+Nb∑
j=Na
∆ij , (65)
Kbii =
Na∑
j=1
∆Tij . (66)
In terms of quasi-particle excitations, the eigenvector
defined by Eq. (64) can be expressed as55
α†0 ∝
Na∑
i=1
a†i +
Nb∑
i=1
bi , (67)
in the case of an α-type excitation, and
β†0 ∝
Na∑
i=1
ai +
Nb∑
i=1
b†i , (68)
if it is a β-type excitation. Recalling the approximate ex-
pressions in Eq. (9) for the operators S
(a,b)+
i and S
(a,b)−
i
in terms of bosonic operators a and b, Eqs. (67) and (68)
can be rewritten as
α†0 ∝ S−tot , (69)
β†0 ∝ S+tot . (70)
Thus, excitations α†0 and β
†
0 are precisely the Goldstone
bosons associated with the broken continuous symmetry
of spin rotation in the diluted system.
As will be shown in Subsect. III E, the thermodynamic
limit of the staggered magnetization for the diluted sys-
tem will be obtained from a finite-size scaling analysis.
As we have started from a broken symmetry ground
state (the wave packet), which is a direct consequence
of Eqs. (3) and (4), we would proceed as in the clean
limit and neglect the contributions of α0 and β0 modes.
However, although in the undiluted case the number of
Goldstone modes is always two, when dilution is present
this number can either be one or two, in a finite size
lattice. The reason why this is so is that operators S−tot
and S+tot do not always represent independent excitations,
i.e., they do not always commute. Naturally S−tot and S
+
tot
never commute strictly speaking because
[S+tot, S
−
tot] = 2S
z
tot . (71)
8Nevertheless, in the clean limit we can easily convince
ourselves that the expectation value of Sztot is always zero,
and, as Sztot is a constant of the motion, commutator (71)
will always be zero. To get the value of the commutator
(71) in the presence of dilution we make use of Eq. (9),
from which one finds
[S+tot, S
−
tot] ∝ Na −Nb . (72)
Now it is easily seen that one can have one or two
Goldstone modes in a finite-size diluted system: if the
number of undiluted sites in each sublattice is the same
(Na = Nb) there will be two Goldstone modes; otherwise,
if Na 6= Nb, there will be only one. Applying to this
case the reasoning used for the undiluted case, we should
then neglect the contributions of the existent Goldstone
modes.
As the system size increases, the fluctuations rela-
tive to the zero mean value of Na − Nb should scale as
1/
√
Na +Nb, statistically speaking. Therefore the differ-
ence Na − Nb is again zero in the thermodynamic limit
and the system has two zero energy excitations. This
situtation cannot be achieved in finite size lattices, unless
we restrict ourselvess to cases where the disordered real-
izations are constrained to obey the condition Na = Nb,
being clear that the staggered magnetization in the ther-
modynamic limit cannot depend on this restriction. We
stress, however, that without this restriction the conclu-
sions drawn from finite-size lattices would be different
if we had accepted all sorts of disordered lattice real-
izations. This difference is due to the contribution of
the “quasi-divergent” energy modes that emerge when
Na 6= Nb. We will get back to this point in Sect. IV, pre-
senting numerical evidence for what we have just anal-
ysed.
D. Cluster formation and periodic boundary
conditions
The study of diluted lattices requires the concept of
largest cluster, and therefore some care is required in con-
structing the effective lattice where the quantum problem
is to be solved. Since we are interested in dilution, the al-
gorithms discussed in Subsecs. III A and III B are to be
implemented not on all occupied lattice sites, but only
on the sites defined by the largest connected cluster of
spins, since in the thermodynamic limit a finite magneti-
zation cannot exist if one is below the percolation critical
threshold pc. The dilution is induced in the lattice by di-
luting any site with probability 1 − p. For p = 1 there
is no dilution at all. When p = pc a classical percolation
transition occurs in the thermodynamic limit preventing
the existence of magnetic long range order in the system.
According to Suding and Ziff,30 pc = 0.697043(3) in the
honeycomb lattice. Here we use pc = 0.697043.
We work with finite size lattices where periodic bound-
ary conditions (p.b.c.) are implemented as defined in
Fig. 1. In Fig. 1 the links on the border are labeled
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FIG. 1: (color online) A finite size honeycomb lattice show-
ing the periodic boundary conditions used in the numerical
calculations.
according to which site they connect to. The lattices
are characterized by their linear dimension L (L = 3 in
Fig. 1). The total number of sites for a given L is 2L2.
The algorithm starts by identifying the largest cluster,
for rigid boundary conditions (this is, with no p.b.c.). As
in Ref. 4, it is only after the largest cluster is found that
we apply p.b.c. to the original lattice, checking whether
there are new sites belonging to the largest cluster. As
previously discussed in Subsect. III C, only clusters with
Na = Nb are to be used, so we reject all disordered lattice
realizations in which Na 6= Nb.56 Finally, the eigenvalue
problem is solved for the final cluster using the afore-
mentioned algorithms. In Fig. 2 we show an example of
a disorder realization and the corresponding cluster label-
ing process at p = pc. The larger cluster found for rigid
boundary conditions can be seen in panel (c) of Fig. 2.
After p.b.c. implementation the final cluster has a larger
number of elements (panel (d) in Fig. 2).
E. Finite-size scaling
The eigenvalue problem determines all the eigenvalues
and eigenfunctions for the cluster, and from these the
corrections to the staggered magnetization are computed
according to Eq. (59). For a given p value, Nrz disordered
lattice realizations with Na = Nb are performed, leading
to an average staggered magnetization density mav
mav(p, L) =
1
Nrz
Nrz∑
i=1
M stagg,iz
N im
, (73)
where M stagg,iz is the value of Eq. (58), and N
i
m is the
total number of magnetic (undiluted) sites in the lattice,
for the given disorder realization i. Although mav does
not depend explicitly on L, the sizes of the clusters are
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FIG. 2: (color online) An example, for a disorder realization
in a lattice with L = 10, of the cluster formation. In (a) is
the original lattice; in (b) each site is chosen to be diluted
with probability 1− pc with pc = 0.697043; in (c) the several
(12 in this case) clusters with rigid boundary conditions have
been determined; in (d) the larger cluster found in (c) is
augmented by the periodic boundary conditions.
determined by L, and therefore different L’s lead to dif-
ferent values for Eq. (73). With this definition we will be
able to identify mav(p, L → ∞) with the ordered mag-
netic moment magnitude per magnetic ion measured in
neutron diffraction experiments.
From Eq. (58) it is easily seen that mav can be ex-
pressed as the average product of two different contri-
butions, one purely classical (micl) and the other purely
quantum (miqm),
mav(p, L) =
1
Nrz
Nrz∑
i=1
miclm
i
qm , (74)
where we used the notation micl =
Nic
Ni
m
for the classical
factor, with N ic = N
i
a + N
i
b , and m
i
qm = S − δmiz for
the quantum mechanical factor. The quantum contribu-
tion is simply the staggered magnetization density of the
larger cluster found in the disorder realization i. It would
be S in the Ne´el state but it is reduced by δmiz(p, L) due
to quantum fluctuations, whose strength depend on di-
lution p and lattice size L. If LRO is present we can as-
sume that the sublattice magnetization, or equivalently
the staggered magnetization, is a self-averaging quan-
tity, as was shown to happen in the square lattice case.5
Thus, in the thermodynamic limit of mav each disorder
realization miqm can then be replaced by its infinite-size-
extrapolated average, which we denote by mqm,
mav(p, L→∞) = mclmqm . (75)
The classical factor now assumes the standard form for
the order parameter of the classical percolation problem,
mcl =
〈
Nc
Nm
〉
L→∞
, (76)
which is zero for p ≤ pc. Therefore a quantum criti-
cal point can only exist above pc if mqm = 0 for some
p∗ > pc. To find mqm we need to compute the aver-
age infinite-size value of the quantum corrections δm∞z
from our finite size calculations. We show that finite-
size scaling can be found for this quantity, from which
results holding in the thermodynamic limit can be ob-
tained. In our study the size of the largest connected
cluster Na + Nb is not fixed, instead the linear dimen-
sion of the lattice L is. As shown for the square lattice,5
the alternative approach where the percolating cluster
size is fixed leads to the same magnetization value in
the thermodynamic limit. The finite-size scaling proper-
ties of the quantum correction to the magnetization are
strictly not known for a disordered system at the perco-
lation point. However, in practice a direct generalization
of the pure-system scaling, using the fractal (Hausdorff)
dimensionality, has been shown to work well.5 Hence we
will assume
〈δmz(p, L)〉Nrz = δm∞z + aL−D/2 + bL−D , (77)
where δm∞z is the average quantum correction to the
staggered magnetization density in the thermodynamic
limit, and D is the fractal dimension of the cluster, which
should have the universal value D = 91/48 at pc (in two
dimensions), as is confirmed for the square and triangular
lattices.31
F. Density of states
The real space diagonalization procedure, either
Bogoliubov-Valatin or Cholesky decomposition, is very
time consuming, preventing us from accessing large clus-
ters (in the honeycomb lattice L = 16 is our upper
limit). Although for the staggered magnetization den-
sity a finite-size scaling analysis can be done, we cannot
easily guess the thermodynamic limit behaviour of the
DOS from results of systems as small as L = 16.
In this work the well known recursion method is used to
compute the average DOS. With this method we can han-
dle lattices as large as L = 128, with the advantage that
the obtained DOS is not the typical finite size DOS of a
system with L = 128, but instead a very good approxi-
mation for its thermodynamic limit value, guessed from
this finite-size system. We refer the reader to the paper
of R. Haydock32 for details in the case of non-interacting
fermionic systems. Being a real space method the effect
of disorder can be easily incorporated. Here we adopt
the formulation introduced in Ref. 33 for disordered elec-
tronic systems. Further details on the recursion method
in relation to disordered bosonic bilinear systems [such as
model Hamiltonian (12)] will be presented elsewhere.34
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It is worth mentioning that the recursion method has
proved to be a powerful technique even in the presence
of interactions.35 Actually, the continued fraction repre-
sentation of the Fourier components of the one particle
propagator, the basis of the recursion method, is also an
essential point in the Pade´ analytical continuation which
usually arises in the many-body problem.36
We define the following set of zero temperature re-
tarded Green’s functions in the standard way,
Gabij (t) = −i 〈0| {a†i (t), b†j(0)} |0〉Θ(t),
Gbaij (t) = −i 〈0| {bi(t), aj(0)} |0〉Θ(t),
Gaaij (t) = −i 〈0| {a†i (t), aj(0)} |0〉Θ(t),
Gbbij (t) = −i 〈0| {bi(t), b†j(0)} |0〉Θ(t),
(78)
where the notation |0〉 is used for the ground state of the
spin wave Hamiltonian (12). The Fourier components of
each of the Green’s functions in Eq. (78),
Gij(E + i0
+) =
∫ ∞
−∞
dt ei(E+i0
+)tGij(t), (79)
are the quantities of interest when determining the DOS.
Defining the DOS as
ρ(E) =
1
Nc
[
Na∑
n=1
δ(E − ω(α)n ) +
Nb∑
n=1
δ(E − ω(β)n )
]
, (80)
it can be easily shown that ρ(E) is given in terms of the
Fourier components of the Green’s functions (79) as
ρ(E) = − 1
Nc
1
pi
Im
[∑
i∈A
Gaaii (E + i0
+)
−
∑
i∈B
Gbbii (E + i0
+)−
∑
i∈A
Gaaii (−E + i0+)
+
∑
i∈B
Gbbii (−E + i0+)
]
. (81)
The recursion method gives Im[Gij(E + i0
+)] directly,
the imaginary part of the Fourier components defined
in Eq. (79),34 from which the DOS is straightforwardly
computed.
IV. RESULTS
A. Larger cluster statistics
The number of sites in a regular planar lattice goes as
the square of its linear size. In the thermodynamic limit,
the same scaling applies to the largest cluster of the cor-
responding randomly-site-diluted lattice. This behaviour
persists up to the percolation threshold, at which point
the lattice is dominated by a spanning cluster of frac-
tal dimension. Beyond percolation, individual clusters
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FIG. 3: (color online) The solid (blue) lines show the distri-
bution of the number of sites in the largest cluster of a ran-
domly site-diluted honeycomb lattice. From top to bottom,
the three panels correspond to dilution levels x = 0.1, 0.5, 0.8.
From left to right, the peaks correspond to linear system sizes
L = 4, 5, . . . , 18. The (red) vertical dotted lines indicated the
average cluster sizes N¯c, computed as per Eq. (82).
are no longer extensive: they each constitute a vanishing
fraction of the total number of sites.
For a honeycomb lattice of size L and dilution level
x = (1−p)/(1−pc), let P (Nc|L, x) denote the probability
that the largest cluster has Nc sites. The average size
of the largest cluster is simply the corresponding first
moment:
N¯c(L, x) =
2L2∑
Nc=1
NcP (Nc|L, x). (82)
Example probability distributions for the honeycomb lat-
tice are given in Fig. 3. For small x, the distributions are
sharply peaked. As x → 1, they become progressively
broader and develop long tails skewed toward small val-
ues of Nc (marking the evolution to a different universal
scaling function at percolation).
An effective scaling dimension Deff(L, x) can be de-
fined by the relation N¯c ∼ LDeff . Its evolution with L is
plotted in Fig. 4. Note that Deff(L, x) has two points of
attraction in the limit L → ∞: Deff(L, x < 1) → 2 and
Deff(L, 1) → 91/48. Plotted in the appropriate reduced
coordinates—viz., LDP (Nc) versus L
−DNc where D = 2
below percolation and D = 91/48 at percolation—the
probability distribution tends to either a simple delta
function or the nontrivial curve shown in the inset of
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FIG. 4: (color online) The effective scaling dimension of the
largest cluster takes one of two values in the L → ∞ limit:
Deff = 2 (0 ≤ x < 1) or Deff = 91/48 (x = 1). For x . 0.5,
Deff is close to its asymptotic value at all systems sizes. When
x is close to 1, very large system sizes are necessary to reach
the asymptotic regime. The figure inset shows the largest-
cluster size distribution at percolation plotted in reduced co-
ordinates. Each curve is computed as a histogram over 105
disorder realizations for system sizes L = 5, 6, . . . , 48. As
L → ∞, the finite-size results converge to a smooth scaling
function (one not dissimilar from that of the square-lattice
case; see Fig. 2 of Ref. 5).
Fig. 4.
As can be seen in Fig. 4 (inset), a long tail is present for
smaller cluster sizes. This enhancement of the larger clus-
ter size distribution can be understood as a consequence
of the many possible disorder configurations for the same
dilution. That is, we can have various smaller clusters in-
stead of one large dominant cluster for the same number
of diluted sites, though, of course, these disorder config-
urations are not so favorable.
B. Finite size scaling analysis
We have performed numerical real space diagonaliza-
tion of model Hamiltonian (12), as described in Sect. III,
for the honeycomb and the square lattices. Lattices with
sizes L = 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16 (honeycomb)
and L = 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28 (square)
were generated. Averages were taken over Nrz = 10
5
disorder realizations.57
In Figure 5 we show, for the honeycomb lattice, the
average quantum correction to the staggered magnetiza-
tion 〈δmz(p, L)〉Nrz , for various values of dilution x = (1−
p)/(1−pc), as a function of lattice size L−D/2. The error
bars are much smaller than the symbols used. The lines
are fits to the points using the finite-size scaling hypothe-
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FIG. 5: (color online) Finite size scaling of 〈δmz〉 for differ-
ent values of x = (1− p)/(1− pc), obtained after 10
5 disorder
realizations of lattices with equal number of sites in each sub-
lattice. Also shown for x = 1 is the result obtained when
the realized lattices are not constrained to have Na = Nb:
(*) zero modes were subtracted and the highest amplitude
(nonzero) mode (see text) was subtracted if Na 6= Nb; (**)
only zero modes were subtracted. For x = 0 the RSS result
was obtained by a reciprocal space sum using the analytical
result.24
ses (77). The extrapolated zero abscissa value gives the
average quantum correction to the staggered magnetiza-
tion density in the thermodynamic limit δm∞z (p). In the
undiluted case there is an excellent agreement between
the real space diagonalization results (left-triangles) and
the reciprocal space sum (black squares), obtained from
the first k-summation in Eq. (C9) of Ref. 24, thus pro-
viding a reliability test to our algorithms.
For p = pc we show in Fig. 5 the results obtained
from three different approaches. The blue up-triangles
are the results of our standard technique discussed in
Sect. III, i.e., only lattices in which Na = Nb were con-
sidered and zero modes subtracted. The result labeled by
violet down-triangles refers to a calculation in which the
disordered realized lattices are not constrained to have
Na = Nb. The considerable difference between these two
results is due to the presence of one “quasi-divergent”
low energy (nonzero) mode when Na 6= Nb. That is, even
though we subtract the zero energy Goldstone mode as
discussed in Sect. III for Na 6= Nb, there is, in this situ-
ation, a low energy eigenstate that contributes in order
O(1) for δmz, compared to the O(1/Nc) contributions of
the others eigenstates. If the contribution of this mode is
subtracted the result labeled by orange diamonds is ob-
tained, which agrees well with the result of our standard
technique (where the constrain Na = Nb is always used).
To better understand the presence of this nonzero
energy “quasi-divergent” mode when Na 6= Nb, we
have computed the contribution to δmz from the lower
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FIG. 6: Contributions to δmz from: the lower nonzero energy
mode (upper panel); the lower energy mode higher than the
lower nonzero energy mode (lower panel). The average was
taken over 104 disordered honeycomb lattices, with Na−Nb =
±1, at p = pc.
nonzero energy mode (δm
(1)
z ), and the next one in en-
ergy (δm
(2)
z ), constrained to lattices with Na−Nb = ±1.
Figure 6 shows the behaviour of δm
(1)
z (upper panel)
and δm
(2)
z (lower panel) with the average cluster size
N¯c ∝ LD. The δm(2)z contribution decreases with N¯c,
signaling the linear increase of the number of modes that
contribute to δmz. Instead, the contribution δm
(1)
z in-
creases with N¯c, and will be of O(1) in the thermody-
namic limit. As already mentioned in Sect. III, if Na and
Nb are both of magnitude 10
23, then, if Na − Nb = ±1,
there will be, for any practical purpose, two Goldstone
modes and not only one. This statement should always
be true if |Na −Nb| ≪ Na ∼ Nb. The results presented
in top panel of Fig. 6 agree with this general picture. Fur-
thermore, they imply that even for small sizes there is a
mode, which will be identified with a Goldstone mode in
the thermodynamic limit, that contributes “macroscopi-
cally” to δmz, though having a finite energy.
C. Staggered magnetization
The results we found for the quantum mechanical fac-
tor mqm(x) are summarized in Fig. 7 for the honeycomb
lattice (panel (a)) and for the square lattice (panel (b)).
Three different values of spin, S = 12 , 1,
3
2 , are shown.
In the undiluted limit we obtain δmz(0) ≈ 0.258 for
the honeycomb lattice, and δmz(0) ≈ 0.197 for the
square lattice. These results are in excellent agreement
with quantum Monte Carlo results, namely, δmz(0) =
0.2323(6) for the spin 1/2 Heisenberg antiferromagnet in
the honeycomb lattice (see Subsect. IVF), and δmz(0) =
0.1930(3) in the square lattice.37
The effect of the classical factor mcl(x) (not shown) is
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FIG. 7: (color online) Average quantum mechanical factor
mqm(x) vs dilution x = (1 − p)/(1 − pc) for different values
of spin the S. Panel (a) shows the results for the honeycomb
lattice and panel (b) for the square lattice.
only significant very close to pc, where it vanishes with
exponent 5/36.38 Thus, for S > 12 there is a classically
driven order disorder transition at pc. For S =
1
2 lin-
ear spin wave theory predicts a quantum critical point
in both the honeycomb and square lattices to occur at
x∗ = 0.85(1) and x∗ = 0.98(1), respectively. Similar re-
sults for the square lattice were obtained in Ref. 4, though
the limited number of averages over disorder prevented
the authors to distinguish x∗ from x = 1.
The predicted quantum critical point is absent in quan-
tum Monte Carlo calculations, either in the honeycomb
lattice or in the square lattice.5 As already mentioned in
Sect. II, we should not expect the validity of spin wave
approximation when δmz ∼ S, because inequalities (7)
and (8) break down in this situation. This is precisely
what happens when disorder increases for S = 12 .
Comparison with experimental results
Now we compare our results for the staggered mag-
netization in the spin wave approximation with avail-
able experimental measurements on MnpZn1−pPS3 and
Ba(NipMg1−p)2V2O8:
a. MnpZn1−pPS3 The layered compound MnPS3 is
a S = 5/2 Heisenberg antiferromagnet.14 This huge spin
value suggests that the spin wave approximation should
work well in this case. Indeed, the average magnetic mo-
ment on the Mn atoms was found to be 4.5(2)µB at 3.5
K in the pure material,2 in excellent agreement with our
spin wave result m ≈ 4.48µB. The effect of dilution in
the average magnetic moment of Mn2+ ions is presented
in Fig. 8. Neutron diffraction results on MnpZn1−pPS3
are shown as grey circles,2 and the red squares are the
theoretical results within the linear spin wave approxi-
mation. To go beyond pc (the first-nearest neighbor per-
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FIG. 8: (color online) Average magnetic moment per mag-
netic site as function of dilution p. The linear spin wave result
for the S = 5/2 Heisenberg antiferromagnet in the honeycomb
lattice (red squares) is compared with neutron scattering data
on MnpZn1−pPS3 from Ref. 2 (grey circles).
colation threshold) we would have to take into account
second- and third-nearest neighbor couplings in Hamil-
tonian (1). Nevertheless, the effect of dilution for p ≤ pc
is already well described by the first-nearest neighbor
model. Furthermore, the agreement between experimen-
tal and theoretical results even at p = pc, indicates that
the primarily effect of second- and third-nearest neigh-
bor interactions is classical. That is, the existence of one
largest connected cluster with a finite fraction of spins in
the thermodynamic limit is guaranteed by this couplings
for p > pc, but the quantum correction to the staggered
magnetization density is determined by the smaller first-
nearest neighbors clusters belonging to this larger one,
at least for p & pc. Further investigations are needed to
clarify whether this is the correct picture.39
b. Ba(NipMg1−p)2V2O8 The layered compound
BaNi2V2O8 is a spin S = 1 antiferromagnet in a
honeycomb lattice. Neutron diffraction experiments
have found, in the pure case, an average magnetic
moment of 1.55(4)µB for Ni at 8 K,
19 which is in good
agreement with the spin wave result m ≈ 1.48µB.
To our knowledge, the magnetic moment has not yet
been measured for the diluted compound. Nevertheless,
the available magnetic susceptibility measurements
on Ba(NipMg1−p)2V2O8 for dilutions in the range
0.84 ≤ p ≤ 1, show that the Ne´el temperature is strongly
dependent on the amount of dilution.19 For the highest
diluted sample (p = 0.84) a reduction of almost 70%
relative to the undiluted Ne´el temperature was found. It
would be interesting to know whether the suppression of
antiferromagnetic LRO by nonmagnetic impurities will
occur at the classical percolation transition pc ≃ 0.7, as
predicted in our calculations.
D. Ne´el Temperature
The Ne´el temperature of both MnpZn1−pPS3 and
Ba(NipMg1−p)2V2O8 shows a linear suppression with in-
creasing dilution 1 − p,2,19 a feature that is also seen
in (quasi-2D) diluted Heisenberg antiferromagnets with
square lattice.40,41,42
Within the linear spin wave theory developed in Secs.
II and III for diluted antiferromagnetic systems the finite
temperature staggered magnetization is given by
M staggz (T ) =
〈∑
i∈A
Sa,zi −
∑
i∈B
Sb,zi
〉
=Nc
(
S − δmz − δmTz (T )
)
,
(83)
where δmz is the zero-temperature correction to the stag-
gered magnetization defined in Eq. (59), and δmTz (T ) is
the thermal correction
δmTz (T ) =
Na∑
n=1
δm(n,α)z nB(ω
(α)
n ) +
Nb∑
n=1
δm(n,β)z nB(ω
(β)
n ),
(84)
with generalized δm
(n,α)
z and δm
(n,β)
z ,
δm(n,α)z =
1
Nc
(∑
i∈A
|uni|2 +
∑
i∈B
|vni|2
)
, (85)
δm(n,β)z =
1
Nc
(∑
i∈A
|wni|2 +
∑
i∈B
|xni|2
)
, (86)
and nB(ω) = (e
ω/kBT − 1)−1 is the Bose distribution
function. In the thermodynamic limit the averaged
over disorder staggered magnetization density can be ex-
pressed as
mav(p, T, L→∞) = mclmqm(T ), (87)
where mcl is the classical factor defined in Eq. (76), and
mqm(T ) is the temperature dependent quantum mechan-
ical factor,
mqm(T ) = S − δm∞z − δmT,L→∞z (T ). (88)
In the undiluted case the thermal correction δmTz (p =
1, T ) can be expressed as
δmT,Lz (p = 1, T ) =
1
Na +Nb
∑
k
ha√
h2a − |φk|2
nB(ωk),
(89)
with ωk as in Eq. (24), and φk given by Eq. (22). The
summation in k is done in the first Brillouin zone of sub-
lattice A or B, and can be replaced by an integration
when L → ∞. When ha = 1 the spin wave dispersion
behaves as ωk ∝ k in the long wave length limit, sim-
ilarly to the square lattice case. As a consequence the
thermal correction to the staggered magnetization de-
velops a logarithmic divergence, which signals the well
14
known suppression of LRO at T > 0 in the 2D isotropic
Heisenberg model.
Therefore, if LRO is present up to TN 6= 0, either a
magnetic anisotropy ha or a finite interplanar exchange
J⊥ (or both) must be present. If the former is the domi-
nant effect TN can be calculated using the mean-field like
equation58
mqm(TN ) = 0. (90)
In the latter the transition should occur when the inter-
planar coupling is strong enough to stabilize the LRO in
comparison with thermal fluctuations:
J⊥m
2
qm(p, T = 0)
ξ2(p, TN)
A/2
≈ kBTN , (91)
The parameter ξ(p, T ) is the inplane correlation length,
which characterizes the spin fluctuations of a layered sys-
tem in a paramagnetic phase. The area of a hexagon
of side c is given by A = c23
√
3/2. The correlation
length can be calculated in the context of the modified
spin wave theory,43 and in the non-diluted (p = 1) case
it is exponentially divergent with 1/T as T → 0. The
mean field picture which leads to Eq. (91) was proposed
in Ref. 7, and gives a good description of the variation of
TN(p)/TN (0) with dilution 1 − p in a variety of layered
compounds with square lattice.
In the case of MnPS3 a small gap of magnitude ∆E =
0.5 meV was found in the spin wave energy at the the
Brillouin zone center.16 This energy gap can be explained
by either a single-ion anisotropy or a dipole coupling, be-
ing modeled here by a small magnetic anisotropy ha > 1.
From the spin wave dispersion (24) it is found that
ha ≈ 1.004 is needed to obtain ∆E = 0.5 meV (a
nearest-neighbor exchange of magnitude J = 0.8 meV
was used16). We remark that such a small magnetic
anisotropy has no effect in the conclusions we have made
so far based in the isotropic Heisenberg model (ha = 1).
As an example, the the average magnetic moment on the
Mn atoms given by spin-wave theory is m ≈ 4.48µB for
ha = 1 and m ≈ 4.55µB for ha = 1.004, both in excel-
lent agreement with the experimental value 4.5(2)µB at
3.5 K.2 Inserting this value of ha into Eq. (89) we obtain
TN ≈ 70 K as a solution of Eq. (90), in agreement with
the measured value TN = 78 K.
14
Nevertheless a finite interplanar exchange of magni-
tude J⊥ = 0.0019(2) meV is also present in the MnPS3
compound.16 With ξ(p = 1, TN = 78 K) = 27.5 A˚ mea-
sured by neutron scattering,44 and c = 3.5 A˚,45 we ob-
tain from the mean field equation (91) TN ≈ 6 K. This
small value of TN is an indication that the effect of the
interplanar coupling is not as important as the mag-
netic anisotropy in stabilizing the LRO. Therefore we use
Eq. (90) to study the effect of dilution on TN(p). The
thermal correction δmTz defined by Eq. (84) is computed
via recursion method (see Subsect. III F), noting that it
can be expressed as
δmTz (T ) =
∫ ∞
0
dEnB(E)K(E), (92)
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FIG. 9: (color online) TN (p)/TN(0) vs p for S = 5/2. Shown
are the results obtained by numerically solving Eq. (90) with
δmTz computed applying the recursion method to systems
with L = 128 and averaging over 200 to 400 disorder realiza-
tions (squares), the mean-field result of Eq. (94) (diamonds),
and experimental results on MnpZn1−pPS3 from Ref. 2 (cir-
cles).
where the kernel K(E) is given by
K(E) = − 1
Nc
1
pi
Im
[∑
i∈A
Gaaii (E + i0
+)
+
∑
i∈B
Gbbii (E + i0
+) +
∑
i∈A
Gaaii (−E + i0+)
+
∑
i∈B
Gbbii (−E + i0+)
]
. (93)
It is worth mentioning that with the recursion method
δmTz can be computed with the same precision (limited
by the linear size L = 128 of the sample) from the undi-
luted limit p = 1 to the percolation threshold p = pc.
The result of numerically solving Eq. (90)—with δmTz
computed by applying the recursion method to systems
with L = 128 and averaging over 200 to 400 disorder
realizations—is shown in Fig. 9. Also shown are the re-
sults of magnetometry measurements on MnpZn1−pPS3
from Ref. 2. The difference between the theoretical re-
sults and experimental values suggests that in opposi-
tion to the magnetic moment at zero temperature (see
Fig. 8) the effect of second- and third-nearest-neighbor
couplings should be included to obtain a quantitatively
correct Ne´el temperature as dilution is increased. An
estimation of TN(p)/TN (1) can as well be obtained by
standard mean-field theory, TMFN =
2
3JzS(S + 1).
46 Re-
placing S by the zero temperature staggered magnetiza-
tion density mav(p) defined in Eq. (75), and assuming
that the coordination number decreases linearly with di-
lution, z ∝ p, the ratio TN(p)/TN (1) is given by
TN (p)
TN (1)
= pmav(p)[mav(p) + 1]. (94)
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FIG. 10: (color online) TN (p)/TN(0) vs p for S = 1. Shown
are the results obtained by numerically solving Eq. (90) with
δmTz computed applying the recursion method to systems
with L = 128 and averaging over 200 to 400 disorder re-
alizations (squares), the mean-field result of Eq. (94) (di-
amonds), and experimental results on Ba(NipMg1−p)2V2O8
from Ref. 19 (circles).
In Fig. 9 we show as diamonds the results of Eq. (94).
Although this result reproduces the correct dependence
on p, it should be stressed that as a mean-field approxi-
mation the absolute value of TN (p) is overestimated.
The effect of dilution on the Ne´el temperature of
Ba(NipMg1−p)2V2O8 was studied by Rogado et al. for
dilutions in the range 0.84 ≤ p ≤ 1.19 The few ex-
perimental results concerning the magnetic properties of
BaNi2V2O8 are insufficient to undoubtedly determine the
model which better describes the magnetic behaviour of
this compound. Although electron-spin resonance mea-
surements seem to be well fitted by a weakly anisotropic
Heisenberg model with easy-plane symmetry (XY), i.e.,
ha . 1 in Hamiltonian (10), the same results can as well
be explained with the isotropic limit of this model.20 Fur-
ther experiments would be valuable in determining the
nature of the LRO observed in this compound, in par-
ticular inelastic neutron scattering from which the spin
wave dispersion can be measured. Here we assume that
a small gap is present at the Brillouin zone center, and
that it can be modeled by a small uniaxial interaction
anisotropy, i.e., ha & 1 in Hamiltonian (10). In partic-
ular ha − 1 ≈ 10−4 is needed to get TN ≈ 50 K in the
undiluted case (a nearest-neighbor exchange of magni-
tude J ≈ 4 meV was used).19
The TN (p)/TN(1) vs p result obtained by numerically
solving Eq. (90) for S = 1, with δmTz computed applying
the recursion method to systems with L = 128 and av-
eraging over 200 to 400 disorder realizations is shown in
Fig. 10 (squares). Also shown are the mean-field result of
Eq. (94) (diamonds) and results of magnetic susceptibil-
ity data for Ba(NipMg1−p)2V2O8 (circles) (Ref. 19). The
disagreement between the mean-field result (Eq. (94))
and experimental values can be attributed to the small
spin S = 1 value, which means higher quantum fluctua-
tions and less mean-field like behaviour. The theoretical
result (squares) and the experimental values are in rea-
sonable agreement, though it seems to worsen as dilution
increases. It should be noted that the spin-wave theory
for layered materials is not really adequate at T ∼ TN ,
and when it is applied to the mean-field like Eq. (90)
it tends to overestimate the absolute value of the Ne´el
temperature.47
E. Density of states
The effect of dilution has a strong impact on the DOS
of the system. Since the momentum is no-longer a well
defined quantum number the spin waves acquire a finite
lifetime.7 As a consequence, the basis that diagonalizes
the problem has a very different energy spectrum, which
implies a different DOS.
We have calculated the DOS of the antiferromagnetic
Heisenberg model in the linear spin wave approximation
for the honeycomb and square lattices in the presence
of dilution. The recursion method briefly discussed in
Subsect. III F was used to study the variation of the DOS
with dilution. The method is valid from the undiluted
p = 1 limit to the percolation threshold pc, and enables
the access to the whole energy spectrum. The precision
limit is set by the linear size L of the system, which we
fix here to L = 128 both in the honeycomb and square
lattices.
In Fig. 11 we show the square lattice DOS at four dif-
ferent values of dilution x. The depletion of the high
energy part of the DOS in favor of low energy modes
is clearly seen as dilution is increased, in agreement
with the results obtained by exact diagonalize smaller
systems.4 The two structures visible at around E/JS = 2
and 3, which Mucciolo et al.4 associated with the break-
ing of the clean-limit magnon branch into three distinct
but broad branches, are also evident.
The DOS for the honeycomb lattice is shown in Fig.
12. A decrease in the density of high-frequency states and
the proportional increase in the density of low-frequency
ones is also clear as dilution increases. This feature can
then be viewed as a general effect of the presence of di-
lution. Structures as those observed in the square lattice
case, just below E/JS = 2 and 3, are not so easily iden-
tified. Nevertheless, a feature of this kind seems to be
present just below E/JS = 2. To determine whether or
not it can be associated to the presence of fractons, as in
the square lattice case,4 a more detailed study is needed,
such as the calculation of the dynamical structure factor
in the diluted honeycomb lattice.
The effect of moving spectral weight from the top of
the band to lower energies due to dilution is accompa-
nied by the appearance of a set of peaks, starting to
develop in the high-frequency part of the spectrum for
small dilution and extending to the entire band as dilu-
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FIG. 11: (color online) DOS of the Heisenberg antiferromag-
netic model in the linear spin wave approximation for the
square lattice. An energy mesh with spacing 0.01 in units of
JS was used. This results were obtained applying the recur-
sion method to systems with L = 128, and averaging over 200
to 400 disorder realizations. The dotted line is the clean limit
DOS.
tion increases. There is, however, a particular peak that
deserves special attention. This peak can be seen very
close to the bottom of the band (E = 0) for x ≥ 0.8 both
in the honeycomb and square lattice DOS. Figure 13 is a
zoom of the DOS close to E = 0 at x = xc. Being present
both in the honeycomb and square lattices, though a bit
stronger in the former, this peak seems to be a general
feature associated with dilution. In fact, it is closely re-
lated to the finiteness of the quantum corrections to the
staggered magnetization at zero temperature.
As shown by Mucciolo et al.4, the finiteness of the
quantum fluctuations reduces to the problem of the con-
vergence of the integral
∫ Emax
0 dEρ(E)E
−1. In Fig. 13
we show a polynomial fit to the low-energy behaviour of
the DOS (red line in the left side of the peak). Although
it should be seen as guide to the eyes, we can undoubt-
edly say that in the low-energy limit the DOS behaves as
ρ(E) ∝ Eα with α > 1, and thus the above mentioned in-
tegral is convergent. This result is consistent with the ex-
istence of an upper bound for the quantum fluctuations in
any model with a classically ordered ground state whose
Hamiltonian can be mapped onto that of a system of
coupled harmonic oscillators, argued by Mucciolo et al..4
This result also agrees with the FSS results presented in
Subsect. III E, where we found finite values for δm∞z (x).
And the fact that δm∞z (xc) > 1/2 can be attributed to
the bad-behaviour of the spin-wave approximation when
δmz ∼ S, as will be shown in the next section.
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FIG. 12: (color online) DOS of the Heisenberg antiferromag-
netic model in the linear spin wave approximation for the hon-
eycomb lattice. An energy mesh with spacing 0.01 in units
of JS was used. This results were obtained applying the re-
cursion method to systems with L = 128, and averaging over
200 to 400 disorder realizations. The dotted line is the clean
limit DOS.
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FIG. 13: (color online) Low energy behaviour of the DOS
of the Heisenberg antiferromagnetic model in the linear spin
wave approximation for the honeycomb (left) and square
(right) lattices at x = xc. An energy mesh with spacing
5× 10−4 in units of JS was used. This results were obtained
applying the recursion method to systems with L = 128, and
averaging over 800 disorder realizations.
F. Quantum Monte Carlo results for S = 1/2
We have performed a Monte Carlo study of the S =
1/2 quantum Heisenberg antiferromagnet on the site-
diluted honeycomb lattice using Stochastic Series Expan-
sion (SSE).37,48 Unlike the spin wave approach described
17
in Sects. II and III—which should be understood as an
expansion in the relative reduction of the staggered mo-
ment δmz/S—this technique is exact (up to statistical
uncertainties) and well-behaved even when δmz ∼ S. In
particular, the SSE Monte Carlo can access the the small-
S, near-percolation regime where the spin wave calcula-
tion becomes unreliable.
We have closely followed the procedure outlined in
Ref. 5, which treats the site dilution problem on the
square lattice. To accelerate convergence, we have taken
advantage of the β-doubling scheme described therein:
100 equlibration and 200 sampling sweeps are performed
at each temperature with the resulting configuration
(an M -element operator list SM = [a1, b1], . . . , [aM , bM ])
used to generate a high-probability initial config-
uration at the next lowest temperature (S2M =
[a1, b1], . . . , [aM , bM ], [aM , bM ], . . . , [a1, b1]) according to
the cooling schedule β = 2, 4, 8, . . . , 2048, 4096.
A refinement to previous work is that we extrapolate
the staggered magnetization to the thermodynamic limit
using two different quantities:
mqm = lim
L→∞
〈
2
Nc
∣∣∣ Mˆ staggz ∣∣∣〉
L,x
, (95a)
m2qm = lim
L→∞
〈
3
N2c
(
Mˆ staggz
)2〉
L,x
. (95b)
Here, Mˆ staggz =
∑
i∈A Sˆ
z
i −
∑
i∈B Sˆ
z
i is the z-projected
staggered magetization andmqm is the quantum mechan-
ical factor introduced in Subsect. III E. The notation
〈 · 〉L,x represents an ensemble average over the quantum
states of the system and over all configurations of the
size-L lattice with dilution x. The site indices in Mˆ staggz
are understood to range over only the largest connected
cluster.
Equation (95a), being linear, is analogous to the quan-
tity S − δmz computed via spin wave theory. Equa-
tion (95b) is essentially a structure factor and equivalent
to Eq. (10) of Ref. 5. The factors 2 and 3 in Eqs. (95) are
a consequence of the rotational invariance of the ground
state. Their particular values follow from the averages∫
dΩˆ |Ωˆ · zˆ| = 4pi/2 and ∫ dΩˆ (Ωˆ · zˆ)2 = 4pi/3 where Ωˆ is a
vector ranging over the unit sphere. (Such geometric fac-
tors are irrelevant to the spin wave case; there the ground
state is symmetry-broken by explicit construction.)
As in Ref. 5, we use the straight-forward generalization
of the finite-size scaling form for the clean system,49〈
2
Nc
∣∣∣ Mˆ staggz ∣∣∣〉2
L,x
= m2qm +
a1√
N¯c
+
a2
N¯c
+ · · · , (96a)〈
3
N2c
(
Mˆ staggz
)2〉
L,x
= m2qm +
b1√
N¯c
+
b2
N¯c
+ · · · . (96b)
[As the discussion in Subsect. IVA makes clear, this con-
verges to L−D/2 powerlaw behavior at large L, as in
Eq. (77).] Numerical measurements of the two quantities
on the left-hand side of Eqs. (96a) and (96b) may be fit
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FIG. 14: The staggered magnetization of the undiluted
honeycomb lattice (x = 0, Nc = N = 2L
2) is extrapo-
lated to the thermodynamic limit following Eqs. (96a) and
(96b). A simultaneous fit of the two data sets yields the value
mav(L→∞) = 0.2677(6).
to the corresponding functions on the right-hand side ei-
ther simulaneously—with parameters mqm, {ai}, {bi}—
or separately—with parameters mqm, {ai} and m′qm,
{bi}. Verifying that mqm ≈ m′qm serves as a consistency
check.
In the case of the undiluted honeycomb lattice (for
which mav(L → ∞) ≡ mqm), we have simulated lattices
up to linear size L = 32 (i.e., up to 2×322 = 2048 sites).
Observables were computed using a bootstrap analysis50
of 150 bins of 105 samples each (1.5 × 106 total Monte
Carlo sweeps). Best fits to the data, shown in Fig. 14,
give the thermodynamic limit mav(L→∞) = 0.2677(6).
This is somewhat smaller than the square lattice value
mav(L → ∞) = 0.3070(3),5 a reduction that reflects
the larger quantum fluctuations on the less meanfield-
like honeycomb lattice.
Note that our value of the staggered magnetization is
larger than (but consistent with) an earlier Monte Carlo
measurement due to Reger et al.51 (within 1.6 standard
deviations). It is also, we believe, considerably more ac-
curate. The Reger group’s value of mav(L → ∞) =
0.22(3) was computed by extrapolating relatively large
Trotter errors (0.1 < ∆τ < 0.2) to ∆τ → 0 and small
systems sizes (4 < L < 8) to L → ∞. Moveover, their
analysis supposes that the inverse temperature β = 10 is
sufficiently cold to extract the ground state properties of
the system, which is very likely incorrect.5
For the diluted honeycomb lattice, we computed
the staggered magnetization as an average over 105
randomly-generated disorder realizations. Simulations of
system sizes up to N¯c ≈ 2000 were extrapolated to the
thermodynamic limit, as shown in Fig. 15. The figure
inset illustrates the dependence of mqm on dilution.
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FIG. 15: (color online) The main plot shows an extrapola-
tion to the thermodynamic limit of twice the z-projected stag-
gered magnetization for various dilution levels x (as indicated
by the symbols in the upper-left legend). The lines drawn
through the data points represent a global fit to Eqs. (96) in
which mqm(x), a1(x), b1(x), . . . are treated as powerseries in
x and varied. The resulting function mqm(x) appears as the
solid (pink) line in the figure inset alongside Monte Carlo re-
sults for the square lattice (from Ref. 5) and spinwave results
for the honeycomb lattice. The (red) errorbars indicate the
values of mqm extrapolated from each fixed-x dataset taken
individually.
In contrast to the spinwave prediction, we find that
LRO persists right up to the classical percolation thresh-
old. The magnitude of the staggered magnetization
decreases with dilution but does not vanish: mqm =
0.139(6) at x = 1, which represents a roughly 50% re-
duction in magnetic moment over the undiluted (x = 0)
lattice. This is comparable to the effect seen in the square
lattice where mqm(0) = 0.3070(3) falls to mqm(1) =
0.150(2).
We observe that the square- and honeycomb-lattice
values of mqm are remarkably close in the vicinity of
x = 1. The likely explanation is that the percolating
clusters—retaining little of the structure of their undi-
luted parent lattice—are themselves quite similar. Both
have fractal dimension D = 91/48 and a similar near-
est neighbour count: with increasing site dilution, the
average coordination number goes from z¯hc(0) = 3 and
z¯sq(0) = 4 to z¯hc(1) = 2.22 and z¯sq(1) = 2.52; see Fig. 16.
The Monte Carlo results are consistent with our under-
standing that the quantum fluctuations disrupt the LRO
in inverse proportion to the number of nearest neigh-
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FIG. 16: The disorder-averaged coordination number z¯(x) is
plotted as a function of dilution level for infinite square and
honeycomb lattices. The difference between the two lattice
types narrows as x→ 1. The undiluted square lattice is 33%
more coordinated than the honeycomb lattice. At percolation,
it is only 12% more so.
bours contributing to the local staggered mean field at
each site.
V. SUMMARY AND CONCLUDING REMARKS
In this work we studied the magnetic properties for
diluted Heisenberg models in the honeycomb lattice. Re-
fined results for the density of states in the square lattice
case were also reported. We have shown that spin wave
theory in diluted lattices is quite successful in describ-
ing the magnetic properties of S > 1/2 systems. On the
other hand, for S = 1/2, spin wave theory breaks down
and one has to approach the problem using a Monte Carlo
method. Contrary to the linear spin wave method the,
the Monte Carlo method does not allow for the deter-
mination of the density of states. Having the advantage
of being rotational invariant by construction, the Monte
Carlo method does not face the problem of the existence
of zero energy modes. We have discussed in detail what
is the physics associated with these modes. In the ther-
modynamic limit they play the role of Goldstone modes,
trying to restore the rotational symmetry of the prob-
lem, explicitly broken by the spin wave approximation.
We have shown that in a numerical study these modes
can not be included in the calculation of operator aver-
ages, if sensible physical results are to be obtained. This
is because these modes were already used in the construc-
tion of the broken symmetry state, as was first discussed
by P. W. Anderson in his seminal paper on spin waves in
non-diluted lattices.28
Our approach allows us to compute both the staggered
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magnetization and the Ne´el temperature as function of
the dilution concentration. In particular, the combina-
tion of spin wave analysis and the recursion method al-
lows for the calculation of physical quantities virtually in
the thermodynamic limit. This possibility was not used
before in similar studies on the square lattice.
We have used our results to explain the experi-
mental data of two Heisenberg honeycomb systems:
MnpZn1−pPS3 (a diluted S = 5/2 system) and
Ba(NipMg1−p)2V2O8 (a diluted S = 1 system). In
the first case, the available experimental and theoreti-
cal studies in the non-diluted regime suggest that second-
and third-nearest-neighbor interactions play a role on the
physical properties of the system. This can be seen from
the fact that the measured magnetic moment of the sam-
ples is finite beyond the classical site-dilution percolation
threshold. Our calculation suggests, however, that at low
temperatures and for p > pc the magnetic moment of
these samples can be accounted for on the basis of a single
nearest-neighbor coupling. On the other hand, the cal-
culation of the Ne´el temperature using a single nearest-
neighbor coupling is underestimated, as it should indeed
be case based on the fact that the magnetic order close
to the Ne´el temperature should have a measurable con-
tribution from the other couplings, which are not much
smaller than the first nearest-neighbor coupling (the Ne´el
temperature for this system using second- and third-
nearest-neighbor interactions will be studied in a future
publication). Simple calculations based on simple (Ising
like) mean filed theories, on the other hand, are very
much insensitive, by construction, to the microscopic de-
tails of the system. Therefore, and as long as quantum
fluctuations are not important, a good agreement with
the experimental data should be obtained. This is the
case for MnpZn1−pPS3, but not for Ba(NipMg1−p)2V2O8
since its much smaller spin brings about the contribu-
tions of quantum fluctuations. In the case of the system
Ba(NipMg1−p)2V2O8, there are, unfortunately, no mea-
surement of its magnetic moment in the diluted phase,
however, the Ne´el temperature as function of dilution is
known from thermodynamic measurements. Our results
show that in this case, most likely, only the first-nearest-
neighbor coupling (and a very small magnetic anisotropy)
are needed to describe the behavior of the Ne´el temper-
ature upon dilution. It would be important if further
investigations on this system could be performed in the
future.
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APPENDIX A: DIAGONALIZATION OF Hk=0
The k = 0 term in Hamiltonian (21) can be expressed
as
H0 = JSz
(
ha(a0a
†
0
+ b†
0
b0) + a0b0 + b
†
0
a†
0
)
. (A1)
This is a standard bilinear model with two coupled
modes, which is straightforwardly diagonalized through
a Bogoliubov-Valatin transformation (Eq. (25)) when
ha > 1. In the isotropic ha = 1 case it has an infi-
nite number of eigenstates with a continuum energy spec-
trum.
Let us define the following canonical transformation,
a0 = qˆ1 + ipˆ1 , (A2)
b0 = qˆ2 + ipˆ2 . (A3)
We use the hat notation to distinguish the operators from
their eigenvalues. The new generalized “position” qˆ and
“momentum” pˆ operators satisfy the usual commutation
relations: [
a0, a
†
0
]
= 1 =⇒ [qˆ1, pˆ1] = i
2
; (A4)[
b0, b
†
0
]
= 1 =⇒ [qˆ2, pˆ2] = i
2
. (A5)
After simple algebra we find that the ha = 1 Hamiltonian
(A1) can be written in terms of the new operators qˆ’s and
pˆ’s as
H0 = JSz
[
(qˆ1 + qˆ2)
2 + (pˆ1 − pˆ2)2
]
. (A6)
The variables qˆ1+ qˆ2 and pˆ1− pˆ2 can be interpreted as the
center of mass position and the relative momentum, re-
spectively, of a two particle system, therefore commuting
with each other
[qˆ1 + qˆ2, pˆ1 − pˆ2] = i
2
− i
2
= 0. (A7)
Thus the eigenfunctions of Hamiltonian (A1) are given
in as products of the eigenstates of the operator qˆ1 + qˆ2
with eigenstates of the operator pˆ1 − pˆ2,
ΨQ,P (q1, q2) = δ(q1 + q2 −Q)eiP2 (q1−q2), (A8)
and the aforementioned continuum spectrum is given by
EQ,P = JSz(Q
2 + P 2). (A9)
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APPENDIX B: ANDERSON BROKEN
SYMMETRY ANALYSIS
In this appendix we closely follow the ideas developed
by P. W. Anderson28 to show that the ground state of
an antiferromagnet should display broken spin rotational
symmetry, even in the absence of any anisotropy.
As was shown in Appendix A the operators qˆ1+ qˆ2 and
pˆ1− pˆ2 are constants of the motion in a system described
by the isotropic Hamiltonian (A1), having well defined
expectation values with zero dispersion. From definitions
(A2) and (A3), and Eqs. (20) and (9), it can be easily
seen that
qˆ1 + qˆ2 =
1√
2SNa
Sxtot , (B1)
pˆ1 − pˆ2 = 1√
2SNa
Sytot , (B2)
which explains the constant of motion character of the
qˆ1 + qˆ2 and pˆ1 − pˆ2 operators (Stot is a constant of mo-
tion of the original Heisenberg model). The uncertainty
relation ensures us that their canonical conjugates coun-
terparts will have divergent dispersion. As for Eq. (B1)
and (B2) it is not difficult to show that the canonical
conjugates of pˆ1 − pˆ2 and qˆ1 + qˆ2 are, respectively,
qˆ1 − qˆ2 = 1√
2SNa
(∑
i∈A
Sa,xi −
∑
i∈B
Sb,xi
)
, (B3)
pˆ1 + pˆ2 =
1√
2SNa
(∑
i∈A
Sa,yi −
∑
i∈B
Sb,yi
)
. (B4)
We want to know how much energy is needed to form
a wave packet with states (A8) (above the ground state),
such as the expectation values of operators qˆ1 − qˆ2 and
pˆ1 + pˆ2 have finite dispersion. Let us limit the fluctu-
ations of the expectation value 〈qˆ1 − qˆ2〉 to the range
∆qˆ1−qˆ2 . From the uncertainty relation the expectation
value of pˆ1 − pˆ2 must now have a nonzero dispersion,
whose magnitude is given by
∆pˆ1−pˆ2 ≈
1
2∆qˆ1−qˆ2
. (B5)
Thus, to limit 〈qˆ1 − qˆ2〉 to the range ∆qˆ1−qˆ2 we need
Elim ≃ JSz
4∆2qˆ1−qˆ2
, (B6)
relatively to the ground state energy. Analogously, to
limit 〈pˆ1 + pˆ2〉 to the range ∆pˆ1+pˆ2 we need
Elim ≃ JSz
4∆2pˆ1+pˆ2
. (B7)
Defining the the mean square amplitudes of the quanti-
ties (62) and (63),
σ2x =
1
(2Na)2
〈(∑
i∈A
Sa,xi −
∑
i∈B
Sb,xi
)2〉
, (B8)
σ2y =
1
(2Na)2
〈(∑
i∈A
Sa,yi −
∑
i∈B
Sb,yi
)2〉
, (B9)
we find from (B3) and (B4) that
∆2qˆ1−qˆ2 =
2Na
S
σ2x , (B10)
∆2pˆ1+pˆ2 =
2Na
S
σ2y , (B11)
(note that qˆ1 − qˆ2 and pˆ1 + pˆ2 have zero expectation
value). Inserting (B10) and (B11) in Eqs. (B6) and (B7)
it can be seen that to limit σx or σy to a finite value
we only need an excess energy of magnitude 1/Na, and
hence negligible in the thermodynamic limit. As pointed
out by Anderson, we can even limit σx or σy to values
of magnitude 1/N
1
2
+α
a , with α > 0, requiring no energy
when Na →∞.
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