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Supervisory control theory deals with problems related to
the existence and the synthesis of supervisors. The role of
a supervisor in a system is to control and restrict the be-
havior of this system in order to realize a specific behavior.
When there are multiple supervisors, such systems are in
fact multi-agent systems. The results of supervisory con-
trol theory are usually expressed in terms of operations like
intersection and inclusion between formal languages. We re-
formulate them in terms of model checking problems in an
epistemic temporal logic. Our reformulations are very close
to natural language expressions and highlight their under-
lying intuitions. From an applied perspective, they pave
the way for applying model checking techniques developed
for epistemic temporal logics to the problems of supervisory
control theory.
Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Multiagent systems
Keywords
Supervisory control theory, epistemic temporal logic, model
checking, synthesis
1. INTRODUCTION
Supervisory control theory was developed in the 1980s to
deal with so-called Discrete Event Systems (DES), which
arise in a number of applications like manufacturing, ve-
hicular traffic, logistics (conveyance and storage of goods)
and computer networks [4]. DESs require some control if
we want them to comply to a goal behavior. To this aim,
supervisory control theory deals with the following issues:
does there exist a supervisor that can control a given DES
and, if it does, how can we construct it? The role of a super-
visor is to control the behavior of a DES in order to realize a
goal behavior. Various assumptions are usually considered,
such as partial controllability, partial observability and mul-
tiplicity of supervisors. This work is relevant for multi-agent
systems because, in the case of multiple supervisors, a DES
can, in fact, be viewed as a multi-agent system: the agents
are the supervisors and the system is the DES itself.
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A DES is usually simply modeled by an automaton A
called the plant, and the goal behavior by another automa-
ton O. Among other results, supervisory control theory pro-
vides conditions deciding under various assumptions whether
or not the goal behavior can be fully realized by a supervisor
f , meaning that the behavior of the plant controlled by the
supervisor f (denoted L(A, f)) is equal to the goal behavior:
L(A, f) = L(O). In general, these conditions (called control-
lability, observability and coobservability) are expressed in
terms of intersection, union, complementation, concatena-
tion and projection of the formal languages L(A) and L(O).
Expressing conditions in these terms does not lend itself
easily to a reading in natural language, and the underly-
ing intuitions are often lost or hidden in the formalization.
Moreover, there is no generic and automatic procedure for
deriving algorithms to check an arbitrary condition.
We reformulate the main results of supervisory control
theory in terms of model checking problems expressed in an
epistemic temporal logic. As a result of our new approach,
we provide not only original solutions to the problems of
supervisory control theory, but also new results about de-
centralized supervision with multiple supervisors. Moreover,
because we represent supervisors in terms of model check-
ing problems, this makes it possible to lazily compute them
online. Overall, our approach paves the way for applying
model checking techniques to supervisory control theory.
The paper is organized as follows. It begins in Section 2
with some formal preliminaries. In Section 3, we recall the
basics of supervisory control theory. Our epistemic tempo-
ral logic CTL∗KDn is defined in Section 4, which also contains
a complexity analysis of its model checking problem. Then,
in Section 5, we provide conditions for the existence of su-
pervisors. When supervisors fully realizing a goal behavior
do exist, we provide methods for synthesizing all of them. In
Section 6, we provide similar results when the goal behavior
cannot be fully realized. We conclude in Section 7 with a
discussion of related works and with some remarks.
Note. All the proofs of this article can be found in [2].
2. PRELIMINARIES
Throughout this article, E is a finite set of events. An
event of E is generally denoted σ. E∗ is the set of all finite
strings of events of E, including the empty string denoted
ε, and Eω is the set of infinite strings of events of E. El-
ements of E∗ ∪ Eω are called words. A string of events
w = σ1σ2σ3 . . . ∈ E∗ ∪ Eω represents a sequence of events.
If J ,K ⊆ E∗∪Eω, then the concatenation of J and K is the
set JK := {wv : w ∈ J ∪ {ε} , v ∈ K ∪ {ε}}. A regular lan-
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guage is a subset of E∗ obtained by applying a finite number
of times the operations of union, concatenation and Kleene
star ∗ over a finite set of events. A formal language K is a
subset of E∗ ∪Eω. If w ∈ E∗ ∪Eω, then a prefix of w is an
element w ∈ E∗ such that w = wv for some v ∈ E∗ ∪ Eω;
in that case, we write w ≤ w. If K is a formal language,
then the prefix-closure of K is the formal language defined
as follows: K := {w : w ≤ w for some w ∈ K}.
The set P denotes the set of propositional letters P :=
{pK, pLm}∪{pσ : σ ∈ E} and P0 denotes the subset of propo-
sitional letters P0 := {pK, pLm} ⊆ P. The set A denotes the
set of agents, A := {1, . . . , n}, where n ∈ N∗.
The behavior of a (discrete event) system is modeled by a
transition system. A (deterministic) transition system is a
tuple E = (E,S, δ, s0, Lab) where S is a set of states; δ : E×
S → S is a function called the transition function; s0 is the
initial state; and Lab : S → 2P0 is a valuation function. The
transition function δ is extended to a function on E∗×S as
follows: for all w ∈ E∗, δ (w, s) := s if w = ε, and δ (w, s) :=
δ (σ, δ (v, s)) if w = vσ. The size of a transition system E ,
written |E|, is the cardinality of its states (possibly infinite).
A (deterministic) automaton or plant is a transition system
without a valuation function Lab but instead a set of final
states F , which is a subset of the set of states S.
The following definitions hold not only for transition sys-
tem but also for automata (plants). We denote by Trace (E , s)ω
⊆ s(E×S)ω the set of infinite traces s0σ0s1 . . . snσnsn+1 . . .
of E starting in s0 = s such that for all i ∈ N, δ (σi, si) =
si+1, and similarly Trace (E , s)∗ ⊆ sS∗ denotes the set of fi-
nite traces s0σ0s1 . . . snσnsn+1 of E starting in s0 = s such
that for all i ∈ {0, . . . , n}, δ (σi, si) = si+1, for some n ∈
N. We denote Trace (E)ω :=
⋃
s∈S
Trace (E , s)ω, Trace (E)∗ :=⋃
s∈S
Trace (E , s)∗ and Trace (E) := Trace (E)ω ∪ Trace (E)∗.
For a trace ρ = s0σ0s1 . . . snσnsn+1 . . . ∈ Trace (E) and
i, j ∈ N, ρ (i) := si and ρ (i, j) := siσi . . . σj−1sj ∈ Trace (E).
If ρ ∈ Trace (E), |ρ| ∈ N ∪ {ω} denotes the length of ρ.
The word associated to a trace ρ = s0σ0s1 . . . snσnsn+1 . . .
is the unique word denoted w (ρ) and defined by w (ρ) :=
σ0σ1 . . . σnσn+1 . . .. Likewise, the trace associated to a word
w = σ0σ1 . . . σnσn+1 . . . is the unique trace denoted ρ (w)
and defined by ρ (w) := s0σ0s1 . . . snσnsn+1 . . . This trace is
unique because we assume without loss of generality and, as
is done in supervisory control theory, that δ is deterministic
(i.e. it is a function). Dually, we define L (E)ω := {w (ρ) :
ρ ∈ Trace (E)ω} ⊆ Eω and L (E) := {w (ρ) : ρ ∈ Trace (s0)∗}
⊆ E∗. Finally, if E is an automaton (plant), then Lm (E) :=
{w ∈ L (E) : δ (w, s0) ∈ F}. These formal languages charac-
terize the behavior of the plant/automaton/transition sys-
tem. For each i ∈ A, let Eo,i ⊆ E be a set of observable
events for agent i. The observation function Pi : L (E) ∪
L (E)ω → E∗o,i ∪Eωo,i is defined inductively as follows. First,
for all σ ∈ E, Pi (σ) := σ if σ ∈ Eo,i, and Pi (σ) := ε
otherwise. Then, for all words σ0σ1 . . . σnσn+1 . . . ∈ L (E) ∪
L (E)ω, Pi(σ0σ1 . . . σnσn+1 . . .) := Pi(σ0)Pi(σ1 . . . σnσn+1 . . .
). If there is a single agent i (i.e. the set A is a singleton),
then we omit the subscript i in all the above notations.
Notation 1. Throughout this article, the automaton A =
(E,Q, δ, q0, F ) denotes the plant and the automaton O =
(E,Qo, δo, q0,o, Fo) denotes an objective or goal automaton.
We define the goal behaviors by K = Lm (O) and K = L (O).
Intuitively, the plant represents the (unrestricted) behav-
ior of the system under consideration and the goal automa-
ton represents the behavior that the supervisor should real-
ize by controlling and restricting the behavior of the plant.
3. SUPERVISORY CONTROL THEORY
In this section, we recall the basics of supervisory control
theory. We split our exposition in three parts: control with
perfect information (Section 3.1), control with imperfect in-
formation (Section 3.2) and the special case of decentralized
control with mutliple supervisors (Section 3.3). For more
details on this theory, see [12, 4].
3.1 Control with Perfect Information
Throughout this article, Ec is a subset of E. This set Ec
represents the controllable events, that is, the events that the
supervisor can disable at any time. Dually, Euc = E − Ec
represents the uncontrollable events, that is, the events over
which the supervisor has no control, and therefore cannot
disable. Formally, we represent the supervisor as a func-
tion f that, given any string of events w, yields the set of
events f (w) that the supervisor will not disable after the
occurrence of this sequence of events.
Definition 1 (Supervisor). A supervisor is a function f :
L (A) → P (E) such that for all w ∈ L (A), it holds that
Euc ⊆ f (w). a
The supervisor controls the behavior of the plant. This
means that after the occurrence of a sequence of events
w, the supervisor will disable the occurrence of the events
E − f (w). The supervisor can only restrict the behavior of
the plant, it cannot force the plant to generate events. The
control action is allowed to change instantaneously after the
execution of an observable event by the plant. This control
restrains the strings of events that can possibly occur. It in-
duces the controlled behavior of the plant, denoted L(A, f).
A sequence of events wσ belongs to the controlled behavior
L(A, f) of the plant when w already belongs to the con-
trolled behavior (w ∈ L (A, f)) and after the occurrence of
w, the event σ is not disabled by the supervisor (σ ∈ f (w))
and can indeed occur according to the original behavior of
the plant (wσ ∈ L (A)).
Definition 2 (Supervised behavior of a plant). The behav-
ior of A supervised by f , written L(A, f), is the formal lan-
guage defined inductively as follows: for all w ∈ E∗, all
σ ∈ E,
1. ε ∈ L(A, f);
2. wσ ∈ L(A, f) if, and only if, w ∈ L(A, f), σ ∈ f (w),
and wσ ∈ L (A).
The language recognized by (A, f) is defined by Lm (A, f) :=
L(A, f) ∩ Lm (A) . a
One of the central problems in supervisory control theory
is to decide whether or not there exists a supervisor f that
can control the behavior L (A) of the plant so as to realize
the behavior specified by the goal behavior K := L (O).
If the supervisor could control any event, the answer to
this problem would obviously be “yes”. The difficulty comes
from the fact that the supervisor cannot control all the
events. A supervisor realizing the behavior K exists only
if the occurrence of uncontrollable events will not lead to il-
legal states. More precisely, this requires that, at any time,
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if the system is already in a state accepted by the speci-
fied behavior K, then the occurrence of any uncontrollable
event σ (permitted by the plant) will result in a state which
is still accepted by the specified behavior K. This fact is
formalized by the condition of controllability. Note the dis-
crepancy between the intuitive formulation of this property
and its formulation in formal terms.
Definition 3 (Controllability). K is controllable w.r.t. L (A)
and Ec when it holds that KEuc ∩ L (A) ⊆ K. a
Theorem 1. [12, 4] There exists a supervisor f such that
L(A, f) = K if, and only if, K is controllable w.r.t. L (A)
and Ec.
But what if the plant cannot be controlled by a supervisor
f so that L(A, f) = K? In other words, what if K is not
controllable? In that case, we would still want the plant
to be controlled by a supervisor such that the controlled
behavior remains in the specified behavior K and realizes as
much as possible of K. This leads us to define the notions
of safe and maximally safe supervisor.
Definition 4 (Safe and maximally safe supervisor). A su-
pervisor f is safe for K when L(A, f) ⊆ K. A supervisor f
is maximally safe for K when for any supervisor f ′ which is
also safe for K, it is not the case that L(A, f) ⊂ L (A, f ′). a
Now if K is not controllable, then there exists a maximal
sublanguage of K (w.r.t. set inclusion) which is controllable,
called the supremal controllable sublanguage. Moreover, the
following theorem states that any maximally safe supervisor
realizes this maximal sublanguage of K.
Definition 5 (Supremal controllable sublanguage). The supre-
mal controllable sublanguage of K is the maximal control-
lable sublanguage of K for set inclusion: K↑C :=
⋃
{J ⊆ K :
J is controllable w.r.t. L (A) and Ec}. a
Note that K↑C = K↑C∩K and if K = K, then K↑C = K↑C .
Proposition 2. [12, 4] A supervisor f is maximally safe
for K if, and only if, L(A, f) = K↑C .
The supervisor restrains the behavior L (A) of the plant.
We do not want, however, the supervisor to block the plant,
in the sense that it may be impossible at some point to
terminate the execution of the task at hand and eventually
reach a final state. This leads us to define the notion of
non-blocking supervisor.
Definition 6 (Non-blocking supervisor and Lm (A)-closure).
A supervisor f is non-blocking when Lm (A, f) = L(A, f).
K is said to be Lm (A)-closed when K = K ∩ Lm (A). a
Theorem 3. [12, 4] There exists a non-blocking supervisor
f such that Lm (A, f) = K and L(A, f) = K if, and only if,
K is Lm (A)-closed and controllable w.r.t. L (A) and Ec.
Here are the counterparts of Definition 5 and Proposition
2 in the context of non-blocking control.
Definition 7 (Safe and maximally safe non-blocking su-
pervisor). A non-blocking supervisor f is safe for K when
Lm (A, f) ⊆ K. A non-blocking supervisor f is maximally
safe for K when for any non-blocking supervisor f ′ which is
also safe for K, Lm (A, f) ⊂ Lm (A, f ′) is not the case. a
Theorem 4. [12, 4] A non-blocking supervisor f is maxi-
mally safe for K if, and only if, Lm (A, f) = K↑C .
3.2 Control with Imperfect Information
In practical applications, the supervisor sometimes cannot
observe the occurrence of some events. The set of observ-
able events that the supervisor can observe is a subset of
E, denoted Eo. The set Euo = E − Eo denotes the set of
unobservable events.
Given that the supervisor can only observe some of the
events, its decision to disable the occurrence of an event
depends only on what it has observed. Moreover, we assume
that its control action is immediate and is executed right
after the occurrence of the last observable event and until
the occurrence of the next observable event. This leads us
to define the notion of P -supervisor.
Definition 8 (P -supervisor). A P -supervisor is a supervi-
sor f : L (A) → P (E) such that for all w, v ∈ L (A) such
that P (w) = P (v), it holds that f (w) = f (v). Moreover,
f is said to be non-blocking when Lm (A, f) = L(A, f). a
Under the assumption of partial observability, we need an
extra condition to ensure the existence of a P -supervisor
controlling the plant. This condition is called observability.
Definition 9 (Observability). K is observable w.r.t. L (A) , Eo
and Ec when for all w ∈ K, all σ ∈ Ec, if wσ /∈ K and wσ ∈
L (A) then P−1[P (w)]σ ∩ K = ∅. a
Theorem 5. [12, 4]There exists a non-blocking P -supervisor
f such that L(A, f) = K (and Lm (A, f) = K) if, and only
if, K is controllable, observable (and, respectively, Lm (A)-
closed) w.r.t. L (A), Ec and Eo.
3.3 Decentralized Control
Now we assume that we have multiple supervisors that
control and observe only some of the events. For each su-
pervisor i ∈ A, we denote by Ec,i ⊆ E the set of events
controllable by supervisor i, and we denote by Eo,i ⊆ E the
set of events observable by supervisor i. Moreover, we as-
sume that Ec :=
⋃
i∈A
Ec,i and that Eo :=
⋃
i∈A
Eo,i. Also, for all
i ∈ A, we denote by Euc,i := E−Ec,i the set of events uncon-
trollable by supervisor i, and we denote by Euo,i := E−Eo,i
the set of events unobservable by supervisor i. If σ ∈ Ac, we
denote by Ac (σ) the subset of supervisors that controls σ:
Ac (σ) := {i ∈ A : σ ∈ Ec,i}.
At each tick of the clock in the system, each supervisor
observes an event (or not) and then sends a recommenda-
tion to a central supervisor who then decides which event
to disable following a specific fusion rule (conjunctive, dis-
junctive,. . . ) that takes into account the recommendation
of each supervisor.
Definition 10 (Decentralized supervisor). A conjunctive
(disjunctive) decentralized supervisor is a P -supervisor such
that there exists a family of Pi-supervisors F = {fi : i ∈ A}
such that for all w ∈ L (A), f (w) :=
⋂
i∈A
fi (w) (resp. f (w) :=⋃
i∈A
fi (w)). F is called the family of Pi-supervisors associated
to f . a
Definition 11 (Conjunctive and disjunctive coobservabil-
ity). K is said to be CP-coobservable w.r.t. L (A) , Eo,i and
Ec,i when for all w ∈ K, all σ ∈ Ec, if wσ /∈ K and wσ ∈
L (A) then there is i ∈ {1, . . . , n} such that P−1i [Pi (w)]σ ∩
K = ∅ and σ ∈ Ec,i.
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K is said to be DA-coobservable w.r.t. L (A) , Eo,i and Ec,i
when for all w ∈ K, all σ ∈ Ec, if wσ ∈ K then there is
i ∈ {1, . . . , n} such that
(
P−1i [Pi (w)] ∩ K
)
σ ∩ L (A) ⊆ K
and σ ∈ Ec,i. a
Theorem 6. [12, 4] There exists a conjunctive (disjunc-
tive) decentralized supervisor f such that L(A, f) = K (and
Lm (A, f) = K) if, and only if, K is controllable (and, re-
spectively, Lm (A)-closed) w.r.t. L (A) and Euc and CP-
coobservable (DA-coobservable) w.r.t. L (A), Eo,i and Ec,i.
4. EPISTEMIC TEMPORAL LOGIC
In this Section, we introduce our epistemic temporal logic
CTL∗KDn. It has an asynchronous semantics with perfect
recall and branching time. It is one of the 96 epistemic
temporal logics introduced and studied in depth by Halpern
& al. [8, 6, 15].
4.1 Syntax and Semantics
To verify that a given property (such as the absence of a
deadlock) holds in a software or hardware system, we model
check the corresponding formula of temporal logic in the
transition system modeling the behavior of this system [3].
The main difference with software verification is that, in
our case, what we need to take into account is not only
the system under consideration, but also its goal behavior.
Hence, our transition system that we call an environment is
a combination of the plant A and the objective O.
Definition 12 (Environment). The environment associated
to A and O is the transition system E := (E,S, δ, s0, Lab)
defined as follows:
• S := (Q t {qdead})× (Qo t {qdead,o});
• δ : E × S → S is the transition function defined as
follows: for all σ ∈ E, δ (σ, (q, qo)) is defined by
– (δ (σ, q) , δo (σ, qo)) if δ (σ, q) and δo (σ, qo) are de-
fined;
– (qdead, δo (σ, qo)) if only δo (σ, qo) is defined;
– (δ (σ, q) , qdead,o) if only δ (σ, q) is defined;
– (qdead, qdead,o) otherwise;
• s0 := (q0, q0,o);
• Lab : S → 2P0 is the valuation function defined as
follows: pLm ∈ Lab (q, qo) iff q ∈ F , pK ∈ Lab (q, qo)
iff qo ∈ Fo.
We abuse notation and write s ∈ E for s ∈ S. a
Definition 13 (Interpreted system and perfect recall). The
interpreted system associated to A and O is the interpreted
system I = (R, π) defined as follows:
• R is a system, i.e. a set of runs, where each run r ∈
R is a function r : N → En+1 associated with an
infinite word w ∈ L (E)ω. The run associated with
an infinite word w = σ0σ1 . . . σnσn+1 . . . ∈ L (E)ω is
defined inductively as follows: for all m ≥ 0,
– r (0) := (nil, . . . , nil, nil) where nil is a new sym-
bol;
– r (m+ 1) :=
(




, where for all
i ∈ {1, . . . , n},
σim+1 :=
{
σm if σm ∈ Eo,i
σim otherwise
We assume that agents have perfect recall in system
R.
• π : R × N → 2P is a valuation function defined as
follows: for all r ∈ R and all m ∈ N, π (r,m) :=
Lab (δ (σ0 . . . σm, s0)) ∪ {pσm}.
The run associated with the word w is denoted r (w). If w
is a finite word, then we also define with the same induction
the run associated with the word w, also denoted r (w), as a
function r (w) : {1, . . . , |w|} → En+1. Reciprocally, the word
associated with a run r, denoted w (r), is the word (possibly
infinite) defined by w(r) := rn+1(1)rn+1(2) . . . rn+1(m)rn+1
(m + 1) . . . We say that two points (r,m) and (r′,m′) are
indistinguishable to agent i, written (r,m) ∼i (r′,m′), when
ri (m) = r
′
i (m
′). Finally, ri (0,m) denotes the sequence of
local states of agent i in the run r from time 0 to m.
Agent i’s local-state sequence at the point (r,m) is the
sequence l0, . . . , lk of local states that agent i takes on in run
r up to and including time m, with consecutive repetitions
omitted. We say that agent i has perfect recall (alternatively,
agent i does not forget) in system R if at all points (r,m)
and (r′,m′) in R, if (r,m) ∼i (r′,m′), then r has the same
local-state sequence at both (r,m) and (r′,m′). a
Notation 2. In the rest of this article, I is the interpreted
system associated to A and O, and E is the environment
associated to A and O.
One can easily show that agent i has perfect recall if, and
only if, for all points (r,m) and (r′,m′) of R, it holds that
(r,m) ∼i (r′,m′) if, and only if, Pi (w (0,m)) = Pi (w′ (0,m′)),
where r, r′ are the runs associated to some words w,w′ re-
spectively.
Definition 14 (Language LCTL∗KDn). The syntax of the epis-
temic temporal language LCTL∗KDn is defined inductively as
follows:
ϕ ::= p | ¬ϕ | ϕ ∧ ϕ | #ϕ | ϕUψ | ∃ϕ | Kiϕ | DIϕ
where p ranges over P, i over A and I over subsets of A. a
Definition 15 (Truth conditions). Let I = (R, π) be the
interpreted system associated to A and O where agents have
perfect recall. Let r ∈ R, let m ∈ N and let ϕ ∈ LCTL∗KDn .
The satisfaction relation I, r,m |= ϕ is defined inductively
as follows:
I, r,m |= p iff p ∈ π (r (m))
I, r,m |= ¬ϕ iff not I, r,m |= ϕ
I, r,m |= ϕ ∧ ψ iff I, r,m |= ϕ and I, r,m |= ψ
I, r,m |= #ϕ iff I, r,m+ 1 |= ϕ
I, r,m |= ϕUψ iff there exists m′ ≥ m such that
I, r,m′ |= ψ and for all m′′ with
m ≤ m′′ < m′, we have I, r,m′′ |= ϕ
I, r,m |= ∃ϕ iff there exists r′ ∈ R such that
r′ (0,m) = r (0,m) and I, r′,m |= ϕ
I, r,m |= Kiϕ iff I, r′,m′ |= ϕ for all r′ ∈ R and m′
such that (r,m) ∼i (r′,m′)
I, r,m |= DIϕ iff I, r′,m′ |= ϕ for all r′ ∈ R and m′
such that for all i ∈ I,
(r,m) ∼i (r′,m′)
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Also, we introduce the following notation: If w ∈ L (E)ω is
an infinite word, then we write I, w |= ϕ iff I, r (w) , 0 |= ϕ.
If w ∈ L (E) is a finite word and m ≤ |w|, then we write
I, w,m |= ϕ iff I, r,m |= ϕ for all runs r ∈ R
extending r (w) .
and we write I, w |= ϕ iff I, w, |w| |= ϕ. If ρ ∈ Trace (E) is
a trace, then we write I, ρ |= ϕ iff I, w (ρ) |= ϕ. If s ∈ S is
a state, then we write:
I, s |= ϕ iff I, ρ |= ϕ for all ρ ∈ Trace (E , s)ω .
Finally, we say that ϕ is true in I, written I |= ϕ, when for
all r ∈ R and all m, it holds that I, r,m |= ϕ. Also, we say
that ϕ is valid, written |= ϕ, when I |= ϕ for all interpreted
systems I. a
Proposition 7. Let w ∈ L(E). Then, the following holds:
w ∈ L (A) iff I, w |= ∃3pLm
w ∈ K iff I, w |= ∃3pK
Notation 3. From now on, we use the following notation:







, 〈σ〉ϕ := ¬[σ]¬ϕ,ϕ [U ]ψ := ¬(ϕU
¬ψ), [uc]safe := (safepLm ∧
∨
σ∈Euc




→ safe). The intuitive readings of the formulas and nota-
tions introduced are as follows. safe: ‘the system is in a
safe state’; safepLm : ‘the current state is allowed by the
plant’; 3ϕ: ‘eventually in the future, ϕ holds’; ∃ϕ: ‘there
exists an extension of the current run for which ϕ holds’;
Kiϕ: ‘agent/supervisor i knows that ϕ holds’; DIϕ: ‘it is
distributed knowledge among the set of agents/supervisors I
that ϕ holds’, which means that if all the agents/supervisors
of I pooled their knowledge, then they would know that ϕ
holds; [σ]ϕ: ‘if the execution of event σ is possible in the
plant, then after its execution ϕ holds’; 〈σ〉ϕ: ‘it is possi-
ble to execute event σ in the plant and after its execution,
ϕ holds’; ϕ [U ]ψ: ‘while ϕ holds, ψ also holds’; [uc]safe:
‘the current state is safe and the occurrence of any finite
sequence of uncontrollable events in this state still leads to
a safe state’. The modalities [σ]ϕ and 〈σ〉ϕ correspond to
the standard modalities of Propositional Dynamic Logic [9].
4.2 Model Checking
The model checking problem consists of answering the ques-
tion: given a finite transition system I, a state s ∈ E and
ϕ ∈ LCTL∗KDn , is it the case that I, s |= ϕ?
The alternation depth of a formula ϕ ∈ LCTL∗KDn , written
ad (ϕ), is the number of alternations of distinct Ki’s in ϕ;
temporal and branching operators do not count. Theorem
8 below is also an instance of a more general result of [11].
Theorem 8. The model checking problem is decidable. If
ad(ϕ) = 0 then it is in PSPACE, and if ad(ϕ) > 0 then it
is in ad(ϕ)-EXPTIME.
Proof sketch. We adapt the classic powerset construction of
[13] to our setting. Then, we incrementally reduce the de-
gree of the formula ϕ by eliminating the knowledge opera-
tors step by step. Each elimination reduces the alternating
depth of ϕ by one and increases the size of the environment
exponentially. As in [11], our model checking algorithm is
adapted from the model checking algorithm of CTL [3].
5. CONTROL WITH FULL REALIZATION
In this section, we will reformulate in CTL∗KDn the dif-
ferent conditions for fully realizing a goal behavior under
different assumptions: partial controllability (Section 5.1),
partial observation (Section 5.2) and decentralized supervi-
sion (Section 5.3). Moreover, we will show that supervisors
can be represented in terms of model checking problems.
More precisely, we will show that for any (P -)supervisor f ,
any w ∈ L (A) and any σ ∈ Ec, there is a formula F (σ) of
LCTL∗KDn such that σ ∈ f (w) if, and only if, I, w |= F (σ).
5.1 Control with Perfect Information
We first reformulate in our epistemic temporal logic CTL∗KDn
the condition of controllability. Proposition 9 states that the
system is controllable if, and only if, at any time, if the sys-
tem is in a safe state then the system remains in a safe state
after the occurrence of any finite sequence of uncontrollable
events.
Proposition 9. The language K is controllable w.r.t. L (A)
and Ec if, and only if,
I |= safe→ [uc]safe. (1)
The following theorem shows how the supervisor realiz-
ing a goal behavior can be represented in terms of model
checking problems.
Theorem 10 (Synthesis of supervisor). Let f : L (A) →
P (E) be the function defined as follows: for all w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= [σ]safe} . (2)
If K is controllable w.r.t. L (A) and Ec, then f is a supervi-
sor and L (A, f) = K.
Proposition 11 and Theorem 12 below provide results sim-
ilar to Proposition 9 and Theorem 10 in the context of non-
blocking control.
Proposition 11. The language K is Lm (A)-closed if, and
only if, I |= safe→ (pK ↔ pLm).
In other words, Proposition 11 states that a language is
Lm (A)-closed if this language is the restriction of its prefix
closure to Lm (A). So, this reformulation is close to the
initial formulation of Lm (A)-closure in Theorem 3. Here is
the counterpart of this theorem:
Theorem 12 (Synthesis of non-blocking supervisor). Let
f : L (A)→ P (E) be the function defined as follows: for all
w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= [σ]safe} . (3)
If K is controllable and Lm (A)-closed w.r.t. L (A) and Ec,
then f is a non-blocking supervisor, Lm (A, f) = K and
L (A, f) = K.
5.2 Control with Imperfect Information
The condition of observability is expressed in our epis-
temic temporal logic by the Expression (5). It reads as “if
the system is in a safe state and the occurrence of the event
σ will lead to an unsafe state, then the supervisor knows it”.
Proposition 13. The language K is observable w.r.t. L (A),
Eo and Ec if, and only if, for all σ ∈ Ec,
I |= 〈σ〉safe→ K (safe→ [σ]safe) (4)
iff I |= (safe ∧ 〈σ〉¬safe)→ K[σ]¬safe (5)
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Now, we show how P -supervisors can be represented in
our logical language.
Theorem 14 (Synthesis of P -supervisor). Let f : L (A)→
P (E) be the function defined as follows: for all w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= K (safe→ [σ]safe)} . (6)
If K is controllable, observable and Lm (A)-closed w.r.t. L(A),
Eo and Ec, then f is a non-blocking P -supervisor such that
Lm (A, f) = K and L (A, f) = K.
In other words, Expression (6) states that the supervisor
will not disable an event σ when it knows that, if the system
is already in a safe state, the occurrence of this event σ will
lead to another safe state.
5.3 Decentralized Control
In this section, we assume that there are multiple super-
visors and that each of them has a partial observation and
a partial control over the events that occur in the system.
Thus, we consider a specific kind of multi-agent system. We
are going to reformulate the conditions of coobservability of
the goal behavior in terms of model checking problems in our
epistemic temporal logic. We recall that they provide nec-
essary and sufficient conditions for the existence of a family
of supervisors that fully realizes a given goal behavior.
5.3.1 Existence and Synthesis of Decentralized Su-
pervisors
Expression (7) reads as “if the system is in a safe state
and the occurrence of the event σ will lead us to an unsafe
state, then at least one supervisor knows it”.
Proposition 15. The language K is CP-coobservable with
respect to L (A), Eo,i and Ec,i if, and only if, for all σ ∈ Ec,








→ DAc(σ) (safe→ [σ]safe) . (8)
Expression (9) reads as “if the occurrence of the event σ
will lead to a safe state, then at least one supervisor knows
that the occurrence of σ will keep the system in a safe state”.
Proposition 16. The language K is DA-coobservable with




Ki (safe→ [σ]safe) . (9)
Somehow, the intuitive reading of Expression (7) is coher-
ent and meaningful. In a conjunctive architecture, an event
is disabled when at least one supervisor recommends to dis-
able it. A supervisor recommends to disable an event when
it knows that this event will lead to an unsafe state. If we
assume that the condition of CP-coobservability holds, that
is, if we assume that at least one of the supervisors knows
when an event will lead to an unsafe state, then, intuitively,
we guarantee this way that the family of supervisors will
be able to fully realize the goal behavior, in a conjunctive
architecture. Likewise for Expression (9). In a disjunctive
architecture, an event is enabled when at least one super-
visor recommends enablement. A supervisor recommends
the enablement of an event when it knows that this event
will keep the system in a safe state. If we assume that the
condition of DA-coobservability holds, that is, if we assume
that at least one of the supervisors knows when an event will
lead to a safe state, then, intuitively, we guarantee this way
that the family of supervisors will be able to fully realize the
goal behavior, in a disjunctive architecture. This explains
informally why Theorem 6 holds.
Theorem 17 (Synthesis of conjunctive supervisor). For all
i ∈ A, let fi : L (A) → P (E) be the function defined as
follows: for all w ∈ L (A),
fi (w) = Euc,i ∪ {σ ∈ Ec,i : I, w |= 〈Ki〉〈σ〉safe} . (10)
If K is controllable, Lm (A)-closed and CP-coobservable w.r.t.
L (A) , Eo,i and Ec,i, then for all i ∈ A, fi is a Pi-supervisor
and the conjunctive decentralized supervisor f associated to
{fi : i ∈ A} is non-blocking and satisfies Lm (A, f) = K and
L(A, f) = K.
Moreover, the conjunctive decentralized supervisor f also
satisfies the following condition: for all w ∈ L(A, f), all
σ ∈ Ec such that wσ ∈ L (A),
σ ∈ f (w) iff I, w |= DAc(σ) (safe→ [σ]safe) . (11)
An event σ is disabled by the family of supervisors {fi : i ∈
A} defined by Expression (10) (after the sequence of events
w) if, and only if, at least one of the supervisors knows that σ
will lead to an unsafe state: I, w |= Ki[σ]¬safe. Expression
(11) explains that an event σ is enabled (after a sequence of
events w) if, and only if, it is distributed knowledge among
the supervisors that control σ that this event σ will keep the
system in a safe state: I, w |= DAc(σ) (safe→ [σ]safe).
Theorem 18 (Synthesis of disjunctive supervisor). For all
i ∈ A, let fi : L (A) → P (E) be the function defined as
follows: for all w ∈ L (A),
fi (w) = Euc ∪ {σ ∈ Ec,i : I, w |= Ki (safe→ [σ]safe)} (12)
If K is controllable, Lm (A)-closed and CP-coobservable w.r.t.
L (A) , Eo,i and Ec,i, then for all i ∈ A, fi is a Pi-supervisor
and the disjunctive supervisor f associated to {fi : i ∈ A} is
non-blocking and satisfies Lm (A, f) = K and L(A, f) = K.
Moreover, the disjunctive decentralized supervisor f also
satisfies the following condition: for all w ∈ L(A, f), all
σ ∈ Ec such that wσ ∈ L (A),
σ ∈ f (w) iff I, w |= DAc(σ) (safe→ [σ]safe) . (13)
An event σ is enabled by the family of supervisors {fi : i ∈
A} defined above (after the sequence of events w) if, and only
if, at least one of the supervisors knows that σ will keep
the system in a safe state: I, w |= Ki (safe→ [σ]safe). Ex-
pression (13) explains that an event σ is enabled (after a se-
quence of events w) if, and only if, it is distributed knowledge
among the supervisors that control σ that this event σ will
keep the system in a safe state: I, w |= DAc(σ) (safe→ [σ]safe).
5.3.2 Coobservability and Observability: their Re-
lationship
In this section, we study the relationship between the no-
tions of coobservability and observability. One can show
that when there is a single supervisor, then these notions
coincide. Moreover, the following proposition shows that
the notion of coobservability is a more demanding notion
than the notion of observability, and refines it.
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Proposition 19. If K is CP-coobservable (or DA-coobservable)
with respect to L (A), Eo,i and Ec,i, then K is observable
w.r.t. L (A), Eo and Ec.
If the goal behavior is only observable and not coobserv-
able, we can nevertheless find a P -supervisor that will fully
realize the goal behavior. Note that it is the same as the
P -supervisor defined in Expressions (11) and (13).
Theorem 20. Let f : L (A)→ P (E) be the function defined
as follows: for all w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= DA (safe→ [σ]safe)} .
If K is controllable, Lm (A)-closed and observable w.r.t. L (A),
Eo and Ec, then f is a non-blocking P-supervisor, Lm (A, f) =
K and L(A, f) = K.
6. CONTROL WITH PARTIAL REALIZA-
TION
So far we have investigated conditions for fully realizing
a goal behavior. These conditions are called observability,
controllability and coobservability. However, they are not
very often met in actual applications. The problem then be-
comes to realize as much as possible of the goal behavior. In
that case, we want the plant to be controlled by a supervisor
f so that L(A, f) ⊆ K instead of the more demanding con-
dition L(A, f) = K. The problem to find such a supervisor
is called the “Basic Supervisory Control Problem” in control
theory [4, p. 156].
Definition 16 (Safe and maximally safe supervisors). A
supervisor f is safe for K when L (A, f) ⊆ K. A supervisor
f is maximally safe for K when for any supervisor f ′ which
is also safe for K, L (A, f ′) ⊆ L (A, f). Safe and maximally
safe P -supervisors are defined similarly. a
In this section, we address the basic supervisory control
problem under different assumptions.
6.1 Control with Perfect Information
The definition of a maximally safe supervisor in Expres-
sion (14) below is a generalization of the definition of the
safe supervisor of Expression (2), in the sense that after the
occurrence of σ, the system should not only be in a safe state
but also remain in a safe state after the occurrence of any
finite sequence of uncontrollable events.
Theorem 21 (Synthesis of maximally safe supervisor). As-
sume that I, s0 |= [uc]safe. Let f : L (A) → P (E) be the
function defined as follows: for all w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= [σ][uc]safe} . (14)
Then, f is a supervisor maximally safe for K. Moreover,
if K ⊆ Lm (A), then f is a non-blocking maximally safe
P -supervisor. Finally, f satisfies the following condition:
L (A, f) = {w ∈ L (A) : I, w |= [uc]safe for all w ≤ w} = K↑C .
Theorem 22 (Existence of maximally safe supervisor). As-
sume that Ec ⊆ Eo. Then, the following statements are
equivalent:
1. I, s0 |= [uc]safe;
2. there exists a supervisor f safe for K;
3. there exists a supervisor f maximally safe for K (given
by Expression (14)).
Moreover, if we assume that K ⊆ Lm (A), then supervisors
are also non-blocking.
6.2 Control with Imperfect Information
As is often the case in supervisory control theory (and also
in game theory), we will assume in this section and in the
rest of the article that Ec ⊆ Eo holds, i.e. all the controllable
events are observable.
In a setting with imperfect information, the definition of
a maximally safe supervisor in Expression (15) below is a
generalization of the definition of the safe supervisor of Ex-
pression (14), in the sense that after the occurrence of σ,
the system should not only remain in a safe state after the
occurrence of any finite sequence of uncontrollable events,
but also the supervisor should know this.
Theorem 23 (Synthesis of maximally safe P -supervisor).
Assume that Ec ⊆ Eo and that I, s0 |= K[uc]safe. Let f :
L (A) → P (E) be the function defined as follows: for all
w ∈ L (A),
f (w) = Euc ∪ {σ ∈ Ec : I, w |= K[σ][uc]safe} (15)
Then, f is a P -supervisor maximally safe for K. Moreover,
if K ⊆ Lm (A), then f is a non-blocking maximally safe
P -supervisor. Finally, f satisfies the following condition:
L (A, f) = {w ∈ L (A) : I, w |= K[uc]safe for all w ≤ w}
Intuitively, the definition of L (A, f) means that the set
of runs induced by the maximally safe supervisor f of Ex-
pression (15) is characterized by the fact that, at any time,
the supervisor knows that it is in a safe state and that the
occurrence of any sequence of uncontrollable event will still
lead to a safe state.
Theorem 24 (Existence of safe P -supervisor). Assume that
Ec ⊆ Eo. Then the following statements are equivalent:
1. I, s0 |= K[uc]safe;
2. there exists a P -supervisor f safe for K;
3. there exists a P -supervisor f maximally safe for K
(given by Expression (15)).
Moreover, if we assume that K ⊆ Lm (A), then P -supervisors
are also non-blocking.
6.3 Decentralized Control
In this section, we consider the control problem with im-
perfect information when there are multiple supervisors. We
first elicit a necessary condition for the existence of a decen-
tralized supervisor.
Proposition 25. Assume that Ec ⊆ Eo. There exists a
decentralized supervisor (either conjunctive or disjunctive)
safe for K only if I, s0 |= DA[uc]safe.
The following proposition defines a family of Pi-supervisors
whose associated decentralized supervisor (either conjunc-
tive or disjunctive) is safe for the goal behavior. It also
provides sufficient conditions under which this family of Pi-
supervisors is maximally safe for the goal behavior.
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Proposition 26. Assume that Ec ⊆ Eo and that I, s0 |=
DA[uc]safe. For all i ∈ A, let fi be the Pi-supervisor defined
as follows: for all w ∈ L (A),
fi (w) = Euc ∪ {σ ∈ Ec,i : I, w |= Ki[σ][uc]safe} . (16)
Then, the (conjunctive or disjunctive) decentralized supervi-
sor associated to {fi : i ∈ A} is a P -supervisor safe for K.
The P -supervisor f is maximally safe for K if, and only
if, for all v ∈ K↑CN , all σ ∈ Ec such that vσ ∈ L (A),








The results above can be given an intuitive interpreta-
tion. For the conjunctive case, they state that the con-
junctive supervisor defined by Expression (16) is, in fact,
a maximally safe P -supervisor if, and only if, each time the
supervisors can pool their knowledge to conclude that the
occurrence of an event is safe (DA[σ][uc]safe), then in fact




Ki[σ][uc]safe). Likewise for the disjunctive case.
7. CONCLUSION
7.1 Related Work
In supervisory control theory, the work of Ricker & Rudie
[14] is the closest to our work. They reformulate the decen-
tralized control problem and other (new) notions of super-
visory control theory in epistemic logic, but without action
nor temporal modalities. The lack of expressiveness of their
logic renders impossible the expression of properties such as
coobservability in terms of model checking problems.
Our approach for synthesizing supervisors by reformulat-
ing them in terms of model checking problems resembles
what is called in supervisory control theory “online super-
vision” [7]. The idea of this approach is first to compute a
supervisor f for the system under full observation and then
to derive from this first supervisor a second supervisor f ′
defined as follows: f ′(w) :=
⋂
w′∈P−1(P (w))
f (w′). This defi-
nition is in a certain sense equivalent to the definition of f
in Expression (6).
Dima & al. [5] introduced a variant of ATL with dis-
tributed knowledge operators based on a perfect recall but
synchronous semantics. The multi-agent situations that they
deal with are in fact very similar to the situations considered
in supervisory control theory. We also mention Huang [10]
who follows a similar methodology by reformulating the no-
tions of diagnosability studied in DES [4] as model checking
problems in a probabilistic temporal logic.
Finally, as the reader might have noticed, issues and con-
cepts of supervisory control theory are very similar to those
of game theory. See Arnold & al. [1] for more details.
7.2 Concluding Remarks
From a conceptual point of view, our results highlight the
underlying intuitions of supervisory control theory, as the
numerous discussions and comments about our theorems
and propositions show this (especially those of Section 5.3).
From an applied perspective, an interesting line of re-
search would be to investigate whether our reformulation
of supervisory control problems makes the implementation
of the solutions of these problems more efficient. Our the-
orems make it possible to lazily compute the supervisors
online. Given a (P )-supervisor f as defined by Expression
(2),(3),(6),(10),(12),(14),(15) or (16), an event σ ∈ E and a
word w ∈ L (A), the computational complexity of deciding
whether σ ∈ f(w) is in EXPTIME, according to Theorem
8. But in fact, there exist dedicated algorithms that run
in time O(m2 · n) for any of these (P )-supervisors (where
m = |A| × |O| × |E| and n = |P (w)|). Hence, these results
and the symbolic methods developed for epistemic tempo-
ral logics sustain the possibility of applying model checkers
(such as MCMAS or MCK) to supervisory control problems.
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