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Abstract

Inferential Statistics and Information Theoretical Measures: An Approach to Interference
Detection in Radio Astronomy
Morgan Dameron

In a time when technology is rapidly growing, radio observatories are now able to expand
their computational power to achieve higher receiver sensitivity power and a more flexible realtime computing approach to probe the universe for its composition and study new astronomical
phenomena. This allows searches to go deeper into the universe, and results in the recording of
massive quantities of observed data. At the same time, this increases the amount of radio frequency
interference (RFI) found in the obtained observatory data. The high power of RFI easily masks
the low power of extraterrestrial signals, making them hard to detect and potentially blinds radio
telescopes from parts of the universe. Between the influx of RFI and the massive amounts of data
recorded per second, a need for robust, efficient, high-performance, real-time RFI characterization
and flagging algorithms has become abundantly clear.
While there are current RFI characterization and flagging algorithms already implemented
specifically for Radio Astronomy, many are not openly published and are fine tuned to the specific
application a radio telescope is being used for, i.e hydrogen mapping, “fast radio burst” (FRB)
detection, or transient and pulsar searches. Often the current RFI detection algorithms are implemented after post-processing has been completed. This means that data can be lost which could
increase RFI signal strength while further decreasing the signal strength of celestial signals, making them harder to detect.
We work with the “rawest” form of observatory data engineers have access to, complex-valued
channelized voltages and their respective high resolution power spectral densities. As a baseline or
“ground truth” we use Median Absolute Deviation (MAD) to detect RFI in complex-valued channelized voltages and Spectral Kurtosis (SK) to detect RFI in power spectral density data. In a new
perspective, we use inferential statistics and information theoretical measures to formulate new
real-time RFI detection algorithms for both multi-domain (time-frequency) data formats. Using inferential statistics, we apply the Shapiro-Wilk Test for Normality on complex-valued channelized
voltages. We then apply information theoretical measures by extracting the Differential Spectral
Entropy and Spectral Relative Entropy of both complex-channelized voltages and power spectral
density data. The baseline RFI excision algorithms are compared against our novel algorithms to
determine how effective and robust the new interference detection algorithms are.
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Chapter 1
Introduction
The exponential growth of technology advancements have increased the computational power
in which data can be processed. In addition, general purpose open sourced software has become
readily available. This has enabled radio telescopes to rapidly move to a very flexible real-time
computing approach. The deployment of sophisticated online signal processing algorithms are
now used to process wide signal bandwidths due to the availability of high speed samplers, powerful graphical processing units (GPUs), and massive-throughput network switches. A few years
ago, the thought of being able to process such large amounts of data was barely conceivable. As
an example, the fully operational Canadian Hydrogen Intensity Mapping Experiment (CHIME)
telescope generates 13 Tb of data per second. Although the exponential increase in computational
power has enabled observatories to collect large amounts of data, it will eventually become a hindrance for future radio telescopes since it is impractical to store such large amounts of data for
any amount of time. For data processing operations to remain practical, they must be performed
near-real time and be able to separate weak astronomical signals from terrestrial radio-frequency
interference (RFI). A prime case for this is found amongst the need to generate far higher levels of
interactive automation in post-processing operations for RFI detection and mitigation [4].

1.1

Radio-Frequency Interference

Radio-frequency interference (RFI) is defined as any earth-based transmitted signal that interferes in frequency bands [5]. In radio astronomy, these frequency bands exist in the lower frequen-
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cies of the radio spectrum, amongst the frequency bands between 13.36-13.41 MHz to above 1000
GHz [6]. Natural and man-made devices generate sources of RFI. Natural events like lightening
strikes, or the northern and southern lights are known to cause RFI. Man-made RFI events are
not necessarily created maliciously. Most of them are caused by using commodities as simple as a
wireless telephone, an automotive radar installed on a car, or a satellite flying over the telescope.
The interference may also be caused by failing electronics or by an open microwave located somewhere in a zone surrounding the telescope and leaking a radio signal. The amount of man-made
RFI will continue to increase as technology advancements increase [5], [7].
In general, there are two categories of RFI, broadband and narrowband, shown in Figure 1.1
and Table 1.1. In each category there are additional types of RFI, such as, spotty and solid RFI.
Broadband and narrowband RFI are opposite of each other. Broadband RFI exists over a short time
burst and a wide range of allocated radio frequency spectrum. Whereas, narrowband RFI exists
over a long time span and only a few bands in the radio frequency spectrum [2, 8].
Broadband RFI
Impulsive and Unintentional
High energy event that happens very
quickly
Lightning => Automobile Ignitions

Narrowband RFI
Unwanted discrete frequencies in a
small portion of receiver’s bandpass
Consistent over a large time span
Communication Transmission

Table 1.1: This table contains a summary of the two main categories of RFI.

Currently, the methods of RFI detection are limited to the type of interference causing RFI,
the position in which the excision algorithm is applied during the processing pipeline, and a radio
telescope’s hardware set-up [2]. Due to the processing needed to store the terabytes of data that are
received per second, a large amount of data is lost. As the data is compressed, RFI becomes more
capable of easily suppressing astronomical signals of interest. This makes it harder to isolate any
extraterrestrial signals from noise [8].
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Figure 1.1: An example of narrowband (encircled with the pink oval) and broadband (encircled
with the red oval) RFI. This image is a spectrogram of data taken from the CHIME telescope at
Dominion Radio Astrophysical Observatory in Canada. Frequency channels are on the x-axis and
time bins are on the y-axis.
‘

1.2

The Arrival of Astronomical Signals

Celestial objects and events emit electromagnetic radiation that we classify as astronomical
signals when they are received on earth. There are currently several different types of astronomical signals. For some, the origin is known and for others the signal’s origin remains a mystery.
Examples of these classifications are pulsars, Rotating Radio Transients (RRATs), and Fast Radio
Bursts (FRBs)
Pulsars originate from rotating neutron stars that continuously emit electromagnetic waves,
but due to their periodic rotation, they look to us as blinking beacons delivering periodic pulses of
radiation over small intervals of time, typically between milliseconds and seconds [9]. RRATs are a
special category of pulsars, believed to be “aging” pulsars. In this case, neutron stars emit radiation
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sporadically. Their burst rates vary drastically and can range from less than one per minute to less
than one per hour [10]. Compared to pulsars, the pulse of a FRB is highly dispersed, that is, the
delay between the arrival time of the high frequency component of the pulse and the arrival time
of the low frequency component of the pulse is much longer compared to pulsars and RRATs.
The origin of FRBs is still a mystery to us. In majority cases, they are single flashes of radio
emission from random directions in the sky. The sources of their origin are located far outside
of our galaxy. It is currently unknown where FRBs originate. Most possible sources are from
extra-galactic origins that include collapsing neutron stars, evaporating black holes, or magnetar
hyperflares [1]. An example of what a received pulse looks like in filter bank data (power spectral
density of astronomical data displayed as a function of time and frequency) is shown in Figure 1.2.

Figure 1.2: An example of the dispersed Lorimer burst in a frequency vs time plot. The white
line sweeping left to right is the FRB. The pixelated black and white background is noise being
received at the same time as the pulse. Note the pulse is dispersed. This means the pulse first
arrives in higher frequencies and as time progresses the pulse will arrive in lower frequencies [1].
Electromagnetic radiation from celestial sources arrives on earth as extremely weak broadband
signals. As an extraterrestrial signal propagates through space, it passes through environments,
called interstellar mediums (ISM), that are full of free electrons. This causes the signal to become
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distorted and dispersed. Once dispersed, the lower frequency components of the signal get delayed
from the higher frequency components. The time delay, in seconds, is calculated using equation
1.1. Here, the dispersion measure, DM, is the integrated column of free electrons over the line of
sight. The DM is measured in pc/cm3 . The low and high frequencies of the receiver bandwidth,
flow and fhigh , are measured in megahertz (MHz). This unique dispersion property separates celestial signals from other signals. By the time the signal is received on earth, its signal strength has
been decreased drastically [11].
△ t = 4.149 × 103 × DM ×

1
2
flow

−

1

!

2
fhigh

(1.1)

When astronomical signals are received at a radio telescope, they are received coincidentally
alongside noisy signals produced from the instrumentation and thermal background of the receiver.
In addition, any RFI that was transmitted across the same radio spectrum is also received. This
signal model is shown in equation 1.2.
x(t) = xsource (t) + xsystem (t) + xRFI (t)

(1.2)

The amplitudes of the noise and RFI are much higher than the amplitude of the received faint
astronomical signal. Celestial signals arrive as very weak signals with power densities ranging
from −150dBW m−2 to −220dBW m−2 [2].

1.3

Importance of RFI Detection and Mitigation

In radio astronomy, many transient surveys accept a sensitivity level higher than the instruments. Radio telescopes have to have a sensitivity factor of 50 - 60 dB more than other receivers [2].
This creates a problem of unacceptably high false-alarm rates that are being worsened as technological advancements are made. New and improved RFI detection and characterization approaches
will allow us to improve the sensitivity level of all radio telescopes.

1.4

Problem Statement

The goal of this research is to develop novel, high-level, and efficient, real-time RFI detection
and flagging algorithms using inferential statistics and information theoretical measures in appli-
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cation to raw channelized voltages, the rawest possible data representation available to engineers
and scientists for any data processing. These measures characterize the RFI signals present in
transient data output of the GBT instrumentation. On raw complex-valued channelized data, we
explore the applications of symmetric and non-symmetric Kullback-Leibler (KL) distance, Difference Entropy, an entropy ratio of Relative Entropy to Entropy (RE/E), Shapiro-Wilk Test for
Normality, and Median Absolute Deviation (MAD). On high resolution power spectral densities
(PSD), we test the applications of Spectral Kurtosis (SK), symmetric and non-symmetric KullbackLeibler (KL) distance, RE/E, and goodness-of-fit tests for chi-square families. We will generate
the resultant masks for each test. We will also smooth the KL distance metric by applying a moving average filter to see the effect it has on the algorithm. Different values of the threshold will
be involved in testing to aid in determining the most effective value of the threshold. As a baseline for comparison with our algorithms we will use two well known state-of-the art RFI detection
algorithms, SK and MAD.

1.5

Contributions

Contributions from our work in RFI detection and mitigation are as follows:
• We propose using KL distance and the Shapiro-Wilk Test for Gaussian Data as new methods
of RFI detection in raw complex-valued channelized voltage data.
• We propose using KL distance and a goodness-of-fit test for chi-square families as new
methods of RFI detection in high resolution PSD data.
• We analyze the behaviors of various threshold methods on each algorithm.

1.6

Outline of Thesis Chapters

The remainder of this thesis is organized in the following chapters.
• Chapter 2 discusses the current state-of-the art techniques for RFI detection and mitigation.
In addition, it explains the basic foundations of inferential statistics and information theory
techniques that were researched and developed for efficient, real-time RFI detection.
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• Chapter 3 describes the acquisition of the astronomical data used for RFI detection and
mitigation algorithm development. It also presents characteristics of the test data.
• Chapter 4 compares the observational and qualitative results of the various algorithms explored. It presents the results of different threshold values for RFI mask generation.
• Chapter 5 compares the threshold masks for each RFI detection algorithm. It also shows
how the algorithms perform on pulsar data and analyzes the SNR of each method tested.
• Chapter 6 Concludes this thesis with summarizing the conclusions drawn from each algorithm and threshold tested on pure RFI test data. It summarizes the methods tested on pulsar
data. It also provides a brief description of future research.

8

Chapter 2
RFI Detection and Mitigation Techniques
There are many different RFI detection and mitigation methods currently implemented for
radio telescopes. The detection or mitigation technique that is used varies greatly depending on
the type of interference, hardware implementation, and the processing pipeline step which the
excision method is applied [2]. However, most of the excision methods are not published and
are specific to the application the radio telescope is being used to for, i.e. pulsar searches, FRBs
searches, galaxy mapping, etc.

2.1

Processing Pipline

A radio telescope’s receiver outputs data in time series, complex-valued voltages. These voltages are then converted to complex-valued channelized voltages where they are broken down into
K frequency channels and N time samples (also called time bins). This is done by performing a
short time Fourier transform (FT) over the time-series data. Here, each frequency channel represents a small portion of the receivers band-pass. Next, the pixel-wise power of the complex-valued
channelized voltages is computed to create high-resolution power spectral density data known in
radio astronomy as filter bank data. In computer science it is known as a spectrogram [12]. It
is amongst the complex-valued channelized voltages and spectrograms, that post-processing algorithms are applied to sort the data and find astronomical signals of importance. From an engineering stand-point, the “rawest” form of astronomical data that can be used for signal processing is
complex-valued channelized voltages. Figure 2.1 gives a visual interpretation of the data pipeline
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over the first stages of processing.
Complex-Valued
Voltages sampled
at Nyquist rate
Short Time FT
Complex-Valued
Channelized
Voltages

Median Absolute Deviation
Shapiro-Wilk Test for Normality
Spectral Entropy Tests

Pixel-wise Power
High Resolution
Filter Bank Data
or Spectrogram

Spectral Kurtosis
Shapiro-Wilk Exponential Test
Spectral Entropy Tests

Figure 2.1: This is a block diagram depicting the pipeline of data processing completed during the
first stages of processing after data has been received at a radio telescope. The type of data is in
the blue boxes and the processes performed on the data are in the orange boxes. The green boxes
show algorithms that are applied on the corresponding data format.

2.2

Current State of the Art RFI Mitigation Techniques

RFI can be mitigated in a variety of locations in the observatory pipeline. This includes regulatory methods which are applied before a signal is received at a radio telescope and technical
processing methods which are applied at various locations throughout the receiver’s pipeline [2].
A breakdown of each of these categories is shown in the block diagram in Figure 2.2.
This thesis focuses on post-processing RFI mitigation techniques that are to be implemented for
data processing in real time via Field-programmable Gate Arrays (FPGAs) and GPUs. There are
four methods that are currently well-known in the radio astronomy community. These are Spectral
Kurtosis SK, Median Absolute Difference MAD, AOflagger, and the Presto Package. Because
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Figure 2.2: A breakdown of various places RFI mitigation can be performed as described by [2].
there is no ground truth in radio astronomy data, SK and MAD detection methods will be used as
a baseline for quantitative and qualitative analysis of test results.

2.2.1

Attenuation of Terrestrial RFI

Before technical mitigation methods are applied, observatories take regulatory methods to
negate the effects of RFI. These efforts start with the locations radio observatories are built. They
are strategically placed in sparse population density areas so that the narrowband RFI produced by
man-made devices can be minimized. In the United States, a National Radio Quiet Zone (NRQZ)
exists for this purpose. First established on November 19, 1958 by the Federal Communications
Commission and the Inter-department Radio Advisory Committee on March 26, 1958, the NRQZ
was formed to minimize possible harmful interference with the National Radio Astronomy Observatory (NRAO) and the United States Navy. The NRQZ covers roughly 13,000 square miles of
land across West Virginia and Virginia, encompassing Green Bank Observatory in Green Bank,
West Virginia [3]. A map of the NRQZ is shown in Figure 2.3. For additional attenuation, elec-
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tromagnetic shields, such as Faraday’s cages, are placed on-site around equipment and enclosures
that emit electromagnetic leakage [2]. However, the control over terrestrial RFI diminishes as

Figure 2.3: A map of the National Radio Quiet Zone that spans across portions of the states WV
and VA. This map was taken from [3].
more equipment gets brought to observatories. This increases the importance of RFI mitigation
from other positions in the radio telescope pipeline. Analog RFI excision is performed at the receiving end of a telescope as well as in its basebands. It is at this point that signal processing and
learning excision methods can be applied. [2].
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Edge-Thresholding

In 2019, Edge-Thresholding was introduced by Boyle and Sclocco as a method to flag RFI
against FRBs [13]. It uses two unique characterization differences in order to flag regions of nonsmooth, narrow, high intensity data. First, it takes into account that FRBs are wider than RFI.
Second, FRBs are pseudo-normally distributed. Edge-Thresholding processes data in iteration
across increasing window sizes. RFI becomes flagged when the difference between the window
boundary and sample point are above a threshold, T . The Edge-Thresholding algorithm generally
uses a threshold based on standard deviation or median absolute deviation. Equation 2.1 shows the
Edge-Thresholding decision rule,

f (xi ) = min(|xi − x0 |, |xi − xw |) > T,

(2.1)

where the window of data w = (x0 , ..., xw ) and a point xi ∈ (x1 , xw−1 ) are flagged as RFI if they are
greater than the set threshold [13].

2.2.3

Spectral Kurtosis

Spectral Kurtosis (SK) is a well known method for the analysis of nonstationary non-Gaussian
signals. The method was first proposed in 1983 by Dwyer [14] and was applied to improve the
detection of distorted underwater acoustic signals. It was then adopted by Nita, et. al [15] in
application to radio astronomy and since then was accepted in many radio astronomy facilities
throughout the United States. In terms of the principle of its operation, it is based on the estimation
of the forth central moment known in probability theory as kurtosis in application to the data in
the form of power spectral density (PSD). Nita et al. [15] have proved SK to be a robust estimator
to distinguish Gaussian noise from non-Gaussian RFI using power spectral density data. The nonaveraged power spectral estimate, P̂k , over M frequency channels, k, is calculated. The spectral
estimate is then used in equation 2.2,
ˆ = M+1
SK
M−1

!
MS2,k
−1 ,
2
S1,k

(2.2)
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where, S1,k and S2,k are:
M

S1,k = ∑ P̂k (m)

(2.3)

i=1

M

2

S2,k = ∑ P̂k (m)

(2.4)

i=1

Any data flagged outside of a threshold of ±3σ on the SK estimator is considered RFI. Nita
et. al [15] has continued to improve upon this algorithm by generalizing it so the spectral averages
may be taken before the SK estimator is calculated and using it in the 2-bit digitized time domain
[16–20].

2.2.4

MAD Algorithm

The Median Absolute Difference (MAD) statistic for RFI detection in radio astronomy was
proposed by Buch et. al in [21]. In 2019, it was implemented on the Green Bank Telescope [8]. It
uses the first order statistic of median to develop a decision rule to flag RFI [2, 22]. Let the median
of data set X be represented by MX
MX = median(X).

(2.5)

Let υ denote the median of the absolute deviation of the data set X from MX ,
υ = median(|X − MX |).

(2.6)

Given the two estimated statistics MX and υ, the MAD decision rule is formed by comparing the
absolute deviation of any given point withing the set X from the median MX with the threshold 3σr
|xi − MX | ≶ 3σr ,

(2.7)

where xi is the ith sample point of the data set and σr is the robust standard deviation found as
σr = 1.4826 × υ.
Any sample that lies outside of the deviation range is considered RFI.

(2.8)
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AOflagger Package and PRESTO Package

The AOflagger is an automatic flagging system implemented by [23] at the Low Frequency
Array (LOFAR) in 2010. It implements a RFI thresholding method called SumThreshold, in which
it combines output samples by summing M samples together. The resulting summation, χM , is a
variable that depends on the number of samples. This method of threshold flagging allows flagging
when samples are below the sequence threshold. The threshold χM is in ascending order so that
as the window size increases, the threshold value will decrease. The method of SumThresholding
works well for broadband and peak RFI [23] . Following SumThresholding, the AOflagger uses a
scale-invariant rank operator to check if the number of flagged points in neighbourhood samples
is greater than a threshold, ρ. At this point, if the number of flagged neighbourhood samples is
greater than ρ, the AOflagger considers the original sample as RFI [24].
The PRESTO Package is a software package developed by Scott Ransom in 2001 [25]. It is
used as a large suite of pulsar search and analysis. One of the package’s components is an RFI
finder. The RFI finder is currently used by a large community of astronomers for the detection and
characterization of new pulsars. Unlike other algorithms, the PRESTO package does not require
any high resolution data.

2.3

Inferential Statistics Goodness of Fit Tests

Similar to the Edge-Thresholding method mentioned previously, inferential statistic tests use
the distinct feature of signal normality in RFI-free astronomical data. The idea of discriminating
between Gaussian and non-Gaussian distributions has been repeatedly explored in statistics. Two
of the most well-known tests for normality are the Kolmogorov-Smirov, devised by Chakravart,
Laha, and Roy in 1967 [26], and Shapiro-Wilk goodness of fit tests for normality, proposed in
1965 by Shapiro and Wilk [27, 28]. Due to the mathematical simplicity and the ability to be easily
implemented in parallel for optimum hardware usage, the Shapiro-Wilk test was chosen to be
explored for differentiating RFI contaminated frequency channels from clean, RFI-free frequency
channels in radio astronomy data.
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Shapiro-Wilk Test for Normality

By taking an ordered random sample from a normal distribution with zero mean and variance
one and comparing it to ordered random observation samples, Shapiro and Wilk used the generalized least squares theorem to find the best linear unbiased estimates of the mean and variance of
the query set. The result was the W test statistic for normality:
(∑ni=1 ai x(i) )2
W= n
,
∑i=1 (xi − x̄)2

(2.9)

where xi is the sorted ith order statistic, x̄ is the sample mean, and the coefficients ai form a vector
of sorted mean samples (shown in equation 2.10) from a normal distribution, m, and the covariance
matrix of the sorted samples, V.
(a1 , ..., an ) =

mT V−1
(mT V−1 V−1 m)1/2

(2.10)

In this test, the decision statistic threshold is a preset conditional probability of error called the αlevel. If the decision statistic p-value is either less than or equal to the α-level, the null hypothesis
is rejected. This means the query set is not a Gaussian distribution.
H0 : α ≥ p

(2.11)

H1 : α < p
Visually, the idea behind the Shapiro-Wilk Test for Normality is elegant and simple. Samples
from both the controlled, normalized sample set and the random observation query set get sorted in
ascending order. Then, each index value from the query set is plotted in a pair with the corresponding index value from the control set. The null hypothesis, that the query data set has a Gaussian
distribution, is accepted when a straight line is fitted in the data plot. Otherwise, the hypothesis is
rejected and the query data set does not have a Gaussian distribution [27, 28].

2.3.2

Shapiro-Wilk Test for Exponential Families

High-resolution power spectral density data is formed by taking the pixel-wise square of the
channelized voltages. This transformation means RFI-free data is no longer Gaussian distributed.
It is exponentially distributed. This is because the square of a Gaussian is a chi-squared distribution
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with one degree of freedom. Since the Shapiro-Wilk’s Test for Normality only holds when testing
for Gaussian distributions, it is no longer an appropriate test to detect clean frequency channels. A
goodness of fit test for an exponential or a more general chi-squared family test must be used in
place of a goodness of fit test for normality.
In their 1965 paper, Shapiro and Wilk indicated that the same general approach used to derive
the Shapiro-Wilk Test for Normality can be applied to other distribution assumptions like exponential distributions [28]. In May 1972, they published a paper expanding the ideology of the W
test statistic towards exponential distributions [29]. This same year, Dahiya and Gurland also published an array of goodness of fit tests for gamma and exponential distributions [30]. Ultimately,
the distribution family and the choice of goodness of fit test for this case will be chosen based on
the type of signal processing applied to the data and the generation of the filter bank data.

2.4

Information Theoretical Performance Tests

The information theoretical performance metric we focus on is entropy, a measure of uncertainty or randomness. Entropy was first coined by Rudolf Clausius in the 1860s. It was used to test
if the second law of thermodynamics holds during certain processes. It was named after the Greek
word meaning transformation, τρoπη ′ [31]. In 1948, Claude Shannon applied entropy to communication theory in “A Mathematical Theory of Communication.” In information theory, Shannon
Entropy is used to quantify the uncertainty in a random variable. Shannon showed it to be the limit
of lossless compression [32]. Mathematically, Shannon Entropy is the negated average logarithm
of random variable’s X probability mass function p(x) existing over a set of N histogram bins:
N

H(X) = − ∑ p(x) log p(x)

(2.12)

i=1

Later, in 1951, Kullback and Leibler developed Kullback-Leibler Divergence, which we call
Relative Entropy. The KL distance was developed as a method to measure the statistical distance
between two probability mass functions, p(x) and q(x). It quantifies a penalty for using the wrong
probability distribution during lossless data encoding [33]. By definition, Relative Entropy is not
the “true” distance between two probability mass functions (pmf). Thus, Relative Entropy is not
symmetrical.
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In this work, we look at both types of asymmetrical cases and formulate a symmetrical case of
Relative Entropy for testing. By default, Relative Entropy’s mathematical formula is the average
logarithm of probability between two sets (equation 2.13). We denote this as “Relative Entropy
Asymmetrical 1”
D(p, q) = ∑ p(x) log
x

p(x)
q(x)

(2.13)

We call the second asymmetrical equation for Relative Entropy “Relative Entropy Asymmetrical
2”
D(q, p) = ∑ q(x) log
x

q(x)
p(x)

(2.14)

Finally, we look at the symmetrical case of Relative Entropy formed by the summation of both
Asymmetrical Relative Entropy equations
Dsym (p, q) = D(p, q) + D(q, p) = ∑ p(x) log
x

2.4.1

p(x)
q(x)
+ ∑ q(x) log
q(x)
p(x)
x

(2.15)

Difference Spectral Entropy

Spectral Entropy relies on the intensities of each spectral channel and their ratios. The Spectral
Entropy per channel (2.12) is calculated by estimating the pmf of each digitized voltage level and
following equation 2.12, p(x). This is done by taking a histogram that contains the same number
of bins as the number of voltage levels in the data. So, the pmf of an 8-bit digitized channelizedvoltage data would have 28 = 256 levels and therefore 28 = 256 histogram bins. Difference Spectral Entropy relies on the same assumptions for detecting RFI as the Shapiro-Wilks test does. RFI
contaminated channels are assumed to have non-Gaussian distributions and RFI-free channels are
assumed to have Gaussian distributions. The Spectral Entropy of each channel must then be compared against the Spectral Entropy of a Gaussian distribution’s pmf. For Gaussian distributions,
the Spectral Entropy is dependent upon the estimated sample variance σ 2 of the digitized voltage
query channel:
H(X) =

1 1
+ log (2πσ 2 )
2 2

(2.16)

The Difference Entropy is found by subtracting the estimated Gaussian Spectral Entropy of
a channel (2.16) from the Spectral Entropy of the query channel (2.12). A Difference Entropy
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value close to zero indicates that the query channel has a normal distribution and thus is mostlikely an RFI-free channel. Whereas, a Difference Spectral Entropy value far away from zero
would indicate a frequency channel has RFI contamination. An illustration of the difference can
be shown by normalizing the Difference Entropy by division of the Gaussian entropy value. Then,
plotting the absolute value of the normalized Difference Entropy.

2.4.2

Spectral Relative Entropy

Spectral Relative Entropy is another test for gaussianity when the reference pmf follows a
normal distribution with variance one and zero mean. Relative Entropy relies on the shape of the
pmfs as well as differences between means, variances, and other high order statistics. To compute
Spectral Relative Entropy, each channel’s pmf is estimated. This is completed in the same manner
that Difference Spectral Entropy estimates pmfs. The pseudo-distance between the entropy of a
frequency channel and the entropy of a clean, RFI free simulated channel is found. Each of the
three cases of Relative Entropy are found through equations 2.13, 2.14, 2.15. For these cases,
p(x) is the channels estimated pmf and q(x) is the estimated pmf of a Gaussian random variable
scaled by the mean and variance of the channel of interest. A visual inspection can then be seen by
plotting each Relative Entropy case for the entire bandwidth. The same implementation model can
be followed to test for exponentially distributed random variables, in the case of power spectral
density data. The difference will be that the reference channel becomes exponential instead of
Gaussian distributed.
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Chapter 3
Data
In this section, we describe characteristics of the data that RFI detection tests were performed
on. All of the data is displayed with the higher frequency channel as the lowest frequency in the
bandwidth and the lowest frequency channel as the highest frequency in the bandwidth. For example, data set 3, has a bandwidth of 800 MHz. Frequency channel 4096 corresponds to 1100
MHz whereas, frequency channel 1 corresponds to 1900 MHz. As mentioned previously, we have
two formats of data, complex-valued channelized voltages and power spectral density data. Each
format contains 2 polarizations of the data, polarization 0 and polarization 1. Naturally, astronomical signals and noise in complex-valued channelized voltage data are assumed to have a Gaussian
distribution and RFI is assumed to deviate from a Gaussian distribution. To calculate PSD, the
complex-valued channelized voltages are squared. Let X ∼ N (µx , σx2 ) and Y ∼ N (µY , σY2 ) represent the real and imaginary complex-valued channelized voltages, respectively. The mean and
variance of the real channelized voltages is represented by µx and σx2 and the mean and variance
of the imaginary channelized voltages are represented by µy and σy2 . The PSD is then,
PSD = X 2 +Y 2

(3.1)

where PSD is now a chi-square distribution with two degrees of freedom, which is an exponential
distribution. The definition of a chi-square distribution of random variable W with k degrees of
freedom is


 k
x
x 2 −1 e− 2
 ,
χw2 =
2 2k Γ 2k

(3.2)
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where Γ is the gamma function. A property of χ 2 distributions is the sum of squares of independent
standard normal random variables is a chi-square random variable with k degrees of freedom. The
number of independent standard normal random variables is equal to k. In the case of X 2 +Y 2 , the
degree of freedom would be k = 2.

3.1

Acquisition and Format: Pure RFI Data

This portion of our data contains only RFI and noise. There are no celestial signals found
in this data. Primary testing was completed using this data. These data come from Green Bank
Telescope (GBT) instrumentation and the Outrigger Dishes positioned on the grounds of the Green
Bank Observatory. A description of the test data sets containing only RFI and noise is found below
in Table 3.1.
Data Set 1:

Data Set 1:

Data Set 1:

Data Set 2:

Data Set 2:

Channelized

PSD1

PSD2

Channelized

PSD

GBT

GBT

GBT

Outrigger

Outrigger

Dishes

Dishes

5.12

5.12

5.12

2.56

2.56

0.33292288

0.33292288

0.33292288

0.49999872

0.49999872

65,024

65,024

65,024

195,312

195,312

4096

4096

4096

1024

1024

800

800

800

400

400

1500

1500

1500

800

800

Number of Bits

8

16

16

4

8

Data Type

Signed

Unsigned

Unsigned

Signed

Unsigned

Location
Sampling
Resolution (µs)
Length of Data (s)
Number of Time
Samples
Number of
Frequency
Channels
Bandwidth (MHz)
Center

Frequency

(MHz)

Table 3.1: This table describes the characteristics of the data sets containing pure RFI and noise.
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Data Set 1: Green Bank Telescope Instrumentation

This test data originates from Green Bank radio telescope instrumentation. It exists over a
bandwidth of 800 MHz centered in the L-Band at 1500 MHz, with 4096 frequency channels. Each
spectra contains 5.12 µs of data. This test data provides approximately 0.333s of data. There are
65,024 time samples. The complex-valued channelized voltages are signed 8-bit integers and the
high resolution PSD are 16 bit unsigned integers. There are two high resolution PSD, PSD1 and
PSD2. These PSDs have the sample characteristics but are taken from different moments in time.
Most RFI blinks on and off in at least 1ms intervals. This means that the time resolution for this
data set allows us to flag exactly on the transitions in RFI strength. These data contain known
RFI from Iridium Satellite communication over the frequency range 1620-1626 MHz (channels
1402-1433), FAA radar originating from the Bedford, NC station is seen at 1255 MHz and 1305
MHz (channels 3302 and 3046), and a collection of RFI from unknown sources exists around 1500
MHz (channel 2048). Periodic RFI from GPS-L3 Communications is found at 1381 MHz (channel
2657).
Figures 3.1 and 3.2 show what the test data in set 1 looks like in the time-frequency domain.
RFI visually becomes clearer in the PSD spectrograms. The intensity of the narrowband RFI
around frequency channel 1700 is sharper, the cloud of RFI starts to formulate bands. Additional
narrowband RFI becomes visible in frequency bands 1400, 1800, and 3200. The periodic RFI from
GPS-L3 Communications is visible in PSD2 around frequency channel 1300.

3.1.2

Data Set 2: Outrigger Data

This data set comes from a set of Outrigger Radio Telescopes. They are an array of 8 radio
telescopes. For experiments, we primarily focus on using the data from the first telescope in the
array. Since all the telescopes are pointed in the same direction in the sky, they all see the same
data. However, because the location of the receivers is not the same, signals arrive to each receiver
with a slightly different time delay and angle of arrival which enables array signal processing. Each
dish has a bandwidth of 400 MHz with a center frequency at 800 MHz. It contains 1024 frequency
channels across 195,312 time samples at a resolution of 2.57 µs per spectra. The data constitutes a
total time of approximately half a second of data. Its complex-valued channelized voltages, which
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Figure 3.1: This group of figures shows the real valued channelized voltage data across polarization 0 (top-left) and polarization 1 (top-right). It also shows the imaginary valued channelized
voltage data across polarization 0 (bottom-left) and polarization 1 (bottom-right). It contains 4096
frequency channels along the y-axis and 56,024 time samples along the x-axis. Note the strong
narrowband RFI around frequency channel 1700 and the scattered RFI throughout the lower frequency channels in each each channelized image.
contain both real and imaginary parts, are 4 bit offset signed integers while it’s power spectra is 8
bit unsigned integers. There are two polarizations for each format of data. Similar to the first data
set, this flagging resolution allows us to flag exactly on the transitions in RFI strength. The RFI
found in this data set comes from unknown sources. This data is shown in Figure 3.3.
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Figure 3.2: This group of figures is how the power spectra from data set 1 is displayed. The
frequency channels are on the y-axis and the time samples are along the x-axis. Note how the
intensity of the RFI found in the complex-valued channelized voltages are more prominent in the
power spectral densities. The spectrograms in the top row are from PSD1. The spectrograms in the
bottom row are from PSD2. Both of the left spectrograms show the power spectra for polarization
0 and both of the right spectrograms show the power spectra for polarization 1.

3.2

Acquisition and Format: Mixed RFI and Pulse Data

The second half of our data contains both RFI and pulsar data. These data are used to test
how effective our RFI detection algorithms are against the state of the art detection methods. The
third and fourth data sets are of a millisecond pulsar, J1713+0747, and of a crab pulsar. Table 3.2
describes each pulsar’s characteristics.
To see a pulse in either of these data sets, processing must be completed. J1713+0747 pulse is
seen after a few steps. First, the power spectra density must be calculated by summing the squares
of both the real and imaginary valued channelized voltages. Next, the data must be dedispersed.
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Figure 3.3: This figure demonstrates a test block of data from the Outrigger telescopes in data
set 2. It is of the complex-valued channelized voltages.The top-left image shows the channelized
voltages for the real spectra across polarization 0 and the top-right image shows the channelized
voltages for the real spectra across polarization 1. The bottom two images show the imaginary
channelized voltages for polarization 0 (middle-left) and polarization 1 (middle-right). Included in
this figure are the respective filter banks for the power spectral densities of polarization 0 (bottomleft) and polarization 1 (bottom-right).
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Data Set 3:

Data Set 3:

Data Set 4:

Data Set 4:

Channelized

PSD

Channelized

PSD

J1713+0747

J1713+0747

Crab Pulsar

Crab Pulsar

5.12

5.12

2.56

2.56

1.6646144

1.6646144

0.49999872

0.49999872

325,120

325,120

195,312

195,312

4096

4096

1024

1024

800

800

400

400

1500

1500

800

800

Number of Bits

8

16

4

8

Data Type

signed

unsigned

signed

unsigned

Pulse Name
Sampling
Resolution (µs)
Length of Data (s)
Number of Time
Samples
Number of
Frequency
Channels
Bandwidth (MHz)
Center

Frequency

(MHz)

Table 3.2: This table describes the characteristics of the two data sets containing astronomical
pulses, RFI, and noise.
Subsequently, integration of the dedispersed data over both time and frequency components is
completed. Finally, a FT is performed in order to find the frequency harmonics in the test data. A
depiction of the data set after these two steps is shown in Figure 3.4. Several pulses of the pulsar
are clearly seen in the left plot in the time interval between 0.1 and 0.15 s. The harmonics found
in the magnitude of FT plot give and idea about the fundamental frequency of the pulsar. Note that
several first harmonics are quite visible.
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Figure 3.4: Left- The dedispersed data after time and frequency integration is shown.
Right- The Fourier transform of the integrated data show the harmonics of the pulsar.
The crab pulsar can be seen by integrating over 512 time bins then displaying the integrated
spectrogram with 381 blocks, see Figure 3.5. The crab pulse is seen as a faint vertical line around
time chunk 200. Note there is a large amount of RFI that is significantly brighter than the pulse.
This is a good example of how much energy RFI has terrestrially compared to an extraterrestrial
pulse that has been dispersed, and smeared.

Figure 3.5: Integrating the crab pulse over every 512 time bins and displaying the summed samples
verse the frequency, the new spectrogram of the crab pulsar will show a faint vertical line shortly
before time chunk 200. This line is the integrated pulsar. RFI still dominates over the signal. RFI
is found in the bright horizontal lines.
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Data Set 3: J1713+0747

J1713+0747 is a well established millisecond pulsar orbiting a white dwarf star. It has a short
spin cycle of 4.5 ms and a small pulse width of 1 ms. Since it is well established it has a known
dispersion measure of 15.970 pc/cm−3 . It is centered around 1500.097656 MHz. The data was
sampled using nyquist sampling over the 800 MHz bandwidth across time before it is stacked
by each frequency channel. There are 4096 frequency channels, 325,120 time samples, and two
polarizations. After channelization the sampling interval is reduced to 5.12 µs. There is 1.6646144
s of test data. This means that the number of time samples representing a single pulse of the pulsar
is 196 (3.3). The number of time samples representing a complete period of the pulsar is 879 (3.4)
and the maximum number of pulses that can be found in the test data is approximately 370 (3.5).

Samples per Pulse Width:
Samples per Pulse Period:
Maximum Pulses Possible:

1 × 10−3
= 195.3125 samples
5.12 × 10−6
4.5 × 10−3
= 878.90625 samples
5.12 × 10−6
325, 000
= 369.8915555 pulses
878.90625

(3.3)
(3.4)
(3.5)

A sample of the pulsar data before dedispersion is seen in Figure 3.6. This figure contains both
the complex-valued channelized voltages and the PSD spectrograms. A dedispersed version of the
same spectrogram of J1713+0747 will be demonstrated in Chapter 5.

3.2.2

Data Set 4: Crab Pulsar

A crab pulsar is a young neutron star that emits a strong pulse. In this data set, the bandwidth is
allocated to 1024 frequency channels across 195,312 time bins. This data has only one polarization,
polarization 0. It has a center frequency of 800 MHz with a bandwidth of 400MHz and is sampled
at a rate of 2.56 µs. This means that each frequency channel is allocated for a span of 390 kHz
of data. This data was received over approximately half a second. The PSD and complex-valued
channelized voltage spectrograms can be seen in Figure 3.7
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Figure 3.6: A sampled section of J1713+0747 before any dedispersion processing has been done
is shown here. There are 4096 frequency channels and the first 65,024 time samples. The first
column has the spectrograms for polarization 0 and the second column has the spectrograms for
polarization 1. The top row is for real channelized voltages, the middle is for imaginary channelized voltages, and the bottom row is for the high resolution PSD data.
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Figure 3.7: Shown are data of the crab pulsar prior to integration processing. Each spectrogram has
1024 frequency channels and 195,312 time samples. From top to bottom, the real and imaginary
complex-valued channelized voltages and PSD are shown.
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Segmentation and Pre-Processing

For computational ease, each test set was broken down into non-overlapping, consecutive
blocks containing all of the frequency channels and 512 time samples. Thus, for test set 1, 127
blocks each of 4096 frequency channels and 512 time samples were formed. In test set 2, 328
blocks of 1024 frequency channels and 512 time samples were formed. For test set 3, 634 blocks
of 4096 frequency channels and 512 time samples were formed. Finally, in test set 4, 381 blocks
of 1024 frequency channels and 512 time samples were generated. Figure 3.8 shows an example
of what a block of data looks like. The MAD algorithm, Shapiro-Wilk Test for Normality, SK,
Spectral Relative Entropy, Differential Spectral Entropy, and RE/E were applied to each block of
data. Since there is no way to definitively know what and where RFI and astronomical signals are
in radio data, there is no definitive ground truth. To allow for algorithm analysis and to calculate
how effective the newly proposed algorithms are, we use the MAD algorithm and SK as a baseline
to quantify the performance of our detection algorithms.
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Figure 3.8: The top image is an example of a chunk of the test data coming from the imaginary
channelized voltages, polarization 0 in data set 1. There are 4096 frequency channels and only
512 time samples. This is from block number 57, containing the time samples between 28,673
and 29,185. The bottom image is an example of a chunk of the test data from the power spectral
density. It has 4096 frequency channels and 512 time samples. The data come from block 57.
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Chapter 4
Experimental Results
In this chapter, we show the results of the MAD algorithm, SK, Shapiro-Wilk Test for Normality, Differential Entropy, and Spectral Relative Entropy on data containing RFI, noise, and
astronomical pulses. We explore the effect of Spectral Relative Entropy against a range of thresholds. We also compare the state of the art RFI detection methods against the novel algorithms both
visually and qualitatively. For this section, we will focus only on Polarization 0 data for both the
complex-valued channelized voltages and the PSD data.

4.1

Complex-valued Channelized Voltages

Testing was completed for both real and imaginary parts of complex voltages. However, since
the characteristics of the data in each complex-valued channelized voltage test differs by only the
voltage strength, for the remainder of this thesis, when using tests for complex-valued channelized
voltages, we will demonstrate the algorithms on the real-valued channelized voltages.

4.1.1

Median Absolute Deviation

For each segment, each channel’s median is calculated. The median of the channel is MX
and the samples of the channel are distributed according to random variable X. Then, the median
absolute difference between the channel’s median and channel’s samples is found using (2.5) and
(2.6). Following this, a threshold is calculated by combining (2.7) and (2.8) to form the decision
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rule,
|xi − MX | > 3 × 1.4826 × v,

(4.1)

where xi is the single sample (pixel) of data taken from the query channel and v is the median
absolute deviation of the frequency channel. A mask can then be created. Any data samples that are
above the threshold are nulled to zero. These samples are considered to have RFI contamination.
The samples that are below the threshold are considered clean samples and are set as one, see
Figure 4.2. Once the mask is multiplied by the original data, the mitigated RFI data will have the
same voltages as the input but the samples deemed RFI are set to zero.

Figure 4.1: The output of GBT complex-value channelized voltages across polarization 0. The left
column is the original spectrogram and the right column is the MAD filtered data.
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Figure 4.2: These figures show the mask generated by the MAD algorithm. Speckled yellow
locations are the locations were RFI is determined to be present.

4.1.2

Shapiro-Wilk Test for Normality

The Shapiro-Wilk Test for Normality was applied to the channelized voltages across 512-time
samples in every channel in each segment. Tests were completed with two different α levels,
α = 0.05 and α = 0.01. If the Gaussian hypothesis is accepted, then the query channel’s 512time samples are replaced with ones. Otherwise, the query channel’s time samples are replaced
with zeros. This test was applied for the detection of narrowband RFI. The same concept can
be completed for broadband RFI. This demonstrates the potential of the Shapiro-Wilk Test for
Normality on weak RFI. In the next group of figures, the masks of the Shapiro-Wilk Gaussianity
test are shown. The locations where the p-value is greater than or equal to the α = 0.05 in test 1 or
α = 0.01 in test 2 are where the channelized voltages are considered to have RFI in the channel.
They are represented by the yellow locations in the masks. If the p-value is below the α-level, then
the channel is considered to be a RFI-free channel and is marked in the dark blue.
Data Set 1, GBT Channelized Voltages
The results of the Shapiro-Wilk Test for Normality on GBT test data is shown in 4.4. The
flagged frequency side bands are low intensity values found in the original data. They are most
likely artifacts caused by imperfect signal processing due to filter application prior to being saved
for the data set we are using. A similar phenomenon is seen in other tests completed in this
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chapter. For both Shapiro-Wilk tests, the narrowband RFI seen in the original GBT test data around
frequency channel 2000 are flagged as RFI. The dusting seen with the pixelation of the original
channelized voltage image between frequency channels 0 to 1500 are also picked up as RFI. As
expected with a higher threshold value, less data will be flagged as RFI than with a lower threshold.
With a threshold of 0.01, the test has fewer scattered RFI in the higher frequency channels than the
test has with a lower threshold of 0.05. The RFI around frequency channel 2000 is stronger in the
lower threshold test. Using the threshold of 0.01, the RFI in the lower frequency bins hold more of
a pattern because they are not surrounded by scattered RFI like in the threshold mask of α = 0.05.
Data Set 2, Outrigger Channelized Voltages
Compared to the original images, the Shapiro-Wilk Test for Normality clarifies that there is
cyclic, repeating RFI that is rotating across the frequency spectrum. This is shown in 4.3. This
same pattern is found again when other interference detection algorithms are applied to this test
set.

Figure 4.3: The left image is the mask found with Shapiro-Wilk Test for Normality using a threshold of 0.01. The right image is the original Outrigger test data.
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Figure 4.4: The top left figure shows the Shapiro-Wilk Test for Normality using an α-level equal
to 0.01 in GBT real-channelized voltages across polarization 0. Each of the 127 non-overlapping
blocks is a section of 512-time samples and 4096 frequency channels. The top right figure shows
the test using α = 0.05. The both bottom figures are the original channelized voltage data. Note
that the original data contains all 65,024 time samples. They are the same for easy comparison
between the actual data and Shapiro-Wilk Masks.
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Differential Spectral Entropy

Across each block of test data, Differential Entropy is calculated. This is done by first generating 10,000 Gaussian samples that are scaled by the channel’s standard deviation
xk = σk randn(10000, 1),

(4.2)

where x is a vector of length 10,000 with each entry drawn from a Gaussian distribution with zero
mean and estimated variance of the k-th channel σk2 . The value of σk2 is estimated using 512 time
data samples. A normalized histogram of the generated Gaussian samples and the actual histogram
of the time samples per frequency channel are plotted. Each histogram has the same number of bins
based on the bit-resolution of the complex-valued channelized voltages. An 8-bit signed complexvalued channelized voltage would have 28 = 256 bins ranging from -127 to 128. A 4-bit signed
complex-valued channelized voltage would have 24 = 16 bins ranging from -7 to 8. Figure 4.5
shows a sample of the pmfs for a single frequency channel in 8-bit unsigned complex-channelized
voltages.
The next step is to calculate the entropy, H, in each channel of the test data using (2.12). The
entropy of a Gaussian distributed random variable with the mean and variance estimated per channel is also calculated following (2.16). Finally, the Differential Entropy is calculated by taking the
absolute difference of Gaussian entropy from the experimental entropy of the frequency channel
and normalizing it by the value of the Gaussian entropy as show in (4.3).
∆H =

|H − Hth |
,
Hth

(4.3)

where ∆H is the Differential Entropy, H is the experimental entropy per channel, and Hth is the
theoretical entropy equal to the entropy of a Gaussian distributed random variable. Figure 4.6
shows the values of Differential Entropy displayed per channel per block when the Differential
Entropy is applied to the real part, polarization 0 of channelized voltages in data set 1. The tall
peaks indicate locations of possible RFI contamination. Once compared against a threshold, a
mask of RFI locations can be generated. Differential Entropy detects the low intensity side bands
of the test data. It also detects strong RFI around frequency channels 1600 and 1800. The waterfall
plot, shows that there are a few additional RFI that have been flagged. They do not have as large
of a difference from a standard normal distribution as the other RFI that has been seen.
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Figure 4.5: This image shows the normalized histograms of the simulated Gaussian samples and
samples from the frequency channel of interest. The red and blue bars show the distributions of
the generated Gaussian samples and the sampled frequency channels, respectively. The histograms
are normalized to have an area of one.
Thresholds for Differential Entropy were chosen to be less than 0.2 nats. This is because the
maximum peak value in Figure 4.6 was found to be 0.2247 and the lowest value was 9.67 × 10−10 .
Thresholds of 0.1, 0.05, 0.0025, and 0.002 were tested. These masks are found in Figure 4.7.
The masks for 0.0025 and 0.002 had the most RFI flagged. A threshold of 0.002 determines the
frequency channels between 250 and 1200 to be RFI. This is the same region in the original channelized voltages, that looks like a cloud of scattered RFI or as an elevated noise floor. A threshold
of 0.0025 also flags RFI in these same channels, but it is contained more amongst channels 600 to
700. Both of these thresholds flag channels 1700 and 1800 as RFI and also indicate that the low
intensity side bands are potentially RFI.
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Figure 4.6: Normalized Differential Entropy from real-channelized voltage data, polarization 0 in
GBT test data set 1. The top shows a 2D plot of the entropy values and the bottom images shows
a 3D plot of the entropy values as functions of frequency channels and blocks.

4.2

High Resolution Power Spectral Densities

Demonstrated results will focus specifically on polarization 0 for the high resolution power
spectral test sets in this section. For these tests, RFI statistics can no longer be determined through
the normality tests. Instead, data is assumed to have RFI when the statistic does not follow an
exponential distribution.

4.2.1

Spectral Kurtosis

The GBT-WVU implementation of SK by Evan Smith, a PhD student in the Department of
Physics and Astronomy at WVU, was used to complete SK testing. SK requires that the data be in
the form of high resolution power spectral densities. As such, this test was performed as a base line
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Figure 4.7: A comparison of the different thresholds tested on Differential Entropy. The top image
is the original real-valued channelized voltage data that Differential Entropy was analyzed on.
for comparison of the PSD of the first two data sets from GBT and Outrigger. The SK values get
compared against a threshold based on the variance of the dataset. If the values are above or below
the threshold range, they become flagged locations of RFI. Binary masks are then formed using
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the flagged RFI locations in the value map. Flagged locations of RFI are indicated by a weight of
‘1’ and clean, RFI-free channels had no weights.
Data Set 1, GBT High Resolution PSD
There are two PSD test sets from GBT instrumentation. For PSD1, SK indicates that 99%
of the test data is RFI contaminated and only 1% of the data is RFI-free. This is believed to be
an error in how the code interacts with this particular data file. However, for PSD2, SK labels
only 4.55% of polarization zero data in the test set as RFI contaminated with 95.45% of the data
being marked clean. In polarization 1, from the same test set SK flags 4.87% of data as RFI. Both
Figures 4.10 and 4.11 have a 2D plot of the SK output and a 3D plot of the RFI output. The original
spectrograms are shown in Figure 4.8.

Figure 4.8: The original GBT high resolution spectrograms.

Data Set 2, Outrigger Data
SK indicates the Outrigger PSD data is 1.89% contaminated with RFI in polarization 0 and
2.12% RFI contaminated in polarization 1. Although, this is the power intensity of the data set,
the RFI follows the repeating cyclic pattern found in the complex-valued channelized voltage data
from Shapiro-Wilk Test for Normality. Figures 4.9 and 4.12 show the original spectrogram and
results from SK.
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Figure 4.9: The original spectrogram for PSD of Outrigger data.

4.2.2

Spectral Relative Entropy

As described previously, Spectral Relative Entropy is calculated for each block of 512 time
samples from a data set. Relative Entropy can be performed on both high resolution power spectral
density data and complex-valued channelized voltages. For complex-valued channelized voltages,
10,000 Gaussian samples must be generated and for high resolution PSD data, exponential samples
must be generated for the clean, RFI-free channels. This section describes the test using exponential samples. For each channel the variance, σ̂k2 is estimated. Then, 10,000 exponential samples
are scaled by the channel’s standard deviation
s
σk2
× (randn(10000, 1).ˆ2 + randn(10000, 1).ˆ2) ,
xk =
4

(4.4)

where x is a vector of length 10,000 with each entry drawn from an exponential distribution with
an estimated variance of the k-th channel σk2 . The value of σk2 is estimated using 512 time samples.
Next, the pmfs of each channel and their corresponding exponential samples are generated
by finding the normalized histograms of the data and assigning it to the corresponding amount of
bins based on the bit-resolution. Following this rule, 16-bit unsigned high resolution power spectral
data will have 216 = 65536 bins from 0 to 65,535 and 8-bit unsigned high resolution power spectral
data will have 28 = 256 bins ranging from 0 to 255. An example of the pmfs across one frequency
channel is shown in Figure 4.13.
In these histograms, the pmf from a sampled channel has a majority of the samples clustered

Morgan Dameron

Chapter 4. Experimental Results

Figure 4.10: Spectral Kurtosis values (top) and flags (bottom) are shown for PSD1.

43

Morgan Dameron

Chapter 4. Experimental Results

Figure 4.11: Spectral Kurtosis values (top) and flags (bottom) are shown for PSD2.

44

Morgan Dameron

Chapter 4. Experimental Results

45

Figure 4.12: Spectral Kurtosis values (top) and flags (bottom) are shown for Outrigger PSD across
all 1024 frequency channels and all 195,312 time samples.

Morgan Dameron

Chapter 4. Experimental Results

46

Figure 4.13: The probability mass function of the generated exponential samples is shown on the
right. The pmf of a sample channel is shown on the left. These pmfs have been normalized and are
partitioned across 216 bins.
along the same intensity range. It is hard to visually tell the type of distribution this channel sample
has. This is where Spectral Relative Entropy helps to determine if the channel sample contains
RFI or it is RFI free. The pmf generated by 10,000 exponential samples, has an exponential
distribution. Note that the histogram of the generated samples has a much lower probability than
the probability found in the histogram of the sampled channel. The y-axis for the generated samples
is in probability of order 10−3 .
Next, the three different versions of Spectral Relative Entropy are calculated - Asymmetrical
1 (2.13), Asymmetrical 2 (2.14), and Symmetrical (2.15). A sample of the empirical results of
Spectral Relative Entropy tested on the power spectra of GBT data from data set 1 is shown below
in Figure 4.14. The peaks indicate locations where the Relative Entropy showed the test data
differed largely from the clean, simulated data. These are potential RFI contamination samples in
the test data.
Asymmetrical 1, has a high floor which hides the peaks in the data. This means, that after RFI
mitigation more RFI-free data can be clipped. If this were to happen with data that contained an
astronomical pulse, the SNR could decrease making it harder to detect the signal. Relative Entropy
performed using Asymmetrical 2, shows a smaller floor. This separates the peaks of RFI flagged
locations from the clean data by a larger amount than is shown in the Relative Entropy value from
Asymmetrical 1. Applying a threshold to this data would be less likely to clip clean data and
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Figure 4.14: Spectral Relative Entropy values are displayed in 2D and 3D plots. The tall peaks are locations of possible RFI contamination. The top two plots show the results for Asymmetrical 1, the middle two plots show the results for Asymmetrical 2, and the bottom
two plots show the results for Symmetrical. The x-axis samples are grouped in 127 blocks. There are 4096 frequency channels for each
plot. The z- axis in the 3D plots is the Relative Entropy statistic value.
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increase the SNR if a pulsar was contained in the sampled data. Testing with Symmetrical Relative
Entropy measures show a low floor like in Asymmetrical 2. The results also include some of the
taller peaks that are seen in the results for Asymmetrical 1 but not Asymmetrical 2. These peaks are
seen along the back frequency channel 4096. Symmetrical Relative Entropy measurement appears
to combine the best characteristics of both of the Asymmetrical Relative Entropies. Similar results
are seen for Spectral Relative Entropy when tested on additional data sets.

4.3

Quantization of Data Set 2

The Outrigger test data in data set 2 has a low bit-resolution compared to the GBT test data
in data set 1. Because of this, the floor level in the Outrigger Relative Entropy tests was elevated.
To account for the lower bit-resolution, we implemented a fifteen level quantizer to quantize the
simulated Gaussian distributed samples. This fifteen level quantizer exists from -7 to 7 in steps of
one. In this case, the data are modeled as being drawn from a Guassian distributed random variable
X with zero mean and an unknown variance η 2 . The variance of the quantized random variable Y
has to be equal to the variance of the raw data in any particular channel. Let the variance of Y be
denoted as σ 2 . The Gaussian nature of X allows py (i) to be expressed by Q-functions.
 
6.5
,
py (−7) = py (7) = Q
η



l − 0.5
l + 0.5
py (−l) = py (l) = Q
−Q
,
η
η

(4.5)



l = 1, ..., 6,


0.5
py (0) = 1 − 2Q
.
η

(4.6)



(4.7)

Following the assumptions made about X, the unknown variance is calculated using
7

∑

i=−7

i2 py (i) = σ 2 .

(4.8)
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By substituting py (i) with (4.5) - (4.7) in 4.8 and simplifying it, the equation for calculating the
unknown variance of random variable X now becomes
 
13
σ2
k
∑ kQ 2η = 2 .
k=1,

(4.9)

k is odd

This 15-level quantizer is shown in Figure 4.15. We are then able to find the dependence of η on
values of σ using the look-up table shown in Figure 4.16.

Figure 4.15: The top plot shows the 15-level quantizer used in our algorithm. The dependence of
the standard deviation η on values of σ is illustrated here at the bottom. The x-axis is on the log
scale.
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The probability of each quantized level can then be found by applying equations (4.5) - (4.7). The
behavior of each probability is shown in Figure 4.16. Quantization on the high resolution power
spectral data can be done in a similar manner. However, the quantization will be designed for
exponential distributions instead of Gaussian distributions.

Figure 4.16: The probabilities of each of the eight different quantization levels verses the standard
deviation η are shown here.

4.3.1

Quantization Effect on Spectral Relative Entropy

Before the Outrigger data set was quantized, the complex-valued Relative Entropy had high
floor levels. This makes it hard to efficiently flag and mitigate RFI without also flagging and
mitigating data from potential signals. We quantized the data to look at the low bit-resolution data
in a higher complexity. The results of Relative Entropy before quantizing the data are shown in
4.17.
After quantization was applied, the noise level for Relative Entropy has decreased and peaks
have become more pronounced. These results are shown in Figure 4.18. It is clear that the floor
level has become much lower than before the test data were quantized. Again, Symmetrical Relative Entropy visually appears to have selected the best RFI as the peaks are strong and the noise
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Figure 4.17: These figures show the 2D and 3D plots of Spectral Relative Entropy applied to real-valued, polarization 0 Outrigger
data. The results for Asymmetrical 1 and 2 as well as Symmetrical Relative Entropy are shown. The tall peaks are locations were RFI
contamination is potentially occurring.
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Figure 4.18: These figures show the 2D and 3D plots of Spectral Relative Entropy applied to quantized real-valued, polarization 0
Outrigger data. The results for Asymmetrical 1 and 2 as well as Symmetrical Relative Entropy are shown. The tall peaks are locations
where RFI contamination is potentially occurring.
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floor is low. It has a low background noise like Asymmetrical 1 but it also has a combination of the
RFI peaks in both asymmetrical tests. Asymmetrical 2 Relative Entropy has lots of strong peaks
but it also has a very noisy background. Asymmetrical 1 has some strong peaks and some weak
peaks. However, there is not much noise masking the RFI.

4.4

Thresholding: Moving Average Filter

For this method of thresholding, we apply a moving average filter over various window sizes to
smooth the KL plot and determine a threshold based on the variance of the smoothed KL distance.
This can be done on either raw channelized voltages or the high resolution power spectra. Let y be
the output signal after a moving average filter has been applied to the input signal x. The moving
average filter is then defined as,
y[i] =

1 M−1
∑ x[i + j],
M j=0

(4.10)

where M is the window size or number of points to average. In application to our data, a moving average filter is applied over window sizes from 5 to 50 with increments of 2, i.e M ∈ (5,7,9,11,...,50).
The difference between the original signal x and the output signal y is then found and used in the
decision statistic against the threshold. We will denote this difference as w. For the GBT data set 1,
the KL distance, moving average filtered Relative Entropy, and the difference between the two are
seen in Figure 4.19. In this case, a window size of 25 was used. Relative Entropy values fluctuate
rapidly throughout each frequency bin. Once a moving average filter is applied, the plot becomes
smoother. The sharp vertical line in the filtered Relative Entropy is caused by the moving average
function. The function output starts at zero for the first entry. The next output value then has the
same value as the previous input value. From here, the function follows the motion of the original
KL distance. The difference between the original and filtered Relative Entropy is now oscillating
near zero. The ‘noise floor’ is much more leveled here. The tall peaks between frequency bins
1600 and 2000 are locations in which RFI contaminate the signal.
The next logical step is to determine a threshold which will flag the frequency channels with
RFI contamination. We determine a threshold by estimating the variance of a section of data that
oscillates the closest to zero. In Figure 4.19, the variance would be estimated along channels 2500
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Figure 4.19: This figure shows an example of the Relative Entropy of a sample block of data
containing 4096 frequency bins and 512 time samples. The red line is the original Relative Entropy
calculation, the blue line is Relative Entropy after it’s been smoothed, and the orange line is the
difference between Relative Entropy and it’s smoothed version. The orange line is the data used in
the decision threshold.
to 3200. This estimated variance is then multiplied by a constant, indicating the number of standard
deviations from the mean the data point is. Let σ̂w2 represent the estimated variance of the leveled
and filtered Relative Entropy function. Then,
σ̂w2 =

1
N

N

∑ (w − w̄)2,

(4.11)

j=1

where w̄ is the sample mean and N is the number of samples. We use similar logic to what was
used to determine the threshold in SK. It is well known that 99.7% of the data observed in a normal
distribution falls within 3 standard deviations of the mean. Thus, we explore the effects of various
thresholds, denoted as τ, on Relative Entropy between 3 and 5 standard deviations from the mean;
3σ̂w , 4σ̂w , and 5σ̂w . Using the same data sample as above, Figure 4.20 shows the locations of each
threshold compared to the plot of Relative Entropy. The Relative Entropy is then compared against
the threshold:
H0 : w < τ

(4.12)

H1 : w > τ

(4.13)
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Figure 4.20: An example of the three different variance thresholds against a sample of Relative
Entropy. The blue line is the filtered and leveled, Relative Entropy. The red line is the threshold of
3σw . The black line is the threshold of 4σw and the green line is the threshold of 5σw .
A (Input 1)

B (Input 2)

A+B

0

0

0

0

1

1

1

0

1

1

1

1

Table 4.1: Truth table for a binary OR operation. If a binary 1 is present in the input, the output
will also be a binary 1.
When the null hypothesis (H0 ) is accepted, the frequency channel does not contain RFI. When the
null hypothesis is rejected (H1 ), the frequency channel is contaminated with RFI.
Next, masks are created for each window size. Any KL value above the threshold gets flagged
as RFI and any value below the threshold is considered a clean channel with no RFI. After masks
are generated for each window, the binary OR operation is performed using the entire set of masks
for the given threshold. A truth table for the binary OR operation is shown in Table 4.1. This
creates one mask that holds all of the RFI flagged locations from each window in the set. This
combined mask is then expanded to reformat the mask size to the number of time samples in the
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Figure 4.21: The mask created from variance thresholding is shown on the left panel. The x-axis
is in time blocks. Each block represents 512 time samples. The right panel shows the expanded
mask with the x-axis now showing the time samples instead of time blocks.
test set. To do this each column of the mask is duplicated for 512 samples and attached in the
same consecutive order. For example, a binary mask containing 4096 frequency channels and 127
time chunks gets expanded to create a larger binary mask of 4096 frequency channels and 65,024
time samples, which is the original size of the test data matrix. The first 512 columns are the same
mask as the first column in the non-expanded mask. The second group of 512 columns have the
same mask as the second column in the non-expanded mask, and so forth. Figure 4.21 shows an
example of a binary mask formed using the same example data as above.
The masks generated from all three test cases of variance thresholding are presented in Figure
4.22. As the variance multiplier increases, less of the test data is flagged as RFI. The threshold of
5σ has less RFI detected than the threshold of 3σ . The mask generated using 3σ detects the most
RFI out of all three threshold cases. Each threshold flags the strong RFI seen in the original PSD
in channels 3250, 1900, 1800, 1700, and 1500. Each mask also flags a small portion of the densely
clustered cloud (potential RFI) between frequency channels 500 and 1000. They each flag a small
portion of the low intensity values due to imperfect signal processing along channel 0.
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Relative Entropy Mask: 3
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Figure 4.22: The original power density (Top-Left) is compared against the masks of Symmetrical
Spectral Relative Entropy created by using variance thresholds of 3σw (Top-Right), 4σw (BottomLeft), and 5σw (Bottom-Right).
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Thresholding: Entropy Ratio

In this method of thresholding, we take a simple ratio of the Spectral Relative Entropy of a
channel and the entropy of a simulated clean channel. When this thresholding method is used
for complex-valued channelized voltages, Gaussian entropy is calculated (2.16) for the simulated,
clean channel. Conversely, when this thresholding method is used for high resolution power spectra
the exponential entropy is calculated for the simulated, clean channel. This ratio is then compared
against the threshold values between the minimum and maximum peak values. Consider the null
hypothesis, H0 , to be an RFI-free channel and a rejected null hypothesis, H1 , to mean a frequency
channel contains RFI. When symmetrical KL distance is used, the decision rule becomes
q(x)

p(x)

∑ p(x) log q(x) + ∑q(x) log p(x)

H0

−∑ p(x) log p(x)

H1

x

x

≶ τ,

x

(4.14)

where τ is the threshold, p(x) is the query channel, and q(x) is the simulated channel.
Based on visual inspection, the results for Symmetrical Relative Entropy appear better than
both asymmetrical versions. The results of finding Symmetrical Relative Entropy compared to
entropy for complex-valued channelized voltages are shown in Figure 4.23. However, the same
methodology can be applied to calculate the ratio of either asymmetrical versions of RE/E, see
4.15) and (4.16) for the equations for Asymmetrical 1 and Asymmetrical 2, respectively.
p(x)

∑ p(x) log q(x)

H0

−∑ p(x) log p(x)

H1

q(x)
∑q(x) log p(x)

H0

−∑ p(x) log p(x)

H1

x

x

x

x

≶ τ,

≶ τ,

(4.15)

(4.16)

The ratio detects strong RFI at frequency channels 2000 and 1500. From the waterfall plot,
RFI is present around channel 3900 and close to channel 0. The 2D plot shows that it also picks
up the calibration bands from the receiver. This is seen with the horizontal striping with light and
dark blue across every 500 channels. It has a mean of 0.0443 with the tallest peak at a maximum
value of 0.470 and the lowest peak at 5.0457×10−4 . The thresholds 0.1, 0.07, 0.06, and 0.05 were
used to generate the masks shown in Figure 4.24. Any value that falls above the threshold will be
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Figure 4.23: The comparison of a channels Relative Entropy against a simulated Gaussian distribution of equivalent variance for the real-valued channelized voltages found from the GBT test set
1 is show above. The top figure is a 2D plot giving a birds-eye-view of the results. The bottom
figure is a waterfall plot showing the values found with peaks and valleys in the ratio.
flagged as RFI. The yellow locations in the masks are where the detection rule determines RFI to
be. The dark blue areas are considered clean, RFI-free channels.
A threshold of 0.1, only sparsely detects some RFI in frequency channels 1900, 1500, and 800.
These RFI flags are only small portions of the narrowband RFI seen in the original spectrogram.
When using smaller thresholds that allow for more deviation from the standard of the data, scattered RFI is detected throughout the entire mask. All of the masks generated with thresholds 0.07,
0.06, and 0.05 were able to detect strong RFI in channel 1900 along with some RFI in a small
section of time across channel 3250. In the lower threshold masks between frequency channels
250 and 1000 there is a band of elevated noise that a threshold of 0.1 was not sensitive too.
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Figure 4.24: These are the masks generated from using thresholds of 0.1, 0.07, 0.06, and 0.05
against the ratio of Relative Entropy to entropy in real-valued channelize voltage data. The top
image is of the original real-valued channelized voltage data before any processing has been
completed.
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Chapter 5
Comparisons
This chapter describes the results of thresholding each RFI characterization and flagging method
discussed in the previous chapters of this thesis. The masks generated from thresholding are also
compared against each other for qualitative analysis. The second part of this chapter discusses
how the inferential statistics and information theoretical measures perform on the millisecond pulsar J1713+0747 data.

5.1

Qualitative Analysis of RFI and Noise Only Data

The RFI detection methods were applied to both the high resolution power spectral densities
and complex-valued channelized voltage data from GBT. For each case, a mask was formed by
comparing a RFI detection statistic to a threshold. This mask was then multiplied against the
original data to mitigate the RFI found in the mask. The flagged locations were set to zero in the
original data.

5.1.1

Complex-Valued Channelized Voltages

Here, we qualitatively compare the masks generated for RFI detection in MAD against the
masks created using Shapiro-Wilk Test for Normality, Difference Spectral Entropy that was flagged
using thresholds of 0.002 and 0.0025 nats, Spectral Relative Entropy that was flagged using the
variance threshold 3σ and 4σ , and the ratio of Relative Entropy over Entropy that was flagged
using thresholds 0.06 and 0.07. These masks are shown in Figures 5.1 and 5.2. A quick comparison
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of each mask is shown in Table 5.1.
Median Absolute Difference
It is clear that while the MAD algorithm detects RFI by unique pixels, it does not consistently
detect RFI in an accurate manner. It does not flag any continuous pixels as RFI contaminated even
though, by visual inspection of the histogram there are strong narrowband RFI locations bellow
frequency channel 2000.
Shapiro-Wilk Test for Normality
In addition to what the Shapiro-Wilk test at an α-level equal to 0.01 detects, a mask using
an α-level of 0.05 also flags RFI pixels that are scattered throughout the test set. However, the
dense scattering of RFI flagged locations does hinder the ability to clearly see where narrowband
or broadband RFI is located. Both Shapiro-Wilk masks flag the low intensity side bands from the
original channelized voltages as RFI.
Differential Entropy
Similar to Shapiro-Wilk, Differential Entropy also flags the low intensity side bands from the
original channelized voltages as RFI. However, using a threshold of 0.0025 and 0.002, the amount
of scattered RFI decreases drastically from what was detected using Shapiro-Wilk. Both Differential Entropy thresholds flag the strong RFI in channel 1900 and also contain dense RFI between
channels 250 and 100. Since the threshold of 0.002 is smaller than the threshold of 0.0025, this
mask flags more potential RFI. It is sensitive to noise in the low frequency bands. However, this
threshold does detect RFI in frequency band 3250 like the Shapiro-Wilk masks did.
Spectral Relative Entropy
Unlike the previous masks, Spectral Relative Entropy does not flag the low intensity side bands
of the original test data as RFI. It still is sensitive to noise in the lower frequency channels but it
is also not as sensitive as it was previously. The multiple strong narrowband RFI found below
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channel 2000 in original data are detected in these masks. Spectral Relative Entropy also detects a
low energy RFI in channel 3250.
Relative Entropy over Entropy (RE/E)
The masks of RE/E are very similar to the results from Relative Entropy. RE/E threshold masks
of 0.07 and 0.06 have more RFI flagged pixels scattered throughout the data. They also have denser
flagging in the lower frequency channels between 250 and 1000. This is not necessarily caused by
RFI but could be caused by extra noise sensitivity for the test while in lower frequency channels.
Both threshold values detect RFI across channels 1600, 1800, 3000, and 3250.
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Figure 5.1: A comparison of the different algorithms tested on the real-valued channelized voltage
data from the GBT data set 1.
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Figure 5.2: A comparison of the additional interference detection not show in the previous figure
of algorithms done on the real-valued channelized voltage data from GBT data set 1.
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Table 5.1: This is a table used for quick comparison between the RFI detection algorithms used on complex-valued channelized voltages.
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High Resolution Power Spectral Densities

The masks generated for RFI detection in high resolution power spectra are based off of the
GBT PSD2 test set. Here, we qualitatively compare RFI detection masks in SK against the masks
generated using Spectral Relative Entropy detection using thresholds of 3σ and 4σ , see Figure 5.3.
The masks created using Symmetrical Spectral Relative Entropy were flagged using a variance
threshold of 3σ and 4σ . In this figure, the masks of the Relative Entropy to Entropy ratio were
also generated. These masks use thresholds 6, 6.5, 7, and 8.
Spectral Kurtosis
Spectral Kurtosis flags the low intensity data across the lower frequencies of the spectrum. It
detects RFI that traverses a few frequency bands bellow 4000. Potential broadband RFI is seen
flagged approximately at time sample 30,000. RFI is also determined to be in frequency channels
1700 and 1900. SK misses flagging the RFI seen in the original spectrogram at channel 3250.
Spectral Relative Entropy
Spectral Relative Entropy with a 3σ variance threshold does not flag the low frequency channels, indicating it is less sensitive to noise in these channels than other tests. It also does not flag the
small band of frequency channels below channel 4000 as RFI. Like SK, Spectral Relative Entropy
also misses the RFI that is seen in the original spectrogram in channel 3250. It does flag more
scattered RFI throughout the lower frequencies than SK does. Like SK, indicates there is RFI in
the 1700 and 1900 frequency channels. It also flags an additional narrowband RFI at frequency
channel 1600.
Relative Entropy Over Entropy (RE/E)
The RE/E thresholds of 6.5 and 7 were used to generate these masks. They do not pick up
scattered RFI throughout the test data. Both thresholds densely flag the lower frequency channels
between 250-1000. Like with the complex-valued channelized voltage RE/E test, the high resolution PSD test is also sensitive to noise in the lower frequency channels. The smaller threshold, 6.5
also flags a dense group of RFI between frequency channels 1500 and 1700 and channel 3250 as
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Spectral Kurtosis Flags
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Figure 5.3: These images show three masks for GBT data PSD2 (Top Left). The Spectral Kurtosis
mask (Top Right), Spectral Relative Entropy 3σ and 4σ variance thresholds masks (Middle Row),
and Relative Entropy to Entropy Ratio (RE/E) threshold masks using thresholds of 6.5 and 7 (Bottom Row).
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RFI. Both threshold masks pick up the strong RFI found in the original data across channel 1900.
Table 5.2 gives a quick comparison of each of the test statistic masks.
Original Data:
Visible

RFI

SK

RE (3σ )

RE (4σ )

RE/E (6.5)

RE/E (7)

3250

Misses

Detects

Detects

Detects

Misses

1900

Detects

Detects

Detects

Detects

Detects

1800

Misses

Detects

Detects

Detects

Misses

1700

Detects

Detects

Detects

Detects

Detects

1500

Detects

Detects

Detects

Detects

Detects

Detects

Detects

Ignores

Detects

Detects

Solid

Solid

High Bands

Finds
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Ignores

Ignores

Ignores

Low Bands

Finds

Finds

Finds

a small amount

a small amount

Ignores

Ignores

RFI bands

Potential

Less

detected in

RFI band

scattered RFI

channels

detected in

in high bands

250-1250,

channels

1500-1800

250-1250

Channels

Scattered
Lower Bands

Miscellaneous
Detections

Broadband
RFI at time
bin 30000

Scattered RFI
in low bands

Table 5.2: This is a quick reference table that compares the RFI detection algorithms applied to
high resolution power spectra.

5.2

Pulsar Analysis Using Qualitative and Quantitative Comparisons

Testing data that contain both RFI and pulsar signal is necessary for a complete performance
analysis on the information theoretical measures and inferential statistic methods of interference
detection explored in this thesis. In this section, MAD, Asymmetrical 1 Spectral Relative Entropy with a threshold of 0.35, Shapiro-Wilk tests with α = 0.01 and α = 0.05, and Difference
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Entropy with a threshold of 1 ∗ 10−6 were applied on complex-valued channelized voltages in the
millisecond pulsar, J1713+0747 test data. This test set contains both RFI and pulses.
To implement testing each algorithm on J1713+0747, the interference tests were completed on
both the real and imaginary valued channelized voltages. An RFI mask was generated for each of
these methods and multiplied with the original pulsar data to null the RFI contaminated locations.
Next, the power spectral density was computed by summing the squares of the now RFI mitigated
complex-channelized voltages. The resulting RFI filtered PSD data was then dedispersed and
integrated every 32 time samples and summed across all frequency channels.

Figure 5.4: Depicted above are dedispersed pulsar data after time and frequency bins have been
integrated. The x-axis is time in seconds and the y-axis is the value of the integrated frequency
channels. The red plot shows the integrated PSD after being passed through a MAD filter. The blue
plot shows the integrated PSD after being passed through an Asymmetrical 1 Relative Entropy filter
with a threshold of 0.35 nats. The black and cyan plots show Shapiro-Wilk tests with α = 0.01
and α = 0.05, respectively. The green plot shows Difference Entropy with a threshold of 1 ∗ 10−6
and the purple plot shows the original PSD after integration without any filtering done.
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Figure 5.4 shows the integrated time and frequency dedispersed data. Large hills found in the
plots are locations where RFI has a strong influence over the rest of the received signal. In the
Relative Entropy and Shapiro-Wilk’s filtered data, there is one dominant RFI hill across 0.05s to
0.1s. These methods smoothed out the two dominant peaks in that section of the original integrated
PSD. They also filtered out the RFI contamination around 0.17s and 0.26s. In the MAD and
Difference Entropy filtered data, the same RFI artifacts present in the original data are also present
in the filtered data. Difference Entropy has smoothed out the overall noise of the original data.
The locations of the pulsar can also be seen in Figure 5.4. Inspection of the original dedispersed
and integrated pulsar data shows 4 equally spaced peaks in the center section of time samples
between 0.1 and 0.15s. These peaks are the locations where the millisecond pulsar is found. In
the five remaining plots of RFI filtered data, the pulsar peaks are seen in the same locations as the
original data. However, for Difference Entropy, the pulsar peaks are smoothed. This is indicative
of the method clipping out pulsar data while removing RFI. The pulsar peaks seen in the ShapiroWilk’s tests have become more masked with the remaining data. When using Relative Entropy and
MAD the pulsar peaks throughout the data have either been made clearer or stayed about the same
as the original data set.
The fundamental frequency the pulsar lies in can be found to verify the pulsar’s period. This is
done by performing a Fourier transform of the integrated data, finding a pattern of equally spaced
peaks, and subtracting the frequencies of two neighbouring peaks in the pattern. Inverting the
fundamental frequency should then be equivalent to the period of pulsar J1713+0747, 4.5 ms. The
FT data is shown in Figure 5.5.
The frequencies across the x-axis include the negative frequencies taken when doing a Fourier
transform. They have been shifted to exist across the range 3000 Hz to 6000 Hz, where 6000 Hz
is the first negative shifted frequency. The tall peaks at 217.442, 438.699, 656.141, 877.398, and
1094.84 show the harmonics of the pulsar. For J1713+0747 the fundamental frequency is 221.2570
Hz. The pulsar’s period is then verified by inverting the fundamental frequency. This equates to
4.5ms, which is equivalent to the known period of the pulsar.
Using the knowledge of the pulsar’s fundamental frequency, incoherent frequency summing
was completed across 26 different harmonics. These harmonics are located every 221.442 Hz
from 217.442 to 5748.861 Hz. The incoherent frequency summation was found by summing the
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magnitude of the FT at each of the 26 harmonic locations. Next, the SNR of each test was calculated by:
SNR =

abs(X( f )H ) − µH
,
σH

(5.1)

where X( f )H is the value of the summed magnitudes of the Fourier Transform and µH and σH are
the mean and standard deviation of the non-harmonic frequencies between 217.442 and 5748.861
Hz. The SNR for each test performed on the millisecond data is shown in Table 5.3.
TEST NAME

SNR

Original

40.1762

MAD

36.4016

Relative Entropy τ = 0.35

41.6903

SW α = 0.01

45.0671

SW α = 0.05

46.0882

Difference Entropy th = 1 ∗ 10−6

45.8848

Table 5.3: This table depicts the SNR calculated for each pulsar test using incoherent frequency
summing.
Despite the Shapiro-Wilk and Difference Entropy tests masking the pulsar in the time domain,
their SNR using incoherent frequency summing were the top 3 tests. When inspecting Figure 5.5,
it is seen that the DC component for the Shapiro-Wilk and Difference Entropy tests lingers through
more frequencies than Spectral Relative Entropy and MAD. The magnitudes of the first and last
few harmonics in these tests are nearly double what the harmonic magnitudes are in the MAD
and Relative Entropy tests. This is reflected during SNR calculations by increasing the summed
harmonic magnitudes peak during those tests.
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Figure 5.5: After a Fourier transform has been applied to the integrated pulsar data, the data takes
this form. The magnitude of the frequencies is on the y-axis and the frequency (Hz) is on the xaxis. MAD (red), Relative Entropy with a τ = 0.35 (blue), Shapiro-Wilk with an α = 0.01 (black)
and α = 0.05 (cyan), and Difference Entropy with a threshold of 1 ∗ 10−6 (green) are shown. The
purple plot shows the original, non-filtered data.
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Chapter 6
Conclusions and Future Works
The range of statistical methods examined in this thesis are used as an indicator of how clean,
RFI-free Gaussian distributed complex-valued frequency channel characteristics vary from the
characteristics of RFI contaminated channels. Demonstration of typical RFI environments were
explored by applying Median Absolute Difference (MAD), Shapiro-Wilk’s Test for Normality,
Spectral Relative Entropy, Difference Spectral Entropy, Spectral Kurtosis (SK), and an Entropy
Ratio to captured complex-valued channelized voltage data and high resolution power spectral
density data from radio telescope instrumentation at Green Bank Observatory. After further testing, an extension of these algorithms can be extrapolated to the outputs of individual receiver
antennas, which are broadband high resolution, temporal signals.

6.1

Conclusions on Complex-Valued Channelized Voltage RFI
Detection Algorithms

A qualitative comparison of the algorithms and various thresholds shows that for complexvalued channelized voltages, MAD does not mitigate RFI effectively and Spectral Relative Entropy
has the most potential for effectively mitigating RFI. MAD masks isolate contaminated samples
but do not explicitly flag narrowband or broadband RFI. Spectral Relative Entropy consistently
flags the strong RFI found in the original test data. It also flags RFI in the higher frequency bins
that are not easily seen within the test data. Symmetrical Relative Entropy visually produces most
optimum Relative Entropy test because it combines the best features from both asymmetrical tests
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as seen in Chapter 4. Symmetrical Relative Entropy has a lower floor level and is able to flag the
locations where the tallest peaks exist in both cases of Asymmetrical Relative Entropy.
Shapiro-Wilk’s Test for Normality detects lots of scattered RFI and the low intensity bands
from imperfect signal processing. It has a hard time flagging RFI locations that are visible by eye.
Differential Entropy with a hand selected threshold also determines the low intensity side bands to
be RFI. It also flags RFI very cleanly. There are no scattered RFI throughout these masks. Instead,
RFI is grouped sequentially along the channels that do contain RFI and has a high sensitivity to
noise in the lower frequency channels of the test set. The ratio of Relative Entropy over Entropy
(RE/E) also visually produces similar results as Spectral Relative Entropy. The strong narrowband
RFI is not as pronounced in these masks. However, RE/E does have a higher sensitivity to RFI
and noise throughout the spectrogram’s lower frequency channels. Overall, for complex-valued
channelized voltages Symmetrical Relative Entropy qualitatively appears to be the most effective
RFI detection algorithm tested on RFI and noise only data.

6.2

Conclusions on High Resolution Power Spectral Density
RFI Detection Algorithms

Similar to the detection characteristics of Spectral Relative Entropy on complex-channelized
voltage data, Relative Entropy on high resolution power spectral density data sharply detects the
RFI that is visibly found in the original spectrograms. Compared to Spectral Kurtosis, Relative
Entropy detects narrowband RFI in several additional frequency channels. However, SK does flag
a small pattern of broadband RFI that Relative Entropy misses. If Relative Entropy was applied to
the data vertically, across all frequency channels, in addition to the horizontal application, across
individual frequency channels, it is likely that Relative Entropy would detect the same broadband
RFI that SK detects. RE/E is the least effective at fine tuning RFI detection. The detected RFI is
very sharp. There is no RFI scattered throughout the mask and in the lower frequency channels the
measure flags large blocks of data due to noise sensitivity. This can lead to clipping a large amount
of useful data at the receiver and would reduce the SNR of a pulsar.
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Conclusions of Threshold Results

Of the three Spectral Relative Entropy thresholds tested after moving average filters were applied, the best threshold was visually determined to be 3σ . In complex-valued channelized voltages, this method of thresholding worked on both the low-bit Outrigger data and high-bit GBT
instrumentation data. When analyzing high resolution PSD test data, the variance threshold visually performed well on the GBT test set but it did not flag any samples as RFI for the Outrigger test
set. This could be due to the high floor level caused by non-quantized Gaussian simulated samples.
Each block’s variance after Relative Entropy is performed is low. Data samples vary little
from one another despite whether or not RFI is present. It is expected that once Outrigger PSD is
quantized, the effectiveness of variance thresholding on Relative Entropy values will increase. Fine
tuning of variance thresholding is needed for future work. This method of variance thresholding
is not an efficient method of flagging RFI on hardware implementation because it is dependant on
saving previous Relative Entropy values in order to apply moving average filters.
Thresholding using Relative Entropy to Entropy ratios will require more fine tuning. The optimum threshold value currently varies depending on the test completed. For complex-channelized
voltages that use Symmetrical Relative Entropy in the ratio, the resultant matrix had a mean of
0.0443 with the tallest peak at a maximum value of 0.470. Whereas, when using Symmetrical
Spectral Relative Entropy in high resolution power spectra the mean was found to 6.0755 with a
maximum peak value of 16.1364 and a minimum peak value of 3.8651. The difference between
each ratio test is large enough that the hand picked threshold for one test set will not work effectively on the other test set. For future tests, incorporating the variance of the ratio output instead
of hand picking values could make a more robust detection rule for all test cases.

6.4

Conclusions of RFI Detection Methods on Millisecond Pulsars

The application of MAD, Spectral Relative Entropy, Difference Entropy, and Shapiro-Wilk’s
Test for Normality on the millisecond pulsar data illustrates that MAD does not filter RFI effectively. Both MAD and Difference Entropy keep the same RFI artifacts that are found in the original
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data. However, Difference Entropy removes a lot of noise and smooths the variance between points
in the FT data. Relative Entropy and the Shapiro-Wilk tests do remove three of the four RFI artifacts found in the time domain. Relative Entropy qualitatively increased the power of the pulsar
signals in the time domain the most effectively while the Shapiro-Wilk tests clipped parts of the
pulsar alongside RFI mitigation. All of the RFI detection tests except MAD increase the SNR of
the pulsar data. It is hypothesized that both of Shapiro-Wilk tests and Difference Entropy test have
a falsely elevated SNR due to a DC frequency component that lingers through more frequency
components than is present in MAD, Spectral Relative Entropy, and the original FT data.

6.5

Future Work

Continuation of this research will include additional testing of all RFI detection algorithms on
J1713+0747 pulsar data. Tests using all versions of Spectral Relative Entropy and moving average
filtered thresholds of 3σ and 4σ should be completed for the most robust testing. RE/E with hand
picked, variable thresholds should also be applied. In addition, SK, all of the versions of Spectral
Relative Entropy tests, and RE/E tests should be applied directly to the high resolution PSD pulsar
data. The SNR using incoherent frequency summing should be computed for each additional test
case. This will provide more information about the behavior of the RFI detection algorithms on
pulses. In addition, all of the RFI detection methods discussed in this thesis should be applied and
analyzed directly on the crab pulsar data.
For each detection algorithm, further testing is needed to develop optimal decision thresholds
that determine if RFI is present or absent. This will be determined by the statistical analysis of
the probability of error in each case. It is important to find a threshold that mitigates RFI while
not clipping a large portion of an astronomical signal’s energy. Clipping a signal lowers the SNR
while not removing enough RFI will continue to mask celestial signals.
In addition, Shapiro-Wilk Test for Exponentials should be implemented and tested on each
high resolution PSD test set. Designing additional quantitative tests to compare the performance
between the test algorithms and state of the art algorithms will be greatly beneficial. SNR calculated using incoherent frequency summing should be improved to isolate harmonic frequencies
that do not include the DC component of the pulsar data.
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After this, the next steps will be to implement the algorithms on FPGAs and hardware prototyping. The thresholding method should strictly be a function of individual frequency channel
for efficient hardware implementation. A thresholding step should take place at each time sample
allowing flagging and mitigating RFI to take place immediately in real-time. Exploring deep learning and AI approaches would also be beneficial to explore for the development of new RFI characterization and flagging methods. Upon complete implementation of these tests, the algorithms
developed and their source code will be made available to the world radio astronomy community
so that these real-time RFI removal techniques will be able to yield higher efficiency in probing
the universe of its composition and study new astronomical phenomena.
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