A real matrix A is said to have a signed generalized inverse, if the sign pattern of its generalized inverse A + is uniquely determined by the sign pattern of A. In this paper, we give complete characterizations of the m × n matrices A which have signed generalized inverses, for both cases ρ(A) = n and ρ(A) < n (where ρ(A) is the term rank of A, and without loss of generality we assume n m), and thus solve a problem proposed in [B.L. Shader, SIAM. J. Matrix Anal. Appl. 16 (1995Appl. 16 ( ) 1056. Using these characterizations, we are also able to show that the property of having a signed generalized inverse for a matrix A is inherited by all the submatrices B of A with ρ(B) = ρ(A) and is also inherited by all those matrices A 1 with ρ(A 1 ) = ρ(A) which can be obtained from A by replacing some nonzero entries of A by zero. We also consider several special cases of a problem proposed in [R.A. Brualdi, B.L. Shader, Matrices of Sign-solvable Linear Systems, Cambridge University Press, Cambridge, MA, 1995; B.L. Shader, SIAM. J. Matrix Anal. Appl. 16 (1995) 1056] about the characterization of the matrices in a special triangular block form to have signed generalized inverses.
Introduction
The sign of a real number a, denoted by sgn a, is defined to be 1, −1 or 0, according to a > 0, a < 0 or a = 0. The sign pattern of a real matrix A, denoted by sgn A, is the (0, 1, −1)-matrix obtained from A by replacing each entry by its sign. The set of real matrices with the same sign pattern as A is called the qualitative class of A, and is denoted by Q(A).
A real matrix A is called an L-matrix provided that every matrix in Q(A) has linearly independent columns. A square L-matrix is called a sign nonsingular matrix (abbreviated SNS matrix).
An SNS matrix A is called a strong sign nonsingular matrix (abbreviated S 2 NS matrix), if the inverses of the matrices in Q(A) all have the same sign pattern.
The term rank of a matrix A, denoted by ρ(A), is the maximal cardinality of the sets of nonzero entries of A no two of which lie in the same row or same column. It is easy to see that for a square matrix A of order n, ρ(A) < n if and only if A has an identically zero determinant (i.e., detÃ = 0 for allÃ ∈ Q(A)).
Let A be an m × n real matrix. An n × m real matrix X is called the generalized inverse of A (or Moore-Penrose inverse of A), if X satisfies the following four conditions:
It is well known that for each matrix A, its generalized inverse exists and is unique, which is denoted by A + . If A is an invertible square matrix, then A + = A −1 . Proposition 1.1 gives some basic properties of the generalized inverses of matrices. Proposition 1.1.
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A O O B Definition 1.1 is a generalization of the concept of S 2 NS matrix. In fact, if A is an SNS matrix (or even if A is only an n × n matrix with ρ(A) = n, see Theorem 2.A below), then A + is signed if and only if A is an S 2 NS matrix.
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+ = A + O .
If A has linearly independent columns, then A + = (A T
From Proposition 1.1 we can easily see that an m × n matrix A has a signed generalized inverse if and only if A T has. In view of this, we may always assume that n m for the m × n matrices considered in this paper.
The notion of matrices having signed generalized inverses was first introduced in [2, 4] for L-matrices. An important necessary condition for L-matrices to have signed generalized inverses is given in [2, Theorem 11.2.10; 4, Theorem 3.3], and a characterization for L-matrices to have signed generalized inverses is obtained in [4, Theorem 3.1] . It is also suggested in [4] to study the matrices having signed generalized inverses in general case (not only for L-matrices).
In this paper, we first obtain in Section 3 a complete characterization for the m × n matrices A with ρ(A) = n to have signed generalized inverses. This characterization only involves the matrix A itself (while the characterization given in [4] involves each matrixÃ in Q(A)). In Section 4, we consider the case ρ(A) < n m, and also obtain complete characterizations for the m × n matrices A with ρ(A) < n m to have signed generalized inverses. Using these characterizations we are able to show in Section 5 that the property of having a signed generalized inverse for a matrix A is inherited by all the submatrices B of A with ρ(B) = ρ(A) and is also inherited by all those matrices A 1 with ρ(A 1 ) = ρ(A) which can be obtained from A by replacing some nonzero entries of A by zero. Finally, in Section 6, we study another problem proposed in [2, 4] about the characterization of the matrices in a special triangular block form (6.1) to have signed generalized inverses. We use the results obtained in Sections 3-5 to solve several special cases of this problem.
Notations and preliminaries
Let We also use the notation (A) ij to denote the (i, j ) entry of the matrix A. Two m × n matrices A and B are said to be permutation equivalent, if A can be transformed into B by permuting its rows and columns.
A square matrix A is partly decomposable, if A is permutation equivalent to a matrix of the following form: 
We now take with 0 < < |c|, and take
(where E pq is the matrix whose (p, q) entry is one and other entries are all zero). Then A 1 and A 2 are both invertible matrices in Q(A) and
Thus, we have
Lemma 2.B. Let A be an m × n matrix such that ρ(A) = n and A has a signed generalized inverse. Then A is an L-matrix.
Proof. Assume that
, where B is a square matrix of order n with ρ(B) = n. We now show that B is an SNS matrix, and hence that A is an L-matrix. Suppose not, then by Lemma 2.A, there exist invertible matrices B 1 and B 2 in Q(B), and indices p, q with 1 p n and 1 q n such that
We now take sufficiently small > 0 and take
Then A i ( ) ∈ Q(A), and by Proposition 1.1 we have
On the other hand,
So A i ( ) + is a continuous function of for sufficiently small . Thus, we have From Theorem 2.A we see that there are close relationships between matrices having signed generalized inverses and S 2 NS matrices. On the other hand, S 2 NS matrices can be described by signed digraphs. So we introduce some graph theoretical terminology in the following.
A signed digraph S is a digraph where each arc of S is assigned a sign +1 or −1. The sign of a subdigraph S 1 of S is defined to be the product of the signs of all the arcs of S 1 .
A signed digraph S is called an S 2 NS signed digraph, if S satisfies the following two conditions:
• The sign of every cycle of S is negative.
• Every pair of paths in S with the same initial vertex and the same terminal vertex has the same sign.
It is easy to see that any signed subdigraph of an S 2 NS signed digraph is an S 2 NS signed digraph.
Let A = (a ij ) be a square real matrix of order n. A well-known result about the relationships between S 2 NS matrices and S 2 NS signed digraphs is the following theorem. (2) There is at most one arc between any two different strong components of S.
The following theorem was given in [2, 4] for L-matrices. By Lemma 2.B we now know that it is also true for general matrices. Theorem 2.D [2, 4] . Let A be an m × n matrix with m n 2 such that A + is signed and no submatrix of A of order n has an identically zero determinant. Then either m = n and A is an S 2 NS matrix or m = n + 1 and A has the same zero pattern (i.e., the set of positions of zero entries) with the vertex-edge incidence matrix of some tree. Theorem 2.D will be used in Section 6.
The case ρ(A) = n
In this section, we give a characterization for an m × n matrix A with ρ(A) = n to have signed generalized inverse. We then apply this result to obtain some further properties about the matrices and some of their submatrices to have signed generalized inverses.
Let S n (m) be the set of all subsets of [m] with n elements. If T is a finite set of integers and q ∈ T , then we use N(q, T ) to denote the number of elements in T which are less than or equal to q.
The following lemma gives a formula for the (p, q) entry of A + (when A has linearly independent columns). [3, 4] . Let A be an m × n matrix with linearly independent columns. Let p, q be integers with 1 q m and 1 p n. Let
Lemma 3.A
Then we have
(Lemma 3.A can be proved by using (4) of Proposition 1.1 and the famous Cauchy-Binet determinantal formula.)
Notice
So (3.2) can be rewritten as
(where det(A T A) > 0 since A T A is a positive definite matrix).
The following simple observation can give some help to the proof of Theorem 3.1 below. 
We now use (3.3) to characterize the m × n matrices which have term rank n and signed generalized inverses. 
(where S A is defined as in (3.1)).
Proof. Notice that if condition (1) holds, then the set S A can also be expressed as
Necessity. Condition (1) follows directly from Theorem 2.A. For (2), we first note that ρ(A) = n and (1) imply that eachÃ in Q(A) has linearly independent columns and thus (3.2) holds for eachÃ ∈ Q(A). We now suppose on the contrary that there exist p, q and
where is a sufficiently small positive number. Then by using (3.2) for A 1 and A 2 we can derive that (A + 1 ) pq > 0 and (A + 2 ) pq < 0, contradicting the hypothesis that A + is signed, so (2) holds.
Sufficiency. For eachÃ ∈ Q(A) and T ∈ S A , we have
] is an S 2 NS matrix for any T ∈ S A by condition (1). So by condition (2) and Proposition 3.1 we have
Thus, using (3.3) for both A andÃ, we have
and this holds for allÃ ∈ Q(A) and all integers p, q with 1 q m and 1 p n. So A + is signed and the theorem is proved.
We notice that one of the differences between Theorem 3.1 and the characterization theorem for (A + ) pq being signed in [4] is that conditions (1) and (2) of this theorem only involve the matrix A itself, while the conditions given in [4] involve each matrixÃ in Q(A).
Two vectors of the same dimension are said to be conformal provided that each pair of corresponding entries has a nonnegative product. It is now useful to restate condition (2) (2 ) is expressed in a "local form" in the sense that its notations only involve the submatrices A 1 and A 2 .
Now it is easy to see that both conditions (1) and (2 ) are hereditary. That is, if an m × n matrix A satisfies conditions (1) and (2 ), then any k × n submatrix B of A (with k n) also satisfies conditions (1) and (2 ) . From this observation the following corollaries follow directly. As applications of the above theorems, we consider the following examples. Proof. Suppose to the contrary that m n + 1. Take an (n + 1) × n submatrix C of A containing B as its submatrix. Then C + is signed by Corollary 3.1. It is also easy to see that each n × n submatrix X of C has ρ(X) = n since C has no zero rows and B is fully indecomposable (each submatrix Y of B of order n − 1 has ρ(Y ) = n − 1). So by Theorem 2.D, C has the same zero pattern with the vertex-edge incidence matrix of some tree. It follows that some column of B contains only one nonzero entry (since C has no zero rows), and thus B is not fully indecomposable, a contradiction.
Using Example 3.1, we consider the following example which determines all the matrices with two columns to have signed generalized inverses. Sufficiency. We only need to show that any matrix of the form (3.8) has signed generalized inverse. In view of Corollary 3.3, it suffices to show that each 2 × 2 and 3 × 2 submatrix of A has signed generalized inverse. These can all be directly verified.
By the fact that (A T ) + = (A + ) T , we see that Example 3.2 actually also determines all the matrices with two rows to have signed generalized inverses. Example 3.2 will be used later in Section 6.
The case ρ(A) < N M
In this section, we consider the case ρ(A) < n m, and give characterizations for the m × n matrices A with ρ(A) < n m to have signed generalized inverses.
In the following, we use N r (A) and N c (A) to denote the number of rows and the number of columns of the matrix A, respectively. . We now take
Then by Lemma 4.3 we have
We now take anyB
and suppose that (where X, Y , Z and W have appropriate sizes) 
So by direct verifications from (4.6) we have
Combining (4.7) and (4.5) we obtain
(∀B ∈ Q(B)), 
(∀B ∈ Q(B),C ∈ Q(C),D ∈ Q(D)).
From this the result of the theorem follows directly.
Next, we use graph theoretical methods to further study condition (2) of Theorem 4.1. First, we give the following definition. We now take C k ∈ Q(C) for k = 1, 2 such that
where is a sufficiently small positive number. Then by (4.9) and (4.10) we will have
and
So, condition (3) implies that the product of any two terms in the summation of (4.12) is nonnegative. Also From Theorem 4.3 we see that the case ρ(A) < n m of the characterization problem can be reduced to the (earlier) case ρ(A) = n (for matrices B and D T ) and the problem of determining a matrix of the form (4.8) to be S 2 NS matrix. In this sense, we think that the case ρ(A) < n m of the problem is settled.
Sign orders of matrices and their generalized inverses
In this section, we define a sign order ' ' between real matrices and will show that, if A 1 A and ρ(A 1 ) = ρ(A), then A + is signed implies that A It is easy to see that the relation " " is reflexive and transitive, and is a partial order when it is restricted in the set of signs {0, 1, −1}. If b 1 a 1 and b 2 a 2 , then b 1 b 2 a 1 a 2 . A = (a ij ) and B = (b ij ) be two m × n real matrices. We say that B is sign majorized by A, denoted as B A, if b ij a ij for all i = 1, . . . , m  and j = 1, . . . , n. Proof. Without loss of generality, we may assume that all diagonal entries of B (and hence A) are negative. Now A is an S 2 NS matrix, so its associated signed digraph S(A) is an S 2 NS signed digraph by Theorem 2.B. But S(B) is a signed subdigraph of S(A) since B A, so S(B) is also an S 2 NS signed digraph and thus B is an S 2 NS matrix.
Example 5.1.

Definition 5.2. Let
Next, we show that Proof. First we use Theorem 3.1 to show that B + is signed.
Let B 1 be any submatrix of B of order n with ρ(B 1 ) = n. Let A 1 be the submatrix of A in the same position as B 1 in B. Then B 1 A 1 and ρ(A 1 ) = n. Also A 1 is an S 2 NS matrix of order n, since A + is signed implying that A satisfies condition (1) of Theorem 3.1. So by Lemma 5.1 it follows that B 1 is an S 2 NS matrix, and thus B satisfies condition (1) of Theorem 3.1.
We now verify that B satisfies condition (2) of Theorem 3.1. Since A satisfies condition (2) of Theorem 3.1, so for any 1 p n, 1 q m and q ∈ T i ∈ S B (i = 1, 2), we have S B ⊆ S A and so
On the other hand, we have
So by Lemma 5.1 we have
Therefore, by Example 5.1, (3.4) and (5.1) will imply that
Thus, B also satisfies condition (2) 
Proof. Write
where 
Combining Theorems 5.1 and 5.2, we obtain the following general result. 
Applications to some special cases
In [4] , it is shown that if A is an m × n matrix with no zero rows and ρ(A) = n, then a necessary condition for A + being signed is that A is permutation equivalent to a matrix of the following form: It is also suggested in [2, 4] , as a topic of continuing research, to study the following problem: Problem 1 [2, 4] . Find necessary and sufficient conditions on the matrices A ij in (6.1) in order that the matrix (6.1) have a signed generalized inverse.
In this section, we use the results obtained in Section 3 to deal with some special cases of this problem. We first prove the following lemma.
Lemma 6.1. Let A be an m × n matrix of the following form: 
where R 1 and R 2 contain no elements in {1, . . . , k}. Write
Then we can write
and so
(we do not care about the entries in * ). We now take T 3 = {1} ∪ R 2 . Then similarly we have
For 1 p n and q ∈ T 1 ∩ T 2 , we have q ∈ R 1 ∩ R 2 ⊆ T 3 , and N(q, T 2 ) = N(q, T 3 ) 2. So by (6.5) and (6.6) we have
On the other hand, both 
where a 1 / = 0. Then A + is signed implies that B + is signed by Corollary 3.1. Now B is an (n + 1) × n matrix and no submatrix of B of order n has an identically zero determinant. So B has the same zero pattern with the vertex-edge incidence matrix of some tree by also has the same zero pattern with the vertex-edge incidence matrix of some tree. So B + is signed. It now follows from Lemma 6.1 that A + is also signed.
Next, we notice that if A is an S 2 NS matrix, then A is permutation equivalent to a matrix of form (6.1) where each (diagonal block) A i is a fully indecomposable S 2 NS matrix. In view of this, we may replace the type (T2) of S 2 NS matrices by the type of fully indecomposable S 2 NS matrices in considering Problem 1. The following theorem deals with the special case of Problem 1, where k = 2 and A 1 is a fully indecomposable S 2 NS matrix. 
Theorem 6.2. Let A be an m × n real matrix of the form
A 1 O A 21 A 2 ,(6.
