Abstract-We have developed an inexpensive PC camera-based system to measure sensor position and to track head motion during magnetoencephalography recordings. The system employs mirrors to triangulate the position of markers using a single camera. Sensor position measurement and head tracking can be performed without the need to manually digitize markers or fiducial points. The system is capable of measuring relative 3-D position within the required volume of interest with an accuracy of ∼450 μm and can be constructed for approximately $150.
stationary throughout the digitization procedure, which can last on the order of several minutes. Head immobilization devices can mitigate this problem, but are rarely used. For a typical cooperative subject, the errors associated with sensor position measurement are several millimeters, which are considered adequate for current clinical applications of MEG.
Head movement is a particular concern for neonatal and pediatric MEG. The last few years have seen a surge of interest in the use of MEG for the study of brain development in neonates and infants [1] [2] [3] . In many of these studies, however, source localization was not performed due to the difficulty of measuring sensor position and tracking the baby's head movement. Manual digitization of markers and fiducial points is difficult to perform without evoking head movement, and attachment of magnetic coils often is not tolerated.
With this in mind, we sought to develop an optical SPI and head-tracking system that could circumvent these problems. Monocular systems have been developed for a wide range of applications, including MEG [4] , but they lack the depth accuracy of systems that employ triangulation. A variety of triangulation methods exist to provide accurate 3-D position information from passive imaging systems, such as stereo vision or the use of structured light patterns [5] , [6] . In this paper, we demonstrate an optical SPI and head-tracking system based on a technique known as catadioptric stereo [7] [8] [9] , in which mirrors are used to enable capture of stereo images using a single camera. While two-camera stereo vision systems are available commercially, our implementation offers the advantages of very low-cost hardware and a single video stream, which eliminates the possibility of temporal asynchrony.
II. CATADIOPTRIC STEREO IMAGING SYSTEM
The concept of catadioptric stereo imaging is depicted in Fig. 1 . Dual vantage points are achieved by arranging two sets of mirrors to first split the camera's field of view (FOV) and then deflect the beam paths toward the subject at an oblique angle. Each half of the camera's image frame can be considered to come from an independent virtual camera, each viewing the subject from a separate location. The intersection of the FOVs of the two virtual cameras comprises the measurement volume over which the system can accurately track position. The components of the system are described next.
The camera we use is an inexpensive PC camera (Logitech C905 Webcam) and is typically operated at a 15-or 30-Hz frame rate. The camera charge-coupled device (CCD) array has 1600 × 1200 pixels. The optics allows the focus and FOV of the entire system to be adjusted through software (Logitech Webcam Software v1.0). The angular FOV of the camera is nominally set to approximately 20
• .
0018-9294/$26.00 © 2011 IEEE Fig. 1 . Overhead view of the camera system. The FOV of a single CCD camera is divided and redirected to provide two views of the same object.
A pair of front-surface 1-in 2 , 2-mm thick mirrors are mounted with their nearest reflective edges approximately 25 mm from the camera aperture. These mirrors act as an optical field splitter. Two larger mirrors, positioned approximately 0.30 m from the optical field splitter, are used to redirect the optical paths toward the field of interest. The position and orientation of these mirrors determine the position and orientation of the two virtual cameras. The camera and mirrors are rigidly mounted on a single structure made of Plexiglass. For our setup, the optical axes of the cameras intersect at nearly 36
• . Using a simple model of parallax, or image disparity, we note that the angle of intersection is related to the measurement precision of depth as well as the FOV common to both virtual cameras [10] . The configuration implemented provides a good balance between measurement precision and FOV. The volume simultaneously visible to both virtual cameras encompasses more than 6 L. The center of this measurement volume is approximately 0.90 m from the optical field splitter.
A. Calibration
The system was calibrated using the stereo camera calibration protocol outlined by the Camera Calibration Toolbox for MATLAB, which is freely available online [11] . The protocol is simple to perform and allows for correction of a number of lens distortions. The calibration procedure entails taking multiple images of a planar checkerboard pattern. We use an 11 × 16 checkerboard pattern generated using a standard laser printer. The average horizontal and vertical grid spacings, respectively, were measured to be 11.61 ± 0.01 and 11.66 ± 0.01 mm. The corners of the squares serve as features that the calibration program can identify and triangulate.
Calibration data were obtained by recording approximately 22 images of the checkerboard pattern positioned in various locations and orientations spanning the measurement volume, including 12 centrally located positions for which the pattern was successively translated 10.0 mm, occupying a volume of approximately 2.6 L. This represents the measurement volume evaluated in later tests. For each image, the user manually identifies the four extreme corners of the grid pattern seen in both virtual cameras. The calibration program estimates the pixel values corresponding to all of the corners on the grid pattern in both camera views.
The principle of the calibration procedure is as follows. Based on the calibration data and the measured grid spacings, the calibration program first determines the following intrinsic parameters for the left and right camera: 1) focal length in pixels (2 × 1 vector); 2) principal point coordinates (2 × 1 vector); 3) skew coefficient defining the angle between the x and y pixel axes (scalar); and 4) image distortion coefficients for radial and tangential distortions (5 × 1 vector). The skew and distortion parameters are small because we use flat mirrors. In addition to correcting for imperfections, the distortion parameters allow for the use of complex optics, such as curved mirrors and fish-eye lenses.
Next, the program determines the extrinsic parameters, which depend on the relative position and orientation of the cameras: 1) 3 × 3 rotation matrix, R and 2) translation vector, T. If we consider a calibration point in 3-D space, its coordinate vectors X L and X R in the left and right camera reference frames, respectively, are related by X R = R * X L + T. The extrinsic parameters are determined from the calibration data, using a global optimization procedure that also adjusts the intrinsic parameters.
The calibration parameters are automatically stored in variables so that they can be utilized in a toolbox function call that performs stereo triangulation; i.e., computation of 3-D position from the pixel coordinates of the two virtual cameras. In addition, a toolbox function allows the spatial configuration of the two cameras and the calibration planes to be displayed in a 3-D plot so that the entire calibration setup can be visualized (see Fig. 2 ). These and other details are described in the user manual.
B. Validation
Accuracy was assessed by translating test patterns through the measurement volume on an optical rail. The patterns were mounted such that their surfaces were perpendicular to the translation axis of the rail. Translations along the rail were measured using a Vernier caliper. Two test patterns were used. A checkerboard pattern was used for assessing the system calibration, and a 7 × 10 pattern of high contrast, 10.6-mm-diameter circular dots was used to assess the accuracy of the system for triangulating markers. The average spacing of the dots in the horizontal and vertical directions was 20.87 ± 0.01 and 20.79 ± 0.01 mm, respectively. These dots closely resembled the markers that were used during head tracking.
For the checkerboard, the positions of all the checkerboard corners relative to the left virtual camera were triangulated. The data were condensed by computing the distances between a centrally located corner and all others. These distances, deduced by triangulation, were compared with the known distances. A histogram of the distance errors is shown in Fig. 3(a) . The mean error was 0.42 mm, and the standard deviation was 0.41 mm. Similarly for the dot pattern, the dot positions were triangulated, and the distances between a centrally located dot and all others were computed. These distances were compared with the known distances. A histogram of the distance errors is shown in Fig. 3(b) . The mean error was 0.42 mm and the standard deviation was 0.38 mm.
To assess the effect of increasing the camera-to-FOV distance, we increased the camera-to-FOV distance from 0.90 to 1.50 m by rotating the two large mirrors, recalibrated the system, and repeated the validation described previously for the checkerboard pattern. The mean error increased from 0.42 to 1.14 mm (data not shown).
In addition to systematic errors, variations in marker position can result from imprecision associated with marker triangulation as well as with physical positioning of the pattern. These were assessed as follows. Multiple images of a single-dot pattern-camera configuration were analyzed to assess triangulation precision. Analysis of the frame-to-frame triangulation precision showed that the magnitude of the position change was 0.076 mm and the standard deviation was 0.047 mm [see Fig. 4(a) ]. Next, repetitive translation of the pattern to the same position was performed to assess our ability to precisely position the patterns within the measurement volume. Analysis of the triangulation precision for repetitive positioning of the dot pattern showed that the mean magnitude of the error was 0.084 mm and the standard deviation was 0.048 mm [see Fig. 4(b) ]. It should be noted that the variation observed in this test is a concatenation of frame-to-frame triangulation imprecision and variation associated with translation inaccuracies.
C. Digitizing Stylus
By placing markers on a pointer, it is possible to precisely extrapolate the position of the pointer's tip for the purpose of creating a digitizing stylus. We constructed a stylus consisting of a rigid stick with two 10-mm-diameter spheres attached collinearly with the tip. After performing the calibration described in the next paragraph, the position of the tip can be extrapolated from the position of the spheres. The stylus can then be used to digitize discrete points or head shapes by dragging the tip over the scalp. The tip does not need to be visible to the virtual cameras; thus, the stylus can be used to digitize points that are obstructed from one or both virtual cameras.
To calibrate the position of the stylus tip, we imaged the stylus while its tip rested in a small divot, which prevented the tip from wandering. The two spheres and the divot were triangulated for a wide range of stylus orientations, using multiple video images. From this data, we determined the mean separation between the stylus tip and the lower sphere. This data and the collinearity of the device allowed the position of the stylus tip to be calibrated with respect to the positions of the spheres (see Table I ).
To test the digitizing accuracy of the stylus, the divot was precisely translated 70.0 mm along an optical rail to a new position (Position 1 in Table I ). The distance shift determined by triangulation of the stylus was 69.22 mm. The difference between the digitized position of the divot obtained using the stylus and the directly triangulated position of the divot was considered the average stylus error and was equal to 0.32 mm.
D. Head Position Measurement and Tracking
As noted previously, MEG sensor position is usually inferred from measurement of head position with respect to the sensor. This is accomplished by determining the location of three fiducial points in the sensor frame, which allows the sensor position to be computed in a head-based coordinate system. Ideally, the fiducial points are rigid landmarks that can be precisely digitized. They also need to be readily identifiable on a magnetic resonance (MR) image so that the source locations can be registered with the MR image. The most commonly used fiducial points are the nasion and the left and right preauricular points. A head-based coordinate system is defined as follows. The fiducial points define the xy plane, and the origin is midway between the left and right preauricular points. The x-axis passes through the nasion. The y-axis is perpendicular to the x-axis in the xy plane. The z-axis is perpendicular to the xy plane.
One obvious difficulty is that the fiducial points are not always visible to the virtual cameras. In particular, the preauricular points are rarely visible since they usually do not face the camera and/or are obscured by the sensor. To overcome this problem, we placed several markers on or near the forehead and tracked these points instead of the preauricular points. In principle, sensor position can be determined using any three fixed points, although sensor position accuracy may degrade if the points are collinear or closely spaced. Subject preparation consists of placing markers on the head such that for any head pose at least three markers are simultaneously visible to both virtual cameras. It is not necessary to place markers on the preauricular points if they can be readily identified in the images or if they are digitized relative to the markers, using the stylus.
Knowledge of the position of any three markers can be used to extrapolate the position of fiducial points during the tracking procedure, but first the relative positions of the fiducial points with respect to the markers must be known. This was accomplished by imaging the head in various poses such that each fiducial point was triangulated simultaneously with at least three markers. Once the positions of the markers are known with respect to the fiducial points, they can be used in lieu of the fiducial points. Notice that conventional digitizers digitize the fiducial points and reference points using a stylus, and require the head to be stationary during the digitization procedure. Here, however, a stylus is not needed, although it was used for demonstration purposes, and the head does not need to remain stationary. 5 . Depiction of triangulation of head markers. For both head orientations, the forehead markers 1, 2, and 3 are simultaneously visible from both virtual camera perspectives; however, not all fiducial points are visible. Marker 7 is indicated using the stylus, which was useful for digitizing points obstructed from the camera view, as in the upper image.
The fiducial point locations are less accurate when extrapolated from markers on the forehead versus direct measurement. To demonstrate the system's ability to nonetheless accurately digitize the fiducial points, we triangulated eight markers affixed to realistic Styrofoam head phantom: three were placed at the fiducial points (nasion, left, and right preauricular points), three were affixed to the forehead, and two additional markers were affixed near the temples (see Fig. 5 ). In practice, the two temporal markers usually are nonessential. The geometry of the head prevented us from measuring all of the points in a single stereo observation. It was necessary to record at least two head poses in order to establish the relative positions of all eight head points.
We first measured the distances between pairs of markers on the head phantom, using a Vernier caliper. These measurements served as a reference for us to compare with triangulation measurements. The results of this comparison are presented in Table II . The measurements in Table II do not fully characterize the accuracy of head digitization since they do not indicate the direction of the error. The accuracy of the fiducial point locations inferred from the forehead marker locations was assessed by comparison with the locations determined by direct triangulation of the fiducial points. These results are shown in Table III . Accurate localization of the fiducial points is crucial since they define the head-based coordinate system. The corresponding error in the origin of the head-based coordinate system was 1.01 mm and the angular errors of the axes were a few tenths of a degree or less.
E. Calibration of Sensor Position and Orientation
Because the sensor is hidden from view within the dewar, its position and orientation must be deduced from markers on the dewar surface, and a calibration is required to determine the coordinate transformation between the sensor frame and the dewar frame. This was accomplished by performing dipole fitting to localize five current-dipole sources with known locations within a 100-mm-radius commercial spherical head phantom (4D Neuroimaging, Inc.). The procedure we used was as follows.
A group of nine dots, spaced 40
• apart, was affixed around the circumference of the dewar near the detection coils. A second group of nine dots was affixed above the first group, but was rotated 20
• such that the two groups of dots defined adjacent equilateral triangles. Triangulation of three of these dots was used to define the dewar frame. Dots were also affixed to the phantom to define a head-based coordinate system, as described previously.
The sensor used in this study was a 37-channel biomagnetometer (Magnes, 4D Neuroimaging, Inc.), housed in a magnetically shielded room. The channels were configured as firstorder gradiometers with 20-mm-diameter, 50-mm baseline, and magnetic field resolution <10 fT/(Hz) 1/2 . They were uniformly distributed over a circular area of diameter 140 mm.
The relative positions and orientations of the channels comprising the array were held fixed by the cryostat, but the cryostat itself could shift laterally or rotate axially within the dewar. Thus, we assumed that the relative positions and orientations of the channels, as well as the channel gains, were unchanged from their factory calibration; only the position and orientation of the sensor array as a whole were assumed to change. The sensor position was transformed into head-based coordinates by concatenating the transformation from the dewar frame to the head frame, derived from triangulation of the dewar and phantom markers, with the undetermined transformation from the sensor frame to the dewar frame. A global fitting routine was used to find the transformation that minimized the localization error from all the dipoles. Using the optimized transformation, the errors progressively increased with dipole depth, ranging from 0.85 mm for a 15 mm deep dipole to 2.17 mm for a 55 mm deep dipole. For comparison, the errors are typically in the range 1-4 mm, when using the electromagnetic digitizer supplied with our MEG system.
F. Camera Magnetic Interference
A potential problem is magnetic interference from the camera. At distances of less than 0.9 m, the interference from the camera was seen in the power spectrum as spikes at 10 Hz and harmonics. Fig. 6 shows the power spectrum of a 200-s recording, averaged over all 37 SQUID channels. For purposes of illustration, the data in Fig. 6 were recorded with the camera only 0.30 m from the center of the SQUID array. At a typical distance of 0.9 m, the interference was not discernable. In addition, TABLE II  DISTANCES BETWEEN MARKERS MEASURED USING A CALIPER VERSUS TRIANGULATION FROM TWO HEAD POSES   TABLE III  COMPARISON OF THE EXTRAPOLATED FIDUCIAL POINTS WITH THE  TRIANGULATED hole was created at the center of the tube to allow optical access to the camera, which was mounted in the center of the tube.
III. DISCUSSION
We have demonstrated a low-cost, high-performance SPI and tracking system, based on the concept of catadioptric stereo triangulation. Using mirrors to split the FOV and redirect the beam paths toward the measurement volume at oblique angles allows the system to accurately triangulate the position of small markers on the head using an inexpensive PC camera. We demonstrated that the system is capable of imaging objects within a relatively large volume and can measure relative distances with a mean accuracy of 0.42 mm.
Optimizing the system to suit our needs was accomplished by balancing the tradeoff between accuracy and measurement volume. The ratio of the distance between the virtual cameras, or baseline, to target distance strongly influences the accuracy of stereo imaging measurements performed using aerial or satellite imagery [10] . We set the baseline and the distance to the center of the FOV to be similar in length so that the optical axes of the cameras intersected at approximately 36
• . This provides a reasonable balance between accuracy and viewing volume. Increasing the distance between the physical camera and the FOV common to the virtual cameras enables the user to increase the FOV at the expense of position measurement accuracy. We found that when the distance to the FOV was increased from 0.90 to 1.50 m, the localization error increased from 0.42 to 1.14 mm. This can be understood from the analysis below. Fig. 6 . Comparison of noise spectra observed from the camera with and without the magnetic shield. Even though the camera was only 0.30 m from the center channel of the sensor array, the noise observed in the shielded case is nearly identical to the background noise with the camera turned off. The background noise shows peaks due to environmental interference. Fig. 7 . Graphical interpretation of how the pixel information from virtual camera 2 assists in determining depth resolution measured with respect to virtual camera 1. This simplified model presumes ideal pixel knowledge for virtual camera 1 and that the object is at the intersection of the two virtual camera axes. R 1 and R 2 , respectively, represent the camera axes of the left and right virtual cameras, f 0 is the camera focal length, δ is the pixel accuracy (exaggerated for clarity), and α = tan −1 δ/f 0 .
The tradeoff between spatial resolution and FOV within our system is apparent upon analyzing the performance of an idealized stereo imaging system (see Fig. 7 ). The simplest analysis considers the case where the object being viewed lies at the intersection of the optical axes, R 1 and R 2 , of the virtual cameras, which intersect at angle ω. The depth resolution, ΔR 1 , measured with respect to virtual camera-1 is governed by the pixel accuracy δ, with which we can identify the object in the image with virtual camera-2. Approximating that all errors are small (α ≈ 0
• ) allows us to generalize to situations in which the camera axes are not aligned orthogonally
where f 0 is camera-2's focal length. Thus, the resolution is inversely proportional to virtual camera-2's focal length and the sine of the angle formed by the intersection of the epipolar lines.
This equation suggests that optimal resolution is obtained when the camera axes are orthogonal and degrades as the axes become more parallel or antiparallel to one another. The limiting case when R 1 ≈R 2 and ω→0 approaches the condition of trying to estimate depth from a single viewing position. Under this condition, ΔR 1 increases without bound. A key component of our implementation is the calibration procedure, which was greatly facilitated by a freeware software package that can calibrate stereo, as well as monocular cameras. The calibration program is capable of correcting for lens distortions; aspheric camera lenses and curved mirrors can be used. For our system, the distortion corrections were small despite the use of inexpensive optics.
When possible, we validated the system using distances measured using a Vernier caliper, rather than relying on another digitizer system. Using the calipers as a gold standard, we found that our electromagnetic digitizer showed systematic errors greater than 1 mm, and thus, it could not be used to validate the optical system.
Stereo imaging performed using a single camera provides a number of advantages. In addition to low cost and high performance, the system is simpler than a conventional dual-camera stereo system because it generates a single video stream. Conventional stereo systems use two cameras and generate two video streams, which must be precisely synchronized. Assuming a frame rate of 15 Hz, modest movement velocities of several centimeters per second can generate errors on the order of millimeters. Single-camera stereo imaging eliminates the possibility of error due to video asynchrony; thus, the system is potentially capable of accurately tracking very rapid motion.
The magnetic interference from the camera could be reduced to a level approximately equal to the background noise by using a simple, inexpensive magnetic shield. Sensors with magnetometer coils will be more susceptible to interference than our sensor, which has gradiometer coils. In this case, it may be necessary to increase the magnetic shielding or mount the camera farther from the sensor with a corresponding adjustment in the camera focal length.
Our system is especially well suited for neonatal MEG because it does not require the subject to remain motionless. In contrast, digitizers that use a stylus assume that the subject never moves throughout the digitization procedure. With neonates and infants, this requirement is practically impossible to satisfy, unless the subject is asleep. Our system is able to overcome this difficulty by triangulating multiple markers on the head to continuously track and compensate for head movement. Head shape digitization is accomplished with the use of a stylus, which is dragged over the scalp, but again the subject does not need to remain stationary during the procedure. Video recording is commonly required in pediatric and adult clinical studies in order to monitor the well-being of the subject and to score for behavior and state. Thus, the system can serve two essential purposes. A drawback of our method is that it requires placement of multiple markers on the head, but the markers are small and nonirritating. The system should also work well for adult applications and offers some advantages in terms of convenience and subject comfort.
