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Resumen y Abstract  IX 
 
Resumen 
El objetivo principal de la tesis fue desarrollar y validar una metodología de control 
predictivo basado en modelo implementado en un controlador de automatización 
programable.  
Para cumplir con ese objetivo se da inicio con la historia y los aspectos generales que 
describen el control predictivo basado en modelo. Dentro de sus diferentes tipos de 
controladores, encontramos uno de los pioneros que es el Control por matriz dinámica. 
Este controlador se describe por tres elementos: el modelo de predicción, la forma en que 
rechaza perturbaciones y el algoritmo de control. Una vez se han explicado de manera 
detallada esos aspectos, se incluyen dos características muy importantes. La primera 
corresponde a la fundamentación matemática que permite controlar sistemas 
multivariables. La segunda, a la inclusión de restricciones en las señales de salida y de 
control.  
Posteriormente, se desarrolla el algoritmo de Control por matriz dinámica y se válida en el 
software Matlab. Se inicia con un análisis del control predictivo basado en modelo. Luego, 
se valida el código para sistemas SISO y MIMO, obteniendo la respuesta esperada al 
implementar la técnica de control. 
Continuamos, con la descripción de la columna de destilación. Partiendo de unas 
suposiciones y consideraciones se obtienen las ecuaciones que describen el 
comportamiento dinámico del proceso. Se linealiza el modelo para obtener las funciones 
de transferencia que alimentarán la dinámica del controlador predictivo. 
Por último, se implementa el controlador en un controlador de automatización programable 
validando el desarrollo con dos ejemplos. Analizando el comportamiento de los sistemas 
previamente validados en Matlab. 
 
 
Palabras clave: Columna de destilación binaria, Controlador de automatización 
programable, Control por matriz dinámica, Control predictivo basado en modelo.  
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The main objective of the thesis is to develop and validate a model predictive control 
implemented in a programmable automation controller. 
In order to achieve this goal, we begin with the history and general aspects that describe 
model predictive control. Within its different types of controllers, we find one of the pioneers 
that is Dynamic matrix control. This controller is described by three elements which are as 
follows: the prediction model, measurable disturbances and the control algorithm. Once 
these aspects have been explained in detail, two very important characteristics are 
included. The first corresponds to the mathematical explanation that allows controlling 
multivariate systems. The second is the inclusion of restrictions on the output and control 
signals. 
Subsequently, the Dynamic Matrix Control algorithm is developed and validated in Matlab 
software. It starts with an analysis of the model predictive control. Then, the algorithm is 
validated for SISO and MIMO systems, obtaining the expected response when a control 
technique is implemented. 
We continue with the description of the distillation column, starting with some assumptions 
and considerations, we obtain the equations that describe the dynamic behavior of the 
process. The model is linearized to obtain the transfer functions that will feed the dynamics 
of the predictive controller. 
Finally, the controller is implemented in a programmable automation controller validating 
the algorithm with two systems. Analyzing the behavior of the system that were previously 
validated in Matlab.  
 
 
Keywords: Binary distillation column, Dynamic matrix control, Model predictive 
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𝑔𝑖  




  Respuesta al paso de la salida 𝑗 en la entrada 𝑘 
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A lo largo de los años las industrias han buscado la manera de optimizar los procesos 
ajustándolos a sus necesidades, básicamente dichas necesidades corresponden a 
disminuir el tiempo de fabricación y obtener un producto de mejor calidad a un menor 
precio. Entre diversos tipos de controladores se tiene el control predictivo basado en 
modelos. Este se originó a finales de los 70’s y desde entonces se ha desarrollado 
considerablemente [1]. El término MPC1 no define una estrategia de control específica, en 
el sentido de que hay una gran variedad de este tipo de controladores. Sin embargo, hace 
uso de un modelo explícito del proceso para obtener la señal de control deseada y así 
poder minimizar la función objetivo o de coste. En este método de diseño para las 
diferentes familias de controladores predictivos se tienen las siguientes características 
generales: 
 El uso explícito de un modelo de manera que se pueda predecir la salida del 
sistema en instantes de tiempo futuros. 
 Calcular una secuencia de control de manera que se minimice una función objetivo. 
 Se considera una estrategia de desplazamiento, esto con el fin de que en cada 
instante de tiempo se cambia el horizonte hacia el futuro, de manera que se 
involucra la aplicación de la primera señal de control de la secuencia calculada para 
cada paso. 
En [2] se hace un estudio concienzudo en las diferentes tecnologías de control predictivo, 
siendo el DMC2 la base de muchos otros y de allí el interés de profundizar en sus 
consideraciones, funcionamiento y operación a nivel académico e industrial, considerando 
la importancia de empezar desde las bases de este tipo de controlador y apropiarse del 
conocimiento que ello implica. El DMC fue desarrollado por Cutler y Ramaker de la 
                                               
 
1 Por sus siglas en inglés, Model Predictive Control 
2 Por sus siglas en inglés, Dynamic Matrix Control 
2 Introducción 
 
compañía Shell Oil Co. a finales de los setentas, siendo este algoritmo uno de los más 
usados en la industria, especialmente en el sector petroquímico [3].  
Desde el punto de vista de control y con miras a una aplicación industrial, considerando 
que el modelo de la planta puede ser de múltiples entradas y múltiples salidas, se 
considera que la columna de destilación es la más idónea para el propósito de evaluar el 
desempeño del controlador predictivo, específicamente por matriz de control dinámica.  
Una columna de destilacion es un cilindro vertical donde entran en contacto gases y 
líquidos en diferente etapas  sobre platos o charolas. En términos generales la interacción 
entre el líquido y el gas es una interacción múltiple, la cual tiene lugar por cada una de sus 
etapas por difusión interfacial [4]. 
La cantidad de etapas que puede tener una columna de destilación está determinada por 
el tipo de proceso, considerando que la eficiencia de cada plato o etapa estará a cargo del 
diseño utilizado y las condiciones de operación. Adicionalmente, el tamaño de la torre 
estará regido bajo la premisa de la cantidad de etapas requeridas y de la cantidad de 
líquido y gas que fluyen a través de la torre por unidad de tiempo. Una vez se determinan 
las etapas, el problema principal es escoger las dimensiones y diseño que mejor 
representen la dinámica de la columna. Por lo general, si las condiciones dadas conllevan 
a una elevada eficiencia del proceso se pueden tener dificultades en la operación. 
En la industria siempre se ha buscado alguna manera de mejorar los procesos, ya sea con 
máquinas modernas o con algún tipo de software que permita la optimización de la 
producción. Empresas como Rockwell Automation [5], Allen Bradley [6], Siemens [7], Festo 
[8], Honeywell [9], Colsein [10], entre otras, ofrecen cursos especializados en el uso de 
herramientas relacionadas a equipos industriales como lo son los PLC, siendo este 
controlador uno de los más usados en industria. 
Como es bien sabido, hay distintos tipos de controladores implementados en el ámbito 
industrial, desde controladores clásicos como un PID [11] hasta técnicas más robustas 
como MPC [12]. Con el propósito de buscar referentes de orden académico-industrial se 
citan y explican brevemente algunos artículos relacionados respecto al control predictivo 
basado en modelo, específicamente en el ámbito industrial. 
En [13] se propone un algoritmo paralelo coordinado de descenso para la solución de la 
convexidad del problema de optimización con restricciones separables que pueda seguir 
el control predictivo basado en modelo en sistemas de redes lineales. La base de dicho 
algoritmo se fundamenta en coordinar las actualizaciones de descenso, las cuales se 
calculan en paralelo, con una complejidad de interacción baja y haciendo uso de 
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información local. Un resultado importante corresponde a la implementación, dado que no 
requiere un hardware de alto nivel. Las pruebas las realizaron en una configuración de 
cuatro tanques interconectados entre ellos, con la finalidad de controlar el nivel de agua 
en cada uno. La implementación del MPC fue realizada en un PLC Siemens S7-1200. 
Ahora bien, con relación al tipo de equipos que podrían estar en la capacidad de correr un 
controlador de gama alta que requiera un procesamiento de cálculo más complejo, en [14] 
implementan un controlador predictivo el cual tiene como aporte más importante el uso de 
técnicas de optimización para ser aplicadas al controlador y al ser implementado en tiempo 
real, afirman que obtuvieron mejores resultados en la optimización. Todo esto haciendo 
uso de un computador industrial, con un procesador Intel® Pentium® M y con RTAI3 como 
sistema operativo, adicional la contribución principal fue la aplicación de técnicas de 
computación suave del control on-line, donde actualmente se delega al modo off-line. 
En el ámbito académico hay desarrollos en este campo, como se puede apreciar en el 
trabajo de tesis [15], donde se diseñó un controlador predictivo multivariable basado en 
modelo, siendo formulado en espacio de estados y programado en Matlab. El desarrollo 
del algoritmo de control fue basado en modelos lineales con las no linealidades esenciales 
del proceso haciendo uso de la técnica conocida como “linealización en línea”, dicho 
algoritmo fue implementado en una planta piloto de destilación binaria. 
Un trabajo más específico se puede ver en [16], donde se ha modelado una columna de 
destilación binaria no ideal para la separación de la mezcla etanol-agua. Allí se describe el 
proceso de modelado de la planta, con el análisis dinámico de la misma partiendo de la 
linealización alrededor de un punto de equilibrio y el estudio de bifurcaciones. Además, se 
desarrolló una estrategia de control predictivo correspondiente a un problema de 
optimización cuadrático con restricciones. Finalmente, concluyen que el desempeño del 
control predictivo basado en el modelo no lineal es mucho mejor comparado con el del 
modelo lineal. 
En otro trabajo de tesis [17] se implementó un control predictivo para un reactor por lotes 
de policondensación para la producción de Polietilentereftalato, utilizando como modelo de 
predicción un modelo no lineal híbrido. Allí se implementaron tres tipos de controladores 
(PI, PID y MPC). Finalmente, se concluye que el controlador predictivo tuvo el mejor 
desempeño de los tres controladores, de forma que se garantizó la convergencia a la 
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Considerando que en la industria los equipos más utilizados son PLC4 y los PAC5, es 
necesario la inclusión de controladores que permitan hacer un uso apropiado del hardware 
y software que poseen estos equipos considerando algunos elementos como lo son la 
velocidad de procesamiento y la capacidad de almacenamiento. La capacidad 
computacional requerida para implementar algún tipo de controlador predictivo basado en 
modelo es alta. Sin embargo, la inclusión de un algoritmo capaz de ser ejecutado por un 
PAC y que sea más robusto que un controlador convencional puede significar una mejora 
en el rendimiento del equipo, reducción de costos de producción, eficiencia energética, 
entre otras. 
 
Formulación del problema 
Al momento de que un ingeniero se enfrente al problema de escoger que tipo de 
controlador usar con los equipos a su disposición, se puede ver enfrentado a los siguientes 
cuestionamientos: ¿Por qué escoger un controlador predictivo basado en modelo y no un 
controlador clásico? ¿Qué ventajas de desempeño presenta este tipo de controlador? 
¿Qué limitaciones presenta el MPC al momento de implementar el algoritmo? ¿El PAC 
tiene las capacidades, respecto al hardware, para correr sin inconvenientes el MPC? ¿Se 
debe tener en cuenta algún tipo de restricción en el algoritmo de control? entre otras. 
Pensando en la respuesta a los cuestionamientos anteriores, se debe considerar que la 
familia de controladores predictivos basado en modelos es muy amplia, de ahí la 
importancia de realizar un enfoque especifico e implementarlo para darle validez. Esta tesis 
se enfocó en implementar un algoritmo como lo es el DMC a un equipo industrial de gran 
acogida como lo es un PAC, teniendo en consideración las limitaciones de hardware que 
posee este equipo comparado con un computador industrial, específicamente en la 
capacidad de procesamiento. Los equipos usados se encuentran ubicados en el 
laboratorio de Automatización de Máquinas en la Universidad Nacional de Colombia.  
                                               
 
4 Por sus siglas en inglés Programmable Logic Controller. 
5 Por sus siglas en inglés Programmable Automation Controller. 
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Se tiene la necesidad de desarrollar este trabajo en la Universidad Nacional de Colombia, 
a pesar de haber desarrollos similares o más avanzados en términos del aspecto de 
control, debido a que en la literatura esta información no está a la mano y aún no es tangible 
en la práctica industrial del ámbito colombiano. Toda la investigación que esta tesis requirió 
para su desarrollo, se considera que será un adelanto de gran interés para la academia y 
por supuesto al nivel industrial. 
 
Contribución de la tesis 
La academia frente a la industria no está fuertemente ligada, al menos en Colombia, debido 
a que no existe una interacción directa de las dos partes. Si bien existen procesos 
industriales que están lo suficientemente bien trabajados para obtener resultados óptimos 
y con ganancias substanciales para las pequeñas y medianas empresas, estas se pueden 
estar limitando, por el hecho de que las técnicas de control avanzado pueden estar fuera 
de su alcance, por los equipos que tienen a su disposición o por falta de experiencia para 
implementar ese tipo de técnicas. 
Ahora bien, el proyecto desarrollado tiene el enfoque de cerrar un poco la brecha con la 
industria generando una metodología de control avanzado que permita controlar procesos 
de elevada complejidad en equipos asequibles a cualquier tipo de empresa.  
En el laboratorio de Automatización de Máquinas de la Universidad Nacional de Colombia, 
se cuenta con controladores de automatización programable de tipo industrial, por lo tanto, 
el lograr aplicar el control predictivo basado en modelo en estos equipos permite 
acercarnos a la industria de manera que seamos visibles en el aspecto de que no sólo es 
teoría lo que se vive en el día a día en la universidad. 
Adicionalmente, el contar con estos equipos permitirá a los estudiantes, que en este 
momento se están formando, aprender más técnicas de control y de procesos que son 













Desarrollar y validar una metodología para la implementación industrial de un algoritmo de 
control predictivo basado en modelo del tipo DMC6 en un controlador de automatización 
programable en la plataforma industrial Compactlogix de Rockwell Automation, evaluado 
en un caso de estudio mediante el modelo computacional de una columna de destilación 
con mezcla binaria “etanol-agua”. 
Objetivos específicos:  
 Estudiar el algoritmo de control predictivo por Matriz Dinámica de Control en 
términos de aplicabilidad, base matemática, comportamientos, desempeño e 
implementación computacional. 
 Determinar el modelo matemático de la columna de destilación para el proceso de 
mezcla binaria “etanol-agua”. 
 Implementar el algoritmo en el software matemático Matlab y evaluar su 
desempeño integrando el modelo de la columna de destilación. 
 Desarrollar y validar una metodología para la implementación industrial del 
algoritmo de control predictivo basado en modelo del tipo DMC en la plataforma 
industrial 
 Implementar el algoritmo en la plataforma industrial Compactlogix y evaluar su 
desempeño integrando el modelo de la columna de destilación. 
 Validar los resultados obtenidos a través de simulaciones y/o emulaciones del 
proceso. 
Alcance de la tesis 
Considerando la disponibilidad del equipo físico con el que se cuenta para el desarrollo de 
la tesis, el alcance del proyecto está dado por la validación del controlador DMC y el modelo 
de la columna de destilación para el proceso de mezcla binaria “etanol-agua”, para ello se 
implementarán el controlador y el modelo simulados en la plataforma industrial 




                                               
 




Las actividades planteadas y que se desarrollaron para la culminación de la tesis fueron 
las siguientes: 
 Realizar una revisión bibliográfica extensa respecto a la metodología de control 
predictivo a implementar. 
 Hacer una revisión bibliográfica profunda del proceso a implementar 
correspondiente a la columna de destilación. 
 Explorar el estado del arte de los desarrollos previos en el método de Control por 
matriz dinámica. 
 Explorar el estado del arte de los desarrollos previos en la implementación de 
controladores predictivos basados en modelo en controladores de lógica 
programable y controladores automáticos programables. 
 Explorar el estado del arte de los trabajos previos desarrollados tomando como 
modelo la columna de destilación. 
 Realizar el algoritmo de control predictivo basado en modelo. 
 Implementar el algoritmo de control predictivo en Matlab. 
 Validar la implementación del algoritmo con ejercicios propuestos en la literatura. 
 Obtener el modelo matemático de la planta. 
 Implementar el modelo de la planta en Matlab. 
 Simular el modelo de la planta con la implementación del controlador predictivo 
basado en modelo, específicamente con el algoritmo de Control por matriz dinámica 
en Matlab. 
 Implementar el algoritmo de control predictivo y el modelo de la planta en la 
plataforma CompactLogix. 
 Validar los resultados obtenidos de la simulación del sistema. 
 Comparar los resultados obtenidos.  
 Documentar todos los resultados obtenidos. 
 
Organización de la tesis 
La tesis está dividida en 4 capítulos.  
El primer capítulo está dedicado al control predictivo basado en modelo, se explican las 
generalidades de este tipo de control y luego se entra en el detalle de uno de ellos, 
específicamente al Control por matriz dinámica. Se explican todas las especificaciones 
matemáticas correspondientes y se amplía a sistemas multivariables y con restricciones.  
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El segundo capítulo se presenta el algoritmo a implementar, para ello se desarrolla una 
metodología para la implementación del control por matriz dinámica, se analizan dos 
ejemplos. El primero es un sistema de una sola entrada y salida, para luego pasar a 
sistemas de múltiples entradas y múltiples salidas. Se analiza la diferencia de la respuesta 
al sistema cuando se conoce de antemano la referencia y cuando esta es desconocida. 
Luego se valida la metodología comparando con lo que registra la literatura. 
Posteriormente, se plantea un nuevo escenario de simulación, aplicando restricciones. 
En el tercer capítulo se describe el modelo de la columna de destilación. Partiendo de unas 
consideraciones y suposiciones se obtiene la formulación matemática que describe la 
columna de destilación binaria. Posteriormente, se procede a linealizar el modelo y obtener 
las funciones de transferencia que describen el sistema. 
El cuarto capítulo consiste en la implementación del control por matriz dinámica y del 
modelo de la planta en un controlador de automatización programable. Se dan las 
generalidades del PAC para tener una visión del equipo a utilizar. Luego, se valida la 
columna de destilación y el controlador por matriz dinámica en Matlab. Finalmente, se 
valida el controlador, implementándolo en el PAC, con dos ejemplos. 
En el capítulo 5 se abordan las conclusiones del trabajo realizado junto al trabajo futuro. 
 
 
1. CONTROL PREDICTIVO BASADO 
EN MODELO 
El propósito de este capítulo es el de introducir los términos generales del control predictivo 
basado en modelo y detallar una técnica muy utilizada en la industria. Inicialmente se hace 
una breve historia de los diferentes tipos de controladores, pasando a los aspectos 
generales de este tipo de control. Posterior a ello, se describirá de manera más detallada 
un tipo de controlador, el cuál será el controlador por matriz dinámica. Una vez descritos 
los aspectos generales, se detallará el manejo que se le da a este controlador en sistemas 
multivariables y con restricciones. Finalmente se darán las conclusiones del capítulo.  
1.1 Historia y aspectos generales del control predictivo 
basado en modelo 
El término MPC no tiene una estrategia de control específica, en el sentido de que hay una 
gran variedad de este tipo de controladores. La diferencia que se encuentra entre los 
distintos algoritmos es en el modelo usado para representar el proceso, el modelo para 
incorporar el ruido que se puede presentar y la función de coste a minimizar. Hay una gran 
cantidad de nombres que denotan variaciones particulares del control predictivo [18], 
como: 
 Dynamic Matrix Control (DMC) 
 Extended Prediction Self-Adaptive Control (EPSAC) 
 Generalized Predictive Control (GPC) 
 Model Algorithmic Control (MAC) 
 Predictive Functional Control (PFC) 
 Quadratic Dynamic Matrix Control (QDMC) 
 Sequential Open Loop Optimization (SOLO) 
Ahora, existen ventajas en el control predictivo basado en modelo que lo hacen resaltar 
sobre las demás [1]: 
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 Para el personal que no está muy familiarizado en aspectos de control, le resulta 
muy intuitivo los conceptos y al mismo tiempo la sintonización es relativamente 
sencilla. 
 Se puede implementar en una gran cantidad de procesos, desde aquellos que 
presentan una dinámica sencilla hasta otros más complejos, ya sea porque tienen 
tiempos muertos grandes o sean de fase no mínima o inestable. 
 Puede lidiar con procesos multivariables. 
 Intrínsecamente tiene compensación para tiempos muertos. 
 Introduce de forma natural el control por realimentación para compensar las 
perturbaciones. 
 El controlador es fácilmente implementable en leyes de control lineal. 
 Es conceptualmente simple el tratamiento que se le da a las restricciones y permite 
que se vayan incluyendo sistemáticamente al diseño. 
 Es de gran utilidad cuando las referencias futuras son conocidas. 
 La metodología es totalmente abierta, basándose en principios básicos los cuales 
permiten  extensiones futuras. 
Igualmente se presentan desventajas en este controlador. A pesar de que la ley de control 
es fácil de implementar, la obtención numérica es mucho más compleja que en un 
controlador PID. De manera que si la dinámica del proceso no cambia, la derivación del 
controlador puede ser realizada de antemano, sin embargo, en el caso del control 
predictivo todos los cálculos se realizan para cada tiempo de muestreo. Al considerar las 
restricciones, el tiempo que tarda el cálculo es aún más elevado. Dicho esto, con las 
capacidades de las computadoras actuales esto no debería considerarse como un 
problema significativo. El inconveniente que se puede presentar es encontrar el modelo 
matemático más cercano del proceso real, debido a que la salida del sistema que se va 
predecir puede tener algún error comparado con la planta. 
Todos los algoritmos de MPC tienen características o elementos similares y para cada uno 
se pueden seleccionar diferentes opciones dando lugar a diferentes controladores. Estos 
elementos son [1]: 
 Modelo de predicción. 
 Función objetivo. 
 Obtención de la ley de control. 
El modelo de predicción es la piedra angular del MPC [1]. Un modelo de predicción 
completo debe estar en la capacidad de permitir capturar la dinámica del sistema y de 
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calcular las predicciones del proceso, además de ser intuitivo para permitir realizar el 
análisis teórico. El uso de este elemento se debe a la necesidad de calcular la salida 
predicha en un instante futuro en el tiempo. Cada una de las diferentes estrategias de MPC 
usan distintos modelos para representar las salidas predichas y las entradas medibles, por 
tal motivo se puede dar el caso de requerir un modelo para las perturbaciones y otro que 
corresponda al modelo actual del proceso. 
Prácticamente cada forma existente para modelar un sistema puede ser usada para la 
formulación del MPC, entre las más comunes aparece la respuesta al impulso, la respuesta 
al paso, por función de transferencia y por espacio de estado. En la literatura el método 
más usado es por espacio de estado, sin embargo, se hará una descripción general de los 
ya mencionados. 
La respuesta al impulso, también conocida como secuencia de ponderación o modelo de 
convolución, relaciona la salida con respecto a la entrada por la siguiente ecuación: 




Donde ℎ𝑖 es el muestreo de salida cuando el proceso es excitado por el impulso unitario 
[1]. Este método es extensamente aceptado en la industria debido a que es muy intuitivo y 
refleja claramente la influencia de cada variable manipulada sobre la salida determinada. 
De ser un proceso multivariable, las diferentes salidas reflejan el efecto de las entradas. 
Una gran ventaja de este método es que no prioriza la información acerca del proceso que 
se necesita, de manera que el proceso de identificación es simplificado y al mismo tiempo 
permite la dinámica compleja del sistema, como fase no mínima y retrasos. 
La respuesta al paso es muy similar al impulso, con la excepción del tipo de señal de 
entrada. Con sistemas estables la respuesta truncada está dada por: 




Donde 𝑔𝑖 son los valores de salida muestreada para la entrada al paso, Δ𝑢 = 𝑢(𝑡) − 𝑢(𝑡 −
1) y 𝑦0 puede ser tomado como 0 sin perder generalidad. Este método tiene las mismas 
ventajas y desventajas que la respuesta al impulso. 
Para el caso de la función de transferencia se usa el concepto 𝐺 = 𝐵 𝐴⁄ , de manera que la 
salida está dada por  
𝐴(𝑧−1)𝑦(𝑡) = 𝐵(𝑧−1)𝑢(𝑡) 
Con 
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De manera que la predicción estará dada por 
?̂?(𝑡 + 𝑘|𝑡) =
𝐵(𝑧−1)
𝐴(𝑧−1)
𝑢(𝑡 + 𝑘|𝑡) 
Donde, ?̂? representa la variación de la salida predicha 𝑘 muestras en el tiempo y 𝑢 la señal 
de control futura. Está representación es válida para procesos inestables y tiene la ventaja 
que solo es necesario definir algunos parámetros, además un conocimiento a priori del 
proceso es fundamental, especialmente para el orden del polinomio de 𝐴 y 𝐵 [1]. En la 
Figura 1-1 se aprecia de forma general el funcionamiento de la estrategia de Control 
Predictivo Basado en Modelo. 
Figura 1-1 Estrategia del control predictivo basado en modelo [1] 
 
Para el modelo en espacio de estados [18] se asume un modelo de la planta linealizado y 
discreto en el tiempo de la forma 
𝑥(𝑘 + 1) = 𝐴𝑥(𝑘) + 𝐵𝑢(𝑘) 
𝑦(𝑘) = 𝐶𝑦𝑥(𝑘) 
𝑧(𝑘) = 𝐶𝑧𝑥(𝑘) 
Donde 𝑥 es un vector de estado 𝑛-dimensional, 𝑢 es un vector de entrada 𝑙-dimensional, 𝑦 
es un vector de las salidas medidas 𝑚𝑦-dimensional, y 𝑧 es un vector de salida 𝑚𝑧-
dimensional a controlar, ya sea para seguir referencias particulares, para satisfacer algún 
tipo de limitación, o en ambos casos. Las variables de salida 𝑦 y 𝑧 usualmente se 
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sobreponen e incluso suelen ser la misma, esto se debe a que frecuentemente las salidas 
son medibles. De manera que 𝑦 ≡ 𝑧, 𝐶 se denota para ambos casos de 𝐶𝑦 y 𝐶𝑧, y 𝑚 
corresponde a 𝑚𝑦 y 𝑚𝑧. 
La razón principal para usar esta forma estándar se debe a la conexión que se presenta 
con la teoría estándar de los sistemas lineales y de control. Es usual generalizar el modelo 
incluyendo los efectos de las perturbaciones y el ruido. 
Asumiendo una serie de pasos para cada periodo 𝑘, se tendría: 
 Una medición de la salida 𝑦(𝑘). 
 Cálculo de la señal de control 𝑢(𝑘). 
 Aplicación de la señal de control 𝑢(𝑘) a la planta. 
Esto implica un retraso en el sistema, al momento de medir la salida y la señal controlada. 
Por esta razón no hay un paso directo de 𝑢(𝑘) y 𝑦(𝑘) en la ecuación de salida medida, de 
manera que el modelo es estrictamente propio.  
La función objetivo [1] varía para cada algoritmo de control predictivo que se va 
implementar, considerando que es de allí que se obtiene la ley de control. En términos 
generales, la idea principal es que la salida futura (𝑦) sobre el horizonte de control debe 
seguir una referencia determinada (𝑤) y al mismo tiempo, considera el esfuerzo de control 
(Δ𝑢) necesario para realizar las penalizaciones correspondientes. La expresión general 
que describe la función objetivo es: 
𝐽(𝑁1, 𝑁2, 𝑁𝑢) = ∑ 𝛿(𝑗)
𝑁2
𝑗=𝑁1




El segundo término de la ecuación 1-1 corresponde al esfuerzo de control, el cual en 
algunas ocasiones, no es tomado en cuenta. Se tienen las siguientes consideraciones para 
la función objetivo: 
 Parámetros: 𝑁1 y 𝑁2 corresponden a los valores máximo y mínimo del horizonte 
de control, siendo 𝑁𝑢 el horizonte de control, el cual no necesariamente debe 
coincidir con el valor máximo. El significado de estos parámetros es intuitivo, dado 
que marcan los límites de los instantes en el cual es deseable que la salida siga la 
referencia. Nótese que en los procesos con tiempo muerto 𝑑 no hay razón para que 
𝑁1 sea menor a ese tiempo, debido a que la salida no tendrá lugar sino hasta un 
instante 𝑡 + 𝑑. Los coeficientes 𝛿(𝑗) y 𝜆(𝑗) son secuencias que consideran el 
comportamiento futuro, usualmente son consideradas valores constantes o 
secuencias exponenciales.  
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 Referencia: Una de las ventajas de este tipo de control, es que si se conoce a priori 
la evolución de la referencia, el sistema puede reaccionar antes de que se den los 
cambios, de esta manera se evitan los efectos de retardo en la respuesta del 
proceso. La evolución de la referencia 𝑟(𝑡 + 𝑘) es conocida de antemano, en 
aplicaciones como robótica, servomecanismos o procesos por lotes; en otras 
aplicaciones se pueden obtener resultados favorables si solo se siguen referencias 
constantes, de manera que sean conocidos los instantes en los cuales el valor 
cambia y se podrá estar delante de la circunstancia. 
 Restricciones: En la práctica todos los procesos están sujetos a restricciones. Los 
motores están limitados por el campo de acción o la velocidad que puedan llegar a 
alcanzar, las válvulas pueden tomar ciertas posiciones siendo los límites abierto y 
cerrado pero no más allá de estos límites. Así mismo, por motivos como la 
construcción del proceso, los sensores de flujo en un tanque generan limitaciones. 
Las condiciones operacionales están normalmente definidas por la intersección de 
ciertas restricciones básicamente por razones económicas, de manera que el 
sistema pueda operar cerca a esos límites. Normalmente, los límites en amplitud 
(𝑢𝑚𝑖𝑛, 𝑢𝑚𝑎𝑥, 𝑦min, 𝑦𝑚𝑎𝑥) o velocidad de la señal de control (𝑑𝑢𝑚𝑖𝑛, 𝑑𝑢𝑚𝑎𝑥) están 
restringidos por las siguientes consideraciones: 
𝑢𝑚𝑖𝑛 ≤ 𝑢(𝑡) ≤ 𝑢𝑚𝑎𝑥;    ∀𝑡 
𝑑𝑢𝑚𝑖𝑛 ≤ 𝑢(𝑡) − 𝑢(𝑡 − 1) ≤ 𝑑𝑢𝑚𝑎𝑥;    ∀𝑡 
𝑦min ≤ 𝑦(𝑡) ≤ 𝑦𝑚𝑎𝑥;    ∀𝑡  
Al añadir estás restricciones, la minimización de la función objetivo se hace más 
compleja, de manera que la solución no puede ser obtenida explícitamente como 
en el caso sin restricciones. 
En cuanto a la obtención de la ley de control 𝑢(𝑡 + 𝑘|𝑡) es necesario minimizar la función 
objetivo. Para hacer esto las salidas predichas son calculadas de los valores de las 
entradas y salidas pasadas y de la futura señal de control, haciendo uso del modelo 
escogido y sustituyéndolo en la función de costo.  
Una solución analítica puede ser obtenida por el criterio cuadrático si el modelo es lineal y 
no tiene restricciones, en caso contrario puede ser usado un método iterativo de 
optimización. Independiente del método, no es fácil obtener la solución debido a las 𝑁2 −
𝑁1 + 1 variables independientes.  
A fin de reducir grados de libertad es posible imponer una estructura en la ley de control. 
Además, se ha encontrado que esta estructuración de la ley de control produce una mejora 
Capítulo 1 15 
 
en la robustez y en el comportamiento general del sistema, básicamente se debe al hecho 
que al permitir una evolución libre de las variables manipuladas se puede conducir a 
señales indeseadas de control a altas frecuencias y al peor de los casos a la inestabilidad 
del sistema [1]. 
En la Figura 1-2 se aprecia el diagrama de bloques general para el Control predictivo 
basado en modelo [19]. Para cada tiempo de muestreo 𝑘, se calcula un residuo 𝑟(𝑘) entre 
la salida del proceso 𝑦(𝑘) y la salida predicha 𝑦∗(𝑘), esta última basada en las entradas 
pasadas. La trayectoria (es decir, los valores predichos sobre el horizonte de predicción) 
denotadas por 𝒚∗(𝑘) se calcula a partir del Modelo para obtener el valor 𝑦∗(𝑘). Con el 
residuo 𝑟(𝑘) y se calcula la trayectoria 𝒓(𝑘). Luego, es calculada la trayectoria corregida 
de salida ?̂?(𝑘), la cual se compara con la referencia 𝒚𝑟𝑒𝑓(𝑘) de la cual se obtiene la ley de 
control 𝑢(𝑘). 
Figura 1-2 Diagrama general del Control predictivo basado en modelo 
 
1.2 Control por matriz dinámica (DMC7) 
En [2] se hace un estudio concienzudo de las diferentes tecnologías de control predictivo, 
siendo el DMC la base de muchos otros y de allí el interés de profundizar en sus 
consideraciones, funcionamiento y operación a nivel académico e industrial, considerando 
                                               
 
7 Por sus siglas en inglés Dynamic Matrix Control. 
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la importancia de empezar desde las bases de este tipo de controlador y apropiarse del 
conocimiento que ello implica. 
La estrategia fue desarrollada por Cutler y Ramaker de la compañía Shell Oil Co. a finales 
de los setentas, siendo este algoritmo uno de los más usados en la industria, 
especialmente en el sector petroquímico. Como bien se mencionó anteriormente los 
algoritmos de MPC tienen tres elementos básicos, los cuales se van a discutir para este 
controlador [3]. 
1.2.1 Modelo de predicción 
El modelo de predicción usado es el de respuesta al paso. Se considera un modelo de 













donde 𝑁𝑠 representa el horizonte del modelo o dicho de otra manera, los datos que 
contienen la respuesta al paso de la planta [3]. El segundo término de la ecuación 1-3 
corresponde a la respuesta debido a la acción de control que fue tomada de las muestras 
pasadas hasta los valores 𝑡 − 𝑁𝑠 − 1.  
Para explicar el modelo de la respuesta al paso, consideramos un vector que representa 
la entrada paso [20] 
𝒖(0) = [1,1, … ,1, … ] 
inyectada al sistema en reposo, la salida será igual a  
 𝒚(0) = [0, ℎ1, ℎ1 + ℎ2, ℎ1 + ℎ2 + ℎ3, … ], 1-4 
de acuerdo a la convolución descrita en la ecuación 1-2, tendríamos  
≜ [0, 𝑔1, 𝑔2, 𝑔3, … ]. 1-5 
Definimos los coeficientes de la respuesta al paso como 𝑔1, 𝑔2, 𝑔3, … 
Para sistemas lineales invariantes en el tiempo, en los que se ha discretizado la señal, el 
paso se desplaza, por lo tanto obtenemos 
𝒖(0) = [0,1,1,… ,1,… ] 
dando lugar a una respuesta de paso desplazado  
𝒚(0) = [0,0, 𝑔1, 𝑔2, 𝑔3, … ]. 
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La matriz de los coeficientes de la respuesta al paso 
𝐺 = [𝑔1, 𝑔2, … , 𝑔𝑛]
𝑇 1-6 
son una descripción completa de como una entrada en particular afecta la salida del 
sistema cuando este se encuentra en reposo. Cualquier entrada arbitraria 
𝒖(0) = [𝑢(0), 𝑢(1), 𝑢(2), … ] 
puede ser representada como una suma de pasos 
𝒖(0) = [1,1,1,1,… ]𝑢(0) 
+[0,1,1,1,… ](𝑢(1) − 𝑢(0)) 
+[0,0,1,1,… ](𝑢(2) − 𝑢(1)) 
+⋯ 
donde definimos Δ𝑢(𝑖) para denotar los cambios en la entrada, es decir, 
Δu(𝑖) = 𝑢(𝑖) − 𝑢(𝑖 − 1), 1-7 
desde el primer paso al siguiente. La salida del sistema se obtiene sumando el peso de la 
respuesta al paso por su respectivo valor Δ𝑢(𝑖), es decir, 
𝒚(0) = [0, 𝑔1, … , 𝑔𝑛, 𝑔𝑛, 𝑔𝑛, … ]𝑢(0) 
+[0,0, 𝑔1, … , 𝑔𝑛 , 𝑔𝑛, 𝑔𝑛, … ]𝛥𝑢(1) 
+[0,0,0, 𝑔1, … , 𝑔𝑛, 𝑔𝑛, 𝑔𝑛, … ]𝛥𝑢(2) 
+⋯ 
𝒚(0) = [0, 
𝑔1𝑢(0), 
𝑔2𝑢(0) + 𝑔1Δ𝑢(1), …, 
…𝑔𝑛𝑢(0) + 𝑔𝑛−1Δ𝑢(1) + 𝑔𝑛−2Δ𝑢(2) + ⋯+ 𝑔1Δ𝑢(𝑛 − 1), 
𝑔𝑛 (𝑢(0) + Δ𝑢(1))⏟          
𝑢(1)
+ 𝑔𝑛−1Δ𝑢(2) + 𝑔𝑛−2Δ𝑢(3) + ⋯+ 𝑔1Δ𝑢(𝑛), … ]. 
Retomando el modelo de predicción, se puede ver que para un periodo de tiempo en 
particular la salida está dada por 
𝑦(𝑘) = ∑𝑔𝑖Δ𝑢(𝑘 − 𝑖)
𝑛−1
𝑖=1
+ 𝑔𝑛𝑢(𝑘 − 𝑛) 1-8 
Los coeficientes 𝑔𝑖 expresan el efecto del cambio en la entrada, el cual ocurre 𝑖 intervalos 
en el pasado, sobre la salida presente 𝑦(𝑘). Para calcular la salida, se necesita conservar 
las últimas 𝑛 entradas en la memoria. 
Los coeficientes de la respuesta al paso se pueden calcular directamente de los 
coeficientes de la respuesta al impulso y viceversa 






ℎ𝑘 = 𝑔𝑘 − 𝑔𝑘−1 1-10 
Retomando la ecuación 1-3, se denota el segundo término como 𝑍𝑡, el modelo infinito de 
la respuesta al paso tendrá un modelo de respuesta finita al paso, basado en las 
predicciones que puede tener, de esta manera se obtiene 




donde 𝑝 corresponde al horizonte de predicción.  
La respuesta predicha se divide en dos partes: los términos de la respuesta libre y los 
términos de la respuesta forzada. Para lograr esto se separa la ecuación anterior en dos 
términos; uno contiene las acciones de control futuras (Δ𝑢𝑡, Δ𝑢𝑡+1, … ) y el otro contendrá 
las acciones de control pasadas (Δ𝑢𝑡−1, Δ𝑢𝑡−2, … ), obteniendo 





+ 𝑍𝑡+𝑝. 1-12 
Reescribiendo la ecuación 1-12, se obtiene 




∗ , 1-13 
donde el término 𝑦𝑡+𝑝
∗  dado por 
𝑦𝑡+𝑝




representa la respuesta libre, es decir, la respuesta que se espera obtener si no se toman 
acciones de control futuras, mientras que el término que corresponde a la respuesta 





En cuanto a la función objetivo se busca minimizar las diferencias entre la referencia y la 
salida predicha sobre algún horizonte de predicción. El conjunto de salidas predichas sobre 
el horizonte de predicción son 
?̂?(𝑡 + 1|𝑡) = 𝑦𝑡+1
∗ + 𝑔1Δ𝑢𝑡 
?̂?(𝑡 + 2|𝑡) = 𝑦𝑡+2
∗ + 𝑔2Δ𝑢𝑡 + 𝑔1Δ𝑢𝑡+1 
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?̂?(𝑡 + 3|𝑡) = 𝑦𝑡+3
∗ + 𝑔3Δ𝑢𝑡 + 𝑔2Δ𝑢𝑡+1 + 𝑔1Δ𝑢𝑡+2 
⋮ 
?̂?(𝑡 + 𝑁𝑢|𝑡) = 𝑦𝑡+𝑁𝑢
∗ + 𝑔𝑁𝑢Δ𝑢𝑡 + 𝑔𝑁𝑢−1Δ𝑢𝑡+1 +⋯+ 𝑔1Δ𝑢𝑡+𝑁𝑢−1 
⋮ 
?̂?(𝑡 + 𝑁2|𝑡) = 𝑦𝑡+𝑁2
∗ + 𝑔𝑁2Δ𝑢𝑡 + 𝑔𝑁2−1Δ𝑢𝑡+1 +⋯+ 𝑔1Δ𝑢𝑡+𝑁2−1. 
Tenga en cuenta que Δ𝑢𝑡+𝑁𝑢 = Δ𝑢𝑡+𝑁𝑢+1 = ⋯ = Δ𝑢𝑡+𝑁2−1 = 0 debido a la restricción 
estructural sobre los movimientos de control futuro especificados por el horizonte de control 
𝑁𝑢, es decir, posterior al valor del horizonte de control no tendremos cambios en el esfuerzo 





















se puede expresar la salida predicha usando una notación de vector/matriz; 
?̂? = 𝑦∗ + 𝐺Δ𝑢. 








𝑔1 0 0 ⋯ 0
𝑔2 𝑔1 0 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮
𝑔𝑁𝑢 𝑔𝑁𝑢−1 𝑔𝑁𝑢−2 ⋯ 𝑔1
⋮ ⋮ ⋮ ⋮ ⋮







1.2.2 Perturbaciones en DMC 
Hasta el momento no se ha incluido un término de perturbación en el modelo [3]. En  este 
controlador se asume que las perturbaciones permanecerán constantes a lo largo del 
horizonte de control con el mismo valor que en el instante de tiempo 𝑡, es decir, la 
perturbación se asume como una perturbación tipo paso. De forma alternativa, 




Con la consideración de la perturbación, la respuesta libre se expresa con un término 
adicional 𝑣𝑡+𝑝, el cual se describe de la siguiente manera 
𝑦𝑡+𝑝
∗ = 𝑍𝑡+𝑝 + ∑ 𝑔𝑘Δ𝑢𝑡+𝑝−𝑘
𝑁𝑠
𝑘=𝑝+1
+ 𝑣𝑡+𝑝. 1-14 
Ahora, para la perturbación tipo paso, podemos calcular la perturbación 𝑣𝑡+𝑝 como 
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𝑣𝑡+𝑝 = 𝑣𝑡 = 𝑦𝑡 − ?̂?(𝑡|𝑡 − 1), 
donde, la predicción de un paso ?̂?(𝑡|𝑡 − 1) está dado por 




Por lo tanto, 




De acuerdo con la ecuación 1-3, tenemos que 









Consecuentemente, al reemplazar las ecuaciones 1-15 y 1-16, en 1-14 obtenemos 
𝑦𝑡+𝑝










agrupando términos para comodidad se llega a 
𝑦𝑡+𝑝










Al agrupar el segundo y tercer término de la ecuación 1-17, se reducen términos de la 
siguiente manera 
𝑦𝑡+𝑝







Cambiando el índice de la variable con 𝑘 = 𝑗 + 𝑝 en el segundo término de la ecuación 
1-18, obtenemos 
𝑦𝑡+𝑝







Realizando un nuevo cambio de variable de 𝑗 a 𝑘 en el segundo término de la ecuación 
1-19, se obtiene 
𝑦𝑡+𝑝
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El estado estable se alcanzará 𝑁𝑠 intervalos de muestreo después del cambio en la 
entrada, esto implica 
𝑔𝑁𝑠+1 = 𝑔𝑁𝑠+2 = ⋯ = 𝑔𝑁𝑠+∞, 
por lo tanto, se reescribe la expresión general de la repuesta libre como 
𝑦𝑡+𝑝




1.2.3 Algoritmo de control 
Retomando, el objetivo de un controlador DMC [1] es el de conducir la salida del sistema 
tan cerca como sea posible al punto de referencia en un sentido de mínimos cuadrados 
con la posibilidad de incluir penalizaciones sobre las entradas. Por lo tanto, las variables 
manipuladas son seleccionadas para minimizar el objetivo cuadrático que pueden ser 
consideradas para la minimización de errores futuros: 




o se puede incluir el esfuerzo de control, en cuyo caso se expresa de la forma genérica 
𝐽 =∑[?̂?(𝑡 + 𝑗|𝑡) − 𝑤(𝑡 + 𝑗)]2
𝑝
𝑗=1




Si se trata de un caso sin restricciones, la solución al minimizar la función de coste 𝐽 =
𝑒𝑒𝑇 + 𝜆𝑢𝑢𝑇 , donde 𝑒 es el error de los vectores futuros a lo largo del horizonte de predicción 
y 𝑢 es el vector compuesto con los futuros incrementos de control, el cual puede ser 
obtenido analíticamente calculando la derivada de 𝐽 y haciéndola igual a 0, de manera que 
se tiene el resultado general 
𝑢 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓). 1-22 
Es importante destacar que como en todas las estrategias predictivas, solo se envía el 
primer elemento del vector 𝑢(Δu(𝑡)) a la planta. No es admisible implementar la secuencia 
completa sobre los siguientes 𝑚 intervalos en una sucesión automática. Esto se debe a 
que es imposible estimar perfectamente el vector de perturbación y además se hace 
imposible de anticipar con precisión perturbaciones inevitables causadas por la salida 
actual que difieren en las predicciones que son usadas para calcular la secuencia de la 
acción de control. Por último, se debe tener en cuenta que el punto de referencia puede 
cambiar con el tiempo.  
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La demostración del resultado general de la acción de control se desarrolla partiendo de 
la función de costo, representada de forma genérica en la ecuación 1-21. Primero, 





De esta manera, es posible expresar la función de costo en vectores así  
𝐽 = [?̂? − 𝑤]𝑇[?̂? − 𝑤] + 𝜆[𝑢𝑇𝑢]. 1-23 
De antemano se conoce ?̂? = 𝐺𝑢 + 𝑓, donde 𝑓 es la respuesta libre del sistema. Se procede 
a reemplazar ?̂? en la ecuación 1-23 
𝐽 = [𝐺𝑢 + 𝑓 − 𝑤]𝑇[𝐺𝑢 + 𝑓 − 𝑤] + 𝜆[𝑢𝑇𝑢], 
y agrupando términos se obtiene 
𝐽 = [𝐺𝑢 − (𝑤 − 𝑓)]𝑇[𝐺𝑢 − (𝑤 − 𝑓)] + 𝜆[𝑢𝑇𝑢]. 
Por propiedades de matrices, se separa cada término en su transpuesta, obteniendo 
𝐽 = [(𝐺𝑢)𝑇 − (𝑤 − 𝑓)𝑇][𝐺𝑢 − (𝑤 − 𝑓)] + 𝜆[𝑢𝑇𝑢], 
se multiplican los términos y se obtiene 
𝐽 = (𝐺𝑢)𝑇𝐺𝑢 − (𝐺𝑢)𝑇(𝑤 − 𝑓) − (𝑤 − 𝑓)𝑇𝐺𝑢 + (𝑤 − 𝑓)𝑇(𝑤 − 𝑓) + 𝜆[𝑢𝑇𝑢]. 
Quitando algunos paréntesis, llegamos a 
𝐽 = 𝑢𝑇𝐺𝑇𝐺𝑢 − 𝑢𝑇𝐺𝑇(𝑤 − 𝑓) − (𝑤 − 𝑓)𝑇𝐺𝑢 + (𝑤 − 𝑓)𝑇(𝑤 − 𝑓) + 𝜆[𝑢𝑇𝑢]. 
Dado que 𝐺𝑢 y (𝑤 − 𝑓) son vectores, al operar entre ellos, no importa el orden, se puede 
simplificar a 
𝐽 = 𝑢𝑇𝐺𝑇𝐺𝑢 − 2𝑢𝑇𝐺𝑇(𝑤 − 𝑓) + (𝑤 − 𝑓)𝑇(𝑤 − 𝑓) + 𝜆[𝑢𝑇𝑢]. 1-24 
Al derivar la ecuación 1-24 con respecto a 𝑢, se obtiene 
𝜕𝐽
𝜕𝑢
= 2𝐺𝑇𝐺𝑢 − 2𝐺𝑇(𝑤 − 𝑓) + 2𝜆𝑢, 
al igualar a 0 
𝜕𝐽
𝜕𝑢
= 2𝐺𝑇𝐺𝑢 − 2𝐺𝑇(𝑤 − 𝑓) + 2𝜆𝑢 = 0 
y factorizar el 2, se obtiene 
𝐺𝑇𝐺𝑢 + 𝜆𝑢 = 𝐺𝑇(𝑤 − 𝑓). 
Al factorizar 𝑢 
𝑢(𝐺𝑇𝐺 + 𝜆𝐼) = 𝐺𝑇(𝑤 − 𝑓) 
y luego despejarlo, llegamos a 
𝑢 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓), 
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siendo la misma ecuación 1-22 que queríamos demostrar. De esta manera, se comprueba 
cómo se obtiene la señal de control, a partir de la función objetivo. 
1.3 Control por matriz dinámica para sistemas 
multivariables 
Modelos de respuesta al paso, pueden ser fácilmente extendidos a procesos multivariables 
[1]. Para una planta con 𝑛𝑢 entradas cada salida 𝑗 reflejará el efecto de todas las entradas 











 es la respuesta al paso de la salida 𝑗 en la entrada 𝑘 y 𝑢𝑘 denota la acción de 
control para la entrada 𝑘. 
El esquema básico de DMC se extiende a sistemas multivariables. Las ecuaciones básicas 
permanecen iguales, con la excepción de que las matrices y los vectores son más largos, 
además de que se particionan apropiadamente.  
Considerando la linealidad del modelo usado, el principio de superposición puede ser 
utilizado para obtener las salidas predichas debidas a las entradas del sistema. El vector 
de salidas predichas se puede definir así 
?̂? = [𝑦1(𝑡 + 1|𝑡), … , 𝑦1(𝑡 + 𝑝1|𝑡), … , 𝑦𝑛𝑦(𝑡 + 1|𝑡), … , 𝑦𝑛𝑦(𝑡 + 𝑝𝑛𝑦|𝑡)]
𝑇
. 
El arreglo de las señales de control futuras se expresa como 
𝒖 = [Δu1(𝑡), … , Δ𝑢1(𝑡 + 𝑚1 − 1),… , Δ𝑢𝑛𝑢(𝑡), … , Δ𝑢𝑛𝑢(𝑡 + 𝑚𝑛𝑢 − 1)]
𝑇 . 
Y la respuesta libre como 
𝒇 = [𝑓1(𝑡 + 1|𝑡), … , 𝑓1(𝑡 + 𝑝1|𝑡), … , 𝑓𝑛𝑦(𝑡 + 1|𝑡), … , 𝑓𝑛𝑦(𝑡 + 𝑝𝑛𝑦|𝑡)]
𝑇
. 
Teniendo en cuenta que la respuesta libre de la salida 𝑖 depende de los valores pasados 
de 𝑦𝑖 y los valores pasados de todas las señales de control. Una vez definidos los vectores, 
la ecuación de predicción será la misma que la descrita en el caso SISO, sin embargo, se 
considera la matriz 𝑮 como una matriz de matrices, considerando la cantidad de entradas 
y salidas del sistema 
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Cada matriz 𝐺𝑖𝑗 contiene los coeficientes de la 𝑖-ésima respuesta al paso correspondiente 
a la 𝑗-ésima entrada. 
1.4 Control predictivo con restricciones 
Hasta el momento, se ha descrito el control predictivo basado en modelo sin restricciones. 
Esto se aleja de la realidad, ya que en la práctica los sistemas están sometidos a 
restricciones. Por ejemplo, los actuadores están limitados a un rango de acción, como es 
el caso de las válvulas que pueden estar completamente abiertas o cerradas, pero no 
pueden ir más allá de esos dos estados. Además, por motivos de seguridad o físicos, el 
rango o alcance de un sensor limita el proceso, restringiendo las variables del proceso, 
como el flujo, nivel y presión. Adicionalmente, los puntos de operación de las plantas, se 
determinan con el fin de satisfacer metas, desde el punto de vista energético y económico, 
así que de alguna manera se encuentra otra restricción al sistema. El sistema de control, 
especialmente para un horizonte de predicción alto, debe anticipar las restricciones y 
corregirlas de una manera apropiada. Es importante destacar, que este tipo de 
restricciones son principalmente usadas por razones de seguridad y deben ser controladas 
de antemano debido a que las variables de salida son afectadas por la dinámica del 
proceso. [1] 
En algunos casos de control, una vez se ha violado la restricción se satura la señal a su 
valor límite. En este caso, no se garantiza la obtención del valor óptimo si las restricciones 
no se cumplen. El propósito principal de considerar las restricciones en el sistema es 
evaluar la forma de obtener la mejor señal de control posible, de manera que se minimice 
la función objetivo. 
Las restricciones en un proceso pueden ser originadas por la amplitud en los límites de la 
señal de control, el límite de la velocidad de giro de los actuadores y el límite en la salida 
del sistema, y pueden ser descritas, respectivamente así: 
𝑈 ≤ 𝑢(𝑡) ≤ 𝑈; ∀𝑡 
𝑢 ≤ 𝑢(𝑡) − 𝑢(𝑡 − 1) ≤ 𝑢; ∀𝑡 
𝑦 ≤ 𝑦(𝑡) ≤ 𝑦; ∀𝑡 
Para un proceso de 𝑚-entradas 𝑛-salidas con restricciones actuando sobre un horizonte 
de control 𝑁, las restricciones pueden ser expresadas como: 
𝟏𝒎𝑈 ≤ 𝑇𝒖 + 𝑢(𝑡 − 1)𝟏𝒎 ≤ 𝟏𝒎𝑈 
𝟏𝒎𝑢 ≤ 𝒖 ≤ 𝟏𝒎𝑢 
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𝟏𝒏𝑦 ≤ 𝑮𝒖 + 𝒇 ≤ 𝟏𝒏𝑦 
Donde 𝟏𝒎 es una matriz de dimensión (𝐻𝑐 ×𝑚) ×𝑚 formada por 𝐻𝑐  𝑚 × 𝑚 matrices 
identidad; 𝟏𝒏 es una matriz de dimensión (𝐻𝑝 × 𝑛) × 𝑛 formada por 𝐻𝑝 𝑛 × 𝑛 matrices 
identidad y 𝑇 es una matriz triangular inferior cuyos elementos no nulos son matrices 
identidad de 𝑚 ×𝑚. Las restricciones se pueden expresar de una manera general como 






























𝟏𝑈 − 𝟏𝑢(𝑡 − 1)
−𝟏𝑈 + 𝟏𝑢(𝑡 − 1)
𝟏𝑦 − 𝒇








Las restricciones que se consideran a la salida del tipo 𝑦 ≤ 𝑦(𝑡) ≤ 𝑦, normalmente se 
imponen por razones de seguridad. Otro tipo de restricciones que son impuestas en las 
variables de control de proceso se usan para obtener ciertas características en el producto 
y pueden ser expresadas de una manera similar al de la salida. 
1.5 Conclusiones 
En este capítulo se ha explicado de forma generalizada los aspectos más importantes del 
control predictivo basado en modelo, indicando algunas de las metodologías que se han 
desarrollado. De forma detallada se ha especificado el control por matriz dinámica (DMC), 
considerando que es la técnica que se va a implementar, detallando el modelo de 
predicción, las consideraciones realizadas para rechazar perturbaciones y el algoritmo de 
control. Una vez se han detallado todos los aspectos involucrados respecto al control por 
matriz dinámica en sistemas de una sola entrada y una sola salida, se extiende la 
explicación a procesos multivariables. Posteriormente, se expone la teoría que domina el 
control por matriz dinámica con restricciones. 
 
 
2. IMPLEMENTACIÓN DEL 
ALGORITMO EN MATLAB 
En este capítulo se desarrolla y valida la metodología para implementar el Control por 
Matriz Dinámica en el software Matlab, llevando a cabo diferentes ejemplos. La primera 
sección se dedicará al desarrollo de la metodología de la implementación del algoritmo de 
control por matriz dinámica. Posterior a ello, se mostrarán dos sistemas diferentes 
siguiendo la metodología de diseño y sintonización de parámetros. El primer ejemplo es 
un intercambiador de calor, siendo este un sistema tipo SISO8. Una de las ventajas que 
tiene el control predictivo es la capacidad para manejar procesos multivariables, por tal 
motivo, el segundo ejemplo implementado corresponde a un sistema con cuatro tanques 
conectados, siendo un sistema MIMO9. Para el ejemplo 1 se hacen pruebas de rechazo a 
perturbaciones. Además, se considera la respuesta del sistema si se desconoce la señal 
de referencia futura. Con todo lo anterior se desarrolla y válida el control por matriz 
dinámica a nivel de simulación en software. Adicionalmente, se explora la implementación 
del algoritmo con restricciones. Finalmente se darán las conclusiones del capítulo. 
2.1 Desarrollo de la metodología 
Se estructura una metodología que permita capturar el modelo de la planta que deseamos 
controlar, posteriormente pasar a la sintonización de los parámetros del controlador y 
finalmente a la implementación computacional del algoritmo. 
La descripción general de la metodología se puede resumir en tres grandes etapas. En la 
Figura 2-1 se observan las tres etapas del proceso.  
 
                                               
 
8 Por sus siglas en Inglés Single-Input Single-Output 
9 Por sus siglas en Inglés Multiple-Input Multiple-Output 
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Figura 2-1 Etapas de la metodología 
 
En la etapa de Modelo se identifica la planta que se desea controlar, para ello se empieza 
con el tipo de proceso, junto a las entradas y salidas del sistema. Esto permite considerar 
si el proceso a controlar es SISO o MIMO, determinando el número de entradas y salidas. 
Adicionalmente, este análisis será de ayuda para determinar el modelo matemático que 
describirá la planta y así obtener la(s) función(es) de transferencia que describa(n) el 
modelo de la planta. 
Se describe un algoritmo que sirve como guía para las diferentes condiciones que se 
puedan dar al momento de identificar los requisitos necesarios del tipo de planta a 
controlar. 
Algoritmo 1 
Paso 1: Identificar el tipo de sistema. Número de entradas y de salidas.  
Paso 2: Describir el modelo de la planta matemáticamente. 
Paso 3: Linealizar el modelo en uno o varios puntos de operación, para capturar la 
dinámica del sistema y obtener la función de transferencia.  
En el Paso 3 se realiza una consideración: el sistema debería ser descrito por una función 
de transferencia de primer orden con tiempo muerto. Si bien no debe ser una camisa de 
fuerza que se describa por una FOPDT10, se hace la recomendación porque la mayoría de 
los procesos pueden simplificarse a este tipo de funciones y para la siguiente etapa es 
importante hacer esta consideración. 
En este momento se puede dar por terminada la primera etapa de la metodología. Para la 
siguiente etapa que se ha denominado Control se diferencian dos algoritmos, uno para el 
caso de sistemas SISO y el segundo para sistemas MIMO. La propuesta para cada uno 
de los algoritmos, surge de la necesidad de reducir el costo computacional y se toma como 
base las propuestas que aparecen en la literatura para la sintonización de los parámetros 
                                               
 
10 First Order Plus Dead Time, por sus siglas en inglés, que traduce Función de transferencia más 
tiempo muerto. 
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de Control por Matriz Dinámica. Para los dos casos, es importante aclarar que no se tiene 
en consideración restricciones de ningún tipo. 
En la literatura se registran varios documentos donde recomiendan como sintonizar los 
parámetros del control predictivo. Para la tesis, se desarrolló una sintonización propia 
basada en lo que registra la literatura [21]–[24]. Se dio inicio a la propuesta simulando 
diferentes condiciones para las funciones de transferencia y determinando la relación de 
sus parámetros, para obtener los parámetros de sintonización más apropiados para el 
Control por Matriz Dinámica.  
Algoritmo 2: Sintonización de parámetros en el DMC - SISO 
Paso 1: Aproximar la dinámica del proceso a una función de transferencia de primer orden 








donde 𝐾𝑝 corresponde a la ganancia de la función de transferencia, 𝑇𝑜 el tiempo muerto y 
𝜏𝑝 la constante de tiempo. 





cuando la relación 𝑇𝑜 𝜏𝑃 < 1⁄ . 
Paso 3: Calcular el tiempo muerto discreto (se redondea al siguiente entero) 
𝑚 = 𝑖𝑛𝑡 (
𝑇𝑜
𝑇𝑠
) + 1 
Paso 4: Calcular el horizonte de predicción 
𝐻𝑝 = 𝑖𝑛𝑡 (
0.8𝜏𝑝
𝑇𝑠
) + 𝑚 
Paso 5: Calcular el horizonte de control 




Paso 6: Seleccionar un valor para el coeficiente que influencia la respuesta dinámica del 
sistema (𝛼) 
𝛼 = {
0.1 𝑠𝑖 𝑇𝑜 𝜏𝑃 < 0.5⁄
0.9 𝑠𝑖 0.5 ≤ 𝑇𝑜 𝜏𝑃 < 1⁄
 
Paso 7: Calcular el horizonte del modelo  
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El Algoritmo 2 está enfocado para sistemas SISO. En particular, la dinámica de cada 
subsistema que se tiene en los sistemas MIMO, obliga a que no se pueda generalizar de 
la misma manera el algoritmo 2. Por esta razón, el Algoritmo 3 describe los pasos para 
sintonizar los sistemas multivariables, de manera que se pueda considerar globalmente 
todo el conjunto de subsistemas. 
Algoritmo 3: Sintonización de parámetros en el DMC - MIMO 
Paso 1: Aproximar la dinámica del proceso a una función de transferencia de primer orden 










donde 𝑗 representa cada una de las salidas (𝑗 = 1,2,… ) e 𝑖 cada una de las entradas 
(𝑖 = 1,2, … ) del sistema. 
Paso 2: Seleccionar un tiempo de muestreo adecuado, para ello se considera debe ser 




cuando la relación 𝑇𝑜𝑗𝑖 𝜏𝑝𝑗𝑖
⁄ < 1. 
Paso 3: Se calcula el tiempo muerto discreto (se redondea al siguiente entero) 
𝑚𝑗𝑖 = 𝑖𝑛𝑡 (
𝑇𝑜𝑗𝑖
𝑇𝑠
) + 1 
Paso 4: Calcular el horizonte de predicción 




Paso 5: Calcular el horizonte de control 




Paso 6: Seleccionar un valor para el coeficiente que influencia la respuesta dinámica del 
sistema (𝛼)  
𝛼 = {
0.1 𝑠𝑖 𝑇𝑜𝑗𝑖 𝜏𝑝𝑗𝑖⁄ < 0.5
0.9 𝑠𝑖 0.5 ≤ 𝑇𝑜𝑗𝑖 𝜏𝑝𝑗𝑖⁄ < 1
 
Paso 7: Calcular el horizonte del modelo  
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Una vez se han descrito los algoritmos, se hará una breve explicación de cada paso. 
Inicialmente, se selecciona un tiempo de muestreo adecuado, considerando que un tiempo 
muy grande puede no ser suficiente para capturar la dinámica del sistema y un tiempo de 
muestreo muy pequeño representa que todas las matrices relacionadas en el DMC sean 
muy grandes, implicando un costo computacional mayor al operar entre matrices. Una vez 
se selecciona un tiempo de muestreo, se discretiza el tiempo muerto, esto con el fin de no 
dejar pasar por alto el comportamiento de este tipo de funciones de transferencia y que 
finalmente afectan la dinámica del sistema. El horizonte de predicción se calcula para que 
alcance a capturar el 50% de la dinámica del sistema, siendo este porcentaje suficiente 
como se pudo observar en las simulaciones realizadas.  
Adicionalmente, el horizonte de control mostró un efecto positivo al ser la tercera parte del 
horizonte de predicción, ya que con valores mayores el desempeño decrecía o no había 
una mejora significativa. Del coeficiente 𝛼 se observó que dos valores constantes, para 
diferentes condiciones, son suficientes para mejorar el desempeño del controlador. El 
horizonte del modelo tiene la dinámica del sistema y es de utilidad para la respuesta libre, 
por lo que se determinó debe contener el comportamiento del sistema hasta que se 
estabilice, siendo 5𝜏 un valor adecuado para obtener lo deseado. Por último, la constante 
que penaliza el esfuerzo de control relaciona todos los parámetros anteriormente 
calculados. 
En el Anexo B se observan las 340 simulaciones utilizadas para determinar los algoritmos 
que se describieron, partiendo de las consideraciones recién descritas. 
En este momento, se daría por terminada la etapa denominada Control. La última etapa 
denominada Implementación, se enfocará en asignar los valores ya calculados en la 
etapa anterior en el código implementado en la herramienta computacional. El código 
desarrollado se puede ver en el Anexo C.  
Continuando con el desarrollo de la metodología se consideran los siguientes algoritmos, 
diferenciando para sistemas de una sola entrada y una sola salida, con el de múltiples 
entradas y múltiples salidas. Los algoritmos propuestos relacionan el código implementado 
junto a su respectiva expresión matemática, esto con el fin de entender mejor como se 
implementó el control por matriz dinámica. 
Algoritmo 4: Ejecución del controlador DMC – Caso SISO  
Paso 1: Discretizar la función de transferencia, con el tiempo de muestreo ya calculado. 
Para esta operación se hace uso del software Matlab, operando con el retenedor de orden 
cero (ZOH), con la función c2d. 
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Paso 2: Calcular la respuesta al paso.  
P.G = dstep(sysD,N); 𝑔1, 𝑔2, 𝑔3, …𝑔𝑁 
Paso 3: Completar la matriz dinámica. Considerando que el tamaño de la matriz está dado 
por el horizonte de predicción (𝐻𝑝) y el horizonte de control (𝐻𝑐), indicando el número de 
filas y el número de columnas, respectivamente. 
P.Din = zeros(P.Hp,P.Hc); 
    cont = 0; 
    for i = 1:P.Hc         
        for j = 1:P.Hp-cont 
        P.Din (j+cont,i) =  P.G(j,1); 
    end 









𝑔1 0 0 ⋯ 0
𝑔2 𝑔1 0 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮
𝑔𝑁𝑢 𝑔𝑁𝑢−1 𝑔𝑁𝑢−2 ⋯ 𝑔1
⋮ ⋮ ⋮ ⋮ ⋮







Paso 4: Calcular la ganancia del controlador. Esta matriz no cambia en el tiempo, 
considerando que sus elementos son fijos. 
P.K = inv((P.Din'*P.Din+P.Lambda* 
eye(P.Hc)))*P.Din'; 
𝒖 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓) 
Paso 5: Completar la respuesta libre. El elemento que aparece como n en el segundo for, 
es la diferencia entre el horizonte del modelo y el horizonte de predicción. 
for i = 1:P.Hp 
    for j = 1:n 
        P.Free (i,j) = P.G(i+j,1)-P.G(j,1); 
    end  
end 
𝑓(𝑡 + 𝑘) = 𝑦𝑚(𝑡) +∑(𝑔𝑘+𝑖 − 𝑔𝑖)
𝑛
𝑖=1
Δ𝑢(𝑡 − 𝑖) 
Paso 6: Para cada tiempo de muestreo: 
 Paso 6.1: Calcula la respuesta libre 
P.f = P.Free * P.in_pas + P.y; 𝑓(𝑡 + 𝑘) = 𝑦𝑚(𝑡) +∑(𝑔𝑘+𝑖 − 𝑔𝑖)
𝑛
𝑖=1
Δ𝑢(𝑡 − 𝑖) 




𝑤(𝑡 + 𝑘) = 𝛼𝑤(𝑡 + 𝑘 − 1)
+ (1 − 𝛼)𝑟(𝑡 + 𝑘); 
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    P.w(i,1)=(P.Alpha*P.w(i-1,1))+((1-
P.Alpha)*ref(i)); 
End 
 Paso 6.3: Calcula la señal de control 
u = P.K * (P.w – P.f); 
𝒖 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓) 
𝒖 = 𝑃.𝐾 ∗ (𝑤 − 𝑓) 
 Paso 6.4: Almacenar la señal de control 
P.in_pas = [u; P.in_pas(1:end-1)]; Δ𝑢(𝑡 − 𝑖) 
 Paso 6.5: Calcular la salida actual de la planta 
 
Algoritmo 5: Ejecución del controlador DMC – Caso MIMO 
Paso 1: Discretizar las funciones de transferencia, con el tiempo de muestreo ya calculado. 
Para esta operación se hace uso del software Matlab, operando con el retenedor de orden 
cero (ZOH), con la función c2d. 
Paso 2: Calcular la respuesta al paso para cada función de transferencia. 
P.x11 = dstep(sys11d,N); 
P.x12 = dstep(sys12d,N); 
P.x21 = dstep(sys21d,N); 





















Paso 3: Completar la matriz dinámica. 
P.Din11 = zeros(P.Hp,P.Hc); 
P.Din12 = zeros(P.Hp,P.Hc); 
P.Din21 = zeros(P.Hp,P.Hc); 
P.Din22 = zeros(P.Hp,P.Hc); 
cont = 0; 
    for i = 1:P.Hc         
        for j = 1:P.Hp-cont 
            P.Din11 (j+cont,i) =  P.x11(j,1); 
            P.Din12 (j+cont,i) =  P.x12(j,1); 
            P.Din21 (j+cont,i) =  P.x21(j,1); 
            P.Din22 (j+cont,i) =  P.x22(j,1); 
        end 












𝑔1 0 0 ⋯ 0
𝑔2 𝑔1 0 ⋯ 0
⋮ ⋮ ⋮ ⋮ ⋮
𝑔𝑁𝑢 𝑔𝑁𝑢−1 𝑔𝑁𝑢−2 ⋯ 𝑔1
⋮ ⋮ ⋮ ⋮ ⋮
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    end 
    P.Din = [P.Din11 P.Din12; P.Din21 
P.Din22]; 
Paso 4: Calcular la ganancia del controlador. Esta matriz no cambia en el tiempo, 
considerando que sus elementos son fijos. 
P.K = inv((P.Din'*P.Din+P.Lambda* 
eye(2*P.Hc)))*P.Din'; 
𝒖 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓) 
Paso 5: Completar la respuesta libre. El elemento que aparece como n en el segundo for, 
es la diferencia del horizonte del modelo y el valor del horizonte de predicción. 
for i = 1:P.Hp,  
    for j = 1:n,  
        P.Free11 (i,j) = P.x11(i+j,1)-P.x11(j,1);  
        P.Free12 (i,j) = P.x12(i+j,1)-P.x12(j,1); 
        P.Free21 (i,j) = P.x21(i+j,1)-P.x21(j,1); 
        P.Free22 (i,j) = P.x22(i+j,1)-P.x22(j,1); 


























Paso 6: Para cada tiempo de muestreo: 
 Paso 6.1: Calcula la respuesta libre 
 
P.Free = [P.Free11 P.Free12;  
               P.Free21 P.Free22]; 
P.in_pas = [P.in_pas1;P.in_pas2]; 
f = P.Free * P.in_pas + 
     [P.Y1(1)*ones(P.Hp,1); 
      P.Y2(1)*ones(P.Hp,1)]; 
 
























 Paso 6.2: Calcula el vector de referencias futuras 






 for i=2:P.Hp 
    w1(i,1)=(P.Alpha*w1(i-1,1))+((1-
P.Alpha)*ref1(i)); 
    w2(i,1)=(P.Alpha*w2(i-1,1))+((1-
P.Alpha)*ref2(i)); 
end 
𝑤1(𝑡 + 𝑘) = 𝛼𝑤1(𝑡 + 𝑘 − 1)
+ (1 − 𝛼)𝑟1(𝑡 + 𝑘); 
 
𝑤2(𝑡 + 𝑘) = 𝛼𝑤2(𝑡 + 𝑘 − 1)
+ (1 − 𝛼)𝑟2(𝑡 + 𝑘); 
 Paso 6.3: Calcula la señal de control 
u = P.K * ([w1;w2] - f); 
𝒖 = (𝐺𝑇𝐺 + 𝜆𝐼)−1𝐺𝑇(𝑤 − 𝑓) 
𝒖 = 𝑃. 𝐾 ∗ (𝑤 − 𝑓) 
 Paso 6.4: Almacenar la señal de control 
P.in_pas1 = [u(1); P.in_pas1(1:end-1)]; 
P.in_pas2 = [u(1+P.Hc); P.in_pas2(1:end-
1)]; 
Δ𝑢1(𝑡 − 𝑖) 
Δ𝑢2(𝑡 − 𝑖) 
 Paso 6.5: Calcular la salida actual de la planta 
Para tener un entendimiento más amplio del Control por matriz dinámica, se explicarán dos 
ejemplos, el primero será de un sistema SISO y el segundo MIMO. 
2.2 Ejemplo 1 – Sistema SISO 
Para la descripción de la planta a trabajar, se toma como base el documento [25]. Daremos 
inicio a la validación de la metodología propuesta, por lo que la primera etapa que 
corresponde a Modelo, el cual tiene como base el Algoritmo 1, compuesto por 3 pasos. 
Paso 1: Consideremos un intercambiador consistente en un tanque cuyo nivel se va 
controlar por un flotador, de manera que se obtenga un volumen de agua constante 𝑉. Por 
medio de un calentador eléctrico con un flujo constante de calor 𝑄, se aumenta la 
temperatura del líquido. El control de temperatura del agua que sale del tanque, se realiza 
mediante el flujo de salida 𝑞(𝑡), con el cual se consigue una cantidad igual de volumen de 
agua fría entrante. La Figura 2-2 muestra el esquema del proceso. 
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V, p, c , T(t)p
 
El control de flujo se obtiene a través de una bomba peristáltica conducida por un motor 
de 24𝑉 𝐷𝐶, este provee una linealidad de voltaje y flujo. Por último, se tienen dos sensores 
para medir la temperatura, uno en la entrada del tanque de manera que se mida la 
temperatura del agua entrante 𝑇𝑖(𝑡) y el segundo en la salida del tanque 𝑇(𝑡). 
Paso 2: El modelo matemático que describe la relación entre el flujo de salida 𝑞(𝑡) y la 




= 𝑄 + 𝜌𝑐𝑝𝑞(𝑡)(𝑇𝑖(𝑡) − 𝑇(𝑡)) 2-1 
Donde, 𝜌 = 1𝐾𝑔/𝑙 y 𝑐𝑝 = 4186 𝐽/𝐾𝑔°𝐶 son la densidad y el calor específico del agua, 
respectivamente. El volumen del tanque será 𝑉 = 0.95𝑙 y la cantidad constante de calor 
suministrado 𝑄 = 200𝑊.  
Paso 3: En [25] han linealizado el modelo en 4 puntos diferentes, allí se concluye que el 
modelo no lineal al linealizarlo alrededor de un punto de operación es posible representarlo 
























En este momento, podemos dar por finalizado la primera etapa de la metodología y lo 
concerniente al Algoritmo 1. Retomamos el Algoritmo 2, en el cual, podemos evidenciar 
hemos cumplido con el Paso 1 que corresponde a la ecuación 2-3. 
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donde se evidencia se cumple la restricción 𝑇𝑜 𝜏𝑃 < 1⁄ . Continuando con el algoritmo se 
van calculando los parámetros siguiendo los pasos descritos. 
Paso 3: Tiempo muerto discreto 
𝑚 = 𝑖𝑛𝑡 (
𝑇𝑜
𝑇𝑠
) + 1 = 3 
Paso 4: Calcular Horizonte de predicción 
𝐻𝑝 = 𝑖𝑛𝑡 (
0.8𝜏𝑝
𝑇𝑠
) + 𝑚 = 11 
Paso 5: Calcular Horizonte de control 
𝐻𝑐 = 𝑖𝑛𝑡 (
𝐻𝑝
3
) = 4 
Paso 6: Seleccionar un valor para 𝛼 
𝛼 = {
0.1 𝑠𝑖 𝑇𝑜 𝜏𝑃 < 0.5⁄
0.9 𝑠𝑖 0.5 ≤ 𝑇𝑜 𝜏𝑃 < 1⁄
 
que en este caso será 𝛼 = 0.1. 
Paso 7: Calcular Horizonte del Modelo 
𝑁 = 𝑖𝑛𝑡 (
5𝜏𝑝
𝑇𝑠
) = 50 











2 = 0.2647 
Ahora, podemos continuar con el siguiente algoritmo, el cual corresponde a la ejecución 
del controlador (Algoritmo 4). Dando inicio al Paso 1 del algoritmo, obtenemos 
𝐺(𝑧) =
0.03318 𝑧 + 0.123
𝑧 − 0.9048
(𝑧−2) 2-4 
Ahora, el Paso 2 corresponde a obtener la respuesta al paso del modelo, dado que este 
es un elemento requerido para diseñar el controlador.  
La Figura 2-3 permite visualizar el comportamiento del sistema ante la respuesta al paso, 
de allí se puede identificar que el sistema se estabiliza alrededor de 50 muestras. 
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Figura 2-3 Respuesta al paso del sistema 
 
Los coeficientes se pueden visualizar en la Tabla 2-1: 
Tabla 2-1 Coeficientes de la respuesta al paso del sistema 
𝑔1 𝑔2 𝑔3 𝑔4 𝑔5 𝑔6 𝑔7 𝑔8 𝑔9 𝑔10 
0 0 0.0332 0.1862 0.3247 0.4501 0.5635 0.6661 0.7589 0.8429 
𝑔11 𝑔12 𝑔13 𝑔14 𝑔15 𝑔16 𝑔17 𝑔18 𝑔19 𝑔20 
0.9189 0.9877 1.0499 1.1062 1.1572 1.2033 1.2450 1.2827 1.3169 1.3478 
𝑔21 𝑔22 𝑔23 𝑔24 𝑔25 𝑔26 𝑔27 𝑔28 𝑔29 𝑔30 
1.3757 1.4010 1.4239 1.4447 1.4634 1.4804 1.4957 1.5096 1.5222 1.5335 
𝑔31 𝑔32 𝑔33 𝑔34 𝑔35 𝑔36 𝑔37 𝑔38 𝑔39 𝑔40 
1.5438 1.5531 1.5615 1.5692 1.5761 1.5823 1.5879 1.5930 1.5977 1.6019 
𝑔41 𝑔42 𝑔43 𝑔44 𝑔45 𝑔46 𝑔47 𝑔48 𝑔49 𝑔50 
1.6056 1.6091 1.6122 1.6150 1.6175 1.6198 1.6219 1.6238 1.6255 1.6270 
Continuamos con el Paso 3, aquí alimentamos la matriz dinámica con los 11 primeros 
elementos de la respuesta al paso del sistema, ya que este es el valor que tomó el 
horizonte de predicción y tendrá 4 columnas, correspondientes al horizonte de control. 
El Paso 4, corresponde al cálculo de la ganancia del controlador. La cual se ha denominado 
de esta manera porque a lo largo del tiempo se mantiene constante. 
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Ahora, el Paso 5 es uno de los elementos que compone la respuesta libre y que sólo es 
necesario calcular en una ocasión. 
Por último, el Paso 6 será reiterativo para cada periodo de muestreo. Se destaca, el Paso 
6.5 en el que se evalúa la salida actual de la planta. En la ecuación 2-4 se describe la 
función de transferencia de la planta en tiempo discreto, ahora lo que debemos hacer es 
despejar los elementos y relacionar la salida del sistema obteniendo: 
𝑌(𝑘) = 0.9048 ∗ 𝑌(𝑘) + 0.1230 ∗ 𝑈  2-5 
Figura 2-4 Seguimiento a referencia y señal de control 
 
En la Figura 2-4 se puede observar una línea punteada en color rojo  la cual es la 
referencia que le dimos al sistema y en azul como se obtiene el seguimiento del sistema a 
esa referencia. En la parte inferior observamos el comportamiento de la señal de control. 
Una de las cualidades de este tipo de controlador es que rechaza perturbaciones, como 
se explicó en la sección 1.2.2. De la Figura 2-5 se puede concluir que el controlador está 
en la capacidad de rechazar perturbaciones y que toma la acción de control que 
corresponde para contrarrestar dicha perturbación. Es evidente que al tener tiempo muerto 
el sistema, tanto la referencia como la señal de control empiezan un poco después a tener 
efecto ante la perturbación que entró al sistema. 
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Figura 2-5 Seguimiento a referencia y señal de control con perturbación 
 
Figura 2-6 Comparación de la respuesta del sistema 
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La siguiente prueba consistió en identificar la diferencia en el comportamiento de la señal 
de salida y de control, si se desconoce el cambio de referencia. La Figura 2-6 muestra 
dicho comportamiento. Se puede observar que la señal de control es más agresiva para el 
caso en que se desconoce la referencia, aun así se obtiene el seguimiento a la referencia. 
2.3 Ejemplo 2 – Sistema MIMO 
Siguiendo lo que se describió en la sección 1.3, se implementó el ejemplo descrito en [1]. 
El sistema es un proceso de cuatro tanques conectados como se observa en la Figura 
2-7.  
Omitiendo el Algoritmo 1, en el que se describe el modelo y se sintoniza, se procede a usar 









(23𝑠 + 1)(62𝑠 + 1)
1.4
(30𝑠 + 1)(90𝑠 + 1)
2.8





Para este caso, hay que considerar que es un sistema de 2 × 2, es decir, dos entradas y 



















donde 𝑁𝑖𝑗 corresponde al tiempo de muestreo en que se estabiliza el sistema, para la 
entrada 𝑖 respecto a la salida 𝑗. Siguiendo los pasos de los algoritmos 3 y 5, y con el código 
descrito en el Anexo C, se obtienen los resultados de la Figura 2-8. 





Donde 𝐺𝑖𝑗 será del tamaño que definan los horizontes de control y de predicción. 
Las respuestas libres, estarán dadas por 
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Figura 2-7 Diagrama esquemático de un sistema de cuatro tanques 
 
Figura 2-8 Salidas y señales de control para el sistema MIMO 
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Considerando que son dos entradas, se ingresaron para cada una referencias diferentes. 
De allí, es interesante observar que la salida se ve un poco interferida cuando la referencia 
cambia en alguna de las entradas, por ejemplo, en 𝑦1 un poco antes de la muestra 200 se 
alcanza a visualizar un pico, esto se debe a que 𝑟2 cambió. Este comportamiento es el 
esperado, ya que cada salida depende de cada una de las entradas y al cambiar una de 
las referencias, debe afectar todo el sistema. 
2.4 Análisis de la respuesta del controlador con un 
cambio en la referencia 
El objetivo de esta sección está en observar la respuesta del sistema sin tener un 
conocimiento completo del comportamiento de la señal de referencia, es decir, se ha 
indicado que sintonizando los parámetros del controlador, la señal de control actúa 
obteniendo un seguimiento a la referencia más suave. Sin embargo, en una planta 
industrial el operador, sin previo aviso, estará en la libertad de cambiar la señal de 
referencia que debe seguir el controlador. 
Se considera que el sistema debe seguir una respuesta tipo escalón y para cada tiempo 
de muestreo se almacena un vector de referencia, que contiene la información de cómo 
está cambiando la señal en el tiempo. Con esta consideración se obtiene la información 
de las figuras en los ejemplos 1 y 2.  
Ahora bien, se reitera que la intención de esta sección es la de evaluar el comportamiento 
del sistema si no se tiene conocimiento del comportamiento de la referencia. Por esta 
razón, se toma para la señal de referencia un solo elemento. La implicación que esto 
conlleva es al momento de calcular el vector de referencias futuras. Recordemos que la 
ecuación que lo describe es 
𝑤(𝑡 + 𝑘) = 𝛼𝑤(𝑡 + 𝑘 − 1) + (1 − 𝛼)𝑟(𝑡 + 𝑘);       𝑘 = 1…𝑁 
donde 𝑟 es la referencia que se desea seguir, sin embargo, al ser sólo un elemento el que 
se está evaluando, se replica el mismo valor. De esta manera, la Figura 2-9 muestra la 
diferencia al ingresar la referencia como un solo elemento en el tiempo de muestreo 𝑘. 
Se evidencia que al tener tiempo muerto el sistema, la respuesta se hace luego del cambio 
en el valor de la referencia. En el tiempo de muestro 20 ingresa la señal tipo paso. De color 
azul vemos el comportamiento de la señal de control y ésta se da un poco antes. Por otra 
parte, la línea de color negro empieza a ejecutar la acción de control justo en el momento 
que ingresa el paso, lo que ocasiona que el seguimiento sea tardío. 
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Figura 2-9 Comparación del comportamiento del sistema, variando la referencia 
 
Figura 2-10 Comportamiento del sistema con un sólo valor de referencia 
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Se procede a realizar una prueba similar para el sistema MIMO con restricción en la señal 
de salida. Allí se observa una situación similar comparada con el sistema SISO de la Figura 
2-9, ya que la salida del sistema sólo hace el seguimiento una vez se tiene el cambio de la 
referencia. 
2.5 Validación de la metodología propuesta 
El objetivo de esta sección será la de validar si los algoritmos de sintonización propuestos 
cumplen con el objetivo de tener un mejor desempeño con los parámetros obtenidos. Para 
ello se compara la propuesta con lo que registra la literatura [23], [26] y se evalúan con 
índices de desempeño como el IAE11 y el ISE12. 
Para empezar, retomemos los parámetros sintonizados para el caso de un sistema SISO. 
Posteriormente, se obtienen los mismos parámetros como se propone en [26]. 
Tabla 2-2 Datos de comparación para validar la sintonización de parámetros - SISO 
 Parámetros Índices de desempeño 
 𝐻𝑝 𝐻𝑐 𝛼 𝑁 𝜆 𝐼𝐴𝐸 𝐼𝑆𝐸 
Propuesta 11 4 0.1 50 0.264 1.9380 0.5616 
Literatura 53 6 0.1 150 2.765 5.4815 1.2513 
Observando la Tabla 2-2, se puede evidenciar que la propuesta para el caso SISO, es la 
que tiene mejores resultados.  
Ahora, se realiza una prueba idéntica pero para el caso MIMO. 
Tabla 2-3 Datos de comparación para validar la sintonización de parámetros - MIMO 
 Parámetros Índices de desempeño 
 𝐻𝑝 𝐻𝑐 𝛼 𝑁 𝜆 𝐼𝐴𝐸1 𝐼𝐴𝐸2 𝐼𝑆𝐸1 𝐼𝑆𝐸2 
Pro 16 4 0.10 59 0.0975 29.281 30.512 4.350 4.805 
Lit 100 20 0.10 150 0.7325 25.121 34.469 5.066 5.795 
Los resultados de la Tabla 2-3, evidencian que no hay una mejora significativa en cuanto 
al desempeño del controlador respecto a la sintonización que se propone en la literatura. 
Sin embargo, es evidente que el costo computacional va disminuir, ya que las matrices 
serán de menor tamaño.  
                                               
 
11 Por sus siglas en inglés Integral Absolute Error 
12 Por sus siglas en inglés Integral Square Error 
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En la Figura 2-11, se observa el comportamiento del ejemplo 1 evaluando la sintonización 
de parámetros con la propuesta propia y lo que registra la literatura. 
Figura 2-11 Señal de salida y control de la propuesta vs literatura 
 
2.6 Implementación del algoritmo con restricciones 
Anteriormente, en la sección 1.4, se indicó la forma en que el control predictivo incluye las 
restricciones. La estructura matemática relacionada al Control por Matriz Dinámica con 
restricciones, no se ve afectada. Es decir, los algoritmos 2 y 4 se mantienen sin ningún 
cambio. Para implementar las restricciones es requerido encontrar el valor óptimo en la 
señal de control que cumpla con los criterios restrictivos impuestos. Para ello en el Anexo 
A se explicará en detalle en que consiste ese tipo de programación y el método utilizado. 
 
Para ilustrar cómo funcionan las restricciones en un sistema SISO, partimos del ejemplo 
1. Se consideran los elementos adicionales que se observan en la Tabla 2-4 y se procede 
a simular el comportamiento del sistema. 
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Tabla 2-4 Restricciones para un sistema SISO 
Parámetro Símbolo 
Límite máximo de la señal de control 𝑈𝑚𝑎𝑥 
Límite mínimo de la señal de control 𝑈𝑚𝑖𝑛 
Límite velocidad máximo en el actuador Δ𝑢𝑚𝑎𝑥 
Límite velocidad mínimo en el actuador Δ𝑢𝑚𝑖𝑛 
Límite máximo en la señal de salida 𝑦𝑚𝑎𝑥 
Límite mínimo en la señal de salida 𝑦𝑚𝑖𝑛 
Considerando los siguientes valores  
𝑈𝑚𝑖𝑛 = −0.2 
Δ𝑢𝑚𝑖𝑛 = −0.2 
𝑦𝑚𝑖𝑛 = −0.2 
𝑈𝑚𝑎𝑥 = 1.2 
Δ𝑢𝑚𝑎𝑥 = 0.4 
𝑦𝑚𝑎𝑥 = 1.3 
Se ha simulado el sistema con restricciones, el cual se puede apreciar en la Figura 2-12.  
Figura 2-12 Comportamiento del sistema con restricciones 
 
Es de aclarar que los parámetros indicados, aún no están restringiendo el sistema, pero 
servirán de comparación con los siguientes valores  
𝑈𝑚𝑖𝑛 = −0.1 
Δ𝑢𝑚𝑖𝑛 = −0.1 
𝑦𝑚𝑖𝑛 = −0.2 
𝑈𝑚𝑎𝑥 = 0.9 
Δ𝑢𝑚𝑎𝑥 = 0.14 
𝑦𝑚𝑎𝑥 = 1.1 
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Es posible observar una diferencia significativa en la respuesta del sistema, ya que la señal 
de control y el Δ𝑢 se ven cortados a sus valores máximo, como bien lo ilustra la Figura 
2-13. 
Este ejemplo, da veracidad que el sistema sigue la referencia, que es lo mínimo esperado 
en un sistema de control, además de cumplir con las restricciones dadas.  
Figura 2-13 Restricciones en U y 𝚫u 
 
Del ejemplo anterior, con cada una de las ejecuciones del controlador sin perturbar el 
sistema, con perturbación y con restricciones, se puede apreciar que se ha obtenido el 
comportamiento esperado lo que se considera como un aspecto favorable para la primera 
etapa de la implementación del control por matriz dinámica. 
Ahora, para el caso con restricciones en sistemas MIMO, se consideran los siguientes 
valores 
𝑈𝑚𝑖𝑛 = −1.5 
Δ𝑢𝑚𝑖𝑛 = −0.1 
𝑦𝑚𝑖𝑛 = −1.6 
𝑈𝑚𝑎𝑥 = 1.5 
Δ𝑢𝑚𝑎𝑥 = 0.1 
𝑦𝑚𝑎𝑥 = 1.6 
En la Figura 2-14 se observa cómo actúan las restricciones sobre la respuesta del sistema. 
En este caso en particular, se alcanza la señal de referencia y se cumplen las restricciones 
de la señal de control y el de la velocidad en el controlador. 
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Figura 2-14 Respuesta del sistema con restricción en la señal de control 
 
Figura 2-15 Respuesta del sistema con restricción en la salida 
 






































































































50 Implementación del algoritmo 
 
Al variar las restricciones y restringir la señal de salida, se observa en la Figura 2-15 que 
se siguen cumpliendo las restricciones. 
Es importante aclarar que estos casos que se están ilustrando son para validar el código 
implementado, no se esperaría que se limite la salida, conociendo de antemano que la 
referencia sea mayor a dicha restricción. 
2.7 Conclusiones 
Se desarrolló la metodología a implementar para los sistemas SISO y MIMO, la cual se 
dividió en tres etapas. La primera consiste en la descripción del modelo de la planta, en la 
segunda se sintoniza con una propuesta propia los parámetros del control por matriz 
dinámica y finalmente se lleva a la última etapa de implementación. En cada algoritmo 
desarrollado, se realizó un símil entre los aspectos teóricos y las líneas de código 
implementado. Para validar la metodología se tomaron dos ejemplos, el primero fue para 
un intercambiador de calor y el segundo para un sistema multivariable que consistió en 
cuatro tanques conectados.  
Se destaca que al ser la referencia conocida previamente, se observa como la señal de 
control empieza a actuar unos tiempos de muestreo antes del cambio, lo que indica que 
se cumple el aspecto del control predictivo.  
Se comparó la afectación que tiene la respuesta del controlador, tanto en la señal de 
control como en la salida del sistema, si se desconoce el comportamiento de la señal de 
referencia. En un sentido práctico, se esperaría tener una señal de referencia conocida a 
lo largo del proceso. Sin embargo, la respuesta tardía del sistema se da por el tiempo 
muerto, para el caso estudiado con una sola entrada y una sola salida. Para el caso 
multivariable ocurre una situación similar y se percibe que se hace seguimiento a la 
referencia una vez ocurre el cambio en ese periodo de muestreo. A pesar de ese cambio 
en el vector de referencias futuras, donde la referencia se toma como un valor único para 
cada periodo de muestreo, el controlador sigue la referencia, pero la acción de control no 
empieza a actuar antes de que ocurra algún cambio. 
Por último, se realizaron una serie de pruebas para validar la sintonización de parámetros 
propuesta. De allí se pudo evidenciar que para el caso SISO se obtienen los mejores 
resultados con la propuesta desarrollada. Para el caso MIMO, los índices de desempeño 
no variaron de forma significativa. Sin embargo, el decremento en los parámetros del 
controlador evidencia que el costo computacional se reduciría. 
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Adicionalmente, se implementaron restricciones al sistema. Si bien no hace parte de lo que 
se planteó como alcance de la tesis, se exploró esta perspectiva para identificar un nuevo 
escenario de simulación. 
 
3. DESCRIPCIÓN DEL MODELO DE 
UNA COLUMNA DE 
DESTILACIÓN BINARIA 
Recordemos que el control predictivo a implementar se debe basar en un modelo para 
realizar la predicción. Para ello, en este capítulo se explicará el modelo de una columna 
de destilación binaria. En la primera sección se indicarán generalidades de las columnas 
de destilación. Posteriormente, se indican las suposiciones que se consideran en el modelo 
que se desarrolló. Se han indicado las especificaciones propias de la columna de 
destilación binaria, basadas en lo que reporta la literatura. Se describe el modelo 
matemático a implementar. Por último, se procede a linealizar el modelo y obtener las 
funciones de transferencia que describen el sistema. Todo el proceso que se lleva a cabo 
hasta ese momento corresponde a la primera etapa de la metodología. Finalmente se 
darán las conclusiones del capítulo. 
3.1 Columna de destilación 
Una columna de destilación o torre de platos, es un cilindro vertical donde entran en 
contacto gases y líquidos en diferente etapas  sobre platos o charolas. La Figura 3-1 
muestra el esquema de una torre de platos perforados [4]. Como lo ilustra la Figura 3-1 el 
líquido entra por la parte superior de la torre y va descendiendo por gravedad. En este 
recorrido el líquido se posa en diferentes etapas las cuales están dadas por la cantidad de 
platos que haya en la columna.  
Por otro lado, el gas pasa hacia arriba por medio de orificios ubicados en los platos, allí 
empieza a interactuar el líquido con el gas formando una espuma, posteriormente el gas 
se separa y sigue su camino ascendiendo por los diferentes platos.  
En términos generales, la interacción entre el líquido y el gas es una interacción múltiple, 
la cual tiene lugar por cada una de sus etapas por difusión interface. 
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Figura 3-1 Sección esquemática de una torre de platos perforados [4] 
 
La cantidad de etapas que puede tener una columna de destilación está determinado por 
el tipo de proceso, considerando que la eficiencia de cada plato o etapa estará a cargo del 
diseño mecánico utilizado y las condiciones de operación. La eficiencia de la etapa y por 
lo tanto, el número de platos reales se determina por el diseño mecánico usado y las 
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condiciones en las que se opera la columna. Adicionalmente, el diámetro de la torre estará 
regido bajo la premisa de la cantidad de líquido y gas que fluya por el proceso por unidad 
de tiempo. Al haber determinado el número de etapas, se debe tener en consideración las 
dimensiones y arreglos que representen la mejor combinación de la dinámica de la 
columna, ya que, si las condiciones dadas conllevan a una elevada eficiencia, el proceso 
se puede volver aún más complicado. 
Ahora, lo que requiere el proceso es obtener un área de interface grande, de allí se propone 
que la velocidad del gas sea alta y las lagunas de líquido en cada plato sea profunda, dado 
que de tener el caso opuesto, el gas puede fácilmente atravesar el plato y no tener la 
reacción deseada. Sin embargo, llegar a obtener estás características acarrea otro 
inconveniente, porque se puede dar el caso de que al siguiente plato se filtren gotas del 
líquido de la etapa anterior afectando la eficiencia del mismo. Otra dificultad que se puede 
presentar corresponde a la caída alta de presión, esto implica que la potencia que debe 
entregar el ventilador sea mayor, elevando el costo de operación; adicional que de existir 
elementos sensibles al calor, las altas temperaturas de ebullición los pueden afectar. 
La destilación es un método altamente usado en la industria bioquímica para separar 
sustancias, por ejemplo, para recuperar y purificar pequeñas biomoléculas como el etanol, 
la acetona, y el n-butanol. Adicionalmente, en la industria petrolera, la destilación es usada 
para separar el crudo en sus derivados [27]. 
A pesar de ser un método con baja eficiencia termodinámica, la destilación sigue siendo 
muy usado en las plantas de procesamiento. Las razones, son tanto de tipo cinético como 
termodinámico. En el aspecto cinético, la transferencia de masa por unidad de volumen 
está limitada sólo por la resistencia difusional en la interface vapor-líquido para fases 
turbulentas. En otros procesos, con presencia de  solventes inertes o matrices sólidas se 
produce un bajo flujo de masa. La destilación tiene el potencial de una alta tasa de 
transferencia de masa, lo que significa reducción de costos. El aspecto termodinámico, la 
eficiencia es de alrededor de un 10%, el cual puede ser mejorado con condensadores y 
rehervidores. De hecho, se ha demostrado conceptualmente, que se puede idear un 
proceso de destilación el cual requiera solamente un mínimo de separación. 
Adicionalmente, comparado con otros procesos, una eficiencia de 10% no es baja [28]. 
Siguiendo ese orden de ideas y considerando que probablemente la columna de 
destilación binaria es la más popular e importante, dentro de los procesos químicos 
estudiados en la literatura, se considera la más apropiada para la implementación; siendo 
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la operación de destilación una de las más usadas en gran cantidad de procesos de 
separación y purificación de productos [29]. 
3.2 Suposiciones y consideraciones 
Debido a que se desea representar el comportamiento dinámico del proceso real, se 
realizan algunas suposiciones y consideraciones [16]: 
 Todos los flujos de entrada y de salida de la torre se encuentran en fase líquida. 
 La alimentación se hace en un único plato. 
 No hay pérdidas de calor, por lo tanto, la columna es adiabática. 
 El condensador es total, de manera que la composición del vapor que abandona la 
columna por la parte superior será la misma que la de la corriente de reflujo y 
destilado. 
 El líquido acumulado en cada plato es incompresible y se encuentra como una 
mezcla perfecta (la composición es la misma en todos los puntos). 
 La fase líquida y vapor que abandonan el plato se encuentran en equilibrio térmico. 
 Se considera que la presión a lo largo de la columna es constante. 
 La acumulación de materia en fase vapor es nula. 
 Cada plato es considerado con una eficiencia del 100%. 
 Se desprecia el tiempo muerto en la corriente de vapor que va desde el último plato 
de la columna hasta el condensador, y también en la corriente de retorno del reflujo 
a la cabeza de la torre. 
 Las variaciones de masa con respecto al tiempo en el condensador y en el 
rehervidor son iguales a cero. 
 No se considera acumulación de vapor a lo largo del sistema. 
En [16], se obtienen tres modelos dinámicos de la columna de destilación, de los cuales 
se trabajó con uno de ellos. Para la simulación del modelo a implementar se considera el 
flujo de recirculación y el flujo del rehervidor constantes, los flujos de destilado y de fondos 
se calculan a partir del balance de masa, y las composiciones de destilado y fondos son 
variantes con el tiempo. Adicionalmente, el nivel del líquido en el condensador y en el 
rehervidor se asume constantes, es decir, que las variaciones de masa en el tiempo son 
iguales a cero.  
Las consideraciones de operación de la columna y especificaciones se indican en la 
siguiente sección. 
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3.3 Especificaciones de la columna de destilación binaria 
La columna de destilación contiene 12 platos, un condensador y un rehervidor. Para la 
simulación, se tendrían 14 etapas, contando el condensador y el rehervidor como etapas 
adicionales al proceso. Se destilará etanol-agua. Considerando que sólo se alimenta en 
una etapa, se indica que la alimentación ingresará por la etapa 12. Las especificaciones 
adicionales se pueden observar en la Tabla 3-1. 
Tabla 3-1 Especificaciones de la columna 
Parámetro Valor 
Flujo molar de etanol (kgmol/hr) 540 
Fracción molar etanol en la corriente de alimentación 0.25 
Flujo molar de destilado (kgmol/hr) 158 
Fracción molar de etanol en el destilado 0.82 
Fracción molar de etanol en fondos 0.01 
Relación de reflujo molar 1.6 
La literatura [16] reporta las condiciones en estado estacionario de la columna. Dichos 
valores se pueden observar en la Tabla 3-2. 
Tabla 3-2 Condiciones iniciales para el modelo de la columna de destilación 






1 10.0000 0.8267 0.8060 
2 1.3219 0.8060 0.7758 
3 1.3383 0.7875 0.7473 
4 1.3552 0.7699 0.7192 
5 1.3732 0.7527 0.6905 
6 1.3936 0.7352 0.6600 
7 1.4176 0.7165 0.6262 
8 1.4480 0.6959 0.5871 
9 1.4895 0.6721 0.5394 
10 1.5535 0.6431 0.4771 
11 1.6730 0.6054 0.3891 
12 2.3508 0.5524 0.2574 
13 3.6787 0.4520 0.1025 
14 10.0000 0.1733 0.0159 
Estos valores que se han indicado, serán muy representativos como parte de la simulación 
realizada, que se explicará más adelante. 
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3.4 Modelo a implementar de la columna de destilación 
El modelo de la columna de destilación binaria involucra 14 ecuaciones diferenciales, 14 
ecuaciones de equilibrio termodinámico y 3 ecuaciones algebraicas.  
Las ecuaciones empleadas para la solución del modelo son: 
 Ecuaciones diferenciales: Corresponde al balance por componente de cada uno de 
los platos, en el condensador y en el rehervidor. 
 Ecuaciones algebraicas: La expresión para el cálculo del flujo de vapor se asume 
constante a lo largo de la columna y para el cálculo del flujo del líquido. Se asume 
que las variaciones de masa con respecto al tiempo son iguales a cero. 
 Relaciones de equilibrio termodinámico. 
En este modelo el balance de energía no se tiene en cuenta, debido a que los flujos 
molares se asumen constantes. Las ecuaciones diferenciales del modelo se adaptarán a 
una notación, donde el flujo de vapor será igual en todas las etapas y el flujo de líquido 
variará a partir de la etapa de alimentación. 





∀𝑛 = 1,2,… ,11
∀𝑛 = 12,… ,14
 
Donde 𝑉 corresponde al flujo de vapor, 𝐿 al flujo de líquido, 𝐹 al flujo de alimentación y 𝑛 a 
cada etapa de la columna. 
Ahora, se procederá a detallar la descripción de las fórmulas que describen el modelo. 
3.4.1 Balance de masa por componente 
Para el balance de masa por componente para una etapa de la columna de destilación, se 
describe la iteración entre el líquido y el vapor, además del derramadero por el cual fluye 




= 𝐿𝑛−1𝑥𝑛−1 + 𝑉𝑛+1𝑦𝑛+1 − 𝐿𝑛𝑥𝑛 − 𝑉𝑛𝑦𝑛 
Donde 𝑀𝑇𝑛 es la masa retenida en el plato 𝑛, 𝑉 es el flujo molar de vapor, 𝐿 es el flujo 
molar de líquido, 𝑥 es la composición molar de líquido y 𝑦 es la composición molar de 
vapor. 
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3.4.2 Balance de masa en la etapa de alimentación 
El balance en la etapa de alimentación, no difiere mucho al descrito en una etapa, ya que 
sólo se diferencia en el flujo que ingresa a esa etapa. El balance de masa por componente 
que lo describe es 
𝑑(𝑀𝑇𝑛𝑥𝑛)
𝑑𝑡
= 𝐿𝑛−1𝑥𝑛−1 + 𝑉𝑛+1𝑦𝑛+1 + 𝐹𝑧𝐹 − 𝐿𝑛𝑥𝑛 − 𝑉𝑛𝑦𝑛 
Donde 𝑀𝑇𝑛 es la masa retenida en el plato 𝑛, 𝑉 es el flujo molar de vapor, 𝐿 es el flujo 
molar de líquido, 𝐹 es el flujo molar de alimentación, 𝑧𝐹 es la composición molar de 
alimentación, 𝑥 es la composición molar de líquido y 𝑦 es la composición molar de vapor. 
3.4.3 Balance de masa en el condensador 
El balance de masa por componente en el condensador está descrito por 
𝑑𝑀𝐷𝑥𝐷
𝑑𝑡
= 𝑉2𝑦2 − 𝐿1𝑥𝐷 − 𝐷𝑥𝐷 
Donde, 𝑀𝐷 es la masa retenida en el condensador, 𝑉2 es el flujo de vapor que entra al 
condensador, 𝐿1 es el flujo molar de líquido que recircula a la columna, 𝐷 el flujo molar de 
destilado, 𝑥𝐷 es la composición molar de destilado y 𝑦 es la composición molar de vapor. 
3.4.4 Balance de masa en el rehervidor 
El balance de masa por componente en el rehervidor está descrito por 
𝑑𝑀𝐵𝑥𝐵
𝑑𝑡
= 𝐿𝑛−1𝑥𝑛−1 − 𝐵𝑥𝐵 − 𝑉𝑛𝑦𝑛 
Donde, 𝑀𝐵 es la masa retenida en el rehervidor, 𝐵 es el flujo molar de fondos, 𝐿 es el flujo 
molar de líquido, 𝑉 es el flujo molar de vapor, 𝑥𝐵 es la composición molar de fondos y 𝑦 es 
la composición molar de vapor. 
3.4.5 Relación de equilibrio termodinámico 
Al asumir que el vapor y el líquido que abandonan cada etapa están en equilibrio, la 
relación existente entre las concentraciones de la fase líquida y vapor se calcula a partir 
de la expresión en función de la volatilidad relativa 
𝑦∗ =
𝛼𝑥𝑖
1 + (𝛼 − 1)𝑥𝑖
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Donde, 𝛼𝑖𝑗 es la volatilidad relativa del componente 𝑖 con respecto al componente 𝑗, 𝑥 y 𝑦
∗ 
son las concentraciones en el equilibrio del componente más volátil. 
3.5 Linealización del modelo 
Con la descripción dada en las secciones anteriores, se procede a linealizar el modelo. 
Para ello se describirán las ecuaciones que se van a linealizar, partiendo del hecho de que 
el sistema MIMO que describe la planta será de dos entradas y dos salidas, las cuales 
corresponden al flujo molar líquido, flujo molar de vapor, la composición molar de etanol 
de destilado y la composición molar de etanol de fondos.  
La Figura 3-2 indica cuáles serán las variables manipuladas y controladas del modelo de 
la columna de destilación binaria.  
Figura 3-2 Diagrama de las variables para el algoritmo de control 
 
En la sección 3.4, se indicaron las ecuaciones que describen la dinámica del modelo y en 
la sección 3.3 se indicaron las especificaciones de la columna. Ahora, para la linealización 
del modelo se realizaron pruebas en la respuesta al paso del sistema partiendo de las 
ecuaciones ya descritas y de las especificaciones de la columna. 
Figura 3-3 Diagrama de la etapa del condensador y la etapa 2 de la columna 
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La Figura 3-3 representa en diagrama de bloque la etapa del condensador y la etapa 2 de 
la columna, adentro de cada bloque está descrita la ecuación diferencial y la de equilibrio 
termodinámico.  
Figura 3-4 Descripción en bloques de la ecuación diferencial y de equilibrio 
termodinámico en la etapa 2 
 
La forma en que se describe la operación matemática, se observa en la Figura 3-4, de la 
cual se destacan varios aspectos. El primero, es la representación de la ecuación 
diferencial, ya que introduce todos los elementos que se están operando, de manera que 
se puede visualizar cómo interactúan las composiciones y flujos de cada etapa. El 
segundo, como se indicó en la Tabla 3-2 tenemos la masa retenida en cada etapa y la 
condición inicial para la composición de líquido, para tener ese aspecto más claro, 
pasemos a ver las ecuaciones específicas para esa etapa. 
El balance de masa por componente estará descrito así 
𝑑𝑀2𝑥2
𝑑𝑡
= 𝐿𝑥1 + 𝑉𝑦3 − 𝐿𝑥2 − 𝑉𝑦2 
𝑥2̇ =
𝐿𝑥1 + 𝑉𝑦3 − 𝐿𝑥2 − 𝑉𝑦2
𝑀2
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Es evidente que en el diagrama de bloques aparece un integrador, con ese bloque se ha 
resuelto la ecuación diferencial que describe el balance de masa por componente. Cada 
etapa se representa de la misma forma, exceptuando las etapas del condensador, el 
rehervidor y la de alimentación. 
Una vez se tiene el modelo completo de la columna de destilación en diagrama de bloques, 
se procede a validar. Para ello se tiene un script con los parámetros que describen la 
columna. Considerando que se desea obtener un modelo lineal de la planta, se aplica la 
respuesta al paso y para capturar mejor la dinámica del sistema se hizo para cada entrada. 
De la Figura 3-5 se destaca la magnitud tanto de las entradas (𝑈1, 𝑈2) como de las salidas 
(𝑌1, 𝑌2), porque las escalas, en especial de las salidas, son muy diferentes. Adicionalmente, 
los flujos de entrada están en kgmol/h y considerando el sistema internacional de medidas, 
se trabajará en segundos. De esta manera se realizó una linealización donde se hace esta 
consideración, la cual se puede observar en Figura 3-6.  
Figura 3-5 Respuesta al paso de la columna de destilación 
 
En ese caso es requerido escalizar los datos. Una aproximación muy útil es hacer que las 
variables sean menores a uno en magnitud. Esto se logra dividiendo cada variable por el 
valor máximo en el que se espera cambie [30]. Partiendo de la Figura 3-6, observamos 
que los factores de escala para la entrada 𝑈1 y la salida 𝑌2 es de 0.01, por otra parte, para 
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la entrada 𝑈2 y la salida 𝑌1 el valor de escalización será de 0.1. Los datos escalados se 
observan en la Figura 3-7. 
Figura 3-6 Entradas U1 y U2 en kgmol/s 
 
Una vez escalados, se procede a identificar las funciones de transferencia que describen 
la columna de destilación. Al ser un sistema de 2 × 2, evidenciando que cada entrada 
afecta a cada salida, se deben obtener cuatro funciones de transferencia. Dicha 
identificación se realiza con los datos y se hace uso de la herramienta Matlab. 
Para ello son usadas tres funciones:  
Iddata: crea un objeto de datos, con los datos de salida y entrada, tomando un tiempo de 
muestreo deseado. 
Detrend: permite restar el valor medio de la señal en el dominio del tiempo. 
Pem: estima el error de predicción de un modelo lineal o no lineal. 
Las funciones de transferencia obtenidas se observan en la Tabla 3-3. Recordemos que 
en una de las suposiciones consideradas en la sección 3.2, se indicó que se desprecia el 
tiempo muerto en la corriente de vapor a lo largo de la columna de destilación. Sin 
embargo, se aprecia en la función de transferencia que relaciona la entrada 2 con la salida 
1 que se tiene en cuenta el tiempo muerto. Esto se debe a que la dinámica que se ha 
obtenido para la columna de destilación una vez se ha linealizado tiene ese 
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comportamiento, en otras palabras, no se está incumpliendo con la premisa de que se 
desprecia el tiempo muerto en la corriente de flujo de vapor. 
Tabla 3-3 Funciones de transferencia de la columna de destilación 





484.9 𝑠 + 1
 𝑒−11.2𝑠
8.037




180.8 𝑠 + 1
 −
10.54
171 𝑠 + 1
 
Se observa que dos de las funciones de transferencia son de primer orden con tiempo 
muerto y las otras no lo tienen. 
Figura 3-7 Respuesta al paso con los datos escalados 
 
3.6 Conclusiones 
En este capítulo se describió el modelo matemático de la columna de destilación binaria. 
Con las suposiciones y consideraciones descritas se obtiene un modelo simplificado, pero 
con la riqueza suficiente para capturar la dinámica del sistema. 
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Se describieron de forma general las ecuaciones diferenciales para las diferentes etapas 
de la columna y partiendo de las especificaciones dadas en la literatura se procedió a 
obtener la composición molar para cada salida, que corresponde a la composición de 
destilado y de fondos. 
Al linealizar el modelo, partiendo del hecho de que es un sistema no lineal, se obtienen las 
funciones de transferencia que relacionan cada salida con cada una de las entradas. Las 
funciones de transferencia obtenidas son de primer orden y de primer orden con tiempo 
muerto. 
Si bien no se especificó en alguna sección cada paso del Algoritmo 1, se puede decir que 
todo el capítulo lo involucra, ya que se identificó la planta a controlar, se describió 
matemáticamente el comportamiento dinámico del sistema y luego se linealizó el modelo 






4. IMPLEMENTACIÓN DEL 
CONTROL PREDICTIVO EN EL 
PAC 
Este capítulo estará enfocado en la implementación del Control por matriz dinámica, junto 
con el modelo de la columna de destilación, en uno de los controladores de automatización 
programable disponible en el laboratorio de Automatización de Máquinas de la Universidad 
Nacional de Colombia. Se describirá el tipo de PAC del que se dispone en el laboratorio y 
al software utilizado para programarlos. Posteriormente, se mostraran los resultados 
obtenidos de las simulaciones realizadas en el software Matlab, siguiendo los pasos de la 
metodología propuesta. Posteriormente, se describirá la implementación del control 
predictivo en el PAC y los resultados de las simulaciones. Finalmente se darán las 
conclusiones del capítulo. 
4.1 Allen Bradley – CompactLogix 
CompactLogix reúne los beneficios de la plataforma Logix, con un entorno de 
programación, de redes y de control común, en un espacio pequeño pero de alto 
rendimiento. Es perfecta para abordar aplicaciones de control de máquinas pequeñas, con 
una potencia y escalabilidad sin precedentes. Es ideal para sistemas que requieren control 
de nivel autónomo y de sistema sobre Ethernet/IP, ControlNet o DeviceNet.  
La alta funcionalidad a la que llega por sus módulos analógicos, digitales y especiales que 
le permiten cubrir una amplia gama de aplicaciones [31]. 
El entorno Studio 5000® combina los elementos de diseño en un solo sistema que optimiza 
la productividad. Con las aplicaciones de este software se puede construir y mantener un 
diseño de un sistema en un solo lugar, además de configurar, sustentar y programar la 
familia de controladores. Simula el sistema de control en un ambiente seguro, en un 
ambiente virtual [32]. 
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4.2 Validación del modelo de la columna de destilación en Matlab 
Antes de mostrar los resultados de la emulación realizada en el PAC, es requerido tener 
información del comportamiento del sistema en otro software, para ello se hace uso del 
software Matlab. Siguiendo con la metodología propuesta, la etapa de Modelo ya fue 
cubierta en el Capítulo 3, donde finalmente se obtuvieron 4 funciones de transferencia que 
contienen la dinámica del sistema. Para continuar con la siguiente etapa y tener a la mano 
las funciones, las podemos visualizar en la Tabla 4-1.   
Tabla 4-1 Funciones de transferencia para la Columna de destilación 





484.9 𝑠 + 1
 𝑒−11.2𝑠
8.037




180.8 𝑠 + 1
 −
10.54
171 𝑠 + 1
 
Continuamos con la etapa de Control, retomando el Algoritmo 3 vamos a llevar paso a 
paso la sintonización de parámetros. El primer paso lo omitimos, dado que corresponde a 
la aproximación de la dinámica del proceso a una función de transferencia de primer orden 
más tiempo muerto. 
El Paso 2 consiste en obtener el valor mínimo entre las constantes de tiempo y así 
determinar el tiempo de muestreo. 















) = 4.905 
El Paso 3 se calcula el tiempo muerto discreto para cada función 
𝑚11 = 𝑖𝑛𝑡 (
𝑇𝑜11
𝑇𝑠
) + 1 = 38 𝑚12 = 𝑖𝑛𝑡 (
𝑇𝑜12
𝑇𝑠
) + 1 = 3 
𝑚21 = 𝑖𝑛𝑡 (
𝑇𝑜21
𝑇𝑠
) + 1 = 1 𝑚22 = 𝑖𝑛𝑡 (
𝑇𝑜22
𝑇𝑠
) + 1 = 1 
Continuamos con el Paso 4, donde se calcula el horizonte de predicción 
𝐻𝑝 = 𝑚𝑎𝑥 (𝑖𝑛𝑡 (
0.8𝜏𝑝11
𝑇𝑠
) +𝑚11) = 117 𝐻𝑝 = 𝑚𝑎𝑥 (𝑖𝑛𝑡 (
0.8𝜏𝑝12
𝑇𝑠
) +𝑚12) = 11 
𝐻𝑝 = 𝑚𝑎𝑥 (𝑖𝑛𝑡 (
0.8𝜏𝑝21
𝑇𝑠
) +𝑚21) = 30 𝐻𝑝 = 𝑚𝑎𝑥 (𝑖𝑛𝑡 (
0.8𝜏𝑝22
𝑇𝑠
) +𝑚22) = 29 
Considerando que se debe elegir el valor máximo entre ellos, se tiene que el horizonte de 
predicción será de 117. 
El siguiente es el Paso 5 
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𝐻𝑐 = 𝑖𝑛𝑡 (
𝐻𝑝
3
) = 39 
Pasamos al Paso 6, donde se elige 𝛼 = 0.1, dadas las condiciones. Seguimos calculando 
el horizonte del modelo, correspondiente al Paso 7 
𝑁 = 𝑖𝑛𝑡 (∑
𝜏𝑝𝑗𝑖
𝑇𝑠
) = 𝑖𝑛𝑡 (
484.9 + 49.05 + 180.8 + 171
4.905
) = 180 











)] = 8.0665 
𝜆 = √8.0665 = 2.8402 
En este punto, se puede dar por terminada la etapa de Control. En la Tabla 4-2.se 
resumen los parámetros calculados para el controlador. 
Tabla 4-2 Parámetros del controlador 
Parámetro Término Valor 
𝑻𝒔 Tiempo de muestreo 4.905 
𝑯𝒑 Horizonte de predicción 117 
𝑯𝒄 Horizonte de control 39 
𝜶 
Coeficiente constante que influencia la  
respuesta dinámica del sistema 
0.1 
𝑵 Horizonte del modelo 180 
𝝀 Constante que penaliza el esfuerzo de control 2.8402 
La dinámica de las funciones de transferencia se pueden apreciar en la Figura 4-1. La 
siguiente etapa que es la de Implementación corresponde al Algoritmo 5, en la que no 
entraremos en mucho detalle ya que corresponde al código que se puede observar en el 
Anexo C. La forma en que está descrita la planta, es con cuatro ecuaciones que relacionan 
las salidas y las entradas, de manera que tenemos 
𝑌11(𝑘) = 0.9899 ∗ 𝑌11(𝑘) + 0.0017 ∗ 𝑈1 
𝑌12(𝑘) = 0.9048 ∗ 𝑌12(𝑘) + 0.2159 ∗ 𝑈2 
𝑌21(𝑘) = 0.9732 ∗ 𝑌21(𝑘) + 0.0355 ∗ 𝑈1 
𝑌22(𝑘) = 0.9717 ∗ 𝑌22(𝑘) − 0.2982 ∗ 𝑈2 





















Que se pueden representar así 
𝑦1 = 𝑌11 + 𝑌12 
𝑦2 = 𝑌21 + 𝑌22 
Figura 4-1 Respuesta al paso de las funciones de transferencia 
 
Con toda la información anterior, se procede a implementar el control por matriz dinámica 
en la columna de destilación binaria. 
Para efectos de la simulación, se han indicado dos referencias para cada variable 
controlada. Los resultados obtenidos se aprecian en la Figura 4-2. Por la cantidad de 
información no son muy visibles los resultados, para ello se realiza un acercamiento en 
ciertos valores, de manera que se pueda observar el seguimiento a la referencia y la señal 
de control para cada variable.  
En la Figura 4-3 se visualiza el seguimiento a la referencia y la señal de control obtenida 
para las salidas 𝑦1, 𝑦2 y las entradas 𝑢1, 𝑢2 correspondientes a la composición de destilado 
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respectivamente. Allí se detalla, bastante oscilación en los resultados debido a que se 
realiza en el mismo periodo de muestreo el cambio de referencia en las dos salidas. 
Es evidente que al simular este proceso, el controlador conoce los cambios que puede 
tener la referencia en el tiempo, debido a que se preestablecieron los valores y con el 
parámetro dado del horizonte de predicción se toma una acción previa antes de que ocurra 
el cambio en la referencia, sin embargo, esta situación es ideal. 
Figura 4-2 Seguimiento a referencia y respuesta de la señal de control 
 
Para simular la respuesta del sistema ante cambios de la referencia en tiempo real, se le 
ingresa únicamente el valor que se tiene de referencia en ese instante de muestreo. La 
Figura 4-4 muestra el comportamiento del sistema ante lo descrito anteriormente.  
Es posible observar que la dinámica es similar, pero no la misma, ya que en la Figura 4-3 
la respuesta tiene una forma de s, realizando un seguimiento más suave, por otro lado la 
Figura 4-4 es la misma respuesta al paso del sistema.  
De lo anterior, es posible observar que las dos señales, para cada caso simulado, se 
estabilizan y hacen seguimiento a la referencia, por lo tanto, es un buen acercamiento a lo 
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Figura 4-3 Acercamiento a la respuesta del sistema 
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Para evaluar el desempeño del controlador se usaron dos índices para ello, los cuales 
corresponden al ISE13 y al IAE14. La Tabla 4-3 muestra los resultados donde se comparan 
los valores para cada índice de desempeño, respecto a la respuesta del controlador ante 
referencias conocidas y ante cambios repentinos en la referencia. 
Tabla 4-3 Resultados comparativos de las simulaciones 
 ISE IAE 
Referencia conocida 
Referencia y salida 1 0.0571 10.7331 
Referencia y salida 2 1.2162 ∗ 10−4 0.6512 
Cambio inmediato 
en la referencia 
Referencia y salida 1 0.0887 11.2973 
Referencia y salida 2 1.6405 ∗ 10−4 0.5582 
Se puede observar, que para el caso en el que las referencias son conocidas previamente 
por el controlador, se obtiene un mejor desempeño. Esto se debe a que la acción de control 
empieza hacer un seguimiento a la referencia antes de que se dé el cambio. Estos casos 
se han implementado sobre la planta linealizada. 
Ahora, se simulará el caso cuando la planta no se linealiza, sin embargo, es de aclarar que 
el control se toma a partir de las funciones de transferencia linealizadas. Recordemos que 
el modelo no lineal ya fue tratado en la sección 3.5, donde se describieron las ecuaciones 
para cada etapa de la columna de destilación en diagramas de bloques. Para el análisis 
de la respuesta del sistema, se procede a ejecutar para cada periodo de muestreo el 
diagrama que describe la planta. Conservando los parámetros descritos en la Tabla 4-2, 
se proceden hacer dos simulaciones diferentes. 
En la primera simulación, que se observa en la Figura 4-5, se ha ejecutado el algoritmo 
teniendo conocimiento de la referencia y se ha reducido el número de muestras en las que 
se ejecuta el programa. A primera vista, se puede decir que se obtiene un buen 
comportamiento del sistema, ya que la señal de salida sigue la referencia. 
La segunda simulación, que se observa en la Figura 4-6, se ejecutó el algoritmo sin tener 
conocimiento previo de la referencia y con el mismo número de muestras que en el caso 
anterior. De allí, se puede decir que se sigue obteniendo un buen comportamiento del 
sistema, aunque se destaca que la señal de control es más agresiva, así como la tasa de 
cambio de la señal de control. 
 
                                               
 
13 Por sus siglas en inglés Integral Square Error. 
14 Por sus siglas en inglés Integral Absolute Error. 
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Figura 4-5 Respuesta del sistema no lineal conociendo la referencia 
 
Figura 4-6 Respuesta del sistema no lineal ante cambios inmediatos de la referencia 
 












































































Capítulo 4 75 
 
Tabla 4-4 Resultados comparativos del sistema no lineal 
 ISE IAE 
Referencia conocida 
Referencia y salida 1 0.0015 1.3085 
Referencia y salida 2 1.3517 ∗ 10−5 0.1240 
Cambio inmediato 
en la referencia 
Referencia y salida 1 0.0023 1.2943 
Referencia y salida 2 1.9226 ∗ 10−5 0.1167 
De la Tabla 4-4 se observa una situación similar a la descripción hecha para la Tabla 4-3, 
donde se evidencia una mejora en el desempeño cuando se es conocida la referencia. 
Adicionalmente, se ha podido comprobar que el controlador diseñado está en la capacidad 
de controlar la planta no lineal, si consideramos como referencia el punto en el que se ha 
linealizado previamente el sistema y no se realizan variaciones muy grandes en magnitud. 
También se destaca que hay mucha oscilación en el seguimiento a la referencia y que 
requiere de mucho tiempo para estabilizarse por completo. 
4.3 Validación del algoritmo en CompactLogix 
En la sección anterior se mostraron los resultados obtenidos simulando la planta lineal de 
la columna de destilación y el controlador en Matlab. Tomando como parámetros del 
controlador los indicados en la Tabla 4-2, no fue posible realizar la simulación en el PAC, 
dado que el tamaño de las matrices implica un costo computacional elevado. Sin embargo, 
se implementó los ejemplos 1 y 2 del capítulo 2. 
La estructura del programa principal implementado en el PAC se aprecia en la Figura 4-7, 
de allí se observan 7 rutinas, 6 de ellas en texto estructurado y 1 en diagrama de escalera. 
Se destaca que 4 de las rutinas en texto estructurado corresponden a las operaciones 
requeridas en el Control por matriz dinámica para resolver el sistema, las cuales 
corresponden a la obtención de la inversa, la transpuesta y la multiplicación entre matrices, 
esta última se repite ya que por el tamaño de los arreglos de datos se consideró apropiado 
hacer las operaciones de forma independiente.  
Fue requerido implementar dichas rutinas, para poder realizar las operaciones propias del 
control por matriz dinámica, dado que no existen funciones en el software Studio5000 que 
operen entre matrices. Es importante mencionar que todo el código se implementó con 
operaciones básicas de programación, especialmente ciclos for que permitieran ese 
proceso iterativo para operar con los arreglos de datos. 
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La rutina InSistema, corresponde a la inicialización de la matriz dinámica y el de la 
respuesta libre, esta rutina sólo se ejecuta por una vez ya que los valores no cambian en 
el tiempo y es una ganancia estática. 
La rutina que ejecuta la iteración descrita en la sección Figura 4-7 es la llamada DMC. Allí 
se opera la obtención de la señal de control. 
Figura 4-7 Programa principal en el PAC 
 
Para la validación del controlador en el ejemplo del intercambiador de calor, se cambió la 
señal de referencia y se tomaron los datos obtenidos, para compararlos con una simulación 
igual en Matlab. El comportamiento obtenido se observa en la Figura 4-8. 
Figura 4-8 Implementación del Ejemplo 1 en el PAC 
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Para este caso, se observa que los resultados tanto en Matlab como en el PAC son los 
mismos. El seguimiento a la referencia y la señal de control son idénticas en los dos casos. 
De esta manera se valida la implementación del controlador en el PAC para el caso de una 
salida y una entrada. 
Una simulación similar se realiza para el ejemplo 2, que es el caso de los cuatro tanques 
conectados. Los resultados obtenidos se observan en la Figura 4-9. Se puede observar 
que al implementar el controlador y la planta lineal de los cuatro tanques conectados, se 
obtiene un seguimiento a la referencia para las dos salidas. Sin embargo, en el PAC se 
obtiene una respuesta más rápida  
Figura 4-9 Salidas y referencias del Ejemplo 2 en el PAC 
 
El comportamiento de las dos señales es muy interesante y se alcanza a evidenciar que el 
cambio de una de ellas interviene en el comportamiento de la otra.  
Tabla 4-5 Desempeño del controlador para el Ejemplo 2 
 MATLAB PAC 
 ISE IAE ISE IAE 
Ref 1 - Salida 1 31.5037 32.8306 8.4344 24.5964 
Ref 2 - Salida 2 25.0110 30.4042 22.7425 59.5541 
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Se realiza una prueba de desempeño con la información obtenida y se detalla que para la 
implementación en el PAC se obtuvo mejores resultados para la referencia y salida 1, caso 
contrario ocurrió con la referencia y salida 2.  
Figura 4-10 Señales de control para el Ejemplo 2 en el PAC 
 
El comportamiento de la señal de control para las dos entradas se observa en la Figura 
4-10. Se destaca que el comportamiento es similar con los datos obtenidos de la simulación 
en Matlab como en el PAC. 
4.4 Conclusiones 
Este capítulo integra la metodología descrita. Llevando a la implementación de los 
ejemplos 1 y 2 al controladora de automatización programable. Se validó en Matlab y en 
la plataforma CompactLogix, siendo sus resultados comparables.  
Se comparó la respuesta del control lineal frente al modelo no lineal de la columna de 
destilación. Los resultados obtenidos muestran que sigue la referencia y los índices de 
desempeño son bajos. Adicionalmente, presenta bastante oscilación y requiere de un 
tiempo más elevado para lograr estabilizarse por completo.  
Al llevar a la plataforma CompacLogix la columna de destilación, no fue posible realizar la 
simulación del sistema, ya que los arreglos de datos exigían un costo computacional 
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elevado impidiendo que encontrara una solución. Sin embargo, se implementaron los dos 
ejemplos descritos anteriormente, correspondientes a un sistema SISO y otro MIMO. Estos 
dos casos evidenciaron que es posible realizar la implementación del control por matriz 
dinámica en un controlador de automatización programable, para sistemas de una sola 




5. Conclusiones y trabajo futuro 
5.1 Conclusiones 
La familia de controladores predictivos es muy amplia y el haber dado inicio a esta 
investigación en un propósito de acercamiento con la industria se consideró explorar una 
de las técnicas de base del control predictivo basado en modelo. El haber escogido el 
Control por matriz dinámica resalta el aspecto principal del proyecto, el cual es llevar 
técnicas de control avanzadas a controladores de automatización programables, equipos 
que no tienen las mismas capacidades en hardware que los actuales. La posibilidad de 
este tipo de controlador para controlar sistemas de múltiples entradas y múltiples salidas, 
le da un carácter particular a la metodología implementada, ya que se involucran sistemas 
con mayor complejidad. 
Se desarrolló una metodología para implementar sistemas tipo SISO y MIMO, bajo algunas 
consideraciones que se sugieren seguir. Adicionalmente, se propuso una sintonización de 
parámetros, con el fin de reducir el tamaño de las matrices y de la mano llevaría a evitar 
un desempeño computacional exigente para los cálculos requeridos en cada periodo de 
muestreo. Para validar la metodología y sintonización se implementaron dos ejemplos, los 
cuales mostraron muy buenos resultados, tanto en el seguimiento a la referencia como en 
los índices de desempeño evaluados. 
La riqueza matemática de este tipo de controladores permitió llevar a programación de 
bajo nivel todas las operaciones requeridas para evaluar su comportamiento. El 
desempeño del controlador fue el esperado, considerando que al conocer previamente la 
referencia de la señal de control este mismo se ajusta y empieza a tomar una acción 
correctiva para seguir el valor deseado momentos previos a la aparición de ese cambio.  
Ahora bien, considerando que el modelo matemático de la columna de destilación fue 
simplificado, comparado a lo que reporta la literatura, se obtuvo un modelo que captura el 
comportamiento del proceso. Posteriormente, las funciones de transferencia obtenidas, si 
bien no son complejas por ser de primer orden y de primer orden con tiempo muerto, son 
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la esencia del controlador, ya que con un tiempo de muestreo adecuado se obtiene la 
información de la respuesta al paso y con esos datos se alimenta la matriz dinámica.  
Finalmente, al momento de llevar el controlador al PAC, se evidencia la dificultad del tipo 
de programación que es requerido emplear, partiendo de cosas que se podrían considerar 
simples como definir matrices, parámetros y variables. Las operaciones entre matrices 
generaron un desafío, siendo estas operaciones parte del cálculo de la señal de control en 
el DMC. Sin embargo, se implementaron funciones que permitieran realizar los cálculos 
requeridos. Estas funciones, se ven como rutinas que se ejecutan en el PAC, las cuales 
corresponden a la inversa de la matriz, la transpuesta y la multiplicación, operaciones 
indispensables para la solución del control. Las capacidades de hardware del PAC se 
vieron limitadas para implementar la columna de destilación. Sin embargo, se validaron los 
ejemplos correspondientes al intercambiador de calor y a los cuatro tanques, tanto en 
Matlab como en la plataforma CompactLogix. Se compararon los datos obtenidos y los 
resultados son muy similares, de manera que se puede corroborar la valides del código 
implementado y de la metodología propuesta. 
5.2 Trabajo futuro 
Se considera como trabajo futuro validar el control por matriz dinámica con sistemas no 
lineales. Si bien se llevó a cabo para la columna de destilación usando la herramienta 
Matlab, donde se verificó la respuesta del controlador con la planta no lineal, se podría 
llevar dicha emulación al PAC con otro tipo de sistemas. Recordemos que para el ejemplo 
del intercambiador de calor y los cuatro tanques, fue posible validar los resultados tanto en 
Matlab como en CompactLogix, por lo que al obtener parámetros de sintonización 
pequeños se esperaría que sea posible implementar en el PAC. 
Adicionalmente, se propone con una planta piloto validar la metodología propuesta. 
Considerando que el trabajo realizado se limitó a la validación de la planta y el controlador 
en simulaciones, tener una planta física a la cual se le pueda realizar pruebas de respuesta 





A. Anexo A 
El formular un problema de control con restricciones en el contexto del control predictivo, 
se convierte en un problema de programación cuadrática. [33] 
Es necesario expresar el problema de control predictivo como un problema de optimización 
que considere las restricciones, para ello se consideran tres tipos que son frecuentemente 
encontradas en diferentes tipos de aplicaciones. Las dos primeras lidian con las 
restricciones impuestas sobre las variables de control 𝑢(𝑘), y la tercera con la salida 𝑦(𝑘).  
Del primer tipo de restricción que se va hablar, es de la velocidad de cambio en la señal 
de control Δ𝑢(𝑘). Suponiendo un sistema de una entrada una salida, el límite superior es 
Δ𝑢𝑚𝑎𝑥 y el límite inferior es Δ𝑢𝑚𝑖𝑛. Estas restricciones se podrán expresar como 
Δ𝑢𝑚𝑖𝑛 ≤ Δ𝑢(𝑘) ≤ Δ𝑢𝑚𝑎𝑥 
La siguiente restricción corresponde a la amplitud en la variable de control, una restricción 
muy común. Esto se debe, a que no se esperaría que un actuador abra más del 100% de 
su capacidad, por lo que se consideran como restricciones físicas del sistema. Realizando 
consideraciones similares al anterior, se expresa como 
𝑢𝑚𝑖𝑛 ≤ 𝑢(𝑘) ≤ 𝑢𝑚𝑎𝑥 
Es importante prestar atención al hecho de que 𝑢(𝑘) es una variable incremental y no la 
variable física actual. La variable física actual es igual a la variable incremental más su 
valor en estado estacionario. 
Para las restricciones en la salida se tiene que 
𝑦𝑚𝑖𝑛 ≤ 𝑦(𝑘) ≤ 𝑦𝑚𝑎𝑥 
Normalmente, las restricciones en las salidas causan cambios significativos en las 
variables de control, cuando esto ocurre las variables controladas pueden violar sus 
propias restricciones lo que genera inconvenientes. Para ello, se considera una restricción 
suave, de la siguiente manera 
𝑦𝑚𝑖𝑛 − 𝑠𝑣 ≤ 𝑦(𝑘) ≤ 𝑦𝑚𝑎𝑥 + 𝑠𝑣 
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Este tipo de consideración también se puede implementar en las restricciones de las 
variables controladas, por el mismo inconveniente mencionado. 
En el caso multivariado, es requerido tener en cuenta que se deben restringir cada entrada 
de forma independiente, de esta manera se tendrá 
Δ𝑢1𝑚𝑖𝑛 ≤ Δ𝑢1(𝑘) ≤ Δ𝑢1𝑚𝑎𝑥 
Δ𝑢2𝑚𝑖𝑛 ≤ Δ𝑢2(𝑘) ≤ Δ𝑢2𝑚𝑎𝑥 
⋮ 
Δ𝑢𝑚𝑚𝑖𝑛 ≤ Δ𝑢𝑚(𝑘) ≤ Δ𝑢𝑚𝑚𝑎𝑥 
De forma similar para la señal de control 𝑢(𝑘) y de salida 𝑦(𝑘). 
Una vez formuladas las restricciones como parte de los requerimientos de diseño, el 
siguiente paso es trasladarla a desigualdades lineales y relacionarlas al problema original 
del control predictivo. La clave está en parametrizar las variables de restricción usando el 
mismo parámetro Δ𝑈, de esta manera, las restricciones se expresarán como ecuaciones 
lineales. Considerando que el problema del control predictivo se formula y resuelve dentro 
de un horizonte de predicción, las restricciones se tendrán en cuenta para cada uno de los 
intervalos. En ese orden de ideas, si queremos imponer las restricciones en la velocidad 
de cambio de la señal de control Δ𝑢(𝑘) en el tiempo 𝑘𝑖, las restricciones se expresarán 
como 
Δ𝑢𝑚𝑖𝑛 ≤ Δ𝑢(𝑘𝑖) ≤ Δ𝑢𝑚𝑎𝑥 
Las restricciones en las muestras futuras, suponiendo un horizonte de control de 3 
muestras, se expresara así 
Δ𝑢𝑚𝑖𝑛 ≤ Δ𝑢(𝑘𝑖) ≤ Δ𝑢𝑚𝑎𝑥 
Δ𝑢𝑚𝑖𝑛 ≤ Δ𝑢(𝑘𝑖 + 1) ≤ Δ𝑢𝑚𝑎𝑥 
Δ𝑢𝑚𝑖𝑛 ≤ Δ𝑢(𝑘𝑖 + 2) ≤ Δ𝑢𝑚𝑎𝑥 
Una vez expresadas las restricciones como desigualdades lineales con el parámetro Δ𝑈, 
el siguiente paso será combinarlas en la función objetivo 𝐽. Dado que la solución óptima 
puede ser obtenida por programación cuadrática, es necesario descomponer en dos partes 
las restricciones diferenciando el límite superior e inferior con signos opuestos 
−Δ𝑈 ≤ −Δ𝑈𝑚𝑖𝑛 
Δ𝑈 ≤ Δ𝑈𝑚𝑎𝑥 
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Este procedimiento aplica para todas las restricciones mencionadas. Partiendo del hecho 
que las restricciones son impuestas para todos los instantes de muestreo y que son 




































𝐼 0 0 ⋯ 0
𝐼 𝐼 0 ⋯ 0
𝐼 𝐼 𝐼 ⋯ 0
⋮   
        




















De forma matricial, con 𝐶1 y 𝐶2 correspondientes a sus respectivas matrices, entonces las 
restricciones para el control de movimiento están impuestas como 
−(𝐶1𝑢(𝑘𝑖 − 1) + 𝐶2Δ𝑈) ≤ −𝑈𝑚𝑖𝑛 
(𝐶1𝑢(𝑘𝑖 − 1) + 𝐶2Δ𝑈) ≤ 𝑈𝑚𝑎𝑥 
Donde 𝑈𝑚𝑖𝑛 y 𝑈𝑚𝑎𝑥 son vectores columna con 𝑁𝑐 elementos de 𝑢𝑚𝑖𝑛 y 𝑢𝑚𝑎𝑥, 








Donde Δ𝑈𝑚𝑖𝑛 y Δ𝑈𝑚𝑎𝑥 son vectores columna con 𝑁𝑐 elementos de Δ𝑢𝑚𝑖𝑛 y Δ𝑢𝑚𝑎𝑥, 
respectivamente. Las restricciones en la salida son expresadas en términos de Δ𝑈 
𝑌𝑚𝑖𝑛 ≤ 𝑓 + 𝐺Δ𝑈 ≤ 𝑌𝑚𝑎𝑥 
Finalmente, el control predictivo en presencia de restricciones está propuesto para 


























−𝑈𝑚𝑖𝑛 + 𝐶1𝑢(𝑘𝑖 − 1)











Considerando que la función objetivo es cuadrática y las restricciones son desigualdades 
lineales, el problema de encontrar el control predictivo óptimo, se convierte en encontrar 
una solución óptima para un problema de programación cuadrática. 
Para ser consistentes con la literatura referente a la programación cuadrática, la variable 





𝑥𝑇𝐸𝑥 + 𝑥𝑇𝐹 
𝑀𝑥 ≤ 𝛾 
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Donde 𝐸, 𝐹,𝑀 y 𝛾 son matrices y vectores compatibles en el problema de programación 
cuadrática. Se aclara que 𝐸 se asume simétrica y positiva definida.  
Se analizará primero el método dual y luego se explicará el método de Hildreth, el cual es 
de mayor interés. En estos métodos las soluciones están basados en las variables de 
decisión, siendo un método activo. Son considerados métodos activos cuando las 
restricciones necesitan ser identificadas junto al valor óptimo de las variables de decisión. 
Entre mayor sean las restricciones, será requerido un gasto computacional mayor. El 
método dual puede ser usado para identificar las restricciones que no están activas, 
permitiendo eliminarlas en la solución y conduce a un procedimiento simple de 
programación para encontrar la solución óptima al problema de minimización de las 
restricciones. 









𝑥𝑇𝐸𝑥 + 𝑥𝑇𝐹 + 𝜆𝑇(𝑀𝑥 − 𝛾)] 
La minimización sobre 𝑥 no está restringida y se consigue por 
𝑥 = −𝐸−1(𝐹 +𝑀𝑇𝜆) 










Donde las matrices 𝐻 y 𝐾 están dadas por 
𝐻 = 𝑀𝐸−1𝑀𝑇 
𝐾 = 𝛾 +𝑀𝐸−1𝐹 
Así, el dual es un problema de programación cuadrática con 𝜆 como la variable de decisión. 










Nótese que el problema dual puede ser solucionado más fácil debido a que las 
restricciones son más simples.  









Sujeto a 𝜆 ≥ 0,  denotado como 𝜆𝑎𝑐𝑡 y las restricciones correspondientes son descritas por 
𝑀𝑎𝑐𝑡 y 𝜆𝑎𝑐𝑡. Con los valores de 𝑀𝑎𝑐𝑡 y 𝜆𝑎𝑐𝑡, el vector 𝑥 se obtiene usando  
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𝑥 = −𝐸−1𝐹 − 𝐸−1𝑀𝑎𝑐𝑡
𝑇 𝜆𝑎𝑐𝑡 
Donde las restricciones son tratadas como igualdades en los cálculos. 
Ahora, el procedimiento de programación cuadrática de Hildreth fue propuesto para 
resolver el problema dual ya discutido. En este algoritmo, el vector de dirección fue 
seleccionado igual al vector base 𝑒𝑖 = [0 0…1…0 0]
𝑇. Entonces, el vector 𝜆 puede variar 
componente a componente en cada instante de tiempo. Dado un paso en el proceso, una 
vez se obtiene el vector 𝜆 ≥ 0, se centra la atención en un solo componente 𝜆𝑖. La función 
objetivo puede ser considerada para como una función cuadrática para ese solo 
componente. Se ajusta 𝜆𝑖 para minimizar la función objetivo, si se requiere 𝜆𝑖 < 0,  se deja 
𝜆𝑖 = 0; en cualquier caso, la función objetivo disminuye. Luego, se considera el siguiente 
componente 𝜆𝑖+1 . Si consideramos que un ciclo completo a través de los componentes es 


















Donde el escalar ℎ𝑖𝑗 es el 𝑖𝑗-ésimo elemento en la matriz 𝐻 = 𝑀𝐸
−1𝑀𝑇, y 𝑘𝑖 es el 𝑖-ésimo 
elemento en el vector 𝐾 = 𝛾 +𝑀𝐸−1𝐹. Además, nótese de la ecuación que hay dos 
conjuntos de valores 𝜆,  uno involucra 𝜆𝑚 y el otro el valor actualizado 𝜆𝑚+1. Debido a que 
el vector 𝜆∗ converge contiene valores cero o positivos de los multiplicadores de Lagrange, 
tenemos 
𝑥 = −𝐸−1(𝐹 +𝑀𝑇𝜆∗) 
El algoritmo de Hildreth se basa en una búsqueda elemento a elemento, por lo tanto, no 
requiere inversión de matrices. Como resultado, si las restricciones activas son linealmente 
independientes y su número es menor o igual al número de variables de decisión, entonces 
las variables duales convergen. Sin embargo, si uno o ambos requerimientos son violados, 
entonces las variables duales no convergerán a un conjunto de valores fijos. La iteración 
terminará cuando el contador alcance su valor máximo. Debido a que no se invierten 
matrices, el cálculo continuara sin interrupción. El algoritmo se puede ver comprometido, 
cerca de la solución óptima si surge el conflicto con la restricción. Esto es un punto clave 
al usar este enfoque en aplicaciones de tiempo real, debido a la habilidad del algoritmo de 
recuperarse automáticamente de una restricción mal condicionada es de suma importancia 
para la seguridad de la operación de la planta. 
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Cuando las condiciones son satisfechas, la técnica de búsqueda unidimensional en el 
algoritmo de Hildreth ha mostrado que converge a un conjunto 𝜆∗, donde 𝜆∗ contiene ceros 
para restricciones inactivas y los valores positivos corresponderán a restricciones activas. 
El componente positivo recogido como vector se denomina 𝜆𝑎𝑐𝑡






Donde 𝑀𝑎𝑐𝑡 y 𝛾𝑎𝑐𝑡 son la matriz de datos de restricción y el vector con la supresión de los 
elementos fila que corresponden a los elementos cero en 𝜆∗. La prueba de la convergencia 
se basa en la existencia de un conjunto de 𝜆𝑎𝑐𝑡






B. Anexo B 
En este anexo, se observan las 340 simulaciones realizadas para determinar una 
sintonización con un mejor desempeño para los propósitos de la tesis. 
 
En las primeras 75 simulaciones se buscó identificar el comportamiento del sistema para 
la relación del tiempo muerto con la constante de tiempo, en diferentes condiciones. Para 
ello, se dio una relación de 0 a 2 entre 𝑇𝑜 𝜏⁄ . Es importante mencionar que los parámetros 
del controlador usados, fueron tomados siguiendo lo que registra el documento [21]. En 
este punto, se pudo observar que para valores superiores a 1, es muy difícil que el sistema 
se estabilice. Incluso, con valores intermedios a pesar de estabilizarse, los índices de 
desempeño muestran resultados muy grandes. Con estos primeros resultados, se decidió 
restringir la relación, que inicialmente se tomó de 0 a 2, hasta un valor inferior a 1.  
 
Las siguientes 100 simulaciones realizadas, consistieron en tomar un tiempo de muestreo 
fijo, que se relacionó con la constante de tiempo. Para ello, se tomó la mitad de dicha 
constante, pero en este caso los resultados obtenidos no fueron favorables, dado que la 
información para el controlador no era suficiente y en diversos casos se desestabilizó el 
sistema. Así que se determinó cambiar el tiempo de muestreo a un valor menor. 
 
Se decidió fijar el valor del tiempo de muestreo a una décima parte de la constante de 
tiempo. Donde se realizaron 115 simulaciones más, en las que se tuvo como criterio que 
el horizonte de predicción alcanzara a tomar el 50, 75 y 100% del comportamiento de la 
señal. En este punto, se tomaron decisiones fijando la relación que hay entre la constante 
de tiempo, el tiempo muerto y el tiempo de muestreo para poder, a partir de una formula, 
relacionar los parámetros del controlador como el horizonte de predicción, de control, el 
tiempo de muestreo y la constante que penaliza la acción de control. 
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Por último, se realizaron 50 simulaciones adicionales para establecer un criterio de 
selección para el coeficiente que influencia la respuesta dinámica del sistema. 
Determinando que para ciertas condiciones es mejor tomar el valor mínimo permitido de 









































Ts=0.6; Hc=18; Hp=84; λ=7.4640; 
IAE=22.0051; ISE=6.4304;  
Ts=0.6; Hc=26; Hp=92; λ=9.9493; 
IAE=47.4505; ISE=32.4323;  
Ts=0.6; Hc=35; Hp=101; λ=12.1333; 
IAE=42.2354; ISE=22.1486;  
Ts=0.6; Hc=43; Hp=109; λ=13.5307; 
IAE=3.2332e+03; ISE=3.0527e+05;  
Ts=0.6; Hc=51; Hp=117; λ=14.416; 
IAE=315.7822; ISE=1.9575e+03; 
     
Ts=0.8; Hc=14; Hp=64; λ=4.396; 
IAE=36.1437; ISE=12.7037; 
Ts=0.8; Hc=20; Hp=70; λ=5.8; 
IAE=82.0543; ISE=60.0182; 
Ts=0.8; Hc=27; Hp=77; λ=7.074; 
IAE=67.6799; ISE=36.3225;  
Ts=0.8; Hc=33; Hp=83; λ=7.8540; 
IAE=5.5374e+04; ISE=7.6720e+07; 
Ts=0.8; Hc=39; Hp=89; λ=8.3460; 
IAE=1.1746e+04; ISE=2.6416e+06;  
     
Ts=1; Hc=11; Hp=51; λ=2.816; 
IAE=33.1509; ISE=11.4925;  
Ts=1; Hc=16; Hp=56; λ=3.776; 
IAE=21.2405; ISE=11.4925;  
Ts=1; Hc=21; Hp=61; λ=4.536; 
IAE=3.0635e+06; ISE=2.6157e+11; 
Ts=1; Hc=26; Hp=66; λ=5.096; 
IAE=63.2951; ISE=29.0727;  
Ts=1; Hc=31; Hp=71; λ=5.456; 
IAE=2.8485e+06; ISE=2.2197e+11; 
     
Ts=1.2; Hc=9; Hp=43; λ=1.956; 
IAE=49.2928; ISE=19.4282; 
Ts=1.2; Hc=13; Hp=47; λ=2.6173; 
IAE=121.1465; ISE=96.7156; 
Ts=1.2; Hc=17; Hp=51; λ=3.1507; 
IAE=4.9354e+03; ISE=3.5514e+05; 
Ts=1.2; Hc=22; Hp=56; λ=3.6373; 
IAE=87.7761; ISE=46.7095; 
Ts=1.2; Hc=26; Hp=60; λ=3.8827; 
IAE=5.7696e+07; ISE=8.9515e+13; 
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Ts=1.4; Hc=8; Hp=37; λ=1.504; 
IAE=28.3003; ISE=10.7260; 
Ts=1.4; Hc=12; Hp=41; λ=2.064; 
IAE=3.7022e+03; ISE=1.5074e+05; 
Ts=1.4; Hc=15; Hp=44; λ=2.4; 
IAE=277.0925; ISE=240.8527; 
Ts=1.4; Hc=19; Hp=48; λ=2.736; 
IAE=2.4301e+10; ISE=1.7814e+19; 
Ts=1.4; Hc=22; Hp=51; λ=2.904; 
IAE=3.5634e+07; ISE=2.8457e+13; 
     
Ts=2; Hc=6; Hp=26; λ=0.816; 
IAE=30.9955; ISE=15.1378; 
Ts=2; Hc=9; Hp=29; λ=1.116; 
IAE=145.2701; ISE=68.7202; 
Ts=2; Hc=11; Hp=31; λ=1.276; 
IAE=1.5191e+06; ISE=2.7498e+10; 
Ts=2; Hc=14; Hp=34; λ=1.456; 
IAE=3.0177e+05; ISE=   8.7043e+08; 
Ts=2; Hc=16; Hp=36; λ=1.536; 
IAE=8.7648e+13; ISE=2.0958e+26; 
     
Ts=5; Hc=3; Hp=11; λ=0.192; 
IAE=69.3549; ISE=56.7969; 
Ts=5; Hc=4; Hp=12; λ=0.24; 
IAE=24.6067; ISE=22.4574; 
Ts=5; Hc=5; Hp=13; λ=0.28; 
IAE=94.7575; ISE=20.1159; 
Ts=5; Hc=6; Hp=14; λ=0.3120; 
IAE=2.8942e+16; ISE=8.8518e+30; 
Ts=5; Hc=7; Hp=15; λ=0.336; 
IAE=6.8765e+18; ISE=6.1191e+35; 
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Ts=7; Hc=2; Hp=8; λ=0.104; 
IAE=1.5832e+21; ISE=2.1806e+40; 
Ts=7; Hc=3; Hp=9; λ=0.144; 
IAE=73.4721; ISE=71.3829; 
Ts=7; Hc=3; Hp=9; λ=0.144; 
IAE=174.3150; ISE=134.1398; 
Ts=7; Hc=4; Hp=10; λ=0.176; 
IAE=804.1092; ISE=646.3880; 
Ts=7; Hc=5; Hp=11; λ=0.2; 
IAE=8.7550e+16; ISE=6.2760e+31; 
     
Ts=9; Hc=2; Hp=7; λ=0.0862; 
IAE=8.6274e+27; ISE=6.6084e+53; 
Ts=9; Hc=3; Hp=8; λ=0.1173; 
IAE=146.3077; ISE=139.5616; 
Ts=9; Hc=3; Hp=8; λ=0.1173; 
IAE=1.2048e+03; ISE=1.0165e+03; 
Ts=9; Hc=4; Hp=9; λ=0.1404; 
IAE=117.6290; ISE=77.9182; 
Ts=9; Hc=4; Hp=9; λ=0.1404; 
IAE=679.5845; ISE=526.5610; 
     
Ts=10; Hc=2; Hp=6; λ=0.0800; 
IAE=5.6058e+29; ISE=2.6763e+57; 
Ts=10; Hc=3; Hp=7; λ=0.1080; 
IAE=197.1713; ISE=184.6544; 
Ts=10; Hc=3; Hp=7; λ=0.1080; 
IAE=46.5830; ISE=51.6861; 
Ts=10; Hc=4; Hp=8; λ=0.1280; 
IAE=216.9011; ISE=164.5474; 
Ts=10; Hc=4; Hp=8; λ=0.1280; 
IAE=1.6540e+23; ISE=1.8149e+44; 
     
Ts=12; Hc=2; Hp=5; λ=0.0707; 
IAE=3.1275e+32; ISE=7.5294e+62; 
Ts=12; Hc=2; Hp=5; λ=0.0707; 
IAE=349.4724; ISE=323.3143; 
Ts=12; Hc=3; Hp=6; λ=0.0940; 
IAE=97.5811; ISE=103.5523; 
Ts=12; Hc=3; Hp=6; λ=0.0940; 
IAE=734.8566; ISE=600.7016; 
Ts=12; Hc=4; Hp=7; λ=0.1093; 
IAE=173.4299; ISE=116.6117; 
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Ts=15; Hc=2; Hp=4; λ=0.0613; 
IAE=5.0177e+34; ISE=1.6519e+67; 
Ts=15; Hc=2; Hp=4; λ=0.0613; 
IAE=1.6045e+03; ISE=935.5620; 
Ts=15; Hc=3; Hp=5; λ=0.0800; 
IAE=220.7541; ISE=211.8611; 
Ts=15; Hc=3; Hp=5; λ=0.0800; 
IAE=68.5906; ISE=80.1787; 
Ts=15; Hc=3; Hp=5; λ=0.0800; 
IAE=725.1126; ISE=589.2752; 
     
Ts=16; Hc=2; Hp=4; λ=0.059; 
IAE=1.5642e+35; ISE=1.5254e+68; 
Ts=16; Hc=2; Hp=4; λ=0.059; 
IAE=2.5978e+03; ISE=2.0408e+03; 
Ts=16; Hc=3; Hp=5; λ=0.0765; 
IAE=2.7965e+03; ISE=2.2277e+03; 
Ts=16; Hc=3; Hp=5; λ=0.0765; 
IAE=95.9447; ISE=108.5183; 
Ts=16; Hc=3; Hp=5; λ=0.0765; 
IAE=1.1978e+03; ISE=984.4575; 
     
Ts=18; Hc=2; Hp=4; λ=0.0551; 
IAE=8.7112e+35; ISE=4.2881e+69; 
Ts=18; Hc=2; Hp=4; λ=0.0551; 
IAE=3.1047e+03; ISE=2.5752e+03; 
Ts=18; Hc=3; Hp=5; λ=0.0707; 
IAE=1.4411e+11; ISE=3.3454e+19; 
Ts=18; Hc=3; Hp=5; λ=0.0707; 
IAE=165.6730; ISE=176.8541; 
Ts=18; Hc=3; Hp=5; λ=0.0707; 
IAE=3.7931e+03; ISE=3.4773e+03; 
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Ts=20; Hc=2; Hp=4; λ=0.0520; 
IAE=2.9611e+36; ISE=4.5194e+70; 
Ts=20; Hc=2; Hp=4; λ=0.0520; 
IAE=2.5962e+03; ISE=1.8325e+03; 
Ts=20; Hc=3; Hp=5; λ=0.0660; 
IAE=1.8058e+11; ISE=4.7730e+19; 
Ts=20; Hc=3; Hp=5; λ=0.0660; 
IAE=258.7681; ISE=256.2379; 
Ts=20; Hc=3; Hp=5; λ=0.0660; 
IAE=91.5340; ISE=108.2329; 















































Hc=1, Hp=6, λ=0.072, 
IAE=27.7848, ISE=11.9528, 
Hc=1, Hp=6, λ=0.072, 
IAE=74.4811, ISE=51.1112, 
Hc=1, Hp=6, λ=0.072, 
IAE=20.4913, ISE=9.8585, 
Hc=1, Hp=6, λ=0.072, 
IAE=97.4476, ISE=61.2113, 
Hc=1, Hp=6, λ=0.072, 
IAE=37.2418, ISE=14.0313, 
     
Hc=2, Hp=6, λ=0.136, 
IAE=1.3861e+03, ISE=2.0062e+03, 
Hc=2, Hp=6, λ=0.136, 
IAE=85.8116, ISE=82.1376, 
Hc=2, Hp=6, λ=0.136, 
IAE=23.8525, ISE=23.6810, 
Hc=2, Hp=6, λ=0.136, 
IAE=93.5327, ISE=67.9619, 
Hc=2, Hp=6, λ=0.136, 
IAE=4.8071e+05, ISE=6.8798e+08, 
     
Hc=3, Hp=6, λ=0.192, 
IAE=58.5725, ISE=55.6793, 
Hc=3, Hp=6, λ=0.192, 
IAE=85.0292, ISE=79.3257, 
Hc=3, Hp=6, λ=0.192, 
IAE=22.7622, ISE=22.8988, 
Hc=3, Hp=6, λ=0.192, 
IAE=94.2626, ISE=68.5989, 
Hc=3, Hp=6, λ=0.192, 
IAE=240.5360, ISE=52.7591, 
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Hc=4, Hp=6, λ=0.24, 
IAE=53.2694, ISE=52.4820, 
Hc=4, Hp=6, λ=0.24, 
IAE=84.9815, ISE=78.7137, 
Hc=4, Hp=6, λ=0.24, 
IAE=22.4252, ISE=22.6186, 
Hc=4, Hp=6, λ=0.24, 
IAE=95.1690, ISE=69.1225, 
Hc=4, Hp=6, λ=0.24, 
IAE=127.3395, ISE=25.8664, 
     
Hc=5, Hp=6, λ=0.28, 
IAE=52.4178, ISE=51.6616, 
Hc=5, Hp=6, λ=0.28, 
IAE=85.2971, ISE=78.6941, 
Hc=5, Hp=6, λ=0.28, 
IAE=22.4793, ISE=22.3805, 
Hc=5, Hp=6, λ=0.28, 
IAE=95.8730, ISE=69.5289, 
Hc=5, Hp=6, λ=0.28, 
IAE=93.0209, ISE=20.0093, 
     
Hc=6, Hp=6, λ=0.312, 
IAE=52.1926, ISE=51.2130, 
Hc=6, Hp=6, λ=0.312, 
IAE=85.5713, ISE=78.7226, 
Hc=6, Hp=6, λ=0.312, 
IAE=22.5343, ISE=22.2187, 
Hc=6, Hp=6, λ=0.312, 
IAE=96.3922, ISE=69.8315, 
Hc=6, Hp=6, λ=0.312, 
IAE=77.4511, ISE=17.5270, 
     




































































































































































































































Hc=1, Hp=12, λ=0.072, 
IAE=50.7844, ISE=40.6193, 
Hc=1, Hp=12, λ=0.072, 
IAE=75.1833, ISE=35.2640, 
Hc=1, Hp=12, λ=0.072, 
IAE=49.6553, ISE=37.0552, 
Hc=1, Hp=12, λ=0.072, 
IAE=100.1988, ISE=47.6693, 
Hc=1, Hp=12, λ=0.072, 
IAE=58.0290, ISE=38.4054, 
     
Hc=2, Hp=12, λ=0.136, 
IAE=1.1042e+07, ISE=4.5490e+11, 
Hc=2, Hp=12, λ=0.136, 
IAE=108.3140, ISE=103.2065, 
Hc=2, Hp=12, λ=0.136, 
IAE=42.3788, ISE=28.8117, 
Hc=2, Hp=12, λ=0.136, 
IAE=111.6069, ISE=81.1392, 
Hc=2, Hp=12, λ=0.136, 
IAE=3.2645e+09, ISE=5.8614e+16, 
     
Hc=4, Hp=12, λ=0.24, 
IAE=55.8117, ISE=51.4853, 
Hc=4, Hp=12, λ=0.24, 
IAE=86.0768, ISE=79.4663, 
Hc=4, Hp=12, λ=0.24, 
IAE=24.6067, ISE=22.4574, 
Hc=4, Hp=12, λ=0.24, 
IAE=96.0480, ISE=69.8360, 
Hc=4, Hp=12, λ=0.24, 
IAE=108.9868, ISE=22.7958, 
     
Hc=6, Hp=12, λ=0.312, 
IAE=52.6518, ISE=51.3521, 
Hc=6, Hp=12, λ=0.312, 
IAE=85.4820, ISE=78.6363, 
Hc=6, Hp=12, λ=0.312, 
IAE=22.9830, ISE=22.1570, 
Hc=6, Hp=12, λ=0.312, 
IAE=96.4436, ISE=69.9222, 
Hc=6, Hp=12, λ=0.312, 
IAE=71.8227, ISE=16.7600, 
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Hc=8, Hp=12, λ=0.352, 
IAE=52.3539, ISE=50.7244, 
Hc=8, Hp=12, λ=0.352, 
IAE=85.7959, ISE=78.8190, 
Hc=8, Hp=12, λ=0.352, 
IAE=23.0072, ISE=21.9717, 
Hc=8, Hp=12, λ=0.352, 
IAE=97.0642, ISE=70.3702, 
Hc=8, Hp=12, λ=0.352, 
IAE=62.0662, ISE=15.2613, 
     
Hc=10, Hp=12, λ=0.36, 
IAE=52.2946, ISE=50.6126, 
Hc=10, Hp=12, λ=0.36, 
IAE=85.8612, ISE=78.8386, 
Hc=10, Hp=12, λ=0.36, 
IAE=23.0167, ISE=21.9382, 
Hc=10, Hp=12, λ=0.36, 
IAE=97.1867, ISE=70.4471, 
Hc=10, Hp=12, λ=0.36, 
IAE=60.5923, ISE=15.0350, 
     
Hc=12, Hp=12, λ=0.336, 
IAE=52.3546, ISE=50.9126, 
Hc=12, Hp=12, λ=0.336, 
IAE=85.6498, ISE=78.7954, 
Hc=12, Hp=12, λ=0.336, 
IAE=22.9551, ISE=22.0415, 
Hc=12, Hp=12, λ=0.336, 
IAE=96.8118, ISE=70.2210, 
Hc=12, Hp=12, λ=0.336, 
IAE=65.4280, ISE=15.7861, 
     




































































































































































































































Hc=1, Hp=18,  λ=0.072, 
IAE=94.6204, ISE=90.8456, 
Hc=1, Hp=18,  λ=0.072, 
IAE=86.8440, ISE=44.9116, 
Hc=1, Hp=18,  λ=0.072, 
IAE=89.7461, ISE=82.8765, 
Hc=1, Hp=18,  λ=0.072, 
IAE=103.2061, ISE=48.8263, 
Hc=1, Hp=18,  λ=0.072, 
IAE=90.4535, ISE=79.6178, 
     
Hc=3, Hp=18,  λ=0.192, 
IAE=78.1476, ISE=58.4610, 
Hc=3, Hp=18,  λ=0.192, 
IAE=100.3177, ISE=90.6319, 
Hc=3, Hp=18,  λ=0.192, 
IAE=44.4742, ISE=26.0524, 
Hc=3, Hp=18,  λ=0.192, 
IAE=103.0668, ISE=75.3547, 
Hc=3, Hp=18,  λ=0.192, 
IAE=342.2598, ISE=85.7546, 
     
Hc=6, Hp=18,  λ=0.312, 
IAE=51.7677, ISE=51.3214, 
Hc=6, Hp=18,  λ=0.312, 
IAE=81.3726, ISE=77.5112, 
Hc=6, Hp=18,  λ=0.312, 
IAE=26.1553, ISE=22.3448, 
Hc=6, Hp=18,  λ=0.312, 
IAE=89.0465, ISE=67.1052, 
Hc=6, Hp=18,  λ=0.312, 
IAE=156.8010, ISE=29.9458, 
     
Hc=9, Hp=18,  λ=0.36, 
IAE=50.8139, ISE=50.5167, 
Hc=9, Hp=18,  λ=0.36, 
IAE=81.2710, ISE=77.9095, 
Hc=9, Hp=18,  λ=0.36, 
IAE=25.7733, ISE=22.1127, 
Hc=9, Hp=18,  λ=0.36, 
IAE=89.5257, ISE=67.8058, 
Hc=9, Hp=18,  λ=0.36, 
IAE=126.5331, ISE=24.4473, 











































































































































     
Hc=12, Hp=18,  λ=0.336, 
IAE=50.8501, ISE=50.8083, 
Hc=12, Hp=18,  λ=0.336, 
IAE=81.0425, ISE=77.8664, 
Hc=12, Hp=18,  λ=0.336, 
IAE=25.7111, ISE=22.2175, 
Hc=12, Hp=18,  λ=0.336, 
IAE=89.1458, ISE=67.5839, 
Hc=12, Hp=18,  λ=0.336, 
IAE=141.1114, ISE=27.1555, 
     
Hc=15, Hp=18,  λ=0.24, 
IAE=51.0896, ISE=52.1405, 
Hc=15, Hp=18,  λ=0.24, 
IAE=80.1338, ISE=77.7468, 
Hc=15, Hp=18,  λ=0.24, 
IAE=25.5010, ISE=22.7608, 
Hc=15, Hp=18,  λ=0.24, 
IAE=87.4594, ISE=66.6107, 
Hc=15, Hp=18,  λ=0.24, 
IAE=259.2896, ISE=58.8764, 
     
Hc=18, Hp=18,  λ=0.072, 
IAE=3.0237e+06, ISE=2.9311e+10, 
Hc=18, Hp=18,  λ=0.072, 
IAE=78.2480, ISE=78.0250, 
Hc=18, Hp=18,  λ=0.072, 
IAE=25.7780, ISE=24.8860, 
Hc=18, Hp=18,  λ=0.072, 
IAE=83.8932, ISE=64.2652, 
Hc=18, Hp=18,  λ=0.072, 
IAE=1.0002e+04, ISE=1.6049e+05, 
     






































































































































































































































Hc=1, Hp=9,  λ=0.2960, 
IAE=7.2680, ISE=3.5449, 
Hc=1, Hp=12,  λ=0.2960, 
IAE=32.5180, ISE=17.4108, 
Hc=1, Hp=14,  λ=0.2960, 
IAE=22.0209, ISE=11.6582, 
Hc=1, Hp=17,  λ=0.2960, 
IAE=57.7941, ISE=29.1477, 
Hc=1, Hp=19,  λ=0.2960, 
IAE=37.6698, ISE=20.0900, 
     
Hc=2, Hp=9,  λ=0.5840, 
IAE=8.5218, ISE=4.7916, 
Hc=2, Hp=12,  λ=0.5840, 
IAE=29.6077, ISE=17.0196, 
Hc=2, Hp=14,  λ=0.5840, 
IAE=20.3232, ISE=10.1993, 
Hc=2, Hp=17,  λ=0.5840, 
IAE=54.9666, ISE=28.6435, 
Hc=2, Hp=19,  λ=0.5840, 
IAE=52.7976, ISE=21.0451, 
     
Hc=3, Hp=9,  λ=0.8640, 
IAE=9.7567, ISE=5.9922, 
Hc=3, Hp=12,  λ=0.8640, 
IAE=28.8760, ISE=17.1436, 
Hc=3, Hp=14,  λ=0.8640, 
IAE=20.2827, ISE=9.9084, 
Hc=3, Hp=17,  λ=0.8640, 
IAE=54.4170, ISE=28.9070, 
Hc=3, Hp=19,  λ=0.8640, 
IAE=255.7361, ISE=336.1702, 
     
Hc=4, Hp=9,  λ=1.1360, 
IAE=10.3860, ISE=6.5590, 
Hc=4, Hp=12,  λ=1.1360, 
IAE=28.9477, ISE=17.4344, 
Hc=4, Hp=14,  λ=1.1360, 
IAE=19.8258, ISE=9.7951, 
Hc=4, Hp=17,  λ=1.1360, 
IAE=54.5496, ISE=29.1932, 
Hc=4, Hp=19,  λ=1.1360, 
IAE=413.3250, ISE=991.2623, 











































































































































     
Hc=5, Hp=9,  λ=1.40, 
IAE=10.6840, ISE=6.7593, 
Hc=5, Hp=12,  λ=1.40, 
IAE=29.3145, ISE=17.7674, 
Hc=5, Hp=14,  λ=1.40, 
IAE=19.4255, ISE=9.7120, 
Hc=5, Hp=17,  λ=1.40, 
IAE=54.9042, ISE=29.4202, 
Hc=5, Hp=19,  λ=1.40, 
IAE=241.0458, ISE=279.6983, 
     
Hc=6, Hp=9,  λ=1.6560, 
IAE=10.8360, ISE=6.8110, 
Hc=6, Hp=12,  λ=1.6560, 
IAE=29.7664, ISE=18.0931, 
Hc=6, Hp=14,  λ=1.6560, 
IAE=19.2746, ISE=9.6532, 
Hc=6, Hp=17,  λ=1.6560, 
IAE=55.3118, ISE=29.6068, 
Hc=6, Hp=19,  λ=1.6560, 
IAE=88.6082, ISE=32.1761, 
     
Hc=7, Hp=9,  λ=1.9040, 
IAE=10.9343, ISE=6.8198, 
Hc=7, Hp=12,  λ=1.9040, 
IAE=30.2155, ISE=18.3929, 
Hc=7, Hp=14,  λ=1.9040, 
IAE=19.2796, ISE=9.6134, 
Hc=7, Hp=17,  λ=1.9040, 
IAE=55.7083, ISE=29.7731, 
Hc=7, Hp=19,  λ=1.9040, 
IAE=99.3939, ISE=40.6516, 
     
Hc=8, Hp=9,  λ=2.1440, Hc=8, Hp=12,  λ=2.1440, Hc=8, Hp=14,  λ=2.1440, Hc=8, Hp=17,  λ=2.1440, Hc=8, Hp=19,  λ=2.1440, 
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IAE=11.0330, ISE=6.8270, IAE=30.6277, ISE=18.6622, IAE=19.3379, ISE=9.5867, IAE=56.0712, ISE=29.9264, IAE=102.7140, ISE=47.9052, 
     
Hc=9, Hp=9,  λ=2.3760, 
IAE=11.1465, ISE=6.8437, 
Hc=9, Hp=12,  λ=2.3760, 
IAE=30.9939, ISE=18.9024, 
Hc=9, Hp=14,  λ=2.3760, 
IAE=19.4000, ISE=9.5680, 
Hc=9, Hp=17,  λ=2.3760, 
IAE=56.3949, ISE=30.0685, 
Hc=9, Hp=19,  λ=2.3760, 
IAE=92.0373, ISE=42.4342, 















































Hc=1, Hp=13, λ=0.2960, 
IAE=11.6628, ISE=6.2642, 
Hc=1, Hp=16, λ=0.2960, 
IAE=36.6322, ISE=18.5058, 
Hc=1, Hp=18, λ=0.2960, 
IAE=25.6733, ISE=14.3023, 
Hc=1, Hp=21, λ=0.2960, 
IAE=61.7141, ISE=30.3220, 
Hc=1, Hp=23, λ=0.2960, 
IAE=40.1636, ISE=22.7509, 
     
Hc=2, Hp=13, λ=0.5840, 
IAE=9.6383, ISE=5.0794, 
Hc=2, Hp=16, λ=0.5840, 
IAE=30.4154, ISE=17.2520, 
Hc=2, Hp=18, λ=0.5840, 
IAE=20.9619, ISE=10.1803, 
Hc=2, Hp=21, λ=0.5840, 
IAE=55.4699, ISE=28.6757, 
Hc=2, Hp=23, λ=0.5840, 
IAE=41.1245, ISE=20.7476, 











































































































































     
Hc=4, Hp=13, λ=1.1360, 
IAE=10.4216, ISE=6.4478, 
Hc=4, Hp=16, λ=1.1360, 
IAE=28.7013, ISE=17.3571, 
Hc=4, Hp=18, λ=1.1360, 
IAE=19.8406, ISE=9.7929, 
Hc=4, Hp=21, λ=1.1360, 
IAE=54.4689, ISE=29.1508, 
Hc=4, Hp=23, λ=1.1360, 
IAE=188.2498, ISE=159.3528, 
     
Hc=6, Hp=13, λ=1.6560, 
IAE=10.8863, ISE=6.6950, 
Hc=6, Hp=16, λ=1.6560, 
IAE=29.5276, ISE=18.0191, 
Hc=6, Hp=18, λ=1.6560, 
IAE=19.5171, ISE=9.7213, 
Hc=6, Hp=21, λ=1.6560, 
IAE=55.1325, ISE=29.6142, 
Hc=6, Hp=23, λ=1.6560, 
IAE=100.6286, ISE=39.4328, 
     
Hc=8, Hp=13, λ=2.1440, 
IAE=11.0433, ISE=6.7132, 
Hc=8, Hp=16, λ=2.1440, 
IAE=30.4266, ISE=18.6234, 
Hc=8, Hp=18, λ=2.1440, 
IAE=19.4881, ISE=9.6048, 
Hc=8, Hp=21, λ=2.1440, 
IAE=55.8607, ISE=29.9090, 
Hc=8, Hp=23, λ=2.1440, 
IAE=119.5589, ISE=65.6270, 
     
Hc=10, Hp=13, λ=2.6, Hc=10, Hp=16, λ=2.6, Hc=10, Hp=18, λ=2.6, Hc=10, Hp=21, λ=2.6, Hc=10, Hp=23, λ=2.6, 
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IAE=11.2967, ISE=6.7297, IAE=31.1918, ISE=19.1107, IAE=19.6033, ISE=9.5408, IAE=56.4997, ISE=30.1616, IAE=77.2136, ISE=32.4754, 
     
Hc=12, Hp=13, λ=3.0240, 
IAE=11.4982, ISE=6.7474, 
Hc=12, Hp=16, λ=3.0240, 
IAE=31.8237, ISE=19.5067, 
Hc=12, Hp=18, λ=3.0240, 
IAE=19.7545, ISE=9.5180, 
Hc=12, Hp=21, λ=3.0240, 
IAE=57.0379, ISE=30.3859, 
Hc=12, Hp=23, λ=3.0240, 
IAE=57.5804, ISE=23.7822, 















































Hc=1, Hp=17, λ=0.2960, 
IAE=16.4349, ISE=10.0934, 
Hc=1, Hp=20, λ=0.2960, 
IAE=39.6363, ISE=19.2603, 
Hc=1, Hp=22, λ=0.2960, 
IAE=29.4318, ISE=17.5935, 
Hc=1, Hp=25, λ=0.2960, 
IAE=64.5065, ISE=31.0586, 
Hc=1, Hp=27, λ=0.2960, 
IAE=43.4970, ISE=26.1099, 
     
Hc=3, Hp=17, λ=0.8640, 
IAE=10.5362, ISE=5.5531, 
Hc=3, Hp=20, λ=0.8640, 
IAE=28.7133, ISE=17.0358, 
Hc=3, Hp=22, λ=0.8640, 
IAE=21.1025, ISE=9.6515, 
Hc=3, Hp=25, λ=0.8640, 
IAE=54.2089, ISE=28.6041, 
Hc=3, Hp=27, λ=0.8640, 
IAE=279.2067, ISE=454.9078, 











































































































































     
Hc=6, Hp=17, λ=1.6560, 
IAE=11.7777, ISE=6.1907, 
Hc=6, Hp=20, λ=1.6560, 
IAE=29.7793, ISE=17.9783, 
Hc=6, Hp=22, λ=1.6560, 
IAE=20.3959, ISE=9.5794, 
Hc=6, Hp=25, λ=1.6560, 
IAE=55.1847, ISE=29.3500, 
Hc=6, Hp=27, λ=1.6560, 
IAE=394.2137, ISE=1.0049e+03, 
     
Hc=9, Hp=17, λ=2.3760, 
IAE=11.5866, ISE=6.3700, 
Hc=9, Hp=20, λ=2.3760, 
IAE=30.8638, ISE=18.8564, 
Hc=9, Hp=22, λ=2.3760, 
IAE=20.0859, ISE=9.5084, 
Hc=9, Hp=25, λ=2.3760, 
IAE=56.1324, ISE=29.8980, 
Hc=9, Hp=27, λ=2.3760, 
IAE=195.5438, ISE=196.2657, 
     
Hc=12, Hp=17, λ=3.0240, 
IAE=11.7068, ISE=6.5325, 
Hc=12, Hp=20, λ=3.0240, 
IAE=31.6962, ISE=19.4796, 
Hc=12, Hp=22, λ=3.0240, 
IAE=20.0688, ISE=9.5049, 
Hc=12, Hp=25, λ=3.0240, 
IAE=56.8483, ISE=30.2919, 
Hc=12, Hp=27, λ=3.0240, 
IAE=83.1902, ISE=35.3548, 
     
Hc=15, Hp=17, λ=3.6, Hc=15, Hp=20, λ=3.6, Hc=15, Hp=22, λ=3.6, Hc=15, Hp=25, λ=3.6, Hc=15, Hp=27, λ=3.6, 




















































































































































































Anexo B 107 
 
IAE=11.8626, ISE=6.6069, IAE=32.3858, ISE=19.9489, IAE=20.1873, ISE=9.5247, IAE=57.4481, ISE=30.5968, IAE=53.0494, ISE=22.4076, 
     
Hc=17, Hp=17, λ=3.9440, 
IAE=11.9600, ISE=6.6400, 
Hc=17, Hp=20, λ=3.9440, 
IAE=32.7705, ISE=20.2039, 
Hc=17, Hp=22, λ=3.9440, 
IAE=20.2706, ISE=9.5399, 
Hc=17, Hp=25, λ=3.9440, 
IAE=57.7971, ISE=30.7644, 
Hc=17, Hp=27, λ=3.9440, 
IAE=51.8597, ISE=22.5658, 















































Hc=3, Hp=9, λ=0.864,  
IAE=9.5231, ISE=5.1564, α=0, 
Hc=4, Hp=12, λ=1.136,  
IAE=28.1110, ISE=16.2578, α=0, 
Hc=5, Hp=14, λ=1.4,  
IAE=19.8546, ISE=10.4868, α=0, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.0162, ISE=29.1971, α=0, 
Hc=6, Hp=19, λ=1.6560,  
IAE=92.5130, ISE=34.5513, α=0, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=9.5501, ISE=5.3635, α=0.1, 
Hc=4, Hp=12, λ=1.136,  
IAE=28.2932, ISE=16.5369, α=0.1, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.7284, ISE=10.2696, α=0.1, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.0899, ISE=29.3028, α=0.1, 
Hc=6, Hp=19, λ=1.6560,  
IAE=91.6403, ISE=33.9931, α=0.1, 











































































































































     
Hc=3, Hp=9, λ=0.864,  
IAE=9.6135, ISE=5.6319, α=0.2, 
Hc=4, Hp=12, λ=1.136,  
IAE=28.5509, ISE=16.9096, α=0.2, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.5833, ISE=10.0123, α=0.2, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.1844, ISE=29.4345, α=0.2, 
Hc=6, Hp=19, λ=1.6560,  
IAE=90.3758, ISE=33.2306, α=0.2, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=9.7567, ISE=5.9922, α=0.3, 
Hc=4, Hp=12, λ=1.136,  
IAE=28.9477, ISE=17.4344, α=0.3, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.4255, ISE=9.7120, α=0.3, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.3118, ISE=29.6068, α=0.3, 
Hc=6, Hp=19, λ=1.6560,  
IAE=88.6082, ISE=32.1761, α=0.3, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=9.8986, ISE=6.4970, α=0.4, 
Hc=4, Hp=12, λ=1.136,  
IAE=29.6027, ISE=18.2151, α=0.4, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.2723, ISE=9.3752, α=0.4, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.4990, ISE=29.8507, α=0.4, 
Hc=6, Hp=19, λ=1.6560,  
IAE=86.0363, ISE=30.7044, α=0.4, 
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Hc=3, Hp=9, λ=0.864,  
IAE=10.2336, ISE=7.2438, α=0.5, 
Hc=4, Hp=12, λ=1.136,  
IAE=30.7447, ISE=19.4474, α=0.5, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.1699, ISE=9.0356, α=0.5, 
Hc=6, Hp=17, λ=1.656,  
IAE=55.8199, ISE=30.2428, α=0.5, 
Hc=6, Hp=19, λ=1.6560,  
IAE=82.0914, ISE=28.6228, α=0.5, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=10.8448, ISE=8.4338, α=0.6, 
Hc=4, Hp=12, λ=1.136,  
IAE=32.8522, ISE=21.5336, α=0.6, 
Hc=5, Hp=14, λ=1.4, 
IAE=19.2636, ISE=8.8024, α=0.6, 
Hc=6, Hp=17, λ=1.656,  
IAE=56.5082, ISE=30.9978, α=0.6, 
Hc=6, Hp=19, λ=1.6560,  
IAE=75.5711, ISE=25.5715, α=0.6, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=12.3952, ISE=10.5494, α=0.7, 
Hc=4, Hp=12, λ=1.136,  
IAE=37.0722, ISE=25.4266, α=0.7, 
Hc=5, Hp=14, λ=1.4, 
IAE=20.0113, ISE=9.0127, α=0.7, 
Hc=6, Hp=17, λ=1.656,  
IAE=58.3562, ISE=32.7868, α=0.7, 
Hc=6, Hp=19, λ=1.6560,  
IAE=63.3527, ISE=21.2464, α=0.7, 
     
Hc=3, Hp=9, λ=0.864,  
IAE=17.3782, ISE=15.0689, α=0.8, 
Hc=4, Hp=12, λ=1.136,  
IAE=46.8808, ISE=34.0058, α=0.8, 
Hc=5, Hp=14, λ=1.4, 
IAE=22.9382, ISE=10.8532, α=0.8, 
Hc=6, Hp=17, λ=1.656,  
IAE=64.3245, ISE=38.0485, α=0.8, 
Hc=6, Hp=19, λ=1.6560,  
IAE=50.9278, ISE=18.8872, α=0.8, 











































































































































     
Hc=3, Hp=9, λ=0.864,  
IAE=34.6416, ISE=29.4688, α=0.9, 
Hc=4, Hp=12, λ=1.136,  
IAE=79.4884, ISE=61.7313, α=0.9, 
Hc=5, Hp=14, λ=1.4, 
IAE=35.9958, ISE=20.8386, α=0.9, 
Hc=6, Hp=17, λ=1.656,  
IAE=90.2689, ISE=60.2205, α=0.9, 
Hc=6, Hp=19, λ=1.6560,  
IAE=47.5524, ISE=22.9990, α=0.9, 
     



























































































C. Anexo C 
El código desarrollado para implementar el Control por Matriz Dinámica para sistemas 
SISO, se puede observar a continuación: 
clear all; clc; close all 
  
%% Se definen los parámetros de la planta que corresponden al del 
ejemplo 1 
Q=200;          % W 
rho=1;          % Kg/l 
V_tank=0.95;    % l 
Tin=12;         % °C 
cp=4186;        % J/Kg.°C 
q_star=0.1706;  % l/s  
V_tube=0.3412;  % l 
  
sysC=tf([Q/(rho*cp*q_star^2)],[V_tank/q_star 1]); % Paso 1 
Kp=Q/(rho*cp*q_star^2); 
tau=V_tank/q_star; 
to = 1; 
sysC.InputDelay = to; 
%% Inicio al código del DMC - Algoritmo 2 
% Se definen las variables o parámetros a usar  
Muestras = 100;     % Este valor determina el número de iteraciones 
Ts=tau/10;          % Tiempo de muestreo. Paso 2 
m=round(to/Ts)+1;   % Tiempo muerto discreto. Paso 3 
P.Hp=round((0.8*tau)/Ts)+m;% Horizonte de predicción. Paso 4 
P.Hc=round(P.Hp/3);        % Horizonte de control. Paso 5 
P.Alpha=0.1;               % Coeficiente constante. Paso 6 
N=round((5*tau)/Ts);       % Horizonte del modelo. Paso 7 
P.Lambda = Kp^2*(P.Hc/1500)*(((3.5*tau)/Ts)+2-((P.Hc-3)/6)); % Paso 8 
  
sysD = c2d(sysC,Ts); 
figure(1); step(sysD,sysC) 
  
[B,A] = tfdata(sysD,'v'); 
  
nA = length(A); nB = length(B); 
  
size_u = max([nA,nB]); 
P.y = zeros(size_u,1); 
  











% Se describe la referencia que debe seguir el sistema 
R=[zeros(20,1);ones(100,1)]; 
P.in_pas=[]; % Inicialización del vector de entradas pasadas 
% Amortiguador de entrada para hacer frente al tiempo de retraso 
u=zeros(3,1); 
% Inicialización de variables 
Y = zeros (Muestras,1); 
U = zeros (Muestras,1); 
  
%% Simulación  
colorido = ['b-'; 'k-']; 
for k=1:Muestras-P.Hp 
    P.Ref = R(k:k+P.Hp-1); % Se almacena para ese tiempo de muestreo la 
referencia 
%     P.Ref = R(k);     % Se almacena para ese tiempo de muestreo la 
referencia 
%   El primer caso es para referencia conocida y el segundo sin conocer. 
    P = DMC2 (P);     % Se llama a la función DMC 
    Y(k) = P.y(1); 
    U(k) = P.U; 
         
    u = [u(2:3);P.U]; 
     
    if k>60 
        u(3)=u(3)+0.0; % Este elemento se usa para agregar 
perturbaciones 
    end 
     







ylabel('Temperatura de salida') 






axis([0 90 -0.5 1.5]) 
  
error1 = Y(1:Muestras-P.Hp)-R(1:Muestras-P.Hp); 
IAE = sum(abs(error1))*Ts 
ISE = (error1'*error1)*Ts 
La función DMC, se puede observar a continuación: 
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% Función DMC 
function P = DMC2 (P) 
% Longitud de la respuesta al paso 
N = numel (P.G); % Esta variable toma el tamaño del vector de la 
respuesta al paso  
% Se inicializa el sistema  
if isempty (P.in_pas) % Se comprueba que el vector de entradas pasadas 
esté vacío 
    % El tamaño del vector que almacena la cantidad de valores de 
entradas 
    % pasadas corresponde a la diferencia entre el tamaño del vector de 
la 
    % respuesta al paso y el horizonte de predicción 
    n = N - P.Hp; 
    % Se crea el vector de tamaño n 
    P.in_pas = zeros(n,1); 
    % Respuesta libre  
    for i = 1:P.Hp 
        for j = 1:n 
            P.Free (i,j) = P.G(i+j,1)-P.G(j,1); 
        end  
    end 
    % Matriz dinámica  
    P.Din = zeros(P.Hp,P.Hc); 
    cont = 0; 
    for i = 1:P.Hc         
        for j = 1:P.Hp-cont 
        P.Din (j+cont,i) =  P.G(j,1); 
        end 
        cont = cont + 1; 
    end 
    % Calcular la ganancia del DMC 
    K = inv((P.Din'*P.Din+P.Lambda*eye(P.Hc)))*P.Din'; 
    % Sólo se usará la primera fila 
    P.K = K(1,:); 
    P.U = 0; 
end 
% Respuesta libre 
P.f = P.Free * P.in_pas + P.y(1,1); % Se le agrega el 1,1 para 
identificar que solo se toma ese valor 
% Esta condición se emplea en caso de no conocer la referencia 
nr = numel(P.Ref); 
if nr >= P.Hp 
    ref = P.Ref(1:P.Hp); 
else 




P.w(1,1)=P.y(1,1); % Se le agrega el 1,1 para identificar que solo se 
toma ese valor 
for i=2:P.Hp 
    P.w(i,1) = (P.Alpha*P.w(i-1,1))+((1-P.Alpha)*ref(i)); 
end 
% La señal de control 





% Cambio de las señales pasadas para el siguiente paso 
P.in_pas = [u; P.in_pas(1:end-1)]; 
% La siguiente entrada 
P.U = P.U + u(1); 
 
El código desarrollado para implementar el Control por Matriz Dinámica para sistemas 
MIMO, se puede observar a continuación: 
clear all; clc; close all 
  
%% Definición de la planta. Algoritmo 3 Paso 1 
sys11c = tf(2.6,[62 1]); 
sys12c = tf(1.5,conv([23 1],[62 1])); 
sys21c = tf(1.4,conv([30 1],[90 1])); 
sys22c = tf(2.8,[90 1]); 
  
%% DMC parametros 
Ts = 6.2;  % Tiempo de muestreo. Paso 2 
P.Hp = 16; % Horizonte de predicción. Paso 4 
P.Hc = 4;  % Horizonte de control. Paso 5 
P.Alpha = 0.1; % Alpha. Paso 6 
N = 59;   % Horizonte del modelo. Paso 7 
P.Lambda = 0.278; % Coeficiente que considera el comportamiento futuro, 
usualmente es constante 
  
sys11d = c2d(sys11c,Ts); 
sys12d = c2d(sys12c,Ts); 
sys21d = c2d(sys21c,Ts); 
sys22d = c2d(sys22c,Ts); 
  
Nd_B11 = sys11d.inputdelay; Nd_B12 = sys12d.inputdelay; 
Nd_B21 = sys21d.inputdelay; Nd_B22 = sys22d.inputdelay; 
  
[B11,A11] = tfdata(sys11d,'v');  [B12,A12] = tfdata(sys12d,'v'); 
[B21,A21] = tfdata(sys21d,'v');  [B22,A22] = tfdata(sys22d,'v'); 
  
na11 = length(A11); na12 = length(A12); 
na21 = length(A21); na22 = length(A22); 
nb11 = length(B11); nb12 = length(B12); 
nb21 = length(B21); nb22 = length(B22); 
  
figure; 
step([sys11d sys12d; sys21d sys22d],':') 
  
Muestras = 800;  
  
% Inicializar vectores 
P.y11 = zeros(na11-1,1); P.y12 = zeros(na12-1,1); 
P.y21 = zeros(na21-1,1); P.y22 = zeros(na22-1,1); 
  
size_u = max([nb11+Nd_B11,nb12+Nd_B11,nb21+Nd_B11,nb22+Nd_B11]); 
  
P.u1 = zeros(size_u-1,1); 
Anexo C 115 
 
P.u2 = zeros(size_u-1,1); 
  
% Se describen las referencias 
R1 = [zeros(300,1);0.5*ones(300,1);-0.5*ones(200,1)];  
R2 = [zeros(150,1);-0.5*ones(400,1);0.5*ones(250,1)];  
P.in_pas1 = []; % Inicialización del vector de entradas pasadas 
P.Y1 = 0; 
P.Y2 = 0; 
P.U1 = 0; 
P.U2 = 0; 
  
P.x11 = dstep(B11,A11,N); % P.x11 = dstep(sys11c,N); 
P.x12 = dstep(B12,A12,N); % P.x12 = dstep(sys12c,N); 
P.x21 = dstep(B21,A21,N); % P.x21 = dstep(sys21c,N); 
P.x22 = dstep(B22,A22,N); % P.x22 = dstep(sys22c,N); 
%% Simulación  
for k=1:Muestras-P.Hp-1 
    % Se almacena para ese tiempo de muestreo la referencia 
    P.Ref1 = R1(k:k+P.Hp-1);      
    P.Ref2 = R2(k:k+P.Hp-1);      
     
    P = DMC_MIMO (P);     % Se llama a la función DMC 
     
    P.u1(1,1) = P.U1; 
    P.u2(1,1) = P.U2;     
    if k>600 
        P.u2(1,1)=P.u2(1,1)+0.0; % En caso de simular perturbaciones 
    end 
  
    Y11 = -A11(2:end)*P.y11 + B11(2:end)*P.u1([1:nb11-1]+Nd_B11); 
    Y12 = -A12(2:end)*P.y12 + B12(2:end)*P.u2([1:nb12-1]+Nd_B12); 
    Y21 = -A21(2:end)*P.y21 + B21(2:end)*P.u1([1:nb21-1]+Nd_B21); 
    Y22 = -A22(2:end)*P.y22 + B22(2:end)*P.u2([1:nb22-1]+Nd_B22); 
     
    Y1(k+1) = Y11 + Y12; 
    Y2(k+1) = Y21 + Y22; 
     
    P.y11 = [Y11;P.y11(1:end-1)]; 
    P.y12 = [Y12;P.y12(1:end-1)]; 
    P.y21 = [Y21;P.y21(1:end-1)]; 
    P.y22 = [Y22;P.y22(1:end-1)]; 
    P.u1 = [P.U1;P.u1(1:end-1)]; 
    P.u2 = [P.U2;P.u2(1:end-1)]; 
    P.Y1 = Y1(k+1); 
    P.Y2 = Y2(k+1); 
     
    U1(k+1) = P.U1; 




subplot(221); plot(R1,'r'); hold on; plot(Y1);  ylabel('Output 
y1');legend('R1','Y1');axis([0 800 -1 1]); 
subplot(222); plot(R2,'r'); hold on; plot(Y2);  ylabel('Output 





subplot(223); stairs(U1); ylabel('U1');xlabel('Samples') 
subplot(224); stairs(U2); ylabel('U2'); xlabel('Samples') 
  
error1 = Y1(1:Muestras-P.Hp)-R1(1:Muestras-P.Hp)'; 
IAE1 = sum(abs(error1))*Ts 
ISE1 = (error1*error1')*Ts 
error2 = Y2(1:Muestras-P.Hp)-R2(1:Muestras-P.Hp)'; 
IAE2 = sum(abs(error2))*Ts 
ISE2 = (error2*error2')*Ts 
 
La función DMC, se puede observar a continuación: 
% Función DMC MIMO 
function P = DMC_MIMO(P) 
% Longitud de la respuesta al paso 
N = numel (P.x11); % Esta variable toma el tamaño del vector de la 
respuesta al paso  
% H = P.Hp;        % El valor del horizonte de predicción 
  
% Se inicializa el sistema  
if isempty (P.in_pas1) % Se comprueba que el vector de entradas pasadas 
esté vacío 
    % El tamaño del vector que almacena la cantidad de valores de 
entradas 
    % pasadas corresponde a la diferencia entre el tamaño del vector de 
la 
    % respuesta al paso y el horizonte de predicción 
    n = N - P.Hp; 
%     hc = P.Hc; % Valor del horizonte de control 
    % Se crean los vectores de tamaño n 
    P.in_pas1 = zeros(n,1); 
    P.in_pas2 = zeros(n,1); 
  
    % Respuesta libre  
    for i = 1:P.Hp,  
        for j = 1:n,  
            P.Free11 (i,j) = P.x11(i+j,1)-P.x11(j,1);  
            P.Free12 (i,j) = P.x12(i+j,1)-P.x12(j,1); 
            P.Free21 (i,j) = P.x21(i+j,1)-P.x21(j,1); 
            P.Free22 (i,j) = P.x22(i+j,1)-P.x22(j,1); 
        end;  
    end 
     
    % Matriz dinámica  
    P.Din11 = zeros(P.Hp,P.Hc); 
    P.Din12 = zeros(P.Hp,P.Hc); 
    P.Din21 = zeros(P.Hp,P.Hc); 
    P.Din22 = zeros(P.Hp,P.Hc); 
     
    cont = 0; 
    for i = 1:P.Hc         
        for j = 1:P.Hp-cont 
        P.Din11 (j+cont,i) =  P.x11(j,1); 
        P.Din12 (j+cont,i) =  P.x12(j,1); 
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        P.Din21 (j+cont,i) =  P.x21(j,1); 
        P.Din22 (j+cont,i) =  P.x22(j,1); 
        end 
        cont = cont + 1; 
    end 
     
    P.Din = [P.Din11 P.Din12; P.Din21 P.Din22]; % Matriz dinámica 
       
    % Calcular la ganancia del DMC 
    K = inv((P.Din'*P.Din+P.Lambda*eye(2*P.Hc)))*P.Din'; 
    % Sólo se usará la primera fila 
    P.K = K(:,:); 
    P.U = 0; 
end 
% Respuesta libre 
P.f = [P.Free11 P.Free12; P.Free21 P.Free22] * [P.in_pas1;P.in_pas2] + 
[P.Y1(1)*ones(P.Hp,1);P.Y2(1)*ones(P.Hp,1)];  
  
% Vector de referencias 
nr = numel(P.Ref1); 
if nr >= P.Hp 
    ref1 = P.Ref1(1:P.Hp); 
    ref2 = P.Ref2(1:P.Hp); 
else 
    ref1 = [P.Ref1(:);P.Ref1(end)+zeros(P.Hp-nr,1)]; 









    w1(i,1) = (P.Alpha*w1(i-1,1))+((1-P.Alpha)*ref1(i)); 
    w2(i,1) = (P.Alpha*w2(i-1,1))+((1-P.Alpha)*ref2(i)); 
end 
% La señal de control 
u = P.K * ([w1;w2] - P.f); 
% Cambio de las señales pasadas para el siguiente paso 
P.in_pas1 = [u(1); P.in_pas1(1:end-1)]; 
P.in_pas2 = [u(1+P.Hc); P.in_pas2(1:end-1)]; 
% La siguiente entrada 
P.U1 = P.U1 + u(1); 
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