Motivated by a large ground-level ozone dataset, we propose a new computationally efficient additive approximate Gaussian process. The proposed method incorporates a computationalcomplexity-reduction method and a separable covariance function, which can flexibly capture various spatio-temporal dependence structure. The first component is able to capture nonseparable spatio-temporal variability while the second component captures the separable variation. Based on a hierarchical formulation of the model, we are able to utilize the computational advantages of both components and perform efficient Bayesian inference. To demonstrate the inferential and computational benefits of the proposed method, we carry out extensive simulation studies assuming various scenarios of underlying spatio-temporal covariance structure. The proposed method is also applied to analyze large spatio-temporal measurements of ground-level ozone in the Eastern United States.
Introduction
In the United States, the Clean Air Act requires the Environmental Protection Agency (EPA) to set National Ambient Air Quality Standards (NAAQS) for pollutants that are considered harmful to public health and environment. EPA has set NAAQS for six principal pollutants: Carbon monoxide, lead, nitrogen dioxide, ozone, particulate pollution, and sulfur dioxide, which are called "criteria" air pollutants. These standards are periodically reviewed and are subject to revision. The NAAQS for ground-level ozone (O 3 ) is set up based on the fourth-highest daily maximum 8-hour average ozone level over an ozone season. Because actual observations of ozone are sparse in space and irregular in time, it is crucial to develop statistical models that are able to make spatiotemporal predictions of ground-level ozone with quantified uncertainty. However, spatio-temporal modeling for these datasets can be challenging due to the presence of nonseparability and highdimensionality (Fuentes, 2003; Gilleland and Nychka, 2005) .
To overcome computational challenges, many computational-complexity-reduction (CCR) methods have been proposed to analyze large or massive spatial/spatio-temporal data, including predictive process (PP; Banerjee et al., 2008) , modified predictive process (MPP; Finley et al., 2009 ), dynamic nearest neighbor Gaussian process (Datta et al., 2016b) , and full-scale approximation (FSA; Sang and Huang, 2012; Zhang et al., 2015) . These methods have been developed in a continuously-indexed spatio-temporal domain, and can allow for predictions at arbitrary spatial locations and time points. They take advantage of a low-rank model, a low-order conditioning set, or a sparse covariance/precision matrix to alleviate computational difficulties of Gaussian process modeling. Indeed, they can be unified into a general framework via Vecchia approximations (Vecchia, 1988) as discussed in Katzfuss and Guinness (2017) . Specifically, the PP explains mainly the large-scale variation by a low-rank component but could result in biased parameter estimation as well as over-smoothed predictions of the spatial/spatio-temporal field. The MPP was introduced to deal with positive bias in the non-spatial error term of the models in the PP. The spatio-temporal FSA approach combines a reduced-rank covariance approximation with a tapering (Furrer et al., 2006) or block covariance approximation. It can effectively capture both the large-scale and smallscale spatial/spatio-temporal variation. However, it can be computationally challenging for FSA to simultaneously find optimal number of knots and tapering range in real applications. The dynamic nearest neighbor Gaussian process was proposed to generalize the nearest neighbor Gaussian process (NNGP; Datta et al., 2016a) in a spatio-temporal setting based on a dynamic selection of neighbor sets. This dynamic selection procedure was illustrated with a naturally monotonic spacetime covariance function by fixing interaction parameter in the Gneiting's nonseparable covariance function, which may not always be a realistic assumption for modeling environmental processes (Cressie and Wikle, 2011) .
For ground-level ozone, the network of monitoring sites is typically fixed across time. This allows convenient spatio-temporal modeling based on a separable space-time covariance function.
In particular, with a separable space-time covariance function, the resulting covariance matrix can be expressed as a Kronecker product of a purely spatial covariance matrix and a purely temporal covariance matrix. Thus, it can alleviate computational burdens for likelihood evaluation and model fitting (Genton, 2007; Rougier, 2008; Bilionis et al., 2013) . Although a space-time separable covariance function could be favored in terms of computational efficiency, it is not appropriate to assume such separable dependence structure solely when modeling the ground-level ozone, since the ground-level ozone data exhibit space-time interactions, see illustrations in Section 5 and the work in Gilleland and Nychka (2005) and Zhang et al. (2015) .
Motivated by the nonseparable dependence structure and the network structure of the groundlevel ozone data, we propose an additive approximate Gaussian process (AAGP). The proposed AAGP consists of two independent and computationally efficient spatio-temporal Gaussian processes. In particular, the first component is modeled as an approximation of a nonseparable spacetime process using a CCR method aforementioned. For simplicity, we choose to work with the MPP instead of the space-time FSA or the dynamic NNGP. The second component is assumed to be a separable space-time process that is computationally favored by the network structure of monitoring sites for ground-level ozone. Since the variance parameters in these two Gaussian processes are allowed to be different, the overall covariance function in the AAGP can be viewed as a weighted average of the covariances from these two components, where the weights are determined by the proportion of their corresponding variances. The proposed model not only captures the nonseparable dependence structure that is approximated by a CCR method, but also is able to allow model selection when the data exhibit a separable dependence structure.
The reminder of this paper is organized as follows. Section 2 presents the basic definition of the additive approximate Gaussian process and its covariance function specification. In Section 3, we develop a fast Metropolis-within-Gibbs sampler based on a fully hierarchical formulation of AAGP, and also include remarks on alternative covariance specifications in AAGP. Section 4 demonstrates the predictive performance of AAGP with several simulation examples. In Section 5, we analyze ground-level ozone in the Eastern United States with the proposed method. Section 6 concludes with discussion on possible extensions of AAGP in future work.
Additive approximate Gaussian process
Let {Z(x) : x ∈ X ≡ S × T } be a continuously-indexed spatio-temporal process, where x ≡ (s, u) with s ∈ S and u ∈ T . Here, S ⊂ R d is a d-dimensional spatial domain with positive integer d, and T ⊂ R is a temporal domain. Suppose that the spatio-temporal process Z(·) is observed at a total of n locations, x 1 , . . . , x n ∈ X . We assume the following model for Z(·):
where Y (·) is a latent Gaussian process of interest. The second term in the right-hand side of (2.1) is assumed to be a Gaussian white-noise process with variance τ 2 , which is usually called the nugget effect. This term is commonly used to represent measurement errors for environmental data (Cressie, 1993) .
The process Y (·) is usually assumed to have additive components:
T is a vector of p covariates; b is the corresponding vector of p regression coefficients; w(·) is a Gaussian process with mean zero and covariance function C(·, ·).
To allow efficient computation and to increase flexibility in the covariance structure, we assume that the process w(·) is approximated by a summation of two computationally efficient components w 1 (·) and w 2 (·). In particular, we assume that w 1 (·) and w 2 (·) are independent Gaussian processes with covariance functions C 1 (·, ·) and C 2 (·, ·), which come from two different covariance families. We call the resulting process Y (·) the additive approximate Gaussian process (AAGP). Its covariance function can be written as cov(
with the two components C 1 (·, ·) and C 2 (·, ·) described below.
In this paper we concentrate on two specific forms of covariance functions. We choose a nonseparable covariance function C 1 (·, ·) to model potential spatio-temporal interaction. However, this type of covariance functions is computationally challenging when analyzing large spatio-temporal datasets. We thus use a CCR method to approximate C 1 (·, ·). For convenience, the modified predictive process model is used to approximate C 1 (·, ·) in this paper. The covariance function C 2 (·, ·)
is assumed to be a separable covariance function. This is mainly motivated by the network structure of the data, and the fact that a separable covariance function can capture all scales of variation.
Notice that the choice of a nonseparable covariance function and a separable covariance function can avoid the non-identifiability issue since these two covariance functions characterize different dependence structures.
Our method differs from previous methods that use an additive structure resulting from two different covariance components. For instance, Rougier (2008) use a low-rank component plus a separable covariance function while the low-rank component is constructed with pre-specified regressors of input/output variables in a separable form. Our method explicitly includes the nonseparable dependence structure which is not necessarily low-rank. In addition, our model includes a nugget term recommended in modeling environmental data (Cressie, 1993) , to ensure computational stability and better predictive performance. Ma and Kang (2017) propose a model with a low-rank component and a Gaussian graphical model that induces a sparse precision matrix, but their method applies to spatial data instead of spatio-temporal data. Ba and Joseph (2012) use a sum of two independent GPs with separable squared exponential covariance functions to approximate computer model outputs, but they have to impose empirical constraints on parameters in these two covariance functions to avoid non-identifiability. Our method avoids such an issue by using different types of covariance structures and is designed to handle large datasets in a Bayesian framework.
The covariance structure in AAGP is fundamentally different from methods such as FSA and multi-resolution approximation (MRA; Katzfuss, 2017) , because those methods are designed to use multiple components altogether to approximate a target covariance function. In fact, both FSA and MRA are alternative CCR methods to model the component w 1 (·) in AAGP.
A computational-complexity-reduction covariance function
To handle large data size n, we adopt an approximation method to reduce computational complexity for the component w 1 (·) with a nonseparable covariance function C 1 (·, ·). Predictive process methods (e.g., Banerjee et al., 2008; Finley et al., 2009 ) have been proposed and applied successfully with large data. These methods use low-rank representations to allow reduced dimension and only require linear computational cost to invert or factorize large covariance matrices via the Sherman-Morrison-Woodbury formula. A brief review of this method is as follows.
Suppose that a nonseparable correlation function R 0 (·, ·; θ 1 ) is known up to a few parameters θ 1 . To reduce dimensionality of the problem, only a pre-specified set of m (m n) knots
m } ⊂ X is chosen to project the original process w 1 (·) to the space spanned by the collection of variables {w 1 (x 1 ), . . . , w 1 (x m )}. Specifically, the process w 1 (·) is modeled as a GP with mean zero and correlation function given by:
3)
, for i, j = 1, . . . , m, and I(·) denotes the indicator function of its argument. It is straightforward to show that R 1 (x, x ) = 1 if x = x . Based on this construction, the correlation matrix of
..,n;j=1,...,m , and V is an n-by-n diagonal matrix with its ith diagonal element given
Note that the vector R(x, X * ) and matrices R * and V all depend on the unknown parameters θ 1 . The resulting covariance function 
A separable covariance function
We assume a separable covariance function for the second component w 2 (·). The benefits are two-fold: First, it enables the resulting model to flexibly model both nonseparable or separable processes (and the combination of both); secondly, the separable component can contribute to modeling the remaining variability due to the approximation in the CCR method.
For s, s ∈ S, u, u ∈ T , the process w 2 (·) is assumed to have the variance parameter σ 2 with a separable correlation function:
where ρ 1 (·, ·) and ρ 2 (·, ·) are correlation functions with range parameters φ 1 and φ 2 over space S and T , respectively. Let θ 2 ≡ {φ 1 , φ 2 } be a vector containing these range parameters. The data process Z(·) is assumed to be observed at all the n = n 1 n 2 locations arranged as
n 1 denotes the number of spatial locations in S, and n 2 denotes the number of time points in
where
..,n 1 is an n 1 -by-n 1 matrix, and
..,n 2 is an n 2 -by-n 2 matrix. Notice that the locations {s 1 , . . . , s n 1 } and {u 1 , . . . , u n 2 } are not necessarily regularly spread out in S and T . As shown in Genton (2007) and Rougier (2008) , imposing separability on the covariance function enables us to use attractive properties of Kronecker product of matrices, which brings substantial computational gains. The tentative assumption that Z(·) is observed at all the n = n 1 n 2 locations will be relaxed in Section 3.4. We will illustrate there how a step of missing data imputation is added and embedded in Bayesian inference. In addition, we focus on the problem that n is large (in order of 10 4 ∼ 10 6 ) but n 1 and n 2 on their own are not very large (about or less than 10 3 ). In Section 6, several modeling strategies are recommended on how to extend the proposed method when either n 1 or n 2 is large.
Likelihood evaluation
T be the vector of n observations. Given the model specification in Equations (2.1) to (2.4), the log-likelihood function of the data vector Z can be written as
T is a matrix of covariates or regressors. Σ is the covariance matrix of Z with the following form
Evaluation of this log-likelihood function involves the inversion and determinant of the n-by-n covariance matrix Σ. When n is large, techniques such as the Sherman-Morrison-Woodbury formula and the Cholesky decomposition of sparse matrices are widely used to reduce computational complexity (e.g., Banerjee et al., 2008; Cressie and Johannesson, 2008; Sang and Huang, 2012; Datta et al., 2016a) . However, these techniques cannot be directly applied to AAGP to reduce computational complexity, as we will explain below, and we show the additive structure of AAGP requires careful handling, and we propose a fully conditional approach for its Bayesian inference.
To simplify notations, we use D to denote the matrix σ
Then the Sherman-Morrison-Woodbury formula can be used to derive the formula for Σ −1 :
where the inversion of D is required in order to solve linear systems involving Σ. It is worth noting that calculating this inversion Σ −1 is not computationally feasible for large n. In particular, it requires inversions of two m-by-m matrices, R * and σ −2 1 R * + R nm D −1 R nm , and inversion of the n-by-n matrix D. As m is much smaller than n, inverting the m-by-m matrices can be done easily with O(m 3 ) flops, since m is much smaller than n. However, inverting the n-by-n matrix D requires full matrix inversion due to the presence of heterogeneous diagonal elements in σ 2 1 V together with σ 2 2 R s ⊗ R u . Gaussian process regression is usually implemented via likelihood-based inference or fully Bayesian inference, which typically fits the marginalized model after integrating out random effects (e.g., Ba and Joseph, 2012; Banerjee et al., 2014 3 Bayesian inference: a fully conditional approach
To carry out Bayesian inference for AAGP, we first assign prior distributions to the unknown pa-
Following customary prior specifications, we assign a vague mul-
, independent inverse gamma priors for variance parameters:
, and independent uniform priors for other parameters in θ 1 and θ 2 .
Conventional fully Bayesian inference procedures for GP modeling typically focus on the marginal distribution of data after integrating out random effects. In the AAGP model, we can
, which is proportional to the joint distribution:
Sampling from this posterior distribution (3.1) is computationally infeasible with large n, since each MCMC iteration requires inversion of the n-by-n covariance matrix Σ, which requires O(n 3 )
flops and O(n 2 ) memory. Rather than utilizing the marginal distribution of Z, we write the model in a hierarchical form with the latent processes w 1 (·) and w 2 (·). This allows the development of a computationally efficient MCMC sampling procedure for fully Bayesian inference.
The data model in Equation (2.1) and the process model in Equation (2.2) give a hierarchical formulation of the AAGP model:
where 
Parameter estimation & computational cost
Since the posterior distribution (3.5) is intractable, we use a Metropolis-within-Gibbs sampler (Hastings, 1970; Gelfand and Smith, 1990) 
flops. Sampling from full conditional distributions for θ 1 and θ 2 requires O(m 3 + m 2 n + n 3 1 + n 3 2 + n(n 1 + n 2 )) flops. Therefore, the overall computational cost for each MCMC iteration is O(m 2 n + n 3 1 + n 3 2 + n(n 1 + n 2 )). Note that m, n 1 , and n 2 are all smaller than n, which makes this inference procedure much more efficient than making inference based on the marginal distribution of the data. Although we sample the n-dimensional vectors w 1 and w 2 in the Gibbs sampler in each MCMC iteration, there is no need to store all samples of these two high-dimensional vectors, because they can always be recovered through 
Prediction
For any location x 0 = (s 0 , u 0 ) ∈ X , our interest is to make prediction for
Samples from the predictive distribution p(Y (x 0 ) | Z) can be obtained using composition sampling technique. That is, we draw from p(Y (x 0 ) | w 1 , w 2 , Ω), where w 1 , w 2 , Ω are draws from the posterior distribution p(w 1 , w 2 , Ω | Z). The formula of the predictive distribution is given in the Supplementary Material.
Alternative specification
The AAGP model relies on a CCR covariance function model and a separable covariance function model. The modified predictive process (MPP) is chosen to derive the CCR covariance func-tion and to illustrate the computational benefit of the proposed fast Bayesian inference procedure.
However, it should be noted that the proposed inference procedure still applies when we choose an alternative CCR method for the nonseparable component in AAGP. As recently noted in Katzfuss and Guinness (2017), MPP is a special case of more general Vecchia approximations, which include other existing methods such as FSA, NNGP, and MRA. These methods can also be used to derive the CCR covariance function. The corresponding Bayesian inference still works for large datasets. In particular, the matrix V in Equation (2.6) will be replaced by a sparse matrix when FSA is used. The proposed inference procedure described above can still be applied efficiently.
For NNGP and MRA, the vector w * will be high-dimensional, because these two methods use a smaller number of conditioning set to construct a sparse precision matrix rather than resorting to a low-rank structure for the covariance matrix. Note that the resulting covariance matrix of w * is a sparse matrix. The proposed inference procedure can thus be implemented efficiently.
Missing data imputation
Recall that we represent X as a product space S ×T and have tentatively assumed that the response Z(·) is observed at all n = n 1 n 2 locations, where n 1 denotes the number of unique spatial locations in S, and n 2 denotes the number of unique time points in T . This assumption is rarely satisfied for environmental data. In this subsection, we relax this assumption and explain how missing data imputation can be carried out. To fix the notation, we use D c ≡ {(s i , u j ) : s i ∈ S, u j ∈ T , i = 1, . . . , n 1 ; j = 1, . . . , n 2 } to denote the complete grid over X = S × T . We assume that the data process Z(·) is only observed at a subset of n (n < n 1 n 2 ) locations
The resulting n-dimensional data vector is denoted by Z o , and we let Z m denote the (n 1 n 2 − n)- 
Numerical illustrations
This section presents three simulation examples to illustrate the model adequacy and predictive accuracy of the proposed method AAGP, which is compared with the modified predictive process and the nearest neighbor Gaussian process. In addition, the full Gaussian process, referred to as Full GP, is used as benchmark in all synthetic examples. All these methods are implemented in MATLAB R2015b on a 10-core HP Intel Xeon E5-2680 machine with 12 GB random-access memory. To compare each method, we use 2.5th, 50th, 97.5th percentiles of model parameters, mean-squared-prediction errors (MSPEs), and average length of 95% credible intervals (ALCI) for predictive values, to assess model adequacy and predictive accuracy. The total computing time is also reported for each method.
The purpose of these simulation examples is to investigate whether the AAGP can offer any computational and inferential benefits over other methods such as MPP and NNGP when the underlying true fields show different types of spatio-temporal dependence structures. In Supplementary Material, we also include a simulation example to demonstrate the AAGP with a spatio-temporal field generated from a deterministic function. In all these numerical examples, we use a class of Gneiting's nonseparable correlation functions (Gneiting, 2002) , since this type of correlation functions is easy to interpret and has been widely used to model space-time interaction. In particular,
we use the following form of Gneiting's nonseparable correlation function shown that the NNGP gives better results than the MPP for spatial and spatio-temporal data (Datta et al., 2016a,b) . It is interesting to investigate whether the implementation of the AAGP can have good performance compared with the NNGP from a modeling perspective without considering the structure of the data. In our implementation, we use the NNGP with the Gneiting's nonseparable covariance structure. Although it is also possible to set the target covariance fucntion in the NNGP to be of the additive form, we found in our numerical studies that the MCMC algorithm for the NNGP does not converge under such an additive setting. Our conjecture is that limiting a small neighborhood structure in the conditional distribution may make it difficult to identify the two components in the additive covariance function.
In our numerical studies, we implemented the AAGP with 250 knots. The MPP is implemented with 250 knots and 704 knots, respectively. With 704 knots, the MPP costs about the same amount of time as the AAGP does. The NNGP is implemented with 15 nearest neighbors using sequential update in the MCMC algorithm shown in (Datta et al., 2016b) . The reference set is chosen to be the set of all observation locations. For all these methods, independent customary prior distributions are assigned: (1) b ∼ N 2 (0, 1000I); (2) σ 
Simulation example with a nonseparable covariance function
In Scenario 1, the latent true process Y (·) is assumed to have a Gneiting's space-time covariance function with their parameters specified in the second column of 
Simulation example with a separable covariance function
In Scenario 2, the latent true process Y (·) is assumed to have the squared exponential correlation functions in space and time with parameters specified in the second column of Posterior summaries in Table 2 suggest that both MPP and NNGP fail to detect the separability of the true field with the Gneiting's space-time correlation function, since β has 95% credible interval spreading out almost its entire support [0, 1]. The failure of MPP and NNGP on detecting the separability may also be related to the fact the Gneiting's space-time correlation function is not as smooth as the process with the squared exponential correlation function. To improve results
for MPP and NNGP, we have also tried to take α to be a random variable. However, this leads to computational instabilities in the MCMC algorithm. In contrast, the AAGP can detect the separability, since the estimated variance parameter σ 
Simulation example with an additive covariance structure
In Scenario 3, we address the problem of parameter estimation and predictive performance in AAGP under a true covariance function model. The process Y (·) is simulated from an additive Gaussian process with a Gneiting's space-time covariance function and a separable squared exponential covariance function with parameters specified in the second column of Table 3 . Posterior summaries for each model are reported in Table 3 . In terms of predictive performance, the MSPE in the AAGP is 66% smaller than that in the MPP. The predictive performance in the AAGP is relatively close to the predictive performance of Full GP. But the performance of the AAGP deviates from that in the Full GP. One reason for this is that the MPP with 250 knots is used as the CCR method in the AAGP, which is not enough to capture the variability in the data. One could also image that if the NNGP is used as a CCR method, the performance of AAGP would be much better, since the the NNGP gives much better prediction results than the MPP.
In terms of parameter estimation, the posterior mean of b 1 , b 2 , β, σ To briefly summarize our findings from these simulation examples, we found that the AAGP can give better prediction results than the MPP even though more knots are included in the MPP.
This indicates that by adding an additional separable covariance function model, the AAGP outper-forms its CCR method alone although we did not implement AAGP with all other CCR methods such as NNGP. The NNGP is a very appealing approach based on an attractive model development.
However, the NNGP is not be able to give better prediction results than the AAGP in our simulation examples. It cannot detect the space-time interaction, especially in Scenario 2. So adding a separable covariance function in the AAGP brings inferential benefits. Our current implementation of the AAGP can be extended to incorporate other CCR methods such as NNGP. This will even improve the performance of the AAGP, since NNGP is known to perform better than MPP.
With different underlying true covariance structures, the AAGP is able to give more robust prediction results than MPP and NNGP under misspecified covariance function models. This is crucial for spatio-temporal modeling in real applications. The inference procedure in the AAGP provides a computationally efficient strategy to allow fast Bayesian inference when a CCR method and a separable covariance function model are combined. It is worth mentioning that knots are selected uniformly in the MPP, and more sophisticated way to select the knots in the MPP is beyond the scope of this paper, for details, see Guhaniyogi et al. (2011) . The neighbors in the NNGP are chosen based on 15 nearest reference locations with the reference set chosen to be the set of observation locations. These implementation can be tuned to improve the performance of both MPP and NNGP. But it does not affect our conclusion on AAGP, since the AAGP can be built on CCR methods including MPP and NNGP.
Analysis of Eastern US ozone data
Ground-level ozone (O 3 ) is one of six common air pollutants identified in the Clean Air Act.
To protect human health and the environment, EPA publishes the National Ambient Air Quality Standards (NAAQS) for ozone, which specifies the maximum allowed measurement for ozone to be present in the outdoor air. The NAAQS for ozone is calculated based on the following steps:
1) the maximum 8-hour average is calculated for each day; 2) then the fourth-highest value is computed for these daily maximum 8-hour averages; 3) finally, the NAAQS for ozone is defined as the average of these fourth-highest values for any consecutive three-year period. The proposed method is illustrated with daily maximum 8-hour average data at a network of monitoring sites in the Eastern U.S. from April through October in the year from 1995 to 1999. This data has been widely used in environmental statistics (see, for example, Fuentes, 2003; Gilleland and Nychka, 2005; Zhang et al., 2015) , and can be obtained from the website at https://www.image.
ucar.edu/Data/Ozmax. Following the pre-processing steps in Gilleland and Nychka (2005) , the daily maximum 8-hour ozone average with unit parts per billion (ppb) at station s and day u, The posterior summaries in Table 4 show that the AAGP gives better prediction results than the MPP even though more knots are added. The estimated variance for the Gneiting's nonseparable covariance function in the MPP is much larger than the variance estimated in the AAGP. The overall variance is estimated consistently based on MPP and AAGP. The NNGP also gives slightly larger MSPE and ALCI than AAGP. This indicates that the predictive distribution of AAGP is slightly more accurate than that in NNGP. As the standardized ozone data at each time point has variance around 1. Both NNGP and AAGP gives very good results. The interpolation of these ozone data hence can be reliable.
The computing time for AAGP is roughly twice the computing time for MPP with the same number of knots. The AAGP is much faster than the NNGP model in a same software platform.
It is worth mentioning that constructing a covariance matrix is slow and unavoidable in all these models. The construction of the correlation matrices R 1 and R * takes about 30% of the total time in one MCMC iteration in the MPP, since these matrices need to be evaluated five times for one MCMC iteration. This unavoidable computing time can potentially make MPP as well as AAGP slow for very large datasets. For the NNGP model, as noted in Finley et al. (2017) that sequential updating MCMC algorithm can be very slow, but implementation of more efficient MCMC algorithms is beyond the scope of this paper. As we implemented all these methods in MATLAB, more speedups can be obtained if they were programmed in low-level languages such as C++. We would also like to point out that the CCR method in AAGP is derived from MPP, but other methods such as NNGP or MRA can also be used in AAGP to achieve further inferential benefit.
Predictions are also carried out over space for different days based on all observed data. Fig-ure 2 visualizes the predictions on three consecutive days based on all available data, which clearly shows that AAGP is able to capture the spatio-temporal dependence structures in the data. Predictions from the AAGP model can be used to quantify the impact of ozone pollution once they are processed to the original scale with the seasonal mean added back. Although the time span for this dataset is not latest, this approach can be used for most recent ozone datasets and thus help setup NAAQS for the ozone pollutant. Although we use solely MPP as the CCR component in AAGP, other methods including FSA, NNGP, and MRA can be used alternatively to approximate the nonseparable covariance function, though it requires additional work to investigate how to define and choose the neighbors in space and time efficiently and effectively. This would lead to a more general approximation method. We leave this as an important direction for future research. The corresponding Bayesian inference can be extended to incorporate these approximation methods for the CCR component. The efficiency of the proposed Bayesian inference procedure can be improved further using partially collapsed Gibbs samplers (van Dyk and Park, 2008; van Dyk and Jiao, 2015) . A more rigorous algorithmic development as well as comparison is left for future work.
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