We develop an approximation algorithm for the partition function of the ferromagnetic Potts model on graphs with a small-set expansion condition, and as a step in the argument we give a graph partitioning algorithm with expansion and minimum degree conditions on the subgraphs induced by each part. These results extend previous work of Jenssen, Keevash, and Perkins (2019) on the Potts model and related problems in expander graphs, and of Oveis Gharan and Trevisan (2014) on partitioning into expanders.
Introduction
There has recently been significant interest in the development of lowtemperature algorithms in the area of approximate counting [3, 4, 5, 10, 11, 12] . A canonical problem in the area is to approximate the number of independent sets in a bipartite graph [7] , and one is usually interested an approximate evaluation of the function Z HCM G (λ) := I∈I(G) λ |I| , known as the partition function of the hard-core model on G, for some λ > 0. Here each independent set I contributes a term λ |I| to the sum that we call its weight, and the parameter log λ plays the role of inverse temperature. We are interested in relative approximation of real numbers, where we say that z is a relative ε-approximation of z if e −ε ≤ z/ẑ ≤ e ε . An FPTAS for an approximate counting problem is an algorithm that for any ε > 0 produces a relative ε-approximation to the desired function (e.g. Z HCM G (λ) as above) in time polynomial in the size of the input and 1/ε.
The complexity class #BIS is the class of problems that are polynomialtime reducible (in an approximation-preserving way) to the problem of approximating Z HCM G (1) in bipartite graphs G [7] . In general the complexity of #BIS is unknown; there is neither an FPTAS nor a proof that approximately counting the number of satisfying assignments to a CNF formula (which is widely believed to be hard) is in the class #BIS. In this work we are interested approximating the partition function of the ferromagnetic Potts model on general graphs. That is, we define
where the sum runs over functions ω from V (G) to a set [q] of q colours, and m G (ω) is the number of monochromatic edges of G under the colouring ω. Galanis, tefankovi, Vigoda, and Yang [8] showed that for q ≥ 3 and β > β o (q, ∆) it is #BIS-hard to approximate Z Potts G (β) on graphs of maximum degree ∆. In fact they proved this for bipartite graphs, though we will not restrict our attention to this class. We note that β o ∼ 2 log(q)/∆ for fixed q as ∆ → ∞, and refer the reader to [8] for the precise definition of β o and a discussion of its physical significance.
In the ferromagnetic Potts model the parameter β > 0 plays the role of inverse temperature, and when β is very small each colouring contributes approximately the same weight e βm G (ω) to the sum in Z Potts G (β). This approximate uniformity represents a high-temperature physical system. If β is very large then the colourings with many monochromatic edges receive significantly more weight than ones with few monochromatic edges, and the partition function is thus dominated by the contribution from the colourings which give each vertex the same colour, which here play the role of ground states. A low-temperature algorithm is a procedure for approximating partition functions such as this for parameter ranges that correspond to low temperature. For a connected graph G = (V, E) on n vertices, the q monochromatic colourings are the only ones achieving |E| monochromatic edges, and so qe β|E| is a relative ε-approximation to Z Potts G (β) when β ≥ (n − 1) log q − log(e ε − 1) because then
≥ qe β|E| qe β|E| + q n e β(|E|−1) = 1 1 + q n−1 e −β ≥ e −ε .
That is, the problem of designing an approximation algorithm for Z Potts G (β) is most interesting when β is large but not too large compared to the n and ε of the instance. For such β one can expect that it is necessary to take into account the contribution from colourings close to a ground state, under which almost every vertex is the same colour. To design such an algorithm a technique relying on the cluster expansion for abstract polymer models has been successfully applied in many recent works e.g. [10, 12, 11, 4, 6, 3] .
In particular, Jenssen, Keevash, and Perkins [11] gave low-temperature algorithms for certain #BIS-hard problems on expander graphs via the cluster expansion. Since e.g. random regular graphs are expanders with high probability, their result gives an FPTAS for Z Potts G (β) on almost every ∆regular graph when β > C log(q∆)/∆ for some absolute constant C, which (for constant q and large ∆) is not too far above β 0 (q, ∆) and hence is an impressive result. Our main contribution is a generalisation of their methods to graphs with weaker expansion properties, in which we find several small obstacles to overcome. In particular, the conductance (which we define later) of small sets is crucial to the convergence of the cluster expansion given in [11] for the Potts model and, since we use essentially the same polymer models, small sets of low conductance present a serious challenge for our methods. Our main technical result uses a slight strengthening of a spectral partitioning result from [19] , polymer models inspired by [11] , and simply removes edges incident to small sets of low conductance that impede the analysis of these polymer models. We are thus most interested in small-set expansion, a natural weakening of expansion, which mostly alleviates these issues.
Our contributions
Throughout this section G = (V, E) is a graph on n vertices of maximum degree ∆. The boundary ∂(S) of a set S ⊂ V is the set of edges with exactly one endpoint in S. Likewise, the closure ∇(S) of a set S ⊂ V is the set of edges with at least one endpoint in S. We say that G is an α-expander if every S ⊂ V with |S| ≤ |V |/2 has |∂(S)| ≥ α|S|. We also work with a related notion of edge expansion that is more sensitive to the volume of a set of vertices than its size. Let µ G (S) = v∈S deg G (v) be the volume of S, and define the conductance of a set S ⊂ V (G) to be
and the conductance of the graph G itself to be ϕ(G) := min
We write µ(u) for the degree of the vertex u, since this is consistent with the definition of µ({u}). Finally, we define the expansion profile [16, 18] of G to be the function given by
so that the expansion profile evaluated at γ = µ(V )/2 is the conductance of G. Let 0 = λ 1 ≤ λ 2 ≤ · · · ≤ λ n ≤ 2 be the eigenvalues of the normalised Laplacian (see e.g. [15] ) of G. There is a wealth of literature on the relation between this spectrum and conductance properties of G, e.g. [15, 19, 14] , and we comment on this more later.
Our main result is a generalisation of the main Potts model result in [11] that permits k > 2.
Theorem 1. Let G = (V, E) be a graph on n vertices, of maximum degree ∆ and minimum degree δ. There is an absolute constant C such that the following holds. Suppose that for some integer k ≥ 2,
Then for the q-colour ferromagnetic Potts model with
there is a deterministic algorithm that produces a relative ε-approximation to Z Potts G (β) in time at most O k∆ 2 n 4 + q k−1 ∆n(2kn/ε) O(log(q∆)) .
If k, q, ∆ are constant the running time is polynomial in n, 1/ε, and 2 k .
Note that in a ∆-regular graph the expansion profile assumption is equivalent to the assumption that |∂(S)| ≥ C∆k 6 λ k−1 |S| for all S with |S| ≤ n/k, which is some kind of small-set expansion condition.
For k = 2, we approximately recover the form of the Potts model result in [11] because λ 1 = 0 for any graph and so the expansion profile condition holds trivially. Then the dependence of β on λ 2 above is similar to the dependence of the result in [11] on their analogous expansion parameter α. Our argument in the case k = 2 reduces to the argument of [11] but we do not state a direct generalisation as in the special case of k = 2 one can exploit some efficiencies that are absent or difficult to use in greater generality.
Our main innovation in the pursuit of the above result is a mild strengthening of a spectral partitioning result of Oveis Gharan and Trevisan [19] that yields a partition of V into expanders with control on the number of edges between the parts. We say that a partition P 1 , . . . ,
has minimum degree at least τ δ. Our spectral partitioning result is an extension of the main algorithmic result in [19] which adds the guarantee that τ ≥ Ω(1/k) when G has minimum degree δ.
Theorem 2. Let G = (V, E) be a graph on n vertices of minimum degree δ. Given k ≥ 2 such that λ k > 0 there is an algorithm that runs in time O(kn 2 |E| 2 ) which yields a partition P 1 , . . . , P ℓ of V into ℓ < k pieces that forms a (ϕ in , ϕ out , τ δ)-partition where
In fact we can ensure the mildly stronger property that for all i ∈ [ℓ] and for all v
, but the definitions given above are more convenient in our application.
Our main technical result on the way to Theorem 1 gives an approximation algorithm for Z Potts G (β) when supplied with a suitable partition of a graph. Here the approximation guarantee depends on the number of 'bad parts', which are smaller than size η|V | for some parameter η > 0.
Theorem 3. Suppose that we have a graph G = (V, E) on n vertices, of maximum degree ∆, and of minimum degree δ. Suppose also that for some k ≥ 2 and ℓ < k we have sets P 1 , . . . , P ℓ that form a (ϕ in , ϕ out , τ δ)-partition of V such that for some 0 ≤ s ≤ ℓ we have |P i | < ηn for 1 ≤ i ≤ s, and |P i | ≥ ηn for s + 1 ≤ i ≤ ℓ. Then for ξ > 0 and
there is a deterministic algorithm giving a relative ((s+1)ξ +βsϕ out ∆ηn/2)-
. Theorem 1 is obtained from this result by using the expansion profile assumption to show that with η = 1/k one can obtain s = 0 in the partition resulting from Theorem 2.
Organisation
In section 2 we prove Theorem 3 and show how Theorem 1 follows from this and Theorem 2. In section 3 we prove of Theorem 2. Finally, in section 4 we discuss future directions of research that our results suggest are interesting.
Approximating Potts partition functions
In this section we drop the superscript 'Potts' in the notation Z Potts G (β) as all partition functions are for the Potts model. We give an approximate counting algorithm that proves Theorem 3.
We call the sets P 1 , . . . , P s which each contain less than ηn vertices bad parts, and the remaining sets P s+1 , . . . , P ℓ good parts. This nomenclature arises because having a large number s of bad parts significantly weakens the approximation guarantee. The proof proceeds as follows. For 1 ≤ i ≤ s, we compute a relative ξ-approximationẐ i to Z G[P i ] (β). Since G[P i ] is an expander in the sense that ϕ(G[P i ]) ≥ ϕ in , we can use the Potts model result of [11] directly to achieve this efficiently. Now let G ′ be the subgraph of G graph induced by the good parts. We adapt the method of [11] to work with G ′ which is supplied with a (ϕ in , ϕ out , τ δ)-partition P s+1 , . . . , P ℓ , and such that each part has size at least ηn. That is, we define a polymer model to represent the contribution to Z G ′ (β) from states close to a pseudo-ground state that colours each P i with a single colour. We use the cluster expansion to approximate the partition function of each polymer model, and show that an appropriate sum of these yields a relative ξ-approximationẐ ′ to Z G ′ (β).
Putting the pieces together, we have an approximate partition function for the subgraph G ′′ of G obtained by removing from G the edges ∂(P i ) for 1 ≤ i ≤ s. Since we have a ϕ out guarantee for the partition P 1 , . . . , P ℓ we can bound the number of such edges, and then usê
as an approximation of Z G (β) that is good enough to prove Theorem 3.
The partition P 1 , . . . , P ℓ that we assume for Theorem 3 has the guarantee that ϕ(G[P i ]) ≥ ϕ in . It is convenient to restate this in terms of a boundary condition akin to the one given in [11] . Recall that we say the graph G is an α-expander if |∂(S)| ≥ α|S| for all S with |S| ≤ |V (G)|/2, and note the following fact to relate α-expansion and conductance. Proof. Let |S| ≤ |V |/2, and note that this means |S| ≤ |V \ S|. If µ(S) ≤ µ(V )/2 then we have ϕ(S) ≥ ϕ(G), and so
In the proof of Theorem 3 we can use this fact to show that each
Our main tool (in addition to the partitioning result Theorem 2) is the cluster expansion for abstract polymer models. This is a series representation of the log-partition function of a polymer model in the following sense. If we have a collection of polymers γ, weights w γ for each polymer, and a compatibility relation on polymers, then the partition function of the model is Ξ := Γ γ∈Γ w γ , where the sum is over all finite sets Γ of mutually compatible polymers. The cluster expansion is the formal series in the weights given by
where this time the sum is over clusters Γ ′ which are ordered, finite lists of polymers whose graph formed by the incompatibility relation is connected, and the term ϕ(Γ ′ ) is a combinatorial term depending on the cluster. There are standard convergence criteria that guarantee this series approximation converges and does so rapidly, and our algorithms use these criteria to show that a suitably truncated cluster expansion gives the desired relative approximation to Ξ. See e.g. [11] or [10] for more details on the use of the cluster expansion to design algorithms.
Dealing with the bad parts
One of the main results of [11] is the following approximation algorithm for the low-temperature ferromagnetic Potts model on α-expander graphs of bounded degree.
Theorem 5 (Jenssen, Keevash, and Perkins [11] ). Let G be an α-expander on n vertices of maximum degree ∆. Then for the q-colour ferromagnetic
there is a deterministic algorithm that produces a relative ξ-approximation
.
] is a ϕ in τ δ-expander on less than ηn vertices, and has maximum degree at most ∆. Via the above result we can obtain a relative ξ-
and to do this for 1 ≤ i ≤ s takes total time at most
Dealing with the good parts
In this section we develop a generalisation of the methods of [11] that were used to prove Theorem 5. In the course of the proof we will see that the minimum size of a part in the partition affects the range of β for which our argument works. To avoid defining separate notation for a graph and partition with no bad parts, in this subsection we work with some graph G on n vertices with a partition P 1 , . . . , P ℓ that has no bad parts. Then when we apply the result below as a step in the proof of Theorem 3, we will apply it with G = G ′ , ℓ = ℓ − s, some n ′ ≤ n, and other changes in notation.
Theorem 6. Suppose that we have a graph G = (V, E) on n vertices of maximum degree ∆. Suppose also that for some k ≥ 2 and ℓ < k we have sets
. Then for the q-colour ferromagnetic Potts model on G with
A small set has a convenient 'partition expansion' guarantee because the
where we use a subscript on the ∂ to denote the graph in which we take the boundary. For brevity we will write
We say that a set U ⊂ V is sparse if each of the connected components of G[U ] is small, noting that any small set is necessarily sparse. When Γ is the set of connected components of G[U ], for all i ∈ [ℓ] we have,
where the union is disjoint since there are no edges of G between the sets γ. Then if U is sparse we can count for each i the edges leaving U inside G[P i ],
showing that sparse sets also have a convenient 'partition expansion' property.
Recall that the q-colour ferromagnetic Potts model on G is given by the partition function
where m G (ω) counts the number of monochromatic edges of G under the colouring ω. We refer to the colourings ω as states, and note that the states giving all vertices of G the same colour have the highest possible contribution to the partition function, e β|E| . A state with this maximum contribution is usually called a ground state, but we are interested in a slightly more flexible notion of ground state. We consider any colouring such that that each P i is monochromatic a ground state, and note that when there are few edges crossing the partition these states all contribute to the partition function a term close to the maximum. We hope the reader will allow this abuse of terminology, as writing pseudo-ground throughout this section seems overly verbose.
Our goal is to show that Z G (β) is well-approximated by the contribution from states close to a ground state, and to show that we can efficiently approximate each such contribution with the cluster expansion. Both of these steps inevitably require large β. It is simply false that the partition function is dominated by states close to a ground state for small β, and we will use large β when appealing to a standard condition that guarantees our series approximation via the cluster expansion is convergent.
Let Ψ be the set of ground states, noting that |Ψ| = q ℓ . When ψ : V → [q] is a ground state, i.e. when |ψ(P i )| = 1 for all i ∈ [ℓ], we write ψ i for the unique colour such that ψ(P i ) = {ψ i }. We say that a state ω is close to ψ if, for all i ∈ [ℓ] we have |ω −1 (ψ i ) ∩ P i | > |P i |/2, and note that each ω is close to at most one ground state. We write Ω ψ for the set of states close to ψ, and Ω * := ψ∈Ψ Ω ψ .
Approximation by states close to a ground state
Let Z * G (β) := ω∈Ω * e βm G (ω) be the contribution to Z G (β) from states close to any ground state, and for a specific ground state ψ let Z ψ G (β) := ω∈Ω ψ e βm G (ω) be the contribution from states close to ψ. 
bichromatic edges. Then e βm G (ω) ≤ e β(|E|−αηn) . This means
Then the fact that Z G (β) ≥ qe β|E| means that
When β ≥ 2 log(eq)/(αη) we have
and hence Z * G (β) is a relative e −n -approximation to Z G (β) (for the last inequality we need q ≥ 2 and n ≥ 1). Note that this step is making crucial use of the minimum part size guarantee. If the minimum part size was o(n) (instead of ηn), then the lower bound on β would tend to infinity with n, which is undesirable.
Approximation by a polymer model
is a good approximation to Z G (β), it will suffice to obtain good approximations to each Z ψ G (β) and take their sum. We do this with a polymer model and cluster expansion for each ψ.
Let a polymer be a set γ ⊂ V such that G[γ] is connected and γ is small. Two polymers γ and γ ′ are compatible if they are disjoint sets of vertices such that ∂(γ) ∩ ∂(γ ′ ) = ∅. We write C for the set of polymers and G for the family of sets of mutually compatible polymers. Now fix a ground state ψ.
That is, for ω ∈ Ω(U, ψ) the set U encodes the places where ω and ψ differ. We also write Λ(U, ψ) for the set of colourings λ : U → [q] such that for all v ∈ U we have ω(v) = ψ(v). We change letters for this definition to signify that λ is a colouring of U alone, and not all of V .
Then for λ ∈ Λ(U, ψ) let m G (ψ, U, λ) be the number of edges in G which have at least one endpoint in U that are monochromatic when U is coloured by λ and any vertex at graph distance exactly one from U is coloured by ψ. for the restricted partition function of U with boundary conditions specified by ψ. Note that when Γ is the set of connected components of G[U ] we have
by the fact that there are no edges between the sets in Γ. This lack of edges between the γ ∈ Γ also permits the simultaneous imposition of boundary conditions for each γ without conflict. The key point of these definitions is that with weights w γ := e −β|∇(γ)| R ψ (γ, β) , and the polymer model partition function Ξ ψ := Γ∈G γ∈Γ w γ we will be able to show thatZ ψ G (β) := e βm G (ψ) Ξ ψ is a good approximation of Z ψ G (β). Fix U ⊂ V , a state ω ∈ Ω(U, ψ), and let Γ be the set of connected components of G[U ] Then every edge that does not intersect U is coloured the same under ω and ψ, so
There is a one-to-one correspondence between sparse subsets U ⊂ V and Γ ∈ G (given by U = γ∈Γ γ) and sõ
But we also have
because ω being close to ψ means that the set U where ω and ψ differ satisfies |U i | ≤ |P i |/2 for all i ∈ [ℓ], i.e. U is small. Recall that a small set is sparse, which means
Now if U is sparse we have for each index i that |∂ i (U i )| ≥ α|U i |, and hence for all pairs (U, ω) appearing in the double-sum in (2) , and for and any index i ∈ [ℓ], there are at least α|U i | bichromatic edges inside P i under ω. But every U in the sum in (2) is not small and hence there is some index i ∈ [ℓ] such that |U i | > |P i |/2. This means there are more than α|P i |/2 ≥ αηn/2 bichromatic edges in ∇(U ) under ω. That is, for all pairs (U, ω) appearing in the double-sum in (2),
, because the number of ω that are in Ω(U, ψ) for some sparse, not small U is (crudely) at most q n . We also have that Z ψ G (β) ≥ e βm G (ψ) so that
when β ≥ 2 log(eq)/(αη).
Convergence of the cluster expansion
We seek to apply the following theorem proved by Jenssen, Keevash, and Perkins [11] , with many variations used elsewhere [10, 3, 4, 12] .
Theorem 7. Suppose that G = (V, E) is a graph on n vertices of maximum degree ∆, and that the following hold for a polymer model associated to G and some decay function g(·) on polymers, such that polymers are subsets of V that induce connected subgraphs and polymers are compatible when they are at graph distance at least two.
connected, determining whether γ is a polymer and computing w γ can be done in time e O(|γ|) ,
2. there exists ρ > 0 so that for every polymer γ, g(γ) ≥ ρ|γ|, and 3. the Koteck-Preiss condition holds with the given function g(·) in the sense that for all polymers γ,
Then there is a deterministic algorithm that gives a relative ξ-approximation to Ξ in time O n · (n/ε) O(log ∆/ρ) .
The first condition is straightforward for our polymer models. Given a set γ ⊂ V that induces a connected subgraph, we have to count the size of each γ i to decide whether γ is a polymer. This can be done in time O(|γ|). To compute the weight w γ we sum over the (q − 1) |γ| colourings of γ that appear in the sum giving R ψ (γ, β) and count monochromatic edges. This takes time at most (q − 1) ∆ · ∆|γ| = e O(∆|γ| log q) . We will take g(γ) = |γ| so the second condition is satisfied with ρ = 1. For the final condition we exploit the fact that every polymer γ is small and hence expands in each G[P i ], and that every edge in ∂ i (γ i ) is bichromatic for any colouring λ considered in the sum giving R ψ (γ, β). Then
so it suffices to show that
We would be done if we could prove that for each v ∈ V we have
because by summing this inequality over all vertices v at distance at most 1 from γ, of which there are at most (∆+1)|γ|, we have (3) . For this argument we use that fact [9, Lemma 2.1] that there are at most (e∆) t connected, induced subgraphs of G on t vertices that contain any fixed v ∈ V . Then
where a := 3−βα+log(q −1)+log ∆. Then the above sum is at most 1/(∆+ 1) when a ≤ − log(∆ + 2), which holds e.g. when β ≥ (4 + 2 log(q∆))/α. For such β we have via Theorem 7 an FPTAS forZ ψ G ′ (β) that yields a relative ξ-approximationẐ ψ G toZ ϕ G (β) in time O n · (n/ξ) O(log ∆) .
Finishing the argument for good parts
In the pursuit of Theorem 6, we have shown that when β ≥ 2 log(eq) αη , the function Z * G (β) is a relative e −n -approximation of Z G (β). Recall that Z * G (β) is the sum of q ℓ terms Z ψ G (β), and for the same condition on β we have for each ψ ∈ Ψ the functionZ ϕ G (β) which is a relative e −n -approximation of Z ψ G (β). Finally, when β ≥ 4 + 2 log(q∆) α ,
we have an algorithm to approximate eachZ ϕ G (β). We now turn to the algorithm for approximating Z G (β) when β ≥ 4 + 2 log(q∆) ηα , as in Theorem 6, and so β satisfies both of these conditions. We want a relative ξ-approximation, and if ξ ≤ e −n/2 then 1/ξ ≥ e n/2 and so we have time to compute via brute force. We can compute Z G (β) in time O(q n ·∆n) = O((1/ξ) 2 log q ·∆n), which a polynomial in 1/ε and n. Otherwise, for ζ = ξ/2, we compute for each ψ ∈ Ψ a relative ζ-approximationẐ ψ G toZ ψ G (β) via the cluster expansion and the method described in previous subsections. This takes time O q ℓ · n(n/ζ) O(log ∆) .
LetẐ G = ψ∈ΨẐ ψ G be the sum of these approximations. Then we have for each ψ ∈ Ψ, e −ζẐ ψ G ≤Z ψ G (β) ≤ e ζẐ ψ G , and so summing over ψ ∈ Ψ gives
Finally we have
and so e −(ζ+2e −n )Ẑ G ≤ Z G (β) ≤ e ζ+2e −n Z alg .
Then since ξ > e −n/2 we have thatẐ G is a relative (ζ + 2ξ 2 )-approximation to Z G (β). Without loss of generality let ξ ≤ 1/4 so that ζ = ξ/2 satisfies ζ ≤ ξ−2ξ 2 , and we have a relative ξ-approximation as required. To complete the proof of Theorem 6, we reiterate that the running time of this algorithm, assuming we are supplied with the required partition P 1 , . . . , P ℓ , is
An upper bound on the running time in either case ξ ≤ e −n/2 and ξ > e −n/2 is then T good = O q ℓ ∆n(2n/ξ) O(log(q∆)) .
Proof of Theorem 3
With the results collected in the previous subsections we can make precise the sketch of the proof given at the start of Section 2. Suppose that the graph G satisfies the assumptions of Theorem 3, which means G is on n vertices, has maximum degree ∆ and minimum degree δ, and is supplied with a (ϕ in , ϕ out , τ δ)-partition P 1 , . . . , P ℓ such that ℓ < k and for some η > 0 and 0 ≤ s ≤ ℓ we have |P i | < ηn for all 1 ≤ i ≤ s and |P i | ≥ ηn for s + 1 ≤ i ≤ ℓ. We are given ξ > 0 in the statement of Theorem 3. By Theorem 5 we can compute a relative ξ-approximation Z i to each
, and observe that G ′ has maximum degree ∆ and P s+1 , . . . , P ℓ is a (ϕ in , ϕ out , τ δ)-partition of V ′ into ℓ − s parts such that each part has size at least η ′ |V ′ | with η ′ = ηn/|V ′ | ≥ η. Note that the minimum degree of G ′ can be less than the minimum degree of G, but since we did not remove any edges from inside a good part, G ′ [P i ] inherits minimum degree τ δ. Then by Theorem 6 we can compute a relative ξ-approximation to Z G ′ (β) in time
provided β ≥ (4 + 2 log(q∆))/(ϕ in τ δη ′ ), which is implied by β ≥ (4 + 2 log(q∆))/(ϕ in τ δη).
Let G ′′ be the disjoint union of G ′ and G[P i ] for 1 ≤ i ≤ s. Then G ′′ is obtained from G by removing all edge sets ∂(P i ) for 1 ≤ i ≤ s, which means removing X ≤ sϕ out ∆ηn edges in total. This means that for any colouring
and so via the separate relative ξ-approximations to each term of the product computed above we have that e βX/2Ẑ ′ · s i=1Ẑ i is a relative (s + 1)ξ-approximation to e βX/2 Z G ′′ (β) and hence a relative approximation to Z G (β) with accuracy (s + 1)ξ + βX/2 ≤ (s + 1)ξ + βsϕ out ∆ηn/2 , as required accuracy for Theorem 3. To complete the proof it suffices to observe that
Proof of Theorem 1
The expansion profile assumption of Theorem 1 means that with η = 1/k we have no bad parts, as we now justify. The partition guarantee in Theorem 2 states that the resulting P 1 , . . . , P ℓ has ϕ(P i ) ≤ ϕ out = O(k 6 λ k−1 ). Suppose that ϕ out > 0. Now an assumption ϕ(∆ µ(V )/(kδ)) ≥ 2ϕ out means that any S ⊂ V with |S| ≤ n/k, and hence µ(S) ≤ ∆ µ(V )/(kδ), has ϕ(S) ≥ 2ϕ out . Thus every P i has |P i | ≥ ηn with η = 1/k. Theorem 1 now follows from Theorems 2 and 3 where we have s = 0, choose ξ = ε, and note that ℓ ≤ k − 1.
Spectral partitioning with a minimum degree condition
In this section we extend the method of [19] to give a minimum degree condition in the partitions found algorithmically, and the necessary modifications are fairly straightforward. This approach relies heavily on a result of Lee, Oveis Gharan, and Trevisan [15] that generalises the well-known Cheeger inequality to higher eigenvalues. We write
for the k-way expansion of a graph G, and note that the main result of [15] is the following higher-order Cheeger inequality.
Theorem 8 (Lee, Oveis Gharan and Trevisan [15] ). For any graph G and
This result implies a partition of V into P 1 , . . . , P ℓ such that ϕ(P ℓ ) is bounded above in terms of ℓ and λ ℓ , but we are interested in extra properties of the induced subgraphs G[P i ] related to expansion and minimum degree.
The main result of [19] shows that one can obtain a partition as above with a lower bound on ϕ(G[P i ]) controlled by λ k , and we develop a strengthening that adds a minimum degree condition.
Throughout this section we assume that G = (V, E) is a graph on n vertices. We write w(u, v) = 1 if uv is an edge of G, and w(u, v) = 0 otherwise. This notation carries over from [19] where they work with the extra generality of edge-weighted graphs. Here we restrict our attention to usual graphs, but keep the notation of [19] for easy comparison. For convenience we assume that G has no isolated vertices, which can easily be verified in O(n) time. This prevents ϕ(S) being undefined when S is a nonempty set of degree-zero vertices. The interesting case for these results is a graph with no isolated vertices, and many authors tacitly assume this fact. Before we give the algorithm we collect some necessary results from [19] .
Lemma 9 (Oveis Gharan and Trevisan [19, Lemma 1.13 ], see also [14, 15] ). There is a universal constant C > 0 such that for any integer k ≥ 2 and any partitioning of V into ℓ < k pieces P 1 , . . . , P ℓ we have noting that w(S → T ) = w(T → S) when T ∩ S = ∅, but in general the terms w(S → T ) and w(T → S) are not equal. We also have for S ⊂ V that
. In our modification of the method of [19] we use a sharper version of this result for singleton sets S given as the following claim. Proof. This follows easily from the definitions of ϕ and µ which give
from which the result is immediate. 
Note that in the above result we are careful to take ϕ and µ without subscripts in the graph G, and where we are interested in G[B i ] we use a subscript.
Lemma 13 (Oveis Gharan and Trevisan [19, Lemma 2.5] ). Suppose that P 1 , . . . , P ℓ form a partition of V , and for each i
Proof. Write S = P i \ B i and note that because B i ⊂ P i the assumption gives
Then
where the first inequality is because S ∩ B i = ∅ and w(S → V \ P i ) ≤ w(S → V ), and the second inequality follows from (4). This gives
where we use S ∩ B i = ∅ again, and w(
In the following lemma we have B i ⊂ P i ⊂ V and S ⊂ P i with the notation Then
Proof. Simply because S ⊂ P i we have
where we use that (a + x)
Then it suffices to lower bound ϕ G[P i ] (S). First suppose that µ(S B ) ≥ µ(S P ), and hence µ(S) ≤ 2 µ(S B ). We then have
Because of assumption 2 and µ(S B ) ≤ µ(B i )/2 we may apply Lemma 12 to obtain
and hence ϕ G[P i ] (S) ≥ εξ/14, which is stronger than required. Suppose instead that µ(S P ) > µ(S B ). Now we use the assumptions
Then we have
Using the observations that
and ε/6 ≤ 1 we continue from above,
using the assumptions 1 and ϕ(S P ) ≥ ξ in turn.
We also rely on the well-known Spectral Partitioning algorithm which efficiently finds a set of close to maximal conductance, see e.g. [19] . We now give a simple modification of the algorithm from [19] and prove Theorem 2. We add some simple steps that ensure the required minimum degree conditions. Let ρ * := min λ k /10, 30Ck 5 λ k−1 , Algorithm 1 A polynomial time algorithm for partitioning G into k expanders Input: k > 1 such that λ k > 0. Output: Sets P 1 , . . . , P ℓ that form a (ϕ 2 in /4, ϕ out , τ ) partitioning of G for some 1 ≤ ℓ < k.
Assume (after renaming) that µ(S ∩ B i ) ≤ µ(B i )/2.
4:
Let S B = S∩B i , S B = B i ∩S, S P = (P i \B i )∩S and S P = (P i \B i )∩S. if ϕ(S P ) ≤ ρ * (1 + 1/k) ℓ+1 then 12: Let P ℓ+1 = B ℓ+1 = S P , and update P i = P i \ S P . Set ℓ ← ℓ + 1 and goto step 20. 13: end if 14: if w(P i \ B i → P i ) < w(P i \ B i → B j ) for j = i then 15: Update P j = P j ∪ (P i \ B i ), and P i = B i and goto step 20. 16: end if 17: if w(S P → P i ) < w(S P → P j ) for j = i, then 18: Update P i = P i − S P and merge S P with argmax P j w(S P → P j ). 19: end if 20:
22:
end while 23:
Update P i = P i \ {v} and insert v into argmax P j w(v → P j ) .
25:
end while 26: end while return P 1 , . . . , P ℓ .
where C is the constant from Lemma 9, and write
We note that lines 1 to 19 of Algorithm 1 are identical to [19, Algorithm 3] except for the trivial modification that the goto statements jump to our new steps, the while loops at lines 20-25, instead of to line 2. That is, we have simply added some extra work to the end of each iteration of the main while loop in [19, Algorithm 3] . This extra work moves vertices that have small degree inside the relevant sets to other sets. At the termination of the algorithm we have µ
For convenience we work with the stated τ = 1/(5(k − 1)) instead of τ = min{1/5, 1/ℓ} that our proof actually gives.
During the entire run of the algorithm B 1 , . . . , B ℓ are disjoint, B i ⊂ P i for all i ∈ [ℓ], and P 1 , . . . , P ℓ form a partitioning of V . We will prove that the algorithm terminates with ℓ < k, but the following claim contains ℓ < k as a hypothesis for convenience. Once we have proved that ℓ < k throughout, this assumption is seen to be automatically satisfied. Proof. At the start we have ℓ = 1 and B i = V so ϕ(B i ) = 0. We prove the claim inductively from here, noting that the only steps in which some B i is modified are lines 6, 9, 12, and 21. Both steps 6 and 12 are designed specifically to maintain the induction hypothesis; before incrementing ℓ on those lines we obtain ℓ + 1 sets such that max
as required. If step 9 is executed then the condition on line 5 is not satisfied, giving
by the induction hypothesis. But if step 9 is executed we must also satisfy the condition on line 8, giving
Then by Lemma 10 with ε = 1/k and S = S B and the induction hypothesis we have
so making whichever of S B and S B has smaller conductance the new B ℓ+1 satisfies the required bound.
The above arguments are exactly as in [19] , and for our modification we have to analyse step 21. By the induction hypothesis ϕ(
. To see this, note that the induction hypothesis, the assumption that ℓ < k, and the definition of ρ * (in which we use λ k ≤ 2) together mean that ϕ(B i ) ≤ 2e/10, and hence that |B i | ≥ 2. This is because any singleton set (containing a vertex of positive degree) has conductance 1. So we may apply Claim 11, and hence it suffices to show that
But by the induction hypothesis we have (1 − ϕ(B i ))/2 ≥ (1 − 2e/10)/2 ≥ 1/5, so the condition in step 20 gives the required bound. We note for use below that we only needed the assumption ℓ < k to analyse step 21.
Claim 17. During the execution of the algorithm we always have ℓ < k.
Proof. We start with ℓ = 1 and ℓ is only ever incremented by 1 at a time, so it suffices to show that a step which increments ℓ will never be executed when ℓ = k − 1. The relevant steps are in lines 6 and 12, and supposing that one of these steps causes ℓ to be incremented to k we analyse the sets B 1 , . . . , B k that exist immediately after this step, and hence before the jump goto step 20 completes. By the proof of the above claim, in which ℓ < k was only needed for the step 21, any such B 1 , . . . , B k must have ϕ(B i ) ≤ ρ * (1 + 1/k) ℓ < eρ * for all i ∈ [ℓ]. But then we have disjoint sets
by the definition of ρ * . But this implies ρ(k) < λ k /2, contradicting Theorem 8.
Before proving that our minimum degree condition holds, we note that
Claim 18. Whenever the algorithm checks the condition in line 2 to determine if execution continues, we have for all i ∈ [ℓ] and v ∈ P i that
Proof. This is a simple consequence of the loops at lines 20-25. They ensure that for all i ∈ [ℓ] and v ∈ B i we have the stronger condition
But since the sets P 1 , . . . , P ℓ form a partition of V we have
With the facts that ℓ < k and τ = 1/(5(k − 1)) we have the required degree conditions. Claim 19. If the algorithm terminates then the sets P 1 , . . . , P ℓ form a (ϕ 2 in /4, ϕ out , τ δ)-partition of V .
Proof. Suppose that the algorithm terminates with some ℓ < k and sets B 1 . . . , B ℓ and P 1 , . . . , P ℓ . By the above claim we have the required degree conditions, and hence it suffices to show that ϕ(G[P i ]) ≥ ϕ 2 in /2 and ϕ(P i ) ≤ ϕ out for all i ∈ [ℓ].
The condition in line 2 and the performance of the Spectral Partitioning algorithm we have ϕ(G[P i ]) ≥ ϕ 2 in /4 as required. Moreover, by the same condition in line 2 we have for each i ∈ [ℓ] that
and by Lemma 13, Claim 16 and the fact that ℓ < k we have
as required.
Then it remains to show that the algorithm terminates and bound its running time.
Claim 20. In each iteration of the main loop starting at line 2, at least one of the conditions in lines 5, 8, 11, and 14 holds.
Proof. We use Lemma 14 to show that if none of the conditions conditions in lines 5, 8, 11, and 14 holds then ϕ G[P i ] (S) ≥ ϕ in , which is a contradiction. Then we suppose that none of the conditions hold.
Since the conditions in lines 8 and 17 do not hold, assumptions 1 and 2 of Lemma 14 are satisfied with ε = 1/k. And since condition in lines 5 and 11 do not hold we have the following facts which use the definition of ρ(ℓ + 1) as the (ℓ + 1)-way expansion of G, and Claim 16: 
where we use Theorem 8 for the final equality. Now, if ℓ = k − 1, then by Theorem 8 we have
which is a contradiction and we are done. Otherwise, we must have ℓ < k −1 and so by Lemma 10,
where the first inequality follows from Cheeger's inequality ϕ(G) ≤ √ 2λ 2 . Putting (6) and (7) together we have ρ * ≤ 14k 2 4Ck 6 λ k−1 .
But then by definition of ρ * we must have ρ * = λ k /10, so by (6) we have the desired contradiction ϕ(S) ≥ λ k 140k 2 = ϕ in .
We can easily bound the running time of this algorithm in terms of the running time of [19, Algorithm 3] by bounding the amount of extra work in lines 20-25 that we add to each iteration. Proof. In each iteration of the main loop at least one of conditions in lines 5, 8, 11, 14, 17 is satisfied. By Claim 17, lines 5 and 11 can be satisfied at most k − 1 times combined. Line 8 can be satisfied at most n times because each time the size of some B i decreases by at least one. For a fixed ℓ and B 1 , . . . , B ℓ the conditions in lines 14 and 17 can hold at most O(|E|) times combined because each time the number of edges between P 1 , . . . , P ℓ decreases by at least one. This shows that the main loop can execute at most O(kn|E|) times, as in the proof of Oveis Gharan and Trevisan [19] . The additional work of the loop at line 20 takes time O(n) because the size of some B i decreases by one each iteration, and the additional work of the loop at line 23 takes time O(|E|) because the number of edges between the P i decreases by at least one each iteration. This completes the proof of a running time bound of O(kn 2 |E| 2 ).
Conclusions
Our work hints at several interesting problems in approximate counting. It would be interesting to adapt our methods to counting independent sets in bipartite graphs directly, or rather approximation Z HCM G (λ) for large enough λ. Given the work in [11] on this problem for expanders and our spectral partitioning result Theorem 2, we do not expect this to require much effort.
The Unique Games Conjecture is a problem in hardness of approximation that has some similarities to the ferromagnetic Potts model we study here, see [6] . In [2, 17, 13, 1] , a line of work showing that the Unique Games Problem is easy on expander graphs and subsequently giving a subexponentialtime approximation algorithm for Unique Games on general graphs used spectral decompositions and expansion to great effect. It would be very interesting to apply these techniques to #BIS, though the work of a subset of the authors with Coulson, Patel, and Regts [6] shows that relative ξn-approximations (for small constant ξ) of Potts-like partition functions suffices for Unique Games, whereas more accurate approximations are usually sought for problems in #BIS. This may present a significant extra diffi-culty present in the type of approximate counting problem we consider here compared to Unique Games.
