




Faculty of Engineering 





1. 炭素鋼の腐食疲労における累積損傷に関する研究(英文) ……石原外美・塩沢和章・宮尾嘉寿....・H・. 1 
2. WC-CO系焼結合金の熱定数に関する実験的研究'"・H・....・H・...竹越栄俊・平沢良男・井村定久……・・・14
3. ステップスラスト軸受の動特性におよぼす流体の貫性力の影響





6. カラーキンの方法によるステファン問題の解法(1)(英文)…...・H・-…....・H・-…...・H・-古谷嘉志・…・…. 57 
7. カラーキンの方法によるステファン問題の解法(II) (英文)....・H・-…H・H・...・H・...・H・-…古谷嘉志………6 0
8. 太陽フレアーにおけるCoalescence不安定(英文)
…T. TAJIMA・F. BRUNEL・坂井純一・L. VLAHOS. M. R. KUNDU...……64 
9. 磁気中性面での陽子の非統計的加速(英文)...・H・-…H・H・...・H・...・H・..........坂井純一・杉原 亮...・H・.. 75 
10. 相対論的電子一陽電子プラズマて切遷移輯射(英文}..・H・.....・H・.........・H・...・H・H・H・..坂井純一....・H・. 82 
11. 微分型非線形シュレビンガ一方程式の線形問題とグリーン函数(英文)




The Cumulative Damage under Two-step Corrosion 
Fatigue Tests of Carbon Steel 
by 
Sotomi ISHIHARA, Kazuaki SHIOZA W A and Kazyu MIY AO 
Department of Mechanical Engineering, Toyama University, Takaoka 
Abstract 
In order to investigate the effect of cyclic stress history on corrosion fatigue strength, two­
step fatigue tests were performed on the OA5% C carbon steel smooth specimens in rotary bending 
in laboratory air and in salt water (3.0% N aCl). It was clarified that the values of the cumulative 
ratio changed complexly under various conditions, involving the magnitude of stresses, stress 
sequences and environments. It was pointed out from the experimental examination that the 
behaviour of the maximum crack length on the specimen surface is useful for evaluation of 
fatigue damage. The maximum crack length during fatigue was deduced by using the statistics 
of extremes and approximating the distribution of crack lengths by three-parameter Weibull 
distribution. The cumulative damage rule for two-step fatigue was introduced theoretically by 
regarding fatigue damage as the maximum crack length obtained from the statistical properties 
of distributed cracks on the smooth specimen surface. 
1. Introduction 
The machines and structures in service are often subjected to repeated loads of varying 
amplitudes and corrosive environmental attack. In order to establish reliable design method, 
1)-5) 
many studies have been made about the estimation of fatigue lives under varying stress 
amplitudes and varying environments. However, there are still much unknown phenomenons. 
For the instance, two cases of cumulative damage rule for the two-step corrosion fatigue tests are 
1).3) 5) 
reported, that is, �N tiN rt = 1 and �N tiN 11 of:. 1, where N 1 and N 11 are the number of cycles applied 
and the fatigue life at the stress amplitude of O"t- However, it seems that general opinions for 
these experimental results have not been proposed yet. Therefore, it is important to accumulate 
the experimental results, by performing systematical experiments under the various conditions 
involving various materials and stress amplitudes. 
In this study, three kinds of fatigue tests were carried out, that is, (1) two-step fatigue tests 
in air (Dry-Dry), (2) fatigue tests in air at the primary stress and subsequent fatigue tests in salt 
water at the secondary stress (Dry-Wet), (3) two-step fatigue tests in salt water (Wet-Wet). 
Based on the fatigue tests, the effects of cyclic stressing on corrosion fatigue strength were 
investigated. 
In corrosion fatigue, cracks are initiated in the early stage of fague life. The greater part 
of fatigue life is corresponding to the period for crack growth. Accordingly, in order to clear the 
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corrosion fatigue damage, the behaviours of distributed cracks must be taken into consideration. 
In this study, the cumulative damage under two-step fatigue tests were discussed by the statistical 
estimation of the maximum crack length on the specimen surface from the distribution of crack 
length. Moreover, corrosion fatigue damage at the specimen surface were examined by 
measuring X-ray half-value breadth ratio during fatigue process. 
2. Specimen and Experimental Method 
2. 1 Specimen 
The materials tested were JIS S45C carbon steel, whose chemical composition and 
mechanical properties after heat treatments are listed in Table. I and Table. II , respectively. 
Shape and dimension of the specimen is shown in Fig.l. 
Table. I Chemical composition 
of the material. 
(Wt %) 
c Mn Si p 






Table. II Mechanical properties of specimen. 
Yield strength Tensile strength Elongation 
(MPa) (MPa) (%) 
317 624 48.7 
R20 
N 





Fig. 1 Shape and dimension of the specimen used. 
After polishing the specimen surface with emery-paper (#1000), the specimens were annealed for 
one hour at 1173K in vaccum. The specimen surface was electro-polished about 20-30,um before 
test. 
2.2 Experimental details 
Fatigue machine used was Ono-type rotary bending machine whose cyclic speed is 60 Hz. 
The distributed cracks on the smooth specimen surface were observed by the optical microscope 
( x 200) on the replica which was taken from the specimen surface interrupted at various fractions 
of fatigue life. The environment in the present tests was salt water (3% N aCl) kept at 298K. 
Variations of X-ray half-value breadth during fatigue process were measured. Measuring 
condition is shown in Table.III. 
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Table. III Conditions of X-ray measurement. 
Characteristic X-ray Cr-Ka 
Diffraction plane Fe (211) 
Tube voltage 30 kv 
Tube current lOrnA 
Divergent angle 0.84 deg 
Irradiated area 1 X 10 mm2 
Scanning speed 4 deg/min 
Time constant 8 sec 
Oscillation speed 3 deg/min 
Oscillation angle 2.5 deg 
3. Experimental Results and Discussion 
3.1 S-N curves 










0 :In air(Dry) 
•: In salt water (Wet) 
Number of cycles to failure Nr 
Fig. 2 S-N diagram of ]IS S45C carbon steel fatigued under rotary 
bending in laboratory air and in salt water (3.0 % NaCI) kept 
at 298K. 
It can be seen from this figure that fatigue limit, rrw, is about 240 MPa for fatigue in air, while 
fatigue limit was disappeared for fatigue in salt water. Fatigue lives, N r, in salt water decrease 
in comparison with that in air and the effects of corrosive environment on fatigue lives are 
remarkably observed. 
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Cycle ratio of primary stress N /N 11 
Fig. 3 Experimental relations between cycle ratio of primary stress level N /N 11 and that 
of secondary stress level N2/N12. 
That is, various cycle ratios of N 1 /N n at primary stress level of 111 were applied and then the tests 
were continued to failure at the secondary stress level of 112• (N 1 and N n are the number of cycles 
applied and the fatigue life at the primary stress level, respectively.) 
Fig.3 shows the results of two-step fatigue tests, indicating the relationships between N 1 /N n and 
N dN r2 which is the cycle ratio applied at the secondary stress level. (N 2 and N r2 are the number 
of cycles applied to failure and the fatigue life at the secondary stress level, respectively.) The 
solid line shown as �N 1/N r1 = 1 is the linear damage rule (Miner's rule). The results of two-step 
fatigue tests in air (designated as Dry-Dry) are shown in Fig.3(a). These experimental results 
were obtained from the tests that the specimen was fatigued at fixed secondary stress of 112 = 1. 
1 11w = 265MPa after cycling under primary stress level. When cycle ratio of primary stress, N 1 I 
N n, is small, fatigue life in secondary stress is strengthened by repeating primary stress, and the 
degree of strengthening increased with decreasing the primary stress level. Increasing the value 
of N1/Nn, the cumulative damage tend to be equal to the linear damage rule. Fig.3(b) shows the 
results of two-step fatigue tests carried out under the primary stress level in laboratory air and 
the secondary stress level in salt water (designated as Dry-Wet). In this test, primary stress was 
fixed at the 10% upper the fatigue limit and secondary stress was set at several levels. In the 
region that the cycle ratio of primary stress, N 1 /N n, is less than 0.5, the number of cycles to 
failure N 2 at the secondary stress level are not affected by the stress cycling at primary stress 
level. While, the reduction of life at secondary stress level can be seen in the region N 1 /N f1 > 
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0.5. The tendencies mentioned above are same as those of Dry-Wet tests of 0'1 = 0'2 performed by 
3) 
Okamoto and Kitagawa. The results of two-step-fatigue tests in salt water (designated as Wet-
Wet) are shown in Fig.3(c). When difference between the primary stress, 0'1 , and the secondary 
stress, O'z, is large and 0'1 is higher than 0'2, in the case of high-to-low tow-step tests such as 
294MPa-98MPa and 265MPa-98MPa (named H-L tests), N2 equal nearly to N12 for the region of 
N1/Nn <0.5-0.6. On the other hand, in the case of low-to-high two-step tests such as 98MPa-
265MPa and 98MPa-294MPa (named L-H tests), the cumulative ratio LNi/Nfi is consistently less 
than one. On the contrary, this is greater than one for H-L tests. When difference between 0'1 
and 0'2 is small, in the case such as 245MPa-265MPa and 294MPa-265MPa, Miner's rule is realized 
independently of stress sequence. 
In conclusion, it was clarified that the values of the cumulative ratios in two-step fatigue tests 
involving environmental effects are changed complexly by magnitude of stress and stress 
sequences. 
3.3 The effect of cyclic stressing on crack growth rate 
Many cracks were observed on the smooth specimen surface during fatigue process in air and 
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Fig. 4 An example of distribution of crack length on ]IS S45C smoothed specimen 
surface during fatigue. Data is plotted on the Weibull probability paper. 
It can be seen from Fig.4 that the distributions of crack lengths shift to the right direction with 
stress cycling. It is known that crack growth rate for these distributed cracks has a statistical 
6) 7) 
distributions. In this section, however, the effect of cyclic stressing of the primary stress on the 
behaviour of crack growth under the secondary stress level is investigated by the observation of 
the main crack which lead the final failure of the specimen. Fig.5 shows the relationships 
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between crack growth rate,dl/dN, and half 
crack length, l, obtained under the fatigue 
tests at stress o-=265MPa in air and in salt 
water. It can be seen from Fig.5 that 
crack growth rate for corrosion fatigue is 
larger than that for fatigue in air in the 
region of small crack length. 
In the region that fatigue life at the 
secondary stress level is most strengthened 
by the primary stress as shown in Fig.3(a), 
N,/Nn=O.l-0.3, it was observed that 
micro cracks whose length were about 80 
-100J.Lm had been already initiated. The 
propagation behaviour of micro cracks 
which was initiated and propagated at the 
primary stress level were observed during 
the fatigue tests at the secondary stress 
level of 265MPa. The relationships 
























10-6 0 In air(Dryl 
• In salt 
5xlo-7 water (Wet) 
0. 1 ' 0. 5 
Creek length l (mm) 
Fig. 5 Relations between crack propagation 
rate dl/dN and half crack length l. 
1 
cracks propagated at the secondary stress level are shown in Fig.6. The solid line written in Fig. 
6 represents the crack growth rate for fatigue tests under constant stress amplitude as shown in 
Fig.5. 




Crack length l (mm) 
o1=9Bt-1Pa 
o2=265MPa 
Fig. 6 Effects of cyclic stressing of the primary stress on the crack propagation 
rate of the micro cracks occured on specimen surface under the secondary 
stress. 
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It can be seen that crack growth rate under the secondary stress for Dry-Dry tests (Fig.6(a)) is 
lower than that for constant amplitude tests. This result is due to work-hardening and strain 
aging in the vicinity of micro crack tip which is formed during the fatigue of primary stress level. 
On the other hand, in Dry-Wet tests (Fig.6(b)) and Wet-Wet tests (Fig.6(c)), the effects of stressing 
of the primary stress on the crack growth under the secondary stress are not recognized and dl/ 
dN under the secondary stress is nearly equal to that for constant stress amplitude. These 
8) 
phenomenons are considered to be due to both the formation of hardened surface layer based on 
the work-hardening by the stressing of the primary stress and the elimination of hardened surface 
by dissolution of the specimen surface under corrosive environments. In order to investigate the 
above mentioned phenomenons in detail, X-ray half-value breadth (micro lattice strain) was 
measured on the specimen surface during fatigue process. 
3.4 Change of X-ray half-value breadth during fatigue process 
Fig.7 shows the relationships be- S45C,RB 
tween X-ray half-value breadth ratio, 
b/B, (B: X-ray half-value breadth for 
annealed specimen) and fatigue life 
ratio, N/Nr+O.Ol. In fatigue in air, 
the effect of stress amplitude are not 
observed in the relationship between 
b/B and N/Nr+O.Ol, and there exists a 
linear relationship between b/B and 
log (N/Nr+O.Ol) except the neigh­
borhood of fatigue failure. In corro­
sion fatigue, aside from the experi­
mental results for <J' = 294MPa, the 
l.lC r-------------------------------�
same tendencies as those for fatigue in 





In salt water 
<D: cr=29 4MPa 
0 'cr=265MPa 
e,cr=245MPa 
9 :cr= 98MPa 
In air 
Fatigue life ratio N/N1 + 0.01 
b/B are smaller than those for fatigue Fig. 7 Relations between X-ray half-value breadth 
· · · d' d b d d 1. Th' 
ratio b/B and cycle ratio (N/N1 + 0.01). 
m a1r m 1eate y otte me. 1s 
1 
9) 
tendencies are same as those of plane bending tests performed by Nagao using SM41A steel and 
those of hardness distribution near the specimen surface of aluminum alloy obtained by authg�s. 
Fig.8 shows the change of b/B during two-step fatigue tests. 
Fig.8(a) shows the results of experiments carried out under the secondary stress level in 
laboratory air or in salt water after cycling at the primary stress level in laboratory air. In Dry­
Dry test, b/B increases temporarily after changing the primary stress level to the secondary one 
(<J'1-4<J'2) and then decreases with stress cycling. This phenomenon about b/B is the same as that 
for prestrained specimen. On the other hand, in Dry-Wet tests represented by the mark e, b/B 
shows the same behaviour as that for Dry-Dry test after changing stress level, but thereafter 
increases with stress cycling. The dotted lines shown in Fig.8 indicate b/B-N relations of the 
virgin material fatigued in air and in salt water which were moved to the point of stress changing. 
It can be seen that the effect of the primary stress on b/B-N relation was disappeared in Dry-Wet 
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Number of cycles N x 105 
---
4 
Fig 8 Change in the X-ray half-value breadth ratio with stress 





test, because b/B changes on this dotted line. This experimental result is one of the reasons why 
the effect of cyclic stressing of the primary stress on the fatigue life under the secondary stress 
cannot be observed in the region N 1 /N 11 < 0.5 of Fig.3(b). Fig.8(b) shows the results of the 
experiments (Wet-Wet) in which the primary stress was applied to the cycle ratio of N1/Nn=O. 
3 and 0.5 in salt water and then continued the fatigue test to failure at the secondary stress in salt 
water. In this case, the behaviours of b/B are also the same as those for Dry-Dry tests when the 
stress amplitude is changed, but thereafter the behaviours of b/B are changed complexly with 
stress cycling. 
10) 
It is widely believed that if micro cracks are initiated by applying the primary stress 0"1 and 
then change the stress 0"1 to O"z (t:rz > t:r1), drastic concentration of microscopic strain will be occured 
in the vicinity of micro crack tip and new slip will be resulted in other slip-plane. Therefore, the 
increase of b/B will occur just after changing the stress level. It has also been considered that 
b/B decreased by relaxation of microscopic strain with stress cycling or disappearance of 
microscopic strain into microcrack. 
The values of b/B were recognized to decrease in Dry-Dry tests, because the region of plastic 
deformation in the vicinity of micro crack tip caused by stressing of the primary stress are 
considered to be work-softened and disappeared under the secondary stress. In Dry-Wet tests, 
the effect of the primary stress on the behaviour of b/B and crack growth rate at the secondar� 
stress are not recognized, because the region of plastic deformation are eliminated by dissol�Hon 
of specimen surface during stress cycling in salt water. In Wet-Wet tests, cyclically induced 8) 
plastic deformation regions stated above are impossible to be formed because of dissolution of 
specimen surface during stress cycling. This is supported by the experimental result that the 
� 8 � 
S.Ishihara, K.Shiozawa, K.Miyao : The Cumulative Damage under Two-step Corrosion Fatigue Tests 
values of b/B in corrosion fatigue are smaller than those in laboratory air as shown in Fig.7. 
3.5 The relationship between maximum crack length and fatigue damage 
Recent studies have revealed that fatigue damage can be corresponded to the initiation and 
growth of microcracks on the specimen surface. As stated in the preceding section, many cracks 
are initiated on the specimen surface subjected to fatigue in air and in salt water and most part 
of the fatigue life is occupied with the period of crack growth. It may be reasonable in this study 
to consider that fatigue damage can be corresponded to the behaviour of distributed cracks. 
Also, it will be thought that fatigue life is governed by the behaviour of the crack whose length 
is the longest in all distributed cracks. In this section, we consider the maximum crack length 
as the scale representing fatigue damage at a certain cycles and lead the maximum crack length 
from distribution of crack lengths. 
In order to represent the distributions of crack lengths quantitatively, the distribution of 
crack lengths is approximated by the following three-parameter W eibull distributions; 
F(2l) = 1 � expj�(2/� y0)mo/a01 .. . .... . . . ... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . .  (!) 
where, rna, ao and Yo are shape, scale and location parameters, respectively. The solid lines 
written in Fig.4 show the results of approximation by eq.(l). It can be seen that the distributions 
of crack lengths are approximated enough by three-parameter Weibull distributions. 
14) 
According to statistics of extremes, the distribution of the maximum crack lengths is given 
by following equation; 
</J (2lm.,) = exp [ �exp i�a (21m., � W) I J 
a= (1 n nt) 1-1/m, • mo . ao -1/m, !······ . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2) 
where, nt is the number of total cracks initiated at number of cycles N and W is the characteristic 
maximum crack length. As the maximum crack length, 24nax. observed in the specimen surface 
can be represented by the characteristic maximum crack length, W. 24nax is determined by the 
three parameters for the distribution of crack lengths and number of cracks, nto as follows; 
24nax =Yo +(ao 1n nt)l/mo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3) 
15) 
We have already reported the following equations for these three parameters and nt; 
} . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . . . . (4) 
where, s, 'fl, o, c, k3, "l', �. C3 and c. are constants which are independent of stress amplitude and 
number of cycles. These constants are determined by conducting fatigue tests under a few stress 
amplitude in air and in salt water and investigating the distributions of crack lengths. cp and lo 
are the area of specimen and the smallest half crack length which can be detected, respectively. 
- 9-
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The value of these constants obtained in this experiment is listed in Table.IV. 




















t TJ 0 c k3 
0.970 0 9.03 X 10-91 29.9 3.07 
0.346 0.307 6.04 X 10-58 13.2 4.69 
10 r � c3 c4 rp 
0.05 0 1.18 X 10-5 3.57 X 10-2 
565mm2 
2.56 X 103 -1.91 1.98 X 10-2 1.58 X 10-2 
2.0 Experiment 20 
Experiment 
• :a =294MPa • :a=294MPa 
0 :a =265MPa 0 :o=265MPa 
<D :a=245MPa ():a= 98MPa 
-:Calculated -:Calculated 
a =245MPa 




0 0 0 0.5 1 0 0.5 
Fatigue life ratio N/N1 
Fig. 9 Change of the maximum surface crack length with stress 
cycling. 
Substituting eq.(4) into eq.(3), we obtain following equation for 2�ax as a function of stress 
amplitude and number of cycles; 
2/max = Yo + ( oif)1!m, Nk,!m, j ln ( rf>C3) + C4 af lim, · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5) 
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Using the condition of N = N r at 2 �ax= n. it will be obtained the following equation for 2�ax as 
a function of fatigue life ratio, N /N ,. 
2/max = Yo + (2/c - Yo) (N/ Nf) k,lmo ························•••••••••••••••••••·•················(6) 
Where 2/ c is the critical crack length that cause final failure of the specimen. The calculation 
of eq.(6) can be performed using the value of constants listed in Table.IV. The results are shown 
in Fig.9. 
Experimentally obtained 2�ax are also plotted against the fatigue life ratio, N/N, in this figure. 
It can be seen that the calculated results of 2�ax coincided well with experimental results in 
laboratory air and in salt water. The maximum crack length occured during fatigue can be 
estimated accurately by eq.(6). 
3.6 Consideration about the cumulative fatigue damage rule 
It was claryfied that the maximum crack length obtained from the distribution of crack 
lengths is useful for the evaluation of fatigue damage. In this section, the cumulative damage 
rule will be investigated for two-step fatigue tests involving the change of environment. 
The maximum crack length, 2�ax, observed at the cycle ratio, NdNn, under the primary 
stress level of 0'1 may be observed at the cycle ratio of (l-NdNr2) under the secondary stress level 
of 0'2. Therefore, following relationship is obtained; 
where subscript 'T' and "2" show the conditions under the primary stress, O'�t and the secondary 
stress, 0'2, respectively. Deforming eq.(7), non-linear cumulative damage rule for two-step fatigue 
test is given as follows: 
where, 
( NI INn )k;,l m., - h (1 - Nd Nf2 )k,l m., = a 
h = (2 lc2- Yo2) I (2/cl - Yo!) 
a = ( Yo2 - Yo1) I ( 2 lei - J'o1 ). 
) ······························(8) 
Using the value of the constants listed in table IV, we can perform the calculation of eq.(8) and the 
results are shown in Fig. 10. Calculated results for Dry-Wet tests (Fig.lO(b)) and Wet-Wet 
tests (Fig.lO(c)) have the same tendencies as experimental results as shown in Fig.3(b) and (c). 




= 1 .................................. . ................ . ......................... (9) 
Eq.(8) will be transformed to the linear cumulative damage rule of eq.(9) if following conditions 
are satisfied: ( i ) Location parameter does not change during two-step fatigue test, ( ii ) critical 
crack length, 21.:, is independent of stress amplitude and environment, and (iii) shape parameter 
is independent of stress amplitude and the dependence of scale parameter on number of cycles 
- 11 -
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Cycle ratio of primary stress N 1 /N 11 
Fig. 10 Estimated relations between N1/N11 and N2/N12 from taking fatigue damage as 
maximum surface crack length during stress cycling. 
does not change during two-step fatigue test. Calculated results for two-step fatigue tests in 
laboratory air coincide with eq.(9), because the conditions stated above are satisfied. While, they 
don't coincide with experimental results. One of the reason of this disagreement is the effect of 
16) 
cyclic pre-history on the crack propagation. As pointed out by Murakami et al, basic condition 
for organization of Miner's rule is that the crack growth under the secondary stress level was not 
affected by the cyclic stressing of the primary stress level. Both the calculated and experimental 
results in Wet-Wet tests coincide with Miner's rule in the case that the difference between a-, and 
0'2 is small. This reason is considered as follows: The effect of cyclic stressing on the crack 
propagation disappears by corrosive dissolution as stated before. Also, the conditions of ( i ) 
-(iii) are all satisfied because of the two-step fatigue tests under constant environment. 
However, in the case of two-step fatigue tests in which environment as well as stress amplitude 
are changed, Miner's rule is not realized because of the difference of the distribution of crack 
lengths in each step. 
4. Conclusions 
Two-step fatigue tests involving environmental change were performed on carbon steel, JIS 
S45C, and following results were obtained. 
(1) In Dry-Dry tests, fatigue life under the secondary stress is strengthened by cyclic 
stressing of the primary stress in the regions N, /N n = 0.1- 0.3. 
(2) In Dry-Wet tests, the number of cycles to failure N2 at the secondary stress level are not 
affected by the stress cycling at primary stress level in the region that N ,jN n is less than 0.5. 
While, the reduction of life at secondary stress is in the region of N, /N n > 0.5. 
(3) In Wet-Wet tests, when difference between 0'1 and 0'2 is large, and a-, is higher than o-2, 
N 2 equal to N r2 for the region of N 1 /N n < 0.5- 0.6. On the other hand, in the case of O'r < O'z, the 
cumulative ratio is consistently less than one. When difference between a-, and O'z is small, 
Miner's rule is realized independently of stress sequence. 
� 12 � 
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(4) In Dry-Wet and Wet-Wet tests, the effects of cyclic stressing of the primary stress on the 
behaviours of crack growth under the secondary stress were not observed. 
(5) The values of X-ray half-value breadth ratio, b/B, in corrosion fatigue process are 
smaller than those for fatigue in laboratory air. 
(6) The maximum crack length during fatigue was deduced by using the statistics of 
extremes and approximating the distribution of crack lengths by three-parameter Weibull distri­
bution. Calculated results coincided well with experimental results. 
(7) The cumulative damage for two-step fatigue test was introduced theoretically by 
regarding fatigue damage as the maximum crack length obtained from the statistical proper­
ties of distributed cracks on the smooth specimen surface. 
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wcーCo.系焼結合金の熱定数に関する実験的研究
竹 越 栄 俊， 平 沢 良 男 ， 井 村 定 久
1 . 緒 言
WC-C o 系焼結合金は， 超硬合金として切削工具材料などにきわめて広〈使用きれ， それらの機械的
性質， 合金組織などに関して多数の研究(lH3�{1子われている。 きらに最近， その高温における耐摩耗
性， 高硬度， 高剛性率などが注目され， 高温用金型材料， 熱間圧廷ロール材料なと事への実用化研究カミ
なされている。 高温用材料として要求される重要な因子としては， 高温における機械的強度だけでな
く耐酸化性， 耐熱衝撃性などがあげられ， これらの性質についても一部報告(4)されている。 高温にお
いては， 材料内部の温度匂配が大きくなるので， 熱応カ， 熱衝撃といった定常あるいは非定常の熱的
性質がとくに問題となる。 したがって， この温度勾配を支配する熱物性値として， 温度伝導率などの
測定が望まれているが， 今まであまり注目きれず， 一部の測定 (5)(6)を除いて系統的にはほとんど研究
されていない。
本研究では， WC-CO系焼結合金の熱定数 (比熱， 熱伝導率， および温度伝導率)の測定を目的とし






2 _ 1 温度伝導率の測定法
温度伝導率はフラッシュ法 (別名ノ")レス加熱法) による非定常法で測定した。 これは1961年Pa rk e r
� (7)によって提案された方法で， 比較的簡単な装置で短時間に測定できるのが特長 である。 測定原理
は， 薄板形の試料の片面に光エネルギーを瞬間的に照射して試料を加熱し， その際の試料裏面の温度
上昇曲線から温度伝導率を求める方法である。 Pa rk e rらによれば試料の厚きをL (m)， 試料裏面の温
度上昇が最大値の見に達するまでに要する時間をtl!2 (hr)とすれば， 温度伝導率。 (m2 /hr) は次式
で与えられる。
。= 1.37 止二πChl2 
したがって， hl2を測定すればαが求められる。
(1) 


























り 誤差が大きい。 そこで， 本研究では別方法で
② L....J 
① Laser head ① Laser pow�r sup同ier
③ Specimen ø Quartz glass tube ① Ther­
m民ouple ① Can倒抑ptor ① Amplifier
旬)Tra市ient wave memory 00 Pen recorder 
⑩ Photo-transistor ⑪ Trigger cirωt 
⑫ Electric furnace ⑬ PID controller 
Fig.l. Block diagram of experimental 
apparatus for thermal diffusivity. 
比熱を測定した。 その装置は断熱走査型比熱測 |⑮仁ゴ@I I⑫ 定装置(真空理工製SH・3000型)で， その概 Lニ..J LニユJ Lニ
略図を時.2 に示す。 実験試料④は円柱形でそ ①Uniform temperature container ①Adー




I heater (7) Reflective plate (8) Con-
の温度を連続的に上昇させ， その温度上昇に応 V 点、stant wattage supplier @ C: ...A thermo-
じてSCR出力⑫によって外部ヒータ⑥にも電 couple @ Amplifier ⑪円o cont削除r
流を流し， 断熱容量総と均熱容君喝の温度差が ⑫SCR out put⑬阿thermocouple
常に零となるように自動調節し， 断熱容器を完 ⑪Digital voltmeter ⑤Digi凶町order
全に断熱する。 なお， 断熱容器と均熱容器との Fig. 2. Block diagram of experimental 
温度差はC・A熱電対⑨で検出し. PID調節器⑪ apparatus for spec茸ic heat. 
によってSCR出力を調節する。試料の滋度上昇はP-R熱電対⑬とデジタル電圧言t@で0.1μVの分解能
で一定時間ごとに測定し， デジタル記録計⑬で記録する。 このとき， 試料の温度が，18 ('C )上昇する
のに要する時間L1t (se c) を測定すれば， 比熱 C p(kca ljkg'C )は次式で与えられる。
WL1t M'C ' p 
C p ニ 0.239一一一一一 一一ーニ (2) ML18 M 
15一
出Llj大学工学部紀要訴\35巻 1984 
Table 1. Chemical composition， specific weight and WC grain size of WC -Co sintered alloys. 
Weight fraction Spec ifi c we i ght WC grain size 
WC TaC Co y (kgjm3) (μ) 
H 1 0.9425 0.0075 0.05 15070 1.0 
H 2 0.9425 0.0075 0.05 15070 2 . 0 
G 3 0.90 一 0.10 14590 2.0 
G 4 0.85 一 o. 15 14000 2.0 
G 5 0.75 一 0.25 13140 2.0 
G 6 0.80 一 0.20 13550 4.5 
G 7 0.75 一 0.25 13130 4.5 
ここに， Wは内部ヒータ電力 (kW)， Mは試料の重量(kg)， ま た， MCp は断熱容器の内部構成物の熱
容量(kcaltC ) である。 あらかじめ各温度におけ るM'Cpを求めておけ ば， C p は式;(2)で計算できる。
なお， Fig.2 の測定装置本体は真空容器内におさめ られており ， 実験開始前にあらかじめ不活性7ゲス
のアルゴン とカゃス置換され， 試料の酸化防止などがなされている。
3. 実験試料
実験試料はTab le 1に示すように H1 から G7までの7種類作製し， それぞ、れの成分重量割合 ， WC 
粒度などは表に示す通り である。 WC の重量割合 は95%から75%ま で5 種類に， WC 粒子の粒径は1
μから 4.5μ まで3種類に変化きせた。 なお， H 1 とH2の試料にはWC 粒子の粒径成長を防止する
ため， わずか のT aC が混入されている。
試料の作製方法は， WC粉末とCo粉末 を所定の重
量割合 となるよ うに出合し， アセトン 添加による湿
式i見合 を約10時間行い， アセトン を蒸発除去したの
ち， 約1.5%のパラフィン を成形補助剤として添加し，
ついで金烈 を用いてがjlto n/ cm2 の圧力で成形した。
つぎに，700'Cで約1時間脱水水素気流中で予備焼結
し， 最後に約40分間1360-1425'C ，10←3 mmHg の真
空度て・本焼結 を行った。 出来上った試料は表面がほ
ぼ滑 らかで， 比重量のìJ!iJ定から気孔率はほとんど1






して Ni (純度99.95%) を選ぴ， 温度伝導率のìJ!iJ定
16 
G6 G7 
Fig.3. 加iicroscopíc structures of 




を行った結果を Fi g. 4に示す。 図中のO印が実験値， ー0.10
実総が文献{直則(Ni純度99.99%)である。 図からわ 言
かるように実験値と文献値はほぼ一致しており， 誤
4∞ 600 8∞ 
T.m同日tur.. B (.C) ま た，G lはWCの重量割 合て、ある。 Fi g.9に温度 200 Fig.6. Relationship between specific heat 
℃におけ る比熱とWC の重量割合との関係を示す。 and temperature. 
0印が各試料の実験値， 実線が式(3)の計算値を示す。 ただし， 式(初計算においてCoの比熱は文df占
o . 113kcal/kg'Cを使用した。 各試料と も実験値と計算値はほぼ3%以内で一致している。 他 の温度に
おいて も全く同様の傾向にあった。 式(3)は単なる混合物の比熱の計算式であるから，WC.Co 系焼結合
金の比熱はWCとCoの混 合物と見なして計算すればよいことがわか った。 あお， 417 'c付近には Co
の変態点が存在し， その温度て"Coの比熱は約20%増加して鋭いピークを持つ が，Fi g.6-8 の実験結果
ではその景簿がほとんど見られない。 これはWC-Co系焼結 合金ではCo量が上国交的少ないからであろう。
差は最大で も7%以内となっている。 Fi g.5は上述
と同じ純度のNiを用いて行った比熱の実験結果を示
す。 同じくO印が実験値， 実線が文献値(9) (Ni純度





Fi g.6 - 8に， WC 粒子の粒径別に各実験試料の比
熱と温度の関係を示す。 各試料と も温度上昇とと も
に比熱は増加するが， 常温 から約 300 'cまでか なり
急激に増加し， それ以上の温度ではややゆるやか に
増加する。 つぎに，WCとCoの重量割合と比熱との関
連性について検討してみる。 たとえば， Fi g.7 およ
び8に示すように，Co の含有量の多い試料ほど比熱
が大きくなっている。 これは Co の比熱がWC の比
熱より も大きい(Coの比熱はWCの比熱の約2倍強)
ためであると思われる。 また， 同じ 成分割 合の試料
(H lとH2)を比較してみると， 全温度域にわたって
比熱はほとんど一致することがわかる。 HlとH2 の
試料はWC 粒子の粒径 のみが異なっているので， こ
の結果は， WC の粒径が変化しで も比熱に影響をお
よ ぼさないことを示している。 同様な結果は， G 5 
とG7の試料について も成立することがわか ったの
で， G 5 の比熱は図に示してない。
Fi g.7にはWC単体の粒子(2μ)の比熱測定結果 も
同時に示しであるが， この値と Co の比熱から各試
料の比熱CP*を次式のように計算してみた。
CP*ニ CpIG l+CP 2 (1 -GI) (3) 
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いる。 この温度伝導率の減少の様子は成分 重量割 合，
WC 粒子の粒径などにあま り関係がなく， 各試料に





WC粒子の粒径が等しくWC と C o の成分割 合が異
なる場合には， Fig.ll および12に示すように全温度
域にわたってC o量が多くなるほど温度伝導率が小さ











o 200 .. 400 否両 日O
Temperaturt'. 8 (・Cl
Fig. 8. Relationship between specific heat 
and temperature. 
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Fig. 9. Relationship between specific heat 
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Fig. 10. Relationship between thermal 
diffusivity and temperature. 
4.3 熱伝導率
熱伝導率Aと温度伝導率a， 比熱Cp， および比重量rとの聞には次の定義 式が成立する。
À=αCpy (4) 
したがって， a，C p， yがわ か ればAは計算によって求めることができる。本研究ではa， Cp は前述の
ように実験によって測定し， ま た， γの常温における測定値はTab le1に示す通りである。 yの値は
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Fig.11. Relationship between thermal 






た ものであるが， 各試料と も熱伝導率は温度伝導率
の場 合と同様に温度上昇とと もに減少し， 800.Cで
は常温のy:í程度に減少している。 これら試料の熱伝
導率を他 の金属と比較してみると， 鉄鋼又は鉄 合金
の熱伝導率より も大きし タングステン やアルミニ
ウムより も小さい。 そして， その温度に関する減少
傾向はこれら金属とよく似ている。 熱伝導率が鉄又
は鉄 合金より も大きいということは， 機械材料とし
てすぐれた面を持っているといえる。
wc粒子の粒径が同じでwcとco の成分割合が異な
る場合 ， Fig. 14およ び Fig.15に示すように， ほぽ全
温度域にわたってwc量の割合の多い試料ほど熱伝導
率Aは大きくなっている。 いま，これらの結果を もう少








小きい。 こ の原因として次のことが考えられる。 焼
結 時において wc粒子がCo中に析 出するとき， 粒子
ー∞ 眠却 邸調。
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Fig.13. Relationship between thermal 
conductivity and temperature. 
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Fig.15. Relationship between thermal 
conductivity and temperature. 
の大きさによって粒子形状が微妙に変化すること， さらにWC
の粒径が小さくなると単位体積当 りの粒子の全表面積が増
加するため， WC 粒子とC o相聞の粒界の熱抵抗が不純物など





伝導率に関して， 古くから 多数の研究が行われ， その中で γ。
もとくに E田ken?Russe ll Q
I)などの理論的研究が有名で 5
ある。 それによれば， 熱伝導率Àeは次式に示すとおりで あ き
る。 860
(À2/ÀI)-1 � 1- 2Vl ，. ._ ， - --， t 
. 2 (À2!ÀI) +1 ._ . � Àe=À2 � :- -�'. ": ' � - (Euck e n) (5) 
(À2!ÀI)- l  l+Vl 
• 2(À2!Àl)+1 
V1203+ (À2! AI)(l-V 1203) 
Àe=À2 
V �Æ_ V 1+ (À2!Àl)(l-V �/3+ V 1)
(Russ e ll) 
( 6) 
0.4 
Fig.17. Relationship between thermal 
conductivity at 600・C and volume 
fraction of WC. 
ここに， Àl， À2はそれぞれ分散相， 連続相の熱伝導率であり， Vlは分散相の体積率である。 上式は主
として耐火物を対象とした理論式であるが， 今の場合分散相としてWC粒子を，連続相としてC oをあて
はぬてみることにする。 Fig. 16の破線はWC 粒子が2Ø)試料について， Russe ll の式の計算値を示す。
ただし， 計算においてC οの熱伝導率は文献値<w60kcal/mh oCを用い，また，WCの熱伝導率は図の実線
の外挿値として137kcal/mh .Cを用いた。 図から 実験値と計算値はよく一致することがわかる。 図に
は示してないが， Euck e n の式で計算しでもRusse llの結果とほとんど一致する。 したがって，WC-C o
系焼結合金の熱伝導率は. C o 連続相の中にWじ粒子が分散した2成分混合物として計算できることがわ
かる。 Fi g. 17は温度6000C における熱伝導率とWC 体積率の関係を示したものである。 この場合もFig.





WC-Co 系焼結 合金の熱定数 (比熱， 温度伝導率， および熱伝導率) を常温から8000Cまでの温度域
で測定した結果， 以下 に示すような結論を得た。
(1) 比熱は温度 上昇とともに増大し， ま た， 任意 の温度 では Coの成分割合の大きい試料ほど比熱が
大きい。 WC 粒子の粒径には関係しない。
(2) 温度伝導率は温度上昇とともに減少し， 800 0Cでは常温の約%となる。 また， 任意 の温度では
WCの成分割 合およびWCの粒径の大きい試料ほど温度伝導率が大きい。
(3) 熱伝導率は温度伝導率と同様に温度上昇とともに減少し， 800 'cでは常温の約% となる。 ま た
任意 の温度ではWCの成分割 合およびWCの粒径 の大きい試料ほど熱伝導率が大きい。
(4) 比熱および、熱伝導率はWC-Co系焼結合金をWCとCoからなる2成分混合物 とした場合の理論式
で計算できる。
最後に， 本研究の試料作製等にご協力下 さいま した東京タングステン輔 の堀弘隆氏に感謝の意を表
する。 ま た， 実験にご協力下 された当時本学学生 の今井， 越， 野坂 の三君 に感謝いたしま す。
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Experimental Study on Thermal Properties 
。f WC-Co Sintered Alloys 
Eisyun Takegoshi， Yoshio Hirasawa and Sadahisa Imura 
Thermal properties， namely the thermal diffusivity， the specific heat and the thermal con­
ductivity， are considered to be important factors for the study of thermal characteristics . In 
the present study these thermal properties were investigated on the specimens of WC -Co 
sintered alloys having different compositions of components and different WC grain size in 
the temperature range from room temperature to about 800oC， and the ralationships between 
the thermal properties and these factors were examined. 
The results are summarized as follows: 
(1) The specific haat increased with increasi ng temperature and decreasi ng WC weight fraction， 
while both the thermal diffusivity and the thermal conductivity decreased with increasing 
temperature and dec 民asing WC weight fraction. 
(2) W hen the specimens had the same composition but different WC grain size， both the 
thermal diffusivity and thermal conductivity increased with increasing WC qrain size. How­
ever， such tendency was not observed for the specific heat. 
(3) The experimental values of specific heat and thermal conductivity were in good agree­
ment with a well known theoretical equation of mi xture based on the assumption that 




温度伝導率， 比熱， 熱伝導率などの熱定数は熱的性質 を明らかにするための重要な因子と考えられ





(2) WCとCo の成分割合が等しくWC粒子の粒径が異なる場合， 温度伝導率， 熱伝導率ともWC
粒径の 大きいものほど 大きくなるが， 比熱に関してはこの傾向は認められなかった。








流体の↑貫性力 を考慮して軸受特性 を理論的に求めるようとする場合， 流れの運動方程式中の慣性項は
非線形で厳密に解くことは困難で、あり， 従来， 種々の近似解法がなされている。 しかし， それらの近
似の精度についてはあまり研究がなされていない。 従来より行なわれている近似解法は 大別して， 流
れのレイノルズ数Reにきま比h2e/l を掛けた慣性ノぐラメータRe
*ニρVIi2e/(μl) を摂動パラメータとす
る摂動法(1 )と慣性項 を潤滑膜厚さ方向に平均化して取り扱う解法(2)，(3) (本報では平均化法と呼ぶ)で
ある。 摂動法は摂動ノぐラメータの 大きい領域での近似の精度が悪く， 平均化法はi貫性項 を膜厚方向に
一定の値と扱うものであり， 近似の精度 を理論的に評価することは難しし、。 著者らは， 先に， 静圧ス
ラスト軸受および傾斜平面スライ ダ を対象に， 時間的加速度項 を比較的厳密に扱う解法 を提案し， 従
来の近似解法と比較検討して， 非定常性の 大きい領域では減衰係数におよほ寸影響は 他の解法の結果
に比べてかなり 大きくなること を指摘した デ(5)本報では， 無限幅ステソプスラスト軸受 を対象に， 微
小な調和振動の仮定のもとに厳密な解が得られること を示し， 流体の↑貫性力が動特性におよぼす影響
および従来の近似解法の近似の精度について調べる。 なお， この軸受の慣性力 を考慮した動特性につ
いてはConstantines cu(6)の平均化法による研究がある。
1 . 理 論 解 析
図1 にステップスラスト軸受の諸元と座標系 を示す。 潤滑流体は非圧縮性ニュートン流体とし， 従
来の流体i医lì骨理論の仮定 を用いると 流体の慣性力 を考慮した流れの運動方程式および連続の式は次
のように表わされる。
P + β + d )= 竺 +μ むθt θx θz / ax θI 
0=笠θz 
θu θw :__+←=0 θx θz 








z= 0 で u=V， w =  0 
Z=h 1( 0 �玉X三五h)， h 2(h 三五X;;玉 1) 
で u=0 ， w=θh /θt 
x = 0 ， 1 で ρ =九(周囲圧)
x =11 - 0 で ρ=ρ1S
Zニh+O で ρ= P2S 
と， 段部における流量連続条件








n / 1 1 \ I I \" 












θU δw 十 一 = 0θX . òZ 
となる。 ここに， ，，1=6 μVl /(ρa h2e 
2)軸受定数，5=ω1 / V :ストロハル数である。
摂動法は， 速度および圧力 をRe*のべき級数
(以W， P)=(UÓ，陥，PO)十Re* (U1， W1， P 1)+……… (10) 
に展開して式(7)-(9)に代入し， }ぜ の同 べきの項を等 置した方程式を順次解くものである。 解は解析
的に求まるが， 高次解まで求めると計算量が膨大となるので， 通常， 一次解までとしている。
平均化法は， 慣性項を膜厚方向に平均化して取り扱う解法であり， 式(7)を
(9) 
キ (H( θU θU θU \ __ 6 θP az u  � 115一 + U:...::..... + W -_::_ I dZ =一一一+ --H 1 \ _ òr θX θZ r- ，，1 òX θZ2 
と置き換えて解くものである。 解は解析的に求めることができる。
1 . 1 修正摂動法
本解法は， 微小な調和振動を仮定して厳密な解を得る十のである。 速度および圧力 を準定常成分
(添字q )と非定常成分(添字t )に分け， か つ非定常成分については微小な調和振動を仮定して






h =  h.， +h3e Jωt 
(句， ω'" P，) = (u， 
と置き， 無次元量
T>' 叫f p h  





1 h2e k.e ' 






) 41 ( ( TT aUq θUq \ 6 aPq "y2[λ 
Re' I日一一二 +肌 一一1=一一一一十 一一工l 寸 θX " " θZ J AθX θZ2 
(1 5) 。 a丘一 θZ 
θ【Jq a vv.; __. - __
θX θZ (1 6) 
) 71 ( Uq = vv.; = 0 
= 0 
で Uq =1， Wq =O 
Z=H1( 0 ミX主主 L1)， H2(L1三五X三五 1 ) で
X= 0， 1 で 九=1
X=L1- 0 で Pq =Pqls 
X=L1+ 0 で Pq=Pq2s
Z= 0 
_AT aUq ___ aUt 一三一 aU� I + u， 一一一 +W q 一一一 +W t 一一:_j





[ θUq TT aÛ t 
・Re* 牢 Ut-f-Re- I i�_::一 一 十 Ua---=-一一I ' θH 















Z=o で Ut= Wt=O 
Z=H 1e( 0 �五X孟Ll)， H2e(L1孟X三五 1 ) で Ut= 0， Wt=j 
X=O， 1 で Pt= 0 (21 ) 
X=L1- 0 で Pt=Pt1s 
X=L1+ 0 で Pt=Pt2s












内1圭(ん1 )Z + 1 (24) 
， �lょ (Ll-2X)+之江主 } { 1 -
jR/ I _ � TT � TT � \ 3jRe* F16 dPq1s + 一一一一一( 01Fll-H1e F13-H 1eF151+一一一一一 一一一01 H1e2 l - . - .. -- .. - .u -- - 'U ) . A L 1 dH I \ ， ---. I H=Ho 
3 jRê 一一一一 (Pqlse -l ) (Ø!Fll-H1oF12-H1oん) (25) AØ!L1 
j I � sinh(2cpZ一cpH1o)+sinhψH1o I �Zー }白001 I - 2cpcosh cpH 10 I 
X σRe*事 ーPt 1= PtlS 一+ -=-=一一一( L 1X-X2) (2n L1 24 Ø! 
ここに， cp=.jjl(e** / 2， 01=H1oーがta巾￠品eであり， Fll-F16は
d2F1四五:_ -4q1!F1m=ん(幻 (m=1，2......，6) (28) 
ただし，
fi=Z 
1 72 \1"^，，}，f? _ 7 _ _ 1-1. \ 1 
五= 1 T� -Z H一、\一二一� -q \ 1110 / I cosn cp1110 I 
Icosh(2cpZ一cpH10) 1 I j3=( Z-H1o) 1 - - --- ' - �- T
� --'" - 1 } i cosnψ1110 I 
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ψ一2qL 一' n 一n一S -Z 五
Z2 A二五7 z 
を境界条件Z=0， Hleで Fll=F12=………=FI6=0のもとに解いて得ら れる Zの関数であり， 次
のように求められる。
� 1 {Hle sinh 2 cpZ �\ 
1'1 1-4ql \ sinh 2cpHle 一つ
1 (1 Hle2 \ si 吐12cpZ 1 (_ yy _ 1 \ 1 
Ì2=- 1 一一一 | ーー で三一一十 一一了一一一 1 Z2- H1eZ+ 一一一1+一一一一16cp \4辛子 3 ) cosh乙cpHい 4ザHle \ - --'C- . 2 ql } 4ψ，Hle 
(竺- Hl;Z2 + 
8
�- ) �叫ん日e) 1 ( 一一一一一一 f Z2-HlpZ十
3 2 ql ) cosh cpHle 16cp2H1e \ --'C 
cosh( 2cpZ一cpHle)
cosh cpH1e 
Hle ( 1 4 \ ， . � _ Hie cosh 2cpZ Hle2 l 一一一一一一 Is inh 2cpZ十 -' - + 一一一一16qタ\sinh 2cpHle tanh 2cpHle r - -- - T - . 4ql 16cp 
sinh 2cpZ Z-H1e Z2-2HleZsinh( 2ψZ一cpRie) Z cosh(2cpZ一cpH1e)一一一 一
cosh2 cpHle 4ql 8cp cosh cpHle 16ql coshψ品e
( 1 3c田hcpHle -1 \ . '_.1.0 '7' 1 ( Ì4= -'C I __ - - ----.，..--<� . I si 凶12cpZ- . . __ 1 2Z2-H1eZ+ 4cp2 \sinh 2cpH1e 8cpHle Cosh3cpHle r- T - 4cp2Hle \ 
(30) 
1 \ 2cosh øHー-1 ( _  2 \ 1- �� ， � ム sinh( 2cpZ-2cpHle)-1 Z2-HleZ- ーっ | が) 32 cosh3 cpHle ' T T _. . \ - _. cp2 ) 
cosh( 2cpZ一cpHle) 2Z -Hle . ， TT • {� Hle \ +一一一一一 ta nhψHle +， Z一 一一一一一一一 l 8cp2Hle coshcpHle 8cp3Hle ._.... "'--<. ， \
 -
coshψHle } 


















16 cp3 cosh2 cpHle 




本解法は， 修正摂動法の式(14) ， (1ro の Re*のかかっている項 を膜厚方向に平均化して扱う解法である。
すなわち， 式(14) ， (18) を 次のように置き 換えて解くものである。
r H 
Re* f I 
一一 I f ι H I \ 可
) -n 〈 d( θUo ___ a Uq \ ，� 6 a f>q a 2 UQ 一二一 十w: :::.一一Id Z=一一 一一←+ 一一二θX 吐θX J AθX θZ2 
a llt _�_ θUQ I 一一一+ W， 一一士 | δ:L a:L I H=He 
占 r He I ^ 
H T^' " Re" J ，.θUq δU， ，"; θUq jRe** Ut十一1 Ir--::ー ←十 q 一一十 日一一+ WqI I θH θX θX " " " 
12 δp， a2 llt -一一
σ θX θZ2 
) qruq‘d (
(33) 
，、一 島 、 .. 一 一Ut1はらえ のよ7に 求められる 。
i 
準定常解およびW山 Pt1は修正摂動法と同じ形であり，
I j ， T n m " 12j P，ls _1 1. cosh( 2 cpZ -cpHle) =�一一 ( Ll-2X)+ 一一 C H 1-12仇 θRe** Ll -1 1 coshcpHle 
c は
C RJ /φ l 帥cpH1e ì品l d Pqls 二 一ττ一一一一 I �--Hle十 一一一一一一1 ー十一一Re** Hle(/h \ 2 - - - - " cp ) σ L1 dH HニHe





2 .  1 剛性および減衰係数
単位幅当りに働く変動力ん・e/wtの変位と同位相成分より剛性 を， 変位速度と同位相成分より減衰
係数 を定義する。 ここで， .10 5 を五s =ê.Pal.氏sと無 次元化す れば， ρ'al/�eで無 次元化した無 次元剛
性Kおよび九l/ (�eω)で無 次元化した無 次元減衰係数B は 次式のようにそれぞ れFosの実部および
虚部で求めら れる。
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K=-Re(Fos) 。。
B= - Im( Fos 1 (36) 
2 .  2 非常常流量
単位幅当りの流入流量の非定常成分をEωlht eで除した無 次元非定常流量Qtは 次式で求めら れる。
。t=l日dZ 仰)
2 .  3 非定常抵抗係数
単位幅当りに働く抵抗の非定常成分をEμω[2jht eで除した無次元非定常抵抗係数Dtは次式で求めら
- ( l a Ut I T1=ーI� I dX - . IθZ I 
)0 I z=o 
これらの諸量は結局， Hle=hle/ht e， Ll=ldl， A ( 軸受定数 )， Re* (慣性ノfラメータ)， R♂* (非定
常パラメータ)のみで整理することができる。
なお， スクィーズ数 σとこれらのパラメータ聞には 次の関係がある。
れる。




















I Re" 10 '0' 
図2 剛性， 減衰係数におよぽす影響
一dヨー




ノルズ数にすきま比 �e/ l を掛けたもので， すきま比が1/1000程度の通常の 軸受では， 層流下 (Re
<1000)で1を超えることはないが， 特殊な場合ですきま比が 大きければ， 1を超えてさらに 大きくな
ることも予想しうるため，Re* =10までの計算結果も示す。 図中， 破線は慣性力を無視した理論値を
示す。 Kについては，Re吋め減少とともに慣性力の影響は小きくなるが， BについてはR♂* →Oに
おいても慣性カの影響は有 り，それはRe*が 大きい程 大きい。R♂*の増加とともにKは急激に低下す
るがB/Re** はゆるやかに増加する。Kの低下し始めるR♂*の値は Re* の増加 えともに 大きくな
るが， B/R♂* の増加しはじめる値はRe* の 大きさによってあま り変わらない。 Qについては，
慣性力の影響はR♂ が 大きい程 大きく， Q の実部ではKと同様に R♂* の減少とともに小さくな
るが虚部ではR♂40においても影響は有る。Re*事 の 大きい領域では， Re*事の増加とともに慣性力
の影響は実部では小きくな り， 虚部ではRe* の 大ききに関係なく一定値に漸近する。品についても，
Qと同様の性質がみられる。
図5-7に各解法の比較を示す。 図中， PMは摂動法を， AAは平均化法を， MPM は修正摂動法





常性の影響が大きく現われ，それらと AA， PMn 




度はRe** の増加とともに著しく悪くなり， AA 
































1 ) 剛性Kt二ついては， 各解法の差はほとんどない。 減衰係数Bについては， 非定常/{ラメータ
Re**，の大きい領域で， 摂動法， 平均化法の精度が悪くなるが， 平均化法はRe学的値があまり大き
くない限り近似の精度は比較的良い。
2 ) 非定常流量Qについては， Re** の増加とともに摂動法の精度は著しく悪くなる。 他の解法は
差がほとんどない
3 ) 非定常抵抗係数Dtについては， 修正平均化法 は比較的精度が良いが， Re村の増加とともに，
平均化法の精度はかなり悪くなり， 摂動法の精度は著しく悪くなる。
4 ) 近似の精度と計算の煩雑さを考えると， 実用的には， 通常の条件では平均化法を用い， R♂*の
大きい領域で修正平均化を用いると良いと思われる。
付 録






















十《日OU R -7J 
であるが， 微小振動を仮定しているのでe<( 1であり， l1t・θl1t/ ax ， VV;. al1t/ azの項は常に省略で
きる。 また， 膜厚方向の運動方程式は
(ケ)� Re* 
( θW θW θw\ 6 a w (h2e 日
2W-ZRJ(s-u-+W- ) =一一一+i- j -
l θ T θX ' .. aZ / Aθ z ' \ l JθZ2 
であるがんe/lの値は高々10-2程度であるからθP/θz= oで置き換え得る。これらのことより，通常の軸
受の動特性の解析には， 基礎式として式(14)-(16)， (18)-(20)を用いれば十分で、あると思われる。
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Effects of Fluid Inertia Forces on Oynamic 
Performances of a Step Thrust 8earing 
Yoshio HARUYAMA， Tsuneji KAZAMAKI Norifumi I SAJI 
In this paper， the approximate solutions of the governing equations classified in four types 
are analyzed on the dynamic performances to estimate the inertia effects of the lubricant flow 
of a step thrust bearing with infinitely width in a laminar flow regime. The main features of 
results are as follows: 
(1) The exact solutions can be obtained under the assumptions of small harmonic gap var­
lat!On. 
(2) The solutions which are analyzed by averaging out the termes containing inertia para­
meter in the governing equations across the film thic kness give close approximations in a 
wide range of designing conditions. 
(3) The solutions which are analyzed by averaging out the inertia terms in Navier-Sto kes 















* 藤 塚 幸 中 川 孝 之
緒 言
すでにパーソナルコンビュータ(PANAFACOM C l5E) ， XYプロッタ (渡辺測器WX 4671型) を
利用し， 制御系の初等的な諸問題 を取り扱うときに用いられる プログラム (資料) を示した:l)ここ
では引きつづいて制御系の特性方程式の根軌跡を求める プログラム， 及びその演算例について述べる 。
本報に用いた器械は， NEC製コンビュータ (PC -9801) ， ドッドマトリックスプリンタ ( PC-
8821) ， 及び渡辺測器製サーボプロット(DA-8400) である 。
制御系の特性方程式の根 が求まれば， 過渡応答特性が明らかになる が， 一般に制御系の特性方 程式
が高次の方程式となる 場合や， 系 のゲインの増減にともなう制御系の特性を考える 場合には， ゲイン
Kの種々な値に対する 高次方 程式の根を， 手数のかかる 数値計算によって求めなければならない。 も
しこの数値計算が， パーソナルコンビュータの助けによって行なうことが出来れば， 1950年頃， W. 
R. Evans によって提唱された根軌跡法に適用して， 図面上に根軌跡 が求められる 。 この報告は， 根
軌跡 をパーソナルコンビュータで求められる 例と， そのプログラムについて述べたものである 。
1 . 特性方程式の根軌跡の求め方と慨要
1 . 1 特性方程式と根軌跡の一般的性質
一般に制御系は， 図 1のように示される と， 制






となる。 式( 1)のG(S)=K/S(T1 S+ 1 )(T2S+ 1) ， H(S)= ]とした例では 1+G(S)H(S)= 0が式( 1)
の特性方程式で， 一般にSの高次方程式である 。 この式を S について降棄の式に書きあらためる ため，




H(S)= 1  
S (T1 S+ 1 )(TzS+ 1 ) 
K/TIT2 G(S)= S (S+ l/Tl)(S+ 1/T2) 
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， S(S-Pl)(S-P2) ， 
K 1 1 
KOI=一一一一. Pl=ー で十一. P2=-=-1 T!T2 ' Tl ' T2 
そして， 特性方程式 1+G(S)H(S)= 0 は， 次のようになる。
S3ー( Pl+ P2) SL PIP2S + KoニO
以後， 式(4)に示す関係から， 伝達関数のゲイン Kの1/TIT2倍した Koを説明の都合上用いる。
次にコン ビュータを利用し， プログラムを作るため， 根軌跡 に関する諸性質をかかげる。
①軌跡、はG(S)， H(S)の極から出発し， 零点が軌跡 の終点となる。
②軌跡、の漸近線の方向と横軸となす角度は(180+ N X 360 )/ (極の数一零点の数) となる。
③極， 零点が横軸に配列された場合， 一つおき に根軌跡 が存在する領域である。
④漸近線が実軸を切る点は(LPi-LZi)/ ( n-m)である。
⑤軌軸は実軸に対称、である。
2 .特性方程式の根の近似解法と プ ロ グラムの流れ図
(4) 
( 5) 
G(S)， H(S) の極点の数が少なし 2 - 3個の場合には， 一般的に根 を求める公式によれば良いが，
極数が5個以上になると一般的方 法が無く， 数値計算による近似的解 法によらねばならない。 すなわ
ち， 三次式， および四次式ではそれぞれ Carda no の公式， およびFerrari の公式が用いられるが， 五(2) 
次式以上では近似的に根を求める種々の方法によらねばならない。 ここで， 筆者らはこの数値計算を
Bairstow 法と Newton - Rapson 法と組み合せた方 法を用いた。 すなわち， 方程式の次数が， 偶数次
の場合は， Bairstow 法を， 奇数次の場合は， New ton - Rapson 法により1個だけ近似根 を求め， 次
数を1個減じ， 方程式の次数を低い偶数次の方程式とし， Bairtow 法によりその式に対する根 を求め
ることにした。
次に特性方程式を定めるG(S)， 日(S)の極， 及び零点が定まっている場合と， 定まっていない場合
とのプログラムは， 作成上たいして違っていないが， それぞれの場合に対してプログラムの大要を述
べる。
2. 1 G(S) H(S)の極， およひ噂点が定まっている場合
特性方程式のG ( S )H (S )をつぎの式とする。
K(S-ZI)(S一日) ……( S-Zm) G(S)H(S)= ( S -PI) ( S -P2) . . . ・H・ . . (S-Pn) 
(6) 
このとき は， 極， 零点は実軸上に決定される場合で， 極， 零点の位置の値を配列p( I)( I= 1， 2 ，  
" n)， Z( L)(L= 1， 2 ， ……， m) として表し， nを極の数， および、mを零点の数とする。
次に特性方程式を式(5)のように， S に関する n次方程式とし， Sn項の係数を配列A(n+ 1 -N)(N= 
n， nーし ……1， 0) であらわすと， 特性方程式はつぎ のように書かれる。 ここで， N は次数をあ
らわす。
A(l)sn+ A(2 )sn-l+ A(3)sn-2十……+A(n)S+ A(n+ 1 )= 0 ( 7) 
たとえば， G(S)H(S)= K (S-Zl)(S-Z2)/ (S一日)(S一日)(S一日) の場合 ( 3つの極と， 2 つの






A(3)=P(l)・ P(2)+P(2)・ P(3)+P(3)・P(l)-K{ Z(l)+ Z(2)} 
A(4)=-P(l)・P(2)・P(3)+ K. Z(l)・Z(2)
(8 )  
一般に伝達関数の分母， 分子の関数形が種々 の形であたえられるので， 係数A(l)， A(2)， A(3)… 
A(n )，A(n十 1 ) は， 伝達関数形が定まる毎に異る。 すなわ ち， これらの関係式(8 )はその都度計算し直
す必要がある。 言いかえると， プログラムの行番号と， 各係数A(n+l-N)の関数形の訂正をしなけ














K(S帽Zl)(S-Z2l 吉10同"0:A(1)"1520 A(2)・-P(1 )-p( 2)-P(3)保





















ればならない。 表一1は， あらかじめG(S )H(S)の関数形の代表的なものに対して， その計算し
た結果を一覧表にまとめたものである。
次に， こ の方法によるパーソナルコンビュータ用のプログラムがプログラム l で， このプログラ
ム作成用の流れ図は図 2である。 ここ で， Xyプロッタ上に画いた根軌跡 およびディスプレー上に
画いた根軌跡 のプリンタへフ。プリントした例(プログラムはプログラム 2参照 )を3 . 1項にかかげる 。
2. 2 入， 出力比をあらわすSの関係式(分数式)から極， 零点を求めなければならない場合
入出力の比が一般にSの分数式であらわされ，その分母，分子がSについてn， m次式で表わされる の
が普通で、ある。 この場合， これらの極， および零点の中には虚数部の値をもっ根があるのでSに関す
るn次式の根を求め， 実根および複素根を決定し， S - Plane 上にその位置を表示することになる 。
ここで 2. 1項の場合も含めて取り扱うとすれば， G ( S ) H(S )の分母， 分子をn，m次式に書き かえ，
次にのべる方法で根軌跡 が求めることになる。 したがって， この方法 はより一般的方法と言うことが
できる。
特性方程式の G ( S )H (S )を次式とする。
K(qlSm十q2Sm-l + ・・' + qmS+ q，叶1 )G(S) H(S)= dlSn+ d2Sn-l十…十dnS + dr什l
- 35 一
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この場合， 入力する値は分母， 分子の各項の係数dl，d2……dn，dn+l， ql， ql，……qm， qm+l 等の値とする。
プログラムの流れ図を作るとき， まず入力として分母， 分子の各項の係数をあたえるための行番号
と命令をプログラムに付加する。 ( プログラム 2参照)
N 分数の次数 L 分子の次数
D ( 1 )(I=1 ，2，…N，N+1) 分母の各項の係数値 D( 1 ) =dl，D( 2 ) =d2・… ­
Q( 1 ) 0=1 ，2 ，…L，L+ 1 ) 分子の各項の係数値 Q(1)=ql，Q(2 )=q2・…・・
とし， G( S)H(S)の分子をあらわす方程式を零として根を求めると， この根は零点である。 他方極
点はG( S)H(S)の分子を零とした式の根 または 次式の 特性方程式(10) においてK=O とした方程
式の根である。 式(10)は， m< nで， m= n - 2とすれば
dlSn+d2Sn-l+ (<13- Kql)Sn-3十(d4一両2)Sn-3寸…+ (dn-Kqn-2)S+ (dn-l-Kqn-l) = 0 (10) 
となる。
この式仰において， 種々なKの値に対する根は， n個の根で根軌跡上にある。 すなわち， Kの種々
の値に対する式(10)の n個の根を求め， この位置をS - plane 上にプロットして根軌跡が求められる。
この場合のプログラムの流れ図については， 入力のあたえた， および零点， 極の計算部を除いた演算
部がほとんど同一で、あるがら省略する。 そしてこの場合のプログラムをディスプレー 用のものをプロ
グラム 3に示し， これらの計算例は， 次の3. 2項で説明する。
3. コンビュータによる作図例
3. 1 G(S)H(S)の極， および零点が確定している場合
G (S)H(S)の関数形が定まっている場合には， 表1を用いて特性方程式の一般式(7)のSに関する
多項式の各項 の係数A(l)， A (2)‘ A( 3)……が定まる。 これら の関係はプログラムー2 に示す行
番号510-530で示される演算式としてあたえる。 もし， G (S )H (S )の関数形 が 異る場合は， 表 にし
たがい行番号に応じた新しい演算式に書き改めなければならない。
たとえば， G(S)H(S)=K/ (S -Pl)(S-P2)(S-P3)(S-P4) において， 零点がなし極が 4個あ
るとき， Xyプロッタ上の根軌跡は図- 3で示される。 もし， K/S(S-P2)(S一日) なる場合には，
それぞれに対応するA(l)， A(2 )…なる係数は表から簡単に算定きれる。 すなわち， この場合表に示さ
れた式においてPl=Oとして取り 扱えば良いからである。 このようにして制御理論に示された種々の
伝達関数の根軌跡は容易に求められる。
次に， 2個の零点と3個の極を有する場合のディスプレー 上の図形 をプリンター で記録した図形
の例を示す。 (図 - 4 参照)
また， G(S)H(S)=1/S(S 2+ 2n�S+ 1 )  の例では， 極が虚数部を有するので， この場合は， 2. 
2項で取り 扱った方法によらねばならない。 その演算は図- 5 の通りである。
3. 2 G(S)H(S)の極， 及び零点の計算を要する場合
G(S)H(S)は， 一般に式(6 )のょっに示され， その形が表 - 1 の中の何れかである場合についても，
この表を用いると， 一般式(7)のSに関する n次式の各項の係数A(n+1-N) がA(l)， A(2 )， …の式よ
り定められる。 この事は， プログラムー 2 に示す行番号510- 530番の各演算方程式が定 まる事
に一致している。 1 例として， 極がーし 一2， -3， - 4 ， および零点の無い場合の根軌をXyプ
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行番号10-140においてS - p lane 上
に座標軸， および目盛を記録し，G (S ) 
H(S)の関数形を所定の位置に記録さ
せる命令文， 210-5 40 根軌跡上のそれ
ぞ、れKの値をそのときの根の位置 近傍
にプリントきせ 570-760 S -plau e 
上に極， 零点をフ可コットさせる命令文，








の方法 (2220-235 0の命令) ， 或は，
Ba irstowの方法 (2360-265 0の命令)
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で根を求めるようにしてある。 すなわち， すでにのべたように多項式の次数が奇数次なら， N ewton­
Raphs onの方法でl根を求め， 方程式を 1 次低い偶数次の多項式とし， 偶数次の根を Bairstow の方
法により根を求めるようにしている。
こ の 計算例ではプログラムー 3 を使用してディスプレー 上に画カ通れれたものをプリンター によ
って記録したものである。 なお， 図 - 6は伝達関数の分子がSについて 3 次式， 分母がSについて 7
次式で， それらの項式の各項の係数が指定されている場合の例である。
4. 制御系の質の改善への利用
線形制御系において， 入力に対して出力が収束するか否か (系は安定か否か) は， 特性方程式に対
して， ラウス， フルウィツの方法で明確にされるが， 安定度については Bode 線上ゲイン余有， 位相
余有を考慮して安定度が予測される。 さらに， これらの余有度によって制御系の設計変更が試みられ
ることは良〈知らきれている事である。 ここで設 計に際して， すでにのべたパ ソーナル コンビュータ
のw. R. Evans の根軌跡への利用により， 種々のゲー ンに対する特性方程式の根をS-plane 上に表示
(制御系の根軌跡がブラウン管， 又はXYプロッタ上に図示) させ試みる方法と， インデシアル応答
に及ぼすS-plane 上の根の位置と減衰係 数と の 間 に ある 性質 から定められる限界曲線を考えて安定
性を考慮、して設 計変更を試みる方法が考えられる。 すなわち， 極点， 及び零点の付加， または位置の
変更に対して， 根軌跡の形状の変化をディスプレー 上に容易に示すことができることと， 根軌跡上のゲ
ー ンの値 まで画かせる得るため， 制御系の質の改善に大いに利用できることがわかる。
5. 総 括
これらの事は特性方程式に対し， ゲー ンの変化にともなう特性方程式の根の位置を数値計算ちよっ
て決定し， W. R. Evans の提唱した根軌跡を求めたものである。 本来のEvansの考え方は特性式を満
足する各種の複素量をVe cto r とし， 各種のVe cto r の偏角に注目して探索的に根軌跡を求める方法
で， この件については更に研究 をする必要がある。
参 考 文 献
(1 )  中川外4名 :富山大学 工学 部記要， 34， p 36， 昭和5 7年3月
(2) 国井利秦外2 :数値計算とプログラミング， 共立出版
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On Using of the Personal Computer as to Determining 
Root Locus of the Characteristic Eqations in the Systems 
Koichi FUJITUKA. Takayuki NAKAGAWA 
We have stu died the solutions of elementary problems on the control systems and the 
graphical method as to determining root locus of the characteristic equations by u sing the 
BASIC programs of digital computer. 
In this paper， we have describe d th巴 results of BASIC programs of these methods and 
constructed the figures of root locus of these equations in the s-plane. 
〔英文和訳〕
システムの特性方程式の根軌跡決定に関するパーソナルコンビュータの利用について
藤 塚 幸 一， 中 川 孝 之
我々はデジタル コンビューター の BASICプログラムを用いて制御系の初歩的問題の解と特性方程
式の根軌跡決定に関する図式的方法とを研究 した。








* 堀 田 之 孝， 中 川 孝 之
緒 言
自然界に起る振動現象の大部分は非線形振動で， その振動の限ぎられた範囲内で特性の線形化を行
い， 線形振動を基礎とし， この組み合せでこの振動を取り扱ったものが多く， 解析的方法による一般
的な解法は無い。 したがって非線形振動に関する諸問題は， その都度， その解法は多様化して いるの
で， 種々の方法がある。
ここでは， 一般に良〈知られた油圧駆動系に生ずるStickSlip現象と， 電気工学上良〈知られた
Van der Polの式の解曲線等の例をあげ， 従来用いられている方法の慨略L 筆者等の提案するコン
ビュータ利用による方法について のべる。 例にあげる何れ の現象もその動作方程式は， 非線形微分方
程式となり， ルェナールの作図法および拡張したこの方法により近似解を求めるうるが， 何れの場合
もその作図の手続が複雑で、あり， 解は 定 性的で、定量的には不十分で、ある。 しかし， この作図の慨念を
基礎として， この手続をコンビュータを利用し， Xyプロッタ上で行なわせると ， 作図の場合より迅
速に比較的な確な 解がえられること がわかった。
この報告は， この考え方と その例について のべたものである。
1. 二三の非線形微分方程式と図式解法の慨念
まず， 油圧駆動系の例として ， 油圧i原， サービス弁， 管路， ピストン， シリンダ， 及ぴ摩擦面上を
運動する負荷からなる機械系を考える。 系の動作方程式は， つぎに示す流量一圧力特性方程式と系の
慣性負荷の方程式とで表 さ れる。 ここで方程式 中の各種パラメータの詳細な説明は省略する。 これら
の二式は
め， dP P 2A-_-+βGーニα(θ)♂s(ρ一一) (1) β:油の圧縮率 G:動作にあずかる油の全容積見a\; ，- - dt -， -， . - -，� P s 
ax dx r1玄
M -τ+f(一一)+F 一一= APa\;" 'a\; ' a\; 
2A 2 γLA p 
(2) M=Mn +-:-γ( -----=-=-一二)，υ A; g 
F =担些ぷ-
A �g 
と 書ける;1)この系物作方程式は連立非線形 微分方程式で，r1X この解を位相平面v-P面に 求めるため ，
V=瓦と おいて， 式(1)をつぎのように変形する










+ a(8l_ P _豆8) ffs dP 2M 2AゾPS - 2A 
rN 民 1P-7i{FV+f(V)} 
がえられる。
いま，Liénard の図式解法を用いるため，変数変換を行なってVの次元をPの次元に等しく しなけ





rN1 ( 6 ) 
(7) 
ma(8)一 mr(θ)P � H1(P)=一一一一-P 一一一一- /P2A ffs - 2A v - S 
ここで、
















が二曲線と交わる点をそれぞれ Bl' C1 とする。長方
形 A1B凡D1の対角線D1A1に垂直な微小線分ξ可
は，A1を通る解曲線の点 A1 を通る勾配をあた える。
つぎにこの勾配上に線分へ�を求め， 点A2を定める。
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Li+Rωi+ : fidt= 0 (瑚
ここで1 = axとし， jiIjj-式を書きかえると，
叶(一刊ZIMJr2X2)云+
1 -X =II 
LC 
) -l (
となり ， さ ら 山 �L ' 任r oニε ，




となる。 ここで β = 0となるとき， 良く知られている
Van d er Pol の式となる。









求めることができる。 すな わち， 前例のように コン ビ
ュータを利用して， 作図をするプログラムを付録 2 
に示す。 またこの場合の演算例についてもまた3. 2項
でのべる。 この場合， コンビュー タ用プログラム作成
のための流れ図は紙面の都合で省略する。
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図 -3




図-3で表 わされる。 この図にしたがって作成したプログラムを表示すると付録一 1となる。
つぎに付録←lの行番号に注目して， その作業の大田各を説明する。 10-190横軸， 縦軸を画き， 縦座
標の目盛数， 及び圧力 Pkg/cm2と， 横座標目盛および速度 V(kg/cm2) とを画く。 なおこの図面は， L'i­
enard法によることを表示する。 200-260において， 入力の定義と流量圧力特 性と， 摩擦特性曲線と
を表示する。 1000-1100は二次式(微少速度に対して)と三次式(比較的速度大に対して)とで摩擦特 性
を表 わすことと， かっ計算範囲を指定する命令とである。 15 00-2080は流量圧力特 性を一次式で 近似
した計算と， その範囲の指定をしている。 250 0-255 0はデータ a， b， mの値を図面上において定め
た位置に記録させる命令であり， さらに また， 4000-45 00は流量圧力特 性， 及び摩擦特 性を表わす曲
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きて， 従来の解曲線を求める慨念といちじるしく 異なる行番号は， 3010-3280までの行命令である。
しかし， 従来の慨念による等傾斜曲線群を用い， 解曲線を求めることも出来るが， この場合について
のプログラムは省略し， コンビュータによる等傾斜曲線群を求めたものも3項にまとめ図示する。 こ
の様な取り扱い方をすると， 計算結果を得た後で， 作図の作業が必要となるばかりでなく， 精度も不
十分であることは論ずる までもない。
2. 2 Van der Polの解曲線を求めるプログラム
この場合も2. 1項における 3000-3280 に示した解曲線作図の方法と同様な方法 (420-580は
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サイクルの大きさは 2より大きくなる。 これは行番号420 のRの値およびεの値の選び‘方によるもの
で， これらの値が小きくなればリミットサイクルの大きさが 2 に接近する。 したがって， 厳密には定
性的な解曲線の特 徴が迅速に求められるということで， 定量的にはこの方法は， ある意味で欠点を有
していると言 わねばならない0
2， 3 その他の例
2， 2項で示したプログラム中420ー と同様な方法によってCR発 振器， およびflipflop の動 作
を位相平面上で取り扱いうる。 すなわち， 真空管又はトランジスタのそれぞれの電圧の状態変化を電
圧であら わす平面上において考えられる。 そのプログラムは付録- 4， 5 に示し， これらの系の状態
の相対関係を表す図は， つぎの 3項に まとめて記す。 詳細な説明は省略する。
3， 演算例と その説明
3， 1 Stick Slip現象について
図-4 は， b =10， m = 1 とし ， aを 2， 15， 及ぴ1 .25と変化させてXYプロッタ上に画いた位相
面上の解曲線で， これらの図から流量， 庄カ特性曲線の勾配が大きい程， Stick Slipが生じやすし
この特性曲線勾配がゆるくなる程， 振動性が減少し安定点に向う解曲線となることが定 性的にわかる。
この事に対する詳細な説明はすでに特異点近傍の摩擦勾配と特性曲線の勾配との関係によるものであ
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3. 2 Van der Polのリミットサイクル
式(14)に注目し， Stick Slipの場合と類似の方法によるプログラムは， 付録一2， 3である。 行番号
45 0 -5 80までが， 前の3. 1 項でのべた， 3000 -3280に対応して， ルェナ ルーの作図法の慨念を使用
している。
次に演算例として， (a)ε=0 .1， β= 0 としてXYプロッタを用いたものと (図- 5参照) (b)ε 
=0 .5， β=1としてディスプレー上に表したものと， プリンタを用いて記録した (図- 6)二つの例
を示す。 どの例についても 原点から十分はなれた位置を初期条件とした解は， 原点のまわりに考えら
れるリミットサイクルに収数し， 原点近傍の位置を初期条件とした解は， 原点(不安定点とし)のま
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堀田 ・中川 非線形システムにおける積分曲線決定について
3. 3 その他の例
3. 1 ，  3. 2の各項で示したように， ルェナ ルーの作図法の 原理を拡張した方法を用い， CR発
振器， およびflipflop 現象にも適用できる。 この場合は位相平面として， 横軸， 縦軸に使用するこ
つの真空管電圧の値をあたえることになる。 この場合にはそれぞれの系の動 作方程式は， 一般的な式
で表わすと，
空翌三 =Ul+βRf( uz)- E dt 
および
(15) 生L =U2+ βRf( ul)- E dt (16) 
dUl 生乙 =uz十βRf( Ul)- E (17) -:;-::- =Ul+βRf( Uz)- E (18) 
dt 
-" ， {'J' �- �\-�I - ，..， dt 
となるように， 動作方程式を一般式に変換後; 2)この取り扱いを行なうことになる。 ここではこの取り
扱いおよび， プログラムは， 3. 1 ，  3. 2の取り扱い方と同様なので， 省略し演算結果の図一7，
および図 8のみを示す。 すなわち， これらの解曲線は， E= 1 ， βR= 1 ， およびf( Ul)=( Ul+l) 3，
f( uz)=( uz十1) 3 として求めたものである。 ( 附録4 ， 附録5参照)
-4 




非線形微分方程式で表 わされる機械工学 上の問題も， 電気工学 上の問題に対しでも， 現象に関係す
るパラメータの関数関係を用いて， それらの方程式が座標系の拡大， または縮小が可能である場合，
この方程式は簡単な形となり， パー ソナルコンビュータで取り 扱7ことが容易となる。 そして演算の
結果を状態平面(位相平面) 上に図示しうることを示した。 この事はこれらの諸問題をき わめて短時
間にその傾向が明らかになるので， 研究上パー ソナルコンビュ ターは大変有難い道具と考えられる。
さらに， 座標系の回転等を考慮した方程式についての問題と， 計算結果の精度に関する考察とは，
十分行なっていないので， 今後の問題としたい。
参 考 文 献
(1) 明石， 中川， 大住， 機械学会論文集， c， 45， 390， p195， (昭54-2).
(2) A. A. ANDRONOV， A. A. VITTand S. E. KHAIKIN: THEORY of OSCILLATORS， P.305， PERGA­
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On Using of the Personal Computer to Oetermining 
。f the Integral Curves in the Nonlinear Systems 
Nobutaka HORITA. Takayuki NAKAGAWA 
This report is explained to the method wich is described integral curves of the equations 











The One Phase Stefan Problem by Galarkin's Method. 
( I ) 
Y oshiyuki FURUYA 
Department of applied Mathematics, Faculty of Engineering, 
Toyama University, Takaoka 
The heat transfer of solid with phase change is treated. The problem is one phase problem 
that is the melted portion is immediately removed. The Galarkin's method is used for this 
purpose. And numerical calculation is done by the personal computer. 
§ I . Introduction. 
The Stefan problem; the heat conduction in solid with phase change are investigated by 
B. Boley. The model is the solid that the melted portion is immediatly removed that is to say 
one phase problem. He evaluated this by use of immaginary heat sourse and formulate the 
integra differential equation. The numerical procedure is very difficulty. Then we try to analyze 
this problem by use of Galarkin's method. The initial temperature distribution is parabolic. The 
numerical calculation is done by the personal computer of MULTI 16 type. 
§ 2. Basic Equation of Stefan Problem of One Phase. 
As an example the problem of a melting slab may be considered. Take a slab of thickness 
L, occupying the region 0 < x< L, insulated at x = L, exposed to a prescribed heat input Q(t) 
at x= 0 and initially at parabolic temperature dustribution, 8 = (L- xi. 
The differential equation and the boundary conditions are as follows : 
ae a2e cat= A ox2, • • • • • • • • . .  • . .  • . .  • • • • . .  • • • • . .  • •  • • . .  • . . . . . . . .  • • • • . .  • . . . . .  • . .  • • . . . .  • . . .  • • • . . . .  • • . .  • . . . . . . . .  • • • • • . .  • .. . (2. 1) 
-A ( ��). = Q (t) - pls, . . . . . . . . .. . . . .. . . . . . . . . .. . . . . . . . .. . . . . .. . . . . . . . . .. . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . . . . .  (2. 2) 
e < s, t) = e., .................................................................................................. ·(2. 3) 
( ��) L = 0, ' ' ' " ' '' ' " ' ' '" ' ' ' ' " ' ' ''" ' ' ' ' " · · · "' · ·" · · ·" ·" · ·"" · · . . . .  "' · · . . .  · · "' · · ·" · . .  · · . . . .  · · . . . .  · ·(2 . 4) 
where 8 is the temperature change, c is the specific heat per unit volume, A is the coefficient 
of heat conduction, s is the position of the melting line, pl is the latent heat per unit volume 
and em is the melting temperature. 
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Introducing the normalized variables 
8' = _!}_ 8m, x' 
X 
L, t'  =_1_ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ·(2 . 5) h , 
and the facters 
LQ(t) a=---A. 8m , c
L2 h=- . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 6) A. , 
we reach the following basic equations: 
a8' �8' 
at ();r'2 ' 
-( ��:). = a(t)- f3s . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 7) 
8' (s', t') = 1 ,  ( a8: ) = o. ax 1 
§ 3. .The Solution of Galarkin's Method. 
For simplifying the equations, we neglect the primes of equations of (2. 7) : 
a8 a2e 
(j{ ax2, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 1) 
-( �� ), =a- f3s, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 2) 
8(s, t) = 1 , ................................................................................................... (3. 3) 
( �� ) 1 = 0 . .. ................................................................................................ ·(3. 4) 
we set the solution as 
8= ��=� )2+ �1a,.(t)cos (n- ;) n i::::; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 5) 
This equation satisfy eq. (3. 3) and (3. 4). The next calculations are as follows : 
a8 _ 2s ( 1 )2 " • ( ) ( 1 ) 1 -x (j{ - (1-s )3 -x +�a,. t cos n- 2 1r 1 _ s 
-" a,.(t){ (n- _!_) 1r _s -(1-x) }sin(n-_!_) n 1-x -'f 2 (1-s )2 2 1 -s' 
a8 =- 2 � + 2: a,.(t) { (n- _!_) Jr-1- } Sin (n-_!_) 1r1-X ax (l-s)2 n 2 1-s 2 1-s, 
a28 2 {( 1 ) 1 }2 1 ) 1-x ax2 = (l-s)2 -� a,.(t) n- 2 7r1-s cos(n-2 7r1-s. 
From eq. (3. 1 ), we see 
�� [ il,(t) + a,.(t) { ( n- ;) n1�J]cas ( n- ; ) n i::::; 
2:oo {( 1 ) s } · 1 1-x - a,.(t) n-- n---(1-x) szn(n--) n--
n=l 2 (l-s)2 2 1-s 
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2 2s = ( 1- s)Z- ( 1- s)3 ( 1-x)
z. · · · · · · · · · · · · · · · · · · · · · · · · · _- · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (3 . 6) 
Multiplying both side by cos ( n- � ) n i = :, and integrating over the region (s, 1), we have 
1 ; s [ tin( t) + a ,( t) { ( n- � )n 1 � s n 
-s ""> a ,( t)
(- 1)m+n (m-l_)(--1 - _ _ 1 _ ) _ l_a,(t)s m� 2 2 m+ n- 1 m- n 4 · 
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (3 . 7) 
Also from the boundary condition (3. 2), we see 
2 00 ( 1 ) ( - 1)n . - � + 2 a n ( t) n-- Jr--=- (a- f3 s). 1- s n-1 2 1- s . . . . . . .  · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (3 . 8) 
In the next section, we require the numerical solution by use of eqs. (3. 7) and (3. 8). 
§ 4. Numerical Calculation. 
As an example, we assume a melting ice that has the values : 
;\ = 0.05 X 10-2 kcal/m · s ·de g. 
Qo = 10 kcal/m2·sec 
L = 0.1 m 
pl = 0.91 X 103 X79.896 kg/m3 
c = 0.487 X 0.91 x 103 kcal/m3 ·deg. 
The factors a, f3and tL are calculated as 
a= 2000, f3 = 164.0575, 
tL = 8.8634 x 103 (sec) 
The numerical solutions of e and s( t) are 
shown in the figure. 
(Read at the Meeting of the Physical Society of Japan at Yokohama on April 1982) 
(Received October 31. 1983) 
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( II) 
Y oshiyuki FURUYA 
Department of Applied Mathematics, Faculty of Engineering, 
Toyama University, Takaoka 
The Stefan problem; the heat transfer of solid with phase change is treated. Initially the 
heat impulse is given as a unit impulse function at one end and the other one is insulated. 
The Galarkin's method is used for this purpose. The numerical calculation is done by the personal 
computer, MULTI 16 type. 
§ I . Introduction. 
In the previous paper, we concerned with the melting solid that the melted portion was 
immedeately removed, i.e. one phase Stefan problem. In this case, we set the initial temperature 
is parabolic. 
In the present paper, we handle the same one phase Stefan problem that the initial temper­
ature is the impulse function. The use of fundamental solution of heat conduction equation 
1 _x'l 4t /Te 
and the imaginary heat source method, together with the Galarkin's method provide a fine 
numerical solution. 
§ 2. Basic Equation. 
As an exsample the problem of a melting slab may be considered. Take a slab of thickness 
L, occupying the region O< x< L, insulated at x=L, exposed to a prescribed heat input Q(t) 
at x=O. The initial temperature distribution is e= em in a very small region near x=O, and 
e = 0 in outside region of it, i.e. 
{ e = em 
e = 0 
where c. is very small. 
(O<x<c) 
(c.<x<L) 
Introducing the normalized variables and the factors 
x' = X/L, 
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Bm · ········melting temperature, A · · · · · · · ·  ·coefficient of heat conduction, pl · · · · · · · · · latent heat per unit 
volume, and neglecting the primes we reache the basic equations 
�� = ��. . .................................................................................................... ·(2. 1) 
-(��) s=a-(:35, ................... . ................................................................. ..... (2. 2) 
B(s, t) = 1, · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (2 . 3) 
( aB ) = 0. ax 1 · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (2 . 4) 
§ 3. Method of Solution. 
For solving eqs. (2. 1)- (2. 4), we set 
where 
g(x, t) � 1 ) 1-x 8= g(s , t) +  a.(t)cos(n-2 n 1_s ,  ......................................................... (3. 1) 
g(x, t) = J { e-x'l4t + e-C2-x)'l4t } . .. ....................................................... (3. 2) 
This equation satisfy eqs. (2. 3), (2. 4). The next calculations are as follows : 
( t) ag(x, t) - ( t) dg(s, t) ae g s, at g x, dt 
at [g(s, t)J2 
""' ( 1 ) 1-x + "'2 a.(t) cos n-2 7r 1-s 
2: {( 1 ) s } . ( 1 ) 1-x - a.(t) n-- n -. -- (1 - x) szn n-- n --n 2 (l-s)2 2 1-s , 
aB= _l_ag(x, t) + :?: a.(t) { (n-l_) n -1- } sin(n-l_) n 1-x ax g(s, t) ax n 2 1-s 2 1-s , 
a2() 1 �g(x, t) { ( 1 ) 1 }2 ( 1 ) 1-x ax2= g(s, t) ax2 - � a.(t) n---z 7[1-s cos n---z lrl-s. 
Inserting into eq. (2. 1) by considering the fact that g (x, t) satisfies the equation 
ag a2g 
we have 
at = fJx2 ,  
� [ a.(t) + a.(t) { ( n- � )  7r 1 � s r] cos ( n- �) 7r i =; 
- � a.(t) {(n- l_) n -5 - (1- x) } sin (n-l_) n 1-x � 2 (1-s )2 2 1-s 
1 dg(s, t) = [g(s, t)]Z -�g(x, t). . ............................................................................. (3. 3) 
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Multiplying the both side by cos( n- �) n i=�· and integrating over the region (s. 1), we have 
1; s [ a.(t) + a.( t) { ( n - � ) 7r 1 � s n 
- S "5' am(t) ( -1)m+n (m _ l_) ( 1 -_1_) 
m� 
, 2 2 m+n- 1 m-n 
1 . 1 dg(s, t) J
1 ( 1 ) 1-x - 4 a.(t) s = [g(s, t)]2 ------;It s g(x, t) cos n- 2 7r 1 _ s dx. .. ............................ (3. 4) 
Also from eq. (2 . 2) we have 
1 ag(s, t) 00 ( 1 ) ( -1r1 . g(s,t)�+ .�a.(t) n-2 7r 1-s = -(a- (3s). . ................................... (3. 5) 
§ 4. Asymptotic Solution. 
The numerical calculation by use of eqs. (3. 4) and (3. 5) provides "DIVISION BY ZERO" in 
the personal computer. For avoiding this difficuty, we shall formulate the asymptotic solution, 
t tends tward zero. 
Inserting x = s, in eq. (3. 3) we see 
i a.(t) (n-l) 7r _s_· (-1)"-1 = __ 1_ dg(s, t) .................................... .. .... ...... (4_ l) n=1 2 1-s g(s, t) dt 
Equation (3. 5) provides 
. 1 ag(s, t) + � (t) ( 1 ) S ( 1)n-1 _ ( (3 ') · s----- LJ a. n-- n-- - - - a- s s. g(s, t) ax n=1 2 1-s ........................... (4. 2) 
From eqs. (4. 1) and (4. 2), we have 
_1_ , ag(s, t) _ ( -(3 ') . g(s, t) at - a s s. . ............................................................................. (4. 3) 
From eq. (3. 2), we see 
1 ag(s, t) 1 1 
g(s. t) _a_t_ = -2t + 4t2 
s2e-•'14 t  + (2 _ s)2 e-<2-sl'141 
e-s'l4t + e-<2-s)'l4t 
As we see 
_1_ ag(s, t) � _ l_ + � g(s, t) at 2t 4f 
the asymptotic equation of eq. (4. 3) when t tends tward zero is obtained as 
Set 
a s - (3(5)2 = _ l_ + � ................................................................................. (4 4) 2t 4t , 
s = At"', 
and insert into eq. (4. 4), we have 
1 m= -2 ,  A= M 
s= �l�/3 t ... . ................. ...................... ... . ..................................... (4. 5) 
Equation (4. 5) is the asymptofic equation we seek. 
In the next section, we require the numerical solution by use of eqs. (3. 4), (3. 5) and (4. 5). 
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§ 5. Numerical Calculation. 
As an example, we assume . a melting ice that has the value : 
). = 0.05 X 10-2 kcal/m·s·deg 
Qo = 10 kcal/m2·sec 
L = 0.1 m 
pi = 0.91 X 103 X 79.896 kg/m3 
c = 0.487 X 0.91 X 103 kcal/m3·deg 
The factors a, /3 and tL are calculated as 
a= 2000, /3 = 164.0575, 
t L = 8.8634 X 103 (sec) 
The numerical solution of B and s(t) 
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- 63-
The Coalescence Instability 1n Solar Flares 
T.Tajima and F.Brunel, University of Texas; J .-I .Sakai, Toyama University and University of 
Maryland; L.Vlahos and M.R.Kundu, University of Maryland 
ABSTRACT 
The non-linear coalescence instability of current carrying solar loops can explain many of the 
characteristics of the solar flares such as their impulsive nature, heating and high energy particle 
acceleration, amplitude oscillations of electromagnetic emission as well as the characteristics of 
2-D microwave images obtained during a flare. The plasma compressibility leads to the 
explosive phase of loop coalescence and its overshoot results in amplitude oscillations in 
temperatures by adiabatic compression and decompression. We note that the presence of strong 
electric fields and super-Alfvenic flows during the course of the instabilty paly an important role 
in the production of non-thermal particles. A qualitative explanation on the physical processes 
taking place during the non-linear stages of the instability is given. 
1. Introduction 
Direct observations in soft x-rays (Howard and Svestka, 1977) of interconnecting coronal 
loops suggest that loop coalescence may be a very important process for energy release in the 
solar corona. It was suggested (Tajima, Brunei and Sakai, 1982) that the most likely instability 
for impulsive energy release in solar flares is the coalescence instability (Tajima 1982; Brunei, 
Tajima and Dawson, 1982) . In the present article we examine the existing observational and 
theoretical results together with a global energy transfer model and conclude that the merging of 
two current carrying solar loops can explain many of the known characteritics of solar flares. 
2. Observations 
In this section we briefly outline several recent observational results, which agree well with 
the model of two interacting loops which will be presnted in the following section. 
The hard x-ray emission from solar flares results from the interaction of energetic electrons 
with protons and ions, with electron energies ranging from 10 to hundred keV's in the upper part 
of the chromosphere (Brown, 1971) . The microwave emission, on the other hand, is interpreted 
as gyro-synchrotron emission resulting from the gyration of the energetic electrons around the 
magnetic field. 
The microwave emission is closely correlated with hard x-ray emission (Kundu, 1961) .  With the 
availability of SMM and Hinotori experiments and ground based observations using the Very 
Large Array (VLA), it has been possible to obtain spatially resolved two-dimensional images of 
the microwave burst sources and of hard x-ray sources with energies less than 30keV. The main 
conclusions that emerge from the analysis of the existing observations are that the microwave 
emission is often confined on the upper part of a closed magnetic loop (Marsh and Hurford, 1980; 
Kundu et a!., 1982) and hard x-ray emission is mainly emitted from the foot points of the loop 
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(Duijvemant et al . ,  1982; Hoyng et al . ,  1983). The time structure of the impulsive emission is 
usually "spiky" and is characterized by pulses of short duration (Kiplinger et al., 1983; Kaufmann 
et al., 1983). 
The two-dimensional maps which were obtained with the VLA during an impulsive flare 
observation May 14 ,  1980 probably provide the first direct evidence of a coalescence of coronal 
loops (Kundu et al. , 1982). 
The 6 em burst appeared as a gradual component on which was superimposed a strong impulsive 
phase (duration-2 minutes) in coincidence with a hard x-ray burst. Soft x-ray emission (1.6 
-25keV) was associated with the gradual burst (before the impulsive burst), as is to be expected. 
There is a delay of hard x-ray emission (> 28keV) relative to 6 em emission (-!Osee delay from 
6 em max to x-ray start and -20sec delay from 6 em max to x-ray max.). The preflare region 
showed intense emission with peak T b -107k extended along a neutral line situated 
approximately in the east-west direction. A burst source of intense emission with T b -4 X 107k, 
appeared initially. The most remarkable feature of the burst source evolution was that an 
intense emission extending along the north-south neutral line (line of zero polarization at 6 em) ,  
possibly due to reconnection, appeared just before the impulsive burst occurred. This north­
south neutral line must be indicative of the appearance of a new system of loops. In the 20 
seconds preceding the impulsive peak (T b -1.1 X l09K) the arcade of loops (burst source) changed 
and ultimately developed into two strong bipolar regions or a quadrupole structure whose 
orientations were such that near the loop tops the field lines were opposed to each other. The 
impulsive energy release must have occurred due to magnetic reconnection of the field lines 
connecting the two oppositely polarized bipolar regions. 
Observations of gamma-rays and high-energy neutrons are a relatively new and useful 
diagnostic of relativistic particle acceleration in solar flares. Gamma-ray lines are the products 
of nuclear reaction between flare accelerated protons and nuclei with the ambient solar 
atmosphere. Narrow line emission results from the de-excitation of nuclear levels in solar 
atmospheric nuclei, such as C, 0, N e, Mg, Si and Fe, and from neutron capture and positron 
annihilation. Broad-band nuclear emission results from the superposition of such lines and de­
excitation radiation from excited heavy nuclei in the energetic particle population. Of particular 
significance is the 4-7 MeV band in which the nuclear lines C, N and 0 produce the bulk of the 
observed emission. The strongest narrow line from disk flares in the 2.223 MeV line results from 
neutron capture on H in the photosphere. The underlying gamma-ray continuum in solar flares 
is produced by bremsstrahlung from relativistic electrons. 
Gamma-ray lines and continuum are formed from the interaction of MeV electrons and GeV ions 
in the low chromosphere or upper photosphere (average plasma density.==-1014cm-3) .  An 
interesting result that can be explained with the present flare model is the appearance of a 
"double peak" in the amplitude profile of the June 7 and 21, 1980 observation of gamma-ray 
emission (Forrest et al. ,  1 981; N akaj ima et al. , 1982). These oscillations are present in the 
electron and ion temperature profiles on the numerical simulation presented below and can be 
explained from the dynamics of the coalescence instability. 
- 65 -
Bulletin of Faculty of Engineering Toyama U niversity 1984 
3. The coalescence instability 
It is well known that the annihilation of magnetic energy and its conversion into kinetic 
energy by the tearing instability (Furth et al., 1963) are too slow to account for the impulsive 
energy release in solar flares. Many authors (Sweet, 1958; Parker, 1963; Petschek,  1964) have 
proposed fast magnetic reconnection mechanisms. Recently Tajima (1982) found that the 
reconnection rate for a compressible plasma with weak toroidal magnetic field Bt is much larger 
(by a factor of 102-103) than that for a nearly incompressible plasma with large Bt and that the 
sharp transition in reconnection behavior takes place when the poloidal field BP (created by the 
field aligned current Jt) exceeds approximately Bt. Brunei et al. (1982) found further that when 
the plasma is compressible a faster second phase of reconnection sets in after one Alfven time 
of the Sweet-Parker first phase with reconnected flux 
Vr = Vrsp (tA) • (t/tA)p;/p. , • • • • • • • • •  " " "  • • • • • • • • • • • • • • • • • • • • • • • • • • • •  • • • • "  • • • • • • • • • •  • •  • • •  • • • • •  • • • •  • • • • •  • • • •  • • • • • •  • • · · · · (1) 
where Vrsp is the Sweet-Parker flux 
Vrsp( t)= 77112Bp(y = a)(p1/ Pe)112(VA_�_L)112t ,  
P1 and Pe are densities inside and outside of the current .channel (pi �Pe), tA the Alfven time (tA = 
a/vH = a(4n-p)112 /B),71 the resistivity, a the current channel width, and L the length of reconnecting 
region. According to the above theory, the annihilation of the magnetic flux proceeds much 
faster ( tootPJP.) than the Sweet-Parker rate ( '1/r oct), where for compressible plasmas p;/ Pe > 1. 
When the plasma has a strong toroidal field and the plasma is incompressible, the reconnection 
rate reduces to the Sweet-Parker rate even for t> tA. The theory is in good agreement with the 
computer simulation results of Brunei et al., 1982 and Tajima, 1982. Nevertheless the 
reconnection process (before the coalescence instbility starts) in itself, however fast it is, is not 
responsible for the large magnetic energy conversion into particle energy, but rather the change 
is in the magnetic geometry before and after the reconnection process. Indeed only a small 
fraction of the total poloidal magnetic energy is released through the reconnection process which 
necessarily takes place at the x-point, i.e. the field null point, where not much magnetic energy 
is available in the first place. 
It is the non-linear development of the coalescence instability of the current filaments (loops) 
that can release a large amount of magnetic energy (Wu et al., 1981; Leboeuf et al., 1982). 
Although the coalescence instability is of ideal magnetohydrodynamic (MHD) nature in the linear 
stage and the growth rate for compressible plasmas is somewhat smaller than that for 
incompressible cases (Pritchett et al., 1979), the non-linear development of this instability involves 
field line reconnection and therefore is of nonideal MHD nature. Since the reconnection rate 
drastically differs by two or three orders of magnitude (Tajima, 1982), the non-linear coalescence 
time differs by two or three orders of magnitude for case BP;?: Bt and case BP :S Bt. In fact the 
recent study (Bhattacharjee et al 1983) confirmed that the rapid coalescence occurs in a 
compressible plasma as characterized by Eq. (1). We studied the coalescence of two current 
filaments in detail using analytical and computer simulation techniques. 
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a. The simulation model 
A plasma configuration which is unstable against the tearing and subsequent coalescence 
instabilities has been studied by a fully selfconsistent electromagnetic relativistic particle 
simulation code (Langdon et al., 1976; Lin et al. ,  1974). 
b. Short description of time sequence 
When the linear stage where the energy release is small is past and two magnetic islands (i. 
e. current filaments) approach, the islands are squashed. The plasma near the contact area of 
islands is squeezed and has a high density, which leads to fast reconnection according to Eq. (1). 
Because of this, the total flux reconnection of two islands into a coalesced island takes place only 
within 1-2 Alfven times according to the simulation of Tajima et al . ,  1982. The magnetic 
energy contained in the island fields is explosively released into ion and electron kinetic energy 
as seen in Fig. 1. The ion temperature shown in Fig. 1 sharply increases over the non-linear 
coalescence stage in 1-2 Alfven times. Significantly, there appear amplitude oscillations in the 
electron and ion temperature. This temperature oscillation behavior can be attributed to the 
overshooting of coalescing and colliding two current blobs. 
Fig. 1 






Magnetic field energy and ion temperature oscillations before and after 
the coalescences of the current loops. 
c. Velocity distributions-heating 
Once two current blobs coalesce, they are bound by the common magnetic flux and the 
coalesced larger island which also vibrates, with a smaller amplitude. Within the coalesced 
island the colliding two plasma blobs cause turbulent flows which dissipate their energy quickly 
into heat, thereby reducing the amplitude of the temperature oscillations. As a result, the 
momentum distribution of plasma electrons and ions [shown in Fig. 2(b) in Tajima et al., 1982] 
exhibit the intense bulk heating and acceleration of the tail . The heating in the poloidal direction 
- 6 7 -
Bulletin of Faculty of Engineering Toyama University 1984 
is due to adiabatic compression and decompression of the coalesced loops. The eventual bulk 
heating is a result of turbulent dissipation of counter streaming instabilities (either the Buneman 
instability or the modified two stream instability). The temperature in the poloidal direction was 
increased in our simulation by a factor of 60. The heating in the toroidal direction is due to 
heating/ acceleration by the inductive toroidal electric field which is several times the classical 
Dreicer field. The momentum distribution of ions in the toroidal direction shows three regimes, 
the first being the bulk, the second a exponential section, and the third a flat distribution up to 
the relativistic regime the relativistic factor y-2, where p02/2M=10X (bulk temperature). The 
momentum distribution of electrons in the toroidal direction shows two regimes, the first being 
the bulk, the second a flat distribution up to the relativistic region. 
d. Temperature pulsations-double peaks 
The double peaks in the time development of the temperature (Fig. 1) occur just before (t = 
t1-27w�/ >and after (t=t3-29w-1) the maxima of magnetic fields (t=t2). In Fig. 2 schematic Cl 
sequential pictures of plasma dynamical behaviour during coalescence are shown. At t=t,, the 
magnetic G X B) acceleration of ions becomes maximum so that the magnetic flux behind the 
colliding plasma blobs as well as plasma blobs is strongly compressed. This plasma compression 
causes the first temperature peak at t=t,. After this maximum acceleration phase ions acquire 
super-Alvenic velocities along the direction in which the loops are collide so that they detach from 
the magnetic flux against which ions have been compressed. This results in an expansion phase 
(t=t2) of ions and hence in an adiabatic cooling of the plasma as the magnetic fields obtain 
maximum values. The process reverses after the maxima of the magnetic fields at t=t3 
-29w-1c;, which gives rise to the second peak of the temperature. 
e. High energy tail acceleration-electrostatic fields 
The high energy tail particle acceleration of ions and electrons is probably due to a 
combination of localized electrostatic field acceleration across the poloidal magnetic field 
(Sagdeev and Shapiro, 1973 Sugihara and Midzuno, 1979, Sakai and Sugihara, 1983) and magnetic 
acceleration of the poloidal to toroidal directions. As shown in Fig. 2(a), electrons are 
magnetized and are carried away with the magnetic flux, while ordinary ions are accelerated by 
the J X B force. On the other hand the high energy ions are dragged by the charge separation 
created near the piled flux. 
Ions (as well as electrons) acquire super-Alfvenic velocities upon coalescence. The 
difference of motions between ions and electrons around t=t, causes a strong localized shock-like 
electrostatic field, E, which propagates with a velocity V P· In Fig. 3 ,  the density distribution and 
shock-like electrostatic fields just before the coalescence (t=t,) are shown. This Vp X B 
acceleration causes the formation of high energy particles in the toroidal direction. By this 
acceleration process, ions and electrons are accelerated to relativistic energies in opposite 
directions along the toroidal magnetic field. 
The temperature anisotropy between the poloidal and toroidal component of the velocity 
distribution that was observed in our simulation may give rise to the onset of the Alfven-ion 
cyclotron instability (Tajima et a!. ,  1980). This instability may create large amplitude Alfven 
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(ol I• II 
Fig. 2 Schematic sequential of pictures of the plasma dynamics 
during the coalescence. 
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Fig. 3 The density and electrostatic field distribution just before the 
coalescence. 
waves that are traveling away from the coalescence region as well as ion cyclotron resonance 
heating by Alfven waves with frequencies near the cyclotron frequency. 
f. The ·role of BP/B1 on the growth 
Our simulations show that the non-linear coalescence time for case BP> B1 is more rapid by 
two or three orders of magnitude than the case Bp.:S_ B1• When the toroidal magnetic field is 
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stronger than the poloidal field, the super-Alfvenic plasma flows cause a plasma rotational 
motion around the toroidal magnetic field, rather than the counter streaming flow. The result 
of plasma incompressibility leads to weaken the double peak structure in the temperature 
oscillations. 
g. Flare energetics 
The flare loop slowly expands after it emerges from the photosphere as the toroidal field 
curvature of the loop makes the centrifugal motion. However, its relative stable configuration 
suggests that the quiet loop is in some kind of equilibrium such as the Waltier-Taylor equil ibrium 
which is a force-free stable. In time the toroidal current It builds up increasing the poloidal 
magnetic field Bp. As the poloidal field Bp reaches a critical value which is of the order of Bt 
in magnitude, the adjacent flare current loop can coalesce rapidly, being facilitated by the fast 
reconnection process governed by Eq.(l) (the faster second phase). A process similar to this that 
can happen upon increased toroidal current It (or more twisted magnetic tube) is the (global) kink 
instability. This instability creates a local section of parallel currents, which may also coalesce 
rapidly. Such a fast coalescence of flare current loops proceeds explosively once in its non-linear 
regime in a matter of 1-2 Alfven times, releasing more that 1/10 of the poloidal magnetic energy 
into (ion) kinetic energy. Since the flare loop magnetic field (100G) with current rod size (a= 108 
em), Wc-0.5X 1020ln(L/a) -1.5X 1020erg/cm and the energy available in length d-L(-109cm) is 
E=1.5X 1029erg for a=108cm, d=L=109cm and E=l .5X 1031erg for a=109cm, d=L=1010cm. 
Release of ion energy, therefore, is E1on- � E is in between 2 X 1028 erg and 2 X 1030 erg due to the 
coalescence. This amount of energy is in the neighborhood of the energy released in a solar flare 
(Sturrock, 1980) . For magnetic field .::::::100G the Alfven time is of the order of 1 sec. ,  which is 
approximately the time scale for the explosive coalescence. The time scale of the impulsive 
phase is observed to be several seconds, and is in good agreement with the above theoretical 
estimate. The sudden nature of the impulsive flare phase (Sturrock, 1980) is thus explained by 
increasing field aligned current and the faster second phase reconnection in the course of 
coalescence. 
4. Radiation signatures from the coalescence of two solar loops 
In order to relate the observations with the physical picture of the coalescence instability 
reported above one must analyze the energy transfer in a 3-D (global) magnetic topology that 
connects the interacting loops and follow the evolution of the energetic particles and the hot 
plasma away from the energy release volume. In Figure 4 we present the magnetic topology of 
the interacting loops during the coalescence. As was pointed out in the previous section the 
byproducts of the interaction are: (a) the generation of hot electron and ion distributions; (b) the 
existence of run-away tails on the ion and electron distribuitons, and (c) the presence of MHD and 
electrostatic waves emitted away from the energy release volume. In what follows we will 
summarize how each of these components will evolve in time and locate the most likely place for 
the emission of the microwave, x-ray, y-ray and meter wave-length bursts associated with the 
coalescence instability. 
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a. Energetic electrons and ions stream away from the energy release region following the 
magnetic field lines. The majority of these electrons and ions will reach the chromosphere in a 
fraction of a second. The interaction of these particles with the chromosphere will result in 
bremsstrahlung hard x-ray, gamma-ray continuum and gamma-ray lines. A fraction of the high 
energy electron population will be trapped in the upper part of the interacting loops and emit 
gyro-synchrotron radiation. We expect that if the VLA resolves these structures we will observe 
two sources with two different neutral lines. Each radio source will be split into two oppositely 
polarized sources. This picture is indeed in good agreement with observations; in particular the 
May 14 event (Kundu et al . ,  1982) . Energetic electrons and ions can also be accelerated by the 
trapped electrons 
(microwave bursts) 
�energy release region 
trapped electrons 
(microwaves bursts) 
hot plasma and run-away tails 
- electrostatic and MHO waves 
............. high energy particles 
Fig. 4 A schematic model for the energy transfer and location of different 
radiation signatures that results during the coalescence of two solar 
loops. 
electrostatic waves excited from the unstable currents inside the energy release volume. 
Electrostatic waves propagating away from their excitation region will be absorbed in different 
places inside the merged loops. For example if the drift velocity of the currents during 
coalescence exceeds the ion speed, the energy release region becomes a source of lower hybrid 
waves which propagate across the magnetic field with phase velocity along the field lines;;:::3v. 
can easily accelerate electrons up to lOOke V energies (Tanaka and Papadopoulos, 1983). These 
waves will progressively propagate further towards the center of the merged loops since 
accelerated electrons escape away from the interaction region and locally reduce the damping. 
The net result is that a relatively large volume around the energy release region can be affected 
by the electrostatic waves. Excitation of electrostatic ion-cyclotron waves will have the same 
effect on the ions. We thus suggest that the nonthermal tails co-existing with the hot plasma 
inside the energy release region and the waves driven by the unstable currents inside it will be 
responsible for the prompt acceleration of the trapped and precipitated population of energetic 
electrons and ions that will radiate the microwave, hard x-ray and gamma-ray emission. 
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b. The hot (several keV) electron and ion component will expand along the field lines 
forming heat waves propagating along the field lines. It is possible that under certain conditions 
(see Brown, Melrose and Spicer, 1979 or Vlahos and Papadopoulos, 1979) the heat conduction will 
be anomalously inhibited due to the formation of ion acoustic fronts in the interface of the hot 
plasma with the surrounding material, at the same time the chromosphere will also be heated by 
the precipitated electrons and ions. The result is another hydromagnetic heat wave expanding 
in the opposite direction. This expansion phase lasts only a few seconds and unless one of the 
interacting loops is larger L2:1010cm, it will not be observed with the presently available instru 
ments. The mixture of the hot coronal plasma with the dense and hot chromospheric plasma 
will be responsible for the appearance of two post-flare loops that will slowly cool off during the 
decay phase of the flare. 
c. MHD waves: Finally a significant amount of energy is emitted in the form of 
hydromagnetic waves which may or may not steepen to form shocks. These waves are traveling 
away from the interaction region with velocity (v.) larger than the local Alfven speed (v A) . 
They can fill a volume V (V.::::(V.r) 3 which can be as large as 1027cm3) in a few seconds. The 
interaction of these waves with the ambient plasma and the pre-accelerated electrons will 
increase the number and average energy of the energetic particle population. Most of these 
electrons and ions will end up in the chromosphere but a fraction of them will escape in the 
interplanetary space. 
Although in the discussion above we qualitatively analyze the coalescence of two isolated 
loops, one must keep in mind that in most cases many such collisions take place simultaneously 
or nearly simultaneously, lasting sometimes several minutes. In these cases the MHD waves 
excited from each individual collision join together to form a large volume with turbulent wave 
activity that accelerate electrons and ions to very high energies with good efficiency. The 
hydromagnetic waves excited from the coalescence instability can destabilize another solar loop 
(Sakai and Washimi, 1982, Sakai, 1983, Sakai, Tajima and Brunei, 1984) which, as it expands, 
forms a coronal transient (Sakai 1982) and a shock that drives type II and/ or type IV bursts. 
5. Summary 
The hot plasma, non-thermal particles and waves (electrostatic and MHD) which are present 
during the coalescence instability can explain several of the observed characteristics of solar 
flares. The interaction of solar loops in the manner described here are quite common in the sun 
but due to the fact that only if Bp/Bt is small the coalescence instability is rapid, not all of them 
produce impulsive, energetic flares. 
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Abstract 
A rapid non-stochastic proton acceleration mechanism by electrostatic waves during 
substorm activity in the magnetospheric tail is presented to explain the origin of energetic 
protons (up to Mev) . The protons are accelerated normal to the neutral sheet. Near a 
reconnection point, however, the protons are also accelerated along the sheet by a second step 
process. 
Introduction 
During a substorm activity, high energy (up to Mev) protons are observed in the distant tail 
(Sarris et al . , 1976). Zeleney et al . , (1982) considered the proton acceleration by an inductive 
electric field near X-point of the magnetic field during the nonlinear tearing mode instability in 
the tail current sheet. 
Gurnett et al . (1976) observed electrostatic waves propagating almost perpendicular to the 
local magnetic field, whose frequency range is the local lower hybrid resonance frequency with 
a typical electric field strength of about 1-5m V /m . These noises are closely related with large 
plasma flow velocities and in a few cases the noises are found to have particularly large 
intensities directly in the region vhere a magnetic reconnection and a charged particle 
acceleration are taking place. Cattell and Mozer (1982) also report that instantaneous field 
magnitudes rise up to 30mV /m when a substorm is active. 
In this letter we present a very rapid proton acceleration mechanism by an electrostatic wave 
with a frequency near the lower hybrid resonance one during the reconnection phase near the tail 
neutral sheet. The proton acceleration mechanism we here consider has been investigated in a 
homogenous plasma by Sagdeev and Shapiro (1973), Sugihara and Midzuno (1979) and Dawson et 
at. (1983) . 
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The physical mechanism of the acceleration process is as follows: The protons initially 
trapped in the electrostatic wave propagating perpendicular to the magnetic field move together 
with the wave, and are accelerated parallel to the wave front by the force of V ph X B I c(V Phis the 
phase velocity of the wave) . Note that the force acting on the protons is de, which makes clear 
contrast to usual stochastic accelerations. The trapped protons become detrapped when the e 
V X B/c force exceeds the electrostatic force, eE , of the wave. The characteristic acceleration 
time 'iA is given by 'iA-W �ly max/V ph, where We is the proton cyclotron frequency, V max the 
maximum velocity of the proton by this acceleration process, which is estimated as V max= cE/B. 
The time rA is very rapid which is usually of the order of 2n/ we. 
Equation of Motion for a Proton in the Neutral Sheet 
We examine this acceleration mechanism in the neutral sheet by solving the equation of 













Fig. 1 Sketch of (a) Bn=O and (b) Bn""O magnetic field in the tail . 
The electrostatic wave propagates in the x direction. 
drawn in Fig. 1, where in (a) the normal magnetic field component Bn eX is zero and in (b) there 
exists a weak normal component, the configuration of which is more alike the magnetospheric 
tail near the X-point. In the latter case, the magnetic field is given by 
Tt --+ --+ ti = Bn ex+ B .... tanh (X/ a) e y, · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (1 ) 
where a is the thickness of the current sheet and Bn is constant. 
We assume the electrostatic wave, Exsin (KX-wt) , propagating across the current sheet in the 
positive X direction. Tue equations of motion for a proton are 
V x = (eEx/m) sin (kX- wt) -We V z tanh (X/ a) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (2) 
Vy=Wcn Vz ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3) 
Vz=weVxtanh (X/a) - wcnVy, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4) 
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where We =eBoo/mc and Wen =eBn/mc. The above equations may be rewritten in the wave frame 
moving with the phase velocity of the wave. The nondimensional equations are 
�= c sin .;- KZ tanh [ (.;+ WT) /K] , · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5) 
Y=cnZ · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (6) 
Z=K-1 ( W+ � ) tanh [ (.;+ WT) /K ] - cnY. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (7) 
where the lengthes, time T and velocities are nomalied by a, w � 1 and the proton thermal velocity 
Vt. respectively, and K=ka, W=w!wc, cn=K Vmax!Vt a1d cn=Bn/Boo. 
At first we examine the case of En= 0. 
We consider a proton initially trapped in a potential well of the electrostatic wave and we 
choose �= 0 at T = 0. From eq. (7) the proton is accelerated as it sees V Ph X B (de) electric field 
and the proton velocity in the Z direction increases linearly with time. As time elapses the 




� "  
., 120 liD 
Fig. 2 Velocity-space orbit (upper) of a proton and orbit in the neutral sheet (Bn=O) . 
VPh=1, Vmax=15, K=10, W=10. The proton is initially trapped and Vz(O)=O. 
After detrapping from the potentinl wall, the proton moves crossing the neutral 
sheet. 
force of the wave, then the proton detraps. In Fig. 2 a typical example is shown for a proton 
which initial position is X=Z=O and Vz(O)=O. The parameters chosen are E =150, K=10, W= 
10, V ph= 1. The maximum velocity V maxis 15 in the scale of Vt. 
Figure 2 shows that the velocity at the point of detrapping is 12.4 and a little bit smaller than 15. 
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The characteristic acceleration time is -rA = V ma x/V ph = 15. The computational result is about 13 . 
4. After detrapping from the electrostatic wave potential, the proton moves crossing the neutral 






Fig. 3 Velocity-space orbit (upper) of a proton and orbit (Bn = 0). 
Vph = 1 ,  Vmax=15,  K = 10,  W=10. The proton is initially trapped and Vz(O)=O. 
After detrapping from the potential well ,  the proton drifts across the magnetic 
field. 
In Fig. 3 an example of the motion of proton which initial position is far from the neutral 
sheet is shown. After detrapping from the potential well the proton moves drifting across the 
magnetic field. 
Next we consider the case where a weak normal magnetic field exists in the x direction as 
shown in Fig. 1(b). When En is very small, the linear acceleration in the Z direction can still occur 
as seen from eq. (7). An example in the case of En =0.1 is shown in Fig. 4 . From eq. (6) the 
proton is accelerated in the positive Y direction. The maximum velocity in the Z direction 
becomes a little bit smaller than that in the case of Bn = 0, and the proton does not detrap from 
the electrostatic potential well . After the first step acceleration a second step acceleration in the 
1 9  Y direction, namely along the main magnetic field can occur, Such a second step acceleration 
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Fig. 4 Velocity-space orbit of a proton (Bn/B .. =O.l) ,  Vph=1, Vma x=15, K=10, W=10. 
The proton initially trapped can be accelerated firstly to the Z direction and 
secondly to the Y direacion along the magnetic field. The detrapping does not 
occur in this stage. 
takes place when the normal magnetic field Bn is small compared with the linear acceleration 
term W /K, i .e. , En < W  /K. 
Electrostatic Waves in the Neutral Sheet 
We consider a theoretical possibility of the existance of the electrostatic waves near the tail 
neutral sheet. During the substorm activity, it is known that the plasma. sheet becomes thinner 
and thinner to the order of proton Larmor radius (Nishida et al. 1976). This implies that the ion 
counter streams across the tail magnetic field is present. If the relative counter ion stream 
velocity across the magnetic field exceeds the proton thermal velocity, the modified two stream 
instability (MTSI) can be excited. The MTSI may generate the electrostatic waves propagating 
across the magnetic field with the frequency near the lower hybrid resonance one cuLH and with 
a rapid growth rate, 'Yma x-0.1 cuLH · A computer simulation (Mcbride et al. 1972) shows that the 
saturation of the electrostatic waves can be estimated by the trapping in the wave potential . The 
saturated electrostatic field is given by 
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km Ex =� (U - V ph )2 , • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • · (8) 
where k is the wave number of the wave, and U the proton counter stream velocity. By means 
of eq. (8) and kmax which gives the maximum growth rate of the MTSI , we can estimate the 
maximum velocity v max as, 
V max/Vt = cEx/Vt Boo .::::: (U/Vt)2 • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • •  · · · · · · · · · (9)  
In order to accelerate the protons up to -Mev by the above mechanism, V maxiVtmust be about 
10-30, or U/Vt-=:::(3-6) .  The latter seems to be a reasonable value. These considerations make 
the presence of the electrostatic wave plausible. 
The characteristic time scale TA of the acceleration is 
TA .:::::V max/(Vph wc ) = 2V maxi(U wc ) · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (10) 
where we used V Ph = U /2 which corresponds to the maximum gnowth rate of the wave. By 
making use of eq. (9 )  we obtain rA = (2/wc) (U/Vt) ,  which is about 3 -6sec. for Boo - 20 y  and very 
rapid. The electrostatic wave intensity Ex in (9 ) is required to be Ex-=::: (50 - 100) m V /m, which is 
probably available when the magnetic reconnection takes place (Gurnett et al . ,  1 976; Cattell and 
Mozer, 1982).  
Conclusion 
During the onset of substorm activity, high energy protons (up to Mev) can be rapidly 
accelerated by electrostatic waves. The presence of weak normal magnetic field leads to an 
effective proton acceleration along the magnetic field by a second step acceleration process. 
Applications of this acceleration mechanism to the high energy ( - Gev) proton production in 
the impulsive phase of solar flares will be published elsewhere (Sakai and Taj ima, 1 984).  
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Transition Radi ation 1n a Relativistic Electron-positron Plasma 
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Abstract 
Transition radiation in a relativistic electron-positron plasma is investigated, when electron or 
positron beams pass through the local density inhomogeneity produced by the ponderomotive 
force due to nonlinear spiky Alfven solitons in the pulsar magnetosphere. 
1) 
Transition radiation is a quite general radiation process, which occurs when a point charge 
moves with a constant velocity in the inhomogenous or nonstational medium. 
Recently, several problems of the theory of transition radiation were reviewed by Ginzburg 2) 
and Tsytovich, connected with the nonlinear media such as plasma. 
In a plasma there often appears the density inhomogeneity produced by the pondermotive 
"3) 4) 
force due to nonlinear collective modes; Langmuir soliton, Alfven soliton etc. In the 
astrophysical plasma, the energy density of low frequency magnetohydrodynamic (MHD) waves 
such as Alfven waves is thought to be quite large compared with the electrostatic wave energy 
density. Therefore the density inhomogeneity produced by nonlinear MHD waves may play an 
important role for the transition radiation. 
5) 
The nonlinear behaviour of Alfven waves in an electron-positron plasma was investigated, 6) 
stimulated by the theoretical models of pulsar magnetosphere. It has been shown that there 
5) 
appears the spiky Alfven soliton associated with the local density hump. 
In the present letter, we investigate the process of transition radiation due to the density 
hump produced by the spiky Alfven soliton in the electron-positron plasma. 
The permittivity £ for electromagnetic waves propagating along the magnetic field in the 
5) 
electron-positron plasma is given by, 
where 
£ = 1 - (:f - c1}r::._Jw� ' · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ( 1 ) 
wJ = 4 Jrng i /p, we = en0 B0 /pc, and 
p = ( P + £ ) / Cl- . 
2) 
The total energy W emitted by a relativitic particle C e :>mc2) is given by, 
w = e:�p r:
c2 ( �: r '  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (2) 
where the density jump on across the boundary is determined from the difference of the 
permittivity. 
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where B is the amplitude of Alfven wave, and f1 A is the Alfven wave velocity; 
-
2 2 �L VA = c ( l + 2 wv f wc ) 2 • 
The characteristic width 1:::. of the spiky soliton is also given by 
























+. LJ · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4) 
If we consider the situation that electron or positron beams with the velocity,Vb ::::: c pass through 
the density hump of the Alfven spiky soliton, we can estimate the total energy W T emitted by the 
transition radiation as 
W - vb J\T2 w T - L} 1 Vb [erg/sec ] , · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5) 
where N b is the total beam number contributed to the radiation process. By making use of eqs. 
(2) , (3)and (4), we obtain 
[erg/sec] , · ·  · · ·  · · · · · ·  · · · · ·  · ·  · · ·  (6) 
In the strong magnetic field region such as pulsar magnetosphere, the Alfven velocity f1 A becomes 
comparable to the light velocity c. So the total energy W T can be enchanced near the pulsar. 
Recently, a generation mechanism of Alfven waves in the electron-positron plasma was proposed 
7) 
by Mikhailovskii. 
The transition radiation mentioned here may be important in the theory of pulsar radio 
emission. 
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Linear Problems and Green Function of 
the Derivative Nonlinear Schrodinger Equation 
Tsutomu Kawata and Jun-ichi Sakai 
Faculty; of Engineering, Toyama University, 
Takaoka, Toyama, Japan 
.Abstract 
Linear problems associated with the derivative nonlinear Schrodinger (DNLS) equation 
are studied from the point of view of inverse scattering techniques. By means of the generalized 
inverse method we find the solution of a linear homogeneous equation corresponding to the 
first variational system of the DNLS equation. This solution is represented by the squared 
eigenfunctions of the Kaup-Newell eigenvalue problem. A Green function is defined for that 
linear equation and we obtain the solution of a nonhomogeneous linear equation which naturally 
arises in the perturbation calculations of the DNLS equation. Giving explicit formulae of 
Jost functions and potentials, we analyse a perturbation with such a background as pure one­
soliton state. This perturbation has "stational" and "transitional" parts excited by the forced 
term and initial value, respectively. These both parts are classified into two components, 
"continuous" and "discrete'' components. At the limit of large time, generally speaking, the 
continuous component results in a decaying oscillation, while the discrete one yields secular 
terms. The sufficient condition which suppressess the secuiar term is given by a simple formula. 
§ L Introduction 
By means of inverse scattering method several workers had studied the perturbation method 
for a class of nonlinear evolution equations,I-4 >  Korteweg de-Vries, nonlinear Schrodinger and 
sine-Gordon equations, which are belonging to ·the AKNS class.5 > There is a discrete type of 
perturbations6> relating to the Toda Lattice. The above treatments are roughly classified into 
two types, (1) a type by Kaup-Newlll . 2 > and Karpman-Maslov3 > and (2) another type by Keener­
McLaughlin.4 . 7 >  For the first type (1) the effect of perturbations is obtained from a small 
variation of spectrums, while the second (2) directly estimates the lowest correction of solution 
by constructing a Green function.7 > The method of Keener-MacLaughlin has a remarkable 
similarity to the classical method for solving a linear partial differential equation. It is inter­
esting to develop the same technique for other types of equations. Recently Kaup and Newell 
proposed a new type of eigenvalue problem and solved a new class of nonlinear equations ; 
a derivative nonlinear Schrodinger (DNLS) equation8> and a two-dimensional massive Thirring 
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model .9 >  As shown in ref. 7 the squared eigenfunction5> plays an important role in the construc­
tion of a solution of the first variational system. The squared eigenfunction of the AKNS 
equation was worked out by Kaup10 > and he gave the completeness relation by which any 
function could be expanded to a series of squared eigenfunctions. Using the completeness by 
Kaup, Keener and McLaughlin constructed the Green function which gives the solution of a 
nonhomogeneous linear equation. 
In our previous paper,m the Kaup-Newell equation was extenSively analysed for the 
generalized inverse scattering theory and for the functional relations between variationals of 
potentials and scattering data. We also obtained the completeness of squared eigenfunctions. 
In this paper we study the linear problems associated with the DNLS equation. The solution 
of a linear homogeneous partial-differential equation regarded as the first variational system 
of the DNLS equation is given by using the squared eigenfunction. For that linear equation 
we define a Green function by which the solution of a nonhomogeneous equation is constructed. 
For actual applications of above discussion, it is necessary to give the squared eigenfunction 
with scattering data. In Appendix-A, we solve the pure one-soliton state according to 
Zakharov and Shabae2> and give the list of Jost functions and potentials. As a simple but 
important case, we analyse the nonhomogeneous solution corresponding to the lowest correction 
of the pure one-soliton state. Generally speaking, the solution has two kinds of components, 
one is the continuous component decaying into linear oscillations while another is the discrete 
one regarded as a resonant effect from the one-soliton's background. We remark that the 
discrete component may yield secular terms growing as large as possible under the limit of 
sufficiently large time. The sufficient condition to suppress the secular term is given by a 
simple formula. 
§ 2. Integrable Conditions and Variational System 
The DNLS equation,8 >  
(m = ± 1 ), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 1) 
is solved exactly with rapidly vanishing conditions ( q -> 0 as x-> ± oo) and the initial condition 
q (x, 0) = qo (x). The decoupling equations which give eq. (2 . 1) are 
Ux = A. Du, D =  - iA.o-3 + Q, Q = (�: �) . r = mq• , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 2a) 
Ut = Fu, F =  A a3 + B, B = (�: �) · . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 2b) 
where A. is an eigenvalue, a3 is one of Pauli spin matrices and 
A = aA.4 - : < wl a3 l w > A.2 , a = - 2 i, w = ( : ) . 
h = ( : ) = iawA. 3 + a ( � a3 Wx - 1 < wl a3 1  w > w) A. . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 3) 
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The , notation < ui v> means an inner product between a column vector v =  I v> and an 
adjoint raw vector u-4= < u 1 1 and we also define an exterior product I u > < v l ,  
< .u l v > = ( - Zl:!, u1 ) • ( ::) = - u2 v1 + .u 1 v2 , 
For an arbitrary matrix X, we note X I u >  = I  Xu > and < u l  X =  < XA u l , where XA is 
an adjoint matrix of X defined by 
The integrable condition of eqs . .  (2 . 2) is 
A. D1 - Fx + A.  ( DF· - FD) = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  . - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 4) 
Substituting. eq. (2. 3) into eq. (2 . 4)1 we obtain a general expression of eq. (2. 1 ), 
. .  a { [ l a 1 
J
% 
, . a ] } . . w, = za ax . 2 i a3 0x - z- 1 w (x, t) >_ .. dy < w (y, t) I a3 a)l w . . � - · · · · · · · · · · · · · · · · · · · · · · (2 . 5) 
once we get a solution of eq. (2 . 1), it becomes important to . examine the stability of that 
solution. For this purpose . we consider a function 6. q  ( = q - q); where q is of course a splu­
tion of the DNLS .equation but its initial value q (x, 0) is different from q (x, 0). For q we 
provide another decoupling equations, 
ii, = Fii , . . . . . . . . .  , . . ,  . . . . . . . . . . . . .  , . .  , . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 6) 
where the superscript "- "  is used for denoting all quantities relating to ij . . The generalized 
inverse scattering theory is powerful to calculate the solution 6.q with the knowledge of q. 
If the norm l l 6. q  (x, t) I I is sufficiently small, the meaning of the generalized theory becomes 
more clear, .The mapping from oq (x, 0) (= 6. q (x, 0), 11 6. q !l d )  to oq (x, t) may be linear 
and the behaviour of oq (x, t) can be described by the following inverse decoupling manner, 
oux = A. D ·  ou + A. oD ·  u ,  ou1 = F ·  ou + oF · u .  . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 7) 
From eq. (2 . 4) and the cross-differentiation of eq. (2 . 7) we get 
( A. oD, - oFx) + A. ( oD ·  F - oF ·  D) + A. ( D ·  oF - F ·  oD) = 0 . . .  . . . . . . . . . . . . . . . . . . .  (2 . 8) 
From eqs. (2 .  2) and (2 . 3) we can reduce eq. (2 . 8)" to 
L (x, t) o w  (x, t) = 0 . . .  . . . . . .  � . . . .  : . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  : . . . . . . . . . . . . . . . . . . .  (2 . 9) 
where L (x, t) is a linear partial diff�rential operator, 
L (x, t) = a , - � a3 ;fx + ia W(x, t) ox + ia Wx (x, t) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2 . 10) 
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1 1 W(x, t) = z- 1 w > <  w l a3 + 4 < w l a3 1 w > . 
We remark that eq. (2 . 9) is equivalent to the first variational system of the DNLS equation 
(2. 1) ,  
i oqt + oqxx - mi ( 2 1 q l 2 oq + l oq*) x = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (2. 11) 
§ 3. Jost Functions, 5-Matrix and Squared Eigenfunctions 
For the Kaup-Newell equation (2. 2a) we define Jost (matrix) functions cp± and a scattering 
matrix S by 
cp; p, ,  x) = A. D ()... , x ) cp± ()... , x ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 1a) 
± 2 • 2 . . cp ()... , x ) --> ] ()... x )  = exp ( - zA. xa3 ) as x -->  ± oo  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 1b) 
cp- ( A. ,  x) = cp+ ().. , x) S ()... ) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 2) 
where t is omitted for simplicity and 
Since the potential rapidly vanishies at infinity (x = ± oo ) , we get the following analytical 
property ; 'a set of functions l ¢)()... , x ) , �()... . x ) , sn ()... ) I  is analytic as to A. on the region 
Im ( A.  2 ) :;;;:; 0, while j rf2 ()... ,x ) , ¢7 ( A. , x ), s2 2  ( X  ) f  is analytic on Im (A 2 ) ;:;;; 0. " Since det cp± = 1 
and ([ cp±r1 )x = - A. [ cp±r1 D, anjoint J ost functions cpA ± are naturally defined by cpA± = [ cp±r1 . 
Using the bra-ket notation, 
for eq. (2 . 2a), we get 
a ± ± 
ax l ¢j > = A. D I ¢j > , 
cpA = ( -
< ¢z I ) , 
< ¢I I  
( j = 1 , 2 ); · · · · · · · · · · · · · · · · · · (3 . 3) 
We introduce the squared eigenfunction as the element of an exterior product of ]ost vectors, 
I ¢/ > < ¢j± 1 . We specially define a scalar type Qj± and a vector type cp/, 
(/)j 
= (  rp!j rp !j ) 
. 
¢2j ¢2j 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  .' . . .  · · · · · · · · · · · · · · · · · · · (3 . 4) 
The equation (3 . 1a) is rewritten by these squared �igenfunctions, 
( j  = 1 , 2 ). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 5) 
The boundary condition is given by Q: ( A. ,  x) --> 0 as x -->  ± oo and 
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fb1± (A ,  x) ---+ 
( 
� )  e -2iA'x, fb2± (A ,  x) ---+ ( : ) e 2iA'x as x ---+ ± oo. . . . . . . . . . . . . . . . . . . . .  · (3. 6) 
A set of functions l J21 ( A ,  x ) ,  Qt(A ,  x) , fb! (A ,  x ) , fbt ( A ,  x) I is analytic as to A on the region 
Im ( A2 ) � 0, while j Q� (A ,  x ), Q� (A. ,  x ), fb� (A. , x ), fb� (A ,  x) f is analytic on Im ( A2 ) � O. Con­
sidering eqs. (2. 2b) and (3. lb), we obtain the temporal behaviour of squared eigenfunctions, 
:t J2f = 2 (- l )i Aoo Q/ + i < fbi± I a2 w > ,  
a ± l . ± Q± . at tbi - 2 Aa3 + ( - l )' Aoo l tbi = - 2 i a1 h, - . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 7) 
where Aoo = lim A = - 2 iA4 • x-± oo 
The time evolution of S-matrix is given by 
5(A ,  t ) = e A-tu, 5 (A ,  O ) e -A-tu,, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 8) 
Reflectional coefficients Pu are introduced by p1 = s2 1/s1 1 and p2 = s1is22 , respectively, and 
p1 (A ,  t ) = p1 ( A, O) exp ( 2Aoot ), p2 (A. ,  t ) = p2 (A. ,  O ) exp ( - 2Aoot) . For the generalized case the 
function 6.pi ( =pi - p) is used for defining the spectral function (see the next section), 
l::,.pl (A ,  t ) = f::,pl (A ,  0)  eZA.t, l::,.pz (A ,  t ) = 6.p2 (A. ,  0)  e-ZA.t . . . . . .. . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. 9) 
The Jost matrices and S-matrix have symmetries about A, cp± ( A, x )  = a3 cJJ ± ( - A , x )  a3 and 
5 (A) = a3 5 ( - A) a3 • Furthermore, from r (x )  = mq* (x )  we get another type of symmetries, 
cp± ( A, x )  = am [ cp± ( A *, x ) ] *  am and 5( A )  = am5* (A * )  am , where am means a1 or a2 according to 
m = + 1 or - 1, respectively. We specially list 
± ± 
(0, m) ± • * (>2 (A ,  x )  = - a3 (>2 ( - A, x )  = [ (> 1 ( A , x ) ] , 
1, 0 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. lOa) 
6.p2 ( A )  = - 6.p2 ( - A) = m6.p� ( A * ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3 . lOb) 
fbi± (A ,  x )  = fbi±( - A, x ) , fb1± (A ,  x )  = a1 [ fb: (A * ,  x ) ] * . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (3. lOc) 
§ 4. Generalized Gel'fand- Levitan Integral Equation 
The solution of generalized inverse theory is obtained by solving a general type of Gel ' 
fand- Levitan equations, 
H., (x, y ) - Md (x, y ) a3 - iM0 (x, y ) Q (x ) 
+ J l Md (x, z ) H1 ( z, y ) + Mo (x, z ) H2 ( z, y ) f dz = O, 
H0 (x, y ) - M0 (x, y ) a3 
+ J l Md (x, z )  H0 ( z, y ) + Mo (x, z ) H1 ( z, y ) f dz = 0, (y > x ) . . . . . . . . . . . .  (4. 1 ) 
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where diagonal matrix Md and off-diagonal one M0 are unknown kernels and H. ( n = 0, 1, 
2 ) is a spectral function defined by H. = H.+ - H.- and 
H.+ (x, y ) = 2
1 j l ¢2 ( A , x )  > 6pi ( A ) < ¢2 ( A ,  y) I A" dA , 7r r+ 
H.- (x, y ) = 2
1
n[ 1 ¢ I ( A , x )  > 6p2 (A ) < ¢I ( A , y ) I A" dA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 2) 
The function ¢j of eq. (4 . 2) is the right-defined Jost vectors ¢7 and r+ (r-) is a large coun­
terclock circular path defined on the first and third (the second and fourth) quadrants of the 
A -plane. The kernel Mo is related to the potential, 
2Mo (x, x ) = M-
I (x )  Q (x )  M (x ) - Q (x ) . · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4 . 3) 
M (x )  = exp { � 1 [ q (y ) f (y ) - q (y ) r (y ) ]dy · a3 } . 
The time evolution is obtained from the replacement of 6pj with that of eq. (3. 9). The 
kernels Md and Mo are originally defined to give a mapping between two kinds of J ost 
matrices, 
i> ( A , x )  = M (x )  I <P (A , x ) + I [ Md (x, y ) + A M0 (x, y) ] <P ( A , y ) dyf .  . . . . . . . . . . . . . . . .  (4. 4) 
Considering the symmetry r = mq* ,  we can set the kernels as 
Md + Mo = ( m:
�
: :�) . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 5) 
On the other hand, from eqs. (3. 10) we get a symmetry about spectral functions, 
Both symmtries satisfy eq. (4. 1) self-consistently. There is another type of symmetry for 
H.+ (x, y) ,  
If.3> = - (- 1) "  a. If. I >  a . . . . . . . . . . . . . . . . . . . . . . . . . . .  (4. 8) n 3 n 3 '  
where H.+ = I-f;.I> + I-f;,3> and J-f;.k> ( k = 1, 3 )  is given by integrating along the path rk (r+ = 
ri + T3 ) on the k-th quadrant. From eqs. (4. 6) and (4. 8) we remark that H0, � are off­
diagonal and HI is diagonal. Then we can reduce eq. (4. 1) to 
� (x, y ) - MI (x, y ) - imM2 (x, y ) q* (x )  
+ I I MI (x, z ) J; ( z, y) - mM2 (x, z ) J;* ( z, y ) f  d z  = 0, 
fo (x, y) + M2 (x, y ) 
+ j I MI (x, z )  fo ( z, y ) - M2 (x, z )  J;* ( z, y ) I dz  = 0, . . . . . . . . . . . . . . . . . . . . .  (4. 9) 
where f. is a reduced spectral function, 
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iJl; y ) = ; f if>12 (A ,  x ) if>12 (A ,  y )  6.p1 ( A ) A ndA  
+ m 1j if>22 (A ,  X)  if>22 (A ,  y ) 6.p1 ( A ) AndA I  * ,  7C r , ( n =;:= 0,2 )  
h (.x; y ) = - ; j if>12 (A ,  y ) if>22 (A ,  y ) 6.pi ( A ) Ad A 
r, 
- ; 1 j if>22 (A ,  x ) if>12 (A ,  y ) 6.p1 ( A ) AdA I * · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (4 . 10) r , 
The relation (4. 3) becomes to 
00 
2M2 (x, x )  = q (x ) exp 1 mi j [ / q (y )
2 / ] - I q (y ) 1 2 ] dy l  - q (x ) . . . . . . . . . . . . . . . . . . . . . . . . . . . .  ; · · · · (4 . 1 1) % 
§ 5. Solutions of Associated Linear Problems 
If l l 6.pi I I is sufficiently small, the Gel'fand-Levitan equation (4. 1) can be linearized and 
we can get the variation ow (x ),m 
1 f dA ow (x ) = - 27C 0'2 1 2 iJx <1>2 (A ,  x ) op1 (A ) r+ 1\ 
+ 2
1
7C 0'2 f_� ox <l>i ( A ,  x )  op2 ( A ) ,  . , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . . . . . . . . . . . . . . . . . . . . .  (5. 1) 
where <l>i is a squared (vector) eigenfunction without a superscript ( + ) . From eqs. (2 . 7) and 
(5. 1) we find that 0'2iJx<1>2 op1 and 0'2iJx <1>1 op2 satisfy eq. (2 . 9). Using eqs. (3 .  5), (3 .  7) and 
(3. 9), we can really show 
L (.x; t ) [ 0'2 iJx <l>:! e2A..1] = L (.x; t )  [ 0'2iJx <1>1 e-zA..t] = 0. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 2) 
Now we consider the following integral, 
/d tj < u (.x; t ) I L (.x; t ) v (.x; t) > dx. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 3) 
1 1  -co 
Integrating by part, we get 
! d t /1 < u I Lv > - < L t u I v > I  dx 
t 1 -oo 
= j < u l v �:(:dx +  � /1 <  ux i 0'3 V > - < u l 0'3 vx >(I::d t , · · · · · · · · · · · · · · · · · · · · · · · · (5 . 4) -oo I t  
where L t is an adjoint operator of L, 
L t (.x; t ) = - 0,  + � 0'3 0: - iaWA (l;  t ) ax . · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 5) 
If we substitute u = Uc1 and v = Vc2 ( c1 12 are constants) , equation (5. 4) is changed to 
/d tj1 UA · LV - (L t u> A · VI dx 
f t  -00 
= j< uA v�I�x + � /1 u%A 0'3 v - uA0'3 v% 1 :I::d t. · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (5 . 6) 
We define a Green function G and its adjoint ct , 
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L (x, t )  G (x, t ; �. r; )  = 0, Lt (x, t ) ct (x, t ; �. r;) = 0, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 7a) 
G (x, t ; �. r; ) ,  ct (x, t ; �, r; ) ----> u1 o (x - � ) as t ----> r; , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 7b) 
G (x, t ; �. r; ) ----> 0 as X ----> + oo, ct (x, t ; �. r; ) ----> 0 as x ----> - 00 . . . . . . . . . . . . . . . . . . .  (5. 7c) 
Substituting U ( x, t )  = ct (x, t ; �2 , t2 ) and V ( x,  t) = G (x, t ; �1 , t1 ) into eq. (5. 6), we get a 
reciprocal relation of Green functions, 
c ( e:. f . e:. t ) = u [ ct ( e:. t . e:. t )J A �  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5 8) S-2, "2 ' 1>1 • 1 1 S 1 • 1 ' S 2 • 2 v1 . · 
We consider the following nonhomogeneous problem which naturally arises in perturbation 
calculations for the DNLS equation, 
L (x, t )  v (x, t )  = f (x, t ) ,  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 9a) 
v (x, 0 )  = v0 (x ) ,  v0 (x, 0 ) ----> 0 as X --> ± oo  . . . . . . . . . . . . . . .  ; . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 9b) 
From eqs. (5. 4), (5. 7), (5. 8) and (5. 9) we obtain 
t 00 
u1 v ( x, t ) = f d r; _[ u1 G ( x, t ; �. r; ) u1 f ( �. r; ) d � 
00 
+ _[ 0"1 G (x, t ; �. 0 ) u1 v0 ( � )  d �. . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 10) 
For this derivation we assumed that v (x, t ) vanishes as x ----> ± co for finite t. 
Now we assume the Green function as follows, 
G (x, t ; �, r; ) = 2
1 
u2 j l ax �2 ( ;\ ; x,  t ) > e2Aoo1 < A2 ( ;\ ; �, r; ) l d). 
TC r + 
+ 2
1 
0"2 J i ax �1 ( ). ; X,  t ) > e-2Aool < A1 ( A ; �. TJ )  I d )., . . . . . . . . . . . . . . . . . . . . .  (5. 1 1) TC r-
where Au are unknown vectors. To determine Au , we impose the condition (5. 7b), 
u1 o(x - � ) = 2
1 
u2 j l ax �2 ( ;\ ; x, t ) > e2Aoo1 < A2 ( ). ; �, t ) l d ). 
TC r + 
+ 2
1 
u2 j I ax �1 ( ). ; x, t )  > e-2Aoot < A1 ( A ; �. t ) I d )..  . .  . . . . . . . . . . . . . . . . . . . . . .  (5. 12) 
TC r-
On the other hand, the completeness relation of squared eigenfunctions is given by m 
u1 o (x - t } = - 2
1 
u2 j l ax �2 ( ). ; x, t ) > ). 2
d�
). ) 
< �� (). ; �, t ) l 
TC r+ S l l  
- 2
1 
u2 j I ax �1 ( ). , ; x, t )  > ). 2
d�
). ) 
< �2- ( ). ; �. t ) I . . .  . . . . . . . . . . . . . . . .  (5. 13) 
rc r- s22  
Comparing eq. (5. 12) with eq. (5. 13) ,  we obtain 
e -2Aoo (,\ )  TJ 
< A2 ( ). ; �. r; ) I = - 2 < �� ( A  ; �. r; ) I , AS l l ( ). ) 
e+2Aoo (A ) TJ  < A1 ( ). ; �. r; ) I = - 2 < �- ( ). ; �. r; ) 1 . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 14) AS22 ( ). ) 
From eqs. (5. 1 1) and (5. 14) the Green function is given by 
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1 e ZA� · ( I��) -7J ) = - -2 a2 j l ax fP2 
(;\.
; x, t )  > 2 ) 
< fP1 ( ;\ ; f, 7J ) I d;\ 
Tr r + ;\ s l l  ( ;\ 
1 eZA� · ( I- �) -
- 2 az f I ax rpl ( ;\ ; X, t )  > ). 2 (;\.) < rp2 ( ;\ ; f, 7J ) I d;\ . . . . . . . . . . . . . .  (5. 15) 
Tr r �  52 2  
This formula surely satisfies eqs. (5. 7a) and (5. 7b), while the last condition (5. 7c) i s  also 
satisfied because of eq. (3 .  6) .  
We consider a perturbed DNLS equation, 
iijt + ijxx - mi ( l q l 2 q )x = ij(x, t ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 16) 
with an initial condition ij (x, 0 )  = q0 ( x  ). We want to get the variation oq (x, t )  = q (x, t )  
- q (x, t ) , where q (x, t )  i s  a solution of eq. (2. 1 ) with q (x, 0 )  = q0 (x ) . If I I  f (x, t )  I I  and 
II oq (x, t )  I I are sufficiently small, its solution is obtained by solving the nonhomogeneous 
problem, 
L (x, t) · ow (x, t) = f (x, t ) ,  f (x, t )  = , 
( f(x, t )  ) 
mf* ( x, t )  
ow (x, 0 )  = w0 (x ) -- w0 (x ) .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (5. 17) 
There are some symmetries, L (x, t) = a1 L* (x, t) al ' f (x, t) = ma1 f* (x, t ) , ow (x, t )  
= ma1 ow * (x, t )  and G (x, t ; f, 7J ) = a1 G * (x, t ; f, 7J ) a1 . The Green function i s  reduced to 
1 eZA� · ( I- �) -Gl ( x, t ; f, 7} ) = - - az f l ax rp2 ( ;\ ; X, t )  > ).  2 (;\. )  < rpl ( ;\ ; f, 7J ) I d). .  . . . . . . . . . . . . (5 . 18) Tr r, s l l  
From eqs. (5. 9), (5 . 10) , (5. 17) and (5. 18), we can obtain 
ow (x, t) = owl (x, t) + mal owt (x, t ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 19a) 
t = 
ow1 (x, t )  = f d 7J_[ G1 ( x, t ;  f, 7J ) aJ(f, 7J ) d f  
+ 1 G1 ( x, t ; f, 0 ) a1 ow0 ( f )  d f  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (5. 19b) 
§ 6. Considerations for Soliton Perturbation 
In this section we analyse the solution (5 . 19) regarded as the first correction from a 
perturbation effect. Our case is limited to the case of one-soliton state, that is, q (x, t )  
i n  the linear operator L ( x, t ) i s  constructed from only a discrete spectral point ). = 1\ 1 • In 
Appendix-A such a case is analysed by the method of Zakharov and Shabae2 > and Jost 
functions and the potential are detailed with explicit forms. We prefer to study the existe­
nce of secular terms (proportional to the time) rather than to estimate the lowest term. If we 
consider a stationary system, any secular term must not arise in that system. From this 
nonsecularity condition we may expect that the soliton parameter would be specified. 
In the same way as eq. (3 .  4) we introduce modified squared vectors IJf 1 . 2  from which 
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we get 
� z iA'x 1Jf2 ( A ,  x )  = fP2 ( A ,  x )  e . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 1) 
From eqs. (3. 5) and (5. 18) we obtain 
� 2 J . ( ljrl2 ) e
2 iA2 (6 x - 2 ,\2 6 1 ) 
G1 � - j � a1 1 1Jf2 > + za3 � 1Jrn I w (x )  > I 2 < IJf1 1 AdA ,  . . . . . . . . .  (6. 2) 
l[ r 1  1\. S1 1  
where 6 x = x � � and 6 t = t � r;. We may change the variable A (and A 1 ) to t (and !;'1 ) 
by t = A 2 (and !;'1 = Ai ), where t (and !;'1 ) is defined on the upper !;'-plane. In the following 
all functions of A are regarded as the functions of t and instead of T1 we use an integral 
path rt ( ct = Lt + rt) on the upper !;'-plane. Since s1 1  ( !;') = t: ( !;' � !;'1 ) / !;'1 ( !;'  � ttl obc 
tained from eq. (A. 6) and eifJ, = lim exp [ itr ( x ) ] = t: I !;'1 , equation (6. 2) is arranged to x---+ + co  
1 ( !;'  � !;' * ) 4 e2 it (6 x - 2 t 6  t ) _ 
G1 = --; · ( t1* I !;': ) 2 � ( !;'  � !;'1 ) 2 ( !:'  � ttl 2 G1 ( !;') d !;', .. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 3) 
where G1 ( !;') = G1 ( !;' ; x, t ; �. r;) is an entire function of !;', 
The functions ?ii; , Q and 1/ij must be taken as 
- � (1N2 
( !;' ; x, t ) ) Je ( !;' ; x, t )  = 7 rj12 ( !;' ; X, t )  r/;22 ( !;' ; x, t ) , 1Jf2 ( !:' ; x, t )  � - , 1\. 
r/J2
22 ( !;' ; X, t )  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 4b) 
where rf;ii is defined in eqs. (A. 15) . Substituting eq. (6. 3) into eq. (5. 19b), we get ow1 = 
owl + OWo and 
1 ( !:' � !:' *) 4 e2it ( x - 2 tt ) owl. O  (x, t )  = --; .  ( �1*1 !:'!
1
) 2 I ( !;' � !:'! ) 2 ( !;'  � ttl 2 
� j � a1 iir2 ( !;' ; x, t ) + iQ ( !;' ; x, t ) a3 w (x, t ) ! C1, 0 ( !;') d!;' , . . . . . . . . . . . . . . . . . . . . .  (6. 5) 
where the order of integration was exchanged and expansion coefficients C1. 0 are given by 
t 00 
C1 ( !;' ; t ) =[ d r;_[ <  iir1 ( !;' ; �, r;) l aJ ( �, r;) > e -Z iW - Zt�l d � , . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 6a) 
00 
Co ( !;') = 1 < iir1 ( !;' ; �. 0 ) I a1 oW0 ( � )  > e -Z it('d � . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 6b) 
We remark that C 1 is dependent on the time. The integral (6. 6) is divided into a continuous 
part and a discrete part which are contributed from the paths � Lt, and Ct, respectively. 
The lowest correction ow1 is obtained as a sum of the transitional term ow0 and the stationary 
term ow1 which are excited by the initial variation ow0(x )  and the forced term f (x, t ) , 
respectively. 
To analyse the integral (6. 5), we introduce convenient variables (y, s ) and ( r;, v ) , 
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y = a (x - vt ), s = fJ (x - ut ) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 7a) 
11 = a (� - vr;) , v = fJ (� - ur;) , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 7b) 
where tl = yei8 ( 0  < y, 0 < e < 7r ) and 
a =  2 ysin 8 ,  fJ = 2 ycos 8 ,  v = 4 ycos 8 ,  u = 2 ycos2 8/cos 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 8) 
The inverse relation of eq. (6. 7b) is 
11 - vtan B = - 4 y2 tan 8· r; , r; - vtan2 8 = - y (tan28/cos 8) �. . .  . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 9) 
From eqs. (6. 7) we see 
and 
where 
2 it1 ( �  - 2t1 r;) = - 11 + iv ,  · · · . . . .  · · · ·  · . .  · · ·  · · · · ·  · · ·  . . .  · · (6 . 10) 
2 it (x ---:- 2tt )  = ix ( t) y + iw ( t) s , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. l la) 
x ( t) = ( t/ Y) 2 cot 8 - ( t/ Y) cos28/sin 8, 
w ( t) = 2 ( t/ Y) cos B - ( t/ y) 2 , w ( tl ) = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (6. l lb) 
For above exchange of variables, we still use the same notations as cfij ( t ; x, t )  = cfij ( t ; y, s ) 
and q (x, t )  = q (y, s )  etc . .  Considering eq. (A. 16), we obtain 






is , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12a) 
cfzz ( t ;  .Y )  = -1- + t - t; e- irf (y), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12b) 
6.+ (y )  tl - tl 
r (y, s ) = - 4 ie- irf (y) b+1���Y
�-y eis, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 12c ) 
cfzi ( t ; fJ. , v) = -
t�




-,., e- iv, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 13a) 
cln ( t ; fJ. ) = _1_ + t - t\ eifT (" ), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . (6. 13b) 
!:::,_ (/1 ) tl - tl 
q (fJ., v )  = - 4 ie + ifT (f.' ) b,;(�(�r e- iv, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 13c) 
where 
From eqs. (6. 7-9) the integral (6. 6a) is rewritten by 
where 
Cf ( J-, t ) =  
1
. J
�e- ix ( !; ) " d" j
"'
< 1Jf,- ( J- ) I f ( ) > e- iw ( ,) vd (6 14 ) !>' ,.3 ,.... 1 !:> ; fJ. , v ai fJ., v v , . . . . . .  . a 8 r  sm B-� v1 
v1 = fJ.COt 8 . · · · · · · · · ·  · · · ·  · · · · ·  · · · ·  · · · · · ·  · · · · ·  · · · ·  · · · · · ·  · · ·  · · · · · ·  · · ·  · · · ·  · · · · (6. 14b) 
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We consider the discrete component owfd (x, t )  of stationary term. The contribution 
from a double pole ?; = ?;1 is evaluated as 
owjd (x, t ) oc l - 2 i ( ?;l - rn (x - 4 ?:1 t )  - 1 A( Y · x t )  c ( !- t )  ?:J - ?:t 
�I ' ' j � ! ' 
+ d
d
Y A( ?; ; X, t )  cj ( ?;, t )  I I e2itl (x � Ztl t), . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 15) � t= tl 
where A = - a1 iP; + i!2a3 w. By this relation we can examine the presence of secular terms. 
For the briefness of discussions only consider a simple case that the forced term is equal to 
the potential. We find that from eps. (6. 13) the integrand < lij I a1 f >  e� i" in eq. (6. 14a) is 
a simple periodic function of v. If the average value of that integrand dose not vanish, the 
function C1 ( ?;1 , t ) results in a linear term of t. For eq. (6. 15) it is better to use a new 
frame (y, t) where y is the same one defined in eq. (6. 7a). Under this frame we see 
2 i?;1 x - 4 i?;12 t = - y  + i (ycot e + 4 y2 t) etc . .  Along the direction y = const. there appear 
two kinds of secular terms in eq. (6. 15) that is, one is linear about t while another is square. 
For the case of transitional term owod there also appears a secular term which is linear about 
t and propagates along y = const . .  
Since i t  i s  rather difficult t o  evaluate the continuous part exactly, we approximately 
estimate it under the large t limit. We take the stationary term, !00 e2 ity/a 
ow1c (y, t ) oc _oo e ixW t l ?: - ?;1 I 4 A ( ?; ; y, t ) C1 ( ?;, t ) d?; ,  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (6. 16) 
where X ( ?;) = 2 ?; ( v - 2 ?;) and C1 is still defined by eq. (6. 14) .  Since w ( ?;) [ = ± 2cos 8 - 1 ] 
is real and independent on ?; from eq. (6. l lb), the integrand < lij I a1 f > e � iw" of eq. (6. 14a) 
is always a periodic function. Clearly the function C1 ( ?;, t) is periodic as to t, that is, 
nonsecular. From above considerations, equation (6. 16) is treated by the method of stationary 
phase, 
( 7[ ) 1/2 e2itoY!a - [ i ] ow1c (Y, t ) oc 4t l ?:o - ?:1 I 4 A ( ?;0 ; y, t ) C1 ( ?;0 , t ) exp T ( t ± lf) ,  . . . . . . . . . . . . . . .  (6. 17) 
where ?;2 (= vI 4 )  is a stationary point. The case of transitional term is treated by the same 
way and the result is obtained from the replacement of C1 by �- Consequently we can say 
that the continuous part results in a decaying oscillation. 
§ 7. Concluding Remarks and Discussions 
Linear problems associated with the DNLS equation are studied from the point of view 
of inverse scattering technique. By the generalized Gel'fand-Levitan equation we found the 
solution of a linear homogeneous equation corresponding to the first variational system of 
DNLS equation. A certain integral formula as to the linear partial-differential operator 
L (x, t ) was derived for the treatment of a nonhomogeneous linear problem which naturally 
arises in perturbations of the DNLS equation. This integral formula corresponds to the 
classical Green formula. A Green function was defined self-consistently and was constructed 
explicitly by using the completeness of squared eigenfunctions. The solution of nonhomogeneous 
problem was obtained by this Green function. 
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For actual applications of generalized inverse theory and Green function method for 
perturbations, it is important to give J ost functions and potentials explicitly with specified 
scattering data. For this purpose we used the method by Zakharov and Shabat and listed 
these functions for the case of a discrete spectral point (corresponding to the pure one-soliton 
state). As a simple but important case, we studied the nonhomogeneous solution which should 
give the lowest correction of a soliton. This correction consists of "stationary" and "transi­
tional" parts excited by the forced term and the initial value of correction, respectively. 
These both parts are classified into ' 'continuous" and "discrete" components. The transitional 
term is interesting from another point of view, that is, the linear stability problem of soliton. 
We note that the nonlinear stability problem should be analysed by the generalized Gel 'fand­
Levitan equation. 
For both cases of stationary and transitional terms, the continuous component results in 
the decaying oscillation while the discrete one mostly yields secular terms. If the physical 
system in question is considered in a sufficiently long time scale, we cannot allow the existence 
of any secular terms. Then we expect the presence of nonsecularity condition from which 
the soliton parameter will be determined. 
If the initial variation is absent, from eqs. (6 . 14) the non-secularity condition is given by 
00 v, 
C1 ( t1 , t ) o: 1 e+11d,u j < W1 ( t1 ; ,u ,  11) [ a1 f (,u ,  11 ) > e- i"d 11 = 0 , · · · · · · · · · · · · · · · · · · · · · · · · (7 . 1 ) 
v, 
where W1 ( t1 ; ,u ,  11 ) = ifr1 ( t1 ; ,u, 11 ) . We remark that the transitional term also contains a 
secular term as the partial contribution from the double pole t = t1 in eq. (6 . 5). However 
the non-soliton part of solutions has been usually regarded as the decaying oscillation. In 
this paper we can not make clear this point, but we comment that the linearized solution (5. 1) 
of generalized Gel'fand-Levitan equation is equivalent to the transitional term. Especially in 
eq. (5. 13) of ref. 11 we had given an explicit representation by the scattering data . By this 
point we may give a conclusion for the above problem. 
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This paper had been published in part. 1 5 >  
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Appendix-A. Explicit Representations of ..lost Functions by the Scattering Data 
For actual applications of eq. (4. 9) or (5. 19), it becomes necessary to give the Jost 
vectors ¢t and ¢: explicitly. In this Appendix we treat this problem according to Zakharov 
and Shabat, 1 2 > because their method is more profitable for solving the Jost functions than the 
usual method 8· 1 3 • 1 4 > using the Gel'fand-Levitan integral equation. 
In the same way as used in ref. 13, we get the following relations between Jost vectors, 
(Im ( A2 ) ;;;;; 0 ) , . . . . . . .. . . . . . .. (A. 1a) 
tP2- (A , x) = ( � )  e - i{T(x ) + 2�i .£ ,/�
'
A P- ( A
') ¢� ( A ', x )  e - z i;.''x 
(Im ( A2 ) ;;;;; 0 ), .. . ... . . . . . . . .  (A. 1b) 
where P+ = p1 = s2 d s11  and p_ = s1 2 / s1 1 • Modified Jost vectors t/Jt, ¢:and functions /3
± (x )  
are defined by 
± ( ) ± ( 1 ) + i-''x ¢1 A, x = ¢1 /\, x e , 
+ 1 X 
13- (x ) = Z J q (y ) r (y ) dy, ±oo 
¢: ( A , x ) = ¢: ( A ,  x ) e - iA'x, . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 2a) 
/30 = /3- (x ) - 13+ (x ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 2b) 
By eqs. (A. 1) J ost vectors are expanded to A -inverse series, with which we compare another 
type of A -inverse expansions shown in eq. (2. 5) of ref. 11.  Then we get 
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( 
0
) r (x ) e+ i,B. (x) = _ _!_ J dt\p+ ( A) 1/ii ( A , x ) e+ ZiA'x, . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 3a) 
1 7r r 
(
1
) q (x ) e- ifF (x) = _ _!_ j dt\p_ (,\ ) rh- (t\ , x ) e-2i-\'x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 3b) 
0 7r r• 
We assume that su (t\ ) has only simple zeros t\j (j =  1, . . . , N) on the first quadrant of ).­
plane. Considering sn (,\ ) = Sn ( - ,\ )  = s1� ( A *) , we obtain the following expression,8> 
{ . 1 [ f.J.df.l. 2 } N A 2 - AJ s ( ,\ ) = exp if:)o + -. log I s ( I I ) I • II . . .  . . . . . . . . . . . . . . . . . . .  o o • (A. 4) n �-' 2 m f.1.2 - t\ 2 n ,.. .i=l t\ 2 - t\ *2 , 1 J 
where an integral path � ( � = T1 + T1 ) is taken along the real and imaginary axes. Since 
det [ 5 (..\ ) ]  = 1, we also get 
(f.J.cL1 ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 5) 
where the sign " - "  (or " + ") is the case that f.1. lies on the real (nr imaginary) axis. We 
note that for m = 1 (or - I )  the zero of sn may be on the real (or imaginary) axis. This 
results in the algebraic soliton. In the following we only consider the case of discrete spectrums, 
that is, p± (f.l. ) = 0 for f.J.£L1 . From eqs. (A. 4) and (A. 5) we get 
N ).2 - A2 
Sn ( ,\ ) = exp ( i/30 )  • �1 T- ).:2 •
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 6) 
J 
Considering similar symmetries as eq. (3. lOa), we reduce eqs. (A. 1) and (A. 3) to 
,/, ( l ) ../!: 2 m). b* ( 1 ) A. *( 1 ) -2iA'2x ¥'1 2 1\ = -� 1 .2 _ 1 2 + 1\j ¥'22 1\j e j ' (Im (..\2 ) :;;;;; 0 )  . . . . . . . . . . . . . . . . . . . . . . . .  (A. 7a) ;=l 1\j 1\ 
N 
r (X'.) e+ i,B• (x) = - 4 i L: b+ (t\) ¢22 ( ..\) e+ ZiA:x , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . (A. 7c) .i=l 
(lm ( ..\2 ) :;;;;; 0 ) . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sa) 
,,, ( A ) = e +P- <x> + ../!: u; b* (..\ ) ,,, * ( ..\ .) e+ z.:.t;'x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sb) ¥'1 1  � l * 2 - l 2 - J ¥'2 1 J ' ;=l 1\j 1\ 
N 
q (x ) e- i,B- (x) = -4 i L: b_ ( t\) ¢n ( t\) e-ZiA� x , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. Sc) 
.i=l 
where we used the following notations, 
tP2 ( A , x ) = . 
+ (¢12 ( A ) ) 
¢22 ( A ) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 9) 
If we substitute t\ = t\k ( k = 1 . , .N) into eqs. (A. 7) and (A. 8), the resultant equations with 
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eq. (A. 2b) are closed as to Jost functions and potentials. The one-soliton case ( A  = A1 ) is 
important and we list the results as follows, 
,1. ( A  ) = 2 mA. I [ b+ ( A I ) 2iA: x J • . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. lOa) 'f'I2 I A� - Aj2 6+ (x ) e , 
e i(f(x) = �: i: � ' . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (A lOb) 
6 (x)  = 1 + 4 mA� 1' b (A ) 1 2 e2 i ( A: - -':' ) x . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A lOc) + (A �  _ Aj2 ) 2 + I , · 
2 mAI r-b_ ( A I ) e-2 i-': x J ·• . . . . . . . . . . . . . . . . . . . . .  (A. l la) A� - Aj2 l 6_ (x )  ' 
+ i/T (x) _ 6� (x )  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 11b) e - 6_ (x) ' 
( ) 1 4 mA� b ( ) 2 2 i ( A'2 - -'' l x ( 6 x = + I A 1 e 1 1 . . . . . . . . . . . . . . . . . . . . . . .  • . . . . . . . . . . . . . . . . . . . .  • A l lc) - ( A� - A j2 ) 2 - I . . 
From eqs. (A. 2a), (A. lOb) and (A. lOc) we find 
eifio = ( A j I A I ) 2 . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 12a) 
Since s1 1  ( A ) = eifio ( A  2 - A� )  I ( A  2 - A j2 ) and det S = 1, we get 
. ( l ) Z A I i/3, S1 1  /\ I = A� _ Aj2 e • ,  si2 ( A J ) s2 I ( A I ) = -
1. . . . .  · . . . . . .  · . . . . . . . . . . . . . . . . . .  · . . . . . . . . (A. 12b) 
Furthermore from eqs. (3. 2) and (A. 2a) we obtain 
Using eqs. (A. 12), we can show that two sets of relations (A. 10) and (A. 1 1) are equivalent 
each other. We note that the Jost vector is completely determined from the substitution of 
eqs. (A. 10) and (A. 1 1) into eqs. (A. 7) and (A. 8), 
- A 
cPI 2 ( A ) = A I cPI 2 
( A I ) ' 
- A 
cP2 I ( A ) = � cP2 I ( A I ) , 
J: ( A ) = ,/, ( A  ) + A
2 - A� e- ifJ+ (x) , . . . . . . . . . . . . . . . . . . . . .  (A. 13a) 'f'22 'f'22  I A� _ A j2 
J: ( A) =  "· ( A  ) + A
2 - A� e+ ifJ- (x) . . . . . . . . . . . . . . . . . . . . .  (A. 13b) 'f'll  'f'll  I A� _ Aj2 , 
where we denoted c/Jij ( A ) = [ ( A� - Aj2 ) I ( A  2 - A j2 ) ] r/;i ( A) . 
To obtain the time dependence of Jost functions and the potential, we only replace 
b± ( A I ) e±ziA: x of eqs. (A. 10) and (A. 1 1) by 
+2  '-'2 + 2iA2 ( - 2A2 t)  b± ( A I ,  t) e - ' l x = b± ( A I ) e- 1 x 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 14) 
For the briefness of notations it is convenient to use such a simplified quantity as r =  A2 ( ti = AD, 
then we get 
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then we get 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  · (A. 1 5a) 
where A is stil l  used for A = /I and 
6± ( x, t ) = 1 + 4 mtl I b ( A  d e ± 2 i ( t, - t,' ) [ x � 2 ( t, + t: l t l , ( tl - t:J 2 ± l 
e ± if3" (x,  t ) = 6± ( x, t ) / 6; (x, t ) . . .  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  (A. 16) 
We note ch1 ( t1 ;  x, t ) = ¢if ( t1 ; x, t ) .  
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1 ， 緒 言
時間及び空間一次 元の糸といえども積分可能な相対論的に不変な場のモデルは興味深い。 相互作用




対称性を総称しており， 超伝導にヒントを得た南部等のモデル1 )は J -対称性を持つ典型 的なもので
ある。 このモデルは， Gross-Nev eu が与えたモデル2)と共に逆散乱スキ ムーに従って積分可能で、ある
事が知られている? 一方， Pohlmey erは2次式で条件を課された 自由場， すなわち直交変換に不変な
相対論的な場を考え， それが積分可能で、ある事を示 した? これらの研究から， 拘束を課す事により内
部対称性が得られるのであるが， 対応する系が積分可能となる拘束 又は対称性は， どこ迄拡大される
かという興味が湧く. 言葉を変えれば， 最も一般的なクラスはどの様に表現きれうるかという事にも
なる。 これにある程度 答えたのがZakhanov-Mikhailov の方向で、ある :，ω 彼等は， 主カイラル方程式
(Principal chiral equ ation)として次式を提 示した。 N次正方行列gを複素正則行列の全体より成る
群 G L(N， c)の元として，
(gûf1)け(gηg一1)�ニO ( 1， 1 ) 
(�，η)は光 円推座標， �=(t-x)j2，ηニ(t+x)j之である。Zakhanov等の方向は， 積分可能な方程式を出
発点とした所に特徴がある。 ( 1 ， 1 )式は， Àをpanameterとした方程式
e 
u




;A 一品 ( 1 ， 2 ) 
の解を知れば， 解くことが出来る。 ここでU， VIは(�，がのみに依存する正方行列， øも行列である。
ポテンシャルU， Vを
U=gdァl' V=g，dl' ( 1 ， 3 ) 
としよう。 この時， ( 1， 2 )式の積分可能条件
Uけ九= 0， Uq一九十(U，V]=o ( 1 ， 4 ) 
は ( 1 . 1 )式に等しい。 (1，2 ) ， (1，3 ) を比較すれば， 次式が成立つ。
g(�， η)=φ(λ:�，η) I A�O • ( 1 ， 5 ) 
nu 
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(1. 1)式'i，.すでに述べた南部，Gross-Neveu の他Lund-Regge7)等のモデルも含んでいる。 而るに，
その解の具体的な解析は余りなされていない。 本文では， まずその求積法を論じ， 次いで実線形群上
の解の表示と， その分類が行われる。 この解は，�-叩面上の曲線上で発散する。 これを特異ソリトン
(Singular Soliton) と呼ぶ。特異ソリトンの物理的解釈は難かしいが， 解の分類に効力を示す。
主カイラル方程式がラグランジアン形式で調べられる。 対応するエネルギー ・ モーメ ンタム ・ テン
ソルが計算される。 面白い事に， 各テンソルは一定値となり， 系が拘束を受けている事を示す。Poh­
lmeyer4)に従って， 拘束の除去 が少し一般的に行れ， その系のパラメ トライズが考察される。
2. 主力イラル方程式の積分
(1. 4 )式を満たすU， Vを見出せることがある。 例えば， 定数の時 は最も簡単で‘ある。 とにかし





�. À+ 1 
V 1[1'- 1[1'九一一ιη λ 1 
( 2. 1 ) 
( 2. 2 ) 
この方程式は， いわゆるRiemann-Hilbert の問題に帰されるプ，9，10)駅À:己η ) は IÀI→∞で単位行列Eに
漸近するとして， 次式を考える。
iif( À:�，甲)1[1'-\λ，'�，7}) = G(k�，甲)， A εC. ( 2 . 3 ) 
但し駅À) は閉曲線Cの外部， ザてA は内部に解析接続されるものとする。 而るに， 従来の逆散乱法と





引À)=E+ ;E 一一L- ，j=l À-Àj 
M A 
I[I'-\À) = E十Z 二二ιー←.k=lλー ん ( 2. 4 ) 
この時 のRiemann- Hillert 問題を解くのは難かしくない。 行手IJAj ' Ak は縮退していてその階数はl
である:0) 故にケyトとブラ両ベクトルのテンソル積に取れる。
Aj = 1ぷ;>< α ;1. Ak =lak ><."ìら1.
( 2.4)， ( 2.5)式を町À)I[I'-I(入)ニEに代入すれば，
どa.la，) どα 10，)<αJ|=-ZJL3-〈人| ， lW41x〉」LJk Àj 一λk K' " K j '  j Àj-Àk 
( 2. 5 ) 
( 2 • 6 ) 
を得る。 これはくxk l， Ix) についての方程式であり， 従って( 2.4 )は 2種のベクトル〈α:;1， 1 ak > で
表示された事になる。 この表示を式( 2. 2 )に代入してAニÀj ，Ak の留数計算をすれば くα ;1， 1 ak > を定
める方程式が得られる:0)それぞれ自明解rU;)， J(λ ) の満たす式に等しし 容易に積分できる。
くαj(幻)1=(α jlf(A AP)， laμ，η )> =J(Ak :�，7})la:>. ( 2. 7 ) 
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但し， く の， 1<<:> は積 分定数である。















( 2. 8 ) 
dfj(均一øUo )， ( 2. 9 ) 
を得る。但し φ=引A=l，ψ= �IA=-l・( 2. 8 )式から
det U=detUo ' det V=det凡 ， ( 2.10) 
Tr. UニTr.Uo ' Tr. V= Tr. Vo . ( 2. 10) 
(1.3)， (2.10a)式から
白t{g叫=det{g(ι中xp[(�-ω川市一7Jo)Tr. VoJ ( 2.11) 
故にTr.日=Tr. Vo=Oならば，det{g(�， η) } は不安定となる。det{g}が不変な解を gs とし， スカラ
一面撤f(�，η)で g=g' fと書く。 特に，
加)αexp {会((日)川切一7Jo)Tr. Vo) } ， 
とすれば， gsに対し U→U一(l/N)Tr. Uo と置換えれば良い。こは事から Tr. U=Tr. V=O なるケ
ースを考えれば寸分である。gが実数であるとしよう。(1. 2 )， (1. 3 )， (2. 1 )式より町il)=ザ(il*) が
課される。(2. 4 )式にこの対称性を課すと， 2種のケースが考えられるJ第ーのケースは， (Ap ん)
及び(三らん)が実の時であり単純モードと名付ける。今一方のケースとして， 畝il)を，
� I A， A� \ -1 _ � { A. 耳干 I lJf=E+ II --jー+ .:..2_ . I lJf-'=E+I I _:_:ι一+�一 1.戸1 \À-Àj . À-À; j' ド1 \À-Àk k-芯/'
として表現する時ま， (Ap Àj) はは複素数である。これをブレザーモードと名付ける。 このケースの
解法は， 単純モードの時と基本的に変らない。 又， 両モードが混在する事も許される。
( 2.12) 
3. 特殊実線型群上の解の分類
特殊実線型群上 の解， つまりgeSL(N .R)を調べる。以下(Uo， l'o) を定数かつ対角和零とする。
(1. 4 )式からcU1)' l'oJ=O。基本的な N=2の場合を考えょっ， この時は叫=にとして良い。更に
ポテンシャルからgへの写像は， 実定数行列AによるUの変換，ι→A-1UA.に対し不変である。行
列の標準変形から， 次の三種のケースに分類される。
( i )det Uo< 0 : 








一一FJ ( 3 .  a ) 
(ii )det Uo= 0; 




一一7Fd (3. 1 b) 
。。nu 
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( iii) det Uo < 0 : 
日= ( fLlf
o




I 1 1 \ r U，^. 0 I I .é\ <α(，\)1=1一一， 一ー� \ vv，= 1 山 J t IX>ニi、|\ ，1 十l' ，1 - 1 ) ' l  0， u10 j \η / 
3. 1 単純モード
極 が一組 (ん， ，11 ) の時が基本となる。式(2.6)， (2. 7)， (3.1)を(2. 4 )に代入して， 1Jf(θ'; t;，η)=E 
-a11/ (，1，Lls)を得る， ここに ajk ニ|α:jk> <α)， Lls= Lls( t;， 71)は(2目6)式のIXj>を解く際に現れる行列式
である。det( g)=，1/ λl であり， gESL(之R) が示される。式(3. 1 )の( i )， ( ii )， ( i i i )に対するム
はそれぞれ以下の様に与えられる。
仰 λ I r アY? ヲ I ， I γ - X? ?  I = 二 exol 日� !:cosh!Z. 日 E Is ，1 l l  ---F \ 2 ) - - - \ -11 2 ) ( 3， 2丘)
、、、‘‘tE，，，/v' ρしク旬十vr e 十γ' e 
J''S『E't、、l一九一一日刊SAU ( 3， 2 b) 
doll) 2(711 z て I-722 t て }� t e cosz.・cosz唱十e sm z， 'smz. I d 入11 \ ‘ 且 ， ) ( 3. 2 c ) 
ここにZ2=z1(AJ)，zh=zl(AJ又は震の添字 (jk)を持つものは.Z jk =Z;-Z k と約束しておく。(2. 7 ) 
式の積分定数は<α � Iニ ( e- \ e- Y2)， 1α :>=( ey\e71)T としてある。パラメ タμによってはLls (t;， 
叩) が零 となる。この時 解は曲線Lls(t;，η)=θ上で発散し， 特異ソリトンとなる。その軌道 は， ( i) 
( ii )では直線的，(iii)では周期的構造を示す。g (t;，η) を書き下す事は省略するカ二( i )では双曲線函数
( ii )では代数函数， (ii i )では正弦函数を含んだ形を取る。
3. 2 ブレザーモード
この時 の行列式Llb(t; ，万)は， 次式で与えられる。
叶 t i2-iく虻>_12，1 l l  I I ，111 ( 3 ， 3 ) 
2重添字 は，，1 jkニAJ-λ とA jk =，1 jーん* で定義される (実数量に対しては，1j kニスj k)， 常に特異ソリト
ンが現れる。 まず( i )では
(1) Ll:;::::cosh 2xl l十cos 2y，. cos 2y，- coth ð.sin 2y，. sin 2y，・ ( 3， 4 ) 
但し，zJ二二吟+ iyj '  Xjk =ろー ら等とした。又coth ðニ ( 1，1 ，l- IA J)/ ( 1 λ，l十1A " r2 )であり， かつ位相因
子となるμは省略した。 主フレーム( X，，=θ)に沿って幅2x，�= log( cothl訓) の帯状域があり， そ の中
に特異軌道 が島状に点在する。(ii )では， 非常に簡単な構造を得る。
4buJ145 5c)切 れ)-/_ (3，5) 





行亨IJの次数N及び極の対の数M を増すと， 解析は急速 に難しくなり数値解析が必要 になってくる。
けれど(ç，η)面の遠方での振舞に限って， 尚解析の余地がある。依然として2X2特異ソリトンが重要
である事が判る。ブレザー・モードの内， 次の(UO' VO)について考えよう。
/向。 o 0， ( v10 0 0) 
(α) UOニ10円。 o 1， VO= 1 0 v20 0 I 
' 0 0 u30 ! \ 0 0 v30! 
( 0 V10 0 \ 
(b)日=1 0 0 ulO 1 :と九
\ 0 0 0 J 
(α)のケース: L1� (N= 3) を取ろう。3本の 主フレームX〉=Oが現れる。但し， Xj=R e . {ら-Zkk，}
三Xjj-X帥: (i，j，k) はサイクリyクである。主フレームの半直線上でJ:(N=3)はdなN=2) に漸近す
る。これは， 2ヶの 特異ソリトンが衡突， 相互作用 して， 別の 特異ソリトンをlヶ発生すると解釈で
きる。(b)のケース: L1�I)(N= 3)は， 2ヶの L1�I\N=2) の積に漸近する。これは3x3 ソリトンが2ヶ
の 2X 2ーソリトンに分裂する様に解釈でき， (α)のケースとは異った相互作用 にみえる。
極の対の数が2の 時(M=2 )も， 相互作用として解釈できる。L1�(N二M=2)を例に取ろう。6ヶ
の主フレームが存在し， その内3本の上にL1�(N=之M= 1) が存在できる。つまり，3ヶの、ノリトン
の相互作用 と解釈され，従来のソリトンの 衡突とは異っている。
( 3. 6 ) 
( 3. 7 ) 
4. ラグランジアン形式による定式化
主カイラル方程式 (1 .1 ) は， 次のラグランジアン密度
L= fTr (gJVJ1)， ( 4 1) 
てい作った作用AニffL(ç，叩)d ç dηの変分原理から導ける。(ç，η) についての 並進対称性 よりエネルギー
モーメンタム・テンソル�/が=0，1 )が導入できる。
r Tr . ((g-\g，J-L，ーTr .((g-\g，J 1 〔TU〕 =| 1 1 |! -Tr. ((g ")，gX ]' Tr . ((g ")xιJ+L r 
Lニ(1 /2) Tr.(g，(g-I)，_gx(g-\rJよりん に正準共役な%が定義で、きる。
( 4. 2 ) 
九戸((g-\JJi 又は J= (il )t・
系のエネルギ・モーメントム H， P は，
T 1 _ T T _1 P=T01=-Tr.(π"gx)， H= 1�0=一 Tr.( 一πgπg十g)g ‘ )J.2 
汎函数微分/J/jJgij等を使うと， (1. 1 )式は次の 正準形式に書ける。
( 4. 3 ) 
。Igij jH 
θt /J7rij ' 
8π括 合H
at /Jgij ' 
( 4 . 4 ) 
H= fHdxは系の全ハミルトニアンである。任意の 汎函数F=fF(πij，gij' agj ax)dxの 時間微分8F=
(dF/dt)L1tを取る。8gij= (dg;/dt) L1 t等から，
FD nu 
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dF �打/JF dg.:; ，/J F d7rü \ .'--ニニニ ;> " 一一一一・ 一← . -- 1111': 
dt : 1\ ，ág.:; dt . /J7r.:; dt J一
これに(4.4 )式を代入して， ポアソン括弧が導入きれる。
dF . � � 打/JF /JH 片F jJH \ ーニ{F ，lI}=X I!一一・ 一一 一 一 ・ � Ii:j 1 \ ，ág.:; 片π口 Pπ.:; jJg.:; J 
きて(4. 2 )又は(4.3 )式に(1.3 )式を代入 すると，
吋Tr (U2+U2)， pz-Tr(U2-V 2)
が得られる。一方，(1 .4)式によれば任意の整数制こ対し次式が成立 つ。
_a Tr. (Un)二三Tr.(Vπ)= 0 θη θE 
( 4 .  5 ) 
( 4. 6 ) 
( 4. 7) 
三節に従ってPを計算しよう。簡単のため( i ) のN= 2に ついて計算する。式(2. 4)-(2. 6)から
駅O:ç，叩)=E一(Àll/ÀI)R:Ç.η)， 1p'-\ O:ç.η)=E十(ÀU!λ)R:ç，η). ここにRニlal><αU<αII/<al>) は
射影行列で戸ニP， Tr. Pヒ1 が成立 つ。(2. 2 )式に代入してU， V の射影行列表示 が求まる。
U=σ十 二主- 11・pー .:'.!.!_ p，σ .. 11 =- Pl1oP. 。 1+ À1 - 0 1+ ÀI - 0 (lナÀ1)(1+J:j ) -0 ( A i ぷ ( 4. 8 ) 12 V= α -ユLー σ'3P+ 二.:..!_l_ p，σ _ .. II Pl10P 1-Al u I-A1 3 (1 一 九)(1- Àj ) 以
σ3はPauliのスピン行列である。長い計算の後Tr.[(U-V)( U十V)) =O を得る。従って P = 0， 又
H =すTr.lf =すTr.V. 而るに(4 .7 )式からHは定数となる。
5. カイラル方程式の拘束の除去
Nニ 2のケースを扱う。 ポテンシャルをスピン行列展開(XUj句=U)してベクトル表示(u= (ul' lら
的))する。これからカイラル方程式に同等な(1.4 )式は，次の様 にかける。
2\u，f'ニ(u)\u>， 2\vρ= (u)\v>. 
ここに(u)は， 反対称行列で以下の如く定義 される。
( 0， -�， u. \ 
(u) = I lも， α 一 角|
\ -u.， 14"， 0 ) 
(5.  1 )式は，その不変性からノルム NuC =\<叫u>\ )，Nvを一定として良い。(u) に関 する性質
(u)lu>=α (u)\v> = -(v)\u>， (u)(v) = -< u\ v> + \v>< U\， 
( 5. 1 ) 
に注意する。3ヶのベクトル{\u>， \uρ， (u)\uη>}は互いに直交していて，三次元空間の基底を成 す。
それでベクトル lue>，\v9>は次の様 に 表現できる。
\ ut> = al\ u9> + a2 (u)\ u9>， \v9> = bl\ve> + b2 (v)\ ve>. ( 5. 2 ) 





blf= b2 bj + bj a2f， 
ん= b2(1-f2)，





ff� � 1. _1. � 1 Ile a l�=a2 bj+ 庁2 aj， b lf =b2aj+ � --; 2 bj . (5.4) lf � � ' 1-1 2 � ・
(5. 4 )式で、い2が無いと al' bj=1/刀才2"，こ留意して， aj=a //ï才てbj= b //ïて(2と書くと a�=�b，
beニb2a . 更にゆ'e=aψ" I/I�= bψ なる仇ψを導入するとa�+aø/，ψ=b!l+bø/Iψとなり先程の関係と比較し
て
ψ，/ψ=九 ‘rþ.ll/F=a2 
を得る。これは式(5.3b)を使えば積 分でき， 1/F=!(1+刀/U-f)となる。 (5.3 )式は，最終的に，
2ヶの変数f，ゅの方程式に帰着される。
Lー と乙 一位士益金一f軒=(1-F)ーん� -;----;;- - I/Ie偽 I/I#n = - .n� . - :-< . ( 5. 5 ) 9 1-f2 Y' Y'� 1+1 ' 拘 1 一 戸
これは，次のラグランジアン密度から導ける。
_/� 1-1 一 一一 一 一 一�1/I_l/In+2f 1一戸 1+1 rp'9 ( 5. 6 ) 
ノルムの不変性に注意して lu>をパラメトライズする。 3ヶのパラメータで表示される。それで，
luo> をある定ベクトルとして1 u(α'，ß， y)> =R(a，ß， y)luo>とすれば，行列Rは三次元の回転群に属する。
lu> の第2成 分が純虚数であるから，ReO(3，C)である。その形は次の通りである。
R(a，β�y)=Rj(α) R2(β) Rs( y)， ( 5. 7 ) 
( 1， 0 ， 0 ， ( cosβ， 0， -sinβ， (coshy ，-i sinhrO\ 
Rj(α)=1 0， cωha ， i sinha 1 ' 九(β)=1 0 ， 1 ，  0 1， Rs( y)=1 i sinhy coshy I叫.
lα -i sinha， cosha ) 'sinβ ，O， oosβ) ， 0 ， 0 ，刀
(3. 1 )式 の 分類に習って fを計算する。( i )<uolu o>=l . luo>=lv o>=1αα1>とすれば，
I=<u(α'，ß'， r' ) u(a，ß， y) >=<uoIRT(α'，ß '， y) R(a，ß，y)luo> 
d β一β" . ，  " l.dβ'一β 1= ; CoS-� ，- ; 卜 cosh(a一α )-; sin- � '� J・cosh(α+八
( iii ) < uol vo> = -1.1 uo>ニIvo>=1ααえかとすれば，
I=A( a'，a:'Ý， y)cos(β'一β)+B(α'，ad，y)sin(ß'-β)-C(α， ，a:-y'， y) . 
(5.8a) 
(5.8b) 
但し，v司Z芋w-十1=ζ月ま( i )では符号を変えるが( iii )では負定値( f;豆一1)である。特に( i i i  )でな
実数数Oで 1=-cosh8 とパラメタライズでき，式 (5.5)は次の様に書ける。




カカイラル方程式の積分並ぴに実線型群上の特異ソリ トンの分類が行われた。 一般には， Riemann­
Hilb ertの問題に帰するが， ソリ トン解の計算は簡単で、 あり， 行列の次数による困難は克服され， 従
来のものにないタイプの相互作用が見出された。 系のエネルギーモーメンタムが，典型的な2x2特異
ソリトンに対し計算されたが， 結果は定数となって拘束を受けている事が判った。 この計算の目的は，
特異ソリトンの物理的解釈に あったが， 別の角度から これを考える必要が ある。 そ こで拘束の除去が，
Pohlmey er に習って実行され， Lund-Regge のと似た方程式( 5. 9 )が導出された。 本文では扱われ
なかったが， このタイ プには， やはり逆散乱スキームが存在すると思われる了 これから改めて系の保
存量が計算できるはずで あり， その結果は興味が ある。
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Integration and Classification of the 
Principal Chiral Equation 
Tsutomu Kawata 
The principal chiral equation giving several types of relativis tically invariant field models 
is integrated dy a new version of the inverse sc attering method. We special ly treat the solu­
tion on SL( N，R) ，  which shows singular behaviours. Complicated solutions are well classified 
by using basic 2 X 2 - singular solitons. The energy-momentum tensor is cal culated but resu­
lts in trivial. This suggests that the system is under constraint. We remove this constraint 





特異性を示すSL(N，R) 上の解が扱われる。 複雑な解でも 基本的な2 X 2 特異ソリトンの相互作用と
して理解され， 分類される。
この系のエネルギー・ モーメンタム・テンソルは計算の結果定数となってしまう。 これからこの系







大 井 淳 一
コオロギは触覚によるコミュニケーションを行っている。 雄と雌， 雄と雄とが出合うときの触覚の
動きには特有なものが観測される。 この動きを定量化するために， 触覚の動きをPVD F (ポリフッ
化・ ビニリデン)を使用して， 電気に変換して計測した。 単一の触覚の2次元的動きと2本の触覚の
同時運動などを測定した。 その結果， コオロギの雄と雌， 雄と雄との出合いの後に示す触覚運動には，
スペクトル解析においても， 明確なパターンの差異がみられた。
開領域問題の境界要素解析




を明らかにした。 更に， この境界要素， 有限要素の結合法で系行列の帯幅が広がるので， ラプラス問
題の場合について無限境界要素を提案した。 この要素を用いると帯幅を変化することなく問題を解く
ことが可能となる。
本研究の一部はInt. J our. for Computation and Mathematics in Elec. and Electronic Engng. ， 
2， 4 (1983)， 日本シミュレーション学会第2回シ ミ ュ レ ーションテクノロジー ・ コンフアレンス論
文集1982年 6 月， 同学会第4回電気・電子工学への応用シンポジウム， 1983年3月に発表された。
磁気飽和を考慮した単相誘導電動機の特性算定法







竹 多 信 一
防音壁のしゃ音特性を測定しようとすれば， 十分広い空間か， 無響室を必要とする。 本論文では音
源としてインパ ルス音源を用い， この音源による時間応答波形を 適当な時刻で打切ることにより， 反
射波の影響を取り 除くことができるので無響室を用いることなく所望の測定が可能となる。 この方法
を用いて剛体及びインピーダンス処理された床上に置かれた防音壁の音場を実測により明らかにした。
更に， これらの結果を3 次 元ハイブリッド型無限要素を用いた有限要素計算によるものと一部比較を
行なった。
蝿牛の有限要素3次元モデ ルとその応答
渡 辺 信 之
聴覚器官の中で周波数弁別を行なう嫡午の応答を調べることは重要で、ある。 これまでの応答解析は，
1次 元， 準2次元， 2次モデル等で嫡牛を百|き延し， 縦断面に関する2次 元解析であった。 本論文で
は 3 次 元要素を用い， 有限要素解析を行なった。 基底膜はインピータツスを持った弾性膜で置き換え，
嫡牛内部を充たしているリンパ 液との結合も考慮、した。 また形状を渦巻状にするのと， 直線状に引延
ばしたものとでは前者の方がより実際の応答に近いことを明らかにした。




中 村 信 一
石炭の環元アルキル化による可溶化機構を研究のため， 多環芳香族6種類 (ナフ タリン， フルオレ
ン， アントラセン， フェナントレン， アセナフテンとアセナウチレン) について， 還元メチル化反応
を行った。 結果:(1)ナフ タリン， フェナントレンを 除き反応率は86%以上であった。(2)電子親和力の
大きい炭素原子上で環元メチル化反応が優先的に起る。(3)電子親和力の小さい化合物ではメチル化反
応が起る。(4)ナフタリン， アセナフテンとアセナフテレンは還元2量化を受け易い， (S)メチル基導入
数はメチ ル化分子当り1. 9- 2. 5， 全分子当り 0.25- 2.1であった。
還元メチル化による石炭の可溶化
一炭種と可溶化性との関係についてー
















山 本 至 臣
大平洋炭 還元メチル化物のベンゼン可溶分を， 電荷移動剤を用いずに繰り返し 還元メチル化し， メ
チル化物は更にnーヘキサンとアセトンで逐次 して， 各処理段階に於ける溶剤可溶分の収量， 構造パ ラ
メー タ並びに分子量分布等の変化を調べた。
















新 谷 隆 志
商用電源で電磁駆動されるインパ クト ・ ユニ ットは， 衝撃能力が 大きくなる1次共振のすぐ上で使
用するので， 固有振動数が 高くなる。 そこで半波整流により駆動振動数を半分にして， 工具振幅の増




千 葉 吾 郎
流れに垂直におかれた二次 元水平加熱円柱が， 平板に近づく場合を， 主流が一様流及び一様せん断




向 山 晴 夫
近年， ロケット燃料等に 大量の液化力、スが使用されるようになり 有効な低 温断熱方法が強〈望まれ
ている。 その中でも低 温液体の輸送あるいは保存， 超伝導コイルを用いた電気機器の保冷などにおい
て充てん層 を用いた断熱方法が注目されている。 本研究ではグラスバブルス充てん層について実験を行











高 田 修 市
超塑性Zn-22%Al共析合金の圧縮及び型鍛造加 工中に共振周波数19.5KHz， 振幅3.5umまでの超音
波振動を付加できる装置を試作し， 上記合金の超塑性加工特性の向上に与える超音波振動の影響を検
討した。 その結果， 超音波付加は変形応力， 型細部への充満性および加 工時間の短縮等に著しく 有効




十 丸 泰 男
低圧下における油圧駆動装置の動作においては作動池の圧縮性を考慮しなければならない。 また，
作動油の持つ粘性の影響も見逃すことは出来ないと思われる。 そこで， 本報告では， マッハツエンダ
ー干渉計を用い縞次数の変化に注目して作動油の圧縮性や， 油の流れの様子を調べた。
その結果， 屈折率の変化を求めることによって， 密度の変化を調べ， 作動池の持つ圧縮性を確認し
た。 また， 色々な流れを想定して， 種々の条件の下に流れの干渉写真を撮映し， 定性的な作動油の流
れを調べた。 そして， 得られた作動油の流線を完全流体の流線と比 較し作動油の流れの考察を行なつ
fこ。
レーザ測定技術からみた研削加工変形の研究
吉 野 俊 隆
ホログラフ イ干渉は， 物体表面の微小変位を非接触で計測できる秀れた特徴を 有する。 著者は， こ
の方法を研削加工により発生する加工物体の変形量の計測に利用した。 計測は加 工による物体の変位
を干渉縞パタ ンーとして測定し， その結果従来推定されていた加 工面からの加 工による変位の影響は




河 岸 義 史
Fe(OH)2沈殿懸溺液を各所定温度で空気酸化して， マグネタイト の生成実験を行なったところ， pH 
を調節しなかった場合， それは減少して行き， ORPは上昇した。一方， pHを一定に調節した場合， 0
RPはわずかに減少した。 また， Fe2+ イオン残存濃度の 2時間までの酸化時間に比例した減少速度よ
り3 kcal jmol の活性化工ネル占fーが得られた。さらに生成されたマグネタイト の比表面積とZIA
法によるZ n2+イオン吸着量との開に比例関係が見い出された。







代表的 ニッケル鉱石であるガー ニエライト鉱石の硫酸浸出液中には， Ni， Fe， Mgの硫酸塩が溶解
している。 この浸出液に低コ ストアルカリ ( MgO)を添加すると， 純度:98 %以上のFe( OH)3とMg(OH)z
を分別沈搬できることを実験的に確かめた。 また， 残液の晶析実験(350C， 3.5%MgS 04 溶液を5
oC， 2.3%MgS04 溶液とする実験) により， 晶析後の炉液に硫酸を添加して それを浸出液として使
用するクロー ズドプロセ スの実現が可能と推定された。
米粒の内部水分移動 と乾操割れ
高 宮 正 宏
米の乾燥に際して胴割れ米を減少さすことが課題となっている。 その乾燥割れを抑制するには胴割れ
れの発生機構を究明する必要がある。 本報では一定 温度の気流中での乾燥の場合の乾燥過程 および貯
蔵過程における粒内部応力を， 米粒を均質球状の粘弾性体とみなして理論的に数値解を求めた。 そし
て実測と比較検討を行なった。 更にレ オロジー的に乾燥割れの現象の追求も試みた。
偏心二重管環状部に お け る輸送現象
中 村 明 夫
熱交換器の管群の不整配列や原子炉の燃料棒の湾曲は熱伝達率を低下させると共に装置に重 大な影
響を与える。 偏心二重管環状部内の流れはこれらを想定したモデルである。 本研究では壁 温一定の熱
伝達問題と相似である電極反応を用いることにより装置定数， 操作変数と内管壁面における物質移動
係数分布との関わりを調べた。 また物質移動に対する壁 面勢断応力， 壁面上の乱れ強度の寄与， さら



















性や熱安定性は優れているが，酸素を 多く含む。 赤外吸収の測定からPWにより H-Si の結合状態が
変化することが明らかになった。オプテイカルギャップは2 00Wで約 1. 5eVで、あり，PWの低下につれ
て小きくなった。 日音導電率(例)は5 0Wで10一11 Sj cm， 2 00Wて"1O-5Sjcmであり，光導電率(<1σ)はσdニ10-1
Sjcmの試料では約1O-9Sj cmであった。
英文のもつ複雑さの数量化に関する研究
小 松 智 吉
自然言語は，様々な複雑さ，あるいはあいまいさをもっている。 そのため， コンビュー タを用いた
言語処理を，より人間的な処理に近づけるには， 自然言語に対してなお 基礎的研究を行ない， 言語の
もつ特徴を数量的に明確にしておく必要がある。
筆者は， その1 つの試みとして， 主成分分析法を用いて英文のもつ複雑さを数量的に抽出し， 複雑




庄 司 克 幸
Si(lll) 表面におけるGeの成長の初期過程と超 構造について， Ge を超 高真空中で Si割反の 温度を
変えて蒸着し， L EEDとAESで研究した。下地Siからのオ ージェ信号強度とGe の蒸着時間の関係か
ら， 基板 温度35 0.C以上ではGeは3原子層 までは2次元的に層状成長l， その後3次7目的な鳥状成長
する Stranski.krastanov型の成長をする。 又， Si(lll)面上にGe が急峻にヘテ ロエピタキシーする
時， Ge2原子層でSi(111) 7 X 7超格子 構造は(5 X 5 ) 構造に なることを明らかにした。
斜めに配列された八木アンテナに関する研究
長 木 清 昭
都市に於ける， ブランキングやゴ スート対策用のアンテナ として， アンテナ 素子 を斜めに配列した
八木ア ンテナを考案し， その諸特性の解析を行った。 この結果， 本アンテナ は， 次のような特徴を持
つ ことが明らかと なった。






層 状半導体InSeの熱酸化過程 をXPS とAESで研究した。 InSe のへき開面には夕、ングリングボン
ドが存在せず， 室 温では酸化は起こら ない。 空気中で熱することによって表面には最初酸素過剰なIn
の酸化物In203+xが形成きれ， 時間と共に In20 3が成長する。 Se酸化物は表面に存在し ない。 熱酸
化で作成した In20 3-InSeヘテ ロ接合は可視領域で光起電力特性を 示すことがわかった。
ベルダジルのエ レクトロクロミズム
渡 辺 勝 彦
有機物 質ベルタジルは+電極で緑→ 赤紫， 一電極で緑→無 色に 色変化する。 このエレ クトロクロミ
ック ( EC ) 現象を表示素子 に応用する観点から， この物質のEC機 構について， スリット型セルと
非対称型セ ルの透過特性， サイクリックボルタモグラム等を基に検討した。 また， 透過型セルと反 射
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