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In this work we develop EPOCH: Equilibrium Propagator by Orthogonal polynomial CHain, a
computationally efficient method to calculate the time-dependent equilibrium Green’s functions,
including the anomalous Green’s functions of superconductors, to capture the time-evolution in
large inhomogeneous systems. We do this by expanding the equilibrium propagator, which encodes
the Green’s functions as its matrix elements directly in the time-domain, in the orthogonal Legendre
polynomials. This results in a separation of the Hamiltonian matrix elements from the time and
temperature dependence. The former are easily calculated using the recursive relationships of the
Legendre polynomials, while the time and temperature dependence is captured in mode transients,
which are easily computed from a closed recurrence relationship with an inhomogeneous source term.
As a consequence, the computational cost scales only linearly in the system degrees of freedom,
generating an extremely efficient algorithm also for large systems. We demonstrate the power of the
EPOCH method by calculating the time-evolution of an excitation near a superconductor-normal
metal interface in two and three dimensions, capturing transmission as well as normal and Andreev
reflections.
I. INTRODUCTION
Time-evolution in quantum mechanical systems pro-
vides fundamental understanding of the inherent dynam-
ical processes and ultimately leads to possibilities in har-
nessing quantum effects for applications in for exam-
ple quantum information processing.1–4 Notably, even
quantum systems with no external time-dependent drive
usually present a highly complex dynamical behavior.
These can range from the transmission and reflectance
across interfaces, also for superconductors, to more gen-
eral quantum transport properties, also including quan-
tum electronics with coherent single electron excita-
tions in solids.5–8 In superconductors, another remark-
able time-dependent phenomenon occurs when electrons
pair at unequal times, which enables odd-frequency pair-
ing, present for example in superconductor-ferromagnetic
and multiband systems.9–15 Moreover, through the
fluctuation-dissipation theorem, equilibrium correlations
even predict the response to time-dependent external
perturbations.16–18
At the same time, systems or devices with any type of
junctions, interfaces, edges, or disorder, which often give
rise to highly non-trivial quantum dynamics, are natu-
rally lacking translation symmetry and thus see a dra-
matic growth in the degrees of freedom that has to be
treated simultaneously. This makes the use of analytical
methods as well as brute force eigenvalue diagonaliza-
tion completely unrealistic. Faced by such a computa-
tional challenge, we are instead compelled to consider an
alternative method that will efficiently and accurately
compute the time-dependent properties in equilibrium,
while at the same time maintaining a low computational
cost as the degrees of freedom proliferate. In particular,
we are interested in all two-particle correlations and their
time-dependence, which can be efficiently calculated from
the time dependent Green’s functions,18 as they encode
all two-particle observables. The Green’s functions are
also inherently interesting objects for they represent the
probability amplitude of finding a particle at a position
x2 and time t2 after an earlier insertion at the position
x1 and time t1. Similarly, the particle-hole conversion
found in superconductors is likewise properly handled if
the anomalous Green’s functions are also included. Thus,
the efficient calculation of the time-dependent Green’s
functions is of fundamental interest.
For pure quantum states, the time-domain naturally
lends itself to step-by-step calculation at each point in
time without the need of costly eigenvalue diagonaliza-
tion, since the Hamiltonian H in this case is the genera-
tor of the time-evolution. Thus, the time-dependence, or
equivalently single wave-packet propagation, is, in prin-
ciple, achieved by only matrix-vector multiplication, ei-
ther by naive finite differences or by Taylor expanding the
unitary time evolution operator U(t) = e−iHt. Such sim-
plistic methods are, however, vastly improved, both in
accuracy and efficiency (exponential over power law con-
vergence) by the Chebyshev method of time-evolution,19
which has become a firmly established methodology in
quantum chemistry and molecular dynamics.20–23 In the
Chebyshev method the evolution operator is instead se-
ries expanded in terms of Bessel functions Jn(t) and
the Chebyshev polynomials Tn(x): U(t) =
∑∞
n=0(2 −
δn0)(−i)nJn(t)Tn(H).24 The series converges rapidly be-
cause for t . n, the Jn(t) is exponentially suppressed
and therefore only the first n terms contribute up to the
finite time t. Similarly, the reason for the numerical ef-
ficiency of the method is that each successive expansion
order is obtained from only one additional multiplica-
tion by H, as the Tn(H) polynomials are connected by
a recursive relationship. However, despite the consider-
able success of the Chebyshev wave-packet propagation
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2method,20–23 it has a major drawback which has limited
its use for time-evolution in condensed matter physics: it
only considers time-evolution of single electrons, or pure
quantum states, and fails to capture the necessary equi-
librium statistics present in systems of many electrons.
To calculate thermodynamic expectation values, a col-
lective trace over the equilibrium density matrix for all
electrons is required. Thus, in order to be able to ef-
ficiently calculate time-dependent Green’s functions we
are forced to extend the Chebyshev wave-packet propaga-
tion methodology to include Fermi-Dirac statistics with
the time-evolution.
The recursive property of all orthogonal polynomials,
including the Chebychev polynomials Tn(x), is in fact
not only useful for wave-propagation or time-evolution
but has become a versatile technique in approximation
theory,25 that has also developed into a prominent linear-
scaling electronic structure method: the kernel polyno-
mial method,26,27 used to compute spectral functions
and expectation values in very large systems.28,29 De-
spite extended use, the kernel polynomial method was
only recently extended to tackle also superconducting
systems30,31 but notably not to the time-domain. There
is thus still a strong need to provide efficient numerical
methodology to handle time-dependent Green’s functions
for condensed matter systems.
In this work, we develop the Equilibrium Propagator
by Orthogonal polynomial CHain, or EPOCH, method,
to efficiently calculate the time-dependent equilibrium
Green’s functions for both normal and anomalous cor-
relations. EPOCH is a generalization of the Chebyshev
wave-propagation method from quantum chemistry that
efficiently also handles the Fermi-Dirac statistics needed
for equilibrium physics of quantum condensed matter
systems. We achieve this most efficiently by transition-
ing to the Legendre polynomials, since they, unlike the
Chebyshev polynomials, allow us to derive analytical ex-
pressions for key quantities in the time-evolution. Thus
using the Legendre polynomials Pn(x) as our starting
point, the analogous expansion of the evolution operator
U(t) for wave-packet propagation is given by (see [22],
Eq. (7.12))
U(t) =
∞∑
n=0
(−i)n(2n+ 1)jn(t)Pn(H) , (1)
where jn(t) are the spherical Bessel functions.
32
In more detail, we first review in Section II time depen-
dence within the standard Bogoliubov-de Gennes (BdG)
formalism18,33 of a generic time-independent Hamilto-
nian H applicable to systems both with or without su-
perconductivity. Then we show how the thermal equi-
librium Green’s functions, or equivalently all particle-
hole and particle-particle expectation values, are found as
the matrix elements of the Equilibrium Propagator (EP)
Lβ(H, t) = e
iHtFβ (H), where Fβ (H) is the Fermi-Dirac
function at the inverse temperature β. Next, in Section
III we derive a general series expansion for the EP, and
thus the Green’s functions, in an arbitrary complete set
of orthogonal polynomials. Applying this specifically to
the Legendre polynomials Pn(x) in Section IV, we arrive
at the following expression for the EP
Lβ(H, t) =
1
2
∞∑
n=0
(2n+ 1)in(jn(t) + if
n
β (t))Pn(H) . (2)
This expression can rightfully be thought of as a general-
ization to many-body fermionic systems of the successful
Chebyshev time-evolution method already widespread in
quantum chemistry19–23 or, likewise, of the series expan-
sion for the time-evolution operator in Eq. (1). With
this generalization, the total mode transients lnβ(t) =
in(jn(t) + if
n
β (t)) all receive an additional second part
fnβ (t) compared to the time-evolution operator in Eq. (1),
which only has the unitary mode transients jn(t). No-
tably, this additional fnβ (t), a so-called projective mode
transient, contains all the temperature dependence and
thus fully encapsulates the Fermi-Dirac function Fβ (H),
crucial for full quantum statistics and thermodynamical
quantities in condensed matter systems. In Section IV
we also show that the projective transients fnβ (t) are
the solutions to a closed recurrence relationship with an
inhomogeneous source term and describe how to calcu-
late them with a numerically stable and efficient method.
Numerically, the three-term recursion relationship of the
Legendre polynomials means that only one additional
multiplication by H is needed to calculate the next order
of the Pn(H) matrix and therefore also the next order
of the expansion. This keeps the computational cost ex-
tremely low, such that the EPOCH method scales lin-
early in the degrees of freedom, or system size.
For completeness we also discuss numerical limitations
in the inevitable finite truncation of the EP series ex-
pansion in Section V, showing how Gibbs phenomenon
is effectively avoided in all gapped systems or at finite
temperatures. We end the formal development of the
EPOCH method in Section VI by providing a step-by-
step outline of the numerical implementation. In order
to provide an explicit example of the capabilities of the
EPOCH method, we use it in Section VII to calculate
particle propagation close to a superconductor-normal
metal (SN) junction in both two and three dimensions,
where we capture all transmission, normal and Andreev
reflection processes very efficiently even on a standard
laptop despite very large system sizes. While being a
simple example, this clearly illustrates the capabilities
and numerical efficiency of the EPOCH method and how
it can be applied and utilized for the understanding of
quantum dynamics in large and complex systems. Fi-
nally, in Section VIII we offer a short conclusion.
II. TIME-DEPENDENT BDG FORMALISM
To provide a simple starting point and ensure that our
approach is applicable to condensed matter systems with
3or without superconductivity, we review the standard
BdG formalism. We consider a fully general quadratic
time-independent Hamiltonian H and separate it into
two parts Hˆ = Hˆ0 + ∆ˆ where the first part Hˆ0 con-
serves particle number, thus capturing the normal part,
while the second part ∆ˆ contains all terms that break the
gauge invariance, notably the terms of a superconducting
condensate, if present. Such a Hamiltonian models any
device, with both a spatially varying normal state or a
superconducting order in any part of the system. Adopt-
ing the block Nambu-spinor X =
(
c c†
)T
of dimension
2N for the N degrees of freedom in the system (lattice
sites, spin, and orbital degrees of freedom), the Hamil-
tonian takes, up to a constant shift, the BdG bilinear
form18,33
Hˆ = X†HX =
(
c† c
)(H0 ∆
∆† −HT0
)(
c
c†
)
. (3)
Using the matrix block structure, the eigenvectors of
the BdG Hamiltonian can be written as, H
(
u v∗
)T
=
E
(
u v∗
)T
, with amplitudes u and v. The particle-hole
symmetry inherent to the BdG Hamiltonian implies that
each eigenvector also has a symmetry companion state of
opposite energy, H
(
v u∗
)T
= −E (v u∗)T . Thus, the
unitary transformation, U†U = I, with the block struc-
ture
U =
(
u v
v∗ u∗
)
,
diagonalizes the Hamiltonian: Hˆ =(
X†U
) (
U†HU
) (
U†X
)
= Y †EY . The accompany-
ing canonical transformation X = UY defines the
eigenstates Y =
(
γ γ†
)T
having definite energies, stored
on the diagonals of E in E = diag (E,−E). Notably,
the eigenstates satisfy the fermionic anticommutation
rules: {γi, γj} = 0 and
{
γi, γ
†
j
}
= δij . In the Heisen-
berg picture they are also the eigenmodes of the time
evolution operator i∂tγs (t) =
[
γs (t) , Hˆ
]
= Esγs (t) and
therefore we find their time-dependence simply from
γs (t) = e
−iEstγs, for each eigenstate s.
Having established time-dependence for the eigen-
states within the BdG formalism, we can also easily ex-
press the time-dependent Green’s functions between two
generic times t1 and t2 This is done explicitly through
the matrix elements, vij and uij of the transformation
U , resulting in the normal and anomalous Green’s func-
tions:
Gij(t2 − t1) = 〈c†i (t2) cj (t1)〉
=
∑
s
[
ujsu
†
siFβ (Es) e
iEs(t2−t1)
+ vjsv
†
siFβ (−Es) ei(−Es)(t2−t1)
]
,
Fij(t2 − t1) = 〈ci (t2) cj (t1)〉
=
∑
s
[
ujsv
T
siFβ (Es) e
iEs(t2−t1)
+ vjsu
T
siFβ (−Es) ei(−Es)(t2−t1)
]
,
(4)
where Fβ (Es) = 〈γ†sγs〉 is the Fermi-Dirac function at
the inverse temperature β and the summation runs over
all eigenstates indexed by s. In order to simplify the no-
tation, we have here defined the Green’s functions such
that the normal Green’s function directly gives the local
electronic density and the anomalous Green’s function
the Cooper pair amplitude at equal times. These defini-
tions, and the associated definition of the EP, are easily
adjusted with appropriate factors of i and the Heaviside
step function θ(t) to match with other conventional def-
initions of the Green’s functions.34
Having established the explicit expressions of the time-
dependent Green’s functions in Eq. (4), we next show
that they are given by the matrix elements of the Equi-
librium Propagator (EP) Lβ(H, t) = e
iHtFβ (H). Using
the diagonal form of the Hamiltonian H = UEU†, the
matrix function Lβ(H, t) = e
iHtFβ (H) is found by ap-
plying the same function to the real eigenvalues on the
diagonal entries of E : Lβ(H, t) = UeiEtFβ (E)U†. Multi-
plying out the matrix blocks we arrive at
Lβ (H, t) =
(
u v
v∗ u∗
)(
Fβ(E)e
iEt 0
0 Fβ(−E)e−iEt
)(
u† vT
v† uT
)
=
(
uFβ(E)e
iEtu† + vFβ(−E)e−iEtv† uFβ(E)eiEtvT + vFβ(−E)e−iEtuT
v∗Fβ(E)eiEtu† + u∗Fβ(−E)e−iEtv† v∗Fβ(E)eiEtvT + u∗Fβ(−E)e−iEtuT
)
.
(5)
Now, comparing the matrix elements of Lβ (H, t) with
the explicit expressions of Eq. (4) of the Green’s func-
tions, we see that the elements are completely identi-
cal to the time-dependent Green’s functions in Eq. (4):
with the normal Green’s functions in the upper diagonal
block and the anomalous Green’s function in the upper
off-diagonal block. If we were to transition to the more
conventionally defined Green’s functions of e.g. Ref. [34],
then, up to factor of i, the transpose of the upper (lower)
diagonal block in Eq. (5) is the lesser (greater) Green’s
functions and the upper off-diagonal block is the anoma-
lous Green’s functions with its conjugate in the lower
4off-diagonal block. Thus, with either definition, the EP
is the relevant quantity to calculate.
We conclude thus that, by calculating the EP, we have
full access to all two-particle Green’s functions, or equiv-
alently, to a single-particle/hole excitation over time in a
system with a time-independent Hamiltonian. We, there-
fore, focus on efficiently calculating the EP in the subse-
quent sections.
III. ORTHOGONAL POLYNOMIAL
EXPANSION OF EP
From the above derivation of the time-dependent
Green’s functions and the EP, it is clear that they
are numerically attainable simply by diagonalizing the
Hamiltonian. However, brute force diagonalization in-
curs a O(N3) computational complexity cost for a sys-
tem with N degrees of freedom, thus prohibiting its
use for large inhomogeneous systems. Fortunately, on
very general physical grounds, the full Hamiltonian ma-
trix of any typical quantum system is highly sparse26
due to short-ranged hopping amplitudes and interac-
tions. This sparseness opens up for linear-scaling iter-
ative methods, in particular the use of orthogonal poly-
nomial expansions.26,27,35 Orthogonal polynomial expan-
sion readily produces O(N) methods because of the
three-term recursion relationship connecting successive
polynomials, while at the same time being numerically
stable. Thus, spurred by the impasse at diagonalization,
we proceed with the use of orthogonal polynomials for
computing the EP matrix elements.
Generally, a set of orthogonal polynomials {φn} are
defined from an inner product with a weight function
w(x), ∫
I
φn (x)φm (x)w(x)dx = δmn ‖φn‖2 ,
on an interval I where they form a complete set of func-
tions with the completeness relationship
δ (x− x′) = K (x, x′) =
∞∑
n=0
φn (x)φn (x
′)
w (x′)
‖φn‖2
, (6)
thus allowing for a generalized Fourier series expansion
of generic functions on the interval.
Next we consider the EP, Lβ (H, t) = e
iHtFβ (H), and
form the associated function Lβ (E, t) = e
iEtFβ (E) by
replacing the matrix H by the real energy E. Inserting
the above completeness relationship and integrating over
the kernel K of Eq. (6) produces the series expansion,
Lβ (E, t) =
∞∑
n=0
φn (E)
‖φn‖2
∫
I
Fβ (E
′) eiE
′tφn (E
′)w (E′) dE′
=
∞∑
n=0
φn (E)
‖φn‖2
lnβ (t) ,
(7)
where all of the dependence on time and temperature are
conveniently isolated to the mode transients defined as
lnβ (t) =
∫
I
Fβ (E) e
iEtφn (E)w (E) dE . (8)
It follows from the Riemann-Lebesgue lemma that lnβ (t)
for a given n is a transient that vanishes in the limit
t → ∞.36 Because the BdG Hamiltonian is Hermitian
with real eigenvalues, this convenient separation of vari-
ables also extends to the corresponding well-defined ma-
trix polynomial and we arrive at
Lβ (H, t) =
∞∑
n=0
φn (H)
‖φn‖2
lnβ (t) , (9)
for the orthogonal polynomial expansion of the EP.
While different choices of the orthogonal polynomials
{φn} will produce distinct functions lnβ (t), Eq. (9) will
in any case result in a series expansion of the Green’s
functions, independently of which polynomials are used.
To clearly show the equality between the (anomalous)
Green’s functions and the matrix elements of L, we in-
troduce new basis vectors in the 2N dimensional vector
space for the particle and hole part of the BdG Hamil-
tonian: [ei]j = δij and [hi]j = δ(i+N)j . For with these
definitions, the explicit equality is:
Gij(t2 − t1) = 〈c†i (t2) cj (t1)〉 = e†j [Lβ (H, t2 − t1)]ei
=
∞∑
n=0
e†j [φn (H)]ei
‖φn‖2
lnβ (t2 − t1) ,
Fij(t2 − t1) = 〈ci (t2) cj (t1)〉 = e†j [Lβ (H, t2 − t1)]hi
=
∞∑
n=0
e†j [φn (H)]hi
‖φn‖2
lnβ (t2 − t1) .
(10)
It is this series mode expansion, which explicitly sepa-
rates time and temperature effects, that is the foundation
for the EPOCH method for computing time-dependent
Green’s functions.
IV. LEGENDRE POLYNOMIAL EXPANSION
OF THE EP
To use the mode expansion of Eq. (10) we need to eval-
uate both the elements of the matrix polynomial φn (H)
and the time-dependent mode transients lnβ (t) given by
Eq. (8). However, attempting the direct evaluation of
either one of these is both numerically unstable and inef-
ficient. For instance, we have not found any closed sim-
ple analytical expressions for lnβ (t). Moreover, for large
n or t the integrand defining lnβ (t) in Eq. (8) becomes
highly oscillatory from the energy phase factor and the
high degree polynomial, thereby hindering direct numer-
ical integration beyond the first few terms. The key to
5surmount these difficulties is to use the recursive rela-
tionship between subsequent orthogonal polynomials to
derive recurrence relationships for both the matrix ele-
ments φn (H) and the mode transients l
n
β (t). This allows
us to compute both of these quantities iteratively order
by order, which achieves both numerical stability and ef-
ficiency in one sweep. This is the key ingredient of the
EPOCH method.
For definite expressions suitable for numerical treat-
ment, we first need to choose an appropriate set of or-
thogonal polynomials. We choose the Legendre polyno-
mials Pn(x) defined on the interval I = [−1, 1] with the
weight function w(x) = 1, having ‖Pn‖2 = 2/(2n + 1).
Notably, the weight function of the Legendre polynomials
gives equal weight and representational accuracy to the
whole interval and spectrum, in contrast to the Cheby-
chev polynomials that adds an unphysical weighting is-
sue. Moreover, the straightforwardness of the Legendre
polynomial weight function also streamlines all ensuing
calculations thereby allowing us to derive key analyti-
cal expressions, as we show below. Since any finite di-
mensional Hamiltonian has a bounded spectrum, we can
without loss of generality assume that the spectrum is
contained within the interval [−1, 1], since the Hamil-
tonian can always be rescaled by a constant. In what
follows we thus assume units such that the bandwidth
is contained in this interval. Below we proceed with the
Legendre polynomials to recursively calculate the matrix
elements of φn (H) = Pn (H) and the mode transients
lnβ (t) in order to generate the series mode expansion in
Eq. (10).
A. Matrix elements
For the Legendre polynomials the three-term recur-
rence relationship is (n+ 1)Pn+1(x) = (2n+ 1)xPn(x)−
nPn−1(x). For the matrix elements e
†
jPn (H) ei =
(Pn (H) ej)
†ei and e
†
jPn (H)hi = (Pn (H) ej)
†hi that
enter the mode expansions of the normal and anomalous
Green’s functions in Eq. (10) this relationship connects
sequential orders of the left-hand vector enj = Pn (H) ej
via the recursion relation
(n+ 1) en+1j = (2n+ 1)He
n
j − nen−1j . (11)
Thus the matrix elements of all orders can be computed
iteratively as the inner products e†jPn (H) ei = (e
n
j )
†ei
and e†jPn (H)hi = (e
n
j )
†hi. With inner products be-
ing computationally cheap, the only significant computa-
tional cost to calculate the matrix elements is, therefore,
the one sparse matrix multiplication Henj . This gener-
ates only a O(N) cost for the whole mode expansion,
making it very efficient. Notably, this also applies for
accessing all Green’s functions with the initial particle
state ei.
B. Mode transients
Next we turn our attention to the mode transients
lnβ (t) of Eq. (8). We first point out that the Fourier
coefficients of the Legendre polynomials are directly re-
lated to the spherical Bessel functions jn (t) through∫ 1
−1 e
iEtPn (E) dE = 2i
njn (t) (see Ref.
37, Eq. 7.243.5),
which is also the basis for constructing Eq. (1). Because
of the odd/even symmetry of the Legendre polynomials,
Pn (−E) = (−1)n Pn (E), and the partition of unity ac-
cording to 1 = Fβ (E) + Fβ (−E), the connection to the
Bessel functions is maintained even for the non-trivial
mode transients lnβ (t), i.e.
lnβ (t) + (−1)n [lnβ (t)]∗ =
∫ 1
−1
eiEtPn (E) dE = 2i
njn (t) .
(12)
Consequently, for inverse temperatures β and all even n,
the real part of the mode transient satisfies Re lnβ (t) =
(−1)n/2jn (t), while for all odd n we have Im lnβ (t) =
(−1)(n−1)/2jn (t). For the remaining unknown parts of
lnβ (t) that are not given by these Bessel functions ex-
pressions, we derive a recursion relationship by once
more exploiting the recursive properties of the Legen-
dre polynomials. Here, using that (2n+ 1)Pn(x) =
d
dx (Pn+1(x)− Pn−1(x)) along with partial integration,
we find the connection,
(2n+ 1) lnβ (t) = it
[
ln−1β (t)− ln+1β (t)
]
+ Sβ,n(t) . (13)
Comparing this with the well-known recurrence relation-
ship for spherical (+) and modified spherical (−) Bessel
functions zn+1(x) ± zn−1(x) = (2n + 1)zn(x)/x (see
Ref. [37], Eq. 8.4718.1), we recognize Eq. (13) as inti-
mately connected to an inhomogeneous version of the
Bessel recursion relation with the inhomogeneous source
term
Sβ,n(t) =
∫ 1
−1
[Pn+1 (E)− Pn−1 (E)]
(−F ′β(E)) eiEtdE .
(14)
To make this connection manifest, we define the mode
transients to each be the sum of a unitary part given
by the spherical Bessel function jn and a projective
part fnβ (t) that captures all temperature dependence:
lnβ = i
n
(
jn (t) + if
n
β (t)
)
. From Eq. (13), we then find
that the projective part fnβ (t) satisfies the inhomoge-
neous spherical Bessel recurrence relation
2n+ 1
t
fnβ (t) = f
n+1
β (t) + f
n−1
β (t) +
Sβ,n (t)
in+1t
. (15)
Notably, because of the parity of Pn(E), the inhomoge-
neous part Sβ,n (t) /(i
n+1t) is real for all n, and therefore
all fnβ (t) are also real.
To summarize, the results above show that when the
Legendre polynomials Pn(x) are used as the orthogonal
6polynomial modes in the expansion of EP in Eq. (9), the
mode transients lnβ each decompose into a unitary and
a projective transient. First, the unitary transients are
given by the spherical Bessel functions jn(t). In stan-
dard wave-packet propagation it is only this unitary part
that contributes, giving the expansion presented already
in Eq. (1). Second, the projective transients fnβ (t) en-
codes the equilibrium statistics and, therefore, accounts
for all the temperature dependence of the Green’s func-
tions. Like the unitary transients, the projective tran-
sients are real functions satisfying the spherical Bessel
recursion relationship, but for fnβ (t) the recursion is in-
homogeneous because of the source term Sβ,n(t). With
the Bessel functions jn(t) being well-known, we have thus
left only to solve for the fnβ (t) in order to compute the EP
and thus all two-particle Green’s functions. This task re-
quires us to evaluate the source term Sβ,n(t) in Eq. (14),
which we do next.
C. Inhomogeneous source term
At first it might not seem that the integral defining
the source term Sβ,n(t) in Eq. (14) is any easier to evalu-
ate than the integral originally defining the general mode
transient in Eq. (8). But in analogy to the Sommerfeld
expansion,38 the source term Sβ,n(t) in Eq. (14) is read-
ily computed as a low-temperature expansion in 1/β, by
simply exploiting that for low temperatures F ′β(E) is a
sharply peaked function that is exponentially localized
to E = 0. As a consequence, the sole contribution to
the integral defining Sβ,n(t) is only coming from a small
neighborhood around zero energy of width 1/β. The en-
ergy scale associated with this width should be compared
to the overall bandwidth W of the system, and we can
therefore extend the limits of integration to the whole
real line, since for any realistic condensed matter sys-
tem βW  1. Further, because integration is a linear
operation, we can additively distribute the integration
over the Legendre polynomials appearing in the integral
defining Sβ,n(t) in Eq. (14). Sβ,n(t) is therefore always
a linear combination of the dynamical Fermi moments
Iβ,k(t) =
∫ 1
−1E
k
(
−F ′β(E)
)
eiEtdE. This allows us to
first consider the integral of Iβ,k(t) and afterward take
the appropriate linear combination of the result. By in-
troducing y = βE, we find
Iβ,k(t) =
∫ β
−β
(
y
β
)k
ey+i(
y
β )t
(ey + 1)
2
=
(
1
i
∂
∂t
)k ∫ β
−β
ei(
t
β )y
(ey + 1) (e−y + 1)
dy
≈
(
1
i
∂
∂t
)k ∫ ∞
−∞
ei(
t
β )y
(ey + 1) (e−y + 1)
dy
=
(
1
i
∂
∂t
)k pi ( tβ)
sinhpi
(
t
β
) ,
(16)
where we have first rewritten the integral as a deriva-
tive over the integral; next, because the integrand is ex-
ponentially suppressed in both directions, we have ex-
tended the integration to the whole real line allowing us
then to perform contour integration in the last step. In
restored units, the added contribution from outside the
original interval is exponentially suppressed in the ratio
of the bandwidth W to the temperature by a factor of
e−βW . Thus, the extension of the integral is inconse-
quential for any realistic condensed matter system where
βW  1. For very large moment ordinals k, however, the
integrand eventually grows outside even this interval and
the assumption in Eq. (16) breaks down for very large
k & eβW . Still, using the expression of Eq. (16) for the
Fermi moments produces an asymptotic expansion that
is very accurate for all moments with k . βW . From
the explicit representation of the Legendre polynomials,
Pn(x) = 2
n
∑n
k=0
(
n
k
)(n+k−1
2
n
)
xk, we finally find the low-
temperature expansion of the source term of Eq. (15)
from the dynamical Fermi moments Iβ,k(t),
Sβ,n(t) =
n+1∑
k=0
(2n+ 1)2nΓ
(
k+n
2
)
k!Γ
(
k−n
2
)
Γ (2 + n− k)Iβ,k(t) , (17)
where we use the gamma function Γ. In the zero tem-
perature limit, β →∞, it is clear that all the dynamical
Fermi moments become time-independent and only the
first term is non-zero, Iβ,k(t) → δk0. Thus in this case,
S∞,n(t) is also time-independent and non-zero only for
odd n: S∞,n = (2n(2n+ 1)Γ
(
n
2
)
)/(Γ
(−n2 )Γ (2 + n)).
To summarize, because the derivative of the Fermi
function F ′β(E) is sharply peaked around zero for all tem-
peratures that are small compared to the bandwidth W ,
we can compute the inhomogeneous source terms Sβ,n(t)
as a series expansion in the dynamical Fermi moments
Iβ,k(t), which is rapidly converging. As a consequence,
we can either use simply the zero temperature source
term S∞,n or the first terms of the low temperature ex-
pansion in Eq. (17) to always find a good numerical ap-
proximation Sβ,n(t) for realistic temperatures.
7D. Calculating mode transients
With the inhomogeneous source term Sβ,n(t) deter-
mined in the previous subsection, we find the total
mode transients lnβ (t) by solving the recurrence rela-
tion Eq. (15) for the projective transients fnβ (t). How-
ever, when attempting to numerically solve this recur-
rence relationship, care must be taken. In fact, if one
attempts to solve it by forward propagation, calculat-
ing the next term from the previous two, then round-
ing errors inevitably and disastrously accumulate with
each step. This is a well-known danger of second or-
der recurrence relationships, including that of the Bessel
functions39. For our purposes, the instability of Eq. (15)
is most readily understood starting from its underlying
homogeneous Bessel recurrence relationship with its two
linearly independent solutions, commonly called Jn and
Yn. Here, the massive domination of one solution over
the other, |Yn(x)/Jn(x)| ∼ 2(n!)2/(x/2)2n → ∞, as n
increases, implies that any attempt to solve for the mini-
mal solution Jn results in a rounding error deviation from
the subspace of Jn that quickly overtakes, such that any
resemblance to Jn is disastrously lost in the process.
Fortunately, there exists a stable algorithm for solving
linear recurrence relationships, including inhomogeneous
relationships. By reformulating the recurrence relation-
ship as an auxiliary linear boundary value problem for
the true initial-value f0 and an artificial boundary value
fM = 0, it has been shown that the solutions to this
boundary value problem converges to the minimal solu-
tion for sufficiently large M .40,41 The recurrence equation
of Eq. (15) for the projective transients fnβ (t) is therefore
easily solved as a boundary value problem, given that we
provide the initial condition f0β (t) =
∫ 1
−1 Fβ(E) sin(E)dE
by direct integration.
To illustrate the mode transients we plot in Fig. 1 the
real and imaginary parts of lnβ=∞(t) for n = 11, where the
real part is the projective transient fnβ (t) generated by
Eq. (15), while the imaginary part is the unitary tran-
sient, the spherical Bessel function jn(t). As seen, the
projective transient resembles a phase shifted version of
its companion unitary transient, characterized by an os-
cillating tail, decaying with time ∼ 1/√t for large t. Sim-
Re(ℓ∞n (t)) Im(ℓ∞n (t))
0 10 20 30 40 50
-0.1
0.
0.1
t
ℓ ∞n (t)
FIG. 1. Plot of the real part, fn=11∞ (t), and imaginary part,
jn=11(t), of the mode transient l
n=11
β (t) at zero temperature,
β =∞.
ilarly, the envelopes of both fnβ (t) and jn(t) are of max-
imal height in the neighborhood of t ∼ n, meaning that
at time t mainly orders n ∼ t contribute to the time de-
pendence in series expansion of the EP. For t . n, jn(t)
is exponentially suppressed, starting from zero, whereas
fnβ (0) can take on finite initial values. The envelopes
of the two transient functions thus dictate which terms
make a significant contribution to the mode expansion,
which in turn also sets the accuracy of the Green’s func-
tions when computed from the truncated mode expan-
sion.
E. Static limit
While our main focus in this work is on the dynam-
ical properties and the time-domain Green’s functions,
the static limit t → 0 is also of interest for two reasons.
First, when t → 0, the EP reduces to the density ma-
trix Lβ(H, 0) = Fβ(H) and its elements are the t = 0
Green’s functions, measuring the densities of the system:
the local electron density and equal-time pair amplitudes,
respectively. To have direct access to these with in the
same formalism is of course of great utility. Secondly, as
seen in the previous subsection, the finite initial values of
fnβ (0) inform the rate of convergence of the mode expan-
sion; because, unlike the case with wave-packet propaga-
tion, even at t = 0 the Fermi-Dirac statistics is encoded
in fnβ (0).
Conveniently, in the t → 0 limit the mode tran-
sient recursion Eq. (13) decouples and consequently the
mode transients are proportional to the source terms:
lnβ(0) = (2n + 1)Sβ,n(0)/2 = i
n+1fnβ (0) for all n ≥ 1,
whence jn(0) = 0. In addition, the static limit of the
dynamical Fermi moments of Eq. (16) is limt→0 Iβ,k(t) =
(2pi/iβ)
k
(21−k − 1)Bk, where Bk are the Bernoulli num-
bers (follows from the Taylor expansion x/ sinh(x) =
1 +
∑∞
n=1 2(1 − 22n−1)B2nx2n/(2n)!). Inserting these
static Fermi moments in Eq. (17) to get the source terms
Sβ,n(0), the static limit of the mode expansion of EP
in Eq. (9) gives a polynomial expansion of the density
matrix:
Lβ(H, 0) = Fβ(H)
=
P0(H)
‖P0‖2
+
∞∑
n=1
Pn(H)
‖Pn‖2
×
n+1∑
k=0
2nΓ
(
n+k
2
) (
21−k − 1)Bk
k!Γ
(
k−n
2
)
Γ(2 + n− k)
(
2pi
iβ
)k
,
(18)
where l0β(0) = 1 is the origin of the n = 0 term. In the
zero temperature limit, T = 0, only the first k = 0 term
remains
L∞(H, 0) = F∞(H)
=
P0(H)
‖P0‖2
+
∞∑
n=1
Pn(H)
‖Pn‖2
2nΓ
(
n
2
)
k!Γ
(−n
2
)
Γ(2 + n)
.
(19)
8Both Eqs. (18) and (19) are particularly useful expan-
sions of the density matrix (Fermi operator) even at
finite temperatures compared to the pioneering expan-
sions of Ref. [42 and 43]. Thus from Eqs. (18) or (19)
the density expectation values of the system are given
by 〈c†i cj〉 = e†j [Lβ (H, 0)]ei and 〈cicj〉 = e†j [Lβ (H, 0)]hi.
Because the assumption underlying the low-temperature
expansion of the Fermi moments in Eq. (16) eventually
breaks down for very large moment ordinals k, the ab-
solute values of the static moments Iβ,k(0) pass through
a minimum at k ∼ βW before eventually growing again.
In turn, the finite temperature series of Eq. (18) is not
formally convergent to all orders. Still, because the min-
imum of Iβ,k(0) is exponentially suppressed in the ratio
of the bandwidth to the temperature as e−βW , the series
of Eq. (18) is an exponentially accurate asymptotic ex-
pansion for the density matrix. In the zero temperature
limit, the asymptotic limit of the coefficients in Eq. (19)
decay as n−3/2, demonstrating the norm convergence of
this series.
V. TRUNCATION OF EP EXPANSION
In the previous sections we have derived an exact ex-
pansion of the time-dependent two-point Green’s func-
tions using Legendre polynomials. While this series
is, in principle, exact, in practice the expansion of the
EP Lβ (E, t) in Eq. (7) has to be truncated at a fi-
nite number of terms in order to produce a numeri-
cally useful algorithm. Because the unitary part jn(t)
only contributes significantly after t & n, the truncation
of this series to order M yields a remarkably accurate
approximation of the time-dependence for all t . M .
We illustrate this in Fig. 2(a,b) where we plot the nu-
merical error
∣∣L∞(E, t)− LM∞(E, t)∣∣ for M = 60 and
M = 1000, respectively. The only exception is a nar-
row energy window δE ∼ 1/M closest to the Fermi sur-
face at E = 0, where the representation of the step-like
Fermi-Dirac function in the projective transients fnβ (t)
starts to deviate because of Gibbs phenomenon, see be-
low in Sec. V A. This is similar to the residual norm of
the truncated static mode expansion, which also vanishes
as
∥∥L∞(E, 0)− LM∞(E, 0)∥∥ ∼ 1/M , because the coeffi-
cients of Eq. (19) vanishes as n−3/2. However, this error
source at low energies is inconsequential for any gapped
system, such as insulators or superconductors with an
energy gap ∆. Simply put, since there are no contribut-
ing states in the misrepresented region around the Fermi
level, there can be no numerical distortion of the Green’s
functions. For example, if for a superconductor we as-
sume a temperature below the transition temperature,
we are guaranteed that the time-dependent Green’s func-
tions computed using the truncated mode expansion of
Eq. (10) have excellent fidelity for all t . M , as long as
∆/W . 1/M , where W is the bandwidth.
A. Gibbs phenomenon
The numerical errors found at the Fermi level and at
low temperatures Fig. (2) can be understood as mani-
festation of Gibbs phenomenon; general ringing or os-
cillations found when an orthogonal series expansion is
used to capture a step function. The Gibbs phenomenon
is not relevant for a gapped superconducting or insu-
lating system, but can appear in metallic systems. In
short, the Gibbs phenomenon appears only near the
Fermi surface in any finite series representation, and is
therefore of relevance for systems with a finite density
of states near the Fermi energy. It comes about because
the truncation of Lβ (E, t) in Eq. (7) at the finite or-
der M amounts to replacing the underlying true inte-
gration kernel of Eq. (6) with the truncated Dirichlet
kernel, KDM (x, x
′) =
∑M
n=0 Pn (x)Pn (x
′) /‖Pn‖2. This
replacement is a controlled approximation narrowing in
on the Dirac delta function with a diminishing width of
δE ∼ 1/M ,44illustrated by the black curve in Fig. 3(a),
where we plot KDM (0, E) for M = 60. Nonetheless, it
is also apparent that this kernel is subject to Gibbs os-
cillations. A direct consequence of these oscillations is
overshooting ripples in the discontinuous T = 0 Fermi-
Dirac function when it is approximated with the Dirichlet
kernel, see Fig. 3(b).
Echoing Fourier theory, the standard approach for
combating Gibbs phenomenon is to replace the naive
Dirichlet kernel by a suitable summability kernel.27 For
instance, the Jackson kernel is a common choice, which
is an everywhere positive optimal kernel with a minimal
squared peak width, as displayed by the red curve in
Fig. 3(a). It is defined by reweighing the terms of the se-
ries KJM (x, x
′) =
∑M
n=0 g
J
nPn(x)Pn(x
′)/ ‖Pn‖2 with the
diminishing weights gJn = ((M + 1 − n) cos
(
pin
M+1
)
+
cot
(
pi
M+1
)
sin
(
pin
M+1
)
)/(M + 1). In Fig. 3(b) the red
curve shows an adaptation of the Jackson kernel which
results in an oscillation-free approximation for the T=0
Fermi-Dirac distribution function. While this is a satis-
factory solution for the static representation of the Fermi-
Dirac function, the diminished weight given to high-
order terms in the Jackson kernel, and also other tra-
ditional summability kernels such as the Feje´r Kernel or
the Lorentz kernel,27 also means that the convergence
of the representation for the time-evolution is severely
damaged. Namely, it is the terms of order n that pri-
marily represents the time-evolution at t ∼ n through
the mode transients ln∞ (t), thus a shift of weights of this
kind causes the approximation of Lβ (E, t) to deviate,
even for a short time-evolution t. In Fig. 3(c) we display
this effect. The Dirichlet kernel is seen to accurately rep-
resent Lβ (E, t) for all t . n, while the Jackson kernel
fails even for small t. Thus the standard approach for
circumventing the Gibbs phenomenon is not useful for
time-evolution.
Although the widely accepted technique of kernel re-
9FIG. 2. Finite moment truncation error
∣∣L∞(E, t)− LM∞(E, t)∣∣ of the zero temperature mode expansion L∞(E, t) as a function
of time t and energy E for (a) M = 60 moments and (b) M = 1000 moments. (c) Finite temperature β = 60 truncation error∣∣Lβ(E, t)− LMβ (E, t)∣∣ for M = 60 moments. In each figure, the time t = M is highlighted by a vertical white line, while dashed
white line in (a) indicates the energy cut used in Fig. 3(c).
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FIG. 3. (a) Plot of the DirichletKDM (0, E) and Jackson Kernel
KJM (0, E) using M = 60 moments. (b) Polynomial approx-
imation with M = 60 moments of the Fermi-Dirac distribu-
tion (eβx + 1)−1 at zero temperature β = ∞ (c.f. Eq.(19))
for both the Dirichlet or the Jackson Kernel as well as the
finite temperature approximation (β = 60) using the Dirich-
let kernel. (c) Real part of the finite moment approximation
LM=60∞ (E = 0.5, t) using the Dirichlet and Jackson Kernels
compared to the true function L∞(E = 0.5, t).
summation is not appropriate for time-evolution, we
nonetheless find a working solution to Gibbs phenomenon
by transitioning to finite temperatures. At non-zero tem-
perature, the step discontinuity of the Fermi-Dirac dis-
tribution is replaced by a smooth transition of width
δE ∼ β. The distribution therefore becomes amendable
to an accurate representation by a polynomial approxi-
mation of order M ∼ β, as in Eq. (18). We illustrate
this in Fig. 3(b) where the β = 60 distribution is plot-
ted with M = 60 moments. Moreover, by solving the
finite temperature recurrence relationships of Eq. (15)
with the first few terms of the low-temperature expansion
Eq. (17), this approximation of the Fermi-Dirac distribu-
tion extends to a representation of the EP that retains
all the representational accuracy of its zero-temperature
version at all times t . n, not directly at the Fermi sur-
face. But in addition it also extends this accuracy to the
the step of the Fermi-Dirac distribution. Meaning that,
Lβ (E, t) is accurate for all t . n/2, including energies
near the Fermi surface, as illustrated in Fig. 2(c). As a
consequence, quantitative calculations for systems with
a finite density of states near the Fermi energy is possi-
ble at any finite temperature. For gapped systems, also
explicit zero-energy calculations are possible.
VI. SUMMARY OF EPOCH METHOD
In summary, we have shown that time-domain Green’s
functions of a time-independent Hamiltonian H are ef-
ficiently and accurately computed as the matrix ele-
ments of the EP by the orthogonal polynomial expan-
sion Eq. (9) using Legendre polynomials. We call this
method EPOCH, standing for Equilibrium Propagator
by Orthogonal polynomial CHain. For additional clarity,
we here summarize the steps of the EPOCH method:
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1. Rescale the Hamiltonian through a change of en-
ergy units H → H˜ = H/λ such that the spectrum
of H˜ is entirely contained in the [−1, 1] interval
of definition for the Legendre polynomials. For a
bandwidth W , this is guaranteed if λ > W .
2. For all inverse-temperatures λβ and time steps λt
for which the Green’s functions are to be calcu-
lated, solve the recurrence equation Eq. (15) for
the projective transients fnλβ (λt) as a boundary
value problem with the method of Ref.40,41. For
the source term Sβ,n use either the zero temper-
ature source terms S∞,n or the first terms of the
low-temperature expansion Eq. (17).
3. Construct the total mode transient as the sum of
the unitary and projective transients: lnλβ(λt) =
in(jn(λt) + if
n
β (λt)), where the spherical Bessel
functions jn(λt) are already known.
4. For all Green’s functions Gij or Fij of interest com-
pute the matrix elements e†jPn(H˜)ei = (e
n
j )
†ei
and e†jPn(H˜)hi = (e
n
j )
†hi, respectively, using the
recursion relationship in Eq. (11)) for the vector
enj = Pn (H) ej , starting from the particle vector
of the injection site en=0j = ej .
5. Construct the normal and anomalous Green’s func-
tions in the time-domain with t = t2 − t1 by the
mode expansion of Eq. (10):
Gij(t) = 〈c†i (t2) cj (t1)〉 ≈
M∑
n=0
[(enj )
†ei]lnλβ(λt) ,
Fij(t) = 〈c†i (t2) cj (t1)〉 ≈
M∑
n=0
[(enj )
†hi]lnλβ(λt) .
(20)
The mode expansion in Eq. (20) using M modes is able
to faithfully represent the Green’s functions for λt .M ,
except in a narrow energy interval of width λ/M around
the Fermi energy. If the system has an energy gap ∆E,
then the Green’s functions are faithfully represented for
all λt . M as long as ∆E . λ/M . Even for systems
with a finite density of states near the Fermi energy, it
is possible to faithfully represent the finite temperature
Green’s functions down to temperatures of λβ &M and
out to λt .M/2 in time, as illustrated in Fig. 1.
The computational cost of the EPOCH method is
mainly set by the computation of the matrix elements of
Pn(H˜), where each additional moment requires a matrix-
vector multiplication by H˜. For a sparse matrix, this is
an O(N) operation, that furthermore need only be done
for the sites of interest and is also easily parallelized over
multiple CPU or GPU cores. Thus, even for systems with
large dimensions N the time-domain Green’s function are
readily computed. The EPOCH method therefore has
the potential to open up the time-domain to condensed
matter physics and all possible dynamic equilibrium cor-
relations for inhomogeneous systems.
VII. EXAMPLE:
SUPERCONDUCTOR-NORMAL METAL
INTERFACE
To illustrate the vast possibilities of the EPOCH
method, while still studying a well known, but large sys-
tem, we calculate the time-dependence of the normal and
anomalous Green’s functions at the interface of both a 2D
and a 3D normal metal to superconductor (NS) junction.
Specifically, we consider a finite sized tight-binding model
on the square and cubic lattice, respectively, described by
Hˆ =− γ
∑
〈i,j〉,σ
[c†iσcjσ + H.c.]− µ
∑
i,σ
c†iσciσ
+ ∆
∑
i
θ(−xˆ · ~ri)[ci↑ci↓ + H.c.] ,
(21)
where the particles (electrons) are created by the opera-
tor c†iσ at the lattice site i with spin σ =↑, ↓ at the posi-
tion ~ri = a(ixxˆ+ iy yˆ) in 2D and ~ri = a(ixxˆ+ iy yˆ+ iz zˆ) in
3D, where a is the lattice constant and the total length
of each sides of the lattice is L. With respect to the BdG
form of Eq. (3), the diagonal normal part Hˆ0 includes the
first two terms of Hˆ with the nearest-neighbor hopping
amplitude γ and the chemical potential µ. Similarly, the
last term is the off-diagonal part ∆ˆ of the BdG form,
representing a constant superconducting order parame-
ter of finite amplitude ∆ in half of the system x < 0,
given by the Heaviside step function. This generates an
NS interface at x = 0.
We are here interested in the equilibrium time-
evolution of a particle (electron) that is initially inserted
at time t = 0 close to the SN interface on the N side,
and then allowed to propagate in time throughout the
whole system. The physics of this evolution is captured
by the Green’s functions Gij(t) and Fij(t), where the
former captures the time-evolution of the intact parti-
cle, while the latter represents the amplitude associated
with a particle at t = 0 appearing as a hole at a later
time, t, i.e. a pair amplitude. Because the Hamilto-
nian in Eq. (21) is isotropic in spin, we can without
loss of generality set Gij(t) = 〈c†i,σ(t)cj,σ(0)〉 to be be-
tween equal spins and the anomalous correlations are
those of a spin-singlet superconducting state between op-
posite spins Fij(t) = 〈ci,↑(t)cj,↓(0)〉. We show below that
the underlying physics is the same in both 2D and 3D,
but because the results are easier to illustrate in 2D we
treat this case first.
In Fig. 4 we show four snapshots in time of the evolu-
tion of both |Gij(t)| (top row) and |Fij(t)| (bottom row)
for a 2D NS junction of dimensions L2 = (201a)2. The
dashed white line marks the interface with the N side on
top. Because the superconducting gap also extends into
the normal metal through the proximity effect, we can
compute the time-evolution using the EPOCH method
even at zero temperature to high accuracy, here using a
total of M = 1000 moments.
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FIG. 4. Snapshots in time of the evolution of both the particle-particle |Gij(t)| (a-d) and the particle-hole |Fij(t)| (e-h)
correlation amplitudes for a particle inserted on the normal side near the interface of a 2D NS junction, with interface indicated
by dashed white line. The square lattice is of dimensions L2 = (201a)2 and extends beyond the regions shown and the spatial
scale in indicated by bar in (h). The evolution was computed using the EPOCH method at zero temperature with M = 1000
moments applied to the Hamiltonian in Eq. (21) at the chemical potential µ = 2γ and pairing potential ∆ = 0.25γ inside the
superconductor.
As seen in Fig. 4(a-d), the particle propagates
outwards in approximately circular waves with some
anisotropy due to the the anisotropy of the Fermi sur-
face at µ = 2γ. As seen from the last two snapshots
in Fig. 4(c-d) the propagation is largely unimpeded and
unaffected even into the superconductor, but on the nor-
mal side there are clear interference patterns emanating
parallel to the interface from a partially reflected wave at
the SN interface. Studying the anomalous Green’s func-
tion |Fij(t)|, we see that even at the earliest snap-shot
in Fig. 4(e) there are finite particle-hole correlations on
the normal side of the interface, thus appearing even be-
fore the main wave of the particle has reached the SN
interface. This is a manifestation of the superconducting
proximity effect. In the next snap-shot, the particle wave
in Fig. 4(b) has reached the interface where it is trans-
mitted but also Andreev reflected back in the N as a hole.
This shows up in the anomalous part in Fig. 4(f) as grow-
ing hole correlations at and beyond the interface. As the
particle wave further propagates and extends along the
SN interface, a part is transmitted as a hole into the S
region due to the finite order parameter ∆, resulting in
|Gij(t)| and |Fij(t)| showing matching patterns in the S
region in Fig. 4(c,g) and Fig. 4(d,h). At the SN interface,
the intersecting wave crest of |Gij(t)| is also Andreev re-
flected and the correlations propagate back into the N
region, producing the triangular hole correlation wave
front of |Fij(t)| in Fig. 4(h,g) in the N region.
Because of the O(N) scaling of the EPOCH method
there are no limitations in computing the time-evolved
Green’s functions also for a 3D bulk system. Thus, simi-
larly to the 2D NS junction, we show in Fig. 5 snapshots
of the time-evolution of |Gij(t)| and |Fij(t)| for a 3D NS
junction with the system dimensions L3 = (125a)3. The
dimension of the underlying BdG Hamiltonian matrix is
therefore over 3.9×106. Still, using the EPOCH method
implemented on a standard laptop we generated Fig. 5
in a matter of minutes. This clearly illustrates the power
and versatility of the EPOCH numerical method.
Specifically, in Fig. 5(a,f) we show the spatial extent of
|Gij(t)| and |Fij(t)| at t = 20γ−1, respectively through-
out the 3D volume surrounding the NS interface resulting
from the propagation of a particle inserted on the nor-
mal side (blue). To illustrate more details, we also show
snapshots at different times of the propagation of |Gij(t)|
in Fig. 5(b-e) |Fij(t)| in Fig. 5(g-j) on a vertical plane
intersecting the insertion point. From Fig. 5 it is clear
that the same physical processes are present in both 2D
and 3D. The main difference is only that the amplitudes
of |Gij(t)| in Fig. 5(b-e) rapidly diminishes on the vertical
intersection as the wave’s amplitude now spreads out in
all three dimensions, consistent with the propagation of
spherical waves in 3D. Still, it is possible to discern from
Fig. 5(g-j) that the approximately spherical particle am-
plitude wave is both Andreev reflected at the interface
and hole transformed inside the superconductor, just as
in 2D.
The results in Figs. 4-5 illustrates that the EPOCH
method readily computes the time-domain Green’s func-
tions even for a large 2D and 3D superconducting sys-
tems. The method therefore gives direct access to the
dynamic equilibrium correlations of any normal or su-
perconducting system, enabling the fully quantum me-
chanical time-evolution of condensed matter systems to
be investigated. Notably, analyzing an NS junction in
the time-domain offers a transparency that clearly con-
tributes to an intuitive understanding of the underlying
physical processes. Moreover, the EPOCH method pro-
vides a new tool for investigating phenomenon coupled in
highly inhomogeneous systems. For example, in Ref. [45]
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FIG. 5. Snapshots in time of the evolution of both the particle-particle |Gij(t)| (a-e) and the particle-hole |Fij(t)| (f-j) correlation
amplitudes for a particle inserted on the normal side near the interface of a 3D NS junction with interface indicated by dashed
white line. Spatial density of |Gij(t)| (a) and |Fij(t)| (f) throughout the 3D volume with the nearest quadrant cut-away after
an evolution time of t = 20γ−1 and with the length scale shown by the yellow box. (b-e) |Gij(t)| for a vertical cross-section
passing through the start site j for the four different snapshots in time. (g-j) |Fij(t)| the same cross-section and time steps as in
(b-e). The cubic lattice is of dimensions L3 = (125a)3 and extends beyond the regions shown and the spatial scale in indicated
by bar in (j). The evolution was computed using the EPOCH method at zero temperature with M = 1000 moments applied
to the Hamiltonian in Eq. (21) at the chemical potential µ = 4γ and pairing potential ∆ = 0.25γ inside the superconductor.
we calculate the propagation of even- and odd-frequency
pair amplitudes in a fully disordered normal metal to su-
perconductor junction.
VIII. CONCLUSIONS
We have developed a computationally efficient method,
EPOCH: Equilibrium Propagator by Orthogonal polyno-
mial CHain, to extract the time-dependent Green’s func-
tions for any large inhomogeneous system described by a
time-independent Hamiltonian. The method is based on
calculating the Equilibrium Propagator (EP), which gov-
erns the time-evolution, or propagation, of any fermonic
state (such as electron, hole, or Cooper pair), at equi-
librium at a fixed temperature. This is done by a series
mode expansion in the orthogonal Legendre polynomials,
which automatically separates the time and temperature
dependencies into mode transients which are then simply
multiplied with matrix elements of the Hamiltonian. The
mode transients are built up by a unitary part given by
the predefined spherical Bessel functions and a projec-
tive part dependent on an inhomogeneous source term,
but where the latter is still readily computed from an effi-
cient recursive relationship. The needed matrix elements
of the Hamiltonian are also efficiently calculated by single
matrix vector multiplications due to the recursive rela-
tions of Legendre polynomials. In the end, the full time-
dependent Green’s functions are constructed as a series
expansion of the mode transients times the Hamiltonian
matrix elements. In total this results in an algorithm
that scales linearly in the degrees of freedom of the sys-
tem, while still both handling time-dependence and equi-
librium fermionic statistics.
We illustrate the extreme efficiency of the EPOCH
method by, within minutes even on a standard laptop,
computing both the normal and anomalous Green’s func-
tions for a large 3D superconductor-normal state junc-
tion. The results show how an electron injected on the
normal side of the junction, propagates towards the inter-
face where it can be either transmitted, normal reflected,
or Andreev reflected, building up a complex pattern of
particle-particle (normal) and particle-hole (anomalous
or Cooper pair) waves in the junction. The method thus
paves the way for investigating quantum phenomenon
in large, inhomogeneous, even superconducting, systems,
where time-evolution or dynamical aspects are of inter-
est, ranging from quantum transport to odd-frequency
superconductivity.
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