Abstract-As the matrix formed by nonlocal similar patches in a natural image is of a low rank, the nuclear norm minimization (NNM) has been widely studied for image processing. Since the singular values have clear meanings and should be treated differently, NNM regularizes each of them equally, which often restricts its capability and flexibility. Recent advances have suggested that the weighted nuclear norm minimization (WNNM) has shown great potential in different image restoration studies, where singular values are assigned different value. However, it still lacks a mathematical derivation why the weighted nuclear norm is more appropriate than the nuclear norm. In this paper, we proposed a new scheme for image restoration using group sparse representation via weighted nuclear norm minimization (GSR-WNNM). We show mathematically the advantage of WNNM, from a group sparse representation perspective, where GSR offers a powerful mechanism of combining local sparsity and nonlocal self-similarity of images simultaneously in a unified framework. Then, an effective dictionary for each group is learned from the reconstructed image itself rather a large number of natural image dataset, ensuring a low computational complexity. Moreover, to further improve the computational efficiency of the proposed method, we have developed an implementation of fast convergence via the alternating direction method of multipliers (ADMM). Experimental results have shown that the proposed GSR-WNNM method significantly outperforms the state-of-the-art methods both quantitatively and qualitatively.
I. INTRODUCTION
As a fundamental problem in the field of image processing, image restoration (IR) has been widely studied in the past two decades [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . The goal of IR is to reconstruct the original high quality image from its degraded/corrupted observation. It has been well-known that the prior knowledge of images plays a critical role in enhancing the performance of IR algorithms. Thus, how to design an effective regularization term to represent the image priors is a vital for IR tasks.
The classical regularization models, such as the quadratic Tikhonov regularization [1] , mumford-shah (MS) model [2] and the TV regularization [3] , which usually exploit the local structure modes and high effectiveness to preserve image edges and recover the smooth regions. However, they usually lose the image details and tend to over-smooth effects due to the piecewise constant assumption.
Another popular image prior is the nonlocal self-similarity (NSS) prior motivated by the fact that the image patches that have similar patterns can be spatially far from each other and thus can be gathered in the whole image. The seminal work of nonlocal means denoising [4] has motivated a wide range of studies on NSS, and has led to a series of NSS based stateof-the-art IR methods, e.g., BM3D [5] , LSSC [6] and NCSR [7] , etc. Compared with the above local regularization prior model, the nonlocal regularization prior model can generate convincing results, such as sharper edges and fine details, due to the utilization of self-similarity prior by adaptive nonlocal graph [8] .
Furthermore, in the past several years sparsity prior has been treated as one of the most momentous properties of natural images [7, [9] [10] [11] [12] and sparsity-based prior model has been successfully exploited for various image processing studies, such as image deblurring [7, 10] , image compression [11] , image inpainting [12] , etc. The sparsity-based regularization model assumes that each patch of an image can be precisely represented by a sparse coefficient vector whose entries are mostly zero or close to zero based on a basis set known as a dictionary. A dictionary is usually learned from a natural image dataset [13] . By contrast with the conventional analytically designed dictionaries, such as those based on DCT, wavelet and curvelet, dictionaries learned directly from images have the advantage of being better adapted to the local image structures [9] and therefore, could enhance the sparsity which leads to the better reconstruction performance. Nonetheless, there are three issues when learning a off-the-shelf patchbased sparse representation model. Firstly, since dictionary learning is a large-scale and highly non-convex problem, it is computationally expensive to solve the problem of sparsity optimization. Secondly, a patch-based sparse representation model (e.g., the prior of the self-similarity [4] ) usually assumes the independence between sparsely-coded patches, which takes no account of the correlation of similar patches in nature. Finally, the computation of the present sparse coding methods is often followed by certain expensive nonlinear estimations, such as the orthogonal match pursuits [14] , which may also be unstable and imprecise due to the coherence of the dictionary [15] . Different image priors describe different and complementary aspects of natural images statistics, and it is possible to combine multiple priors to improve the reconstruction performance. For example, Dong et al. [16] proposed two regularization terms to characterize sparsity and nonlocal selfsimilarity, respectively. The two regularization terms were incorporated into the final cost function of IR to improve the quality of reconstruction. Later, Jancsary et al. [17] proposed a method called the regression tree fields (RTF) to integrate different priors. Zhang et al. [18] proposed joint statistical modeling for various image inverse problems.
Recently, low rank matrix approximation based methods have achieved great success in image or video restoration. The main goal of low rank matrix approximation is to recover the underlying low rank structure from its degraded/corrupted observed version. As the matrix formed by nonlocal similar patches in a natural image is of a low rank, a flurry of matrix completion problems have been studied, such as collaborative filtering [19] , image alignment [20] , video denoising [21] , shadow removal [22] and reconstruction of occluded/corrupted face images [23] .
In general, methods dealing with low rank matrix approximation can be classified into two categories: the low rank matrix factorization (LRMF) methods [24, 25] and the nuclear norm minimization (NNM) methods [19, 21, 22] . Given an input data matrix Y, the aims of LRMF is to factorize it into the product of two low rank matrices that can be used to reconstruct Y under certain fidelity loss functions. A number of LRMF methods have been proposed, such as the classical singular value decomposition (SVD) under 2 norm loss, robust LRMF methods under 1 norm loss, and other probabilistic methods [24] [25] [26] .
NNM reconstructs a data matrix by imposing an extra rank constraint upon the estimated matrix. Since direct rank minimization is a NP-hard problem, it is often relaxed to minimize the nuclear norm of the estimated matrix, which is a convex relaxation of minimizing the matrix rank. The nuclear norm of a matrix X denoted by ||X|| * , is the sum of its singular values, i.e., ||X|| * = i σ i (X), where σ i (X) is the i-th singular value of matrix X. NNM aims to recover the underlying low rank matix X from its degraded observation matrix Y, while minimizing ||X|| * . In recent years, NNM has drawn significant attention. For instance, Candès et al. [22] proved that the most low rank matrix could be exactly recovered from degraded/corrupted input data matrix with a high probability by solving an NNM problem. Cai et al. [19] proved that NNM based low rank matrix approximation problem with F -norm data fidelity could be easily solved by imposing a soft-thresholding operation on the singular values of the observation matrix Y, i.e.,
where λ is a positive constant, and the solution of Eq. (1) can
where Y = UΣV T is the SVD of Y and S λ (Σ) is the softthresholding operator function on diagonal matrix Σ with parameter λ. For each diagonal element Σ ii in Σ, there is
By utilizing the above singular value thresholding (SVT) method as the core technique, a variety of NNM-based methods have been proposed, such as robust principle component analyze (RPCA) [22] , background extraction [27] and low rank representation for subspace cluster [28] .
Although NNM has been widely used for low rank matrix approximation, it still has certain limits. Traditional NNM model imposes all singular values equally, that is, the softthresholding operator in Eq. (3) shrinks each singular value with the same threshold λ. However, it often ignores the prior knowledge about the singular values of a practical data matrix that larger singular values of an input data matrix measure the information of its underlying principal components. For example, the large singular values of a matrix of image similar patches characterize the major edge and texture information. This means that to recover an image from its degraded/corrupted one, we may shrink larger singular values less, while smaller ones more. In summary, the traditional NNM model is not flexible enough since it treats each singular value equally in accordance with the soft-thresholding operator by Eq. (3).
To improve the flexibility of NNM, Gu et al. [29] proposed the weighted nuclear norm minimization (WNNM) model. The weighted nuclear norm of a data matrix X is defined as
where w = [w 1 , w 2 , ..., w n ] T and w i > 0 is a non-negative weighted assigned to σ i (X). As an alternative, the weighted nuclear norm ||X|| w, * is used to regularize X and Eq. (1) can be rewritten aŝ
Different from Eq. (1), it is more difficult to solve the above equation since WNNM is non-convex in general situation. Nonetheless, Gu et al. [30] proved that WNNM problem can be equivalently turned into a quadratic programming (QP) problem with linear constraints. This conclusion allows us to easily achieve the global optimum of the original problem by utilizing the standard convex optimization methods. Consequently, a closed-form optimal solution can be obtained by the weighted singular value soft-thresholding operator as:
where Y = UΣV T is the SVD of Y and S w (Σ) is the softthresholding operator with the weighted vector w, i.e.,
Note that WNNM and NNM are equivalent when all the weight w i are the same.
WNNM has shown success in various IR tasks in recent years [29, 31] . However, mathematically, we are still not clear why the weighted nuclear norm is more appropriate than the nuclear norm.
With the above question kept in mind, in this paper we propose a new framework for image restoration using group sparse representation via weighted nuclear norm minimization. Our major contributions of this paper are summarized as follows:
(1) The advantage of WNNM over NNM from a group sparse representation (GSR) perspective is given mathematically, where GSR offers a powerful mechanism of combining local sparsity and nonlocal self-similarity of images simultaneously in a unified framework.
(2) An effective dictionary for each group is learned from the reconstructed image itself rather than a large number of natural image dataset, ensuring a low computational complexity.
(3) To further improve the computational efficiency of the proposed method, we have developed an implementation of fast convergence using the alternating direction method of multipliers.
The rest of the paper is organized as follows: Section II introduces the reweighted 1 -norm minimization, adaptive dictionary learning and prove that the advantage of WNNM over NNM from a perspective of GSR. Section III presents the proposed GSR-WNNM model for image restoration. Section IV presents the extensive experimental results and finally Section V concludes this paper.
II. THE ADVANTAGE OF THE WEIGHTED NUCLEAR NORM MINIMIZATION
A. Reweighted 1 -norm minimization for sparse representation Sparse representation based modeling has shown promising performance in various signal processing tasks [9, 13] . This model assumes that a signal X ∈ n can be represented as X ≈ Dα, where D ∈ n×M (n < M ) is an over-complete dictionary, and α is the coding vector whose most entries are zero or close to zero. With the sparsity prior, the representation of X over D can be estimated from its degraded observation Y by solving an 0 -norm minimization problem, i.e.,
where || · || 0 represents the 0 -norm, counting the number of nonzero entries in α, and λ denotes the regularization parameter. However, since the 0 -norm minimization is discontinuous and NP-hard, solving Eq. (8) is a difficult combinatorial optimization problem. Nonetheless, it has been suggested that the non-convex 0 -norm minimization is replaced by its convex 1 -norm counterpart, i.e.,
However, in some practical problems including the IR problem, 1 -norm minimization is hard to achieve the correct sparsity solution. This raises the question of whether we can improve the sparsity of 1 -norm minimization. In other words, we hope that 1 -norm which is alternative to 0 -norm can discover the correct solution to solve the convex optimization problem. For this reason, we consider the non-convex log-sum penalty function n i=1 log(α i + ) as the regularization term, i.e.,
log(α i + ) (10) where denotes a small constant. Fig. 1 compares the nonconvex log-sum penalty function n i=1 log(α i + ) and 1 -norm in the case of a scalar, which shows that the former one can better approximate canonical 0 -norm. Although n i=1 log(α i + ε) is non-convex, we can solve it efficiently by a local minimization method. Let R(α i ) = n i=1 log(α i + ε), which can be approximated by using the first-order Taylor expansion, i.e.,
is the solution obtained in the th iteration. Thus, Eq. (11) can be solved by iteratively solving the following equation, i.e.,
where we have employed the fact that ∇R(α
and ignored the constants in Eq. (11) . Note that each iteration of Eq. (12) is now the solution to a convex optimization problem. Let w
where large weights w i could be used to discourage nonzero entries in α i , while small weights w i could be used to encourage nonzero entries. For convenience, Eq. (13) can be rewritten asα
where (14) is known as the reweighted 1 -norm minimization for sparse representation [32] . Therefore, it can be seen that the log-sum penalty function offers a basis to explain why reweighted 1 -norm minimization can enhance the recovery of sparse signals, compared to 1 -norm minimization.
B. Group sparse representation model
Recent studies [19, 21, [29] [30] [31] have revealed that structured or group sparsity can provide more powerful reconstruction performance in various image restoration tasks. We exploit the idea of regarding group as the basic unit of sparse representation, which can offer a powerful mechanism of combining local sparsity and nonlocal self-similarity of images simultaneously in a unified framework. In this way, for the conventional patch-based sparse representation model, the issues mentioned in the Section I can be resolved.
First, a brief introduction of the group sparse representation model is presented. Following the notation used in [33] , image X with size N is divided into n overlapped patches X i of size √ bc × √ bc, i = 1, 2, ..., n. Then, for each X i , its most similar k patches are selected from I × I sized searching window to form a set S i . After this, all the patches in S i are stacked into a matrix X Gi ∈ bc×k , which contains every element of S i as its column, i.e., X Gi = {X Gi 1 , X Gi 2 , ..., X Gi k }. The matrix X Gi consists of all the patches with similar structures is called as a group, where G i represents the i-th group and G i k denotes the k-th column of the i-th group. Finally, given a dictionary
, which is learned for each group. Note that each dictionary atom d G i j ∈ bc×k , j = 1, 2, ..., m is a matrix of the same size as X Gi and m is the number of dictionary atoms in D Gi . Therefore, the sparse coding processing of each group X Gi over dictionary D Gi is to find a sparse vector α Gi such that
Then, similar to patch-based sparse representation, each group X Gi over D Gi can be estimated from its degraded observation Y Gi solved by the following p -norm minimization problem
where λ denotes the regularization parameter and p is set to be 0 or 1, characterizing the sparsity of the vector α G . However, it is acknowledged that 1 -norm cannot achieve the correct sparsity solution, while 0 -norm is discontinuous and a NPhard problem. Nonetheless, reweighted 1 -norm minimization can better enhance sparsity than 1 -norm minimization, while solving a convex optimization problem instead of 0 -norm minimization. For this reason, we adopt the reweighted 1 -norm as the regularization term, i.e.,
where w Gi denotes the weighted value of each α Gi . Once all α Gi are obtained, the original image X can be reconstructed asX = D GαG .
C. Adaptive dictionary learning
The dictionary learning of patch-based sparse representation usually suffers from certain limits, such as great computational complexity, ignoring the relationship among patches. In this paper, we adopt the strategy in [33] , that is, for each group X Gi , its adaptive dictionary is learned from its observation Y Gi ∈ bc×k . Specifically, we employ the singular value decomposition (SVD) to Y Gi , namely,
where
is a diagonal matrix whose non-zero elements are set by µ Gi , and u Gi j , v Gi j are the columns of U Gi and V Gi , respectively. Moreover, we define each dictionary atom d Gj of the adaptive dictionary D Gi for each group Y Gi as follows:
Finally, the learned adaptive dictionary can be constructed
The adaptive dictionary method is efficient due to the fact that it only requires one SVD operation for each group. Now, let us revisit to Eq. (16), and we have the following conclusion.
Theorem 1:
where Y Gi = D Gi µ Gi and X Gi = D Gi α Gi . The detailed proof of Theorem 1 is given in APPENDIX A. Based on Theorem 1, if the reweighted 1 -norm minimization and 1 -norm minimization are adopted to solve the group sparse representation problem, respectively. We then have the following Corollary.
Corollary 1:
where denotes that ||X G || w, * is superior to ||X G || * , ||X G || w, * is the weighted nuclear norm of X G and ||X G || * is the nuclear norm of X G . The proof of Corollary 1 is given in APPENDIX B.
To this end, we have proven that the advantage of WNNN over NNM from the group sparse representation perspective.
III. GSR-WNNM FOR IMAGE RESTORATION
In this section, we demonstrate the proposed GSR-WNNM model in the application of image restoration. IR aims to reconstruct a high quality image X from its degraded observation Y, which is a typical ill-posed linear inverse problem and it can be mathematically expressed as:
where X, Y are lexicographically ordered vector representations of the original image and the degraded image, respectively. A is a non-invertible linear degradation operator and V is the vector of some independent Gaussian white noise. With different settings of matrix A, Eq. (21) can represent different image restoration tasks. For example, when A is an identity matrix, Eq. (21) becomes image denoising [4] [5] [6] ; when A is a blur operator, Eq. (21) becomes image deblurring [7, 10] ; when A is a mask, A is a diagonal matrix whose diagonal entries are either 1 or 0, keeping or killing corresponding pixels, Eq. (21) becomes image inpainting [12] ; when A is a random projection matrix, Eq. (21) becomes compressive sensing (CS) [11] . In this paper, we focus on image deblurring, image inpainting and image CS recovery.
In the scenario of IR, what we observe is the degraded image Y via Eq. (21), and thus the goal is to employ GSR model to recover the original image X from Y by the following reweighted 1 -norm minimization problem,
A. Alternating Direction Method of Multipliers (ADMM) based for reweighted 1 minimization
In this subsection, we exploit the algorithm framework of the alternating direction method of multipliers (ADMM) [34] to solve Eq. (22) and present the implementation details. The ADMM method is a powerful tool for solving various largescale optimization problems and its basic idea is to translate the unconstrained minimization problem into a constrained one by variable splitting. Numerical simulations demonstrate that it can convergence only by using a small memory footprint, which makes it very attractive for large-scale problems [35, 36] . Next, we briefly introduce ADMM through considering a constrained optimization problem, i.e.,
where G ∈ M×N and f : N → , g : M → . The ADMM works as follows:
Until stoping criterion is satisfied.
In the ADMM method, the problem whose sequences may approach infinity can be avoided with the fixed parameter ρ, which has been done in [37] . According to the ADMM method, each sub-problem can be solved simpler than the original problem. Now, let us come back to Eq. (22) and show how to exploit ADMM to solve it. We first convert Eq. (22) into another equivalent constrained form by introducing a variable Z, i.e., arg min
and
We can then update auxiliary variable C +1 by line 5 in Algorithm 1:
It can be seen that the minimization for Eq. (24) involves splitting two minimization sub-problems, namely, the Z and α G sub-problem. Next, we will show that there is an efficient solution to each sub-problem. To avoid confusion, the subscribe may be omitted for conciseness. Note that an augmented Lagrangian (AL) scheme is used to solve the constrained optimization problem in the ADMM, which is known to be equivalent to the Bregman Split algorithm [38] recently proposed to handle image inverse problems. We prefer the AL perspective rather than the Bregman iterative view, because it is a more standard and elementary optimization tool.
1) Z sub-problem
Given α G , the Z sub-problem denoted by Eq. (25) becomes
(28) It can be seen that the above minimization problem has a closed-form solution. Thus, Q 1 (Z) is a strictly convex quadratic function and its gradient can be expressed as
Setting d(Q 1 (Z)) to be zero gives the solution to Eq. (28) asẐ
where I represents the identity matrix. Due to the specific structure of A in the image inpainting and image deblurring, Eq. (30) can be efficiently computed without matrix inverse ( more details can be seen in [39] ).
In the image CS recovery, since A is a random projection matrix without a special structure, computing the inverse by Eq. (30) at each iteration is too costly to implement numerically. Therefore, to avoid computing the matrix inverse, an iterative method is highly desired for solving Eq. (28) . In this paper, we exploit the gradient descent method [40] with an optimal step to solve Eq. (28), i.e.,
where q is the gradient direction of the objective function Q 1 (Z), and η is the optimal step. Thus, it only requires an iterative calculation of the following equation to solve the Z sub-problem, namely,
Given Z, similarly, according to Eq. (26), the α G subproblem can be written as
As we know, due to the complex definition of w G α G , it is difficult to solve Eq. (33) directly. Let X = D G α G , Eq. (33) can be rewritten as:
To make Eq. (34) tractable, a general assumption is made, with which even a closed-form of Eq. (34) can be achieved. More specifically, L can be regarded as some type of noisy observation of X, and then we conduct some experiments to survey the statistics of e = X − L. In these experiments, a color image Corner is used as an example in the context of image deblurring, where the original image is first blurred by uniform blur kernel and then is added by Gaussian white noise of standard deviation 0.1. At each iteration , L can be obtained by L = Z − C −1 . Since it is difficult to achieve the exact minimization of Eq. (34), we approximate X by L without the loss of generality. Thus, it is possible to achieve the histogram of residual e = X − L at each iteration . Fig. 2 shows the distributions of residual e when is equal to 4 and 7, respectively. From Fig. 2 , it can be seen that the distribution e at each iteration is very similar to the generalized Gaussian distribution (GGD) [41] with zero-mean and variance σ 2 . Thus, to make Eq. (34) tractable, we assume that each element of e follows an independent zero-mean distribution with σ 2 . The following conclusion can be proven with this assumption.
Theorem 2: Defining X, L ∈ N , X Gi , L Gi , and e(j) is each element of error vector e, where e = X − L, j = 1, ..., N . Assume that e(j) follows an independent zero mean distribution with variance σ 2 , and thus, for any ε > 0, we can represent the relationship between
by the following property, namely,
where P(•) represents the probability and K = bc × k × n. The detailed proof of Theorem 2 is given in APPENDIX C. Based on Theorem 2, we have the following equation with a very large probability (restricted 1) at each iteration,
Based on Eq. (36) and Eq. (34), we have arg min
where soft(·) denotes the operator of soft thresholding, stands for the element-wise product of two vectors. For each weight w Gi , large singular values of a group L Gi transmit major edge and texture information. This implies that to reconstruct X Gi from its degraded one, we should shrink the larger singular values less, while shrinking smaller ones more. Thus, let
where ε is a small positive number to avoid division by zero.
B. Adaptive Group Sparsity Regularization Parameter Setting
The parameter λ that balances the fidelity term and the regularization term should be adaptively determined for better IR performance. In this subsection, we propose a more robust method for computing λ Gi of each group L Gi by formulating the sparsity estimation as a Maximum a Posterior (MAP) estimation problem. Under the Bayesian framework, with each group L Gi , the MAP estimation of α Gi in Eq. (33) is given byα Gi = arg max
Since L Gi is contaminated with some additive Gaussian white noises of standard deviation σ n , the likelihood term is often characterized by the Gaussian distribution, 
Output:
The final restored imageX = D GαG .
The prior distribution P(α Gi ) is often characterized by an i.i.d zero-mean Laplacian distribution,
where σ k, j is the standard deviation of α Gi (k, j) . Then we substitute Eqs. (42) and (43) into Eq. (41), and we can readily derive the desired regularization parameter in Eq. (33), i.e.,
whereσ k, j is an estimate of σ k, j and is a small constant.
C. Summary of the Algorithm
The above two sub-problems Z, α G have been solved. We can achieve an efficient solution by solving each sub-problem separately, which can guarantee the whole algorithm to be more efficient and effective. Based on the above analysis, the complete description of the proposed method for the image restoration via the GSR-WNNM model is exhibited in Table  I .
IV. EXPERIMENTAL RESULTS
In this section, we report our experimental results of applying GSR-WNNM in the applications of image deblurring, image inpainting and image CS recovery. The basic parameter setting of GSR-WNNM is as follows: the size of training window, k, for searching matched patches is set to be 60, I × I is set to be 20 × 20 for image inpainting, CS and 40 × 40 for image deblurring. To reduce the computational complexity, we extract image in every 4 pixels along both horizontal and vertical directions. The parameters bc, η, ρ, ε, are set for different IR tasks, which will be given below.
To verify the effectiveness of WNNM constraint, we have implemented a variant of the proposed GSR method that use the NNM, denoted as GSR-NNM. To evaluate the quality of the restored images, the PSNR and the recently proposed powerful perceptual quality metric FSIM [42] are calculated. All the experimental images are shown in Fig. 3 
A. Image Deblurring
We compared the proposed GSR-WNMM method based with five other competing approaches: the iterative Decoupled Deblurring BM3D method [43] (IDD-BM3D), nonlocal centralized sparse representation method [7] (NCSR), FPD method [44] , MSEPLL method [45] and GSR-NNM method. Note that the IDD-BM3D and NCSR are the recently developed state-of-the-art non-blind image deblurring methods. In our comparative study, three blur kernals, 9 × 9 uniform kernel, a Gaussian blur kernel and a motion blur kernel were used. Blurred images are further corrupted by additive white Gaussian noise with σ = 2. The size of each patch, i.e., √ bc × √ bc is set to be 8 × 8. We assigned ε =0.35 and = 0.1. Parameter ρ was set to be 0.0225, 0.0225 and 0.0375 for Gaussian blur, uniform and motion blur kernel, respectively. Table II lists the PSNR/FSIM comparison results for a collection of 8 images among five competing methods. It can be seen that GSR-WNNM significantly outperforms the other methods for all three types of blur kernels. The visual comparison of the deblurring methods are shown in Figs. 4-6. It can be found out that the NCSR, FPD, MSEPLL, and GSR-NNM still generated some undesirable artifacts, while IDD-BM3D resulted in over-smooth phenomena. By contrast, the proposed GSR-WNNM was able to preserve the sharpness of edges and suppress undesirable artifacts more effectively than the other methods. It has been demonstrated that the GSR-WNNM model is a stronger prior for the class of photographic images containing large variations in edges/textures. Furthermore, the proposed method is compared with AKTV method [46] , JSM method [18] . The former is well-known for working quite well in the case of large blur. Here, 19 × 19 uniform kernel with the corresponding BSNR =40 for image building were tested (all the parameters remained the same as specified in the case of 9 × 9 uniform kernel except for ρ=0.0002). BSNR stands for Blurred Signal to Noise Ratio, and is equivalent to 10*log (blurred signal variance/Noise variance). A smaller BSNR means larger noise variance. Fig. 7 shows the comparative results on the building image. One can observe that the images restored by GSR-WNNM are clearer and preserve more details in comparison of AKTV and JSM methods. 
B. Image Inpainting
In this subsection, two interesting examples of image inpainting with different masks are conducted, i.e., image restoration from partial random samples and text inlayed sample. The parameter were set as follows: ρ = 0.1, ε and =0.35. The size of each patch, i.e., √ bc × √ bc was set to be 8 × 8 and 10 × 10 for partial random samples and text inlayed sample, respectively.
We have compared GSR-WNNM based image inpainting method against five other competing approaches including BPFA method [47] , IPPO method [48] , SAIST method [49] , Aloha method [50] and GSR-NNM method. Note that the recently proposed SAIST method is a very competitive low rank based inpainting method. As can be seen from Table  III , the proposed GSR-WNNM has achieved the excellent competitive restoration performance of all test images to other leading algorithms. The visual comparisons of the image inpainting methods are shown in Figs. 8-11 . It can be seen that BPFA and GSR-NNM could not reconstruct sharp edges and fine details. The SAIST, IPPO and Aloha methods produced images with a much better visual quality than BPFA and GSR-NNM methods, but still suffered from some undesirable artifacts, such as the ringing effects. The proposed GSR-WNNM not only preserved sharper edges and finer details, but eliminated the ringing effects. The better performance of GSR-WNNM is attributed to the connection of the group sparse representation and the weighted nuclear norm, which offers a powerful prior to characterize the sparsity property of natural image signals.
C. Image Compressive Sensing
We will report the experimental results of the proposed GSR-WNNM based image CS recovery. We generated the CS measurements at the block level by utilizing a Gaussian random projection matrix to test images, i.e., the block-based CS recovery with block size of 32 × 32. The parameter were set as follows: ρ =0.1, η =1, ε and = 0.35. The size of each patch, i.e.,
√
bc × √ bc is set to be 6 × 6. To verify the performance of GSR-WNNM, we compared it with a few competitive CS recovery methods including the BCS method [51] , BM3D-CS method [52] , ADS-CS method [53] , SGSR method [54] , MRK method [55] and GSR-NNM method. Note that BM3D-CS is a well-known image restoration method that delivers state-of-the-art denoising results. The PSNR and FSIM results are shown in Table IV . It can be seen that GSR-WNNM consistently outperforms other methods on all test images over different numbers of CS measurements. The average gain of GSR-WNNM over BCS, BM3D-CS, ADS-CS, SGSR, MRK, and GSR-NNM can be as much as 7.38dB, 3.03dB, 1.27dB, 1.75dB, 1.91dB and 3.81dB, respectively. Some recovered images of the recovered images are presented in Figs. 12-13 . It can be observed that BCS generate the worst perceptual result. The BM3D-CS, ADS-CS, SGSR, MRK, and GSR-NNM methods can obtain much better visual quality than BCS method, but still suffer from some undesirable artifacts or over-smooth phenomena, such as ring effects and loss of some fine image details. By contrast, GSR-WNNM not only removes most of the visual artifacts, but also preserves large-scale sharp edges and small-scale fine image details more effectively in comparison of other competing methods. 
D. Effect of the number of the best matched patches
We have discussed how to select the best matching patch numbers k for the performance of the proposed method. Specifically, to investigate the sensitivity of our method against k, two experiments were conducted with respect to different k, ranging from 20 to 200, in the case of image CS recovery and image inpainting, respectively. The results with different k as shown in Fig. 14 . It can be seen that all the curves are almost flat, showing the performance of GSR-WNNM is insensitive to k. The best performance of each case was usually achieved with k in the range [40, 80] . Therefore, in this paper k was empirically set to be 60. 
E. The performance comparison of the different dictionary learning methods
To further verify the proposed adaptive dictionary learning (ADL) method, we compared it with two well-known dictionary learning methods for image deblurring, i.e., KSVD [9] , ASDS [7] . Two experiments were conducted in the case of 9×9 uniform blur, σ = 2 and motion blur ( fspecial( 'motion', 20, 45), σ = 2), respectively. Note that these three dictionary learning methods were learned from the reconstructed image itself rather than natural image dataset here. The computation time and PSNR results have been listed in Table V . It can be seen that the proposed ADL method used less time than ASDS method and KSVD method every time learning dictionary. The proposed ADL method outperformed the other two dictionary learning methods in terms of PSNR and computation time.
F. Comparison of the noise level for different methods
Two experiments were conducted to demonstrate the robustness of the proposed GSR-WNNM against noise in the case of image deblurring and CS recovery. A significant amount of additive gaussian noise was added to color image Corner with 9 × 9 uniform blur kernel and gray image House with 0.1N CS measurements, respectively. The standard derivations of additive noise was varied to generate the signal-to-noiseratio (SNR) includes 10dB, 15dB, 20dB, 25dB, 30dB, 35dB and 40dB. The PSNR comparison of the reconstructed images is shown in Fig. 15 . It can be seen that the proposed GSR-WNNM method achieved the best performance. G. Convergence Fig. 16 illustrates the convergence performance of the proposed GSR-WNNM. It shows the curves of the PSNR values versus the iteration numbers for image CS with 0.1N measurements as well as image deblurring with 9 × 9 uniform kernel and σ = 2, respectively. It can be seen that with the increase of the iteration number, the PSNR curves of the reconstructed images gradually increase and become flat and stable. Moreover, the proposed GSR-WNNM only requires less iteration to achieve convergence from Fig. 16 . Therefore, the proposed GSR-WNNM has a good convergence performance. V. CONCLUSION In this paper, we have proposed a new model named GSR-WNNM that connects group sparse representation with the weighted nuclear norm minimization with its application into image restoration. We have mathematically manifested the superiority of WNNM over the traditional nuclear norm minimization from a perspective of GSR, which offers a powerful mechanism of combining local sparsity and nonlocal similarity of image simultaneously in a unified framework. An effective dictionary learning method for each group is used to ensure the low computational complexity. Such a method is learned from the reconstructed image itself rather than natural image dataset. Moreover, alternating direction method of multipliers offers a principled and computationally efficient solution to image restoration from recovered groups. Experimental results have demonstrated that GSR-WNNM can effectively preserve the sharpness of edges and suppress undesirable artifacts and significantly outperform the state-ofthe-art approaches in terms of PSNR and FSIM.
APPENDIX A PROOF OF THEOREM 1 Defining µ Gi and α Gi , then we have
Then, we have
Since the adaptive dictionary D Gi is constructed by Eq. (18) and the unitary property of U Gi and V Gi , we have 
where Y G = D G µ G , X G = D G α G . µ G and α G represents the singular value of Y G and X G , respectively. Therefore, the closed-form of solution of Eq. (48) is expressedα
Obviously, the conditions guaranteeing the equivalence of Eq. (48) and Eq. (1) are satisfied when sparse coefficient α G represents the singular value of X G .
Similar to Eq. (48), we havê
The closed-form of solution of Eq. (50) is expressed
One can observe that the conditions guaranteeing the equivalence of Eq. (50) and Eq. (5) are satisfied when sparse coefficient α G represents the singular value of X G .
Based on the above analysis, since reweighted 1 -norm minimization can better enhance sparsity than 1 -norm minimization, we can derive Eq. (5) is superior than Eq. (1). Thus, we can prove Eq. (20) .
APPENDIX C PROOF OF THEOREM 2
Owing to the assumption that e(j) follows an independent zero mean distribution with variance σ 2 , namely, E[e(j)] = 0 and Var[e(j)] = σ 2 . Thus, it can be deduced that each e(j) 2 is also independent, and the meaning of each e(j) 2 is: By invoking the law of Large numbers in probability theory, for any > 0, it leads to lim
Next, we denote the concatenation of all the groups X Gi and L Gi , i = 1, 2, ..., n, by X G and L G , respectively. Meanwhile, we denote the error of each element of X G − L G by e G (k), k = 1, 2, ..., K. We have also denote e G (k) following an independent zero mean distribution with variance σ 2 . Therefore, the same process applied to e G (k) 2 yields lim
Obviously, considering Eqs. (53) and (54) together, we can prove Eq. (35) .
