The advent of new signal processing methods, such as non-linear analysis techniques, represents a new perspective which adds further value to brain signals' analysis. Particularly, Lempel-Ziv's Complexity (LZC) has proven to be useful in exploring the complexity of the brain electromagnetic activity. However, an important problem is the lack of knowledge about the physiological determinants of these measures. Although a correlation between complexity and connectivity has been proposed, this hypothesis was never tested in vivo.
INTRODUCTION
EEG and MEG signals derive from the collective and synchronous behaviour of neural populations located in different brain structures (Cantero et al. 2009 ). As described by Segalowitz and co-workers (Segalowitz, et al. 2010) , EEG/MEG signals are composed of the summation of multiple electrical oscillations at different frequencies. Therefore, the most common analysis procedure is spectral analysis, used to obtain the power of each frequency band. Although the underlying physiology of EEG/MEG dynamics is not well understood (Robinson et al. 2001) , at least some basic principles are acknowledged. For example, Pfurtscheller and Lopes da Silva (1999) posed three basic factors which determine the properties of EEG oscillations: 1. The intrinsic membrane properties of the neurons and their synaptic processes, 2. The strength of the interconnections between network elements, and 3.
The modulating influences from neurotransmitter systems.
Traditional spectral analysis provided researchers and clinicians with fundamental insights into brain function. However, the advent of new signal processing methods, particularly nonlinear analysis techniques, represented a new perspective which added further value to brain signals' analysis (Babloyantz, 1983; Babloyantz, 1985) . In his classic review on the neural dynamics of EEG, Lopes da Silva (1991) regarded EEG signals as generated by complex systems with non-linear dynamics. Since this basic concept was accepted by part of the scientific community, the number of non-linear estimates applied to EEG or MEG data is difficult to determine (see for a review Pereda et al. 2005; Stam, 2005) . Among them, the estimates of signals' complexity are considered one of the most important fields of investigation.
The utilization of the term "complexity" is a problem per se (Heylighen, 1999) . In fact, the definition of a system's complexity depends on so many factors that a common and broadly accepted description is difficult to reach. According to Tononi and co-workers' (Tononi et al. 1998 ) definition, a system can be regarded as complex when there is a balance between regularity and randomness or between functional segregation and integration. Such theoretical approach crystallized in a measure, called neural complexity (CN) (Tononi et al. 1994 ), which has been used for the analysis of EEG/MEG data. Other definitions have been proposed. The correlation dimension (Babloyantz, 1985) , one of the most frequently utilized complexity measures, seems to represent a non-linear estimate of the number of independent neuronal populations or oscillators which give rise to an EEG/MEG signal (Lutzenberger et al. 1995) . Complexity definitions have also emerged from the field of information theory. For example, the algorithmic complexity (Kolmogorov, 1965 ) is defined as the length of the shortest computer program that generates a particular bit string. Similar to this, Lempel-Ziv's Complexity (LZC) is a non-linear measure for finite sequences related to the number of distinct substrings and the rate of their occurrence along the sequence, with larger values (in a 0-1 scale) corresponding to more complexity in the data (Lempel and Ziv, 1976 ). Aboy and co-workers (Aboy et al. 2006 ) investigated the factors which affect LZC's values, and concluded that LZC represent an estimate of the number of different frequency components that actually compose the brain signals.
Whatever the complexity estimate utilized, and consequently whatever the definition of complexity adopted, an additional problem of these measures is the lack of knowledge about their physiological determinants. Since complexity estimates represent just an alternative procedure to analyse brain oscillations, it might be hypothesized that some of the basic physiological factors which determine the properties of those oscillations (i.e. membrane properties of the neurons, strength of the connections and modulating influences from neurotransmitter systems) should also determine complexity measures. To the best of our knowledge, only the correlation between connectivity and complexity has been investigated by means of computer simulations. Following up their interpretation of complexity as an equilibrium between functional segregation and integration, Tononi and Sporns' group (Sporns et al. 2000; Tononi et al. 1994 ) performed a simulation study in order to investigate the anatomical basis of functional integration and, more precisely, to elucidate which kind of anatomical substrate would yield a more complex functional outcome. According to their results using CN, a network inspired in the visual cortex of the macaque monkey, thus ensuring the integrity of network's connectivity, yielded the highest complexity values. In their own words "…a necessary although not sufficient condition for complexity is high integration. In neuroanatomical terms, this means that a complex neural system must be highly interconnected" (Tononi, et al. 1994) . Recently, Barnett et al. (2009) confirmed these results.
However, some contradictory findings were also found. Karl Friston (1996) performed a simulation study trying to replicate the network characteristics of a "schizophrenic brain". A previous study showed higher complexity values in the EEG of patients with schizophrenia (Koukkou et al. 1993) , and Friston tested the hypothesis that these higher complexity values were associated with a disconnection syndrome. According to his results, the more disconnected a network the higher correlation dimension values. These apparently contradictory findings may be explained not only by the different complexity estimate applied (a linear estimate such as CN vs. a non-linear estimate such as correlation dimension), but mainly by the lack of knowledge on the correlation between the "actual" integrity of the anatomic connectivity and the functional complexity of the brain.
Nowadays that correlation can be investigated by means of a combination of techniques, such as diffusion tensor imaging (DTI) and MEG. DTI is a MRI technique which makes possible in vivo exploration of microstructural features of white matter (WM) with quantitative methods (Basser and Pierpaoli, 1996; Beaulieu, 2002; Le Bihan and van Zijl, 2002) . It measures both the rate and directionality of the displacement distribution of water molecules across tissue components on a voxel-by-voxel basis. The most commonly-used DTI-derived measure of WM microstructure is fractional anisotropy (FA), a scalar quantity derived from diffusion tensors that reflects the degree to which diffusion of water molecules is constrained in space due to local tissue properties, including fiber diameter and density, degree of myelination, and macrostructural features such as intravoxel fiber-tract coherence (Basser and Pierpaoli, 1996) . The FA measure is particularly useful as an estimate of the microstructure and specific organization of myelinated axonal fibers. This measure ranges from zero, representing diffusion that is equal in all directions, to 1.0, representing complete directional dependence. FA tends to be higher in WM compared with gray matter (GM) due to the presence of myelinated fiber bundles, and it is greater for WM structures that contain the largest numbers of fibers running in parallel, such as the corpus callosum (Shimony et al. 1999 ).
Thus, we have performed a exploratory study where FA (derived from DTI) and LZC (derived from MEG) scores have been correlated in a group of healthy individuals. Following Tononi and Sporns' group interpretations (see above), we hypothesized that a positive correlation must exist between FA and LZC scores.
MATERIALS AND METHODS

Participants
Sixteen healthy adults (all female) were recruited from the community (mean age 65.56 ± 6.06 years, interval 58-82). Exclusion criteria consisted of current major Axis I psychiatric disease or history of major medical conditions (cancer, diabetes, or diagnosed neurological condition), as well as any previous diagnosis of substance dependence (excluding nicotine), or an undiagnosed pattern of behaviour demonstrating longstanding maladaptive use of alcohol or other drugs. The initial sample was finally reduced to 14 subjects due to technical problems during the MRI analysis (see below).
All subjects provided written informed consent consistent with the Declaration of Helsinki.
Of note, all participants remained intellectually active and participated in the educational program "University for seniors", at Complutense University.
MEG Data Collection
MEGs were acquired with a 148-channel whole-head magnetometer (MAGNES 2500 WH®, 4D Neuroimaging, San Diego, CA) placed in a magnetically shielded room at "Centro de Magnetoencefalografía Dr. Pérez-Modrego" (Madrid, Spain). Subjects were in an awake but resting state with their eyes closed and under vigilance control during the recording. They were asked to avoid making eye movements. For each subject, five minutes of MEG signal were acquired at a sampling frequency of 678.17 Hz using a hardware band-pass filter of 0.1-200 Hz. Afterwards these recordings were down-sampled by a factor of 4 (169.549 Hz).
Artefact-free epochs of 20 seconds (see below) were selected off-line. Finally, these epochs were filtered between 1.5 and 40 Hz and copied to a computer as ASCII files for further complexity analysis.
LZC calculation
LZC analysis is based on a coarse-graining of measurements. Therefore, the MEG signal must be previously transformed into a finite symbol string. In this study we used the simplest possible way: a binary sequence conversion (zeros and ones). By comparison with a threshold Td, the original signal samples are converted into a 0-1 sequence P = s(1), s(2),…, s(n), with s(i) defined by (Zhang et al. 2001) :
The threshold Td is estimated as the median value of the signals amplitude in each channel.
We selected the median value because it is more robust to outliers (Nagarajan, 2002; Zhang et al. 2001 ). The string P is then scanned from left to right and a complexity counter c(n) is increased by one unit every time a new subsequence of consecutive characters is encountered in the scanning process. The detailed algorithm for the measure of the LZ complexity is as follows (Zhang et al. 2001 ):
1. Let S and Q denote two subsequences of the original sequence P and SQ be the concatenation of S and Q, while SQπ is a string derived from SQ after its last character is deleted (π means the operation to delete the last character).
Let v(SQπ) denote the vocabulary of all different substrings of SQπ.
3. At the beginning, the complexity counter
s (2) and SQπ = s(1).
, then Q is a subsequence of SQπ, not a new sequence.
S does not change and renew Q to be s(r+1), s(r+2), then judge if Q belongs to
v(SQπ) or not.
6. The steps 4 and 5 are repeated until Q does not belong to v(SQπ).
increase the counter by one.
Thereafter, S and Q are combined and renewed to be s(1), s(2),…, s(r+i), and
s(r+i+1), respectively.
8. Repeat the previous steps until Q is the last character. At this time, the number of different substrings is c(n), the measure of complexity.
In order to obtain a complexity measure which is independent of the sequence length, c(n)
should be normalized. If the length of the sequence is n and the number of different symbols is α, it has been proved (Lempel and Ziv 1976) that the upper bound of c(n) is given by:
where ε n is a small quantity and ε n → 0 (n → ∞). In general, n/log α (n) is the upper limit of c(n), where the base of the logarithm is α, i.e.,
For a binary conversion α = 2, and b(n) is given by
and c(n) can be normalized via b(n):
is usually a value between zero and one. The normalized LZC reflects the arising rate of new patterns along with the sequence (Zhang et al. 2001) . A minimum data length must be considered to ensure that LZC reveals real data features (Yan and Gao 2004) . Since a previous work showed that the LZC values become stable for MEGs longer than 3000 samples , an epoch length of 3392 data points (20 seconds) was used in the current study.
MEG Data Reduction and Analysis
A LZC-normalized score was obtained for each channel and participant. Thus, 148 LZC scores per subject were submitted to statistical analyses. As in previous studies (Fernández et al. 2009; Fernández et al. 2010 ) the initial 148 LZC scores were averaged into 5 regions:
anterior, central, left lateral, right lateral, and posterior, which are included as default sensor groups in the 4D-Neuroimaging source analysis software (see Figure 1 ).
####Insert Figure 1 about here###
DTI data acquisition
Scanning was conducted on a 1.5T Signa Excite MR scanner (GE Healthcare, Waukesha, WI) using a customized DTI pulse sequence with an eight-channel head coil (GE Coils, Cleveland, OH). The sequence is based on a single-shot EPI pulse sequence with the capability of compensating eddy currents induced by the diffusion gradients via dynamically modifying the imaging gradient waveforms. Head motion was minimized with a vacuumpack system moulded to fit each subject. Nevertheless, the DTI exam could not be completed in two participants because of excessive motion. As a consequence DTI-LZC data analyses were performed on 14 subjects.
Whole-brain DTI was performed with a multislice single-shot spin echo echoplanar pulse sequence (TE = 83 ms, TR = 7000 ms, flip angle of 90º) using 25 diffusion-encoding directions, isotropically distributed over the surface of a sphere with electrostatic repulsion, 
DTI Analysis
The 25 diffusion directions, along with the b = 0 image, were used to calculate FA as the primary indicator of WM microstructure. The images were reconstructed and FA was calculated using the program from Johns Hopkins, DTI Studio (Wakana et al. 2004 ). The 25 diffusion-weighted image sets were examined for image quality and head movement.
Because noise can introduce bias in estimates of the eigenvalues and because noise decreases the signal-to-noise ratio, a background noise level was applied to all subjects prior to the calculation of pixelwise FA (background noise = 125) (Kraus et al. 2007 Then, the FA images were spatially normalized using the following normalization protocol.
Firstly, the b = 0 images of all participants were normalized to the standardized EPI template using linear transformations (Ashburner and Friston, 2000; Friston et al. 1995) . After an initial affine transformation, an iterative non-linear normalization was applied using a lower threshold of 25 mm for the spatial periods of the discrete cosine basis functions by which brain warps are expanded in SPM (Ashburner and Friston, 1999) . Secondly, the FA maps were then normalized using the parameters determined from the normalization of the b = 0 image. From the resulting normalized data sets a study FA template was created by averaging, offering study-inherent contrast and distortions, according to the applied sequence parameters and additionally including the averaged anatomical characteristics of all participants. Then, all FA images were normalized again, but now using the study template that was created. Finally, all individually normalized FA data sets were smoothed by convolving them with an isotropic 6 mm FWHM (full width at half maximum) Gaussian kernel to improve the signal to noise ratio, to increase the validity of the statistical inference and to improve the normalization.
Voxel-based analysis
The linear correlation between FA and LZC scores was tested at each voxel with the multiple linear regression model implemented in SPM8. A voxelwise t-tests was performed to detect voxels where the slope of FA data against complexity measures as fitted by linear regression was significantly different from zero. In order to control a potential age influence, the variable "Age" was included as a covariate in the analysis.
Inferences from statistical parametric maps were made at a significance level of p<0.05 FDR (False Discovery Rate) corrected for multiple comparisons across the entire brain (Genovese et al. 2002) . This is an adaptive method to avoid false positives in such a way that they make up no more than α of the discoveries. The procedure calculates the uncorrected p value for each voxel and orders them so that the ordered p values are P 1 ≤P 2 ≤…≤P N . To control the FDR at α, it finds the largest value k so that P k < αk/N. This procedure is less restrictive than Family Wise Error corrections (i.e. Bonferroni), but more sensitive, so it seems appropriate for an exploratory study because it allows power while maintains the control of type I error. 
RESULTS
LZC regional analysis
Differences of LZC variables across sensor regions were evaluated with a repeatedmeasures ANOVA with one factor ("Region" with 5 levels), and one covariate (Age).
As in previous studies Age showed a significant effect on LZC variables (F 1,11 = 5.721; p< 0.05). However, Region did not exert a significant effect on LZC scores (F 4,44 = 2.133; p= 0.125). Although LZC scores within central sensor group were slightly higher when compared to the other regions (see Table 1 ) the regional effect was not statistically significant. Finally, the interaction Region x Age was not significant (F 4,44 = 1.169; p= 0.168).
Considering these results we further inspected the relationship among sensor regions. A strong linear relationship was observed among the LZC scores in the five regions. All
Pearson´s correlation coefficients were in a range of 0.758 to 0.969, with probabilities between p=0.001 and p= 0.0001. This strong linear relationship among sensor groups' LZC scores implies that an average of all LZC scores is a suitable summary for the complexity of each individual (a very similar approach was utilized in Fernández et al., 2006) . Thus, seeking the most parsimonious approach to explain the data, we will utilize an average of LZC scores in the correlation analyses with FA data.
###Insert Table 1 about here###
Correlation between FA and LZC scores
Regions of cerebral WM containing voxels where FA was positively correlated with LZC measures are shown in Table 2 . In all regions FA scores significantly decreased as LZC scores decreased (and FA increased as LZC increased). After controlling the effects of age, these regions included clusters bilaterally in the splenium of the corpus callosum (CC), the left parahipocampal region (cingulum), and left sagital stratum (inferior fronto-occiptal fasciculus and inferior longitudinal fasciculus) (see Table 2 and Figure 2 ). No significant negative correlations were found in any case.
####Insert Table 2 and Figure 2 about here###
DISCUSSION
The primary goal of this study was to investigate a hypothetical relationship between the functional complexity of the brain and the microstructure of its anatomic connectivity, using a combination of techniques such as LZC derived from MEG and FA derived from DTI. Our results confirmed a significant positive correlation between complexity and anatomical connectivity as represented by WM microstructure. When this correlation was first proposed by Tononi and co-workers (Tononi et al. 1994) , and investigated by means of computer simulations, authors clearly claimed that a full validation of the hypothesis should be obtained "directly from brains in vivo". We tested the hypothesis in vivo, and this fact might be considered the main achievement of the study. However, since correlation analyses cannot determine a causal relationship between two variables, we cannot confirm a causal relationship between functional complexity and the microstructure of the anatomical connectivity. We could rather affirm that an association exists between both processes.
In addition, our results indicate that a combination of MEG and DTI data seems to be Our results suggest that while conventional spectral measures, such as power spectrum, seem to be associated with GM development ); non-linear estimates of complexity, such as LZC scores, seem to be associated with the process of WM development in the brain. This notion is supported by the parallel tendencies of WM and complexity evolution reported in some studies. For example, Anokhin et al. (1996) and MeyerLindenberg (1996) demonstrated that while EEG power shows a progressive decrease as a function of age, correlation dimension values increase linearly within the age interval of 7 to 60 years. Similarly, while neuroanatomical studies on GM development show a progressive reduction of its volume which starts in childhood (Giedd et al. 1999; Sowell et al. 1999; Steen et al. 1997) , WM investigations tend to exhibit an opposite tendency (Ben Bashat et al. 2005; Gao et al. 2009; Hasan et al. 2009; Hasan et al. 2007 ). These parallel trajectories of WM and complexity values might appear as apparently broken during late adulthood, since some studies (see for example McLaughlin et al. 2007 ) demonstrated a FA peak in young adulthood followed by a decline. On the contrary, Anokhin and Meyer-Lindenberg (1999) found a continuous increase of complexity with age evaluating the resting EEGs of 5 age groups from 7 to 60 years. In a recent study (Fernández et al. 2010) , we suggested that such uninterrupted complexity increase might be explained by sample's characteristics. The upper age limit in our study was increased to include subjects in their late eighties and a significant, linear decrease of complexity scores was observed from adulthood to senescence (Fernández et al. 2010) .
At this point we must address the potential clinical relevance of the finding. LZC has been successfully used to analyse EEG and MEG signals in patients with Alzheimer's disease Fernández et al. 2010; Gómez et al. 2006) , attention deficithyperactivity disorder (Fernández et al. 2009 ), depression and schizophrenia (Li et al. 2008) as well as to measure the depth of anaesthesia (Ferenets et al. 2007; Zhang et al. 2001 ), or to study epileptic seizures (Radhakrishnan and Gangadhar, 1998) . Overall, LZC scores decreased in those pathologies where some type of connectivity dysfunction was expected, while such dysfunction could be originated by some type of disconnection syndrome or by an abnormal maturation of WM tracts. For instance, LZC scores were significantly lower in Alzheimer's disease Gómez, et al. 2006 ) and this fact was accompanied by an exaggerated reduction of patients' complexity scores with age, as compared to controls (Fernández et al. 2010) . The reduction of LZC scores was attributed to the well-known disconnection syndrome in Alzheimer's disease and the consequent connectivity impairment observed in these patients (Bozzali et al. 2002; Hirono et al. 2000; Stam et al. 2007 ).
Similarly, LZC was found to be abnormally reduced in a group of attention deficit/hyperactivity disorder patients as compared to healthy children (Fernández et al. 2009 ). Furthermore, the age-related trajectory of LZC was divergent in both groups. LZC tended to increase in healthy controls, while patients exhibited a non-significant tendency to reduced complexity scores as a function of age. Such divergent maturational trajectory was interpreted as a new illustration of neurodevelopmental deficits in attention deficit/hyperactivity disorder, which basically affect the process of WM maturation (Shaw et al. 2007 ). Alzheimer's disease and attention deficit/hyperactivity disorder are two examples of the potential clinical role of complexity estimates. Some other cases of similar relevance, where a disconnection syndrome or an abnormal WM maturation have been hypothesized, are schizophrenia (see Ho et al., 2003; Jones et al. 2006 ) or autism spectrum disorders (Cheng et al. 2010) . Interestingly, all the mentioned disorders are characterized by severe cognitive and behavioural manifestations.
The main goal of this study is not an exhaustive anatomical discussion on the observed correlations between FA and LZC. Nevertheless, it worths some remarks. Correlations have been found in regions including commissural (Corpus Callosum), projection (Sagittal stratum), and association fibers (cingulum/parahippocampal WM), predominantly in posterior regions of the left hemisphere. The splenium of the CC, where FA is greater (Chepuri et al., 2002) , is traversed by three functionally specialized groups of myelinated fibers that bidirectionally connect parietal, temporal and occipital lobes with a roughly ordered arrangement of axons according to their origin (Aboitiz and Montiel, 2003; Huang et al., 2005; Dougherty et al., 2007; Zarei et al., 2006; Hasan et al., 2009) . Fibers from the occipital lobe, from the lateral and caudal portions of the parahippocampal gyrus and from the caudal temporal lobe travel through the splenium, where our "target" correlation areas seem to be located. Whether our results are showing correlations between complexity and fibers from any of these parietal, occipital or temporal areas needs to be elucidated. The CC (being the primary interhemispheric pathway) is basic for all sensory and high-level cognitive integration, and its posterior region could give anatomical support to the clusters of dense connectivity reported by Hagman et al. (2008) . These authors found evidence for the existence of a structural core composed of posterior medial and parietal cortical regions that are densely interconnected. The high degree of interhemispheric coupling within the core suggests that it acts as a single integrated system form which processes in both cortical hemispheres are coordinated. The correlation between complexity measures and FA in the splenium of the CC could reflect that this structure would be responsible for integrating information across functionally segregated brain regions. Its anatomical correspondence with some elements of the human default network suggests that the core may be an important structural basis for shaping large-scale brain dynamics (Fox and Raichle, 2007; Hagaman et al., 2008; Raichle et al., 2001 ).
With regard to fibers connecting the parahippocampal gyri and the hippocampal formation (often associated with memory and emotion), it has been shown to send relatively dense heterotopic connections to the posterior part of the superior temporal gyrus, the planum temporale, and the supramarginal and the angular gyri; as well as weak connections to the posterior part of the inferior frontal gyrus (Di Virgilio and Clarke, 1997; Markowtisch, 1995) . As with the CC, it is necessary to study in detail which of these associations is more closely connected with the complexity measures. However, Bonifazi et al. (2009) demonstrated the existence of neurons within the hippocampus, with a widespread axonal arborisation and long-range connections that link a large number of cells, working as functional hubs (superconnected nodes). This kind of architecture and network connectivity might underlie the complexity measures reported in our study.
Finally, the Sagittal stratum is a major corticosubcortical bundle that conveys fibers from the parietal, occipital, cingulate, and temporal regions to subcortical destinations in the thalamus, the nuclei of the basis pontis, and other brainstem structures. It also conveys afferents from the thalamus to the cortex. It may therefore be considered as equivalent to the internal capsule at the posterior part of the hemispheres (Schmahmann and Pandya, 2006) . According to the left lateralization of the results, they converge with those provided by Hagmann et al., (2008) who show that the structural core was located within posterior medial cortex, and extended laterally into parietal and temporal cortices, especially in the left hemisphere.
From our point of view, these widespread connections support the role of complexity estimates in the investigation of those disorders with cognitive and behavioural manifestations. Any compromise of these connections would highly influence the entire network dynamics.
This study is no exception in having limitations. The diffusion tensor represents an average of the tissue sampled, and it is likely that with our voxel size and shape some partial volume artifact is present. Furthermore, a voxel may contain small tracts with differing directions, resulting in a misleading average impression of tract direction. In such areas of incoherent fiber trajectories, anisotropy decreases, and FA could be understimated. According to Oouchi et al. (2007) , when anisotropic voxels are used, the FA measured in areas without crossing fibers is not affected. However, it is understimated in other areas of the brain with crossing fibers. The obtention of small clusters outside the corpus callosum, once the correction for multiple comparisons was applied, may be due to this FA error estimation. It is posible that this error remains constant across subjects, so a correlation analysis should be less affected, but this would only be true if the normalization process was perfect.
The normalization and spatial filtering processes have certain limitations when conducting a voxel-based analysis (Camara et al., 2007; Jones et al., 2005) . The normalization and the small Gaussian smoothing kernell selected may also have contributed to the identified correlations between FA and complexity measures. In order to minimize intersubject anatomical variations as much as possible we used an optimized normalization protocol including the creation of a suitable internal-study brain template (Good et al., 2001 ) to facilitate the characterization of microstructural correlations at a voxel level. However, great care must be exercised both in obtaining and in interpreting DTI data. Anatomically defined regions-of-interest may be used to corroborate results from voxel-based analysis, allowing white matter to be tested without the influence of the normalization process (Salat et al., 2005; Camara et al, 2007) . Despite these, it is clear that DTI is still a highly sensitive method for the evaluation of the fibre tracts microstructure. Therefore, as long as researchers are aware of possible artifacts arising from these methodological constraints, voxel-based analysis is a useful approach for identifying a possible relation between white matter and MEG complexity measures across the whole brain.
CONCLUSIONS
The observed significant positive correlations between LZC and FA were obtained from a sample with a relatively small size, and this may limit the generalization of our results.
Nevertheless, this piece of work is an exploratory investigation which supports the notion of a positive correlation between the functional complexity of the brain and the microstructure of its anatomical connectivity. As we previously pointed out, it seems that WM and GM changes across the lifespan exert a clear but divergent influence on brain's oscillatory activity. GM changes seem to modify the spectral properties such as absolute power , while WM changes seem to affect the non-linear properties of brain oscillations, here represented by complexity estimates. This conclusion not only confirms
Tononi and Sporns' group hypothesis about complexity and connectivity but upholds a broader point of view about the complexity of biological systems. In his fine review on the evolutionary concept of complexity, Heylighen (1999) described the evolution as a process where more complex organisms (or biological systems) evolve from more simple ones.
Which is the critical characteristic of this complexity increase? More complex systems are typically composed of several "distinct" parts but, essentially, those parts must be closely connected at different levels to ensure the proper system's functioning. The clinical experience reveals that a dysfunctional connectivity in the brain (the most complex biological system) is associated with severe cognitive and behavioural impairments, and we are now beginning to understand that it is also associated with a reduced functional complexity. Our results might shed some light on the underlying physiological determinants of this process. 
