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Abstract
Time-domain wave-based simulation approaches such as the finite difference time domain (FDTD) method
allow for a complete solution to the problem of virtual acoustics over the entire frequency range, in contrast with
the methods of geometric acoustics which are valid in the limit of high frequencies. They also allow for flexible
modelling of sources and receivers, due to the inherently local nature of the computation, and complete access to
the computed acoustic field over an enclosure. In this paper, a method for the emulation of sources of arbitrary
directivity is presented, framed directly as an inhomogeneous wave equation. The additional terms in the wave
equation take the form of Dirac delta functions and their distributional derivatives, and collections of such terms
may be associated directly with an expansion of source directivity in terms of spherical harmonics. The local
nature of the model implies a locally-defined efficient computational approach for wave-based methods defined
over a spatial grid. Numerical results are presented.
Keywords: virtual acoustics, room acoustics, computational acoustics, source modeling, finite difference
time domain
1 INTRODUCTION
Volumetric time-domain wave-based methods for room acoustics and auralisation purposes were proposed in
the mid 1990s [12, 22, 8, 9]. In such a simulation framework, the time evolution of acoustic field is modeled
in its entirety over the room volume, and the simulation operates as a recursive time-stepping method defined
over a spatial grid. Many varieties are available, including the finite difference time domain (FDTD) method
[30, 25], finite volume methods [4, 6], and pseudospectral methods [14, 17]. In particular, FDTD methods,
defined over regular grids, are equivalent to digital waveguide mesh methods, also proposed for room acoustics
simulation [18]. (The term “wave-based" is also used to refer to non-volumetric simulation methods such as the
boundary element method (BEM) [29], which often operate in the frequency domain.) Time-domain wave-based
methods, which compute an approximate wideband solution to the wave equation over an enclosure, subject
to wall conditions and source excitation, can be viewed in contrast with so-called geometrical acoustics (GA)
algorithms such as ray tracing [16] or the image source method [2], which represent an approximation to wave-
based acoustics in the limit of high frequencies. For audio rate simulation, computational cost is necessarily
high, due to the grid density required (of at most 1 cm resolution), but simulation for reasonable-sized spaces
is now coming within range of commercially-available hardware such as GPUs [27].
Source modeling, in the setting of time-domain wave-based simulation, has been approached by various authors,
usually focusing on omnidirectional, dipole or cardioid source directivities [11, 24, 10, 15, 23, 19]. In some ap-
proaches, there have been attempts at calibrating an FDTD scheme against measured source directivity [13, 26].
In almost all cases above, however, a continuous spatio-temporal model of the underlying system is unavailable;
sources are implemented in an FDTD scheme through the insertion of driving signals at grid locations. In the
interest of greater generality and flexibility, some models of source directivity do employ such a continuous
model, framed as the 3D wave equation accompanied by a driving term which has the form of a Dirac delta
function under repeated differentiation. A source model of this type corresponding to a multipole expansion has
been presented in [5, 3], and allows for a convenient starting point for discretisation, regardless of the particular
choice of method.
A better choice, which matches well with typical representations of sources in terms of directivity, is a source
model framed directly in terms of spherical harmonics. Such a model is available in a full spatio-temporal form,
in which case source directivity is incorporated into the definition of spatial differential operators applied to a
Dirac delta function which appears as a driving term. Such a model is presented here, accompanied by simple
strategies for discretisation. Numerical results are presented.
2 A SPATIO-TEMPORAL MODEL OF SOURCE DIRECTIVITY
The standard model of wave propagation used in room acoustics is the 3D wave equation:
1
c2
∂ 2t p−∆p = 0 . (1)
Here, p(x, t) represents the acoustic pressure in an enclosure, as a function of coordinate r= [x, y, z] ∈ R3, and
t ∈R. In this paper, concerned with localised models of sources, the problem is assumed defined in free space,
and wall conditions need not be supplied. c is the wave speed, in m/s, ∂t represents partial differentiation with
respect to time t, and ∆ is the 3D Laplacian, defined in terms of the 3D gradient operation
∇= [∂x, ∂y, ∂z] (2)
where ∂x, ∂y and ∂z represent partial derivatives with respect to coordinate x, y and z, respectively.
A model including a source with aribitrary directivity has been presented in [3, 5]. Though presented in a
compact tensor form in [5], it may be written in expanded form as
1
c2
∂ 2t p−∆p =
∞
∑
ηx=0
∞
∑
ηy=0
∞
∑
ηz=0
ψηx,ηy,ηz (t)∂
ηx
x ∂
ηy
y ∂ηzz δ
(3) (r) (3)
Here, δ (3) (r) represents a 3D Dirac delta function selecting the source location at r = 0. Each term, indexed
by non-negative integers ηx,ηy,ηz represents the contribution of a single multipole to the corresponding source
directivity, and is accompanied by a distinct driving term ψηx,ηy,ηz (t). For example, the term with ηx = 0,
ηy = 0, and ηz = 0 corresponds, in isolation, to a monopole [20]; that with ηx = 1, ηy = 0 and ηz = 0 to a
dipole oriented along the x coordinate, and that with ηx = 0, ηy = 0 and ηz = 2 to a longitudinal quadrupole
oriented along the z coordinate.
2.1 Spherical Harmonic Representation
The directivity pattern associated with a given term in (3) is, in general, frequency dependent in a nontrivial
way. Each term corresponds, in general, to a frequency-dependent combination of spherical harmonic directivity
patterns. To simplify the representation in (3), and render it more suitable for matching against known directivity
patterns, a spherical harmonic representation of the source term is of great utility.
To this end, consider the family of real-valued spherical harmonic functions Yl,m (γ ), indexed by integers l ≥
0 and −l ≤ m ≤ l. When written as a function of the components of the unit-length 3-vector γ = r/|r|,
Yl,m (γ ) is a homogeneous polynomial of degree l. For example, Y0,0 =
√
1/4pi , Y1,−1 =
√
3/4piγy, Y2,0 =√
5/16pi
(
2γ2z − γ2x − γ2y
)
. Define now the spatial differential operator Dl,m in terms of the gradient operator
as defined in (2) as [21, 7]
Dl,m = Yl,m (∇) or Dl,m = ∑
ξ∈Vl
σ (ξ )l,m ∏
ν=x,y,z
∂ ξνν , Vl = {v ∈ Z3+|‖v‖1 = l} (4)
for some coefficients σ (ξ )l,m . The differential operator Dl,m is homogeneous and of degree l. See Table 1.
Table 1. Dl,m for l = 0,1,2,3 in Cartesian form.
m\ l 0 1 2 3
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An alternative representation for (3) is
1
c2
∂ 2t p−∆p =
∞
∑
l=0
l
∑
m=−l
cl fl,m (t)Dl,mδ (3) (r) fl,m = al,m ∗ f (5)
Here, the driving signals fl,m(t) are assumed related to an underlying scalar driving function f (t) through a fil-
tering operation, where ∗ indicates convolution. The filter responses al,m(t) completely determine the directivity
of the source model, as will be shown below.
2.2 Solutions
Consider the basic equation describing a monopole source:
1
c2
∂ 2t p−∆p = f (t)δ (3) (r) (6)
The well-known solution p(r, t) and its Fourier transform pˆ(r,ω), for angular frequency ω (using the sign
convention of Williams [28]) are
p(r, t) =
f (t− r/c)
4pir
pˆ(r,ω) =
fˆ eiωr/c
4pir
=
iω
4pic
fˆ h(1)0 (ωr/c) (7)
where r= |r|, and where fˆ (ω) is the Fourier tranform of f (t). h(1)0 is the zeroth order spherical Hankel function
of the first kind.
Through superposition, the solution to (5) is then
p(r, t) =
∞
∑
l=0
l
∑
m=−l
cl fl,m (t)Dl,m
(
fl,m (t− r/c)
4pir
)
pˆ(r,ω) =
iω
4pic
fˆ
∞
∑
l=0
l
∑
m=−l
cl aˆl,m (ω)Dl,mh
(1)
0 (ωr/c) (8)
where fˆl,m (ω) = fˆ (ω) aˆl,m (ω). Using the identity (not proven here):
Dl,mh
(1)
0 (ωr/c) = (−ω/c)l Yl,m (γ )h(1)l (ωr/c) (9)
where h(1)l is the lth order spherical Hankel function of the first kind leads to the following frequency domain
expression for the solution pˆ(r,ω):
pˆ =
iω
4pic
fˆ
∞
∑
l=0
l
∑
m=−l
(−ω)l aˆl,m (ω)Yl,m (γ )h(1)l (ωr/c) . (10)
Dividing by the response fˆ of the source signal leaves an expression for the directivity which recovers the
standard form for the exterior field of a source—see, e.g., [1]. The model (5), however, is expressed entirely in
the spatio-temporal domain, and is a good candidate for discretisation through volumetric wave-based methods
of any type—note that, as yet, no discretisation has been employed.
2.3 Displaced Monopole
An interesting test case is that of the monopole source located at coordinates r = r0, where r0 = r0γ 0, for a
displacement distance r0 and unit-length direction vector γ 0:
1
c2
∂ 2t p−∆p = f (t)δ (3) (r− r0) (11)
In this case, an analytic time domain expression for the filters al,m(t) (necessarily non-causal) in model (5) is
available:
al,m (t) = 4pi (−1)l Yl,m (γ 0)
t l−10
2 · (2l)!!
(
1− t
2
t20
)l
u (t/t0) where u (ξ ) =
{
1, |ξ | ≤ 1
0, |ξ |> 1 t0 = r0/c
(12)
3 FDTD METHODS
Only the most basic FDTD scheme, sometimes referred to as the seven-point scheme, will be described here.
But the method described below can be applied to any volumetric time-domain method.
Consider a grid function pnq, indexed by integer q ∈ Z3 and n ∈ Z. pnq represents an approximation to p(r, t) at
t = nT and x= qX . Here, T is the time step, in s (and 1/T is the sample rate), and X is the grid spacing, in
m. The simplest possible FDTD scheme for the general system (5) is
pn+1q = 2p
n
q− pn−1q +λ 2 ∑
e∈Q
(
pnq+e− pnq
)
+T 2
∞
∑
l=0
l
∑
m=−l
c2+l f nl,mdl,msq , Q= {e ∈ Z3|‖e‖1 = 1} , λ = cT/X
(13)
The constant λ is referred to as the Courant number for the scheme, and is bounded by λ ≤ 1/√3 for numerical
stability. sq is an approximation to the 3D Dirac delta function, and defined as
sq =
{
1/X3, q= 0
0, otherwise . (14)
The time series f nl,m result from discrete time convolution between the driving function f
n and the individual
spherical harmonic channel filters anl,m, both assumed known a priori. The discrete operators dl,m are approxi-
mations to the partial differential operators Dl,m, and their construction is described below.
3.1 Discrete Spherical Harmonic Operators
Approximations to the operators Dl,m, as defined in (4) may be obtained by various means—see, e.g., [5].
A basic approach is through standard difference operations. Consider a grid function gq, defined for q ∈ Z3.
Difference operators d+ν and d
−
ν , approximating ∂ν , and an averaging operator µ−ν may be defined as
d+ν gq =
1
X
(gq+eν −gq) d−ν =
1
X
(gq−gq−eν ) µ−ν =
1
2
(gq+gq−eν ) . (15)
Here eν is a unit vector in direction ν .
Consider now the approximation of ∂ ξν , a ξ th spatial derivative in coordinate ν ; ξ may be decomposed uniquely
as ξ = 2Mξ +αξ for integer Mξ ≥ 0 and αξ ∈ {0,1}. A centered approximation dξν follows as
dξν ,
(
µ−ν
)αξ (d+ν )Mξ+αξ (d−ν )Mξ u ∂ ξν , (16)
Figure 1. Stencils of the discrete operators dl,m, for l = 0,1,2..
Using the expanded representation of Dl,m from (4), one may then arrive at a centered approximation dl,m to
Dl,m:
dl,m = ∑
ξ∈Vl
σ (ξ )l,m ∏
ν=x,y,z
dξνν u Dl,m . (17)
See Figure 1 for a graphical representation of the operators dl,m.
4 SIMULATION RESULTS
In this section, some basic results are shown, using scheme (13), operating at 44.1 kHz, over a cube of side
length 2 m.
As a first step, it is useful to regenerate spherical harmonic directivity patterns by exciting only one of the
channels (i.e., setting all filters al,m to zero except for one in the scheme (13)). The scheme is excited by
setting f n to a unit impulse, and then drawing output from a set of receivers located on a sphere of radius 0.3
m around the source location. High-order separable interpolating approximants are used [5] for the receivers
(60 azimuthal by 30 in inclination). The resulting outputs are Fourier-transformed, and directivity magnitude is
as shown in Figure 2 at 2 kHz, for all spherical harmonics up to l = 3.
Figure 2. Spherical harmonic directivity patterns generated using scheme (13) at 44.1 kHz.
As a second example, consider the case of the displaced monopole source, as described in Section 2.3. Here, the
excitation f n is chosen as a Gaussian function, of variance σ = 2×10−4 s, and the displaced source location is
chosen as r0 = [−0.2, 0, 0]. The filters anl,m are sampled from the exact expressions given in (12). Snapshots of
the time evolution of the acoustic field are as shown in Figure 3, for different choices of the maximal spherical
harmonic order L.
L = 3
L = 6
L = 9
Figure 3. Snapshots of the time evolution of the acoustic field in the case of a displaced monopole. The
driving term for the FDTD scheme is located within the white circle, and the location of the displaced source
is indicated by a × symbol. Results are shown for a maximal spherical harmonic order of l ≤ L, for L = 3 (top
row), L = 6 (middle row) and L = 9 (bottom row).
5 CONCLUDING REMARKS
A basic model of source directivity has been presented here, intended for use within a volumetric wave-based
simulation framework. As such, the model is expressed entirely in the spatio-temporal domain, as an extension
of the 3D wave equation. Such a model lends itself easily to a time stepping method defined over a regular
Cartesian grid, as presented here, but the model in (5) does not require this. Operation over unstructured grids is
also possible, requiring some approximation to the derivatives of the Dirac distribution. As with all wave-based
methods, such a model naturally reproduces near-field effects.
Regardless of the particular discretisation method, however, an important feature is that the approximation to
the source is local, and thus not computationally costly. Indeed, for the simulation scenario presented here, the
computational cost associated with the incorporation of a source term in the scheme (13) is far less than the
cost of the operation of the scheme over the problem interior. Such a localised source model is also flexible,
in the sense that it may be placed independently of any consideration of room boundary conditions, and also
that, once the appropriate filters anl,m and spatial difference operators have been determined, the source location
may be displaced within the simulation volume without any additional computation. In addition, fitting of the
filters al,m against measured directivity patterns may be carried out independently of the particular choice of
time stepping scheme.
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