Identifying and detecting web spam is an ongoing battle between spam-researchers and spammers which has been going on since search engines allowed searching of web pages to the modern sharing of web links via social networks. A common challenge faced by spam-researchers is the fact that new techniques depend on requiring a corpus of legitimate and spam web pages. Although large corpora of legitimate web pages are available to researchers, the same cannot be said about web spam or spam web pages. In this paper, we introduce the Webb Spam Corpus 2011 -a corpus of approximately 330,000 spam web pages -which we make available to researchers in the fight against spam. By having a standard corpus available, researchers can collaborate better on developing and reporting results of spam filtering techniques. The corpus contains web pages crawled from links found in over 6.3 million spam emails. We analyze multiple aspects of this corpus including redirection, HTTP headers, web page content, and classification evaluation. We also provide insights into changes in web spam since the last Webb Spam Corpus was released in 2006. These insights include: (1) spammers manipulate social media in spreading spam; (2) HTTP headers and content also change over time; (3) spammers have evolved and adopted new techniques to avoid the detection based on HTTP header information.
Introduction
Web spam is defined as web pages that are created to manipulate search engines and deceive web users.
1,2 Email has long been the primary method to spread web spam, although spammers are evolving with the times and quickly employing new techniques to spread web spam. One clear trend is the move towards social media due to the ease of sharing information providing more efficient and numerous channels for the growth of web spam. For example, web spam links in friend requests, inbox messages, and news feeds, are redirecting users to advertisement web sites or other types of malicious web sites. Further, social media sites have redefined the way links are shared with a tendency to share links using URL shortener. 3 Apart from evolution of web and applications on the web being one of the reasons driving change in web spam, there is a constant evolution of spam as a reaction to defensive techniques introduced by researchers. 4, 5 Improvements in defensive techniques used in web spam are enabled by researchers having access to corpora of web spam and being able to collaborate on developing and reporting results on web spam filtering techniques.
Previous studies [5] [6] [7] have introduced and studied first large-scale web spam corpus -Webb Spam Corpus 2006 through content and HTTP session analysis.
The Webb Spam Corpus 2006
5 is a collection of nearly 350,000 spam web pages, crawled from spam links found in email messages between November 2002 to January 2006. For legitimate web pages, the Standford WebBase project 8 provides topic focused snapshots of web sites, in which the resulting archives are available to the public via fast download streams. After performing classification on those datasets, the experiments results demonstrated that good performance and high efficiency of classification using HTTP session information.
In this paper, we introduce the Webb Spam Corpus 2011, a new corpus of approximately 330,000 spam web pages. We compare this corpus with the previous, and first of its kind, web spam corpus 5 released in 2006. More concretely, we make the following contributions:
First, we create a new large-scale Web spam corpus -Webb Spam Corpus 2011 -which is a collection of approximately 330,000 spam web pages. Web spam links are extracted from spam email messages received between May 2010 to November 2010. Additionally, we also perform data cleansing to remove legitimate pages which may have been inadvertently collected (similar to the data cleansing performed in the prior Webb Spam Corpus by Webb et al. 6 ). Second, we analyze the Webb Spam Corpus 2011 from various perspectives. For example, we evaluate the new corpus on three main aspects: redirections, HTTP session information and content. Based on these aspects, we also make insightful observations. For example, when investigating legitimate web link attack in data cleansing, we found that social networks and search engines have become major targets of attacks.
Lastly, we studied the evolution of web spam by comparing Webb Spam Corpus 2011 with Webb Spam Corpus 2006. For redirections, Webb Spam Corpus 2011 has less redirection. Specifically, it has less "302 Found" redirections and location redirection but more iFrame redirections. The host names in redirection chains have new category -social networks sites, which indicates that social media have been manipulated to spread Web spam through hosting profiles, like plug-ins, and widgets. For HTTP session information, the percentages of hosting IP addresses for web spam in the ranges of 63.* -69.* and 204.* -216.* have changed from 45.4% and 38.6% in Webb Spam Corpus to 28.1% and 21.7%, respectively. Additionally, we compared the top 10 HTTP headers in the datasets. In terms of content, there are few exact content duplications between the datasets. We also compared the contents of the datasets from other content aspects: most popular words, top words based on information gain, and n-gram (n is from 2 to 3) sequences based on frequency. To evaluate the classification performance and feature change over time, we also performed new classification experiments on new dataset.
The remaining of the paper is organized as follows. We motivate the problem further in Sec. 2. Section 3 introduces corpus including the data collection and cleansing methods. Section 4 compares Webb Spam Corpus 2011 with Webb Spam Corpus. Section 5 performs classification comparison on two datasets. We discuss related work in Sec. 6 and conclude the paper in Sec. 7.
Motivation
Web spam has received a lot of attention with search engines constantly adjusting techniques to identify web spam 9 and social networks trying to prevent web spam propagating through their networks. 10 With web links being one of the most popular and easiest ways to share information on the web, web spam will remain a problem.
One of the most common technique to fight web spam is using machine learning, more specifically supervised learning techniques, to build classifiers for web spam using headers, content, or link features. As a prerequisite to using such techniques or researching new ones, having access to a large amount of labeled web spam is important and thus we collect, cleanse, and release a corpus of web spam as an enabler for researchers to improve and develop new web spam techniques. A standard corpus released for any number of researchers to use, as is the case with our corpus, allows and encourages collaboration between researchers to share and improve on each others results.
Although the release of the previous Webb Spam Corpus achieved this a number of years ago, we found that web spam has changed significantly enough to warrant an update to the Webb Spam Corpus. Namely, as detection techniques improve, spammers evolve and introduce new techniques to avoid detection. A concrete example of this is popular tools such as URL shortener (which reduce the length of a URL by mapping an identifier on a standard web link to a long URL) were quickly picked-up by spammers as a cheap method of obfuscation and redirection. Further, looking back at the year of 2006, social networks such as Facebook do not exist or are in early stage of startup or microblog sites such as Twitter. Thus, not only do we release the Webb Spam Corpus 2011, with real-time data collection, we also provide an analysis of evolution and major changes we have observed between the 2006 and 2011 version of the Webb Spam Corpus.
Webb Spam Corpus 2011
In this section, we introduce the data collection method, as well as the data cleansing process for the Webb Spam Corpus 2011.
Data collection

Collection method
We introduce the Webb Spam Corpus 2011 which is available for download for collaborative research investigation and reporting as an .arff file (Weka file format a ) at the Webb Spam Corpus' home page -http://www.cc.gatech.edu/ projects/doi/WebbSpamCorpus.html. The two main parts involved in creating the Webb Spam Corpus 2011 are data collection and data cleansing. These steps are detailed below and a high-level overview of the process is provided in Fig. 1. 
Source URL and actual URL
We distinguish URL links into two groups: source URLs and actual URLs. Here, source URLs are the original URLs extracted from email messages and are typically what the end user will see in the email message. Actual URLs are the final URLs or the URL of the web page that the user finally sees in their browsers. That is, this is the final URL after all redirects (HTTP redirects, Javascript redirects, meta-tag redirects, and more) have been followed. If a web page does not redirect a user, the actual URL could be the same as the source URL. To clarify this, the relationship between source URL and actual URL is shown in Fig. 2 :
The relationship between source URL and actual URL has the following characteristics:
(a) One redirection chain leads from source URL to actual URL. (b) Many source URLs may redirect/map to a single actual URL. a Weka: http://www.cs.waikato.ac.nz/ml/weka/. (c) Source URLs which were successfully accessed without resulting in a redirect is actual URL.
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Source URL links
We start with a set of source URLs extracted from 6.3 million spam emails collected between May 2010 to November 2010 to a moderately sized email service provider. We only extract HTTP and HTTPS URLs (although HTTPS links make up only 0.2% of all the spam links we extracted), using Perl's URI::Find::Schemeless and Html::LinkExtor modules to extract URLs from text and HTML, respectively. We end up with 30.7 million web links (15.1 million unique links). Figure 3 shows the distribution of URL links in months. We also investigate the top level domains in source URLs and list top 10 TLDs in Table 1 . "RU" is top level domain for Russian Federation and "DE" is top level domain for Federal Republic of Germany. In this study, we focus on English language web pages only, which are about 1.7 million web pages (before cleansing) which were crawled in March 2011. We downloaded a total of 1.7 million pages (including redirections) and in-total collected over 1 GB of data. Fig. 4 . Figure 4 shows that four social networks websites (www.facebook.com, support. twitter.com, www.in.com and www.myspace.com), five search engines (groups. yahoo.co.jp, explore.live.com, dogandcatanswers.yahoo.com, www.about.com and www.indeed.com) and one information portal (www.msn.com) are in the top 10 list. It indicates that spammers are using popular social networks and search engines in legitimate URL attack. We removed 6,175 legitimate actual URLs and 6,494 legitimate source URLs in this process.
Data cleansing
Besides legitimate URL links in spam emails, the downloaded web pages also contain other false-positives. Although these actual URLs may have been spam URLs, due to the delay in setting up our downloading and cleansing system, the b http://www.alexa.com/topsites. spam URLs were crawled a few months after the source URLs were extracted. This resulted in a number of 404 HTTP errors or custom served "404 error web pages".
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We eliminate such pages as well as previously mentioned false-positives leaving us with 673,489 spam web pages in the corpus.
Removing non-textual web pages
Approximately 98% of web pages identify their "Content-type" as text/html. After cleansing false-positives in corpus, we discard non-text/html pages. By removing non-textual web pages based on the attribute "Content-Type" in HTTP header information, we kept 673,313 web pages including 342,478 redirections.
Data statistics
After finishing downloading all web pages, we investigate the distribution of top level domains and HTTP status codes. The purpose is to find which top level domain hosts the most web spam and the most common HTTP responses when we click through those spam URL links.
To obtain popular top level domains, we process the dataset in the following steps. First, we collect all top level domains from IANA Data, c which contains 313 top level domains (last updated June 20, 2012) . By matching all the source URLs in downloaded files with the top level domains list, we aggregated the count of web pages in the same top level domain. The 10 most popular top level domains are shown in Fig. 5 . We see that the three most popular top level domains COM, ORG, and NET almost represent more than 80% of the TLDs. Especially, the percentage of web pages which are belonging to top level domain COM is over 60%.
For HTTP status codes, we aggregate all status codes based on the number of web pages and list the distribution of status codes shown in Figure 6 . It shows that "200 OK" is the most common of status code in Webb Spam Corpus 2011 -over 70%. Also other status codes which are primarily used in redirection, such as "302 Found", "301 Moved Permanently", and "302 Moved Temporarily", are quite popular.
Comparison Between Two Datasets
We compare the Webb Spam Corpus 2011 with Webb Spam Corpus 2006 in three dimensions: redirections, HTTP session information, and content.
Redirections
Redirections are normally used by spammers to camouflage the actual spam URL links and avoid being blocked by URL blacklists. We look into redirections returned by source URLs in the Webb Spam Corpus 2011 shown in Table 2 .
To 1441001-9 We also aggregate source URLs based on the actual URLs they are mapping to and generate the distribution of number of source URLs that point to the same actual URL shown in Redirections have different categories including HTTP redirect, frame redirect, iFrame redirect, meta-refresh redirect and location redirect. 6 For HTTP redirect, it also has some subcategories based on response status such as "301 Moved" HTTP redirect and "302 Found" HTTP redirect. We compare the redirection distribution of two datasets which is shown in Fig. 9 . 6% for "Found" redirects, 12.1% for "Moved Permanently" redirects, and 4.0% for other HTTP redirects). HTML frame and HTML iFrame redirects account for 14.8% and 28.4%, respectively. Redirection using meta-refresh tags account for 15.0% and location redirect accounts for less than 1% of all redirects.
We observe that Webb Spam Corpus 2011 has fewer "302 Found" redirections and location redirection. But it has more iFrame redirections. Meanwhile, we found that Webb Spam Corpus 2011 has other HTTP redirects which occupies 4% redirections. The response status examples of other HTTP redirects includes: (a) "302 Object moved"; (b) "302 Moved Temporarily"; (c) "302 Redirect".
Besides showing the distribution of redirections, we also look into the common host names in redirection chains which will tell us what kinds of websites have been taken advantage of by the spammers. The most common host names in redirection chains including HTTP redirection, frame redirection, iFrame redirection, and meta-refresh redirection are shown in Table 3 . From Table 3 , we investigated all the host names and found that there are three major categories: domain parking websites, social networks websites, and advertiser websites. For example, bodisparking.com and sedoparking.com are domain parking websites. facebook.com and in.com are social networks websites. ad.doubleclick.net is advertiser websites. The first set of counts represent the view of all of the HTTP, HTML, and JavaScript redirection techniques. This list consists of three domain parking services, one advertiser and one social networks. The top five HTTP redirect host names consist of one domain parking service, three advertisers and one social networks. The top five frame redirect host names consist of three domain parking services, two advertisers. The top five iFrame redirect host names consist of one domain parking services, three advertisers and one social networks. The top five meta refresh redirect host names consist of three domain parking services, one advertiser and one social networks.
Domain parking for idle domains is used to display advertisements and earn money. It is easy to understand that spammers are using these domains for monetary benefit. Advertisers are similar to domain parking services on displaying advertisements which may not be useful for users. For social networks websites, we studied in detail about Facebook URLs in Webb Spam Corpus 2011. We found that the majority of redirections from Facebook belongs to iFrame redirection, meta-refresh redirection and HTTP redirection. In iFrame redirection, there are three types of URL redirections based on the sub path of URL links: "connect", "plugins" and "widgets", which accounts for 72.6%, 24.4% and 3% respectively. Also the "connect" URL link redirects users to the profiles hosted Facebook. In our dataset, 10,820 "connect" URL link redirects to "t35.com" profile hosting in Facebook. "t35.com" is a domain parking services website. For 3,655 "plugins" URL links, 3,379 of them are "like" box plug-in and 140 of them are "activity" plugin. Normally, if you click on "like" box plugin, you will become a fan of events, products, or profiles so that you will be kept updated with news feeds and status changes. For "activity" plug-in, you will join the activity if you click on it. "Widgets" URL links are similar to "plugins" URL links. 444 "widgets" URL links provide "like" button for users to click. Therefore, we can conclude that spammers are using the power of social networks to spread spam information.
HTTP session information
Webb Spam Corpus 2011 also contains the HTTP session information that was obtained from the servers that were hosting those pages. In this section, we compare two datasets focusing on the most common server IP addresses and session header values.
Hosting IP addresses
Hosting IP address is the IP address that hosts a given web spam page. Figure 10 shows the distribution of all of the hosting IP addresses over network number in It implies that spammers are comprising more various hosting IP addresses to spread web spam. The reason may be the IP blacklists used in popular anti-spam filters which force spammers to use new IP addresses for hosting web spam. To investigate most popular hosting IP addresses in Webb Spam Corpus 2011, we list top 10 hosting IP addresses based on the count of web pages. Meanwhile, through whois service, we obtain the server location and ISP (Internet service provider) for every hosting IP address. Table 4 shows 4 IP addresses from 63.* -69.*, 2 IP addresses from 204.* -216.*, and four IP addresses from other ranges. Also, it shows that four IP addresses from US servers, two IP addresses from France servers and four IP addresses from 
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HTTP session header
Previous study 7 has shown that HTTP session information is used for predicting web spam efficiently. As the evolution of web spam, we intend to see whether HTTP session information of web spam has changed over time. To obtain most popular HTTP session information, we rank out top 10 HTTP session headers based on the count of web spam which those headers are associated with, shown in Table 5 .
Compared with top 10 HTTP session headers, Table 5 shows some changes as follows: (a) new header P3P appears in top 10 list and old header PRAGMA has been removed from the list; (b) the most popular values for the header SERVER and CONTENT-LENGTH have changed from "microsoft-iis/6.0" to "Apache" and from 1,470 to 77, respectively; (c) the order of the header CONTENT-LENGTH moves before X-POWERED-BY but the others keep the same relative order. Also, we find that 79.1% of the web spam pages with a SERVER header were hosted by "Apache" (60.5%) or "Microsoft IIS" (18.6%). In Webb Spam Corpus, 94.2% of the web spam pages with a SERVER header were hosted by "Apache" (63.9%) or "Microsoft IIS" (30.3%). Most popular value for the header CONTENT-LENGTH is not able to show the trend of content length so we also obtain the distribution of content length shown in Fig. 11 . Figure 11 shows that the average value of content-length is between 1,000 and 10,000 although the most popular value is 77 bytes. As more multimedia used in web spam, the content length of web spam text gradually becomes shorter. Another thing we also need to check is whether the content of web spam also evolve over time. 
Content
In this section, we compare two datasets on duplications and syntax changes between them. For duplications, we try to find the overlap between them based on MD5 hash values of content of web spam. For syntax changes, we intend to obtain the evolution of web spam syntax by comparing information gain of words and n-gram phrases.
Duplications
We compute MD5 hashes on the content of HTML web pages when we crawl the URL links. 
IG(T, a) = H(T ) − H(T | a).
(
Here, T denotes a set of training examples and a presents the ath attribute of instance.
H(T ) is the entropy of T and H(T |a) is the conditional entropy of T with knowing the value of a.
Taking every web page as document, we adopt a bag of words model 12 to generate document instances in binary features. First, we need to tokenize the documents. Tokenization is the process of splitting the document up into words, phrases, symbols, or other meaningful elements called tokens. The features are the tokens in all documents and the value of feature is false if the token appears in the document or true if not.
For the words in web pages, we first list top 20 most popular words in Webb Spam Corpus and their appearance as a percentage of documents that contain them, shown in Fig. 12 . Figure 12 shows that some words in the top 20 list appear less than in Webb Spam Corpus 2011 such as "free", "web", "home", "search", and "software". Some words appear more frequently than in Webb Spam Corpus 2011 such as "information", "online", "internet" and "price". It indicates the trend of spammy words and changes over time.
Besides most popular words, we also look into the discriminative words which distinguish two datasets. We ranked them by the value of their information gain according to the formula and used different labels to mark the instances in two datasets. The result of top 10 words based on information gain is shown in Fig. 13 . Figure 13 shows top 10 words based on information gain. We further found that all words except "playlist" appear in Webb Spam Corpus 2006 while only four words including "playlist", "vault", "cio" and "advertisement" present in Webb Spam Corpus 2011. Since we transformed all words into lower case format, words such as "cio" and "itworld" should be "CIO" and "ITworld". Word "playlist" normally appears in multimedia section of social media. For example, user profile has the embedded radio player which has a playlist for visitors. Moreover, we compared n-gram (n is from 2 to 3) sequences in the two datasets. After using Perl's Text::Ngrams module, d we list top 20 n-gram (n is in the range of from 2 to 3) in two datasets based on frequency shown in Table 6 .
In Table 6 , N denotes any number sequence. Also we have removed redirections and the grams which only contain number sequences. Webb Spam Corpus 2011 has d http://search.cpan.org/dist/Text-Ngrams/Ngrams.pm. 
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Classification Comparison
Previous research 7 shows that web page spam could be detected using HTTP header information efficiently. To further investigate the difference between two datasets, we compare them in terms of classification features and performance. Through the comparison, we try to find out whether the HTTP header information features still are discriminative and how well those classifiers perform on new dataset. To use the results in previous research as control, we adopted similar feature selection and experimental setup in our experiments.
Feature generation and selection
In our experiments, we adopt the traditional vector space model 13 (or "bag of words" model) to represent data in a consistent format. Also, this model has been quite effective in previous information retrieval and machine learning research. In the model, it uses a feature vector f of n features: f 1 , f 2 , . . . , f n to represent each data instance. Since all of our features are Boolean, we obtain that the feature is present in a given instance if f i = 1; otherwise, the feature is absent. Meanwhile, we borrow three types of feature representations (phrases, n-grams, and tokens) from previous research 7 for each unique HTTP information header value. The feature generation process is: (1) we keep the header value as an uninterrupted phrase; (2) we tokenize the header value using whitespace and punctuation characters as delimiters; (3) we perform n-gram (n is from 1 to 3) generation from the tokens; (4) we prepend the header name to each of feature values. One example of feature representations is illustrated in Table 7 .
7
The feature selection process is based on a well-know information theoretic measure called information Gain.
14,15 Information Gain is defined as follows:
where f i is a feature in the feature vector, c j is one of the classes (i.e. spam or legitimate), p(f ) is the probability that f occurs in the training set, p(c) is the Tokens server apache/2 server 0 server 52 server fedora probability that c occurs in the training set, and p(f, c) is the joint probability that f and c occur in the training set.
Information Gain quantifies the predictive power of features. If feature has a higher Information Gain value, we say that it has more predictive power. We selected and used the features which have the highest Information Gain scores to train the classifiers.
Classifiers
We perform the classification using the various classifiers implemented in the Weka software package. 16 Weka is an open source collection of machine learning algorithms and has become the standard tool in the machine learning community. The classifiers used in the our experiments include decision trees (e.g. C4.5, Random Forest, etc.), rule generators (e.g. RIPPER, PART, etc.), logistic regression, radial basis function (RBF) networks, HyperPipes, multilayer perceptions, K Star, SMO (an algorithm for training a support vector classifier), Simple Logistic and naïve bayes.
Classification setup and cross validation
We download legitimate web pages from the Standford WebBase project, 8 which categorizes its data based on crawling time. To avoid the time factor influence, we only use the web interface provided by the project to fetch web pages on March 2011 the same crawling time as Webb Spam Corpus 2011. We requested 100,000 web pages and obtained about 53,000 legitimate web pages with HTTP status code equals 200 (called WebBase 2011). In the classification, we randomly choose the same amount of legitimate web pages as spam web pages to eliminate any prior probability influence. Therefore, the training dataset used in our experiments is consisting of 53,000 legitimate web pages and 53,000 spam web pages randomly selected from Webb Spam Corpus 2011.
Based on the methodology mentioned in Sec. 5.1, we retain about 5,000 features which have the high predictive power on the basis of information gain. In addition, we employed the machine learning classifiers previously mentioned using 10-fold cross-validation model. Cross validation is a technique for protecting against overfitting in a predictive model. Specifically, the data is randomly divided into k groups and the classifier is re-estimated k times, holding back a different group each time. The overall accuracy of the classifier is the mean accuracy of the k classifiers tested.
Classifier evaluation
To evaluate the performance of the classifiers, we adopt the F-measure and accuracy as evaluation metrics. F-measure (also called F-score) is calculated based on precision and recall. Before introducing the details of precision and recall, we review in Table 8 the relationship between true positive, true negative, false positive and false negative. Specifically, true positives are the number of instances that are correctly predicted as belonging to the positive class. True negatives are the number of instances that are correctly predicted as belonging to the negative class. False positives are the number of instances that are incorrectly predicted as belonging to the positive class. False negatives are the number of instances that are incorrectly predicted as belonging to the negative class. Based on these definitions, the formulas for Precision (P ), Recall (R), F-measure (FM ) and accuracy (A) are as follows 17 :
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Precision is obtained by dividing the number of the true positives by the sum of the true positives and false positives. Recall is obtained by dividing the number of the true positives by the sum of true positives and false negatives. The goal is to obtain high F-measure and accuracy values for better classification.
Result analysis
Previous study shows that there are five algorithms which achieved the best performance in the web spam detection using HTTP header information. 7 The algorithms include C4. Table 9 .
7 For comparison, we list the performance results of those five algorithms on our new dataset in Table 10 . By comparing the results in two tables (Tables 9 and 10 ), it shows that the overall performance of the five algorithms under-performs on new dataset (Webb Spam Corpus 2011 and WebBase 2011). HyperPipes is no longer the best algorithm in terms of F-measure and accuracy. C4.5 algorithm which is one kind of decision tree algorithm outperforms others. RBFNetwork algorithm has surprising poor performance which has lowest TP rate and highest FP rate. FP rates for C4.5, HyperPipes, Logistic Regression, and SVM algorithm are nearly zero which means very few legitimate web pages have been mislabeled as spam. However, TP rates for those algorithms are all below 85%. The difference between two classification results indicates that spammers have evolved to avoid the detection based on HTTP header information over time.
To investigate the feature change over time, we rank the features based on information gain and list top 10 features in Table 11 . Comparing with previous top 10 features shown in Table 12 , we have the findings as follows: (1) new top 10 features are from the HTTP header fields including "P3P", "LINK", "SET-COOKIE", "CACHE-CONTROL" and "X-POWERED-BY", while the features in previous top 10 list are from the HTTP header fields including "ACCEPT-RANGES", "X-POWERED-BY", "CONTENT-TYPE", "EXPIRES", "IP address", "SERVER", 
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"PRAGMA" and "P3P"; (2) the features from the header "P3P" show high predictive power on new dataset; (3) only one feature "p3p cp =" remains in top 10 list. In those popular HTTP headers, "P3P" header is designed to give users more control of their personal information when browsing. "SET-COOKIE" header stores an HTTP cookie. "LINK" header is used to express a typed relationship with another resource, where the relation type is defined by RFC 5988. 18, 19 It shows that spammers have changed their attack strategy using new and advanced techniques such as cross-site scripting (XSS) 20 and cookie spoofing, which arise up a serious protection issue to user privacy on the Internet.
Computational costs
Besides our evaluations on the effectiveness of HTTP session classification, we also consider the computational cost of HTTP session classification on new dataset since the timing requirements of the real-time spam detection system needs efficient classifier.
We perform timing experiments using the five classifiers mentioned in Sec. 5.5 to investigate the computational cost of HTTP session classification on Webb Spam Corpus 2011 and WebBase 2011. For each classifier, we compute the training time and per instance classification time to perform a stratified tenfold cross-validation evaluation. The experiments are conducted on a eight process (Intel Xeon 2.67 GHZ) system with 96 GB of memory, and the results for the five classifiers are shown in Table 13 . Table 13 shows that HyperPipes is still the most efficient classifier in terms of training time (10.85 s). The training times of C4.5 (727.75 s), Logistic Regression (1,688.7 s) and SVM (499.96 s) are all more than one order of magnitude larger than the corresponding training time for HyperPipes. RBFNetwork still shows efficiency in terms of training time (275.44 s) but it has poor performance in classification on new dataset.
Discussion
The finding of our classifications shows that the discriminative power of features in spam detection changes over time and the performance of classifiers differs between two datasets, which inspires our researchers to learn new strategies being adopted by spammers and possible countermeasures. Here, we listed several possible attacks from spammers and countermeasures for those attacks.
Possible attacks from spammers
One possible attack is to camouflage the links using short URLs and hidden links. Spammers take advantage of the popularity and fuzzy property of short URLs to lead vulnerable users to spam web pages. As social media are having an enormous growth, short URL spam becomes more serious problem. Also, hidden links behind the text or in the Javascript codes post real challenges to spam detection system. For example, the text for link is the URL to some websites you know well such as Facebook. However, the real destination redirected by hidden links may be a phishing website in the end. Another possible attack is to embed the URL links in non-text medium such as image or video. It is also the reason why spam web pages show less text in our dataset. Spam URL link may appear in one or many images which is not covered by common text-based spam detection system. Moreover, spam URL links in images require the spam detection system to do image processing first that results in high cost and low accuracy as well. Those image spam also are spreading in different channels such as user profile in social media and multimedia messages in mobile phones. Spreading spam in video streaming is similar as the network bandwidth is not the bottleneck any more today.
Third one is XSS and cookie spoofing attacks. Spammers inject their malicious codes into web pages viewed by other users in cross-site scripting attack which may help spammers to bypass access controls. Browser cookie is a small piece of data storing the users' previous activity such as logging in or clicking particular buttons. After spammers obtain cookies, they could steal legitimate users' identities for spreading spam which could help them to earn clicks through the trust built among friends.
Of course, we cannot predict all possible attacks from spammers since the spamming strategies are always involving.
Countermeasures
To deal with attacks from spammers mentioned above, we may have the following countermeasures:
For camouflage attacks, we need to obtain the redirections and the destination URL through the short URL and hidden links. Meanwhile, other kinds of analysis such as behavior analysis could be used in social media. Spammers may have collective behavior pattern which differs from normal users. For example, spammers repeatedly send the same URL links to popular trending topics using a group of user accounts in Twitter.
For non-text spam attacks, we need to process those non-text media first to extract the embedded text out of them. But it becomes harder and harder to eliminate the noise in the process. Another way to defend against those attacks is simply to disable image showing and let the users make the decisions. However, it is still an open problem to classify those non-text spam.
For XSS and cookie spoofing attacks, we need to do source code checking and prevent back-doors in our browsers. Also, if possible, we should use SSL instead of normal HTTP requests. Meanwhile, disabling JavaScript may help you prevent those attacks with the cost of not being able to run normal JavaScript programs.
To sum up, due to evolving spamming strategies and growing Internet in terms of size and complexity, we need to spend more research efforts in exploring security vulnerabilities and preventing web spam.
Related Work
Webb et al. 5 introduced the first large-scale dataset -the Webb Spam Corpus which is a collection of approximately 330,000 web spam pages. It addressed the challenge of the lack of publicly available corpora in previous web spam research. [21] [22] [23] [24] [25] Further, they conducted intensive experimental study of web spam through content and HTTP session analysis on it.
6 They categorized web spam into five groups: Ad Farms, Parked Domains, Advertisements, Pornography and Redirection. Besides, they performed HTTP session analysis and obtained several interesting findings. After that, Webb et al. 7 presented a predicative approach to web spam classification using HTTP session information (i.e. hosting IP addresses and HTTP session headers). They found that HTTP session classifier effectively detected 88.2% of the web spam pages with a low false positive rate of 0.4%. Our work is to further experimental study on evolution of web spam through content and HTTP session analysis on new Webb Spam Corpus. By comparing the two large-scale datasets in different time ranges, we obtained the trend of web spam and behavior changes of spammers. Also, we perform the classification experiments on Webb Spam Corpus 2011 and WebBase 2011 and evaluate the performance and computational cost of classifiers.
Fetterly et al. 26 presented their work on a large-scale study of the evolution of web pages through measuring the rate and degree of web page changes over a significant period of time. They focused on statistical analysis on the degree of change of different classes of pages. Youngjoo Chung 4 studied the evolution and emergence of web spam in three-yearly large-scale of Japanese Web archives which contains 83 million links. His work focus on the evolution of web spam based on sizes, topics and host-names of link farms, including hijacked sites which are continuously attacked by spammers and spam link generators which will generate link to spam pages in the future. Irani et al. 27 studied the evolution of phishing email messages and they classified phishing messages into flash attacks and non-flash attacks and analyzed transitory features and pervasive features. In our paper, we also studied the evolution of web spam but there are two important ways which are different from his work: First, we focus on redirection techniques, HTTP session information and content not link farms. Second, the majority of the datasets we study on is in English language not in Japanese. It may have common features between them but our datasets are more representative than his dataset in terms of the popularity of web spam in English language.
In previous research, we proposed a social spam detection framework for social networks.
28, 29 We studied three popular objects in social networks including profile, message, and web page objects. The classification of web page model shows promising results for associative learning. The classification results of web page model also improve the classification of other objects using the relationship between web page model and other models.
We collected new web spam corpus and studied the evolution of web spam. Our work addresses the lack of publicly available dataset for research and shows the trend of web spam in social media. In addition, we investigated the feature and performance change in web page spam classification over time.
Conclusions
We introduced new large-scale web spam corpus -Webb Spam Corpus 2011 which is a collection of approximately 330,000 web spam pages. Adopting the automatic web spam collection method, 5 we crawled the Internet through more than one million URL links in spam email messages during the time range between May 2010 and November 2010. In data cleansing of new dataset, we found that legitimate URL attacks by spammers are using more URLs in social media and search engine domains.
In addition to introducing new dataset, we also performed intensive study on Webb Spam Corpus 2011 through redirection, HTTP session analysis, and content. In the redirection analysis, we found that fewer redirections appear in the Webb Spam Corpus 2011 (about 70% source URLs returning no redirection). Another observation is Webb Spam Corpus 2011 has less 302 "Found" redirections and location redirection but it has more iFrame redirections. Also Webb Spam Corpus has 4% redirections which are other types of HTTP redirections. For most common host names in redirection chains, we obtained a interesting finding that social networks are used for hosting web profile spam and the widgets and plug-ins of social networks become convenient spamming traps to attract click traffic. Furthermore, we investigated the HTTP session information of Web spam in Webb Spam Corpus 2011. For hosting IP addresses, the percentages of IP addresses in ranges 63.*-69.* and 204.* -216.* have been reduced from 45.4% to 28.1% and from 38.6% to 21.7%, respectively. For HTTP session headers, new header P3P appears in top 10 list and old header PRAGMA has been removed from the list. The most popular values for the header SERVER and CONTENT-LENGTH have changed from "microsoft-iis/6.0" to "Apache" and from 1,470 to 77, respectively. Also we generated the distribution of content length of Web spam and found the content length of web spam text gradually becomes shorter. 
