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Abstract
We investigate cosmologies with an arbitrary number of scalars and the most
general multi-exponential potential. By formulating the equations of motion in terms
of autonomous systems we complete the classification of power-law and de Sitter
solutions as critical points, e.g. attractor and repeller solutions, in terms of the scalar
couplings. Many of these solutions have been overlooked in the literature.
We provide specific examples for double and triple exponential potentials with
one and two scalars, where we find numerical solutions, which interpolate between
the critical points. Some of these correspond to the reduction of new exotic S-brane
solutions.
1 Introduction
The discovery that the universe might currently be in a phase of accelerate expansion
[1, 2] has led to a large interest in finding de Sitter solutions or more general accelerating
cosmologies from M-theory, see e.g. [3–15] and references therein.
A simple way to study accelerating cosmologies is to consider models containing just
gravity and a number of scalars with a potential. This has a long history and has resulted
in models for inflation [16], describing the early universe, and later for quintessence [17],
where a scalar field gives rise to a small effective cosmological constant. Multi-exponential
potentials comprise a specific class of potentials which have been studied a lot, and these
are of interest for two reasons. First, they can arise from M-theory in many ways, e.g. via
compactifications on product spaces possibly with fluxes [18–21], and second, the equations
of motion can be written as an autonomous system. This approach allows for an algebraic
determination of power-law and de Sitter solutions, i.e. critical points, which can correspond
to early- and late-time asymptotics of general solutions. Many authors have made use of
this fact, see e.g. [13, 22–28] and references therein.
The understanding of multi-exponential potentials has gradually evolved over the years.
In the early days the single exponential was studied in the context of inflation, where it
was discovered that this potential allowed for a power-law solution [22]. Later on the effect
of additional exponential terms each carrying a different scalar was studied. This model is
called “assisted inflation” [26]. The outcome is that the scalars ‘assist’ each other, in the
sense that each term contributes in the same way to the power-law behaviour of the scale
factor and all the contributions are added. Later on the effect of a cross coupling between
scalars was searched for, this resulted in a model called “generalized assisted inflation” [29].
It was shown that these multi-exponential potentials also allowed for power-law solutions.
However the understanding of multi-exponential potentials wasn’t complete. The class
of potentials described in [29] doesn’t cover all the possible multi-exponential potentials.
There was a strong restriction on the scalar couplings in their model, such that it only
allows for power-law solutions, namely the potentials don’t have any extrema. But, a
considerable amount of models nowadays which are inspired by string theory seem to be
multi-exponentials with extrema (which allow for de Sitter solutions). Hence they don’t
fall in the class of generalized assisted inflation.
The goal of this paper is to study the most general multi-exponential potential. This
is done using the elegant formalism of autonomous dynamical systems. We construct all
possible power-law solutions and de Sitter solutions by constructing the critical points to
which they correspond in this formalism. We point out that even in the case of generalized
assisted inflation many power-law solutions which correspond to so called non-proper crit-
ical points were overlooked. To illustrate this we consider the special cases of double and
triple exponential potentials with one or two scalars. These can arise from M-theory, and
the interpolating solutions then correspond to the reduction of S-branes [30] and so-called
exotic S-branes [13], respectively. For the exotic S-branes we derive the phases of acceler-
ate expansion and find special cases where the number of such phases can be arbitrarily
high. This can be useful for solving the cosmological coincidence problem, since oscillating
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dark energy could give an explanation of why we see a recent take over of dark energy in
our present universe. It would simply be an event that occurs for many times during the
evolution of the universe.
The paper is organised as follows. In section 2 we present the system consisting of
gravity and scalars with a potential. In section 3 we perform the general analysis of
critical points. In section 4 we consider the special cases of double exponentials. In section
5 we present cases which can be obtained from the reduction over a three-dimensional
group manifold. Finally, we end with a discussion of our results in section 6.
2 Scalar Gravity with Multi-exponential Potentials
We consider 4-dimensional spatially flat FLRW gravity with N scalars φI which only
depend on (cosmic) time τ . The scalars have a potential which is of the most general
exponential form:
V ~(φ) =
m∑
i=1
Λi e
− ~αi·~φ . (1)
Thus, the scalar potential is characterised by m vectors ~αi and m constants Λi which can
have positive or negative signs. The ~αi vectors form an m × N matrix αiI , where the
indices i = 1, . . . , m parametrise the exponential terms in the potential and the indices
I = 1, . . . , N parametrise the different scalars. The Lagrangian for the system then reads1:
L = √−g
(
R− 1
2
(∂~φ)2 − V ~(φ)
)
. (2)
The equations of motion derived from the Lagrangian are
φ¨I + 3Hφ˙I +
∂V
∂φI
= 0 ,
H2 = 1
12
(~˙φ · ~˙φ) + 1
6
V , (3)
H˙ = −1
4
(~˙φ · ~˙φ) ,
where the dot is differentiation w.r.t. cosmic time. We refer to the equations as the scalar
equations, the Friedmann equation and the acceleration equation, respectively. The Hubble
constant H is defined as H = a˙/a where a(τ) is the scale factor appearing in the flat FLRW
metric:
ds2 = −dτ 2 + a(τ)2 dx23 . (4)
There are N + 1 degrees of freedom, namely, the scale factor and the N scalars (and
accordingly only N+1 equations of motion are independent. For example, the acceleration
equation can be obtained from the Friedmann equation and the scalar equations). There
exist 2 types of solutions:
1We use the convention for the metric with signature mostly plus.
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• Critical points: These solutions correspond to stationary solutions defined in terms
of certain dimensionless variables, which will be introduced in the next section. The
critical points can be obtained explicitly and they correspond to power-law solutions
(a(τ) ∼ τp) or de Sitter solutions2 (a(τ) ∼ eτ ). The solutions can be either attractors,
repellers or saddle points. In the former two cases they correspond to the asymptotic
behaviour of more general solutions, whereas a saddle point just corresponds to an
intermediate regime.
• Interpolating solutions: These are the non-stationary solutions and in general they
will interpolate between the critical points. Often they can not be found explicitly,
but a numerical analysis can reveal most of their properties.
3 The Critical Points
Critical points (also known as fixed points or equilibrium points) are solutions of differential
equations in the context of autonomous dynamical systems. An autonomous system is
defined as a system described by n variables, say ~z, whose dynamical equations are of the
form:
d~z
dt
= ~f(~z) , (5)
where ~f : Rn → Rn is interpreted as a vector field on Rn. The differential equations then
imply that the vector field ~f is everywhere tangent to the possible orbits. Critical points of
an autonomous system are defined as those points ~z0 obeying ~f(~z0) = 0. These points are
always exact constant solutions since d~z0(t)/dt = 0. The nice property about these systems
is that the critical points are often the end points (and initial points) of the orbits and
therefore describe the asymptotic behaviour. If the solutions interpolate between critical
points they can be divided into two classes:
• Heteroclinic orbit: This is an orbit connecting two different critical points.
• Homoclinic orbit: This is an orbit connecting a critical point to itself.
Most of the examples we found are of the first type and we will focus on these. More on
the theory of dynamical systems in cosmology can be found in [31, 32].
A nice property of multi-scalar cosmology with exponential potentials is that they allow
for a description in terms of variables that make the system autonomous [22, 24, 25, 28].
With an arbitrary multi-exponential potential, the variables are defined as follows:
xI =
φ˙I√
12H
, yi =
√
Λi e−~αi·
~φ
6H2
. (6)
2Anti-de Sitter solutions are not possible since a flat FLRW metric doesn’t support them
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In this notation, there are N +m variables. Note that yi will be imaginary when Λi < 0,
but this is not a problem since only y2i appears in the equations of motion. Rewriting the
equations of motion with these variables yields
x˙I
H
= −3 y2 xI +
√
3
m∑
i=1
αiIy
2
i , (7)
x2 + y2 = 1 , (8)
H˙
H2
= −3 x2 , (9)
where we have used the shorthand notation x2 =
∑N
I=1 x
2
I and y
2 =
∑m
i=1 y
2
i . A nice conse-
quence of the choice of variables is that the Friedmann equation (8) becomes the defining
equation of an (N +m − 1)-sphere (for Λi > 0, otherwise it will be a generalised hyper-
boloid). Furthermore, from the acceleration equation, it is easily seen that the condition
for accelerate expansion is
a¨ > 0 ⇔ x2 < 1
3
. (10)
The above condition allows us to visualise the region of acceleration for the specific exam-
ples in section 4 and 5.
It turns out that we also need the derivatives of the y-variables:
y˙i
H
=
√
3 (
√
3 x2 − ~αi · ~x) yi . (11)
We can also use ln(a) as evolution parameter3 instead of cosmic time and it simplifies the
equations since H drops out in the scalar equations of motion and the equations for y˙i,
giving
x′I = −3 y2 xI +
√
3
m∑
i=1
αiIy
2
i , y
′
i =
√
3 (
√
3 x2 − ~αi · ~x) yi , (12)
where the prime indicates differentiation w.r.t. ln(a). The above is clearly of the form
(5), and the critical points can therefore be calculated as x′I = y
′
i = 0 (or equivalently as
x˙I = y˙i = 0). It is easy to prove that the system will obey the Friedmann constraint (8) at
all times as long as it does so initially. So, if we impose (8) on the initial conditions then
(12) contains all information of the subsequent evolution.
Integrating the acceleration equation (9) for a critical point yields power-law solutions
if x2 6= 0
a(τ) ∼ τp, p = 1
3 x2
. (13)
3One has to be careful if the scale factor is not strictly monotonous.
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If on the other hand x2 = 0 we are in an extremum of the potential with a de Sitter
expansion
a(τ) ∼ exp(
√
1
6
V (φc) τ) . (14)
The equations (12) determining the critical points are
(
√
3x2 − ~αi · ~x) yi = 0 , (15)
− 3 y2 xI +
√
3
m∑
i=1
αiIy
2
i = 0 . (16)
There are two different kinds of critical points:
• The proper solutions: /∃i : yi = 0 ,
• Non-proper solutions: ∃i : yi = 0 .
We can single out special non-proper solutions, which always exist, namely the case where
all y’s vanish. From the Friedmann equation it follows that these solutions have x2 = 1 and
for this reason we refer to them as “the equator”. The solutions with some y’s vanishing
have infinite scalars and are therefore not proper solutions of the equations of motion, but
they are important as asymptotic behaviour of interpolating solutions. From this classifi-
cation we see that there are a maximum of 2m types of critical point solutions [28]. Below
we will give these solutions for the most general exponential potential by analysing (15)
and (16).
The rank R of the matrix αiI , i.e. the number of independent ~αi-vectors, plays a central
role in this discussion. In fact, the discussion of the general potential naturally splits up
into two cases: R = m and R < m.
The rank R gives the effective number of scalars appearing in the potential, correspond-
ing to the part of the scalar space that is projected on the ~αi-vectors. It is therefore always
possible to perform a field redefinition, such that only R scalars appear in the potential.
The part of the scalar space perpendicular to the ~αi-vectors only appears in the kinetic
term of the Lagrangian and is (N −R)-dimensional. These scalars therefore decouple from
the rest. All systems with N > R have decoupled scalars and this is necessarily the case
when N > m. Systems with N ≤ m only have decoupled scalars if the vectors ~αi are
linearly dependent in such a way that N > R.
The field redefinition yielding R scalars in the potential can be performed by an SO(N)
rotation (which leaves the kinetic term invariant) such that ~φ changes into ~φ′ and α′iR+1 =
α′iR+2 = . . . = α
′
iN = 0 for all i. We then notice from (16) that for critical points all x’s
corresponding to decoupled scalars are zero, xR+1 = xR+2 = . . . = xN = 0. So in the rest
of this section, the indices I now run from 1 to R. In the case R = m, this makes αiI a
square matrix.
We have seen that the discussion of the system can be split up into two cases, depending
on the rank of αiI . Alternatively, we can formulate this in terms of the following matrix,
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which is quadratic in the α’s
Aij = ~αi · ~αj . (17)
The separation of the general exponential potential into two classes can then be charac-
terised by the determinant of A:
R = m : det(A) 6= 0 , (18)
R < m : det(A) = 0 .
The first class corresponds to an invertible A-matrix and this is exactly what is termed
generalized assisted inflation [29], whereas the second class, to our knowledge, has not been
treated in generality in the literature.
We will extend the existing results by also treating the case of non-invertible A in gen-
erality and by giving also the non proper critical points of both classes. Special examples
can be obtained by performing compactifications over certain three-dimensional unimodu-
lar group manifolds, corresponding to class A in the Bianchi classification see e.g. [13].
There is a subtlety about the description in terms of the (xI , yi)-variables, namely if
R < m then the y-variables are not necessarily independent. We will comment on this in
section 3.2.
3.1 The R = m Case
A nice feature about this case is that x˙I = 0 implies y˙i = 0. This can be seen in the
following way: First we differentiate (7) and use x˙I = d(y
2)/dτ = 0. Multiplying with αjI
and summing over I we get
∑
j(Aij) d(y
2
j )/dτ = 0, and since det(A) 6= 0 we know that the
only solution is d(y2i )/dτ = 0.
We will now solve for the critical points:
• Proper critical points. From (15) and (16) we get:∑
i
(Aij) y
2
i = 3y
2 x2 ej , (19)
where ej is an m-dimensional vector with all components equal to 1. Inverting this
relation and using (16) yields the values of yi and xI for the proper critical point
y2i =
3p− 1
3p2
m∑
j=1
(A−1)ij , xI =
√
3 p
3p− 1
m∑
i
αiI y
2
i , (20)
where p is the exponent given in (13). The result for xI can also be given in the
rotated basis where αiI is a square matrix
xI =
1√
3 p
m∑
i=1
(α−1)iI . (21)
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Note that by construction the Aij-matrix (17) is SO(N)-invariant and accordingly
all quantities containing only this matrix can be calculated in any basis. We notice
from our formula above that there is a unique proper critical point. However, it only
exists when y2i , determined from (20), has the same sign as Λi, which serves as a
consistency check of definition (6). Thus, this critical point only exists for certain
values of the α-vectors.
Using (13) we get the exponent for the power-law, which reproduces the result found
in [29, 33]:
p =
m∑
i,j=1
(A−1)ij . (22)
By integration we can go back to the φI , H variables where the solution becomes:
H =
p
τ
, φI =
√
12 p xI ln(τ) + cI , y
2
i =
ki
τ 2
, (23)
where cI and ki are integration constants. In fact, in [21, 29], (23) was used as an
Ansatz to find power-law solutions.
• Non-proper critical points. These correspond to some y’s being equal to zero. Parametris-
ing the subset of nonzero y’s with the indices a, b, c, . . ., the equations become:
√
3x2 − ~αa · ~x = 0 ,
∑
a
αIa(ya)
2 − (1− x2)
√
3xI = 0 , (24)
from which we deduce: ∑
b
(Aab)y
2
b = 3 y
2 x2 ea . (25)
The ~αa-vectors are of course also linearly independent and accordingly the sub-matrix
Aab has non-zero determinant and is invertible. Inverting relation (25) and using (16),
we find a unique solution
y2a =
3p− 1
3p2
∑
b
(A−1)ab , xI =
√
3 p
3p− 1
m∑
a
αaI y
2
a. (26)
The power-law is again given by (22) but now with the inverse of the sub-matrix Aab.
Just as for the proper solution, the above is only well-defined when y2a has the same
sign as Λa. Note that all the above formulae for the non-proper critical points are
similar to those for the proper ones. This is a consequence of the fact that vanishing
y’s just yield a truncated potential.
Note that, since the solution for the proper critical point is unique and has power-law
behaviour for the scale factor, there are no de Sitter solutions. This can also be seen from
(19). Since A has maximal rank, this matrix only has the trivial nullspace, i.e yi = 0, which
is not consistent with the Friedmann equation, since x = 0 for the de Sitter solutions. We
8
can conclude that potentials with linearly independent ~αi-vectors generically have power-
law solutions and no de Sitter solutions. This conclusion was also reached in [34] where
special cases were considered.
The special case where αiI is diagonalisable by an SO(N)-rotation is equivalent to the
case where just one scalar appears in each exponential, thus yielding the model which has
been called assisted inflation [26].
3.2 The R < m Case
Since det(A) = 0 we will have to use another approach to determine the critical points.
And also the R < m case will be more difficult to treat in full generality because the y’s
are not necessarily independent.
The number of independent y’s is always smaller than or equal to R + 1, as we will
now illustrate. After possible field redefinitions, the y-coordinates are given in terms of
R + 1 fields, namely the scalars and the Hubble parameter. Among the m coordinates
we therefore at most have R + 1 independent, e.g. y1, . . . , yR+1, and this leaves us with
m−R− 1 relations for the rest of the y’s. From the definitions of the y’s, we can express
φI and H in terms of the first R + 1 y’s
eφI =
R∏
i=1
(y2i Λi+1
y2i+1 Λi
)(β−1)Ii
, H =
ΛR+1
6
e−~αR+1·
~φ y−2
R+1
, (27)
where the following square matrix has been defined
βiJ = αi+1,J − αiJ , i, J ∈ {1, . . . , R} . (28)
We can then express the remaining y’s in terms of the first R + 1 as follows
y2i = y
2
R+1
Λi
ΛR+1
∏R
j,K=1
(
y2j Λj+1
y2j+1 Λj
)αiK(β−1)Kj
∏R
l,M=1
(
y2
l
Λl+1
y2
l+1
Λl
)αR+1,M (β−1)Ml , i = R + 2, . . . , m . (29)
Thus, the maximal number of independent y’s is R + 1. It is possible to prove that the
above relations for the yi’s will be obeyed for the dynamical system (12) at all times if they
do so initially. So again we can use (12) as equations which govern the whole system as
long as we pick our initial conditions consistent. With this in mind we will look for critical
points.
Until now we denoted the row vectors of the α-matrix with ~αi and Aij is the matrix
with as entries the inner products of these row vectors: Aij = ~αi ·~αj . In this section we will
also need the column vectors which we will denote by ~αI and we then define the following
matrix
BIJ = ~αI · ~αJ . (30)
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The R column vectors ~αI are all linearly independent because the rank of α equals R and as
a consequence B is invertible (remember that I now runs from 1 to R). It is this property
that we will use to find the solutions.
• Proper power-law critical points. Looking for the solution(s), with yi 6= 0, we find
from (15)
R∑
I=1
BIJxI =
√
3x2FJ , (31)
where FJ =
∑m
i=1 αiJ . Thus we can solve for xI :
xI =
1√
3 p
R∑
J=1
(B−1)IJ FJ , (32)
and hence we find the extension of the power-law formula to the case where R < m:
p = |B−1 · ~F |2 . (33)
One can prove that this formula reduces to (22) if R = m. Since the rank of αiI is R,
it is enough to use R independent equations among the m equations of (15) to obtain
xI . This result of course has to be consistent with the remaining m − R equations,
and this puts strong restrictions on the allowed dilaton couplings as we will now show.
Let {~αa}Ra=1 be linearly independent. It is possible to solve (15) simultaneously for
these vectors. The rest of the vectors can be written as linear combinations and are
only guaranteed to solve (15) if the linear combinations are convex 4
~αi =
R∑
a=1
cia~αa ,
R∑
a=1
cia = 1 , i = R + 1, . . . , m . (34)
We will give a specific example, which has an M-theory origin, where this is realised.
A special case is R = 1, where after field redefinitions only one scalar appears in
the potential. In this case, the above solution will never exist, since (15) becomes m
equations with one variable (or equivalently, the requirement of convexity here would
imply m = 1 which is not the case under consideration).
An important difference from the previous case is the question of the uniqueness of
the solution. We can not obtain the y-values with this procedure, and in particular
we cannot determine whether they are unique. In fact, it is easy to give an example
where they are not: When at least one Λi < 0 we have the following possibility, since
A has non-trivial kernel
y2 = 0 , y2i ∈ Ker(A) ,
x2 = 1 , ~αi · ~x =
√
3 , for yi 6= 0 . (35)
4Of course there are many ways to number the vectors; it is enough to find one which obeys these
relations.
10
In particular, this includes a proper critical point of the form (32) when all yi 6= 0
and where furthermore
|B−1 · ~F |2 = 1
3
. (36)
• De Sitter solutions. It was seen in the previous subsection, that de Sitter solutions
do not exist for R = m, because the matrix A then has a trivial kernel. In the present
case, since A has a non-trivial kernel, and therefore a de Sitter solution is possible
x = 0 , y2 = 1 , y2i ∈ Ker(A) . (37)
Again, this solution is only well-defined when y2i has the same sign as Λi. We can
conclude that potentials with R < m show the opposite behaviour of R = m poten-
tials. Here (proper) power-law solutions are rare (only possible for certain couplings
(34)) whereas de Sitter solutions are quite generic. Again, a similar observation was
made in [34], but for specific couplings (which did not allow power-law behaviour).
• Non-proper critical points. Looking for these solutions, we again put a subset of the
y’s to zero. This corresponds to some terms in the potential being absent and we
can therefore analyse the new system as before but with a “truncated” potential. A
subtlety is that whenever R < m the y’s are dependent on each other, and therefore
only certain subsets of the y’s can be zero at the same time.
The findings of this section are summarised in the table below. The asterisk in the
lower left corner symbolises the fact that we have a truncated system which can belong to
either of the two cases (R < m or R = m).
R < m , det(A) = 0 R = m, det(A) 6= 0
Proper Power-law (convex combinations) Power-law
de Sitter No de Sitter
Non-proper ∗ Power-law
No de Sitter
Table 1: The critical points for multi-exponential potentials.
As mentioned, the critical points give rise to the asymptotic behaviour of the general
solutions. By performing a stability analysis it is possible to determine the nature of the
critical points, i.e. whether they are attractors, repellers or saddle points. This can be
done by linearising the system around the critical points, ~x′ = M · ~x, and determining the
eigenvalues of the matrix M. If the real part of all eigenvalues is negative, the critical point
is an attractor, if the real part of all eigenvalues is positive, the critical point is a repeller
and in the mixed case it is a saddle point. It is easy to perform the stability analysis in
the simple cases considered in the following sections and the result is confirmed by the
interpolating solutions, which are calculated numerically.
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4 Double and Triple Exponential Potentials
In this section we will consider some specific examples of double and triple exponential
potentials with one or two scalars, i.e. m = 2, 3 and N = 1, 2. These examples serve as an
illustration of the formal framework in the previous section.
As mentioned, the critical points give the asymptotic behaviour of more general so-
lutions. In some cases it has been possible to obtain these solutions exactly. For single
exponential potentials, this has been done for arbitrary dilaton couplings and the result
can be pictured as straight lines in the space defined by the x’s [13]. For double exponential
potentials, exact solutions have been obtained for special values of the dilaton couplings,
corresponding to the reduction of S-brane solutions to 4D, see e.g. [9,10,12] and references
therein. Ideally, we would like to obtain exact results for the general case. However, this
is a highly non-trivial task, and we therefore turn to numerical methods, which can still
show the qualitative behaviour of the solutions. To this end, it is convenient to use ln(a)
as a time parameter. For an eternally expanding universe where a increases from 0 to ∞,
our time coordinate ranges from −∞ to ∞.
In general, an S-brane can be obtained as a time-dependent solution to the following
system containing gravity, an antisymmetric tensor and possibly a dilaton
S =
∫
d4+dx
√
−gˆ
(
Rˆ − 1
2
(∂φˆ)2 − 1
2d!
e−bφˆ Fˆ 2d
)
, (38)
where the hats indicate that the fields live in 4 + d dimensions and where the dilaton
coupling for maximal supergravities is given by
b =
√
14− 2d
d+ 2
. (39)
Reducing over a d-dimensional maximally symmetric space with curvature k and flux f
yields the following potential [35]
V (φ, ϕ) = f 2 e
−b φ−3
√
d
d+2
ϕ − k e−
√
d+2
d
ϕ , (40)
where ϕ is the Kaluza-Klein scalar. S2-brane solutions have been found in six to eleven
dimensions, corresponding to d = 2, . . . , 7. In five dimensions, an S2-brane has a 1-form
field strength. The corresponding four-dimensional cosmological solution with single expo-
nential potential was found in [13]. As explained in that paper, a general twisted reduction
leads to triple exponential potentials, which could have corresponding exotic S-brane solu-
tions in five dimensions.
4.1 Double Exponential Potentials, one Scalar
The simplest case is m = 2 and N = 1. The corresponding potential is then described
in terms of two dilaton couplings α1 and α2. We can always choose e.g. α1 to be positive
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and in this example we will start by considering positive Λi. Since R = 1, we have 2
independent y’s. The Friedmann equation defines a 2-sphere, but the allowed solutions
can only lie on the part corresponding to non-negative y’s. Using the machinery from the
previous section, we find the following critical points
(i) y1 = y2 = 0 , x
2 = 1 ,
(ii) y1 =
√
1− α
2
1
3
, y2 = 0 , x =
α1√
3
, for α21 < 3
(iii) y1 = 0 , y2 =
√
1− α
2
2
3
, x =
α2√
3
, for α22 < 3 (41)
(iv) y1 = (1− α1
α2
)−1/2 , y2 = (1− α2
α1
)−1/2 , x = 0 , for α2 < 0 .
The first corresponds to the “equatorial” points x = ±1. In an (y1, y2, x)-plot these become
the North and South Pole. The proper solution only exists for α2 < 0 and then corresponds
to a de Sitter solution. The stability of the different points is best illustrated by considering
the different possible cases5.
• α1 , α2 >
√
3: Only the North and South Pole are critical Points; the former is
attracting and the latter is repelling and any interpolating solution will be a curve
in between, and these can be found numerically. An example is illustrated in the left
part of figure 1.
• α1 < α2 <
√
3: The critical points (i)-(iii) exist. The poles are repellers and (iii) is
attracting.
• α1 <
√
3 , α2 < −
√
3: Apart from the poles, we have the two critical points, cor-
responding to (iii) and (iv) in (41). The North Pole is repelling and the de Sitter
solution is attracting; this is shown on the right in figure 1.
• α1 >
√
3 ,−√3 < α2 < 0: This is similar to the previous case, except that critical
point (iii) is interchanged with (ii), and the early asymptotics will be the South Pole.
• α1 >
√
3 , 0 < α2 <
√
3: In addition to the North and South Pole, there is the
non-proper critical point (ii), which is an attractor. The South Pole is repelling. An
interpolating solution is shown in the left part of figure 2.
• α1 >
√
3 , α2 < −
√
3: The critical points are the poles and the de Sitter solution, and
the latter is an attractor. It turns out that the poles are saddle points, and hence
they do not give rise to the early asymptotics of the solution. Instead this will be an
infinite cycle, moving closer and closer to the boundary of the space (given by y1 = 0
or y2 = 0) as time goes to minus infinity. This is illustrated to the right in figure 2.
5If we do not explicitly classify the stability of a critical point, it will be a saddle point.
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Figure 1: The plot to the left shows x(t) in the case (α1, α2) = (3, 2), where the solution interpo-
lates between the North and South Pole. The plot to the right is for the case (α1, α2) = (1,−2),
yielding a solution interpolating between the North Pole and a de Sitter solution.
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Figure 2: The figure shows (y1, y2, x)-plots for two cases. The left part, with (α1, α2) = (2, 1),
shows a solution interpolating between the South Pole and the critical point (ii). The right plot,
with (α1, α2) = (3,−2) shows a solution spiralling towards the de Sitter point.
• α1 <
√
3 ,−√3 < α2 < 0: The late-time asymptotics are similar to the previous case.
The early-time asymptotics are different due to the fact that all the critical points
(i)-(iv) are realised. Both of the poles will be repelling, and depending on initial
conditions either of these can give rise to the early-time asymptotics.
For all the cases above, the solutions enter a phase of acceleration when x2 < 1/3. The
cases with |α1| , |α2| > 1 give rise to one period of transient acceleration, and otherwise
the solution will end up in a phase of eternal acceleration, which as mentioned is an
asymptotic de Sitter phase when α2 < 0. In the case α1 >
√
3 , α2 < −
√
3 the phase of
late-time acceleration is preceded by an infinite cycle, alternating between acceleration and
deceleration.
The case with Λ2 < 0 can be analysed in a similar way, but the interpolating solutions
will now be given by curves on a hyperboloid. The critical point (iii) will now only exist
for α22 > 3, since this yields y
2
2 < 0. By the same token, the de Sitter critical point (iv)
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only exist for α2 > α1 > 0.
The S-brane case, corresponding to φˆ = 0, gives the following dilaton couplings
α1 = 3
√
d
d+ 2
, α2 =
√
d+ 2
d
. (42)
This system, which can be obtained from eleven dimensions where it will give rise to SM2-
brane solutions, was analysed in [14], where curvature of the external space is also included.
It is seen that only the critical points (i) and (iii) exist for Λ2 > 0 and (i) and (ii) exist
for Λ2 < 0, with the latter being attracting. In the latter case, we also have a de Sitter
critical point which, however, is not an attractor.
4.2 Double Exponential Potential, two Scalars
There is another case with double exponential potentials which has two scalars, i.e. m = 2
and N = 2. Considering the two α-vectors to be independent, we get R = 2. The critical
points can be obtained as a special case of the general analysis from the previous section
and consist of the equator, x2 = 1, yi = 0, the proper critical point, yi 6= 0 and two
non-proper critical points with yi = 0 , yj 6= 0, i 6= j.
-1 -0.5 0.5 1
x1
-1
-0.5
0.5
1
x2
Figure 3: Three interpolating solutions, corresponding to S2-branes reduced to four dimensions,
projected on the (x1, x2)-plane. The inner circle is the boundary of the accelerating region.
Specialising to the reduction of S-branes, we get the dilaton couplings
~α1 = (3
√
d
d+ 2
,
√
14− 2d
d+ 2
) , ~α2 = (
√
d+ 2
d
, 0) . (43)
For these α-couplings we get det(A) = 14/d− 2, and therefore the matrix A is invertible
for d < 7. However, using (20), y21 is seen to be negative and since Λ1 = f
2 > 0, the
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proper critical point does not exist. Apart from the equator, there is another critical
point, which has y1 = 0 and y2 6= 0 and corresponds to a power-law behaviour with
exponent p = d/(d + 2). This critical point will be an attractor and the equator will
be a repeller. Thus, an S2-brane reduced to four dimensions corresponds to a solution
interpolating between the equator and the attracting critical point. This is similar to the
behaviour of the solution found in [8], which is the fluxless limit of a reduced S2-brane [9].
Indeed, the attracting power-law solution is the same with or without flux. Examples of
interpolating solutions, projected on the (x1, x2)-plane, are shown in figure 3 in the case
of d = 2. It is seen that they indeed interpolate between the equator and the attracting
critical point, which according to (26) has the coordinates (x1, x2) = (
√
2/3, 0). For d = 7
there is a possibility of a de Sitter solution since det(A) = 0, see (37), but again it does
not exist because y21 is negative.
4.3 Triple Exponential Potential, one Scalar
This example is the simplest case where the y-variables are not all independent and this
subsection serves as an illustration. The potential is described in terms of three dilaton
couplings α1, α2 and α3. For simplicity, we take Λi > 0; the case with negative Λi can be
analysed in a similar way. We can choose α3 > 0. Since R = 1, we have two independent
y’s, leaving one relation, which reads
(Λ2)
α1−α3 (y22)
α3−α1 = (Λ1)
α2−α3 (Λ3)
α1−α2 (y21)
α3−α2 (y23)
α2−α1 . (44)
The analysis of critical points is analogous to the previous case, except for the extra feature
of the relation above. There are three kinds of critical points (for the moment we forget
about the y-dependence)
(i) yi = 0 , x
2 = 1 ,
(ii) yi = yj = 0 , yk =
√
1− α
2
k
3
, x =
αk√
3
, i, j, k different (45)
(iii) x = 0 .
A necessary condition for its existence is α2k < 3. However, this is not sufficient, since
(44) only allows certain y’s to be non-zero while the others are zero. For instance, with
α3 > α2 > α1, having y1 = 0 or y3 = 0 implies y2 = 0.
The third type of critical point is a de Sitter solution given by the following equations
α1 y
2
1 + α2 y
2
2 + α3 y
2
3 = 0 , y
2
1 + y
2
2 + y
2
3 = 1 , (46)
which can be rewritten as
α3 − α1
α3
y21 +
α3 − α2
α3
y22 = 1 , (47)
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which defines an ellipse for α3 > α1 , α2. When substituting y3, (44) also gives a curve
in the (y1, y2)-plane, and the critical point is given as the intersection between these two
curves.6 As an example, for (α1, α2, α3) = (−1/2, 1/2, 3/2) and Λi = 1, the de Sitter critical
point becomes (y1 = 0.78, y2 = 0.52, y3 = 0.34). Figure 4 shows the time-development of
an interpolating solution for this case. It is seen that the late-time behaviour indeed
corresponds to the de Sitter critical point above.
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Figure 4: The plots show y1(t), y2(t) and y3(t), respectively. As t increases, they tend towards
the de Sitter critical point.
5 Multi-exponential Potentials from Group Manifolds
In this section we will consider specific cases, which can be obtained by reducing pure
gravity in seven dimensions over a three-dimensional group manifold. Since pure gravity
in 7D can be embedded in 11D, the solutions have an M-theory origin. We will focus on
the triple-exponential case.
Double exponential potentials can be obtained for certain truncations of reductions
over type VIII and IX group manifolds [13]. This is equivalent to a trivial reduction over
a circle followed by a reduction over a maximally symmetric 2D space with flux. The
resulting potential is given by (40) with d = 2, and interpolating solutions correspond to
reductions of S2-branes from six dimensions.
A triple exponential potential can be obtained from type VI0 and VII0 group manifolds
and the result is [13]
V = 1
8
e−
√
3ϕ (eφ ± e−φ)2 , (48)
where the plus sign occurs for type VI0 and the minus sign for type VII0. We therefore
have an example with m = 3 and N = 2, and the three dilaton couplings are
~α1 = (
√
3, 2) , ~α2 = (
√
3,−2) , ~α3 = (
√
3, 0) . (49)
Note that only two of these are independent, and this case therefore falls into the class
with R < m, and more interestingly, we find the convex combination 1
2
~α1 +
1
2
~α2 = ~α3, so
6However, it is only possible to give algebraic expressions of the solution for special values of the dilaton
couplings.
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there is a possibility of a proper critical point with power-law behaviour. The fact that we
have linearly dependent ~αi-vectors (R < m) is actually the case for most class A Bianchi
types. For the present example, there will be two independent y-variables plus the relation
y3 = ±2 y1y2, but only y1 and y2 are needed.
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Figure 5: Type VII0. To the left are shown the projection of two interpolating solutions on
the (x1, x2)-plane. To the right, the curves are shown on the 2-sphere defined by the Friedmann
equation; the vertical axis is given by y1 − y2. The fact that the curves do not reach the attractor
is due to the finite computation time.
For the sake of illustration, y1±y2 can be used as a variable, such that any solution will
be given by points or curves on a 2-sphere (the upper half in case of the plus sign, since
the y’s are positive). Interestingly, the dilaton couplings are such that most of the critical
points from the previous section do not exist. In fact, for type VI0 we are just left with
the equator solutions and for type VII0 we have the equator and an infinite set of proper
solutions
x2 = 1 , y1 = y2 = 0 type VI0 ,
x2 = 1 , y1 = y2 = 0
(x1, x2) = (1, 0) , y1 = y2
}
type VII0 . (50)
By studying the derivatives of the coordinates, it can be shown that the following points
are attractors
(x1, x2) = (1, 0) y1 = y2 = 0 type VI0 ,
(x1, x2) = (1, 0) y1 = y2 type VII0 . (51)
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Thus, the latter is not unique since the yi-values are arbitrary. The solution corresponds
to (32), which is possible because of the convex combination: ~α3 = (~α1 + ~α2)/2. In both
cases any interpolating solution will end in the point (1, 0, 0) on the 2-sphere. In case VII0,
the y-value will be determined by the initial conditions. The sign of x˙1 is always positive.
When projected on the (x1, x2)-plane, any curve will therefore move from left to right.
A stability analysis leads to the result that only the part of the equator with x1 < −1/7
is repelling. Thus, any interpolating solution can start on this part and will end in (1, 0, 0).
0.5 1 1.5 2 2.5
t
0.2
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Figure 6: Type VII0. An example of a (t, x2)-plot with n < 1.
A couple of typical curves for interpolating solutions with different initial conditions are
depicted on figure 5 for type VII0. In this case, any curve will be spiralling around the 2-
sphere towards the attractor. The projection on the (x1, x2)-plane produces a curve which
bounces off the boundary of the unit circle. The inner disc, corresponding to x2 < 1/3,
yields phases of accelerate expansion. Depending on the initial conditions, the number of
such phases can be as high or low as we want. For the two cases on figure 5, the numbers
are 16 and 1, respectively. Even with a lot accelerating phases, the number of e-foldings
is of order 1, and therefore these models are not well suited for inflation. The numerical
solutions use t = ln(a) as time parameter. The number of e-foldings is
n = ln
(a(τ2)
a(τ1)
)
= ln
(et2
et1
)
= ∆t , (52)
and its order of magnitude can easily be read off from a (t, x2)-plot as the sum of the
t-intervals where x2 < 1/3. An example is given in figure 6.
For type VI0, the situation is slightly different, since y1 + y2 is always positive; this
confines the curves to the upper half of the 2-sphere. As seen on figure 7, the curves will
still move towards the attractor in an oscillatory manner, but now without crossing the
equator (though they can get arbitrarily close). For this case, there can only be one or no
phase of accelerate expansion.
The interpolating solutions above correspond to reductions of exotic S2-branes in five
dimensions, or equivalently, exotic S(D−3)-branes inD dimensions. However, the solutions
were found numerically, and we have not been able to obtain exact expressions for these
exotic S-branes.
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Figure 7: Type VI0. To the left are shown the projection of two interpolating solutions on the
(x1, x2)-plane. To the right, the curves are shown on the 2-sphere defined by the Friedmann
equation; the vertical axis is given by y1 + y2.
6 Discussion
In this paper we have considered cosmological models for an arbitrary number of scalars
with an arbitrary multi-exponential potential. Using a special set of variables, the equations
were written as an autonomous dynamical system, and this allowed us to determine the
critical points in complete generality. We found that the nature of these critical points
depends strongly on the rank R of the matrix αiI . The rank also determines the number
of decoupled scalars.
In the case R = m, both the proper and non-proper critical points are power-law
solutions, and there are no de Sitter solutions. In the R < m case the opposite behaviour
was found. Proper power-law solutions are only possible in special cases, where the ~αi-
vectors are linearly dependent in a specific way, but the de Sitter solutions are very generic.
For the non-proper solutions this depends on whether the “truncated” potential has R = m
or R < m. We also found a new property of these systems, namely the possibility of proper
critical points which are not unique. A special case was realised in section 5, where we
have an infinite set of these.
We would like to emphasise that the non-proper critical points are as important as the
proper solutions in understanding the interpolating solutions, even though they have not
been considered often in the literature. In this respect, using the techniques of autonomous
systems is more fruitful than simply looking for power-law solutions to the equations of
motion.
It should be pointed out that our solutions generically have run-away behaviour of the
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scalars. The only exceptions are the de Sitter critical points, since these correspond to
an extremum of the potential and accordingly stabilise the values of the scalars. This is
important in the context of spontaneous decompactification [36] or stabilisation of dilaton
and volume moduli [5]
In section 4 and 5 we gave several examples of double and triple exponential potentials.
We presented the critical points and illustrated the interpolating solutions using numerical
calculations. In particular, we found examples with an arbitrarily high number of phases
of accelerate expansion. However, the number of e-foldings turns out to be of order one, so
these models do not seem to be relevant for inflation. On the other hand, they might be rel-
evant for present-day acceleration and more specifically for solving the cosmic coincidence
problem.
The numerical solutions found in section 5 for the systems obtained from reductions
over group manifolds of type VI0 and type VII0 correspond to the reduction of exotic S2-
branes in five dimensions. The two solutions belong to a set of three different solutions,
which can be obtained via twisted circle reductions. The third solution can be obtained
from a reduction over the type II group manifold and corresponds to the reduction of a
fluxless S2-brane. The existence of three classes of S-branes is similar to the cases of 7-
branes in ten dimensions [37] and non-extremal D-instantons [38] and is reminiscent of the
global SL(2,R)-symmetry of the higher dimensional theory. It would be interesting to see
whether it would be possible to find exact solutions for the exotic S-branes.
Recently, an elegant framework for arbitrary potentials has been developed, where
the solutions correspond to geodesics in an augmented target space [39]. One of the key
ingredients is the importance of systems whose late-time behaviour is governed by single
exponential potentials [12]. In our analysis these solutions asymptote to the special class of
non-proper critical points where all y’s but one vanish. However, we have shown that multi-
exponential potentials have solutions, where the asymptotics can not governed by a single
term in the potential. Specific examples are given by the cases of assisted inflation [26]
and generalized assisted inflation [29] where each term in the potential contributes.
We would like to comment on some possible extensions of this work. First of all, we
have only considered flat universes, and it is certainly possible to extend to the spatially
curved cases. Secondly, we could also add matter,in the form of a barotropic fluid. This
has been done in the case of assisted inflation in [24]. In the same spirit we hope to extend
this to the most general exponential potential and report on it in a future publication.
Thirdly, we could consider non-flat scalar manifolds. Finally, we could consider other
specific numerical examples with other values of m and N and special dilaton couplings
which arise from dimensional reductions of string/M-theory.
Acknowledgements
We thank Eric Bergshoeff, Martijn Eenink, Diederik Roest and Ulf Gran for interesting
discussions. The work of Thomas Van Riet is part of the research programme of the
“Stichting voor Fundamenteel Onderzoek van de Materie” (FOM). This work is supported
21
in part by the European Community’s Human Potential Programme under contract HPRN-
CT-2000-00131 Quantum Spacetime, in which A.C., M.N. and T.V.R. are associated to
Utrecht University.
References
[1] Supernova Search Team Collaboration, A. G. Riess et al., Observational Evidence
from Supernovae for an Accelerating Universe and a Cosmological Constant, Astron.
J. 116 (1998) 1009–1038 [astro-ph/9805201].
[2] Supernova Cosmology Project Collaboration, S. Perlmutter et al.,
Measurements of Omega and Lambda from 42 High-Redshift Supernovae, Astrophys.
J. 517 (1999) 565–586 [astro-ph/9812133].
[3] P. Fre`, M. Trigiante and A. Van Proeyen, Stable de Sitter vacua from N = 2
supergravity, Class. Quant. Grav. 19 (2002) 4167–4194 [hep-th/0205119].
[4] M. de Roo, D. B. Westra and S. Panda, De Sitter solutions in N = 4 matter coupled
supergravity, JHEP 02 (2003) 003 [hep-th/0212216].
[5] S. Kachru, R. Kallosh, A. Linde and S. P. Trivedi, De Sitter vacua in string theory,
Phys. Rev. D68 (2003) 046005 [hep-th/0301240].
[6] P. K. Townsend, Quintessence from M-theory, JHEP 11 (2001) 042
[hep-th/0110072].
[7] L. Cornalba and M. S. Costa, A new cosmological scenario in string theory, Phys.
Rev. D66 (2002) 066001 [hep-th/0203031].
[8] P. K. Townsend and M. N. R. Wohlfarth, Accelerating cosmologies from
compactification, Phys. Rev. Lett. 91 (2003) 061302 [hep-th/0303097].
[9] N. Ohta, Accelerating cosmologies from S-branes, Phys. Rev. Lett. 91 (2003) 061303
[hep-th/0303238].
[10] S. Roy, Accelerating cosmologies from M/string theory compactifications, Phys. Lett.
B567 (2003) 322–329 [hep-th/0304084].
[11] C.-M. Chen, P.-M. Ho, I. P. Neupane and J. E. Wang, A note on acceleration from
product space compactification, JHEP 07 (2003) 017 [hep-th/0304177].
[12] M. N. R. Wohlfarth, Inflationary cosmologies from compactification?,
hep-th/0307179.
[13] E. Bergshoeff, A. Collinucci, U. Gran, M. Nielsen and D. Roest, Transient
quintessence from group manifold reductions or how all roads lead to Rome, Class.
Quant. Grav. 21 (2004) 1947–1970 [hep-th/0312102].
22
[14] L. Ja¨rv, T. Mohaupt and F. Saueressig, Quintessence cosmologies with a double
exponential potential, hep-th/0403063.
[15] N. Ohta, A study of accelerating cosmologies from superstring / M theories, Prog.
Theor. Phys. 110 (2003) 269–283 [hep-th/0304172].
[16] A. D. Linde, A new inflationary universe scenario: a possible solution of the horizon,
flatness, homogeneity, isotropy and primordial monopole problems, Phys. Lett. B108
(1982) 389.
[17] R. R. Caldwell, R. Dave and P. J. Steinhardt, Quintessential cosmology: Novel
models of cosmological structure formation, Astrophys. Space Sci. 261 (1998)
303–310.
[18] V. D. Ivashchuk and V. N. Melnikov, Perfect fluid type solution in multidimensional
cosmology, Phys. Lett. A136 (1989) 465–467.
[19] H. Lu¨, S. Mukherji, C. N. Pope and K. W. Xu, Cosmological solutions in string
theories, Phys. Rev. D55 (1997) 7926–7935 [hep-th/9610107].
[20] A. Lukas, B. A. Ovrut and D. Waldram, String and M-theory cosmological solutions
with Ramond forms, Nucl. Phys. B495 (1997) 365–399 [hep-th/9610238].
[21] C.-M. Chen, P.-M. Ho, I. P. Neupane, N. Ohta and J. E. Wang, Hyperbolic space
cosmologies, JHEP 10 (2003) 058 [hep-th/0306291].
[22] J. J. Halliwell, Scalar fields in cosmology with an exponential potential, Phys. Lett.
B185 (1987) 341.
[23] A. A. Coley, J. Iba´n˜ez and R. J. van den Hoogen, Homogeneous scalar field
cosmologies with an exponential potential, J. Math. Phys. 38 (1997) 5256–5271.
[24] A. A. Coley and R. J. van den Hoogen, The dynamics of multi-scalar field
cosmological models and assisted inflation, Phys. Rev. D62 (2000) 023517
[gr-qc/9911075].
[25] E. J. Copeland, A. R. Liddle and D. Wands, Exponential potentials and cosmological
scaling solutions, Phys. Rev. D57 (1998) 4686–4690 [gr-qc/9711068].
[26] A. R. Liddle, A. Mazumdar and F. E. Schunck, Assisted inflation, Phys. Rev. D58
(1998) 061301 [astro-ph/9804177].
[27] I. P. C. Heard and D. Wands, Cosmology with positive and negative exponential
potentials, Class. Quant. Grav. 19 (2002) 5435–5448 [gr-qc/0206085].
[28] Z.-K. Guo, Y.-S. Piao and Y.-Z. Zhang, Cosmological scaling solutions and multiple
exponential potentials, Phys. Lett. B568 (2003) 1–7 [hep-th/0304048].
23
[29] E. J. Copeland, A. Mazumdar and N. J. Nunes, Generalized assisted inflation, Phys.
Rev. D60 (1999) 083506 [astro-ph/9904309].
[30] M. Gutperle and A. Strominger, Spacelike branes, JHEP 04 (2002) 018
[hep-th/0202210].
[31] G. F. R. Ellis and J. Wainwright, Dynamical systems in cosmology. Cambridge
University Press, 1997.
[32] A. A. Coley, Dynamical systems in cosmology, gr-qc/9910074.
[33] A. M. Green and J. E. Lidsey, Assisted dynamics of multi-scalar field cosmologies,
Phys. Rev. D61 (2000) 067301 [astro-ph/9907223].
[34] V. D. Ivashchuk, V. N. Melnikov and A. B. Selivanov, Cosmological solutions in
multidimensional model with multiple exponential potential, JHEP 09 (2003) 059
[hep-th/0308113].
[35] M. S. Bremer, M. J. Duff, H. Lu¨, C. N. Pope and K. S. Stelle, Instanton cosmology
and domain walls from M-theory and string theory, Nucl. Phys. B543 (1999)
321–364 [hep-th/9807051].
[36] S. B. Giddings and R. C. Myers, Spontaneous decompactification, hep-th/0404220.
[37] E. Bergshoeff, U. Gran and D. Roest, Type IIB seven-brane solutions from
nine-dimensional domain walls, Class. Quant. Grav. 19 (2002) 4207–4226
[hep-th/0203202].
[38] E. Bergshoeff, A. Collinucci, U. Gran, D. Roest and S. Vandoren, Non-extremal
D-instantons, hep-th/0406038.
[39] P. K. Townsend and M. N. R. Wohlfarth, Cosmology as geodesic motion,
hep-th/0404241.
24
