This paper describes the results after using an automatic classification method to help improve the retrieval of medical images. Using a large dataset of medical images, we established links between low-level features from medical images and high-level features from textual codes of Image Retrieval for Medical Application (IRMA). This paper also explains the process and methods used to automatically classify these medical images, and the results from the classification process. Our best classification results were on image modality with an error-rate of 1%.
Introduction
The task of classification plays an important role for domain practitioners using medical images. The classification process involves grouping objects into pre-defined classes or finding the class to which an object belongs. This process plays an important role in medical image retrieval, which is a part of decision making in medical image analysis. During medical image analysis, users reference current images to previously studied images and draw conclusions about similarities and differences.
The process of classifying medical images is usually a manual process. With the amount of medical images produced daily along with limitations of the current technologies in healthcare (Muller H, 2005) , using an automatic classification method would bring consistency in the classification process, and it would be possible to process a very large amount of images easily which is costly when classified manually. As the content based image retrieval (CBIR) gains popularity in research communities (Deselaers et al, 2007; Greenspan, 2006; Lehmann et al 2000; Muller et al, 2004; Ruiz, 2006) , adding an automatic classification method to the current process using a pre-defined hierarchy, such as a medical ontology would also facilitate the image retrieval process.
Methods
Using the GNU Image Finding Tool (GIFT) open source software (Muller et al, 2003) , multiclass Support Vector Machine (SVM) software (Joachims, 1999) , and a dataset of 9,000 medical images from imageCLEF 2005, a method to automatically classify medical images using IRMA codes (Lehmann, 2000) was developed. The classification code was provided as part of the ImageCLEF2005 campaign which was part of the 2005 Cross Language Evaluation Forum (CLEF) focused on medical image annotation and retrieval. The ultimate goal was to use the outcome as metadata for medical image retrieval systems. As Figure 1 indicates, this method starts with extracting image features from the dataset using the GIFT tool. These visual features are based on color and the texture of the image. One of the advantages of using GIFT for features extraction is its ability to extract a high number of low level features. After some formatting using a scripting language (PERL), these image features become the input into the SVM software which automatically classifies them according to IRMA classification codes. This multi-faceted classification coding system has four main categories: image modality, body orientation, anatomical region, and biological system. These facets contain different classes such as coronal for body orientation, and musculoskeletal system for biological system. Since IRMA classification code is multi-faceted, we used the SVM-Multiclass software to classify many classes at the same time rather than the SVM binary software that classifies only two classes at a time.
Results
To segment the entire dataset of 9,000 images, two thirds of the dataset were used for training and one third for testing. To avoid bias in validating this method's output, the classification algorithm was run three times. This eliminated the possibility that chance could lead to image misclassifications during the first time the process was run. Random variation was less likely to result in similar misclassifications during the additional two times the image features were switched from the training to testing datasets. The results in this paper are based on the average performance of the classifier across three runs. To measure the performance in classification process, we used the contingency table depicted in Table 1 . The Recall, Precision, F1 measure, error rate and Micro-averaged-error-rate were also calculated. The following formulas were utilized: Recall= TP/ (TP+FN) Precision= TP/ (TP+FP) F α = (1+α 2 ) × (Precision × Recall) / (α 2 × Precision + Recall). The α value represents the weight assigned to recall and precision. In this experiment this value was 1 because we wanted to assign the same weight to recall and precision during classification. Error-rate= 1-Precision Micro-average-error-rate = Number of misclassified images / n, where n= the number of images in a specific facet.
The whole dataset of 9,000 images had previously been manually classified and annotated by experts in medical images at RWTH Aachen University in Germany (Lehmann et al, 2002) . They grouped the images into 57 different classes with corresponding IRMA codes. Examples can be seen in Figure 2 .
Class 01: x-ray; plain radiography| coronal| cranium| musculoskeletal system.
Class 56 x-ray; fluoroscopy| coronal| lower extremity (leg); upper leg| cardiovascular system. These classes were mainly created based on body part. For example, Class 1 was skull images and Class 56 was upper leg images. Images in the same class didn't necessarily belong to the same facet. Skull images may have different image modality or body direction. In order to test if the classifier could learn to assign values to each of the facets of IRMA code, different classes were grouped into similar categories according to IRMA codes, and then a classification process was performed using the IRMA image facets.
For the IRMA facet called image modality, there were three categories: fluoroscopy, angiography, and plain radiography. Figure 3 illustrates the classification results on image modality.
Figure 3: Image modality classification results
The micro-average-error-rate was used as an indication of how well the classifier performed on each facet. For this image modality facet, it was 1%.
For the body orientation facet, there were four main categories: axial, coronal, sagittal, and "other orientation". This last category was not clearly defined, and was thus, hard to classify. The micro-average rate for this facet was 28%. Figure 4 shows these results in more details.
Figure 4: Orientation classification results
Within the biological system facet, the 9,000 images were grouped into 7 different broader categories corresponding to biological systems. The categories included: cardiovascular, gastrointestinal, musculoskeletal, reproductive, respiratory, uropoietic, and one non-labeled category. The micro-average-error-rate for this facet was 11% and these results can be seen in Figure 5 .
Figure 5: Biological facet classification results
Finally, the 9,000 images were grouped into 27 different categories related to anatomical facet which includes multiple unique categories of abdomen (2), breast (2), chest (2), cranium (3), lower extremities (6), pelvis (1), spine (3), thorax (1), and upper extremities (7). The micro-average-error-rate for this facet was 32% and the results from classification on this facet can be seen in Figure 6 and 
Discussion
This classification method obtained good results in some facets and poor in others. Of the three main categories in the image modality facet, the results were very good. With this classification method, the F1 measure was 99% on plain radiography, 11% on fluoroscopy, and 96% on angiography. The microaverage-error-rate for this facet was 1%. The error rate on the fluoroscopy category was high (44%) while the plain radiography category had a 1% errorrate and the angiography category had a 0% errorrate. The relatively poor performance with fluoroscopy images may be explained by the fact that the difference between fluoroscopy and plain radiography images is not easily detected, even by medical experts, on recorded films (Greenes, 2001) . The classification outcomes on image orientation facet were not as good as with the image modality facet. The F1 measures for each class were as follow:
0%
• 32% with Axial images • 82% with Coronal images • 14% with Other image orientations • 58% with Sagittal images
The "other orientation" class had a 66% error rate. This makes sense because this class groups together images from many other classes. Our classification method had a high rate of precision (86%) with coronal images. The outcome with axial images was also poor and it could just be that these images were not easy to classify or the size of the dataset could have played a role in the classification process. It is also important to note that the dataset was very unevenly distributed. Of the four classes in the image orientation facet, there were many fewer axial images (237), compared to over 5,000 in coronal images, and over 2,000 sagittal images.
The biological system facet included seven different classes of images. The F1 measures were as follows for the individual classes:
• Cardiovascular system 35% • Gastrointestinal system 42% • Musculoskeletal system 92% • Reproductive system 80% • Respiratory system 0% • Uropoietic system 22% • Unassigned images 92%
As with the image orientation facet, this classification method performed poorly in the classes with few images. This method performed very well with musculoskeletal images, the class in this facet with the most images. The classification results were poor with respiratory and uropoietic images. Both of these classes had fewer than ten images and these numbers were likely too low for the training and testing phases of the classification method. For example, the error-rate with respiratory images was 100% We had an interesting and unexpected classification outcome with the "unassigned" class of chest images that were not accompanied with any IRMA text description for the biological system facet. These images had relatively good recall (88%) and precision (96%) rates. We had assumed that this class was going to behave like the other classes which combined images, but this was not the case. This supports our hypothesis that image content, and not just text descriptions, can play an important role in image retrieval.
Among the 27 different classes in the anatomy facet, the following F1 measures were obtained:
• Abdomen 32%
• Abdomen, upper abdomen 55%
• Breast, left 92%
• Breast, right 83%
• Chest 93%
• Chest, bones 21%
• Cranium 76%
• Cranium, facial 19%
• Cranium, neuro 69%
• Lower, extremity, ankle joint 64%
• Lower, extremity, foot 53%
• Lower, extremity, hip 33%
• Lower, extremity, knee 51%
• Lower, extremity, lower leg 34%
• Lower, extremity, upper leg 18%
• Pelvis 82%
• Spine, cervical 75%
• Spine, lumbar 72%
• Spine, thoracic 59%
• Thorax, hilum 17%
• Upper extremity, elbow 27%
• Upper extremity, forearm 22%
• Upper extremity, hand 68%
• Upper extremity, hand & forearm 6%
• Upper extremity, radio carpal joint 25%
• Upper extremity, shoulder 41%
• Upper extremity, upper arm 18%
In anatomy classes where the IRMA descriptions were not very distinct, this classification method did not perform well. The error-rate was 7% on right breast images, and the highest error-rate (89%) was with "hand & forearm" images. The precision of image classifications within this facet varied much more than with the other facets. This is likely because many of these images had overlapping regions with the images in other classes.
The precision of these classifications ranged between 11% and 93%.
Conclusion
This study tested an automatic classification method using a combination of the visual features from content of the images, IRMA classification codes, and a multi-class SVM classifier. This method performed well with some classes but had poor results in others. The classes in the image modality facet had the best overall automatic classification results, with an error-rate of 1%. The results presented here also demonstrate how well this automated method classified images within individual facets of the IRMA codes.
Some important limitations of this study included: a very unevenly distributed dataset, and many image classes that included very similar or overlapping "content". For example, during the classification process, there was confusion between elbow images and hand images. The classifier also confused "forearm" with "hand images". The unevenly distributed dataset also limited our classification method to a two third random split.
These results are comparable to the ImageCLEF2005 published results. Although this study used a different medical image dataset, our automatic classification method meets the guidelines set for those methods evaluated in the 2005 Forum. The method used in this study would have ranked number 28 out of the top 41 runs from the 2005 competition (Clough, 2006) .
Further research is needed to assess the effects of this automatic classification method in practitioners' environments. The user effects will help in finding if this is an improvement to the current manual classification process. The outcome of this research will also be used to evaluate how an automatic classifier affects the task of medical image retrieval.
