In order to improve data accessibility and reduce query delay in MANETs, cooperative caching approach is adapted in. So far, cache replacement algorithms like LRU, LFU, and LRU-MIN are used to reduce query delay and improve data accessibility in cluster based cooperative caching (CBCC) in MANETs. But LRU, LFU and LRU-MIN have its limitations: They have a high overhead cost of moving cache blocks into the most recently used position each time when a cache block is accessed and further they do not exploit the "frequency" information of memory accesses. In this paper, we give an overview of caching policies designed specifically for Web objects and provide a new algorithm of our own to address these issues. This new algorithm can be regarded as a LFU-MIN algorithm. We examine the performance of this and other replacement algorithms via omnet++ simulation environment. Simulation results shows that the proposed LFU-MIN enhances the performance of cluster based cooperative caching in MANETs when compared with LRU and LFU.
INTRODUCTION
A mobile ad hoc network (MANETs) is a collection of wireless mobile nodes dynamically forming a network without the aid of any predefined network infrastructure. Despite the wide range of opportunities that MANETs provide, there are still research problems that need to be dealt with before it gets a vote of confidence from the public. Some of which are as follows. In MANETs, mobility of nodes, wireless transmission effect on attenuation, interference and multipath propagation due to the mobility nature of nodes in MANETs the topology changes dynamically. First, accessing remote information station via multi hop communication leads to longer query latency and causes high energy consumption. Second, when many clients frequently access the database server they cause a high load on the server and reduce the server response time. Third, multi hop communication causes the network capacity degrades when network partition occurs. To overcome the above limitations data caching is an efficient methodology to reduce query delay and bandwidth. To further enhance the performance of data caching cluster based cross layer and perfecting techniques are used. The focus of our research will be to improve the overall network performance by reducing the client query delay and response time. In this paper we propose a LFU-MIN cache replacement algorithm for cluster based cooperative caching (CBCC) in MANETs. The rest of the paper organized as follows: section 2 describes the related work. Section 3 describes the overview of CBCC approach. Section 4 describes the proposed cache replacement algorithm for CBCC approach. Section 5 describes the performance evaluation of cache replacement algorithms and section 6 concludes the paper and suggests possible future work.
BACKGROUNDAND RELATED WORK
Caching has been widely used in the wired area networks such as the internet, to increase the performance of web services. However the existing cooperative caching schemes cannot be implemented directly in MANETs due to the resource constraints that characterize the networks as a result new approaches have been proposed to tackle the challenges. Many cooperative caching proposals are available for wireless networks. The proposals are grouped based on the usage of underlying routing protocol, cache consistency management and cache replacement mechanism. In [1, 2] different approaches have been introduced to increase data accessibility and to reduce query delay. In cooperative cache based data access in ad hoc networks [1], a scheme is proposed. In this for caching they used cached data and cached path etc. more over the used cache replacement algorithm is only based on least recently used information. The used LRU as a cache replacement algorithm has certain limitations and the above proposed approach doesn"t considered Prefetching technique. In [2] , a similar approach is proposed for the network integrating ad hoc networks with the internet. Cache replacement algorithms have direct impact on the cache performance. In [3] [4] [5] [6] [7] , a considerable number of proposals give much higher priority to data accessibility as opposed to accessed latency. So both factors are largely influenced by the caching scheme that the cache management adopted. In [3] [4] [5] [6] [7] new cache replacement algorithms are used to make the best use of cache space. But the used traditional replacement algorithms like LRU, LFU, and LRFU have problems. However caching alone is not sufficient to guarantee high data accessibility and low communication latency in dynamic system. To overcome these draw backs, a new approach is proposed in cluster based cross layer design for cooperative caching in MANETs [8] .
In the above proposal [8] for cache replacement mechanism they used LRU-MIN as the cache replacement algorithm. But the used LRU-MIN has certain limitations. Among those first, it prefers only small objects to raise the hit ratio. Second, it doesn"t exploit the frequency information of memory accesses. Third, the overhead cost of moving cache blocks into the most recently used position each time when a cache block is accessed. In this paper we propose a cache replacement algorithm called LFU-MIN which makes use of frequency of information with minimal number of page replacements for evicting the objects from the cache. The proposed cache replacement algorithm further enhances the performance of cluster based cooperative caching (CBCC) in MANETs.
SYSTEM ARCHITECTURE

CBCC Architecture
CBCC is a cluster-based middleware which stays on top of the underlying network stack and provides caching and other data management services to the upper layer applications in MANET"s environment. The instances of CBCC run in each mobile host. The network traffic information which is in the data link layer can be retrieved by the middleware layer for Prefetching purposes.
Application layer: It is responsible for providing an interface for users to interact with application services or networking services. Application layer uses HTTP, FTP, TFTP, TELNET etc.
Middleware layer: It is responsible for service location, group communications shared memory. Middleware layer consists of various blocks such as cache management, information search, Prefetching and clustering.
Cache management: Cache management includes cache admission control, cache consistency maintenance, and cache replacement.
Cache admission control:
In this, a node will cache all received data items until its cache space full. After the cache space becomes full, the received data item will not be cached if the data item has a copy within the cluster.
Cache replacement: When fresh data item is arrived for caching and if cache space is full then the cache replacement algorithm is used to locate one or more cached data items to take out from the cache place. The cache replacement process involves two steps: First, if some of the cached data items become obsolete, these items will be detached to make space for the newly arrived data item. If there is still no enough cachespace after all obsolete items are removed, cache replacement will go to the second step, which is that one or more cached data items will be expelled from the cache space according to some criteria. The various cache replacement algorithms used for this mechanism are LRU, LRU-MIN etc.
Least Recently Used (LRU):
It is one of the most widely used cache replacement algorithm, which evicts the objects based on the least recently used information. LRU maintains a hash table for the past accessing of the data. In the head of the table the most recently used information is placed and in the tail of the table the least recently used information is stored. When a new data item is added to the cache, it is added to the tail of the table. Whenever a cache hit occurs the access time of the requested data item is updated and it is moved into the head of the list. After the cache is full, it simply removes the tail element of the list.
LRU_MIN:
It uses a technique called least recently used information with minimal number of page replacements. LRU-MIN is also just like LRU. Like LRU, LRU-MIN also maintains and sorted list of documents in the hash table based on the least recently used information i.e. based on the time the document was last used. The only difference between LRU and LRU-MIN is the method of selecting the document for the replacement. Whenever cache needs to replace the document, it searches from the tail of the hash table and evicts the data items only by which have equal or greater size than newly arrived data item size. If all cached documents are smaller than new document, the search is repeated looking for the first two documents greater than half the size of the new document. The process of halving the size and doubling the number of documents to be removed is repeated if large enough documents can still not be found for replacement.
Least frequently used (LFU): evicts the document that has been accessed the fewest times. It is realized by maintaining a reference count for each file in the cache. Each time a cache hit happens, the reference count of the file requested is increased by one. In case of a cache miss and these is no enough free space in the cache, the file(s) with the lowest reference count is (are) replaced.
Cache consistency: The cache consistency strategy keeps the cached data items synchronized with the original data items in the data source. 
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Information search: Deals with locating and fetching the data item requested by the client.
Prefetching: Responsible for determining the data item to be prefetched from the Data Centre for future use.
Transport layer: It is responsible for providing data delivery transportation between the applications in the network by using the protocols like TCP, UDP. It includes the functionalities like Identifying the services, segmentation, sequencing and reassembling and error correction.
Network layer: It is responsible for providing logical addressing and path determination (routing).The routing protocols such as AODV, DSR, DYMO, etc. are responsible for performing path determination (routing). The current system architecture uses AODV protocol for path determination.
Data link Layer:
Provides apparent network services so that network layer can be ignorant about the network topology and provides access to physical networking media. It includes error checking and flow control mechanism.
Cluster Formation and Maintenance
Clustering is a method used to partition the network into several virtual groups based on the some predefined method. For the cluster formation we use least cluster change algorithm [8] which is an improvement of lowest ID algorithm. Each mobile node has a unique id. The node which has least id in the group is elected as a cluster head. Cluster head maintains a list which maintains the information of all other nodes in the group. In a cluster, the number of hops between any two nodes is not more than two. In the whole network there is no direct connection between the cluster heads. Fig. 2 is an illustration of clustering architecture. In fig. 2 , nodes which have pink color are cluster heads, nodes which have green color are gateways, and the rest are cluster members. Cluster member is just like a mobile node it does not have any extra functionality. The node which is common to two cluster heads is elected as a gateway. Gateway is used for providing the communication between two cluster heads. Whenever a node requests for the data, first it has to be checked in the cluster head list. If it is not available in the list of cluster head then the cluster head forwards the requested data item to the other cluster via gateway.
By using LCC we can reduce the frequent changes of cluster head formation. LCC adopts LID to create clusters. If a cluster member moves out of the cluster it won"t affect the existing clustering architecture. If two cluster heads exist within the cluster, the lowest id mobile node is elected as a cluster head and if more number of nodes moves out of the cluster will form a new cluster.
Information Search Operation
Information search operation [8] , mainly deals with locating and fetching the data item requested by the client from the cache. This Information search includes 4 cases.
Case 1: Local hit: When copy of the requested data item is ordered inside the hard disk of the requester, the data item is retrieved to serve the query and no cooperation is necessary.
Case 2: Cluster hit: When the requested data item is stored in a client within the cluster of the requester, the requester sends a request to the Cluster head and the Cluster head returns the address of a client that has cached the data item.
Client data request
Local cache discovery 
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Case 3: Remote hit: When the data is found with a client belonging to a cluster, other than home cluster of the requester, along the routing path to the data source.
Case 4: Global hit: Data item is retrieved from the server. When the client data request comes to the mobile node, first it checks in the local hard disk of mobile node i.e. local cache of mobile node. If it is available in the local cache it sends back the reply to the client. Otherwise the request is forwarded to the neighbors based on the cache current state information in the cluster head. If the cluster head has the requested cache state information cluster head gives back to the requester by giving the cluster member id. If it is not available within the cluster then the request is forwarded to the other cluster through gateway. The request is processed the same way and sends back the reply to the requester. Otherwise the request is reached to the data center, the datacenter processes the data request and sends backs the requested information to the client via multi hop communication then the client uses the cache admission control for the consistency check in the cluster. If the same data is available within the cluster, then it won"t cache the objects information. If it is not available it will cache the data objects and sends back the cached information to the cluster head for updating in the cluster cache state.
PROPOSED CACHE REPLACEMENT ALGORITHM FOR CBCC APPROACH
LFU-MIN uses a technique called least frequently used information with minimal number of page replacements. LFU-MIN is an advancement of LFU replacement algorithm.LFU evicts the document that has been accessed the fewest times. It is realized by maintaining a reference count for each file in the cache. Each time a cache hit happens, the reference count of the file requested is increased by one. In case of a cache miss and these is no enough free space in the cache, the file(s) with the lowest reference count is (are) replaced. In LFU-MIN we maintain a table which consists of the size of all the cached documents. Whenever a new document has to be fetched into the cache, it checks the availability of free space in the cache, if it is equal or greater than the new document then it fetches the document into the cache and updates the counter information and the size of the document is updated in the size table. In case of a cache miss and these is no enough free space in the cache, then the documents which has the document size equal or greater than the new item size with lowest reference rate are replaced. If the documents available in the cache do have the size which is equal or greater than the new item size and If all cached documents are smaller than new document, the search is repeated looking for the first two documents greater than half the size of the new document with lowest reference rate. The process of halving the size and doubling the number of documents to be removed is repeated if large enough documents can still not be found for replacement.
PERFORMANCE EVALUATION OF CACHE REPLACEMENT ALGORITHMS FOR CBCC APPROACH 5.1 Simulation Environment
In this section we have evaluated the performance of LRU, LFU and LFU-MIN cache replacement algorithms in CBCC approach using OMNET++ simulation environment. The simulation parameters used in the experiments are shown in table 1. The simulation was carried out in a grid of 4000×300m with 50 to 100 nodes. The time interval between two consecutive queries generated from each node/client follows an exponential distribution with mean node query delay T q is taken as 6 sec. The node density can be selected by selecting the number of nodes; here we considered the number of nodes as 70 by default. The bandwidth selected for the transmission is 2mbps and the total transmission range of 250m is considered for the simulation. Each client generates a single stream of read only queries. After a query is sent out, the client does not generate new query until the pending query is served. Each client generates accesses to the data items following Zipf distribution [9] with a skewness parameter (ɵ ) 0.8. If ɵ = 0, clients uniformly access the data items. As ɵ is increasing, the access to the data items becomes more skewed. Similar to other studies [10] , [11] we choose ɵ to be 0.8. The AODV routing protocol was used in the simulation. The nodes/clients move according to the random waypoint model.
Initially, the clients are randomly distributed in the area. Each client selects a random destination and moves towards the destination with a speed selected randomly from [ , ] . After the client reaches its destination, it pauses for a period of time and repeats this movement pattern. The data are updated only by the server. The server serves the requests on FCFS (first-come-first-serve) basis. When the server sends a data item to a client, it sends the TTL value along with the data. The TTL value is set exponentially with a mean value. After the TTL expires, the client has to get the new version of the data item either from the server or from other client (having maintained the data item in its cache) before serving the query.
The Zipf-like parameter [9] can be expressed as
Here N is the total number of data items. And ɵ is the skewness parameter. 
Performance Metrics
Performance metrics are used to evaluate and to improve the efficiency of the process. The performance metrics Hit Ratio (HR), Delay Savings Ratio (DSR) are considered in the simulation experiment.
Hit ratio: It is defined as the ratio of number of successful requests to the total number of requests.
Hit ratio = -(4)
Delay savings ratio: it is defined as the total time taken for the completion of successful requests..
Where nr i is the number of references to document i, f i is the total number of references to document i. nv i is the number of validations performed on document i.
Cache Performance Comparison
We compared the performance of LRU,LFU and LFU-MIN.As Fig. 4 indicates, LFU-MIN consistently provides better performance than LRU, LFU for all the cache sizes, it improves the Delay Savings Ratio(DSR)on average by 26.5 percent compared with LRU and 8.12percent compared with LFU.LFU-MIN improves the cache hit ratio performance when compared with LRU,LFU. it improves the cache hit ratio performance by 34.35 percent over LRU, and 6.7percent over LFU. LFU-MIN also improves the consistency of the cached documents in addition to improving performance of cache. The performance evaluations of various parameters are plotted by using the graphical representation. In Fig. 4 , X-axis represents cache size and Y-axis represents DSR and for fig. 5 , X-axis represents cache size and Y-axis represents Hit-Ratio. 
CONCLUSION
In this paper, we proposed a new cache replacement algorithm (LFU-MIN) which works on the principle of least frequently used information with minimal number of page replacements. The proposed new cache replacement algorithm is compared with other cache replacement algorithms using simulation modeling (omnet++). The Simulation results shows that the proposed LFU-MIN cache replacement algorithm enhances the performance of cluster-based cooperative caching (CBCC) in MANETs by improving the cache hit ratio and by reducing the client query response time while accessing the data items from the cache memory as compared with LRU and LFU cache replacement algorithms. For future work there is a need to find out an efficient Prefetching technique which further improves the data accessibility and reduce query delay to compliment the cooperative caching scheme. 
