Abstract. In this paper, we present new explicit simultaneous rational approximations converging sub-exponentially to the values of Bell polynomials at the points of the form (γ, 1!(2a + 1)ζ(2), 2!ζ(3), . . . , (m − 1)!(a + 1 + (−1) m a)ζ(m)), m = 1, 2, . . . , a, a ∈ N.
Introduction
In 2007, A. I. Aptekarev and his collaborators [1, 13] discovered a sequence of rational approximationsp n /q n converging to Euler's constant
sub-exponentially. More precisely, the numeratorsp n and denominatorsq n of the approximations are positive integers generated by the following recurrence relation:
(16n − 15)q n+1 = (128n 3 + 40n 2 − 82n − 45)q n − n 2 (256n 3 − 240n 2 + 64n − 7)q n−1 + n 2 (n − 1) 2 (16n + 1)q n−2 with the initial conditionsp 0 = 0,p 1 = 2,p 2 = 31, q 0 = 1,q 1 = 3,q 2 = 50 and having the following asymptotics:
The authors [7] found explicit representations for these sequences: In 2009, T. Rivoal [12] found another example of rational approximations to the Euler constant γ, viewed as −Γ ′ (1), where Γ is the usual Gamma function. His construction is based on the following third-order recurrence:
(n + 3) 2 (8n + 11)(8n + 19)y n+3 = (n + 3)(8n + 11)(24n 2 + 145n + 215)y n+2
− (8n + 27)(24n 3 + 105n 2 + 124n + 25)y n+1 + (n + 2) 2 (8n + 19)(8n + 27)y n , which provides two sequences of rational numbers P n and Q n , n ≥ 0, with the initial values P 0 = −1, P 1 = 4, P 2 = 77/4, Q 0 = 1, Q 1 = 7, Q 2 = 65/2 such that
Pn Qn converges to γ. The sequences P n , Q n satisfy the inclusions (see [6, Corollary 5] ) n! Q n , n! D n P n ∈ Z and provide better approximations to γ P n Q n − γ ≤ c 0 e −9/2n 2/3 +3/2n 1/3 , |Q n | = O(e 3n 2/3 −n 1/3 ) as n → ∞.
Unfortunately, this convergence is not fast enough to imply the irrationality of γ.
In the same paper [12] , T. Rivoal considered a more general construction which is based on simultaneous Padé approximants to Euler's functions This approach allows one in principle to find rational approximations to some other constants related to higher derivatives of the Gamma function Γ (n) (1), n ≥ 2. Note that Γ (n) (1) can be written as (see [3, p. 175]) Γ (n) (1) = Y n (−γ, ζ(2), −2!ζ(3), . . . , (−1) n (n − 1)!ζ(n)), where Y n is the Bell polynomial (see below, for definition and basic properties). Unfortunately, the details of this construction become rapidly very complicated and T. Rivoal presented explicitly rational approximations only for two numbers γ and ζ(2) − γ 2 = Γ ′′ (1) − 2Γ ′ (1) 2 . More precisely, he constructed a sixth order linear recurrence with 2 polynomial coefficients of degree 25, which has three solutions {a 1,n } n≥0 , {a 2,n } n≥0 , and {b n } n≥0 such that a 1,n , a 2,n , b n ∈ 1 (3n)!(3n+2)! Z and
where c 0 is some positive constant independent of n. Notice that the better inclusions,
n n! 2 a 2,n ∈ Z were proved in [6, Corollary 6] . Recently, the authors [8] gave a new interpretation of Aptekarev's approximations to Euler's constant in terms of Meijer G-functions and hypergeometric-type series. This led to finding new rational approximations to γ generated by a second-order inhomogeneous linear recurrence with polynomial coefficients. The denominators and numerators of these approximations are given by the formulas
The sequence {q n } n≥0 satisfies the second-order homogeneous linear recurrence q n+2 − 2(n + 2)q n+1 + (n + 1) 2 q n = 0 with q 0 = 1, q 1 = 2, and the sequence {p n } n≥0 is a solution of the second-order inhomogeneous linear recurrence q n+2 − 2(n + 2)q n+1 + (n + 1) 2 q n = − n n + 2 with p 0 = 0, p 1 = 1. Moreover, one has
In this paper, we generalize the construction of work [8] and present explicitly new simultaneous rational approximations converging sub-exponentially to the values of Bell polynomials at the points of the form (γ, 1!(2a + 1)ζ(2), 2!ζ(3), . . . , (m − 1)!(a + 1 + (−1) m a)ζ(m)), m = 1, 2, . . . , a, a ∈ N. Note that our approach is different from that of Rivoal and based on application of Meijer G-functions and complex integrals.
First we recall several known facts related to the Bell polynomials. The exponential (complete) Bell polynomials (first effectively studied by Eric Temple Bell [2] and named in his honor) are the polynomials Y n (x 1 , . . . , x n ) in an infinite number of variables x 1 , x 2 , . . . , defined by the formal series expansion [3, §3.3] :
where the summation takes place over all partitions π(n) of n, i.e., over all n-tuples of non-negative integers (k 1 , . . . , k n ) such that n j=1 jk j = n.
The Bell polynomials satisfy the following recurrence relation (see [2, p. 263] ):
which implies immediately that the complete Bell polynomials have integer coefficients and therefore,
. . , k n as above. The first six complete Bell polynomials are as follows:
. . , x n , . . . , y 1 , y 2 , . . . , y n , . . . , be two infinite sequences of independent variables. Then from (3) we get easily the addition theorem [2, p. 265]
In ordinary notation this is equivalent to
The Bell polynomials play an important role in taking the n-th derivative of a composite function. Namely, the n-th derivative of the function e f (x) can be expressed in terms of known quantities by
This formula is also known as Faà di Bruno's formula for the n-th derivative of the composite function. 
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Now we can formulate our main result. Theorem 1. Let a ≥ 2 be an integer. For µ = 1, 2, . . . , a − 1 and any non-negative integer n, define the following sequences of rational numbers:
Suppose that the coefficients b m (a) are defined by the expansion
In particular, we have
. Then for every µ = 1, 2, . . . , a − 1 there exists a positive constant c µ = c µ (a) such that for any non-negative integer n we have
Moreover, D µ n · p n,µ ∈ Z and the following asymptotic formula holds:
The sequences {p n,µ /q n } n≥0 , µ = 1, 2, . . . , a − 1, provide good simultaneous rational approximations converging sub-exponentially to the numbers α µ . Note that
Corollary 1. Let a ≥ 2 be an integer. Then for µ = 1, 2, . . . , a − 1 we have
where c µ = c µ (a) is a positive constant independent of n.
In particular, for Euler's constant we have Corollary 2. Let a ≥ 2 be an integer. Let the sequence {q n } n≥0 be defined in (7) and
Consider several examples. For a = 2, we get rational approximations to Euler's constant studied in [8] .
Example 1. For a = 3, define three sequences
Then we have
and
Applying Zeilberger's algorithm of creative telescoping (see [11] ) it is possible to show (by the same way as in [8, Lemma 1] ) that the sequences p n,1 , q n are solutions of the third-order homogeneous linear recurrence
with the initial conditions p 0,1 = 0,
and the sequence p n,2 is a solution of the third-order inhomogeneous linear recurrence
with the initial values p 0,2 = 0, p 1,2 = 18, p 2,2 = 95.
Example 2. For a = 4, put
where r m (k) is defined in (8) . Then we have
Applying Zeilberger's algorithm of creative telescoping it is easy to show that the sequences q n , p n,1 , p n,2 satisfy the fourth-order homogeneous linear recurrence
with the initial conditions
and the sequence p n,3 satisfies the fourth-order inhomogeneous linear recurrence
with the initial values p 0,3 = 0, p 1,3 = 60, p 2,3 = 402, p 3,3 = 50761/9.
Analytical construction
Let a ≥ 2 be an integer. Let us consider the function
and for each integer µ, 0 ≤ µ ≤ a − 1, define
Lemma 1. Let a ≥ 2 be an integer. Then for each µ = 1, 2, . . . , a − 1 there exist µ constants λ µ,ν , ν = 1, . . . , µ, independent of n such that for n = 0, 1, 2, . . . we have
F n,0 = q n and D µ n · p n,µ ∈ Z, where the sequences q n and p n,µ are defined in (7). Proof. First let us define the function
and for m ≥ 2,
Using the well-known formula for the derivatives of ψ(t),
is the Hurwitz zeta function, we get
We will be interested in the values of f (m) (t) at the integer points t = k, 0 ≤ k ≤ n. Then for m = 1 taking into account the well-known properties of the digamma function
by (10), we have
and from (11), (12) for any integer m ≥ 2 we get
and moreover, from (13), (14) we obtain
Now let us notice that F (n, t) = e f (t) and for calculating the µ-th derivative of F (n, t) we can apply the Faà di Bruno formula (6) to get:
Now considering the value Y µ (r 1 (k), r 2 (k), . . . , r µ (k)) and applying the addition formula (5), we obtain
This implies that
Now multiplying both sides of the last equality by e f (k) = k! n k a and summing over
where q n and p n,µ are defined in (7) and the constants λ µ,ν given by
are independent of n. To prove the inclusion D µ n · p n,µ ∈ Z, we consider an arbitrary monomial of D µ n · Y µ (r 1 (k), . . . , r m (k)), which has the form
where k 1 , . . . , k µ are non-negative integers such that 1
Now by (4) and the fact that D m n · r m (k) ∈ Z, we get the required inclusion. Now for each integer µ, 0 ≤ µ ≤ a − 1, and u ∈ R define a complex integral
9 where L is a loop beginning and ending at −∞ and encircling the points n, n−1, n−2, . . . once in the positive direction. Without loss of generality we can assume that L is located symmetrically with respect to the real axis. The integral converges according to the definition of the Meijer G-function (see [9, §5.2] ). Moreover, if µ = a − 1 and |u| < 1/2 we can also choose the contour of integration as a vertical line going from c − i∞ to c + i∞, where c > n is an arbitrary constant. Let us also put
Lemma 2. Let a ≥ 2, 0 ≤ µ ≤ a − 1 be integers. Then
where the constant in O is absolute.
Proof. First note that
Then, since on the segment Re t = −N −1/2, |Im t| ≤ y 0 with a sufficiently large integer N, we have
it follows that the integral I n,µ can be evaluated as a sum of residues at the singular points lying inside the loop L. The integrand in (15) has poles of order µ + 1 at the points 0, 1, . . . , n and moreover, if µ = a − 1, it has additional simple poles at the negative integers. Therefore, for µ = a − 1, we have
Finally, since
we get the desired assertion.
Bernoulli polynomials
The generalized Bernoulli polynomials B 
Numerous properties of these polynomials can be deduced directly from formula (17).
We mention here only two of them which will be useful in the sequel. For a detailed study of Bernoulli polynomials, see [10] . For example, comparing powers of z on both sides of the equality 
Differentiating both sides of (17) with respect to z and comparing powers of z we get the recursion formula 
holds.
2) Let m be a positive even integer. Then
Proof. Replacing z by 2z in (17) and using the formula sinh z = (e z − e −z )/2 we get
Setting x = m/2 in the above equality we have
Taking into account that z/ sinh z is an even function, we get that for any positive integer m, 
Properties of the integrals I n,µ (u)
Lemma 4. Let a ≥ 2, 0 ≤ µ ≤ a − 1 be integers. Then we have
where c µ,µ = 0 and c j,µ , 0 ≤ j ≤ µ, are real constants independent of n.
Proof. The proof is by induction on µ. For µ = 0, we deduce easily from (16):
Similarly, for µ = 1, we have
For µ = 2, by (16), we get
Then using the expansions (see Lemma 3)
in a neighborhood of the integer point t = k we obtain
and therefore, F n,2 = 2Re I n,2 (1). Now assume that µ > 2 and the formula holds for 0, 1, 2, . . . , µ − 1. We will prove it for µ. If µ is odd we have
and from (24), (26) we deduce that
Hence, by the induction hypothesis, we conclude that
as required. If µ is even, then by (16), we have
and using the expansions (24)-(26) we obtain
13 where d 2ν,µ are some real constants independent of n and
Taking into account (22) we can rewrite the last equality as
which implies d µ,µ = 0, by Lemma 3. Now according to (27) we have
from which, by the induction hypothesis, the lemma follows.
Lemma 5. Let a, µ be integers satisfying a ≥ 2, 0 ≤ µ ≤ a − 1 and u ∈ R. Then for each n = 0, 1, 2, . . . we have
Proof. From (15) and the reflection formula for the gamma function
Now replacing the function sin(πt) by (e iπt − e −iπt )/(2i) and opening parenthesis, by the binomial theorem, we get
which completes the proof of the lemma.
Lemma 6. Let a, µ be integers satisfying a ≥ 2, 0 ≤ µ ≤ a − 1, and u ∈ R. Then for each n = 0, 1, 2, . . . we have
where the bar stands for complex conjugation.
Proof. Making the change of variable t → t in the integral I n,µ (u) and using the equalities Γ(z) = Γ(z) and sin(z) = sin(z) we get
as required.
5.
Asymptotics of the integral I n,a−1 (u) Lemma 7. Let a, u ∈ Z, a ≥ 2, |u| ≤ a, and n be a sufficiently large positive integer. Then all a roots of the polynomial
are given by the following asymptotic expansions:
Proof. First note that the polynomial p u (τ ) has not real roots on (−∞, 0]. Indeed, if we suppose that τ = −x, x ≥ 0, is such a root, then p u (−x) = 0 and
On the other hand, we have that the left-hand side of (28) is positive (negative) if u is even (odd), which is a contradiction. Therefore, we can consider the equation
in the complex τ -plane with cut along the ray (−∞; 0]. Then it is easily seen that the equation (29) is equivalent to a relations of the form
) log τ and logarithm is defined by its principal branch. From (30) we get immediately all a roots of the polynomial p u (τ ) :
It is possible to find a complete asymptotic expansion in (31) if we apply the Lagrange inversion formula (see [4, §2.2] ) to the equation (30). Indeed, substituting τ − 1 = z and rewriting (30) as
we get that there exist positive numbers ρ 1 and ρ 2 such that for n −1/a < ρ 1 the equation (32) has just one solution z in the domain |z| < ρ 2 , that is
where the coefficients c m are given by the formula
If we suppose that there is another solution of (32) with |z| ≥ ρ 2 , then since the function |z| (|z|+1) 1−1/a increases from 0 to +∞ as |z| increases from 0 to +∞, we get
which is impossible if n is sufficiently large. Hence formulas (33), (34) give the complete asymptotic expansion for τ k (u),
and the lemma is proved.
Lemma 8. Let a, u ∈ Z, a ≥ 2, |u| ≤ a. Then the following formula holds for the integral I n,a−1 (u) as n → ∞ :
where
and L 1 is a loop beginning and ending at −∞, encircling the points 1, 0, −1, . . . once in the positive direction and intersecting the real axis at the point τ 0 := τ 0 (0) if u = 0, and L 1 is a vertical line going from τ 0 − i∞ to τ 0 + i∞ if u = 0.
Proof. To make the many-valued functions f (τ ) and g(τ ) definite, we consider them in the τ -plane with cut along the ray (−∞, 1] fixing the branches of logarithms that take real values on the interval (1, +∞) of the real axis.
Note that the contour of integration L in the integral I n,a−1 (u) defined in (15) is an arbitrary loop beginning and ending at −∞ and encircling the points n, n − 1, n − 2, . . . once in the positive direction or an arbitrary vertical line Re τ = c with c > n. Now let us denote by τ 0 := τ 0 (0) = 1 + 1 n 1/a + O(n −2/a ) one of the real roots of the polynomial p 0 (τ ) (see Lemma 7) and suppose that the contour L (loop or vertical line) intersects the real axis at the point nτ 0 + 1 and for any point t of L, |t| ≥ nτ 0 + 1.
Then the asymptotic expansion of the Gamma function for large |z| (see [9, §2.11] 
where | arg z| ≤ π − ε, ε > 0 and the constant in O is independent of z, implies that the following formula holds for the integrand of I n,a−1 (u) on the contour L :
The change of variable t = nτ + 1 yields
where the functions f (τ ), g(τ ) are defined in (36), (37). This completes the proof of the lemma.
The next lemma is devoted to the calculation of the asymptotics of I n,a−1 (u) using the saddle-point method.
Lemma 9. Let a, u ∈ Z, a ≥ 2, |u| ≤ a. Then the asymptotic behavior of the integral I n,a−1 (u) as n → ∞ is given by the formula:
where the coefficients b m (a) are rational numbers that can be found explicitly from the expansion (9).
Proof. It is sufficient to prove the lemma only for u ≤ 0. The case when u > 0 can be reduced to this case by Lemma 6. First we determine the saddle points of the integrand (35), which are the zeros of the derivative of the function f (τ ). It is easy to see that the zeros of the derivative f ′ (τ ) = a log(τ − 1) − (a − 1) log τ + log n + iπu are simultaneously roots of the polynomial p u (τ ) defined in Lemma 6. For the root τ k (u), k = 0, 1, . . . , a − 1, by Lemma 6, we have
it is easily seen that τ 0 (u) is exactly one zero of the derivative f ′ (τ ) among all the roots (31). Therefore, τ 0 (u) is the only saddle point of the function e nf (τ ) . By a similar argument as in the proof of Lemma 6, we can find complete asymptotic expansions for the points τ satisfying the equation Ref ′ (τ ) = 0, which is equivalent to (39) |z| |z + 1| 1−1/a = n −1/a , where z = τ − 1.
Application of the Lagrange inversion formula to the equation z (z + 1) 1−1/a = w shows that there are positive constants δ 1 and δ 2 such that for |w| < δ 2 there is only one solution z satisfying |z| < δ 1 and this solution is an analytic function of w :
(actually, by the asymptotic formula (38) for the Gamma function, the series converges if |w| < a/(a − 1)
, there is one and only one solution of (39) in the circle |τ − 1| < δ 1 given by
On the other hand, if we suppose that there is another solution with |z| ≥ δ 1 , then by the same argument as in the proof of Lemma 6, we get a contradiction if n is sufficiently large. So if n is large enough, the continuously differentiable curve Since Re τ 0 > 1, for y < 0 we get
and therefore, Now show that we can replace the contour L 1 in the integral I n,a−1 (u) by the contour L 2 , i.e., show that (42)
For this purpose, consider the circle |τ | = N, where N is a sufficiently large integer.
2 ) are points of intersections of this circle with the contours L 1 , L 2 in the lower half-plane (upper half-plane), respectively. Then to prove (42), it is sufficient to show that as n → ∞ takes place.
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