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NOTES ON SPLINE FUNCTIONS I. 
THE LIMITS OF THE INTERPOLATING PERIODIC SPLINE 
FUNCTIONS AS THEIR DEGREE TENDS TO INFINITY *) 
BY 
1. J. SCHOENBERG 
(Communicated by Prof. N. G. DE BRUIJN at the meeting of June 24, 1972) 
ABSTRACT 
In the reference [3, 1261 the author conjectured the following result: Let S,(z) 
be the periodic spline function of degree 2n-1, period 2n, that interpolates a pre- 
scribed set of k periodic data. 1. If k=2h+l and T(z) is the trigonometric poly- 
nomial of order h. interpolating the data, then (1) S,,(z) + T(z) as n --f co. 2. If k=2h 
and T(z) is among all interpolating trigonometric polynomials of order k the one 
such the terms of highest frequency have least amplitude, then again (1) holds. 
Here these results are established. 
INTRODUCTION 
We are concerned with periodic functions of period 2n and divide the 
period in 2F, equal parts by the equidistant points 
(1) 
2n 
%= CJh -Y, (v=l, . ..) 24, (h21). 
The corresponding ordinates y, being prescribed, we denote by S,(x) the 
periodic spline function of degree 2n- 1 that interpolates these ordinates, 
i.e. 
(2) 23,(x,) = yv, (Y’ 1, . . ., 24. 
These assumptions mean the following: With the points (1) we associate 
the infinite sequence of increasing reals x% ( -oo <n< 00) defined by 
%2iti+* =xV+ 24, (Y= 1, . . . . 2h; j integer). 
We say that S,(x) is a periodic spline function of degree 2n - 1, provided 
that 
S,(x) E C2n-2(%), Sn(x + 274 = S,(x), 
while S,(x) reduces to a polynomial of degree at most 2n- 1 in every 
interval (x,, zm+l) between consecutive X~ called the “knots” of the spline. 
*) Sponsored by the United States Army under Contract No.: DA-31-124- 
ARO-D-462. 
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It is now well known that if n B 1, there is a unique S,(x) satisfying (2). 
This was already shown as early as 1938 by QUADE and COLLATZ in their 
pioneering paper [2]. Moreover, their paper closes with the result that 
(3) lim S,(x) =T(x) for all real 5, 
n-Pa, 
where T(x) is the trigonometric polynomial of the form 
(4) 
h-l 
T(x) = &a0 f 2 (a, COB YX + b, sin YX) + ah cos hx 
1 
that interpolates our data. 
The question remains: what happens when the 2h data are not equidistant, 
or if the number of non-equidistant data is odd, k = 2h+ 1 say ? 
The answer, stated in Theorem 2 below, was conjectured by the author 
in [3, 1261 at a time when the paper [2] was as yet unknown to him. 
Similar results are established independently by v. GOLITSCHEK in [l]. 
Before we describe our results we recall some facts on trigonometric 
interpolation that were known since Fourier and Gauss. Let 
(5) (x,,, yJ, (v=O, 1, . . . . 2h), 0<~0<<1<...<~2~I272, 
be data in (0, 2521, their number k = 2h + 1 being odd. Let rh denote the 
class of real trigonometric polynomials 
W)=h+ f ( a3 cos jx + bj sin ix) 
1 
of order h. There exists a unique T(z) such that 
(7) !i!‘(xJ=y,, (v=O, . . . . 2h). 
The solution T(x) can be explicitly constructed by an analogue of 
Lagrange’s formula: If we write 
(8) t,(x)= 5 s~!Tj.fi/ fi sinew, (j=O, . . . . 2h), 
v=O r-0 v*i r+i 
then the solution is given by (See [7,1]) 
0 
We turn now to the case 
(10) (x,, y,), (Y= 1, . . . . 2h), 0<21<22<...<~2:2h 5 272 
when we have an even number of data in a period. Here matters are 
more complicated and the author was unable to find a satisfactory 
solution in the literature, except for the case of equidistant data. For 
this reason he ventures to present his own. 
The data (lo), even in number, can certainly be interpolated by poly- 
27 Indagationes 
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nomials of the form (6), in fact there are infinitely many solutions de- 
pending linearly on one parameter. If ah2 + b~,s = 0 then (6) reduces to an 
element of zh-1, but this polynomial can not interpolate the data (lo), 
except in special circumstances. It seems therefore reasonable to look 
for the interpolant Y’(X) which is “most nearly” also an element of zh-1. 
This justifies the following. 
DEFINITION 1. Among the T(x), of the form (6), that satisfy 
(11) T(x,)=yv, (Y’l, . ..) 2h), 
we determine the unique T(x) which satisfies the condition that 
(12) ah2 + i&s = minimum, 
and call it the proximal interpolant (prox. int.) of the data (6). In words: 
the amplitude of the terms of highest frequency is least. 
The construction of the prox. int. T(x) is facilitated by the following 
THEOREM 1. The proximal interpolant T(x) of the data (10) is uniquely 
characterized as the interpolant of the form 
h-l 
(13) T(x)=Bao+ 2 ( av cos YX + b, sin ~2) + A sin (hx - ij 5 xJ. 
1 1 
In words: The sum of the terms of highest frequency vanishes at the points 
x = (2 xv/2h), (mod. 7ch-1). 
REMARKS. 1. The expression (13) depends on 2h parameters that are 
uniquely determined by the system (11). 
2. Observe that the form of the prox. int. (13) depends only on the 
locations x,, of the data (not on the yV), in fact only on their sum zzt, 
(mod. 27~). 
3. In the case of the equidistant data (l), even in number, we find 
that 
and it follows that the prox. int. (13) is of the form (4). This is precisely 
the form of the interpolant used in the standard 12 or 24-ordinate schemes 
of Practical Harmonic Analysis (see [6, 267 and 2731). 
4. Writing d =D(Ds+ 12)(D2+22) . . . (P+h2), the author has de- 
termined in [4] the solution of the problem of minimizing the integral 
(14) 7 (Af)%x 
0 
within the class of arbitrary periodic interpolants of the class C’gk such 
that f@h+l)(x) E .&(O, 27~). The solution is a so-called trigonometric spline 
function. It is easy to see that within the class rh the interpolant that 
minimizes the integral (14) is again the above prox. int. T(x). 
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The solution of the convergence problem formulated earlier is described 
by the following 
THEOREM 2. Let S,(x) be the periodic spline of degree 2n- 1 that inter- 
polate the k fixed data. 
1. E = 2h+ 1. Let the data be (5) and let T(x) be the interpolating trigono- 
metric polynomial (9) and (6). Then 
(15) lim S,(x)=T(x) uniformly for all x. 
12-tm 
2. k = 2h. Let the data be (10) and let T(x) be the proximal interpolant 
of Definition 1. Then again (15) holds. 
Among the auxilliary results derived below, the following may be 
singled out and stated as 
THEOREM 3. Let k= 2h+ 1 anoT let A!&(X) and T(x), having the form (6), 
be the interpolating spline function and polynomial, respectively, then 
(16) 
Actually we shall need the following stronger version of Theorem 3. 
THEOREM 3'. If we keep the abscissae x0, XI, . .,, x2h fixed, and let the 
ordinates yV vary such that 
(17) IyJ SH (v=O, . ..) 2h), where H is a fixed constant, 
then (16) holds uniformly in the yV, i.e. to E> 0 corresponds on N(s, H) 
such that 
-J& T (&z(~)(x))~ dx - (ah2 + bh2) <E if n> N(e, H), 
0 
for all y,, subject to (17). 
We use below a direct approach via Fourier series. Of spline theory 
we assume nothing except the well known contents of 
LEMMA 1. 1. Whether the number E of data is even or odd, but 22, 
then the spline S,(x), of degree 2n- 1, interpolating the data, exists uniquely 
for every n I 1. 
2. If f(x) interpolates the data, f(x) E C;;l, and f@-l)(y) is absolutely 
continuous in [0, 27~3, then 
(19) 7 (f’n’(X))2 dX 2 7 (Xn’“‘(X))2 dX. 
0 0 
Among the numerous references for Lemma 1 one of the earliest is 
[3, Corollary 2 and Theorem 41. For related limit problems see [5]. 
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I. THE NUMBER OF DATA IS ODD: k=%+l. 
1. PROOF OF THE FIRST PART OF THEOREM 2. As we shall frequently 
differentiate Fourier expansions, it is more convenient to write them in 
their complex form, even though all functions concerned are real. Ac- 
cordingly, let 
(l-1) T(x) = 5 cqeu*, (a-j= Sj), 
-h 
be the interpolating polynomial (6). Also let 
P-2) &&4 = 2 c8,&s* = y&) + en(x) 
--oo 
be the Fourier expansion of the spline function, where we write 
(1.3) y&) = i Cj,n ei**, en(x)= 2 c~,~ etax. 
-h 14 >h 
The second part of Lemma 1 shows that 
(1.4 & 7 (s,(“yx))2dxs & “s” (wyX))2dX (n21). 
0 
Differentiating (1.1) and (1.2) and applying Parseval’s relation furnishes 
the inequality 
(14 5 82nlC&nl2 i i pqqp I K2 h2n, 
I=- -m -1 
where we have set Ks = 2 Io~j112. 
Let us show that 
(l-6) lim &x)=0 uniformly in x. 
n+oJ 
Indeed, by the Cauchy inequality we obtain 
(,s;h/c&d2= (,8~;nl%nl~-n)2a( ~1182nlC6,n12)(,r,~~~-2n), 8 
and using (1.5) 
(l-7) 
Since 
2 Ic~,~I IKhnv% where &= 2 .s-~~. 
Ial> h h+l 
(1.8) & < (h+11)2n + *Tl z---~~~X= (h +& 
(1.7) gives 
417 
which implies (1.6). In its turn (1.6), in view of (1.2), shows that 
Y&G) + Y” = w4, as n -+ 00, and therefore 
(l-9) lim vn(x) = T’(x) uniformly in x. R’Q) 
The relations (1.6) and (1.9) imply (15). 1) 
2. PROOF OF THEOREM 3’. For all ?/y subject to (17), the coefficients 
q of the interpolating T(s) will satisfy 1q1 <A, for an appropriate A = A(H). 
From (1.4) we conclude that 
1) The results of [ 11, whose author kindly sent me a preprint, go beyond Theorem 
2 in two directions: 1. Among the data we may have multiple nodes of the Hermite 
type, 2. It is shown that not only (15) holds, but also 
(1’) lim Sn(*)(2)=T(‘)(a) for r=l, 2, . . . . 
O--+00 
Our approach furnishes these results as follows. Let us first assume that there are 
prescribed 2hfl Hermite data. We take it for granted that there exists a unique 
interpolating spline S,(z) of degree 2n-1, as already shown in [3]. Furthermore, 
let T(s) be the interpolating element of tn. Let us show that 
(2’) lim en(‘)(z)=0 uniformly in 2, for V= 1, 2, . . . . 
n-+-x 
For this purpose we wish to estimate 
Let n > v. The Cauchy inequality shows that 
(/&8j’ I%“()‘=( ,8&81” h,nl 181-“+‘)2 5 ,8&@” 1C8,42. ,,,& 8-*(-), 
and using (1.5) 
(3’) 2 181” Ic~,~I $ Kh* 1/z7i;;;;, where RJ,,~= 
II/ >h 
Y). 
On the other hand, on replacing n by n-v in (Ml), we obtain that 
Rh,” $ (h+2)(h+ l)-s(n-v). Substituting into (3’) we get 
This establishes (2’). Since Sn(3~(z~)=T(3)(z,) at the nodes, by assumption, we 
conclude from (2’) that y43)(za) + T(j)(zJ, whence up, + T(z) uniformly in 2. 
This implies that y,,(“)(z) --f T(“)(z) to every iixed v. This and (2’) imply (1’). All 
our results extend to the Hermite case. Of course, we must replace (17) by similar 
restrictions on all ~(9)~ occurring among the data. 
and therefore 
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On the other hand if in (1.5) we replace K2 = z 1~~12 by @ = ~42 = 
= (2h+ l)A2, t i is clear that the relations (1.6) and (1.9) hold also uni- 
formly in the yV subject to (17). For all such yV we therefore have that 
(2-V 2~~~,,~~+2[~-~,~~2>2~01~~2+2~01-~[2-~ if n>N2. 
Finally, in any case 
-&‘r (S,(n)(x))2dx = 
0 
& 4 @%,nl2 B 2lCh,,l2 + 2lC-h,ni2* 
In view of this, (2.1) and (2.2) imply that 
(2.3) q~h12+2142-- < ,h2n _I_q(A.(R))2~~<210rr/2+21a-~12fE 
provided that n > Ns = max (Nr, Na). There remains to observe that the 
representations (6) and (1.1) imply that 
and therefore 
a/& = &(ah - ibn), Lx-h = Q(aJ& + ibn) 
Substituting this into (2.3), we obtain (18). 
II. THE NUMBER OF DATA IS EVEN: k= 2h 
3. PROOF OF THEOREM 1. With the data described by (lo), we con- 
sider the function 
(3.1) y(x) = fi sin y. 
V=l 
This element of rh is the subject of 
LEMMA 2. The highest order terms of v(x) are described by 
(3.2) cos (hx - 4 2 x,,) + lower order terms. 
1 
PROOF. The addition theorem for cosines shows that 
(3.3) sin y sin? = -8 cos (~-.#r+~~))+* GOS x2;Z1 
and this shows that (3.2) is correct for h= 1. Assuming (3.2) to be true 
for h - 1, we write (3.2) for the product n sin ((x - xv)/2) over Y = 3, . . . , 2h. 
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Multiplying the resulting identity with (3.3) and applying again the cosine 




&4=go+ 2 (A ~ cos vx -t B, sin vx), 
1 
P(X) = $6 + 5 (4 cos vx + 6” sin vx) 
1 
be a fixed interpolant of the data (10). Clearly 
(3.6) T(x) = T(x) + hp(x) = & + i (a, cos vx + b, sin VX) 
1 
is the most general interpolant in th of the data (10). Here ah=&+& 
and bn =& +LBrs. To find the proximal interpolant we have to determine 
the parameter 3, from the condition that 
* 
(&-t A&)2 + (61, + U3h)‘J = minimum. 
By differentiation we obtain the relation 
P-7) ahAh + b&Bh = 0. 
From the relation 
ah cos hx + bh sin hx)(A,, cos hx + BI, sin hx) dx = ahAh + bABh 
we see that the equation (3.7) may be interpreted as follows: The inter- 
polant (3.6) is the proximal interpolant if and only if its component of 
highest frequency, i.e. UA cos hz + bh sin ILx, is orthogonal to the component 
of highest frequency of p(x). This component of v(x) is exhibited by (3.2). 
The orthogonality condition just stated shows that the component of 
the prox. int. must be of the form shown in (13). 
4. A LEMMA. Let S,(z) be the spline of degree 2n- 1 interpolating 
the data 
(4.1) (X”, y,), (v=l, ..*, 2h), O<Xl<X2<...<X2h~2~. 
LEMMA 3. Let us choose a fixed abscissa x0 which is digerent, mod .%c, 
from all xv. Then 
(4.2) &(x0) = O(1) as n --f 00. 
PROOF : We already know from Q 1 that the remainder en(x) of (1.2) 
and (1.3) has the property (1.6). Indeed, in the reasoning used there, 
where the T(x) of (1.1) is now the proximal interpolant, the parity of the 
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number of data played no particular role. It follows from (1.6) that 
(4.3) lim yn(xV)=yV (v=l, . . . . 2h). 
(1'00 
Moreover, by (1.4) 
However, the last integral evidently converges to 21~1s + 21o~-n1‘J = ~2 + b$ 
and the above inequality implies that 
& r (y,(~)(x))2dx=O(l) as n + 00. 
Since S&O) -y&o) =e A x0 -+ 0, we see that (4.2) will be established ( ) 
as soon as we show that 
(4.5) yn(xo)=O(l) 
However, (4.6) is readily implied by 
we can write 
as n-too. 
(4.3) and (4.4) as follows. Using (9) 
and (4.4) may be written as 
(4.6) 1 y-(5 yn(&,'"'&))2 &z-O(l). 
n 0 r-0 
At this point we observe that the 2h+ 1 polynomials t,(z) are in th but 
not in th-1. Let us assume that n --f oo through even values. Then 
(-l)+h-V,(")(s) (for Y=O, . . . . 2h) converges to a limit j& co8 hz + qh sin hx 
which does not vanish identically. We obtain a similar non-trivial limit 
for (- 1)(+1)/2h-fV,,(@(z) if n should tend to infinity through odd values. 
In terms of the &-norm in (0, 272) this implies that 
llh-“t,(“)(2)112=0(1) (Y= 1, . . . . 2h), as n -+ 00. 
Now we conclude from (4.3) and (4.6) that 
(4-V lIyn(~o)h-;nto(“)(x)llz = Iy&o)l . Ilh-ntO(n)(~)lli= O(l). 
Since Ilh-%+)(z)ll 2 converges to a positive limit, we see that (4.7) im- 
plies (4.5). 
5. PROOF OF THE SECOND PART OF THEOREM 2. Let A!&(X) be the 
spline of degree 2n - 1 interpolating the data (4.1) and let 
(5.1) T(z) = &xc, + 2 (a, cos dc + b, sin w) 
1 
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be the proximal interpolant of the same data. As in $ 4 we choose a fixed 
zo different from all 5, mod. 27~. 
LEMMA 4. 
(5.2) lim AS&O) = T(xo). 
n-+-J 
PROOF: By Lemma 3 we know that S&O) is bounded as n -+ 00. 
Let us assume that (5.2) does not hold and reach a contradiction. Indeed, 
let us assume that if n -+ co through a sequence of increasing values 
(which we again denote by n) then 
(5.3) lim S&O) = 7 #T(xo). 
n+m 
Let 
(5.4) Tn(z)=@o,n+ $ (%,?a cos Y~+b,,n sin YX) 
v-1 
be the element of rh interpolating the data (4.1) and also 
(5.5) T&O) =&(x0). 
Next we observe that S,(z) is also the spline function interpolating the 
odd number of data X,(x0), yV at ZO, x,, respectively. We therefore con- 
clude from Theorem 3’ that 
(5.6) & 7 (S,(n))2d~-(u~,,+bf,,) <E if n>N. 
0 I 
Moreover, let 
(5.7) !P(z) = @O + i (4 co8 YX + 6, sin YZ) 
be the interpolant of (4.1) such that 
(5.8) T&o) = q. 
From (5.3), and therefore Tn(xo) --f p(xo), we conclude that 
(5.9) lim (cx~,~ + &,,) = (iha + bh2. n-F00 
This and (5.6) show that 
Quite evident is also the relation 
(5.11) 
,!!!t nh2n o 
L- “s” (T(q2dx=ah2+bn2. 
422 
However, the minimal property of S,(z) (19) as an interpolant of the 
data (4.1) shows that 
(5.12) 
But then (5.10) and (5.11) imply that 
(5.13) dh2 + 6h2 5 ah2 + bh2. 
On the other hand our assumption that q #T(Q) and the minimal property 
of the prox. int. T(z) of the data (4.1), implies that 
(5.14) dn2 f 6h2 > ah2 + b$. 
The contradictory results (5.13) and (5.14) establish Lemma 4. 
We can now complete a proof of the second part of Theorem 2 in a 
few lines. Indeed, the decomposition (1.2), (1.3) and the property (1.6), 
which holds also in the present even case, show that 
lim y%(q)= lim S,(X,)=T(EX~) (v=O, . . . . 2h) 
n-+m n+a, 
and therefore yn(x) converges uniformly to T(z). Hence 
II&&) - vmTa 5 IIYn(4 - w4llm+ ll@n(~)lloo -+ 0 
and this establishes the result. 
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