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Abstract
In this article, we solve a deterministically generalized interpolation prob-
lem by a stochastic approach. We introduce a kernel-based probability mea-
sure on a Banach space by a covariance kernel which is defined on the dual
space of the Banach space. The kernel-based probability measure provides
a numerical tool to construct and analyze the kernel-based estimators condi-
tioned on non-noise data or noisy data including algorithms and error analy-
sis. Same as meshfree methods, we can also obtain the kernel-based approx-
imate solutions of elliptic partial differential equations by the kernel-based
probability measure.
Key words: Kernel-based approximation method, generalized interpo-
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1 Introduction
Kernel-based approximation methods are fundamental approaches of meshfree
methods in [2, 5, 21] and statistical learning in [10, 18, 19]. The kernel-based ap-
proximation methods are known by a variety of names in the monographs includ-
ing scattered data approximation, radial basis function, kernel-based collocation,
smoothing spline, Gaussian process regression, and kriging. The papers [17, 22]
and the book [6] presented that the kernel-based estimators of deterministic and
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stochastic interpolations had mathematically equivalent formulas. In the papers
[24, 25, 26], we combined the theory and knowledge of numerical analysis, re-
gression analysis, and stochastic analysis to introduce a concept of kernel-based
probability measures on Sobolev spaces to improve the kernel-based approxima-
tion methods in high-dimensional interpolations and numerical solutions of partial
differential equations.
In this article, we generalize the definitions and theorems of original kernel-
based probability measures such that we can construct the kernel-based estimators
of generalized interpolations in Banach spaces. Different from the classical numer-
ical methods, we will solve a deterministically generalized interpolation problem
by a stochastic approach. Now we show the main idea by a simple example. For
the standard interpolation problem, we have the data
(x1, f1), . . . , (xn, fn) ∈ D × R,
whereD is a domain of Rd. By the meshfree methods, for another location x ∈ D,
we use a positive definite kernel K : D ×D → R to construct the kernel basis
K(x, x1), . . . ,K(x, xn),
to approximate the unknown value at x dependent of the interpolation conditions.
For the Hermite-Birkhoff interpolation problem, we have the data
(
δx1 ◦ ∆, f1
)
, . . . ,
(
δxn ◦ ∆, fn
) ∈ C2(D)∗ × R,
where δx is the point evaluation function at x, ∆ is the Laplace operator, and C
2(D)∗
is the dual space of C2(D). If K ∈ C4(D ×D), then we have the kernel basis
∆yK(x, y)|y=x1 , . . . ,∆yK(x, y)|y=xn ,
to construct the estimator. For the generalized interpolation problem discussed
here, we have the data
(L1, f1), . . . , (Ln, fn) ∈ B∗ × R,
where B∗ is the dual space of a Banach space B. By the probability theory, we
introduce a kernel-based probability measure P
µ
K on the Banach space B with
a mean µ ∈ B and a covariance kernel K : B∗ × B∗ → R. Moreover, we
will compute the estimator by the average over the interpolation event An :=
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{ω ∈ B : L1ω = f1, . . . , Lnω = fn} measured by PµK . If δx ∈ B∗, then the estima-
tor is a linear combination of the kernel basis
K(δx, L1), . . . ,K(δx, Ln),
where its coefficients are solved by a related linear system. In meshfree methods,
the inner products of reproducing kernel Hilbert spaces are used to compute the
kernel-based estimators from deterministic data. In kriging methods, the covari-
ances of random variables are used to compute the kernel-based estimators from
random data. By using the kernel-based probability measures on Banach spaces,
we connect the dual-bilinear products of Banach spaces and the covariances of
Gaussian processes to construct the kernel-based estimators from the determinis-
tic data. This indicates that approximation theory could be redone in a stochastic
framework.
Finally, we give the outlines of this article. In Section 2, we introduce kernel-
based probability measures on Banach spaces. Definition 2.2 shows that the kernel-
based probability measure is primarily dependent on the covariance kernels. More-
over, we illustrate the construction of covariance kernels by the positive definite
kernels as shown in Example 2.4. The covariance kernels can be viewed as a gen-
eralization of the classical positive definite kernels in meshfree methods. Then,
we construct and analyze kernel-based estimators by the kernel-based probability
measures in Section 3. In Theorems 3.4 and 3.5, we obtain the kernel-based esti-
mators conditioned on non-noise data and noisy data mentioned in Examples 3.1
and 3.2, respectively. We also investigate the error analysis of kernel-based estima-
tors by the kernel-based probability measures such as the convergence in Theorems
3.10 and 3.12 and the error bounds in Theorems 3.14 and 3.16. This indicates that
deterministic numerical problems could be solved by a stochastic approach. In
Section 4, we apply the kernel-based probability measures to construct the kernel-
based estimators to approximate the solutions of elliptic partial differential equa-
tions. This article gives the general theorems of interpolations by the kernel-based
probability measures. In the next article, we will investigate many research top-
ics of meshfree methods by the kernel-based probability measures, for example,
multiple-kernel approximation, optimal designs of kernel basis, and kernel-based
solutions of stochastic differential equations.
3
2 Kernel-based Probability Measures on Banach Spaces
In this section, by the theorems of Gaussian measures on Banach spaces in
[20, Chapter VIII], we generalize the original concept of kernel-based probability
measures on Sobolev spaces in [26]. We will investigate the kernel-based approx-
imation methods of deterministic data by the kernel-based probability measures
in Section 3. Roughly, the kernel-based probability measures can be viewed as a
generalization of Wiener measures.
Example 2.1. Let C([0, 1]) be the collection of all real continuous functions on
[0, 1] endowed with uniform norm. Let FC([0,1]) be the Borel σ-algebra of C([0, 1]).
The structure theorem of Wiener measures shows that there exists a probability
measure PW on the measurable space
(
C([0, 1]),FC([0,1])
)
such that the coordinate
mapping process Wt(ω) := ω(t) for ω ∈ C([0, 1]) is a standard Brownian motion
on the probability space
(
C([0, 1]),FC([0,1]) , PW
)
. The probability measure PW and
the probability space
(
C([0, 1]),FC([0,1]), PW
)
are known as Wiener measure and
Wiener space, respectively. The Brownian motion W is a Gaussian process with
the mean 0 and the covariance kernel K(t, s) := min{t, s}. To be more precise, for
any n ∈ N and any t1, . . . , tn ∈ [0, 1], the random vector WT :=
(
Wt1 , . . . ,Wtn
)T
has a multivariate normal distribution with the mean vector 0 and the covariance
matrix AK,T :=
(
K(t j, tk)
)n,n
j,k=1
, where T := {t1, . . . , tn}. Moreover, the min kernel
K is a symmetric positive definite kernel. The normed space C([0, 1]) is a Banach
space. The dual space of C([0, 1]) is rca([0, 1]) which is the collection of all Radon
measures on [0, 1] endowed with total variation, and the dual bilinear product on
C([0, 1]) × rca([0, 1]) has the form
〈ω, ν〉C([0,1]) =
∫ 1
0
ω(t)ν(dt), for ω ∈ C([0, 1]) and ν ∈ rca([0, 1]).
We also have that
E
( ∫ 1
0
Wtν1(dt)
∫ 1
0
Wsν2(ds)
)
=
∫ 1
0
∫ 1
0
K(t, s)ν1(dt)ν2(ds),
for ν1, ν2 ∈ rca([0, 1]). More details are mentioned in [20, Section 8.1].
With the same idea of Wiener measures, we introduce kernel-based probability
measures on Banach spaces. Let B be a real Banach space which is a real complete
normed vector space. Let B∗ be the dual space of B which consists of all real
bounded linear functionals onB. We define the dual bilinear product 〈ω, L〉B := Lω
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for ω ∈ B and L ∈ B∗. Given any finite many functionals L1, . . . , Ln ∈ B∗, we
define a vector operator
Lnω := (〈ω, L1〉B, · · · , 〈ω, Ln〉B)T , for ω ∈ B.
Clearly, Ln is a bounded linear operator from B into Rn. Let K : B∗ × B∗ → R be
a kernel. Based on K and Ln, we define a squared matrix
AK ,Ln :=

K(L1, L1) · · · K(L1, Ln)
...
. . .
...
K(Ln, L1) · · · K(Ln, Ln)
 ∈ Rn×n. (2.1)
Let FB be the Borel σ-algebra of B which is the collection of all Borel sets in B.
Thus, the pair (B,FB) can be viewed as a measurable space. If the measurable
space (B,FB) is endowed with a probability measure P such that (B,FB, P) be-
comes a probability space, then we call P a Borel probability measure on B. For
any L ∈ B∗, the random variable
S L(ω) := 〈ω, L〉B, for ω ∈ B, (2.2)
is well-defined on the probability space (B,FB, P). This shows that S can be
viewed as a stochastic process on (B,FB, P) indexed by functionals in B∗. More-
over, the stochastic process S is called a Gaussian process on the probability space
(B,FB, P) with the mean µ ∈ B and the covariance kernel K : B∗ × B∗ → R if for
any n ∈ N and any L1, . . . , Ln ∈ B∗, the random vector
SLn :=
(
S L1 , . . . , S Ln
)T
, or SLn(ω) := Lnω, for ω ∈ B,
has a multivariate normal distribution with the mean vectorLnµ and the covariance
matrix AK ,Ln . The covariances of Gaussian processes can be viewed as general-
ization of the covariances of intrinsic random functions in [16]. By the extension
of covariance kernels on dual spaces, we generalize the definition of kernel-based
probability measures in [26, Definition 2].
Definition 2.2. A Borel probability measure P
µ
K on a Banach space B is said a
kernel-based probability measure on B with a mean µ ∈ B and a covariance kernel
K : B∗×B∗ → R if the stochastic process S in equation (2.2) is a Gaussian process
on the probability space
(B,FB, PµK ) with the mean µ and the covariance kernel K .
The measurable space (B,FB) endowed with PµK is said a kernel-based probability
space
(B,FB, PµK ).
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Since S is a Gaussian process on B, then PµK is a Gaussian measure on B. If
µ = 0, then P
µ
K is a centered Gaussian measure. If Var (S L) = Cov(S L, S L) =
K (L, L) > 0 for all L ∈ B∗\{0}, then PµK is a non-degenerate Gaussian measure.
The kernel-based probability measure P
µ
K is a non-degenerate centered Gaussian
measure if and only if µ = 0 and E |S L|2 = K (L, L) > 0 for all L ∈ B∗\{0}.
The normal density functions from the Gaussian measures will be used to compute
the kernel-based estimators. In this article, for the generalized interpolations, we
focus on the constructions of kernel-based estimators by the covariance kernels.
Therefore, the special Gaussian measures are recalled the kernel-based probability
measures to avoid the confusion of the different research areas such as approxima-
tion theory and probability theory.
Proposition 2.3. IfK is a covariance kernel of a kernel-based probability measure
P
µ
K on a Banach space B, then for any n ∈ N and any L1, . . . , Ln ∈ B∗, the matrix
AK ,Ln is a symmetric positive definite matrix.
Proof. Based on Definition 2.2, the matrix AK ,Ln is the covariance matrix of the
multivariate normal vector SLn . Since each covariance matrix is a symmetric posi-
tive definite matrix, the property of AK ,Ln can be proved. 
Let K be a positive definite kernel on a domain D ⊆ Rd. Thus, for any n ∈ N
and any x1, . . . , xn ∈ D, the matrix AK,X :=
(
K(x j, xk)
)n,n
j,k=1 is a symmetric positive
definite matrix, where X := {x1, . . . , xn}. By [21, Theorem 10.10], there exists the
unique reproducing kernel Hilbert space HK(D) with the reproducing kernel K.
By the reproducing properties, the point evaluation functions δx, δy ∈ HK(D)∗
and the inner product
(
δx, δy
)
HK (D)∗ = K(x, y) for x, y ∈ D. Thus, AK,X =((
δx j , δxk
)
HK (D)∗
)n,n
j,k=1. Moreover, [21, Theorem 16.7] shows that (L1, L2)HK (D)∗ =
L1,xL2,yK(x, y) for L1, L2 ∈ HK(D)∗. Thus, the kernelK(L1, L2) := L1,xL2,yK(x, y)
is well-defined onHK(D)∗. This shows that the covariance kernels of kernel-based
probability measures can be viewed as a generalization of the classical positive
definite kernels in meshfree methods.
In Example 2.1, the classical Wiener measure is a kernel-based probability
measure on C([0, 1]) with the mean 0 and the covariance kernel
K(ν1, ν2) :=
∫ 1
0
∫ 1
0
min {t, s} ν1(dt)ν2(ds), for ν1, ν2 ∈ rca([0, 1]).
We will give another example of kernel-based probability measures on Sobolev
spaces in [24, 25, 26].
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Example 2.4. Suppose thatD ⊆ Rd is a regular and compact domain. LetHm(D)
be the real L2-based Sobolev space of the order m > d/2, that is,
Hm(D) :=
{
ω ∈ L2(D) : Dαω ∈ L2(D) for α ∈ Nd0 and |α| ≤ m
}
,
where Dα is the partial derivative of the order α. Suppose that µ ∈ Hm(D). Let K
be a symmetric strictly positive definite kernel onD. Suppose that K ∈ C2m(D×D)
and K has the 2mth partial derivatives with Lipschitz conditions. By [24, Theo-
rem 6.1] and [26, Theorem 1], there exists a kernel-based probability measure P
µ
K
onHm(D) with the mean µ and the covariance kernel
K(L1, L2) := L1,xL2,yK(x, y), for L1, L2 ∈ Hm(D)∗,
where the notations Lx and Ly represent an operator L acting on the first argument x
and the second argument y of the kernel K(x, y), respectively. Specially, we define
a linear functional
ϑα(ω) :=
∫
D
(
Dαω
)
(x)ϕ(x)dx, for ω ∈ Hm(D),
where |α| ≤ m and ϕ ∈ C∞
0
(D). Thus, we have that ϑα ∈ Hm(D)∗. This shows that
K(ϑα1 , ϑα2) = ∫
D
∫
D
D
α1
x D
α2
y K(x, y)ϕ(x)ϕ(y)dxdy,
for |α1| , |α2| ≤ m. Moreover, Sobolev imbedding theorem guarantees that δx◦Dα ∈
Hm(D)∗ for x ∈ D and |α| < m − d/2. This shows that
K(δz1 ◦ Dα1 , δz2 ◦ Dα2) = Dα1x Dα2y K(x, y)|x=z1,y=z2 ,
for z1, z2 ∈ D and |α1| , |α2| < m − d/2.
We already know that the reproducing kernel Hilbert spaces of Sobolev-spline
kernels are equivalent to the Sobolev space. For a general reproducing kernel
K ∈ H2m(D × D) for m > d/2, [3, Theorem 3.1] assures that there exists the
kernel-based probability measure P
µ
K on HK(D) with the mean µ ∈ HK(D) and
the covariance kernel
K (L1, L2) :=
∫
D
L1,xK(x, t)L2,yK(y, t)dt, for L1, L2 ∈ HK(D)∗.
Thus, the kernel-based probability measures on Banach spaces in Definition 2.2
can be viewed as a generalization of original kernel-based probability measures on
reproducing kernel Hilbert spaces in [3, 7, 8] or Sobolev spaces in [24, 25, 26].
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Proposition 2.5. If P
µ
K is a kernel-based probability measure on a Banach space
B, then for any L ∈ B∗, the random variable S L satisfies that
E |S L|2 ≤ C ‖L‖2B∗ ,
where the constant C ≥ 0 is independent of L.
Proof. Based on the Fernique’s theorem, we have the nonnegative constant
C :=
∫
B
‖ω‖2B PµK (dω) < ∞.
Equation (2.2) shows that
|S L(ω)|2 = |〈ω, L〉B|2 ≤ ‖L‖2B∗ ‖ω‖2B , for all ω ∈ B. (2.3)
Integrating the both sides of equation (2.3), we complete the proof. 
Let L2(B,FB, PµK ) be a collection of all random variables on the kernel-based
probability space
(B,FB, PµK ) with finite second moments. Since E |S L|2 = (Lµ)2+
K(L, L) < ∞ for L ∈ B∗, we have that S L ∈ L2(B,FB, PµK ). Let HS be the
competition of the linear space span {S L : L ∈ B∗} by the second-moment norm.
Clearly HS is a closed subspace of L2(B,FB, PµK ). Thus, HS is a Hilbert space
endowed with the inner product
(U,V)HS = E (UV) , for U,V ∈ HS .
Proposition 2.6. If K(L, L) > 0 for all L ∈ B∗\{0}, then the dual space B∗ is
imbedded in the Hilbert space HS .
Proof. By equation (2.2), the Gaussian process S can be viewed as a linear map
from B∗ intoHS . By Proposition 2.5, the map S is continuous.
If we verify that S is a bijective map, then the proof is complete. We take any
L1, L2 ∈ B∗ such that L1 , L2. Let L := L1 − L2. Then, L , 0. So, E
∣∣∣S L1 − S L2 ∣∣∣2 =
E |S L|2 = (Lµ)2 + K(L, L) > 0. This shows that S L1 , S L2 . Therefore, the map S
is bijective. 
In this article, we only look at the basic theorems of kernel-based probability
measures. Another theorems of kernel-based probability measures can be obtained
by the same methods as shown in [1, Chapter 4] and [20, Chapter VIII]. The kernel-
based probability measure will be viewed as a numerical tool to renew the kernel-
based approximation methods as follows.
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3 Generalized Interpolations by Kernel-based Probabil-
ity Measures
In this section, we show kernel-based approximation methods by kernel-based
probability measures. To be more precise, we construct and analyze the kernel-
based estimators conditioned on the given data by the kernel-based probability
measures.
In approximation problems, for an unknown element u in the Banach space B
and a given functional L in the dual space B∗, we want to estimate the value Lu
conditioned on the given data evaluated by u. The element u can be viewed as an
exact solution in B. But the exact value Lu is always unknown or uncomputable.
Thus, we need to approximate Lu with a numerical method.
Let P
µ
K be a kernel-based probability measure on B with a mean µ ∈ B and a
covariance kernelK : B∗×B∗ → R in Definition 2.2. The kernel-based probability
measure P
µ
K provides a numerical tool to compute kernel-based estimators. To be
more precise, we will construct the kernel-based estimators to approximate Lu by
the covariance kernel K . For convenience, the mean µ and the covariance kernel
K are always fixed in this section.
We look at the collection A of all elements in B satisfying the generalized
interpolation conditions. Roughly, A is a certain set of “conditions” known to
occur. We call the subset A an interpolation event. We always think that u ∈ A.
The kernel-based estimators will be computed from the average over A measured
by P
µ
K . Specially, we illustrate two examples ofA based on non-noise data or noisy
data.
Example 3.1. The non-noise data
(L1, f1), . . . , (Ln, fn) ∈ B∗ × R,
are evaluated by the element u ∈ B, that is,
〈u, L1〉B = f1, . . . , 〈u, Ln〉B = fn.
For the interpolation, we define the interpolation event
An :=
{
ω ∈ B : Lnω = fn
}
,
where Ln := (L1, · · · , Ln)T and f n := ( f1, · · · , fn)T . It is obvious that u ∈ An and
An includes all elements in B satisfying the generalized interpolation conditions.
9
According to equation (2.2), An can be rewritten by the Gaussian process S , that
is,
An =
{
ω ∈ B : SLn (ω) = fn
}
. (3.1)
Since Ln is linear and continuous on B, the setAn is a closed affine set of B. Thus
An belongs to the Borel σ-algebra FB.
Let Bn(z, r) := {v ∈ Rn : ‖v − z‖2 ≤ r} be the closed ball centered at z ∈ Rn with
the radius r > 0. Thus, we have that Bn(z, r) = z + Bn(0, r).
Example 3.2. The noisy data
(
L1, fˆ1
)
, . . . ,
(
Ln, fˆn
) ∈ B∗ × R,
are evaluated by the element u ∈ B for the noise margin ǫn > 0, that is,
〈u, L1〉B = fˆ1 + ξ1, . . . , 〈u, Ln〉B = fˆn + ξn,
where
ξ21 + · · · + ξ2n ≤ ǫ2n .
To fit the noisy data, we define the interpolation event
Aǫnn :=
{
ω ∈ B : Lnω ∈ Bn
(
fˆn, ǫn
)}
,
where Ln := (L1, · · · , Ln)T and fˆn :=
(
fˆ1, · · · , fˆn
)T
. We observe that u ∈ Aǫnn
and Aǫnn includes all elements in B interpolating the noisy data in the confidence
region. Comparing with Example 3.1, we find that
∥∥∥ fn − fˆn∥∥∥2 ≤ ǫn. This shows
that An ⊆ Aǫnn and Aǫnn is closed to An when ǫn → 0. Moreover, Aǫnn can be
rewritten as
Aǫnn =
{
ω ∈ B : SLn(ω) ∈ Bn
(
fˆn, ǫn
)}
. (3.2)
Since Bn
(
fˆ n, ǫn
)
is a closed ball of Rn, we have that Aǫnn ∈ FB.
In the beginning, we illustrate the notations. Given finite many L1, . . . , Ln ∈ B∗,
we let Ln := (L1, · · · , Ln)T . All non-noise data values f n or noisy data values fˆn
are evaluated by the exact solution u ∈ B acting on Ln same as Examples 3.1 or
3.2, that is, fn := Lnu or fˆn := Lnu + ξn where ξn ∈ Bn
(
0, ǫn
)
. Moreover, we
define a map ρn from ∪m≥nRm into Rn as
ρn(ζ) := z, for ζ :=
z
e
 ∈ Rm, z ∈ Rn, e ∈ Rm−n, and m ≥ n.
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This shows that f n = ρn
(
fn+1
)
. But fˆn may not be equal to ρn
(
fˆn+1
)
.
The Gaussian process S is defined on
(B,FB, PµK) in equation (2.2). Thus, we
have the multivariate normal random variables S L and SLn . Let pL,Ln(z, z) and
pLn(z) be the joint probability density functions of
(
S L, SLn
)
and SLn , respectively.
Let pL|Ln(z|z) be the conditional probability density function of S L given SLn . We
define a vector function
bK ,Ln(L) := (K(L, L1), · · · ,K(L, Ln))T , for L ∈ B∗.
This shows that bK ,Ln is a map from B∗ into Rn and bK ,Ln(L) = E(S LSLn) −
E(S L)E(SLn). Clearly bK ,Ln composes of the kernel basis K(·, L1), . . . ,K(·, Ln).
The covariance matrix AK ,Ln of SLn is defined in equation (2.1). Proposition 2.3
shows that AK ,Ln is a symmetric positive definite matrix. This assures that the
pseudo inverse A
†
K ,Ln of AK ,Ln is well-defined, that is,
AK ,LnA
†
K ,LnAK ,Ln = AK ,Ln and A
†
K ,LnAK ,LnA
†
K ,Ln = A
†
K ,Ln .
If AK ,Ln = 0, then A
†
K ,Ln = 0. Since the kernel-based estimators are mainly depen-
dent of AK ,Ln as follows, the algorithms and theorems of kernel-based estimators
will be trivial when AK ,Ln = 0. To simplify the discussions, we suppose that AK ,Ln
is not equal to 0 in this section. Let λmin
(
AK ,Ln
)
be the smallest positive eigenvalue
of AK ,Ln .
3.1 Representations of Kernel-based Estimators
Given the interpolation event A ∈ FB, we know that the unknown solution
u ∈ A. Each ω ∈ A could be a solution. To avoid missing any element in A,
the estimator at the fixed L ∈ B∗ is evaluated by the average over A. The kernel-
based probability measure P
µ
K provides a numerical tool to compute the average to
estimate the value Lu. When P
µ
K (A) > 0, the average can be written as
1
P
µ
K (A)
∫
A
〈ω, L〉BPµK (dω) =
∫
B
〈ω, L〉BPµK (dω|A).
Therefore, the kernel-based estimator sA(L) at L conditioned onA is defined by
sA(L) :=
∫
B
〈ω, L〉BPµK (dω|A). (3.3)
Clearly, sA(L) is still well-defined when P
µ
K (A) = 0. Using the Gaussian pro-
cess S in equation (2.2), the kernel-based estimator sA(L) can be rewritten by the
conditional mean.
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Proposition 3.3. If the interpolation event A ∈ FB, then for any L ∈ B∗, the
kernel-based estimator sA(L) can be written as
sA(L) = E (S L|A) . (3.4)
Proof. Since S L(ω) = 〈ω, L〉B for ω ∈ B, equation (3.3) can be rewritten as
sA(L) =
∫
B
S L(ω)P
µ
K (dω|A) = E (S L|A) .

Next, we look at explicit formulas of kernel-based estimators conditioned on
the special interpolation eventsAn andAǫnn in Examples 3.1 and 3.2, respectively.
Theorem 3.4. If the interpolation event An based on the non-noise data (Ln, fn)
is the same as Example 3.1, then for any L ∈ B∗, the kernel-based estimator sAn(L)
can be written as
sAn(L) = Lµ + bK ,Ln(L)
T
A
†
K ,Ln ( fn −Lnµ). (3.5)
Proof. Based on equation (3.1), we have that
E (S L|An) = E
(
S L|SLn = fn
)
. (3.6)
Since the Gaussian process S has the mean µ and the covariance kernel K , the
random variables
(
S L, SLn
)
have a joint normal distribution with the mean vector Lµ
Lnµ
 ,
and the covariance matrix K(L, L) bK ,Ln(L)T
bK ,Ln(L) AK ,Ln
 .
This shows that the conditional normal density function pL|Ln can be written as
pL|Ln(z|z) =
1√
2πσL|Ln
exp
−
(
z − mL|Ln(z)
)2
2σ2
L|Ln
 , for z ∈ R and z ∈ Rn, (3.7)
where the mean
mL|Ln(z) := Lµ + bK ,Ln (L)
T
A
†
K ,Ln(z −Lnµ), (3.8)
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and the variance
σ2L|Ln := K(L, L) − bK ,Ln(L)
T
A
†
K ,Ln bK ,Ln(L). (3.9)
Thus, the conditional mean E
(
S L|SLn = fn
)
can be computed by pL|Ln , that is,
E
(
S L|SLn = fn
)
=
∫
R
vpL|Ln(z| f n)dz = mL|Ln( f n). (3.10)
Putting equations (3.6) and (3.10) into equation (3.4), we have that
sAn(L) = mL|Ln( fn).

Let
ψLn(z) := exp
(
−1
2
(z −Lnµ)T A†K ,Ln (z −Lnµ)
)
, for z ∈ Rn.
Thus, the normal density function pLn can be written as
pLn (z) =
ψLn (z)
(2π)n/2
√
det†
(
AK ,Ln
) , for z ∈ Rn,
where det† is the pseudo determinant. Let IB be the indicator function of the subset
B, that is, IB(z) = 1 if z ∈ B otherwise IB(z) = 0. We define a vector function
η
ǫn
K ,Ln(z) :=
∫
Bn(z,ǫn)
vψLn(v)dv∫
Bn(z,ǫn)
ψLn(v)dv
, for z ∈ Rn.
Thus, we have that
η
ǫn
K ,Ln(z) =
∫
Rn
vpLn (v)IBn(0,ǫn)(z − v)dv∫
Rn
pLn(v)IBn(0,ǫn)(z − v)dv
. (3.11)
This shows that η
ǫn
K ,Ln
(
fˆn
)
is the truncated mean of the multivariate normal vector
SLn conditioned on SLn ∈ Bn
(
fˆn, ǫn
)
, that is,
η
ǫn
K ,Ln
(
fˆ n
)
= E
(
SLn
∣∣∣SLn ∈ Bn( fˆn, ǫn)) =
∫
Aǫnn
LnωP
µ
K (dω).
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Thus, we know that η
ǫn
K ,Ln
(
fˆ n
)
is the average over Bn
(
fˆn, ǫn
)
measured by P
µ
K .
Therefore, we have that
η
ǫn
K ,Ln
(
fˆn
) ∈ Bn( fˆn, ǫn),
and
lim
ǫn→0
η
ǫn
K ,Ln
(
fˆn
)
= fn.
Theorem 3.5. If the interpolation event Aǫnn based on the noisy data (Ln, fˆn) and
the noise margin ǫn is the same as Example 3.2, then for any L ∈ B∗, the kernel-
based estimator sAǫnn (L) can be written as
sAǫnn (L) = Lµ + bK ,Ln(L)
T
A
†
K ,Ln
(
η
ǫn
K ,Ln
(
fˆn
) −Lnµ) . (3.12)
Proof. Based on equation (3.2), we have that
sAǫnn (L) = E
(
S L|Aǫnn
)
= E
(
S L
∣∣∣SLn ∈ Bn( fˆ n, ǫn)) . (3.13)
The normal distributions of S L and SLn show that
E
(
S L
∣∣∣SLn ∈ Bn( fˆn, ǫn)) =
∫
R
∫
Bn( fˆ n,ǫn)
zpL,Ln(z, v)dvdz∫
Bn( fˆ n,ǫn)
pLn(v)dv
(3.14)
Replacing z = fˆn in equation (3.11), we have that
η
ǫn
K ,Ln
(
fˆ n
)
=
∫
Rn
vpLn (v)IBn(0,ǫn)
(
fˆn − v
)
dv∫
Rn
pLn(v)IBn(0,ǫn)
(
fˆ n − v
)
dv
. (3.15)
Since pL,Ln (z, v) = pL|Ln (z|v) pLn(v), we know that∫
R
zpL,Ln(z, v)dz = pLn (v)
∫
R
zpL|Ln (z|v)dz = mL|Ln(v)pLn(v). (3.16)
Integrating the both sides of equation (3.16) with respect to v, we have that∫
Bn( fˆ n,ǫn)
∫
R
zpL,Ln(z, v)dzdv =
∫
Rn
∫
R
zpL,Ln(z, v)IBn(0,ǫn)
(
fˆn − v
)
dvdv
=
∫
Rn
(
Lµ + bK ,Ln(L)
T
A
†
K ,Ln (v −Lnµ)
)
pLn(v)IBn(0,ǫn)
(
fˆn − v
)
dv
(3.17)
Putting equations (3.15) and (3.17) into equation (3.14), we compute that the con-
ditional mean
E
(
S L
∣∣∣SLn ∈ Bn( fˆn, ǫn)) = Lµ + bK ,Ln(L)TA†K ,Ln (ηǫnK ,Ln( fˆn) −Lnµ) . (3.18)
Combining equations (3.13) and (3.18), we complete the proof. 
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Based on Theorems 3.4 and 3.5, we give the definition of kernel-based estima-
tors conditioned on the given data.
Definition 3.6. The estimator sAn(L) in equation (3.5) is called a kernel-based esti-
mator at the functional L conditioned on the non-noise data (Ln, fn). The estimator
sAǫnn (L) in equation (3.12) is called a kernel-based estimator at the functional L con-
ditioned on the noisy data
(
Ln, fˆn
)
and the noise margin ǫn. Specially, we rewrite
sAn(L) and sAǫnn (L) as sLn, fn(L) and sLn, fˆn,ǫn(L)
1, respectively.
Corollary 3.7. The kernel-based estimators sLn, f n(L) and sLn, fˆn ,ǫn
(L) in Theorems
3.4 and 3.5 can be rewritten as
sLn, f n(L) = Lµ + bK ,Ln(L)
T cn and sLn, fˆn,ǫn
(L) = Lµ + bK ,Ln (L)
T cˆn,
respectively, where cn and cˆn are the least-squared solutions of the linear systems
AK ,Ln cn = fn −Lnµ and AK ,Ln cˆn = ηǫnK ,Ln
(
fˆn
) −Lnµ,
respectively.
Proof. Theorems 3.4 and 3.5 show that the kernel-based estimators sLn, f n(L) and
s
Ln, fˆ n,ǫn
(L) have the forms of
sLn, fn(L) = Lµ + bK ,Ln(L)
T
A
†
K ,Ln
(
fn −Lnµ
)
,
and
s
Ln, fˆn,ǫn
(L) = Lµ + bK ,Ln(L)
T
A
†
K ,Ln
(
η
ǫn
K ,Ln
(
fˆn
) −Lnµ) .
Since AK ,Ln is a symmetric positive definite matrix, we know that c := A
†
K ,Lne is a
minimizer of the least-squared problem∥∥∥AK ,Ln c − e∥∥∥2 = minz∈Rn
∥∥∥AK ,Ln z − e∥∥∥2 ,
for any e ∈ Rn. Replacing e to fn − Lnµ or ηǫK ,Ln
(
fˆ n
) − Lnµ, we complete the
proof. 
Corollary 3.8. The coefficients cn and cˆn in Corollary 3.7 have the bound
‖cn − cˆn‖2 ≤
2ǫn
λmin
(
AK ,Ln
) .
1In this article, the mean µ and the kernel K are always fixed in computation of sLn , f n (L) and
s
Ln , fˆ n ,ǫn
(L). To simplify the notations, we do not index µ and K at the kernel-based estimators.
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Proof. Let en := f n − ηǫnK ,Ln
(
fˆn
)
. Thus, cn − cˆn = A†K ,Lnen. Since fn, η
ǫn
K ,Ln
(
fˆn
) ∈
Bn
(
fˆn, ǫn
)
, we have that ‖en‖2 ≤ 2ǫn. Therefore, we know that
‖cn − cˆn‖2 ≤
∥∥∥∥A†K ,Ln
∥∥∥∥
2
‖en‖2 ≤
2ǫn
λmin
(
AK ,Ln
) .

3.2 Convergence of Kernel-based Estimators
Let {An : n ∈ N} ⊆ FB be a collection of interpolation events. Thus, we obtain
the kernel-based estimators
{
sAn(L) : n ∈ N
}
in Proposition 3.3. Now we show
the convergence of sAn(L) to the exact value Lu by the kernel-based probability
measure P
µ
K . Let BB(0, r) :=
{
ω ∈ B : ‖ω‖B ≤ r
}
be the closed ball centered at the
origin 0 with the radius r > 0. LetA∞ := ∩n∈NAn.
Proposition 3.9. If the interpolation events {An : n ∈ N} ⊆ FB satisfy that
BB(0, r) ⊇ A1 ⊇ . . . ⊇ An ⊇ . . . ⊇ A∞ = {u} , (3.19)
then for any L ∈ B∗, the kernel-based estimator sAn(L) converges to the exact value
Lu when n → ∞.
Proof. Let a := Lu. For n ∈ N, we define the probability measure
νn(A) := P
µ
K (S L ∈ A|An) , for any open set A in R. (3.20)
Since An ∈ FB for all n ∈ N, the intersection A∞ ∈ FB. The decreasing mono-
tonicity ofAn in equation (3.19) shows that
lim
n→∞ P
µ
K (S L ∈ A|An) = P
µ
K (S L ∈ A|A∞)
Thus, we have that
lim
n→∞ νn(A) = δa(A),
where δa is the Dirac delta measure at a. The Portmanteau theorem assures that νn
converges to δa when n → ∞. Moreover, the Skorokhod’s representation theorem
assures that there exist random variables {Zn : n ∈ N} defined on a common proba-
bility space
(
[0, 1],F[0,1], ν∗
)
such that Zn has the probability distribution νn and Zn
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converges to a almost surely when n → ∞, where F[0,1] is the Borel σ-algebra of
[0, 1] and ν∗ is the Lebesgue measure. This shows that
E (S L|An) =
∫
R
zνn(dz) = E(Zn). (3.21)
Putting equation (3.4) into equation (3.21), we have that
sAn(L) = E(Zn). (3.22)
Let M := r ‖L‖B∗ . SinceAn ⊆ BB(0, r), we have that
|〈ω, L〉B| ≤ ‖L‖B∗ ‖ω‖B ≤ M, for all ω ∈ An.
This shows that
νn
(
[−M,M]) = PµK (S L ∈ [−M,M]|An) = 1.
Thus, |Zn| ≤ M almost surely. By the bounded convergence theorem, we know that
Zn converges to a in L1-based mean when n →∞. Therefore, we have that
lim
n→∞E(Zn) = a. (3.23)
Combining equations (3.22) and (3.23), we conclude that
lim
n→∞ sAn(L) = a = Lu.

Given the infinite countable data {(Ln, fn) : n ∈ N} ⊆ B∗ × R, we have the
pairs of the vectors
{
(Ln, fn) : n ∈ N
}
such that Ln = (L1, · · · , Ln)T and fn =
( f1, · · · , fn)T for all n ∈ N. Just like Example 3.1, we can use the data
(
Ln, fn
)
and
the Gaussian process S to construct the interpolation event An. Thus, u ∈ An for
all n ∈ N. This shows that u ∈ ∩n∈NAn = A∞. By Theorems 3.4, we can obtain
the kernel-based estimator sLn, f n(L) conditioned on the data (Ln, fn). But it is not
easy to check whether An is bounded in B. Thus, we can not use Proposition 3.9
to verify the convergence of sLn, fn(L) directly. Now we will prove the convergence
by the similar method of Proposition 3.9 without the bounded conditions.
Theorem 3.10. If the interpolation events {An : n ∈ N} based on the non-noise
data
{(
Ln, fn
)
: n ∈ N} same as Example 3.1 satisfy that
A1 ⊇ . . . ⊇ An ⊇ . . . ⊇ A∞ = {u} , (3.24)
then for any L ∈ B∗, the kernel-based estimator sLn, fn(L) converges to the exact
value Lu when n →∞.
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Proof. Let a := Lu. By the same method of the proof in Proposition 3.9, equation
(3.24) assures that we can construct the random variables Zn with the probability
distributions νn in equation (3.20) for all n ∈ N such that Zn converges to a al-
most surely when n → ∞. This shows that the characteristic function φZn(t) of Zn
converges to exp(ita) pointwisely when n →∞, that is,
lim
n→∞ φZn(t) = limn→∞
∫
R
exp(itz)νn(dz) =
∫
R
exp(itz)δa(dz) = exp(ita), (3.25)
for t ∈ R.
Now we use the characteristic functions to prove the convergence of sLn, f n(L).
Since S L and SLn have the normal distributions discussed in the proof of Theorem
3.4, we know that
νn(Az) = P
µ
K (S L ∈ Az|An) = P
µ
K
(
S L ∈ Az|SLn = fn
)
=
∫ z
−∞
pL|Ln(z| f n)dz,
for Az := (−∞, z] and z ∈ R. This shows that pL|Ln
(
z| f n
)
is the probability density
function of Zn. Thus, E(Zn) = mL|Ln
(
fn
)
= sLn, fn(L) and Var(Zn) = σ
2
L|Ln so that
the characteristic function φZn can be written as
φZn(t) = exp
(
itsLn, fn(L) − σ2L|Ln t
2/2
)
, for t ∈ R, (3.26)
where i :=
√
−1. Putting equation (3.26) into equation (3.25) for t =
√
2, we have
that
lim
n→∞ exp
(
i
√
2sLn, fn (L) − σ2L|Ln
)
= exp
(
i
√
2a
)
.
Therefore, we conclude that
lim
n→∞ sLn, fn (L) = a = Lu, limn→∞σL|Ln = 0.

IfB∗ is a separable normed space, then there exists countable {Ln : n ∈ N} ⊆ B∗
such that span {Ln : n ∈ N} is dense in B∗. By the density of the data, we can still
verify the convergence.
Corollary 3.11. If span {Ln : n ∈ N} is dense inB∗, then for any L ∈ B∗, the kernel-
based estimator sLn, f n(L) converges to the exact value Lu when n → ∞.
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Proof. We primarily prove that equation (3.24) is true. Since ρn( fn+1) = fn for
n ∈ N, we have that An ⊇ An+1. Next, we will prove that A∞ = {u}. Since
f n = Lnu, we have that u ∈ An. Thus u ∈ A∞. We take any P ∈ B∗ and any
ω ∈ A∞. If we verify that Pω = Pu, then we know that ω = u. Let ε > 0.
Since span {Ln : n ∈ N} is dense in B∗, there exists Pε ∈ span {Ln : n ∈ N} such that
‖Pε − P‖B∗ ≤ ε. Since 〈ω, Pε〉B = 〈u, Pε〉B, we know that
|〈ω − u, P〉B| ≤ |〈ω, P − Pε〉B|+ |〈u, Pε − P〉B| ≤ ‖Pε − P‖B∗
(‖ω‖B + ‖u‖B) = O(ε).
Taking ε → 0, we have that |〈ω − u, P〉B| = 0. Therefore, A∞ = {u}. According to
Theorem 3.10, we conclude the convergence of sLn, fn (L) to Lu. 
By Theorem 3.5, we look at the kernel-based estimators
{
s
Ln, fˆn,ǫn
(L) : n ∈ N}
conditioned on the noisy data
{(
Ln, fˆ n
)
: n ∈ N} and the noise margins {ǫn : n ∈ N}.
Thus, we can use the noisy data
(
Ln, fˆn
)
, the noise margin ǫn, and the Gaussian
process S to construct the interpolation event Aǫnn same as Example 3.2. By the
discussions in Corollary 3.8, the representation of s
Ln, fˆn,ǫn
(L) indicates that the
noise margin ǫn and the eigenvalues of AK ,Ln are required to be correlated for the
proof of convergence. LetA0∞ := ∩n∈NAǫnn .
Theorem 3.12. If the interpolation events
{Aǫnn : n ∈ N} based on the noisy data{(
Ln, fˆn
)
: n ∈ N} and the noise margins {ǫn : n ∈ N} same as Example 3.2 satisfy
that
Aǫ1
1
⊇ . . . ⊇ Aǫnn ⊇ . . . ⊇ A0∞ = {u} . (3.27)
and the noise margins {ǫn : n ∈ N} satisfy that
lim
n→∞
ǫ2n
λmin
(
AK ,Ln
) = 0, (3.28)
then for any L ∈ B∗, the kernel-based estimator s
Ln, fˆn,ǫn
(L) converges to the exact
value Lu when n →∞.
Proof. We will prove the convergence of s
Ln, fˆn,ǫn
(L) by the same method of the
proof of Theorem 3.10. Let a := Lu. We replace An to Aǫnn in Theorem 3.10.
Equation (3.27) assures that we can construct the random variables Zn with the
probability distributions νn for all n ∈ N such that the characteristic function φZn(t)
of Zn converges to exp(ita) pointwisely when n → ∞. Here, the probability mea-
sure νn is redefined by
νn(A) := P
µ
K
(
S L ∈ A
∣∣∣SLn ∈ Bn( fˆn, ǫn)) , for any open set A in R.
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Thus, the probability density function pZn of Zn can be written as
pZn(z) :=
∫
Bn( fˆ n,ǫn)
pL,Ln(z, v)dv∫
Bn( fˆn ,ǫn)
pLn(v)dv
, for z ∈ R.
Next, we compute the characteristic function
φZn(t) = E(exp(itZn)) =
∫
R
exp(itz)pZn (z)dz, for t ∈ R. (3.29)
According to the mean value theorem, there exists ζn ∈ Bn
(
fˆn, ǫn
)
such that∫
R
∫
Bn( fˆ n,ǫn)
exp(itz)pL,Ln (z, v)dvdz
=
∫
Bn( fˆ n,ǫn)
pLn(v)
∫
R
exp(itz)pL|Ln(z|v)dzdv
=
∫
Bn( fˆ n,ǫn)
exp
(
itmL|Ln (v) − σ2L|Ln t
2/2
)
pLn(v)dv
= exp
(
itmL|Ln
(
ζn
) − σ2L|Ln t2/2)
∫
Bn( fˆ n,ǫn)
pLn(v)dv
. (3.30)
Putting equation (3.30) into equation (3.29), we have that
φZn (t) = exp
(
itmL|Ln
(
ζn
) − σ2L|Ln t2/2) .
This shows that
lim
n→∞mL|Ln
(
ζn
)
= a. (3.31)
Let en := η
ǫn
K ,Ln
(
fˆn
)− ζn. The symmetric positive definite matrix A†K ,Ln guarantees
that ∣∣∣∣sLn, fˆn,ǫn(L) − mL|Ln(ζn)
∣∣∣∣2 = ∣∣∣∣bK ,Ln(L)TA†K ,Lnen
∣∣∣∣2
≤
(
bK ,Ln(L)
T
A
†
K ,Ln bK ,Ln(L)
) (
eTn A
†
K ,Lnen
)
.
(3.32)
Since σ2
L|Ln ≥ 0, we have that
bK ,Ln(L)
T
A
†
K ,Ln bK ,Ln(L) ≤ K(L, L). (3.33)
Moreover, since η
ǫn
K ,Ln
(
fˆn
)
, ζn ∈ Bn
(
fˆn, ǫn
)
, we know that
‖en‖2 ≤ 2ǫn.
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This shows that
eTn A
†
K ,Lnen ≤
‖en‖22
λmin
(
AK ,Ln
) ≤ 4ǫ2n
λmin
(
AK ,Ln
) . (3.34)
Putting equations (3.33) and (3.34) into equation (3.32), we have that
∣∣∣∣sLn, fˆn,ǫn(L) − mL|Ln(ζn)
∣∣∣∣2 ≤ 4K(L, L)ǫ2n
λmin
(
AK ,Ln
) . (3.35)
Taking the limits of the both sides of equation (3.35), the limit condition in equa-
tions (3.28) shows that
lim
n→∞ sLn, fˆn ,ǫn(L) = limn→∞mL|Ln
(
ζn
)
. (3.36)
Therefore, combining equations (3.31) and (3.36), we conclude that
lim
n→∞ sLn, fˆn ,ǫn(L) = a = Lu.

Corollary 3.13. Suppose that
fˆn + Bn
(
0, ǫn
) ⊇ ρn( fˆ n+1) + Bn(0, ǫn+1), for all n ∈ N. (3.37)
If span {Ln : n ∈ N} is dense in B∗ and the noise margins {ǫn : n ∈ N} satisfy that
lim
n→∞ ǫn = 0 and limn→∞
ǫ2n
λmin
(
AK ,Ln
) = 0,
then for any L ∈ B∗, the kernel-based estimator s
Ln, fˆn,ǫn
(L) converges to the exact
value Lu when n →∞.
Proof. If we prove that equation (3.27) is true, then the convergence of s
Ln , fˆn,ǫn
(L)
can be guaranteed by Theorem 3.12. Equation (3.37) shows that Aǫnn ⊇ Aǫn+1n+1 for
all n ∈ N. Since Lnu ∈ Bn
(
fˆn, ǫn
)
, we have that u ∈ Aǫnn for all n ∈ N. Thus,
u ∈ A0∞. We take any ω ∈ A0∞. For P ∈ span {Ln : n ∈ N}, equation (3.37)
assures that |〈ω − u, P〉B| = O(ǫn) for all n ∈ N. Since ǫn → 0 when n → ∞, we
conclude that |〈ω − u, P〉B| = 0. This shows that Pω = Pu. By the same method of
Corollary 3.11, we can verify that ω = u. This shows that A0∞ = {u}. Therefore,
equation (3.27) is true. 
21
3.3 Error Bounds of Kernel-based Estimators
Finally, we investigate the error bounds of Lu − sLn, f n(L) and Lu − sLn , fˆn,ǫn(L)
for a special class of the solutions u, respectively. By Proposition 2.5, we have that∫
B
‖ωS L(ω)‖B PµK (dω) ≤ C ‖L‖B∗ < ∞, for L ∈ B∗.
This shows that the map
Γ
µ
K (S L) :=
∫
B
ωS L(ω)P
µ
K (dω),
is a bounded linear operator from span {S L : L ∈ B∗} into B. By the competition
HS of span {S L : L ∈ B∗}, the map ΓµK can be extended to the Hilbert space HS ,
that is,
Γ
µ
K (V) :=
∫
B
ωV(ω)P
µ
K (dω), for V ∈ HS . (3.38)
This shows that the range of Γ
µ
K is a subspace of B. Moreover, the map Γ
µ
K is the
adjoint operator of the imbedding map from B∗ into HS in Proposition 2.6. By
the structure theorem of Gaussian measures in [13, Lemma 2.1] and [20, Lemma
8.2.3], if there exists U ∈ HS such that u = ΓµK (U), then
〈u, L〉B =
∫
B
〈ω, L〉BU(ω)PµK (dω) =
∫
B
S L(ω)U(ω)P
µ
K (dω) = E(S LU). (3.39)
Based on the map Γ
µ
K , we verify that the errors of sLn, fn(L) and sLn, fˆn,ǫn(L) can be
bounded by σL|Ln in equation (3.9), respectively. We define a vector function
βK ,Ln (L) := A
†
K ,Ln bK ,Ln(L), for L ∈ B
∗.
Thus, βK ,Ln is a map from B∗ into Rn. Since AK ,Ln is a symmetric positive def-
inite matrix, the vector βK ,Ln(L) is the least-squared solution of the linear system
AK ,Ln z = bK ,Ln(L).
Theorem 3.14. If the exact solution u ∈ range(ΓµK ), then for any L ∈ B∗, the
kernel-based estimator sLn, fn(L) has the error bound∣∣∣Lu − sLn, fn(L)∣∣∣ ≤ C1σL|Ln +C2 ∣∣∣Lµ − βK ,Ln (L)TLnµ∣∣∣ , (3.40)
where the constants C1 ≥ 0 and C2 ≥ 0 are independent of L, Ln, and fn.
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Proof. Since u ∈ range(ΓµK ), there exists U ∈ HS such that u = ΓµK (U). Let YL :=
S L − Lµ and YLn := SLn − Lnµ. Thus, YL ∼ N(0,K(L, L)), YLn ∼ N
(
0,AK ,Ln
)
,
and E
(
YLYLn
)
= bK ,Ln (L). Let γ := E(U). Equation (3.39) shows that
Lu − γLµ = E(S LU) − E(LµU) = E(YLU), (3.41)
and
f n − γLnµ = Lnu − γLnµ = E(SLnU) − E(LnµU) = E(YLnU). (3.42)
Since sLn, fn (L) = Lµ + βK ,Ln(L)
T ( fn −Lnµ), we have that
Lu−sLn, f n(L) = (Lu−γLµ)−βK ,Ln(L)T ( f n−γLnµ)+(γ−1)
(
Lµ − βK ,Ln (L)TLnµ
)
.
(3.43)
Putting equations (3.41) and (3.42) into equation (3.43), we know that∣∣∣Lu − sLn, fn (L)∣∣∣ = ∣∣∣∣E ((YL − βK ,Ln(L)TYLn)U) + (γ − 1) (Lµ − βK ,Ln(L)TLnµ)∣∣∣∣
≤
√
E |U |2
√
E
∣∣∣YL − βK ,Ln(L)TYLn ∣∣∣2 + |γ − 1| ∣∣∣Lµ − βK ,Ln(L)TLnµ∣∣∣ .
(3.44)
Moreover, we compute the mean square
E
∣∣∣YL − βK ,Ln (L)TYLn ∣∣∣2
=E |YL|2 − 2βK ,Ln(L)TE(YLYLn) + βK ,Ln(L)TE(YLnYTLn)βK ,Ln(L)
=K(L, L) − 2βK ,Ln (L)T kK ,Ln (L) + βK ,Ln(L)TAK ,LnβK ,Ln (L) = σ2L|Ln .
(3.45)
Let C1 :=
√
E |U |2 and C2 := |γ − 1|. Combining equations (3.44) and (3.45), we
complete the proof. 
Corollary 3.15. Suppose that the mean µ = 0. If the exact solution u ∈ range(ΓµK ),
then for any L ∈ B∗, the kernel-based estimator sLn, f n(L) has the error bound∣∣∣Lu − sLn, fn(L)∣∣∣ ≤ C1σL|Ln ,
where the constant C1 ≥ 0 is independent of L, Ln, and fn.
Proof. The proof is completed by Theorem 3.14 immediately. 
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If the covariance kernel K is defined by the positive definite kernel K, then for
L := δx and Ln :=
(
δx1 , · · · , δxn
)T
, the standard deviation σL|Ln is equal to the
classical power function
qK,X(x) :=
√
K(x, x) − bK,X(x)TA−1K,XbK,X(x),
where bK,X(x) := (K(x, x1), · · · ,K(x, xn))T . This shows that σL|Ln can be viewed
as a generalization of the classical power functions in [5, 21] and kriging functions
in [23]. Therefore, for the special σL|Ln , we can compute the convergent rates by
using fill distances same as meshfree methods in [5, Chapters 14 and 15] and [21,
Chapters 11 and 16].
Theorem 3.16. If the exact solution u ∈ range(ΓµK ), then for any L ∈ B∗, the
kernel-based estimator s
L, fˆn,ǫn
(L) has the error bound
∣∣∣∣Lu − sL, fˆn,ǫn(L)
∣∣∣∣ ≤ C1σL|Ln +C2 ∣∣∣Lµ − βK ,Ln(L)TLnµ∣∣∣ + ML,Lnǫn,
where the constants C1 ≥ 0 and C2 ≥ 0 are independent of L, Ln, fˆn, and ǫn, and
the constant ML,Ln ≥ 0 is independent of fˆ n and ǫn.
Proof. By the same method of the proof of Theorem 3.12 such as equation (3.35),
we have that
∣∣∣∣sLn, fn(L) − sLn, fˆn,ǫn(L)
∣∣∣∣2 = ∣∣∣∣bK ,Ln (L)TA†K ,Ln ( fn − ηǫnK ,Ln( fˆn))
∣∣∣∣2 ≤ 4K(L, L)ǫ2n
λmin
(
AK ,Ln
) .
(3.46)
Let
ML,Ln := 2
√
K(L, L)
λmin
(
AK ,Ln
) .
Putting equations (3.40) and (3.46) into∣∣∣∣Lu − sLn, fˆ n,ǫn(L)
∣∣∣∣ ≤ ∣∣∣Lu − sLn, f n(L)∣∣∣ + ∣∣∣∣sLn, fn(L) − sLn, fˆ n,ǫn(L)
∣∣∣∣ ,
we complete the proof. 
Here, we only consider the situation that the noise ξn satisfies
∥∥∥ξn∥∥∥2 ≤ ǫn.
Actually, we can construct and analyze another kernel-based estimator for many
kinds of noisy data by the same methods in this section. For example, the noise ξn
is reconsidered to satisfy that
∥∥∥ξn∥∥∥∞ ≤ ǫn. Thus, we replace the closed ball fˆn +
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Bn
(
0, ǫn
)
to the closed cube fˆn+ [−ǫn, ǫn]n to reconstruct the kernel-based estimator
s
Ln, fˆ n,ǫn
(L) in equation (3.12). To be more precise, η
ǫn
K ,Ln
(
fˆ n
)
is recomputed from
the average over fˆn + [−ǫn, ǫn]n measured by PµK .
There are many applications for generalized interpolations by kernel-based
probability measures. Specially, we will use the kernel-based estimators to ap-
proximate the solutions of elliptic partial differential equations in the next section.
4 Constructions of Numerical Solutions of Elliptic Par-
tial Differential Equations by Kernel-based Probability
Measures
In this section, we solve an elliptic problem by the kernel-based probability
measures. Suppose that the domain D ⊆ Rd is regular and compact. We want to
solve an elliptic equation with a Dirichlet boundary condition
∆u = f , in D,
u = g, on ∂D,
(4.1)
where f ∈ C(D) and g ∈ C(∂D) such that u ∈ Hm(D) for m > d/2. By the
maximum principle, elliptic equation (4.1) exits the unique solution u. Sobolev
imbedding theorem assures that Hm(D) is imbedding in C(D). Thus, we know
that δx ∈ Hm(D)∗ for x ∈ D.
Let the mollifiers
ϕr(x) := r
−dϕ
(
r−1x
)
, for x ∈ Rd and r > 0,
and
ϕ(x) :=

κ exp
(
−
(
1 − ‖x‖22
)−1)
, if ‖x‖2 < 1,
0, otherwise,
where the constant κ is chosen such that
∫
Rd
ϕ(x)dx = 1. Clearly ϕ ∈ C∞
0
(Rd). For
the data point (x, r) ∈ D◦×R+ such that Bd(x, r) ⊆ D, we define a linear functional
L(x,r)(ω) :=
∫
D
∇ω(y)T∇ϕr(y − x)dy, for ω ∈ H1(D), (4.2)
where ∇ is a gradient. Thus, L(x,r) ∈ Hm(D)∗. We also define a scalar
h(x, r) :=
∫
D
f (y)ϕr(y − x)dy. (4.3)
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Let (x1, r1), . . . , (xn1 , rn1 ) ∈ D◦ ×R+ such that Bd(x1, r1), . . . , Bd(xn1 , rn1 ) ⊆ D.
Thus, we have the test functions ϕrk(· − xk) ∈ C∞0 (D) for k = 1, . . . , n1. Let
z1, . . . , zn2 ∈ ∂D. Based on the data points, we obtain the data
Ln :=
(
L(x1,r1), · · · , L(xn1 ,rn1 ), δz1 , · · · , δzn2
)T
,
and
fn :=
(
h(x1, r1), · · · , h(xn1 , rn1), g(z1), · · · , g(zn2 )
)T
,
where n := n1 + n2. Elliptic equation (4.1) shows that Lnu = fn.
Let K be a symmetric strictly positive definite kernel on D. Suppose that µ ∈
Hm(D) and K ∈ C2m,1(D×D). Just like Example 2.4, there exists the kernel-based
probability measure P
µ
K on Hm(D) with the mean µ and the covariance kernel
K(L1, L2) := L1,xL2,yK(x, y) for L1, L2 ∈ Hm(D)∗. Thus, we have that
K(δx, δz) = K(x, z), K (δx, L(z,r)) = ∫
D
∇yK(x, y)T∇yϕr(y − z)dx,
and
K(L(x,r), L(z,γ)) = ∫
D
∫
D
∇yϕr(y − x)T∇y∇Tv K(y, v)∇vϕγ(v − z)dydv,
for x, z ∈ D and r, γ > 0. We define a vector function
ϕn1 (x) :=
(
ϕr1(x − x1), · · · , ϕrn1 (x − xn1 )
)T
, for x ∈ D.
Thus, the vectors bK ,Ln
(
δx
)
and Lnµ have the forms of
bK,Ln(x) := bK ,Ln
(
δx
)
=
bn1 (x)
bn2 (x)
 and ζn := Lnµ =
ζn1
ζn2

where
bn1 (x) :=
∫
D
∇yK(x, y)T∇yϕn1 (y)dy, bn2 (x) :=
(
K(x, z1), · · · ,K(x, zn2)
)T
,
and
ζn1 :=
∫
D
∇ϕn1(x)T∇µ(x)dx, ζn2 :=
(
µ(z1), · · · , µ(zn2)
)T
,
respectively. Moreover, the covariance matrix AK ,Ln has the form of
AK ,Ln =
A11 A12
A21 A22
 ,
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where
A11 :=
∫
D
∫
D
∇xϕn1 (x)T∇x∇Ty K(x, y)∇yϕn1(y)dxdy,
and
A12 = A
T
21 :=
(
bn1(z1), · · · , bn1(zn2)
)
, A22 =
(
bn2 (z1), · · · , bn2 (zn2 )
)
.
Here, ∇ϕn is the Jacobian matrix of ϕn and ∇x∇Ty is an operator matrix. According
to Theorem 3.4 and Corollary 3.7, we have the kernel-based estimator
uˆLn, fn(x) := sLn, f n(δx) = µ(x) + bK,Ln(x)
T cn, (4.4)
where cn is the least-squared solution of the linear system
AK ,Ln cn = fn − ζn.
Clearly uˆLn, fn can be viewed as a function on D. Through Equation (4.4), we
have that uˆLn, f n ∈ Hm(D). We call uˆLn, fn a kernel-based approximate function
conditioned on the data (Ln, fn).
Finally, we show the convergence of uˆLn , fn . Suppose that X :=
{
xn1 : n1 ∈ N
}
is a dense subset of D◦ and Z := {zn2 : n2 ∈ N} is a dense subset of ∂D. Let
Θ :=
{
rn3 : n3 ∈ N
}
be a decrease subsequence such that rn3 → 0 when n3 → ∞.
Using the data points X × Θ and Z, we construct the functionals
Λ :=
{
L(xn1 ,rn3 ), δzn2 : xn1 ∈ X, rn3 ∈ Θ, zn2 ∈ Z
}
, (4.5)
as shown in equation (4.2). Moreover, we also have the related data values
Ξ :=
{
h(xn1 , rn3), g(zn2 ) : xn1 ∈ X, rn3 ∈ Θ, zn2 ∈ Z
}
, (4.6)
as shown in equation (4.3). Since Λ and Ξ are the countable sets, the set Λ×Ξ can
be reordered as {(Ln, fn) : n ∈ N}. Thus, we have the data Ln = (L1, · · · , Ln)T and
f n = ( f1, · · · , fn)T for all n ∈ N.
Proposition 4.1. If the data
{
(Ln, fn) : n ∈ N
}
are given by the set Λ × Ξ in equa-
tions (4.5) and (4.6), then the kernel-based approximate function uˆLn, fn converges
to the solution u of elliptic equation (4.1) uniformly when n → ∞.
Proof. SinceHm(D) ⊆ C(D), we know that u, uˆLn, f n ∈ C(D). If we prove that
lim
n→∞ uˆLn, fn(x) = u(x), for x ∈ D,
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then the compactness ofD assures that
lim
n→∞
∥∥∥uˆLn, fn − u∥∥∥∞ = 0.
Now we show the convergence of the kernel-based estimator uˆLn, fn(x) in equa-
tion (4.4). Let the interpolation events {An : n ∈ N} be constructed by the data{
(Ln, f n) : n ∈ N
}
same as Example 3.1. By the construction of Λ × Ξ, the proper-
ties of mollification and the maximum principle assure that Lnω = fn for all n ∈ N
if and only if ω = u. This shows that A1 ⊇ . . . ⊇ An ⊇ . . . ⊇ A∞ = {u}. There-
fore, Theorem 3.10 guarantees that sLn, fn(x) converges to u(x) when n → ∞ by
replacing L = δx. 
In this article, we show how to solve the elliptic problems by the kernel-based
probability measures. We can construct and analyze the kernel-based approximate
functions by the deterministic scattered data. Different from the classical meshfree
methods, we introduce the algorithms and theorems by the stochastic approaches.
In the next article, we will apply the kernel-based probability measures to improve
the meshfree methods for high-dimensional (stochastic) partial differential equa-
tions in [3, 4, 9, 11, 12, 14, 15].
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