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A NEW APPROACH TO THE REPRESENTATION
THEORY OF THE SYMMETRIC GROUPS. IV. Z2-GRADED
GROUPS AND ALGEBRAS
A. M. VERSHIK AND A. N. SERGEEV
Abstrat. We start with denitions of the general notions of the the-
ory of Z2-graded algebras. Then we onsider theory of indutive families
of Z2-graded semisimple nite-dimensional algebras and its representa-
tions in the spirit of approah of the papers [VO, OV℄ to representation
theory of symmetri groups. The main example is the lassial - theory
of the projetive representations of symmetri groups.
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1. Introdution
In this paper we formulate the main notions of the theory of loally
semisimple Z2-graded nite-dimensional algebras and their representations.
The main result is a translation of the indutive method of onstruting the
representation theory (the method of GelfandTsetlin algebras) developed in
[OV, VO, V℄ to the ase of Z2-graded algebras. In partiular, it allows us to
use this method for onstruting projetive representations of the symmetri
groups.
Although the general theory of Z2-graded semisimple algebras and their
representations was partially desribed in [KL, J℄, nevertheless we present
a systemati treatment of the main notions of this theory, keeping in mind
their appliation to indutive hains of semisimple Z2-graded algebras. In
this ase, we have a number of interesting new phenomena, whih are related
to the fat that there are two types of simple Z2-graded nite-dimensional
algebras (algebras of type M(n,m) and Q(n)) and, onsequently, two types
of simple modules, and the branhing graph of an indutive family has an
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additional struture (involution). The entral question onerns the relation
between representations of a graded algebra (group) and representations of
its even part, for example, representations of symmetri and alternating
groups. The answer to this question is omparatively simple: there is a bi-
jetion between these two lasses of modules (see Proposition 3.7), and this
relation an be used in both diretions. The lassial example is the desrip-
tion of representations of the alternating groups via representations of the
symmetri groups. The onverse problem, whih is muh more diult, is
to desribe projetive representations of the symmetri groups. We inves-
tigate this problem below. Surprisingly enough, the knowledge of ordinary
representations of the symmetri group does not help to solve this problem
and in fat is not used in the related papers. In other interesting examples,
both representations of a Z2-graded algebra and representations of its even
part are unknown, and we look for them simultaneously. Moreover, some-
times, having an expliit desription of a graded algebra, we annot expliitly
desribe its even part.
We suggest to onstrut representations of indutive hains of Z2-graded
groups and algebras using the same tehniques as were used in [OV, VO, V℄
for desribing representations of the symmetri groups; this is the main goal
of the paper. One example that we onsider in more detail is the problem of
desribing projetive representations of the symmetri group. This problem
is redued to that of desribing simple modules of a ertain Z2-graded algebra
whih was onsidered by I. Shur.
Projetive representations of the symmetri groups were studied by many
authors (e.g., [Mo, Se3, N1, N2℄). We use this example to illustrate the new
approah to the problem onerning representations of Z2-graded hains of
algebras. First of all, we nd onditions under whih the branhing of rep-
resentations of a hain of semisimple Z2-graded algebras is simple. In what
follows, the most important part is played by a generalization of the notion
of GelfandTsetlin algebra for a hain A =< A(1) ⊆ A(2) ⊆ · · · ⊆ A(n) > of
semisimple Z2-graded algebras. First of all, one should generalize the notion
of enter and dene the so-alled superenter of a Z2-graded algebra. For a
hain of Z2-graded algebras, the notion of the GelfandTsetlin algebra splits
into several notions, beause, in ontrast to the nongraded ase, the algebra
SGZ(Y) generated by the superentralizers of the suessive subalgebras
(whih in what follows will be alled the GelfandTsetlin superalgebra) does
not oinide with the algebra SZ(Y) generated by the superenters of the al-
gebras A(k). In general, the algebras SGZ(Y) are not ommutative, even in
the ase of a simple branhing, but their struture turns out to be standard:
it is the tensor produt of a ommutative algebra and a Cliord algebra.
Between the algebra SGZ(Y) and its superenter SZ(Y) there is a plae for
the ordinary GelfandTsetlin algebra GZ(Y) of the even part of the hain
Y. The analysis of representations and haraters of these algebras is the
essene of the method. Similarly to [OV, VO℄, we nd the spetrum (the list
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of irreduible representations) of the algebra SGZ(Y). This is done by us-
ing essentially the same tehnique: we redue the problem to the desription
of an analog of the Heke algebra, whih in turn allows us to desribe the
irreduible representations of the algebra A(n). This method is used for de-
sribing the projetive representations of the symmetri groups, onstruting
an analog of Young's forms, bases, et. As in [OV, VO℄, the so-alled strit
Young tableaux, whih parameterize a distinguished basis in representations,
turn out to be the points of the spetrum of an appropriate GelfandTsetlin
algebra, and the irreduible projetive representations of Sn are indexed by
the strit diagrams, i.e., the orbits of admissible substitutions of points of
the spetrum. This desription of projetive representations is one of the
goals of the paper.
In the representation theory of Z2-graded groups and algebras and their
branhing diagrams, there arise many ombinatorial problems, whih appar-
ently have not yet been studied. Even the quite well-known question about
representations of the alternating group S+n regarded as the even part of the
Z2-graded group Sn is not suiently studied from this point of view. Note
that, for example, a desription of the alternating group similar to the de-
sription of Coxeter groups (more exatly, its presentation as a loal group
in the sense of [V1℄) was obtained only quite reently in [VV℄. This presen-
tation should be used for obtaining a diret onstrution of representations
of S+n independently of representations of Sn. To this end, one should de-
velop and apply the whole mahinery of GelfandTsetlin algebras. We hope
to return to this problem in another paper. By analogy with the symmetri
groups, one should onsider projetive representations of other lassial Weyl
groups, onstrut a normal form, desribe the subalgebra generated by the
superentralizers, et. One may also hope that the ideology of an indutive
onstrution of representation theory will be appliable also in the theory of
superalgebras, in partiular, Lie superalgebras.
Let us briey desribe the ontents of the paper. The seond setion
ontains the main denitions of the theory of Z2-graded assoiative nite-
dimensional semisimple algebras. In partiular, we desribe the struture of
these algebras and give a desription of simple algebras. Like in the lassial
ase, an important role is played by the notions of enter and entralizer,
whih in the graded ase have several versions. The third setion ontains
a brief treatment of the theory of modules over Z2-graded algebras. Here
the main theorem redues the desription of graded modules over a graded
algebra to the desription of nongraded modules over some other algebra. We
also present theorems desribing the relations between graded modules and
nongraded modules; graded modules over an algebra and nongraded modules
over its even part. Note that a brief and lear introdution to the theory of
assoiative superalgebras and modules over them an be found in [KL℄. In the
fourth setion we introdue one of the main objets of the paper: indutive
families of Z2-graded semisimple nite-dimensional algebras. We dene the
branhing graph of suh a family and prove a theorem haraterizing these
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graphs. Besides, we show that the branhing graphs of simple modules and
the branhing graphs of indutive families of algebras, whih a priori are
dened in dierent ways, oinide. We also give a riterion for the simpliity
of branhing, whih is based on the notion of graded entralizer.
The fth setion is devoted to GelfandTsetlin algebras. Here, in ontrast
to the nongraded ase, there arise several natural analogs of this algebra.
The main result of this setion is a theorem desribing the relation between
representations of the GelfandTsetlin superalgebra and representations of
the original algebra. In the ase of a simple branhing, these results are
interpreted in terms of the orresponding branhing graph. In partiular,
this allows us to dene a natural equivalene relation on the path spae of a
graded graph.
In the most important last setion, we present an appliation of the theory
developed in the previous setions to the study of projetive representations
of the symmetri groups. We expliitly desribe the GelfandTsetlin superal-
gebra in terms of odd analogs of the YoungJuysMurphy elements, whih
allows us to desribe the spetrum of this superalgebra following the method
of [OV℄.
2. Main definitions
In what follows, we assume that the ground eld is C.
Reall the denition of a Z2-graded algebra.
Denition 2.1. A Z2-graded algebra is an algebra A that has a diret sum
deomposition A = A0 ⊕A1 suh that if a ∈ Ai, b ∈ Aj , then ab ∈ Ai+j , for
i, j ∈ Z2. We will also write the ondition a ∈ Ai in the form p(a) = i and
all p the parity funtion. The even part A0 is a subalgebra of A, and the
odd part A1 is an A0-module.
An equivalent denition is as follows: a Z2-graded algebra is an algebra
A with an automorphism θ suh that θ2 = 1. Here A0 is the eigensubspae
orresponding to the eigenvalue 1, and A1 is the eigensubspae orresponding
to the eigenvalue −1. We will refer to θ as the parity automorphism.
A homomorphism of Z2-graded algebras is a homomorphism of ordinary
algebras that is also grading-preserving.
An algebra A regarded without the grading will be denoted by |A|.
A subalgebra of a Z2-graded algebra A is a subalgebra B ⊂ A in the
ordinary sense that inherits the grading: B = B0 + B1, B0 = B ∩ A0,
B1 = B ∩A1.
In a similar way, a two-sided ideal in a Z2-graded algebra A is a two-sided
ideal I that inherits the grading: I = I∩A0+I∩A1. Analogously, we dene
the notions of left and right ideals.
As we will see below, the following algebra is useful when onsidering
Z2-graded algebras:
A[ε] = {a+ bε | a, b ∈ A, ε2 = 1, εa = θ(a)ε}.
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Denition 2.2. A Z2-graded algebra is alled simple if it ontains no two-
sided Z2-graded ideals other than 0 and the algebra itself.
Denition 2.3. A Z2-graded algebra A is alled semisimple if every two-
sided graded ideal of A has a graded omplement, i.e., for every suh ideal I
there exists a two-sided graded ideal I ′ suh that A = I ⊕ I ′.
Example 2.4.
1
For n,m ≥ 0, denote by M(n,m) the set of matries of the
following form:
M(n,m)0 =
{(
A 0
0 D
)}
, M(n,m)1 =
{(
0 B
C 0
)}
,
where A is a square matrix of order n, D is a square matrix of order m, and
B,C are retangular matries of orders n×m and m×n, respetively. Here
the parity automorphism θ is an inner automorphism: there is a unique (up
to sign) element J ∈M(n,m)0 satisfying J2 = 1 suh that θ(M) = JMJ−1;
namely,
J =
(
1n 0
0 −1m
)
,
where 1k is the identity matrix of order n.
It is not diult to hek that the algebra M(n,m) is simple both as a
Z2-graded algebra and as a nongraded algebra.
Example 2.5. Denote by Q(n) the set of matries of the following form:
Q(n)0¯ =
{(
A 0
0 A
)}
, Q(n)1¯ =
{(
0 B
B 0
)}
,
where A,B are square matries of order n and the parity automorphism is
of the same form as in the previous example; note that J /∈ Q.
It is not diult to hek that Q(n) is simple as a graded algebra and is
not simple as a nongraded algebra.
The following well-known theorem desribes the struture of simple Z2-
graded algebras; its proof an be found, e.g., in [J, KL℄.
Theorem 2.6. Every nite-dimensional simple Z2-graded algebra over C is
graded isomorphi either to M(n,m) or to Q(n), where n,m are arbitrary
positive integers.
The previous theorem shows that there are more Z2-graded simple nite-
dimensional algebras than nongraded ones. Nevertheless, it turns out that
the lass of semisimple nite-dimensional algebras does not depend on the
grading [J, KL℄.
1
Regarding the algebras below as Lie superalgebras, we obtain two prinipal series of
Lie superalgebras: gl(n,m) and q(n).
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Theorem 2.7. 1) A nite-dimensional graded algebra is semisimple as a
graded algebra if and only if it is semisimple as a nongraded algebra.
2) Every nite-dimensional semisimple graded algebra is the sum of nitely
many simple algebras, i.e., M(n,m) and Q(k).
Corollary 2.8. The even part of a graded semisimple nite-dimensional
algebra is semisimple.
Corollary 2.9. The number of simple omponents of a semisimple nite-
dimensional graded algebra is equal to the dimension of the even part of its
ordinary enter, and the number of simple omponents of type Q is equal to
the dimension of the odd part of its ordinary enter.
Remark 2.10. It follows from the previous theorem that every nite-di-
mensional semisimple graded algebra A admits a unique deomposition of
the form A = AM ⊕ AQ, where AM is the sum of all simple omponents of
type M and AQ is the sum of all simple omponents of type Q. Further,
as follows from Example 2.4, there exists an element JA ∈ AM suh that
θ(a) = JAaJ
−1
A , a ∈ AM .
One of the most important notions of the lassial theory of algebras is
that of the enter of an algebra. In the graded ase, a natural analog of the
enter is the following algebra, whih arises from onsidering the enter of
the algebra A[ε].
Denition 2.11. The enter of a graded algebra A is the algebra that is the
sum of the even part of the enter of the nongraded algebra and the even part
of the twisted enter:
Z(A) = Z(|A|)0 + Zθ(|A|)0,
where Z(|A|)0 = {a ∈ A0 | ab = ba for every b ∈ A} is the even part of the
ordinary enter and Zθ(|A|)0 = {a ∈ A0 | ab = θ(b)a for every b ∈ A} is the
even part of the twisted enter.
Denition 2.12. The graded entralizer of a subalgebra B in a graded al-
gebra A is the algebra that is the sum of the even part of the nongraded
entralizer and the even part of the twisted entralizer:
Z(A,B) = Z0(|A|, |B|) + Zθ0 (|A|, |B|),
where Z0(|A|, |B|) = {a ∈ A0 | ab = ba for every b ∈ B} is the even part of
the ordinary entralizer and Zθ0 (|A|, |B|) = {a ∈ A0 | ab = θ(b)a for every b ∈
B} is the even part of the twisted entralizer.
Note that if the algebra A is nite-dimensional and semisimple, then its
graded enter oinides with the enter of its even part: Z(A) = Z(A0).
This an easily be heked by reduing to the ase of a simple algebra. A
similar assertion is also true for the entralizer, see Lemma 3.3.
The following notion, whih is used in the theory of Lie superalgebras,
turns out to be useful.
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Denition 2.13. The superentralizer of a subalgebra B ⊂ A is the algebra
SZ(A,B) = {a ∈ A | ab = (−1)p(a)p(b)ba for every b ∈ B}.
In partiular, the superentralizer SZ(A,A) is alled the superenter of A
and is denoted by SZ(A).
Note that for a semisimple nite-dimensional algebra, the superenter o-
inides with the even part of the ordinary enter: SZ(A) = Z(|A|)0.
We will also need the notion of a Z2-graded group.
Denition 2.14. A nite group G is alled Z2-graded if it ontains a dis-
tinguished normal subgroup G0 of index 2, and the deomposition into the
osets of G0 is the deomposition into the even and odd parts: G = G0
⋃
G1.
The group algebra of a Z2-graded group has a natural Z2-grading. It is
not diult to prove the following fat.
Theorem 2.15. The group algebra of a nite graded group with the natural
Z2-grading is a semisimple Z2-graded algebra.
This theorem is a speial ase of a more general result proved in [NS℄.
For brevity, in what follows we often use the term a graded algebra (group,
module) instead of a Z2-graded algebra (group, module). Here are the
main examples of graded groups and algebras.
1) The symmetri group Sn in whih the parity of an element g ∈ Sn
is dened as the parity of the permutation g, and the group algebra C[Sn]
endowed with the orresponding grading.
2) The C-algebra An orresponding to projetive representations of the
symmetri group Sn; it is generated by elements τ1, . . . , τn satisfying the
relations
τ2k = 1, (τkτk+1)
3 = 1, (τkτl)
2 = −1 if | k − l |> 1.
The graded algebra An is not the group algebra of any graded group.
3) The semidiret produt Sn ⋉ Cn of the Cliord algebra Cn (with the
natural ation of the symmetri group) and the symmetri group Sn; here all
generators of the Cliord algebra are assumed to be odd, and all elements of
the symmetri group are assumed to be even. Note that we have the relation
Sn ⋉ Cn = An ⊗ Cn,
where the tensor produt in the right-hand side is understood as the tensor
produt of graded algebras. The orresponding denition is as follows.
Denition 2.16. The tensor produt A⊗ B of graded algebras A and B is
the graded algebra that oinides as a vetor spae with the ordinary tensor
produt of the algebras A and B, with the parity automorphism and multi-
pliation dened by the following rules:
θA⊗B(a⊗ b) = θA(a)⊗ θB(b), (a⊗ b)(a′ ⊗ b′) = (−1)jiaa′ ⊗ bb′,
where a′ ∈ Ai, b ∈ Bj .
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Note that the tensor produt of graded algebras, regarded as a nongraded
algebra, is not, in general, isomorphi to their tensor produt as ordinary
algebras.
Lemma 2.17. The tensor produt of semisimple nite-dimensional assoia-
tive graded algebras is semisimple.
Proof. The proof redues to the ase of a simple graded algebra. In this ase,
it is easy to hek the equalities
M(n,m)⊗M(n′,m′) =M(nn′ +mm′, nm′ + nm′),
M(n,m)⊗Q(l) = Q((m+ n)l), Q(n)⊗Q(m) =M(nm,nm).

3. Z2-graded modules
We will onsider the ategory GMod of graded modules over a Z2-graded
algebra A.
Denition 3.1. A graded module over a graded algebra A is an A-module
V that has a deomposition V = V0⊕V1 suh that the orresponding grading
is preserved by the ation of A, i.e., AiVj ⊂ Vi+j , where i, j ∈ Z2.
Reall also that the graded dimension GdimV of a graded module V is
the pair (dimV0,dimV1). The set of morphisms in the ategory GMod is
the set of homomorphisms f : V → U of ordinary modules that preserve the
grading, i.e., satisfy f(Vi) ⊂ Ui, i ∈ Z2.
On the ategory GMod there exists a natural funtor of hanging the
parity: V → P (V ), where P (V )0 = V1¯, P (V )1 = V0¯, and the new ation
oinides with the old one.
Denition 3.2. A graded module V is alled simple or irreduible if it has
no graded submodules other than the zero one and V itself.
Examples.
1) The algebra M(n,m) has two nonisomorphi graded simple modules
V and P (V ). Note that the graded dimension of one of them equals (n,m),
while the graded dimension of the other one equals (m,n). It is easy to
hek that both modules are simple and isomorphi as nongraded modules.
Suh modules will be alled a pair of antipodal modules of type M . Note
that the algebra M(n,m) is the algebra of all graded endomorphisms of the
Z2-graded vetor spaes V and P (V ).
2) The algebra Q(n) has only one simple graded module V = P (V ), where
V is the standard representation and GdimV = (n, n). It is easy to hek
that V is reduible as a nongraded module and that it is the diret sum of
two nonisomorphi simple nongraded modules. Irreduible modules of this
type will be alled modules of type Q.
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Lemma 3.3. If A is a semisimple nite-dimensional algebra and B is a
semisimple subalgebra of A, then
Z(A,B) = Z(A0, B0).
Proof. Clearly, Z(A,B) = Z0(|A|, |B|) + Zθ0 (|A|, |B|) ⊂ Z(A0, B0). Thus it
sues to show that both algebras have the same dimension over C. Further,
it is not diult to hek that we may restrit ourselves to the ase where
A is a simple graded algebra, i.e., A =M(n,m) or A = Q(n). Consider the
rst ase. Let V be one of the irreduible modules over A. We may restrit
ourselves to the ase where V is the sum of B-modules U,P (U) for some
irreduible B-module U . The following ases are possible: 1) B = B0; 2)
B 6= B0.
In the rst ase, Z0(A,B) = Z
θ
0(|A|, |B|) = Z(A0, B0). In the seond ase,
we have two possibilities: U 6= P (U) and U = P (U).
In the rst one, V = Uk ⊕P (U)l for some k, l, whene dim(Z0(|A|, |B|) +
Zθ0(|A|, |B|)) = 2k2 + 2l2 = dimZ(A0, B0). In the seond one, V = Uk for
some k, whene dim(Z0(|A|, |B|)+Zθ0 (|A|, |B|)) = 4k2 = dimZ(A0, B0). 
Let θ be an automorphism of an algebra A. Then on the ategory of
nongraded modules we have the natural funtor V → V θ, where V θ = V
and the new ation is dened by the formula a ⋆ v = θ(a)v.
Corollary 3.4. Let A be a graded algebra, θ be the parity automorphism of
A, and
Rep(|A|) = (E1, Eθ1 , . . . , Er, Eθr , F1 = F θ1 , . . . , Fs = F θs )
be the omplete set of pairwise nonisomorphi nongraded modules. Then
Rep(A) = (F1, P (F1), . . . , Fs, P (Fs), E1 ⊕ Eθ1 , . . . , Er ⊕ Eθr )
is the omplete set of pairwise nonisomorphi graded modules.
It turns out that the ategory of graded modules is isomorphi to a er-
tain ategory of nongraded modules over some other algebra. Consider the
algebra
A[ε] = {a+ bε | a, b ∈ A, ε2 = 1, εa = θ(a)ε}.
Note that A[ε] has the anonial automorphism ϕ dened by the formulas
ϕ(a) = a, a ∈ A, and ϕ(ε) = −ε.
Proposition 3.5. The ategory of nongraded A[ε]-modules is isomorphi to
the ategory GMod of graded A-modules. Under this isomorphism, the fun-
tor of hanging the parity goes to the funtor V → V ϕ. A graded irreduible
A-module is of type M if and only if V 6= V ϕ; it is of type Q if and only if
V = V ϕ.
Proof. Let us onstrut funtors
F : Mod(A[ε]) −→ GMod(A) and G : GMod(A) −→ Mod(A[ε]).
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Let V be an objet of Mod(A[ε]); then ε ∈ End(V ). Sine ε2 = 1, it follows
that V an be regarded as an objet of the ategory GMod(A) with the
following grading:
V0 = {v ∈ V | εv = v} and V1 = {v ∈ V | εv = −v}.
The funtor F ats identially on morphisms. Sine every morphism om-
mutes with ε, it preserves the above grading and hene is a morphism of
GMod(A).
The inverse funtor also ats identially on objets and morphisms; the
ation of ε oinides with the ation of the parity operator. It is not di-
ult to hek that FG and GF are idential funtors on the orresponding
ategories. 
Lemma 3.6. Assume that a graded algebra ontains an odd element p suh
that p2 = 1. Then one an introdue a grading on the algebra A0 suh that
A will be isomorphi to A0[ε].
Proof. Take the automorphism a → pap−1 as the parity automorphism on
A0. Then A0[ε] = A. 
Let us say that a Z2-grading of a semisimple algebra is essential if for all
its simple omponents of type M(n,m) both indies are positive: n,m > 0.
For suh an algebra, the odd and even parts of every simple module are
nontrivial.
Proposition 3.7. Let A be a semisimple nite-dimensional Z2-graded alge-
bra with an essential grading. Then the funtor
I : V0 −→ A⊗A0 V0
from the ategory Mod(A0) to the ategory GMod(A) is an isomorphism of
ategories.
Proof. It sues to prove that the restrition funtor
R : V −→ V0
from the ategoryGMod(A) to the ategoryMod(A0) is the two-sided inverse
to I. Indeed, R ◦ I(V0) = A0 ⊗A0 V0 = V0. Conversely, let us prove the
equality I ◦ R(V ) = V . By additivity, it sues to prove it for a simple
module V . But the previous equality is equivalent to A⊗A0 V0 = V . Sine
V is a simple A-module, this equality implies that V0 is a simple A0-module.
By the assumptions of the lemma, the even part of every simple A-module
is nontrivial. But the even part of the module A⊗A0 V0 equals V0. Thus this
module is irreduible and oinides with V . The proposition is proved. 
It follows from the proposition that the theory of graded modules of every
semisimple Z2-graded algebra A redues to the theory of ordinary represen-
tations of its even part A0. However, this redution does not always help to
desribe all representations of the algebra A, and, onversely, an be used
in the opposite diretion. This is the ase for projetive representations of
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the symmetri groups, where the even part has no simple realization, see
Setion 6 below.
4. Indutive families (hains) of Z2-graded algebras
Denition 4.1. A Z2-graded graph is a graph that has an involutive auto-
morphism.
The main examples of Z2-graded graphs appear in the following situation.
Consider a (nite) hain of Z2-graded algebras
Y =< C = A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) >, n = 1, 2, . . . .
Denote by GA∧i the set of isomorphism lasses of irreduible objets of the
ategory GMod.
Denition 4.2. The branhing graph of simple modules of the hain Y is the
direted graded
2
graph Y (Y) whose set of verties is the disonneted union
n⋃
i=1
GA(i)∧
and the number of edges onneting a vertex U ∈ GA∧i with a vertex V ∈
GA∧i+1 and direted from U to V is equal to the dimension of the vetor spae
GHomAi(U, V ) of Ai-homomorphisms between U and V .
The orresponding branhing graph of nongraded modules will be denoted
by Y (|Y|). The branhing graph of the even subalgebras will be denoted by
Y (Y0).
On the ategory of Z2-graded modules we have the involutive funtor
V → P (V ) of hanging the parity. Hene every graph of the form Y (Y)
has an automorphism ω suh that ω2 = 1. Thus ω determines the struture
of a Z2-graded graph on Y (Y). Besides, the zero level of every suh graph
ontains two verties, whih are swapped by ω. It turns out that these
properties are harateristi.
A haraterization of the graded branhing graphs of ordinary modules is
as follows (see [VK℄).
Theorem 4.3. Let Y = ∪ni=0Yi be a nite graded graph with positive integer
multipliities of edges. Then it is the branhing graph of a hain of nongraded
modules if and only if the following onditions hold:
1) For every vertex y of Y that does not belong to Yn there exists a vertex
that immediately follows y.
2) For every vertex y of Y that does not belong to Y0 there exists a vertex
that immediately preedes y.
3) The set Y0 onsists of a single element.
In the ase of a hain of graded algebras, we have the following theorem.
2
One should not onfuse the term graded in the ontext related to the branhing
graph with the Z2-grading of algebras, modules, et.
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Theorem 4.4. Let Y = ∪ni=0Yi be a nite graded graph with positive integer
multipliities of edges. Then it is the branhing graph of a hain of graded
modules if and only if the following onditions hold.
1) For every vertex y of Y that does not belong to Yn there exists a vertex
that immediately follows y.
2) For every vertex y of Y that does not belong to Y0 there exists a vertex
that immediately preedes y.
3) There exists an involutive automorphism ω of the graph Y that preserves
the grading.
4) The set Y0 onsists of two elements, and the automorphism ω swaps
these elements.
The onstrution of an algebra from the orresponding graph follows the
same sheme as in [VK℄. Namely, onsider the set B(Y ) of loops of the
graph Y , i.e., the set of pairs of paths (t, s) that begin at the same vertex of
level 0 and end at the same vertex of level n. Consider the vetor spae A
of funtions f on B(Y ) that are invariant under ω, i.e., satisfy f(ωs, ωt) =
f(s, t), and dene the parity operator in this spae by the following formula:
θ(f)(t, s) = f(t, s) if the paths s, t begin at the same vertex, and θ(f)(t, s) =
−f(t, s) if the paths s, t begin at dierent verties. The multipliation is
dened as in [VK℄:
(f ∗ g)(s, t) =
∑
r
f(s, r)g(r, t),
where (s, t) ∈ B(Y ) and the sum is taken over all paths r suh that (s, r), (r, t) ∈
B(Y ). We an also desribe the deomposition of the algebra A into simple
omponents in terms of the graph Y . Denote by Y˜n the set of orbits with
respet to the ation of ω in Yn. Sine ω is an involutive automorphism,
orbits an be of two types: those onsisting of a single vertex (type Q), and
those onsisting of two verties (type M). Let t ∈ Y˜ , and let nt,mt be the
numbers of paths going from the two verties of Y0 to one of the verties
belonging to t. Note that in the ase of a vertex of type Q, we have nt = mt.
Then
A = ⊕t∈Y˜nAt,
where At = M(nt,mt) if the vertex is of type M , and At = Q(nt) if the
vertex is of type Q.
Denition 4.5. Let us say that two hains Y,Y′ of Z2-graded algebras are
equivalent if for i = 1, . . . , n there exist isomorphisms fi : A(i)→ A(i)′ suh
that the diagrams
A(i+ 1)
fi+1−→ A′(i+ 1)
↑ ↑
A(i)
fi−→ A′(i)
are ommutative for i = 1, . . . , n − 1.
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Proposition 4.6. Equivalene lasses of hains are in a bijetion with the
branhing graphs of graded simple modules (regarded up to isomorphism).
Proof. It sues to onsider the ase of a hain of length 2. First note that
it sues to restrit ourselves to hains of the form B ⊂ A, B ⊂ A′ and
prove that the diagram
A
f−→ A′
↑ ↑
B
idB−→ B
(1)
is ommutative if and only if the orresponding simple A,A′-modules V, V ′
are isomorphi as B-modules. Replaing the algebra B by the projetion to
the orresponding simple omponent, we may assume that A,A′ are simple
algebras. Besides, we may replae the algebra A′ by A. Thus it sues
to prove the following assertion. Let A be a simple Z2-graded algebra, V
be a standard A-module, B be a Z2-graded subalgebra of A, and ϕ be an
automorphism of A. Then ϕ ats on B identially if and only if it is of the
form ϕ(a)v = faf−1v, where f is an isomorphism either of the B-module V ,
or of the B-modules V and P (V ). Let us prove this assertion. Assume that
ϕ is of this form. Then for b ∈ B we obtain ϕ(b)v = fbf−1v = bv. Hene
ϕ(b) = b. Conversely, assume that ϕ(b) = b for every b ∈ B. The parity
automorphism of the algebra A is of the form a → JaJ−1, where J is the
parity automorphism of the module V . Sine ϕ preserves the parity, ϕ(J) =
±J . Further, there exists a linear map f : V → V suh that ϕ(a)v = faf−1v.
Sine ϕ(J) = ±J , it follows that f is a graded homomorphism either V → V
or V → P (V ). The onditions ϕ(b) = b, ϕ(a)v = faf−1v imply that f is a
homomorphism of B-modules. The proposition is proved. 
A branhing graph is alled simple if it has no multiple edges. In order to
formulate a simpliity riterion, we use the notion of entralizer from Se-
tion 2. The following lemma gives a simpliity riterion for graded modules.
Lemma 4.7. Let B ⊂ A be a short hain of graded algebras. The branh-
ing of the orresponding graded modules is simple if and only if the algebra
Z(A,B) is ommutative, and in this ase it is generated by the graded enters
Z(A), Z(B). (Cf. the simpliity riterion in [OV, VO℄).
Proof. It is not diult to hek that Z(A[ε], B[ε]) = Z0(|A|, |B|)+εZθ0 (|A|, |B|).
Hene the algebra Z(A,B) is the image of the algebra Z(A[ε], B[ε]) under
the homomorphism that sends ε to 1. It easily follows that Z(A,B) is
ommutative if and only if so is Z(A[ε], B[ε]). In this ase, it is well known
that Z(A,B) is generated by the subalgebras Z(A[ε]), Z(B[ε]). 
Like in the nongraded ase, two types of problems arise for the graphs un-
der onsideration. The analysis problem: given a graded algebra, onstrut
the graph of simple modules. And the synthesis problem: given a graph with
involution, desribe the algebra for whih it is the graph of simple modules.
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Let G be a Z2-graded group; then G0, being a subgroup of index 2, is a
normal subgroup of G, so that G is a Z2-extension of G0. Reall (see [FH℄)
the relation between irreduible representations of these groups. The group
Z2 ats on the simple modules of the group G0 and divides them into two
lasses: those that are xed under the ation of Z2 and those that are not.
The diret sum of a module of the seond lass and its Z2-image is an irre-
duible Z2-graded G-module. Note that for Z2-graded algebras, the situation
is similar but more ompliated. The existene of suh relations implies the
existene of relations between the orresponding branhing graphs Y (Y),
Y (|Y|), and Y (Y0).
In ontrast to the tradition, we will denote the alternating group by S+n
rather than An.
Proposition 3.7 implies the following lemma.
Lemma 4.8. Assume that the odd part of every algebra of a hain Y of Z2-
graded algebras is nontrivial. Then the branhing graph Y (Y) of this hain
oinides with the branhing graph Y (|Y0|).
Example 4.9. Consider the involutive automorphism θ of the group algebra
C[Sn] of the symmetri group dened by the formula θ(σ) = sgn(σ)σ, where
sgn(σ) is the sign of a permutation σ, and the orresponding struture of a
graded algebra on C[Sn]. Let Y (S) be the graded branhing graph of the
hain
S =< C = C[S1] ⊂ C[S2] ⊂ · · · ⊂ C[Sn] >
of the group algebras of the symmetri groups with this Z2-grading, and let
Y (|S+|) be the nongraded branhing graph of the hain
S
+ =< C = C[S+1 ] ⊂ C[S+2 ] ⊂ · · · ⊂ C[S+n ] >
of the group algebras of the alternating groups. Then it follows from Lemma 4.8
that the graph Y (S) oinides with the graph Y (|S+|) at all levels exept the
rst one.
Note that an irreduible graded representation of the symmetri group
oinides with the ordinary representation orresponding to a diagram λ
if λ = λ′, and is equal to the diret sum of the ordinary representations
orresponding to the diagrams λ, λ′ if λ 6= λ′.
Consider the involutive automorphism θ of the group algebra C[S+n ] of
the alternating group given by the formula θ(f) = s12fs12, where s12 is
the transposition of the symbols 1, 2, and the orresponding struture of a
superalgebra on C[S+n ]; then Lemma 3.6 implies the following theorem.
Theorem 4.10. 1) An ordinary irreduible representation of the group Sn
remains irreduible regarded as a graded representation of the group An. It is
of type Q if the orresponding Young diagram λ is self-onjugate, i.e., λ = λ′;
it is of type M if the orresponding Young diagram λ is not self-onjugate,
i.e., λ 6= λ′.
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2) Let Y (S+) be the graded branhing graph of the hain
S
+ =< C = C[S+1 ] ⊂ C[S+2 ] ⊂ · · · ⊂ C[S+n ] >
of the group algebras of the alternating groups with the Z2-grading introdued
above, and let Y (|S|) be the nongraded branhing graph of the hain
S =< C = C[S1] ⊂ C[S2] ⊂ · · · ⊂ C[Sn] >
of the group algebras of the symmetri groups (i.e., the Young graph). Then
Y (S+) oinides with Y (|S|) at all levels exept the rst one.
5. GelfandTsetlin algebras
Consider a hain of Z2-graded algebras
Y =< C = A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) > .
Denition 5.1. Assume that the branhing graph of the hain Y is simple.
The GelfandTsetlin algebra GZ(Y) is the algebra generated by the graded
enters Z(Ai), i = 1, . . . , n.
Theorem 5.2. Consider a hain of Z2-graded algebras
Y =< C = A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) >
with simple branhing. Then the GelfandTsetlin algebra GZ(Y) oinides
with the ordinary GelfandTsetlin algebra GZ(Y0) of the hain of even subal-
gebras. It is a maximal ommutative subalgebra among the even ommutative
subalgebras in A(n). Every irreduible graded representation of the algebra
A(n) has a homogeneous basis that onsists of eigenvetors of this subalgebra.
Proof. Consider the hain of algebras
C ⊂ C[ε] = A(1)[ε] ⊂ A(2)[ε] ⊂ · · · ⊂ A(n)[ε].
Sine the branhing is simple, the algebra generated by Z(A(i+1)[ε], A(i)[ε]),
i = 1, . . . , n− 1, is a maximal ommutative subalgebra in A(n)[ε]. Further,
onsider the homomorphism A(n)0[ε] → A(n)0 that sends ε to the iden-
tity. The image of every maximal ommutative subalgebra in A(n)0[ε] is a
maximal ommutative subalgebra in A(n)0. 
Thus, to a ertain extent, the representation theory of a hain of Z2-graded
algebras redues to studying representations of the hain of the even parts of
these algebras. However, it is not always possible to desribe the even part
of a graded algebra in a transparent way, so that it is useful to introdue
another version of the notion of GelfandTsetlin algebra, whih is related
to the notion of superentralizer (see Setion 2) used in the theory of Lie
superalgebras.
Denition 5.3. Consider a hain of Z2-graded algebras
Y =< C = A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) > .
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1) The algebra
SGZ(Y) =< SZ(A(2), A(1)), . . . , SZ(A(n), A(n − 1)) >
generated by the suessive superentralizers is alled the GelfandTsetlin
superalgebra.
2) Denote by SZ(Y) the ommutative algebra generated by the superenters
SZ(A(1)), . . . , SZ(A(n)).
As will be shown below, the algebra SZ(Y) is the superenter of the
algebra SGZ(Y).
In the nongraded ase, for hains with simple branhing the algebra gen-
erated by the suessive entralizers oinides with the algebra generated by
the enters: SZ(Y) = SGZ(Y). If the spetrum is not simple, SGZ(Y) is
the so-alled big GelfandTsetlin algebra. In the graded ase, we have the
following (in general, strit) inlusions
SZ(Y) ⊂ GZ(Y) ⊂ SGZ(Y),
the rst two algebras being ommutative. The role of the GelfandTsetlin
superalgebra is that the deompositions of irreduible A(n)-modules into
irreduible SGZ(Y)-modules are disjoint. In the ase of trivial grading and
simple spetrum, the algebra SGZ(Y) oinides with SZ(Y). The main
result of this setion is the following theorem.
Theorem 5.4. Consider a hain of Z2-graded algebras
Y =< C = A(1) ⊂ A(2) ⊂ · · · ⊂ A(n) > .
Then
1) The restrition of an irreduible A(n)-module to the GelfandTsetlin
superalgebra has a simple spetrum.
2) The deompositions of dierent irreduible A(n)-modules into irreduible
SGZ(Y)-modules have no ommon omponents. The irreduibility type of a
nonzero SGZ(Y)-module oinides with the irreduibility type of the A(n)-
module that ontains it.
Proof. The proof is based on a series of lemmas.
Lemma 5.5. Let V be a nite-dimensional graded vetor spae, A ⊂ End(V )
be a semisimple graded subalgebra of End(V ), and A′ be its superentralizer.
Then (A′)′ = A.
The proof of the lemma is ontained in [NS℄. It is similar to von Neumann's
theorem on the biommutant of subalgebras in simple algebras, and an be
proved analogously.
Lemma 5.6. Let A be a Z2-graded algebra and B be a Z2-graded subalge-
bra of A. Then the equality SZ(A,B) = SZ(B) holds if and only if ev-
ery irreduible A-module deomposes into a multipliity-free sum of simple
B-modules and dierent irreduible A-modules have no ommon irreduible
B-omponents. Moreover, every irreduible B-omponent has the same irre-
duibility type as the irreduible A-module that ontains it.
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Proof. Assume that every irreduible A-module deomposes into a multipliity-
free sum of simple B-modules and dierent irreduible A-modules have no
ommon irreduible B-omponents. Let V1, . . . , Vq be the omplete set of
pairwise nonisomorphi irreduible A-modules, U1, . . . , Up be all dierent
B-modules, and b1, . . . , bp be the orresponding entral idempotents. Let
a ∈ SZ(A,B). By the assumptions of the lemma, a is an even element.
Sine every irreduible A-module deomposes into a multipliity-free sum of
simple B-modules, the element a preserves eah module Uj and ats in it
as a salar cj . Sine dierent irreduible A-modules have no ommon irre-
duible B-omponents, the dierene a− c1b1 − · · · − cpbp vanishes in every
irreduible A-module. This proves that SZ(A,B) = SZ(B).
Conversely, assume that SZ(A,B) = SZ(B). Therefore SZ(A) ⊂ SZ(B).
Let e1, e2 be two dierent entral idempotents in A orresponding to simple
A-modules V1, V2; then
e1 = c1b1 · · ·+ cpbp, e2 = d1b1 + · · ·+ dpbp.
The ondition e1e2 = 0 implies that cidi = 0 for i = 1, . . . , p. It follows that
the modules V1, V2 have no ommon irreduible B-omponents. Moreover,
the equalities e21 = e1, e
2
2 = e2 imply that ci, di = 0, 1. This proves that every
irreduible A-module deomposes into a multipliity-free sum of simple B-
modules. The laim onerning the irreduibility type follows from the fat
that SZ(A,B) ontains only even elements. 
Lemma 5.7. Let f : A −→ B be a homomorphism of semisimple superalge-
bras and C be a simple subsuperalgebra in A. Then
f(SZ(A,C)) = SZ(f(A), f(C)).
Proof. Clearly, f(SZ(A,C)) ⊂ SZ(f(A), f(C)). Let us prove the onverse
inlusion. Let b = f(a) ∈ SZ(f(A), f(C)). Sine A is a semisimple su-
peralgebra, ker f = eA, where e is a entral idempotent. We have ac −
(−1)p(a)p(c)ca ∈ eA for every c ∈ C. Hene a(1− e)c = (−1)p(a)p(b)c(1− e)a,
also for every c ∈ C. Therefore a(1 − e) ∈ SZ(A,C). Hene f(a) =
f(a(1− e)). 
Lemma 5.8. Let A be a semisimple graded algebra, B be a semisimple graded
subalgebra of A, and C be a graded subalgebra in A generated by SZ(A,B)
and B. Given an irreduible A-module V and an irreduible B-module U ,
denote by IU (V ) the sum of all B-submodules in V isomorphi to U or P (U).
Then IU (V ) is an irreduible C-module, and every irreduible C-module is
of this form. Besides, two nonzero modules of this form are isomorphi if
and only if U = U ′, V = V ′.
Proof. By Lemma 5.7, we an replae the algebras A and B by their images
in End(V ). Clearly, IU (V ) is a C-module. Besides, the algebras SZ(A,B)
and B are semisimple. Hene their tensor produt is also a semisimple
algebra, and C, being the homomorphi image of this tensor produt, is also
semisimple. Further, we have a anonial deomposition V = W ⊕ IU (V ),
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where W is the sum of all B-submodules in V that are not isomorphi to U
or P (U). Thus we have a anonial homomorphism End(V )→ End(IU (V )).
Hene, in order to prove the irreduibility of IU (V ), it sues to ompute the
superentralizer of C in IU (V ). Further, V is an irreduible A-module, hene
there are two possibilities: End(V ) = A and End(V ) = A[π], where π is an
odd element from End(V ) that superommutes with A. In the rst ase, by
Lemma 5.5, the superentralizer of C in End(V ) oinides with the enter
of B. Hene, by Lemma 5.7, the entralizer of C in IU (V ) oinides with C.
In the seond ase, the same arguments show that the superentralizer of C
in IU (V ) oinides with C[π].
Conversely, let us prove that every irreduible module is of this form. Let
W be an irreduible C-module and U be an irreduible B-submodule of W .
Consider the indued module A⊗C W and the irreduible omponent V of
this module that ontains W . Then, by the above, the module IU (V ) is
irreduible and hene oinides with W .
It remains to prove only that the ondition IU(V ) = IU ′(V
′) implies
(U, V ) = (U ′, V ′). This assertion is equivalent to the fat that dierent irre-
duible A-modules have no ommon irreduible C-omponents. By Lemma 5.6,
this is equivalent to the ondition SZ(A,C) = SZ(C). But it is easy to see
from the denition that SZ(A,C) = SZ(B′), where B′ = SZ(A,B). Hene
it sues to show that SZ(B′) = SZ(C). But the algebra C is semisimple,
and it is a homomorphi image of the algebra B′⊗B, whih is also semisim-
ple with superenter equal to SZ(B)′⊗SZ(B). Hene the superenter of C
is equal to the produt of the superenters of B′ and B. But it is easy to see
that SZ(B) ⊂ SZ(B′), whene SZ(C) = SZ(B′). 
Corollary 5.9. Consider a hain of Z2-graded semisimple nite-dimensional
algebras
Y =< A(1) ⊂ · · · ⊂ A(n− 1) ⊂ A(n) >
(we do not assume that A(1) = C). Also let V1, . . . , Vn−1, Vn be irreduible
modules over the algebras A(1), . . . , A(n−1), A(n), respetively, and SGZ(Y)
be the algebra generated by the superentralizers SZ(A(i + 1), A(i)), i =
1, . . . , n− 1, and the algebra A(1). Then the algebra SGZ(Y) is semisimple.
Denote by I(V1, V2, . . . , Vn) the subspae IV1(. . . (IVn−1(Vn) . . . )). Then the
nonzero subspaes
I(V1, V2, . . . , Vn)
are irreduible SGZ(Y)-modules, and every irreduible SGZ(Y)-module is
of this form. Moreover, if
I(V1, . . . , Vn−1, Vn) = I(V ′1 , . . . , V
′
n−1, V
′
n),
then V1 = V
′
1 , . . . , Vn = V
′
n.
Proof. Indution on n. If n = 2, then this is the assertion of the previous
lemma. Let n > 2. Denote by C the subalgebra in A(n) generated by
SZ(A(i+1), A(i)), i = 2, . . . , n−1, and by B the algebra generated by A(2)
and C. Consider the hain A(1) ⊂ B. By the indution hypothesis, the
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algebra C is semisimple, hene the tensor produt A(2)⊗C is also semisimple.
Further, it is easy to hek that the superentralizer of the algebra A(1) in
the algebra A(2) ⊗ C equals SZ(A(2), A(1)) ⊗ C. Sine the algebra B is a
homomorphi image of the algebra A(2)⊗C, it follows from Lemma 5.7 that
SZ(B,A(1)) equals SGZ(Y). Now we an use Lemma 5.8. 
Now let us prove the theorem. To this end, we rst prove that the su-
perenter of the algebra SGZ(Y) is generated by the superenters of the
algebras A(1), . . . , A(n). Let W be an irreduible SGZ(Y)-module and zW
be the element of the superenter that ats as 1 in the modules W, P (W )
and ats as 0 in all the other irreduible modules. By the previous lemma,
W = IV1(. . . (IVn−1(Vn) . . . )). Let zVi , i = 1, . . . , n, be the elements similar
to zW . Then the dierene zW − zV1 . . .zVn ats as 0 in every irreduible
SGZ(Y)-module and hene vanishes. This proves that the superenter of
SGZ(Y) is generated by the superenters of A(1), . . . , A(n). Sine irre-
duible representations of SGZ(Y), regarded up to the funtor P , are in a
bijetion with homomorphisms of the superenter of SGZ(Y), the theorem
follows. 
In the ase of a simple branhing, a desription of subspaes of irreduible
modules over the GelfandTsetlin superalgebra an be given in terms of the
orresponding branhing graph.
Denition 5.10. Assume that the branhing graph of a hain A is simple.
In this ase, for every path
T = λ1 ր · · · ր λi ր λi+1 ր · · · ր λn
in the branhing graph there is a vetor vT , unique up to a nonzero on-
stant, in the orresponding irreduible representation. This vetor is alled
the GelfandTsetlin vetor. The set of GelfandTsetlin vetors forms a basis,
whih is alled the GelfandTsetlin basis.
Denition 5.11. Two vetors v,w of the GelfandTsetlin basis are alled
equivalent if for the orresponding paths
v ⊂ A(1)v ⊂ A(2)v ⊂ · · · ⊂ A(n)v, w ⊂ A(1)w ⊂ A(2)w ⊂ · · · ⊂ A(n)w
in the branhing graph, the following equations hold: A(n)w = A(n)v, and
for every 1 ≤ i ≤ n− 1, either A(i)w = A(i)v or P (A(i)w) = A(i)v.
Lemma 5.12. Equivalent vetors of the GelfandTsetlin basis determine
the same homomorphism χ : SZ(A) → C of the superenter of the algebra
SGZ(A). The linear span of these equivalent vetors oinides with Vχ.
Proof. Let v,w be equivalent GelfandTsetlin vetors and z ∈ Z(A(i)) for
1 ≤ i ≤ n. Sine the irreduible modules A(i)v and A(i)w dier only by
the parity, z ats on v and w by the same salar. Therefore the vetors v,w
determine the same homomorphism χ : SZ(Y) → C. Now let us prove the
onverse. It is enough to prove the following laim: if a ats as 1 on every
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vetor of the GelfandTsetlin basis that is equivalent to v and ats as 0 on
every nonequivalent vetor, then a ∈ SZ(Y). Let
v ⊂ A(1)v ⊂ A(2)v ⊂ · · · ⊂ A(n)v
be the path orresponding to the vetor v. Sine the branhing is simple, we
an nd z1, . . . , zi, . . . , zn suh that zi ats as 1 in A(i)v, P (A(i)v) and ats
as 0 in every irreduible module nonisomorphi to A(i)v, P (A(i)v). Then
the produt z1 . . . zn ats in the same way as a in every irreduible A(n)
module. Therefore a = z1 . . . zn. 
Corollary 5.13. If the branhing of a hain of graded algebras is simple,
then the orresponding GelfandTsetlin algebra is the diret sum of Cliord
algebras.
6. Projetive representations of the symmetri groups
I. Shur [Sh℄ proved that the symmetri group Sn has only one nontrivial
entral extension and suggested a method for nding projetive represen-
tations of Sn. This entral extension, whih we will denote by S˜n, is a
Z2-graded group in the sense dened above. However, the orresponding
grading of the group algebra of S˜n is more ompliated than in the ase of
C[Sn] onsidered above. Proper projetive representations of the symmetri
group oinide with representations of some Z2-graded algebra An, whih is
desribed below and whih is the half of the group algebra of S˜n, more
exatly, the quotient of C[S˜n] modulo the half ideal. The seond ideal,
omplementary to the rst one, is the image of the group algebra C[Sn]
under the (non-identity-preserving) embedding, and the quotient of C[S˜n]
modulo this ideal oinides with C[Sn]. Here both quotient algebras, C[Sn]
and An, inherit the Z2-grading of the algebra C[S˜n]. It follows from the above
onsiderations that representations of every Z2-graded algebra with an essen-
tial grading are in a bijetive orrespondene with representation of its even
part. However, the even part of An still has no onvenient model. Hene, in
order to desribe its representations, we use the notions of graded represen-
tations of the GelfandTsetlin superalgebra SGZ(Y) introdued above. We
reprodue the method of onstruting the representation theory of the sym-
metri groups suggested in [OV, VO℄. Namely, we onstrut analogs of the
YJM-elements, spetra, et., and nally obtain the known list of projetive
representations of the symmetri groups.
We onsider two algebras related to projetive representations of the sym-
metri group. The rst one is the algebra An desribed below, and the seond
one is the (graded) tensor produt of the Cliord algebra Cn with n genera-
tors and the algebra An. For An, Young's orthogonal form was onstruted
in [N1℄; and for Cn ⊗ An, Young's orthogonal and seminormal forms were
onstruted in [N2℄. We onstrut seminormal forms for both algebras. It
turns out that for Cn ⊗An Young's formulas look simpler and oinide with
the formulas obtained by M. Nazarov in [N2℄ by other methods.
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Thus graded representations of An are in a one-to-one orrespondene
with nongraded proper projetive representations of the alternating group,
or, whih is the same, with representations of a entral extension of the
alternating group in whih the entral element ats in a nontrivial way.
Let us proeed to a more detailed desription of the groups and alge-
bras under onsideration. The group S˜n is given by generators σ˜k, k =
0, 1, . . . , n− 1, satisfying the relations
σ˜k
2 = 1, σ˜kσ˜0 = σ˜0σ˜k, (σ˜kσ˜k+1)
3 = 1, k = 0, 1, . . . , n− 1,
σ˜iσ˜k = σ˜0σ˜kσ˜i, i, k = 0, 1, . . . , n− 1.
The grading is dened as follows: the identity element is assumed to be
even, and all the elements σ˜k, k > 0, are assumed to be odd. Note that
σ˜0 is even. The quotient of the group S˜n over its enter Z2 = {σ˜0} is the
symmetri group, so that S˜n is a Z2-extension of Sn, but this extension is not
trivial. The group algebra C[S˜n] deomposes into the sum of two ideals. The
rst one is generated by the relation σ˜0−1 = 0, and the quotient modulo this
ideal is the group algebra of the symmetri group with the ordinary parity
grading. The seond one is generated by the relation σ˜0 + 1 = 0 and does
not orresponds to any normal subgroup of S˜n; the quotient modulo this
ideal is, by denition, a graded algebra An, whih is not a group algebra.
Representations of this algebra are exatly proper projetive representations
of the symmetri group. Note also that the normal subgroup that is the even
part of S˜n is the restrition of the entral extension of Sn to the alternating
group S+n , i.e., a Z2-extension of the alternating group; this extension is also
nontrivial.
Thus the algebra An is generated by elements τ1, . . . , τn that are the images
of the generators σ˜k, k > 0, of S˜n and satisfy the relations
τ2k = 1, (τkτk+1)
3 = 1, (τkτl)
2 = −1 if | k − l |> 1. (2)
The algebra An has a natural grading inherited from C[S˜n]: p(τi) = 1,
i = 1, . . . , n− 1. We an rewrite the dening relations in the form
τ2k = 1, τkτk+1τk = τk+1τkτk+1, τkτl = −τlτk if | k − l |> 1. (3)
In fat, it is more onvenient to desribe the algebra An in a slightly dierent
way. Let us dene elements τij for i < j by indution as follows:
τii+1 = τi, τij = −τij−1τjτij−1, τji = −τij,
where i = 1, . . . , n − 1. It is easy to hek the following relations for i, j ∈
{1, . . . , n} and i 6= j:
τij = −τji, τ2ij = 1, τijτkl = −τklτij if {i, j} ∩ {k, l} = ∅,
τijτjkτij = τjkτijτjk = −τij,
where i, j, k are pairwise distint. We will regard An as a superalgebra,
setting p(τij) = 1. Note that we an obtain a similar desription of the
algebra A+n . To this end, reall the following result from [VV℄. The group
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S+n is generated by elements xi = (i, i+ 1, i+ 2), i = 1, . . . , n− 2, satisfying
the relations
x3i = 1, i = 1, . . . , n− 2,
(xixi+1)
2 = 1, i = 1, . . . , n − 3,
xixj = xjxi, |i− j| > 2, i, j = i = 1, . . . , n− 2,
xix
−1
i+1xi+2 = xi+2xi, i = 1, . . . , n− 4.
This easily implies the following proposition.
Proposition 6.1. The algebra A+n is generated by elements yi, i = 1, . . . , n−
2, satisfying the relations
y3i = 1, i = 1, . . . , n− 2,
(yiyi+1)
2 = −1, i = 1, . . . , n− 3,
yiyj = yjyi, |i− j| > 2, i, j = i = 1, . . . , n − 2,
yiy
−1
i+1yi+2 = −yi+2yi, i = 1, . . . , n− 4.
Now let us desribe the superenter (see Denition 2.13) of the algebra
An.
Theorem 6.2. Let α ⊢ n be a partition of n suh that all parts of α are odd.
The elements Cαn with suh α form a basis of the superenter of the algebra
An.
Proof. Let i1, . . . , ip be a sequene of pairwise distint elements from {1, 2, . . . , n}.
Set
τi1i2...ip = τi1i2τi2i3 . . . τip−1ip .
Then it is easy to hek that τi1i2...ip = −τi2i3...ipi1 for an even p, and
τi1i2...ip = τi2i3...ipi1 for an odd p.
Let α = (α1, α2, . . . , αs) be a partition of m, where m ≤ n and α1 ≥ α2 ≥
· · · ≥ αs ≥ 2. Set
Cαn =
∑
τ
i
(1)
1 ...i
(1)
α1
τ
i
(2)
1 ...i
(2)
α2
. . . τ
i
(s)
1 ...i
(s)
αs
,
where the sum is taken over all pairwise distint i
(r)
j from {1, 2, . . . , n}.
Dene the following ation of the symmetri group Sn on An:
σij(τkl) = −τijτklτij,
where σij ∈ Sn is a transposition. We see that in order to desribe the
superenter, we must desribe invariant elements with respet to this ation.
The superenter is the linear span of the elements Cαn with α an arbitrary
partition of n. Let us show that if αj is even for some j, then C
α
n vanishes.
Indeed,
Cαn =
∑
τ
i
(1)
1 ...i
(1)
α1
. . . τ
i
(j)
1 ...i
(j)
αj
. . . τ
i
(s)
1 ...i
(s)
αs
=
∑
τ
i
(1)
1 ...i
(1)
α1
. . . τ
i
(j)
2 ...i
(j)
αj
i
(j)
1
. . . τ
i
(s)
1 ...i
(s)
αs
= −Cαn .
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Therefore Cαn = 0. If all parts of α are odd, then C
α
n 6= 0. Note that for
dierent α(1), . . . , α(q) the orresponding elements Cα
(1)
n , . . . , C
α(q)
n have no
ommon summands and hene are linearly independent. 
Now let us desribe the superentralizer SZ(An,An−1). To this end, we
introdue the following analogs of the YJM-elements.
Denition 6.3. [Se℄ The YoungJuysMurphy (YJM) element is the fol-
lowing element of the algebra An:
πn = τ1n + τ2n + · · ·+ τn−1n.
Note that π1 = 0 by denition. Note also that analogs of the YJM-
elements for the algebra Cn⊗An were introdued by M. Nazarov in [N2℄ and
denoted by xn; they oinide, up to an element of the Cliord algebra, with
πn, namely, xn =
1√
2
pnπn. It is known that the elements xi, i = 1, . . . , n,
pairwise ommute. It follows that the elements πi, i = 1, . . . , n, pairwise
anti-ommute. Below we will give an independent proof of this fat.
Theorem 6.4. The superentralizer SZ(An,An−1) is generated by the su-
perenter SZ(An−1) and the element πn. The GelfandTsetlin superalgebra
oinides with the algebra C[π1, π2, . . . , πn], and the algebra SZ(Y) generated
by the superenters oinides with C[π21, π
2
2 , . . . , π
2
n].
Proof. As in the previous theorem, we must average elements of An with
respet to the ation of Sn−1. Set
Cα,pn =
∑
τi1...ipnτi(1)1 ...i
(1)
α1
. . . τ
i
(j)
1 ...i
(j)
αj
. . . τ
i
(s)
1 ...i
(s)
αs
,
where the sum is taken over all pairwise distint il, i
j
r from {1, 2, . . . , n− 1}.
It is not diult to hek that SZ(An,An−1) is the linear span of C
α,p
n with
α1 + · · · + αs + p ≤ n. As in the proof of the previous theorem, we see
that all parts of α are odd and p is arbitrary. Let us use the indution on
α1 + · · · + αs + p. If p = 0, then Cα,0n ∈ SZ(An−1). Hene we may assume
that p > 0. Consider the produt
πnC
α,p−1
n =
∑
τinτi1...ip−1nτi(1)1 ...i
(1)
α1
. . . τ
i
(s)
1 ...i
(s)
αs
= Cα,pn +
∑
i=i1,...,ip−1
τinτi1...ip−1nτi(1)1 ...i
(1)
α1
. . . τ
i
(s)
1 ...i
(s)
αs
+
s∑
j=1
∑
i=i
(j)
1 ,...,i
(j)
αj
τinτi1...ip−1nτi(1)1 ...i
(1)
α1
. . . τ
i
(s)
1 ...i
(s)
αs
.
It is easy to hek that
τiqnτi1...ip−1n = (−1)pτi1...iq−1nτiq...ip−1n
and
τ
i
(j)
1 n
τi1...ip−1nτi(j)1 ...i
(j)
αj
= τ
i1...ip−1i
(j)
2 ...i
(j)
αj
i
(j)
1 n
.
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Hene all the summands exept Cα,pn are linear ombinations of the elements
Cβ,qn with |β| + q = |α| + p − 1 < |α| + p. This immediately implies the
equality SGZ(Y) = C[π1, π2, . . . , πn]. Hene it sues to show that SZ(A)
oinides with C[π21, π
2
2 , . . . , π
2
n]. We have
π2i = i− 1−
∑
k,l<i,k 6=l
τkli =
∑
1≤i,j,k≤i−1
τijk −
∑
1≤i,j,k≤i
τijk,
where the indies i, j, k in the last sums are pairwise distint. Therefore
π2i ∈ SZ(Y). On the other hand, we have already proved that SZ(Ai) ⊂
C[SZ(Ai−1), π2i ]. 
In a similar way we an prove the following theorem.
Theorem 6.5. The superentralizer SZ(An,An−2) is generated by the su-
perenter SZ(An−2) and the elements πn, πn−1, τn−1.
Remark. Aording to Theorem 5.4 and the previous orollary, every irre-
duible An-module is the diret sum of pairwise nonisomorphi irreduible
SGZ(Y)-modules, eah being of the form V (a1, . . . , an), where a1, . . . , an
are eigenvalues of the elements π21 , π
2
2 , . . . , π
2
n.
Corollary 6.6. Consider the hain of Z2-graded algebras
C ⊂ C1 ⊗ A1 ⊂ C2 ⊗ A2 ⊂ · · · ⊂ Cn ⊗ An.
Then the algebra generated by the superentralizers of this hain oinides
with the algebra Cn ⊗ C[π1, π2, . . . , πn], and the algebra SZ(Y) generated by
the superenters oinides with C[π21 , π
2
2, . . . , π
2
n].
The following lemma desribes some relations in the algebra SZ(An,An−2).
Consider the following elements of the algebra An:
Fi = τi(π
2
i − π2i+1) + (πi+1 − πi), i = 1, 2, . . . , n − 1.
Lemma 6.7. For i = 1, 2, . . . , n− 1, the following relations hold:
τiπi + πi+1τi = 1, (πi − πi+1)τi = τi(πi − πi+1),
(π2i − π2i+1)τi + τi(π2i − π2i+1) = 2(πi − πi+1),
Fiπi + πi+1Fi = 0, Fiπi+1 + πiFi = 0, F
2
i = π
2
i + π
2
i+1 − (π2i − π2i+1)2.
Proof. We have
τiπi + πi+1τi = τii+1
∑
j<i
τji +

τii+1 +∑
j<i
τji+1

 τii+1
= 1 +
∑
j<i
τi+1ij −
∑
j<i
τji+1i = 1,
and the rst relation is proved. The remaining relations easily follow from
the rst one. 
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The following lemma is needed for obtaining analogs of Young's formulas;
it is a simple exerise in representation theory. Consider the algebra H
generated by a semisimple ommutative algebra A and elements τ, p, q that
ommute with A and satisfy the relations τ2 = 1, pq + qp = 0, τp+ qτ = 1.
It is easy to hek that the element ∆ = p2 + q2 − (p2 − q2)2 belongs to the
enter of H.
Lemma 6.8. Let V be an irreduible module over H that is semisimple as
an A[p, q]-module. Then
1) If ∆ = 0 in V , then V is irreduible as an A[p, q]-module and p2, q2 at
in V by multipliations by a, b, where a 6= b, a+ b = (a− b)2, and τ ats as
the operator
p−q
a−b .
2) If ∆ 6= 0 in V , then V is the diret sum of two irreduible A[p, q]-
modules, in one of whih (say, U) the elements p2, q2 at by multipliations
by a, b, where a 6= b, a+ b 6= (a− b)2, and
V = H ⊗A[p,q] U.
Corollary 6.9. Let V be an irreduible module over Ck⊗An and V (a1, . . . , an)
be the subspae of ommon eigenvetors for π21 , π
2
2 , . . . , π
2
n with eigenvalues
a1, . . . , an. Then
1) ai 6= ai+1 for i = 1, . . . , n− 1.
2) If ai + ai+1 = (ai − ai+1)2, then τi ats in the subspae V (a1, . . . , an)
as the operator
pii−pii+1
ai−ai+1 .
3) If ai + ai+1 6= (ai − ai+1)2, then
V (a1, . . . , ai+1, ai, . . . , an) 6= 0.
Proof. Consider V as a module over the subalgebra SZ(Ai+1,Ai−1), whih is
semisimple by Lemma 6.5. Consider the orresponding ation of the algebra
H(p, q, τ), whih is also semisimple. Deompose the module V into isotypi
omponents with respet to H(p, q, τ); then the subspae V (a1, . . . , an) is
ontained in the isotypi omponent in whih the element ∆ = p2 + q2 −
(p2 − q2)2 ats as 0. Therefore, by Lemma 6.8, ai 6= ai+1 and τi ats in
V (a1, . . . , an) as the operator
pii−pii+1
ai−ai+1 . This proves 2). Let us prove 3).
Similarly to the above, we onsider the isotypi omponent with a xed
value ∆ 6= 0. By Lemma 6.8, V (a1, . . . , ai+1, ai, . . . , an) 6= 0. 
Denote by SSpec(n) the set of all possible sequenes of eigenvalues of the
elements π21 , π
2
2 , . . . , π
2
n, and by Spec(n) the set of all possible sequenes of
eigenvalues of the ordinary YJM-elements. Also denote by Spec+(n) the sub-
set in Spec(n) onsisting of (c1, c2, . . . , cn) suh that ci ≥ 0 for i = 1, . . . , n.
Theorem 6.10. Let (a1, a2, . . . , an) ∈ SSpec(n). Then
(i) ai ≥ 0 for every i = 1, . . . , n, and there exists a unique nonnegative
integer bi suh that ai =
1
2bi(bi + 1);
(ii) the map
(a1, a2, . . . , an) −→ (b1, b2, . . . , bn)
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is a bijetion of SSpec(n) onto Spec+(n).
Proof. Let us prove the rst assertion by indution on i. The uniqueness
is obvious. Let us prove the existene. If i = 1, then π1 = 0 and a1 = 0,
whene b1 = 0. If i = 2, then a2 = π
2
2 = 1 and b2 = 1. Assume that i > 1
and ai =
1
2bi(bi + 1) where bi is a nonnegative integer. Then two ases are
possible:
(a) ai + ai+1 = (ai − ai+1)2;
(b) ai + ai+1 6= (ai − ai+1)2.
In ase (a) we have the following equation on ai+1:
a2i+1 − (2ai + 1)ai+1 + a2i − ai = 0.
By the indution hypothesis, this equation has two roots, ai+1 =
1
2(bi +
1)(bi + 2) and ai+1 =
1
2(bi − 1)bi, and bi ≥ 0. Therefore ai+1 ≥ 0. In ase
(b), (a1, . . . , ai+1, ai, . . . , an) ∈ SSpec(n), and the assertion follows from the
indution hypothesis.
Now let us prove the seond laim of the theorem. Reall the following
haraterization of the set Spec(n). Aording to [OV℄, (c1, c2, . . . , cn) ∈
Spec(n) if and only if the following onditions hold:
1) ci ∈ Z, c1 = 0;
2) ci 6= ci+1;
3) for every i = 1, . . . , n− 2, we have (ci, ci+1, ci+2) 6= (d, d+ 1, d) for any
d ∈ Z;
4) if ci+1 6= ci ± 1, then (c1, . . . , ci+1, ci . . . , cn) ∈ Spec(n).
Let us prove that bi, for i = 1, . . . , n, satisfy the same onditions.
Assertions 1), 2), and 4) have already been proved. Let us prove assertion
3). Assume that there exists i suh that (bi, bi+1, bi+2) = (b, b+ 1, b). Then
(ai− ai+1)2 = (−1− b)2 = ai+ ai+1, (ai+1− ai)2 = (1+ b)2 = ai+1+ ai+2.
Hene, aording to Corollary 6.9,
τi =
πi − πi+1
ai − ai+1 , τi+1 =
πi+1 − πi+2
ai+1 − ai+2 .
But it is not diult to hek that these relations ontradit the relation
τiτi+1τi = τi+1τiτi+1,
and assertion 4) is proved. Hene the map from assertion (ii) of the theorem
is an injetion. The remaining part of the proof follows the same sheme
as for the symmetri group. First we prove that there exists a sequene
of admissible
3
transpositions that sends a given strit standard tableau to
the standard tableau of the same shape obtained by plaing the integers
1, 2, . . ., n suessively into the ells of the rst row, then the ells of the
seond row, et. This implies that if the weight of a standard tableau has
the same shape as a weight of some irreduible module, then it is itself a
3
A transposition of indies is alled admissible if it does not ause a violation of on-
ditions 1)4), see [OV℄.
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weight of this module. Computing the number of irreduible representations
and the number of strit partitions ompletes the proof. 
Let us proeed to the desription of analogs of Young's formulas. In
ontrast to the ordinary Young's formulas, we do not use the GelfandTsetlin
basis, but write the orresponding formulas in terms of the GelfandTsetlin
superalgebra. Note that here we obtain a omplete desription of the ation
of the algebra Ck ⊗ An in irreduible modules.
Fix a strit partition α and hoose a subspae V αT0 in the irreduible module
V α orresponding to the standard tableau obtained by lling the diagram
row-wise. Let T be an arbitrary tableau of shape α. Then there exists a
unique s ∈ Sn suh that T = sT0. Denote by PT the map V αT0 → V αT that is
the omposition of s and the projetion of V α to V αT parallel to ⊕T ′ 6=TV αT ′ .
Theorem 6.11 (Young's seminormal form for the algebra Ck ⊗ An). Let
α be a strit partition and T be an arbitrary tableau of shape α. Then the
ommutation between τi ∈ An and PT is given by the following formulas:
(i) If ai + ai+1 = (ai − ai+1)2, then
τiPT =
πi − πi+1
ai − ai+1 PT .
(ii) If ai + ai+1 6= (ai − ai+1)2 and l(siT ) > l(T ), then
τiPT =
πi − πi+1
ai − ai+1 PT +
1√
2
(pi − pi+1)PsiT .
(iii) If ai + ai+1 6= (ai − ai+1)2 and l(siT ) < l(T ), then
τiPT =
πi − πi+1
ai − ai+1 PT +
1√
2
(pi − pi+1)
(
1− ai + ai+1
(ai + ai+1)2
)
PsiT .
Proof. First let us write an expliit formula for the map PT . Let T = sT0,
and let s = si1 . . . sil be the redued deomposition of a permutation s, all
transpositions in this deomposition being admissible. Then
PsT0 = Psi1Psi2 . . . Psil , (4)
where
Psi = −
pi − pi+1√
2
(
τi − πi − πi+1
π2i − π2i+1
)
.
It sues to onsider the ase l = 1 and hek that if v ∈ V αT and si is an
admissible transposition, then siv− v′ = Psiv ∈ V αsiT , where v′ ∈ V αT . But it
is easy to hek that π2i Psi = Psiπ
2
i+1, π
2
i Psi+1 = Psiπ
2
i . Hene Psiv ∈ V αsiT .
Further, assertion (i) follows from Lemma 6.8. Assertion (ii) follows from
the relation PsiT = PsiPT if l(siT ) > l(T ). Assertion (iii) follows from (ii).
The theorem is proved. 
Remark 6.12. It is easy to hek the relations PsT0πi = πs(i)PsT0 , PsT0pi =
ps(i)PsT0 . Together with the relations from the previous theorem, they give a
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omplete desription of the ation of the algebra Ck⊗An in irreduible mod-
ules and oinide (after simple transformations) with the formulas obtained
in [N2℄ by other methods.
Let us proeed to the desription of analogs of Young's formulas for the
algebra An. For this we need to dene analogs of the maps PT . In ontrast to
the previous ase, we annot do this using the projetion to the orresponding
eigenspae. Instead, we will write an analog of formula (4), whih gives an
expliit deomposition of this operator.
Fix a strit partition α, hoose subspaes V αT , V
α
siT
, where si is an admis-
sible transposition, and set
Qsi =
(
τi − πi − πi+1
π2i − π2i+1
) πi√
π2i
− πi+1√
π2i+1


if aiai+1 6= 0, and
Qsi =
(
τi − πi − πi+1
π2i − π2i+1
)
πi + πi+1√
π2i +
√
π2i+1
if aiai+1 = 0.
As above, let V αT0 be the subspae in the irreduible module V
α
orre-
sponding to the standard tableau lled by rows. Let T be an arbitrary
tableau of shape α. Then there exists a unique s ∈ Sn suh that T = sT0
and s = si1 . . . sil is the redued deomposition of the permutation s, and all
transpositions in this deomposition are admissible. Set
QT = Qs1Qs2 . . . Qsl .
Theorem 6.13 (Young's seminormal form for the algebra An). Let α be
a strit partition and T be an arbitrary tableau of shape α. Then QT does
not depend on the hoie of a redued deomposition of s into the produt of
admissible transpositions, and the ommutation between τi ∈ An and QT is
given by the following formulas:
(i) If ai + ai+1 = (ai − ai+1)2, then
τiQT =
πi − πi+1
ai − ai+1QT .
(ii) If ai + ai+1 6= (ai − ai+1)2, aiai+1 6= 0, and l(siT ) > l(T ), then
τiQT =
πi − πi+1
ai − ai+1QT −
1
2
(
πi√
ai+1
− πi+1√
ai
)
QsiT .
If l(siT ) < l(T ), then
τiQT =
πi − πi+1
ai − ai+1QT −
1
2
(
πi√
ai+1
− πi+1√
ai
)(
1− ai + ai+1
(ai + ai+1)2
)
QsiT .
28
(iii) If ai + ai+1 6= (ai − ai+1)2, aiai+1 = 0, and l(siT ) > l(T ), then
τiQT =
πi − πi+1
ai − ai+1QT −
πi + πi+1√
ai +
√
ai+1
QsiT .
If l(siT ) < l(T ), then
τiQT =
πi − πi+1
ai − ai+1QT +
πi + πi+1√
ai +
√
ai+1
(
1− ai + ai+1
(ai + ai+1)2
)
QsiT .
Proof. First let us hek that QT does not depend on the hoie of a redued
deomposition. For this it sues to hek the equality
QsiQsi+1Qsi = Qsi+1QsiQsi+1 ,
whih an be done by diretly enumerating all possible ases. Then the proof
follows the sheme of the previous theorem. 
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