SUMMARY This paper presents a modification of kernel-based Fisher discriminant analysis (FDA) to design one-class classifier for face detection. In face detection, it is reasonable to assume "face" images to cluster in certain way, but "non face" images usually do not cluster since different kinds of images are included. It is difficult to model "non face" images as a single distribution in the discriminant space constructed by the usual two-class FDA. Also the dimension of the discriminant space constructed by the usual two-class FDA is bounded by 1. This means that we can not obtain higher dimensional discriminant space. To overcome these drawbacks of the usual two-class FDA, the discriminant criterion of FDA is modified such that the trace of covariance matrix of "face" class is minimized and the sum of squared errors between the average vector of "face" class and feature vectors of "non face" images are maximized. By this modification a higher dimensional discriminant space can be obtained. Experiments are conducted on "face" and "non face" classification using face images gathered from the available face databases and many face images on the Web. The results show that the proposed method can outperform the support vector machine (SVM). A close relationship between the proposed kernel-based FDA and kernel-based Principal Component Analysis (PCA) is also discussed. key words: face detection, kernel Fisher discriminant analysis, kernel principal component analysis
Introduction
Object detection is a fundamental problem in computer vision, and there are many applications including face detection, person detection, and so on. In view-based object detection, machine learning techniques have been used to design a classifier from the given training examples. For face detection, the positive and negative examples are used to train a probabilistic or statistic models, such as the neural network [1] - [4] , principal components analysis [5] , linear discriminant analysis [7] - [9] and so on.
In recent years, a number of powerful kernelbased learning machines, e.g., support vector machines (SVMs) [10] , [11] , kernel-based Fisher discriminant analysis (KFDA) [12] - [14] , and kernel-based principal component analysis (KPCA) [15] , [16] have been proposed. Successful applications of such kernel-based algorithms have been reported for various fields including object recognition, text categorization, time-series prediction, etc. [17] . Especially support vector machines have been successfully apManuscript received February 9, 2004 . Manuscript revised August 17, 2004 . † The author is with the Neuroscience Research Institute, National Institute of Advanced Industrial Science and Technology (AIST), Tsukuba-shi, 305-8568 Japan.
† † The author is with SEIKO Precision, Tokyo, 135-0032 Japan. a) E-mail: takio-kurita@aist.go.jp DOI: 10.1093/ietisy/e88-d. 3.628 plied to face detection problem [18] - [20] . Recently KFDA has been intensively applied to face recognition and lower error rates have been achieved [21] - [23] . This paper proposes a modification of KFDA to design one-class classifier for face detection. The proposed method is applied to detect frontal views of faces in grayscale images. In face detection, we have to design a classifier that can decide whether a face exists or not at the center of the search regions in a given input image. The classifier is usually trained by using positive and negative examples, namely "face" images and "non face" images. If we straightforwardly apply Fisher discriminant analysis (FDA) to this problem, the discriminant space is constructed such that the ratio of between-class scatter to that of withinclass scatter is maximized. This means that two classes, the "face" and the "non face" classes, are equally treated. It is reasonable to assume "face" images to cluster in certain way, but "non face" images usually do not cluster because different kinds of images are included. It is difficult to model "non face" images as a single distribution in the discriminant space constructed by the usual two-class FDA. Also the dimension of the new feature vectors constructed by the usual two-class FDA is bounded by 1. This means that we can not obtain higher dimensional discriminant space. To overcome these drawbacks of the usual two-class FDA, we modify the discriminant criterion of FDA such that the trace of covariance matrix of "face" class is minimized and the sum of squared errors between the average vector of "face" class and feature vectors of "non face" images are maximized. By this modification we can obtain a higher dimensional discriminant space that is suitable to classify "face" images from "non face" images.
In kernel-based methods, proper selection of kernel size and regularization parameter is very important to achieve better recognition performance. In this paper, we prepare a data set for validation and the best parameters are determined by directly evaluating error rates for the validation data set. This is simple and practical approach if we can gather additional examples for validation.
To evaluate the proposed method, several experiments on "face" and "non face" classification are performed by using face images gathered from available face databases and many face images on the Web. To design a classifier, we have to extract some features from these image. Since the purpose of these experiments is to compare the proposed criterion with other methods, one of the simplest features, namely intensity of each pixel, was used as input features.
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Also we used one of the simplest classifier in which an input image is classified into the "face" class if the distance between the input feature vector and the average feature vector of the "face" class is less than a specified threshold in the constructed discriminant space. The experimental results show that the proposed method can outperform the support vector machine (SVM). It is also shown that proper selection of kernel size and regularization parameter is important and the best parameters can be easily determined by simply preparing a data set for validation.
In the next section, kernel-based FDA for "face" and "non face" classification is explained and experimental results are shown in Sect. 3. Conclusion and discussion are given in Sect. 4.
Kernel-based FDA for Face and Non Face Classification

Fisher Discriminant Analysis
. Then linear Fisher discriminant analysis (LFDA) [24] constructs a dimension reduction linear mapping from the input vector x to a new feature y = (y 1 , . . . , y L )
T as
where A = [a i j ] is a coefficients matrix. The discriminant criterion
is used to evaluate performance of discrimination of the new features y and is maximized, whereΣ W andΣ B are the within-class covariance matrix and the between-class covariance matrix defined on the new features y. The optimal coefficient matrix A is then given by solving the following eigen-equation
where Λ is a diagonal matrix of eigenvalues and I denotes the unit matrix. The matrices Σ W and Σ B are the within-class covariance matrix and the between-class covariance matrix of the input feature vectors x and they are computed as
where ω k ,x k ,x T , and Σ k denote a priori probability of class C k , the mean vector of class C k , and the total mean vector, and the covariance matrix of the class C k , respectively. The j-th column of A is the eigenvector corresponding to the j-th largest eigenvalue. Thus, importance of each elements of the new features y are evaluated by the corresponding eigenvalues.
Kernel-Based Fisher Discriminant Analysis
Kernel-based Fisher discriminant Analysis (KFDA) uses the model defined by a linear combination of some specified kernel bases as
where K is a kernel function, and a i is a coefficient vector for the i-th kernel base. As a kernel function, an isotropic Gaus-
2σ 2 ] is typically used. The location of the kernel base w i is fixed to each of the training samples and the number of kernel bases N equals to the number of the training samples.
Let
T be a vector of kernel bases for a feature vector x. We call this vector kernel vector. Then Eq. (5) can be written as
where
is the coefficients matrix. The optimal coefficient matrix A is then given by solving the following eigen-equation
where Λ is a diagonal matrix of eigenvalues and I denotes the unit matrix. The matrices Σ
(K)
W and Σ
B are the withinclass covariance matrix and the between-class covariance matrix of the kernel vectors k(x).
However, this setting is ill-posed, namely we are estimating N × L dimensional coefficient matrix A from N samples. Thus we have to introduce some regularization. One of the simplest methods is to simply add a multiple of the identity matrix to Σ
This makes the problem numerically more stable, as for α large enough the within-class covariance matrixΣ
W will become positive definite. It is also possible to interpret this as adding independent noises to each of the kernel bases.
It is known that the dimension of the new feature vector y is bounded by min(K − 1, N). This means that only one dimensional feature space can be constructed for object detection because the number of classes K is equal to 2 if the KFDA is straightforwardly applied.
Modification of FDA for Face and Non Face Classification
In face detection, we have to design a classifier that can decide whether a sub-image is a face or not at the center of search regions in a given input image. If we straightforwardly apply the usual two-class kernel-based FDA to this problem, a discriminant space is constructed such that the ratio of between-class scatter to that of within-class scatter is maximized. This means that two classes, "face" and "non face" classes, are equally treated. However, it is reasonable to assume "face" images to cluster in certain way, but "non face" images usually do not cluster because many different kinds of images are included in "non face" images. It is difficult to model "non face" images as a single distribution in the discriminant space constructed by the usual two-class FDA. Even if we use highly nonlinear discriminant analysis such as kernel-based FDA, it is probably difficult to expect that the constructed discriminant space is good for "face" and "non face" classification.
As pointed out in the previous subsection, the dimension of the new feature vector y constructed by the usual kernel-based FDA is bounded by 1 for two-category classification problem. This means that we can not obtain high dimensional discriminant space by the usual two-class KFDA.
To overcome these drawbacks of the two-class kernelbased FDA, we modify the discriminant criterion such that minimizes the trace of the covariance matrix of the "face" class and maximizes the sum of squared errors between the average vector of the "face" class and vectors of training samples in the "non face" class. In other words, we consider that the images in the "face" class are generated from one distribution and each image in the "non face" class is generated from different classes.
Let "face" class and "non face" class are expressed by using the kernel bases as
where n f is the number of "face" images and nf is the number of "non face" images. Then the mean vector and the covariance matrix of the "face" class are given bȳ
The total mean vector is given bȳ
where ω f = n f N and N is the total number of images (N = n f + nf ). Then the within-class covariance matrix and the between-class covariance matrix are given by
Same as the KFDA, new features y = (
To construct the discriminant space in which the trace of the covariance matrix of the "face" class is minimized and the sum of squared errors between the average vector of the "face" class and vectors of training samples in the "non face" class is maximized, we can define a new discriminant criterion as The optimal coefficient matrix A that maximizes this discriminant criterion J F is also obtained by solving the following eigen value problem
The dimension of the new feature vector y is bounded by min(nf , N) = nf . If we have enough training samples of non face images, we can obtain high dimensional discriminant feature space. In this case, the regularization can be achieved by using the modified within-class covariance matrixΣ
instead of the within-class covariance matrix Σ
W . To classify an input sub-image into the "face" class or the "non face" class, we need some classifier that utilizes the constructed discriminant feature space. One of the simplest classifiers is to check a distance between the mean vector of the "face"class and the feature vector of the input subimage in the constructed discriminant space. Then the input sub-image is decided as "face" if the distance is within a threshold T h in the discriminant space. In the following experiments, this simplest classifier is used.
Relation to Kernel-Based PCA
It is well-known that the mapping from the feature space to the discriminant space constructed by Fisher discriminant analysis can split into two stages of the mappings [24] , [25] as
The mapping A 1 in the first stage corresponds to whitening process of the within-class covariance matrix in the mapped space. This mapping A 1 can be obtained by computing the eigen vectors of the within-class covariance matrix as
where the matrices U and M are the matrices of the eigen vectors and the eigen values obtained by the eigen equation
After the mapping of the first stage z = A T 1 k(x), the withinclass covariance matrixΣ W and the between-class covariance matrixΣ B in the mapped space are obtained by
The mapping of the second stage A 2 can be obtained by solving the eigen equatioñ
This means that the principal components of the mean between-class covariance matrix of the mapped spaceΣ B are computed in this second stage.
In the case of the proposed method the mean withinclass covariance matrix can be computed form the the covariance matrix of the "face" images as
This means that the first stage of the mapping is closely related with the principal component analysis of the "face" images and the mapping can be obtained by the kernelbased principal component analysis (PCA). By neglecting the second stage of the kernel-based FDA, we can obtain a method in which the whitening of the covariance matrix of the "face" images is used as an approximation of the proposed kernel-based FDA.
Experiments
Database of "Face" and "Non Face" Images
To evaluate the proposed method, several experiments on "face" and "non face" classification are performed using "face" images gathered from the available face databases such as MIT face database [26] , CMU Test Set [27] face image database used in [29] , and also from the Web. From each of the "face" images, face regions were searched by the simple nearest neighbor classifier and size of the face regions was normalized to 30 × 28 pixels. From the detected subimages, some of incorrect samples are eliminated by hand. The number of normalized "face"images is 725. Also "non face" images are gathered from the image database of Stirling University [28] and also from the Web. A data set of "non face" images were obtained by randomly cutting partial regions of the gathered "non face" images and by normalizing to 30 × 28 pixels. During the acquisition of "non face" images, partial regions with higher correlations with the mean face image are selected with higher probability. By this selection, many of trivial "non face" regions are discarded. We also applied K-means clustering to the selected "non face" images and one of the images from each cluster was selected. This process eliminates the similar "non face" images from the training samples. The number of "non face" images is 2200. Examples of the "face" and the "non face" images used in our experiments are shown in Fig. 1 . Since proper selection of parameters of the classifier is important for generalization, a data set for validation is reserved from the gathered "face" and "non face" images. Namely, the "face" and "non face" images were divided into three sets (a training data set, a validation data set, and an evaluation data set). The training data set includes 100 "face" images and 200 "non face" images. It is used for training the classifiers. The validation data set includes 300 "face" images and 1000 "non face" images. It is used to determine the best parameters such as kernel size σ, regularization parameter α, and a threshold T h. The evaluation data set includes 325 "face" images and 1000 "non face" images. It is used to evaluate recognition performance of the classifiers.
We have to extract some features from these images to design a classifier. The purpose of our experiments in this section is to compare the proposed criterion with the other methods. Here one of the simplest features are used as input features. The intensity value x pi of each pixel p are normalized aŝ
wherex p and σ p are the mean of the intensities of the pixel p and the standard deviation of the pixel p respectively. The vector of these normalized intensities x = (x 1 , . . . ,x M ) is used as the input feature vector in the following experiments, where M is the number of pixels (M = 30 × 28 = 840). Each element of a kernel vector k(x) has a value in the range form 0 to 1. Figure 2 shows the visualization of the kernel vectors for the training data set. In this figure, the value of the kernel base is shown by intensity of each pixel and each row corresponds to a kernel vector. The left 100 kernel bases corresponds to the "face" samples in the training data set and the rest is to the "non face" samples. Figure 2 (a) is the visualization of kernel vectors of the "face" samples and (b) is for the "non face" samples. It is noticed that the left region is brighter than the right in Fig. 2 (a) . This means that the kernel vector of the "face" samples has rel- atively higher values at the left 100 elements. On the other hand, for the "non face" samples, the right region is brighter than the left. Such visualization is useful to confirm goodness of kernel intuitively.
Experimental Comparison
It is known that proper selection of the kernel size is important to achieve better performance in kernel-based learning methods. Here we used the simplest and straightforward approach to determine the best kernel size using the validation data set.
The regularization parameter α is an important factor for generalization ability of the learned classifier. Here error rates to the validation data set were evaluated at different regularization parameters. The results are shown in Fig. 3 . It is noticed that the error rate is minimum at α = 0.0002. So the regularization parameter was set to α = 0.0002 in the following experiments.
Another important parameter of the proposed method is the kernel size σ. This parameter is also determined by evaluating error rates to the validation data set. Figure 4 shows the relation between the kernel size σ and the error rates to the cross validation data set. In this figure, lower curve is the error rates obtained by the proposed method. In this experiments, the regularization parameter α was set to α = 0.0002. It is noticed that the error rates are gradually decrease from σ = 0.5 to 1.0 and are gradually increased when the kernel size σ becomes larger than σ = 1.2. There is minimum around σ = 1.0. From this results we can understand that the best kernel size is from 0.96 to 1.0. In the following experiments, the kernel size was set σ = 1.08. For comparison purpose, the kernel size σ of the support vector machine (SVM) with Gaussian kernel is determined by evaluating the error rates to the validation data set. The results are also shown in Fig. 4 (upper curve) . The minimum error rate is achieved around σ = 0.9. From these comparison, it is noticed that the proposed method achieves lower error rates than SVM for all different kernel sizes. Figure 5 shows the 2-D subspace constructed by the modified kernel-based FDA. The "face" and "non face" samples of the training data set are shown in this graph. It is noticed that the samples of the "face" class come together each other and make a cluster. On the other hand, the samples of the "non face" class are scattered keeping some distances from the "face" samples. This is what we expect by the modified discriminant criterion. For comparison, the 2-D subspace obtained by the standard Principal Component Analysis (PCA) of the training data set is shown in Fig. 6 . Figure 7 shows the 2-D subspace constructed by the whitening method explained in Sect. 2.4. In this graph the samples of the "face" class are isotropically distributed but the samples of the "non face" class are also close to the "face" samples. This is the main difference between the proposed kernel-based FDA and the kernel-based PCA.
The recognition performance of the proposed method was compared using the evaluation data set. In the proposed method and the usual two-class kernel FDA, one of the simplest classifier was used. The classifier decides an input as "face" class if the distance between the input feature vector and the average feature vector of the "face" class is less than a specified threshold in the constructed discriminant space. The best threshold Th of the proposed method was also determined by using the validation data set. Table 1 summarizes recognition rates to all samples, recognition rates to the "face" samples, and recognition rates to the "non face" samples. The recognition rates of the proposed kernel-based FDA without regularization, namely (α = 0.0), is also shown in the second raw of the table. It is noticed that the recognition rate is improved by introducing the regularization. This shows importance of the regularization in the kernel-based methods. The recognition rates of the usual two-class kernel-based FDA is also shown in the third raw of the table. It is noticed that the total recognition rate is improved by the proposed modification of the criterion. Especially the recognition rates of the "non face" samples is improved. This tendency is probably because of the maximization of the sum of squared errors between the average vector of "face" class and vectors of training samples in "non face" class. For face detection the classifier has to scan a given whole image with windows of different sizes and to classify each window. Usually the number of regions that are classified into "non face" class is much larger than the number of "face" regions. So this property of the proposed method is good for face detection.
To clarify the effect of the second stage of the proposed kernel-based FDA, the recognition rates of the first stage (the whitening) explained in Sect. 2.4 is also shown in Table 1. This results shows that the second stage, namely the maximization of the sum of squared errors between the average vector of "face" class and vectors of training samples in "non face" class, is important to obtain a good discriminant space.
Since the support vector machine (SVM) is one of the powerful and standard kernel-based machines, the recognition rates of SVM with Gaussian kernel to the evaluation data set was also evaluated. As shown in Fig. 4 , the best kernel size σ of SVM was determined by using the error rates to the validation data set. The recognition rates are shown in the last raw of Table 1 . From these results we can conclude that the recognition performance of the proposed kernel-based FDA is better or as good as the SVM. Also we can say that the whitening by the kernel-based PCA is comparable with the SVM but is not as good as the proposed kernel-based FDA. Figure 8 shows some examples of face detection. Whole image was scanned with sub-windows of different sizes and all the candidates are fed into the proposed classifier. The squares shown in the image denote the windows decided as "face" by the classifier. It takes 65.56 seconds to detect the face in the right image (120 × 170 pixels) by scanning all the possible locations with 23 different scales. This can be improved by using fast feature extraction method such as Harr-like features computed from an integral image [36] . Also it could be improved by selecting feature points that are useful for face detection task [29] or by using Ising search [37] .
Conclusion and Discussion
This paper proposed a modification of kernel-based Fisher discriminant analysis (FDA) for face detection. To cope with asymmetric two-category classification problem, the discriminant criterion of the usual two-class FDA was modified such that the trace of covariance matrix of "face" class is minimized and the sum of squared errors between the average vector of "face" class and feature vectors of "non face" images are maximized. It was shown that the proposed method can outperform the support vector machine by the experiments using the face images gathered from available face database and the many face images on the Web. It was also shown that the selection of the kernel size and the regularization parameter was important and the best parameters could be easily determined by preparing a data set for validation.
In this paper, one of the simplest features, namely the intensities of each pixel, were used to make the comparison with other learning classifiers clear. Also we used one of the simplest classifier in which the input is classified into "face" class if the distance between the input feature vector and the average feature vector of "face" class is less than a specified threshold in the constructed discriminant space. To improve the performance of the face detection further, we should introduce many techniques such as preprocessing to normalize the variations of lighting [2] , [3] , [18] , etc. It is also important to use good features such as Gabor-features [30] , [31] , etc. It is known that feature selection [29] , [32] is effective for generalization improvement. Our preliminary experiments shows that the recognition rate is improved further by changing the simple classifier with the k-nearest neighbors classifier. Integration of such techniques for robust face detection is our future works.
In our experiments only frontal faces are trained. This means this face detector can detect frontal faces but can not detect side views. For viewpoint invariant face detection, we can introduce a technique such that several viewpoint dependent classifiers are combined by a gating network [33] , [34] . Also a face detector has to scan a whole image with windows of different sizes. To speed up this search process, it is important to make the classifier scale invariant. For scale invariant face detection, we can use features extracted from a Log-Polar images [9] , [35] .
