Tracial Rokhlin property for automorphisms on simple $A{\mathbb
  T}$-algebras by Lin, Huaxin & Osaka, Hiroyuki
ar
X
iv
:m
at
h/
06
01
51
3v
1 
 [m
ath
.O
A]
  2
0 J
an
 20
06 Tracial Rokhlin property for automorphisms on simple
AT-algebras
Huaxin Lin
Department of Mathematics
University of Oregon
Eugene, Oregon 97403-1222
Hiroyuki Osaka
Department of Mathematical Sciences
Ritsumeikan University
Kusatsu, Shiga, 525-8577, Japan
Abstract
Let A be a unital simple AT-algebra of real rank zero. Given an isomorphism γ1 : K1(A) →
K1(A), we show that there is an automorphism α : A → A such that α∗1 = γ1 which has
the tracial Rokhlin property. Consequently, the crossed product A ⋊α Z is a simple unital
AH-algebra with real rank zero. We also show that automorphism with Rokhlin property can
be constructed from minimal homeomorphisms on a connected compact metric space.
1 Introduction
Alan Connes introduced the Rokhlin property in ergodic theory to operator algebras ([2]). Several
versions of the Rokhlin property for automorphisms on C∗-algebras have been studied (for example
[8], [32], [14], [27], [11], [12] and [30], to name a few). Given a unital C∗-algebra A and an
automorphism α on A, one may view the pair (A,α) as a non-commutative dynamical system.
To study its dynamical structure, it is natural to introduce the notion of Rokhlin property. Let
A be a unital simple AT-algebra (a C∗-algebra which is an inductive limit of those C∗-algebras
that are finite direct sums of continuous functions on the circle T) and let α be an automorphism
on A. In several cases, Kishimoto showed that if α is approximately inner (or homotopic to the
identity) and has a Rokhlin type property, then the crossed product A ⋊α Z is again a unital
simple AT of real rank zero ([14], [15], [16]). It is proved that if α induces the identity on K0(A)
(or a “dense” subgroup of K0(A)) and α has so-called tracial cyclic Rokhlin property then indeed
the crossed product is an AH-algebra of real rank zero ([25] and [24]). A natural question is
when automorphisms have certain Rokhlin property. In [29], it is shown that if A is a unital
separable simple C∗-algebra with tracial rank zero and with a unique tracial state and if α is
an automorphism such that A ⋊α Z has a unqiue trace, then α has the tracial Rokhlin property.
More recently, N.C. Phillips [31] showed that, for any unital simple separable C∗-algebra A with
tracial rank zero, there is a dense G-δ set of approximately inner automorphisms such that every
automorphism in the the set has the tracial Rokhlin property.
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Let A be a unital simple AT-algebra of real rank zero. Suppose that γ1 : K1(A) → K1(A)
is an automorphism. In this note, we present an automorphism α on A with the tracial cyclic
Rokhlin property such that α∗1 = γ1. The automorphism α that we present in this note also has
the property that α∗0 = idK0(A). When α has the tracial cyclic Rokhlin property, then α must
fix a large subgroup of K0(A). In fact, it is shown in [24] that, at least in the case that A has a
unique tracial state, if α has tracial cyclic Rokhlin property, then α2 fixes a subgroup G ⊂ K0(A)
so that ρ(G) is dense in Aff(T (A)), where T (A) is the tracial state space of A, Aff(T (A)) is the
space of all real affine continuous functions on T (A) and ρ : K0(A) → Aff(T (A)) is the positive
homomorphism induced by the evaluation ρ([p])(τ) = τ(p) for projections p ∈ A.
Let X be a connected compact metric space and ρX : K0(C(X)) → Z be the dimension
map. Denote by kerρX the kernel of the dimension map. Given a such X and a countable dense
subgroup D ⊂ Q, there is a standard way to construct a unital simple C∗-algebra AX with tracial
rank zero such that K0(AX) = D ⊕ kerρX and K1(AX) = K1(C(X)) as well as there is a unital
embedding j : C(X) → AX so that (j∗0)|kerρX = id|kerρX and j∗1 = idK1(X). This could be
viewed as a version of the non-commutative space associated with X. Suppose that ψ : X → X
is a minimal homeomorphism on X. We show that one can construct an automorphism α on AX
associated with ψ such that α has the tracial cyclic Rokhlin property and such that α∗0|D = idD,
α∗0|kerρX = ψ∗0|kerρX and α∗1 = ψ∗1. This may be viewed as a non-commutative version of the
minimal action associated with ψ. We also show that somewhat general construction can also
be made. It appears that automorphisms with the tracial cyclic Rokhlin property occur quite
often. While we believe that many other types of construction of automorphisms with the Rokhlin
property may be possible and perhaps not necessarily difficult, we think these construction in this
note shed some light on how commutative Rokhlin tower lemma appears naturally in the study of
non-commutative dynamical systems such as (A,α).
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2 Preliminaries
The following conventions will be used in this paper.
(1) Let A be a stably finite C∗-algebra. Denote by T (A) the tracial state space of A. Denote
by Aff(T (A)) the normed space of all real affine continuous functions on T (A).
(2) Denote by ρA : K0(A)→ Aff(T (A)) the positive homomorphism induced by ρA([p])(τ) =
τ ⊗ Tr(p) for any projection in Mk(A) (k = 1, 2, ...,), where Tr is the standard trace on Mk.
(3) Let X be a connected compact metric space. Denote by ρX : K0(C(X)) → Z the positive
homomorphism ρC(X) defined in (2). It is the dimension function from K0(C(X)) to Z.
(4) Let X be a compact metric space, let F be a subset of X and let ε > 0. Put
Fε = {x ∈ X : dist(x, F ) < ε}.
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(5) Let A be a C∗-algebra and let p and q be projections in A. We say p is equivalent to q if
there is a v ∈ A such that v∗v = p and vv∗ = q.
(6) Let A = limn→∞(An, φn) be an inductive limit of C
∗-algebras. Here φn is a homomorphism
from An into An+1. We will use φn,∞ : An → A for the homomorphism induced by the inductive
limit system. We also use φn,m for φm−1 ◦ φm−2 ◦ · · · ◦ φn, if m > n. Suppose that each An =
⊕
r(n)
i=1 Bn,i. When Bn,i are understood, a partial map φ
(i,j)
n of φn is the homomorphism from Bn,i
to Bn+1,j given by φn.
(7) Let A and B be two C∗-algebras and let φ, ψ : A→ B be two maps. Suppose that G ⊂ A
is a subset. We write
ψ ≈ε φ on G,
if
‖φ(a)− ψ(a)‖ < ε for all a ∈ G.
The following Rokhlin property was introduced in [28].
Definition 2.1. Let A be a unital C∗-algebra and let α be an automorphism on A. We say that
α has the tracial Rokhlin property if, for any ε > 0, any finite subset F ⊂ A, any positive integer
n > 0, and any a ∈ A+ \ {0}, there are mutually orthogonal projections e1, e2, ..., en such that
(1) ‖eix− xei‖ < ε for all x ∈ F , (0 ≤ i ≤ n− 1)
(2) ‖α(ei)− ei+1‖ < ε, i = 1, 2, ..., n− 1 and
(3) 1−
∑n−1
i=0 ei is equivalent to a projection in aAa.
A stronger version of the Rokhlin property below was given in [25].
Definition 2.2. Let A be a unital C∗-algebra and let α be an automorphism on A. We say that
α has the tracial cyclic Rokhlin property if, for any ε > 0, any finite subset F ⊂ A, any positive
integer n > 0, and any a ∈ A+ \ {0}, there are mutually orthogonal projections e0, e1, e2, ..., en−1
(with en = e0) such that
(1) ‖eix− xei‖ < ε for all x ∈ F , (0 ≤ i ≤ n− 1)
(2) ‖α(ei)− ei+1‖ < ε, i = 0, 1, ..., n− 1 and
(3) 1−
∑n−1
i=0 ei is equivalent to a projection in aAa.
Remark 2.3. Note that, in Definition 2.2, one requires that ‖α(en−1) − e0‖ < ε. This is not
required in Definition 2.1. If A is assumed to satisfy the so-called fundamental comparison property,
i.e., τ(p) > τ(q) for all τ ∈ T (A) implies that q is equivalent to a projection e ≤ p for any pair of
projections, then condition (3) above can be replaced by τ(1 −
∑n−1
i=0 ei) < ε for all τ ∈ T (A) and
the reference to the element a can be removed. We note that if A has tracial rank zero then A has
the fundamental comparison property.
If A has tracial rank zero, then A has real rank zero, stable rank one, and ρA(K0(A)) is dense
in Aff(T (A)). One of the important consequences that a given automorphism satisfies the tracial
cyclic Rokhlin property is the following result:
Theorem 2.4. (see 3.4 and 4.5 of [24])
If A is a unital separable amenable simple C∗-algebra with tracial rank zero satisfying the UCT
and α is an automorphism on A with the tracial (cyclic) Rokhlin property such that (α)∗0 = idG
for some subgroup G ⊂ K0(A) for which ρA(G) is dense in ρA(K0(A)), then A ⋊α Z has tracial
rank zero.
Consequently, A⋊α Z is an AH-algebra.
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3 Automorphisms on simple AT-algebras
The purpose of this section is to present Theorem 3.5.
We start with the following construction which is certainly familiar to experts.
Lemma 3.1. Let A be a unital simple infinite dimensional AF-algebra. Then, there exists a
sequence of finite dimensional C∗-subalgebras Fn = Mk(n) ⊕ Bn and monomorphisms φn : Fn →
Fn+1 satisfying the following:
(1) Let dn be the identity of Mk(n). Then
lim
n→∞
sup
τ∈T (A)
{τ(φn,∞(dn))} = 0;
(2) The partial map from Mk(n) to Mk(n+1) has multiplicity at least 2.
(3) A = limn→∞(Fn, φn).
Proof. We first write A = limn→∞(An, ψn), where each An is a finite dimensional C
∗-algebra and
ψn is a monomorphism.
Write A1 =Mn(1)⊕B
′
1. Since A is assumed to be simple, we may also assume that the partial
map ψ1,1n from Mn(1) to a simple summand Mn(2) of A2 has multiplicity m(1) which is at least
4. Define F1 = Mn(1) ⊕Mn(1) ⊕ · · · ⊕Mn(1) ⊕ B
′
1, where Mn(1) repeats [m(1)/2] (integer part of
m(1)/2) times. Denote B1 =Mn(1)⊕· · ·⊕Mn(1)⊕B
′
1, where Mn(1) repeats [m(1)/2]−1 times. So
F1 = Mn(1) ⊕B1. Note there are monomorphism f1 : A1 → F1 and monomorphism ψ
′
1 : F1 → A2
such that ψ1 = ψ
′
1 ◦f1 and the multiplicity of the partial map of ψ
′
1 from Mn(1) to Mn(2) is at least
2. Let d1 be the identity of Mn(1) in F1. Note that
τ(ψ2,∞ ◦ ψ
′
1(d1)) ≤ 1/2
for all τ ∈ T (A).
We have A2 =Mn(2) ⊕B
′
2, where B
′
2 is a finite dimensional C
∗-algebra.
We may also assume (by replacing A3 by some An) that the partial map of ψ2 from Mn(2) to a
simple summand Mn(3) of A3 has multiplicity m(2) which is at least least 8. Define F2 =Mn(2) ⊕
Mn(2)⊕· · ·Mn(2)⊕B
′
2, whereMn(2) repeats [m(2)/2] times. Define B2 =Mn(2)⊕· · ·⊕Mn(2)⊕B
′
2,
where Mn(2) repeats [m(2)/2] − 1 times. So F2 = Mn(2) ⊕ B2. There exists a monomorphism
f2 : A2 → F2 and there exists a monomorphism ψ′2 : F2 → A3 such that
ψ2 = ψ
′
2 ◦ f2.
Moreover, the multiplicity of the partial map of ψ′2 from Mn(2) to Mn(3) is at least 2.
Define φ1 : F1 → F2 by φ1 = f2 ◦ ψ′1. Let d2 be the identity of the first summand Mn(2) in F2.
Then
τ(ψ3,∞ ◦ ψ
′
2(d2)) < 1/4
for all τ ∈ T (A).
Write A3 = Mn(3) ⊕ B
′
3, where B
′
3 is a finite dimensional C
∗-subalgebra. We may assume
that the partial map of ψ3 from Mn(3) to a simple summand Mn(4) of A4 has multiplicity m(3) at
least 16. Define F3 = Mn(3) ⊕Mn(3) ⊕ · · · ⊕Mn(3) ⊕ B
′
3, where Mn(3) repeats [m(3)/2] times and
B3 =Mn(3) ⊕ · · · ⊕Mn(3) ⊕B
′
3, where Mn(3) repeats [m(3)/2]− 1 times. So F3 =Mn(3) ⊕B3.
There are monomorphisms f3 : A3 → F3 and ψ′3 : F3 → A4 such that ψ3 = ψ
′
3 ◦ f3. Moreover,
the partial map of ψ3 from Mn(3) (the first summand) to Mn(4) has multiplicity at least 2. Define
φ2 : F2 → F3 by φ2 = f3 ◦ ψ′2. Let d3 be the identity of of the first summand Mn(3) in F3. Then
τ(ψ4,∞ ◦ ψ
′
3(d3)) < 1/8.
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We continue this construction. We obtain Fk = Mn(k) ⊕ Bk, where Bk is a finite dimensional
C∗-subalgebra, and we obtain monomorphisms fk : Ak → Fk, ψ′k : Fk → Ak+1 and φk : Fk → Fk+1
such that
ψk = ψ
′
k ◦ fk and φk = fk+1 ◦ ψ
′
k (e 3.1)
and such that the partial map of φk from Mn(k) to Mn(k+1) has multiplicity at least 2. Moreover,
τ(ψk+1,∞ ◦ ψ
′
k(dk)) < 1/2
k (e 3.2)
for all τ ∈ T (A), where dk is the identity of Mn(k) in Fk.
By (e 3.1), A = limn→∞(Fk, φk). By (e 3.2),
τ(φk,∞(dk)) < 1/2
k.
The lemma follows.
Lemma 3.2. Let X = S1 ∨ S1 ∨ · · · ∨ S1 be identified with m copies of unit circle with a common
point 1. For any integer n and finite subset F ⊂ C(X), there exists an integer N = Λ(n,F)
satisfying the following:
For any unital C∗-algebra B with real rank zero and any homomorphisms φ1, φ2 : C(X) → B
with (φ1)∗1 = (φ2)∗1, there is a unitary u ∈MmN+1(B) such that
u∗(diag(φ1(f), f(ξ1), f(ξ2), ..., f(ξmN ))u ≈1/2n
diag(φ2(f), f(ξ1), f(ξ2), ..., f(ξmN )),
where each of {ξ1, ξ2, ..., ξN}, {ξN+1, ξN+2, ..., ξ2N}, ..., {ξ(m−1)N+1, ξ(m−1)N+2, ..., ξmN}, divides
the unit circles evenly.
Proof. This follows from Theorem 1.1 in [7] and its remark.
Definition 3.3. Let X = S1 ∨ S1 ∨ · · · ∨ S1 and Y = S1 ∨ S1 ∨ · · · ∨ S1 be identified with m and
r copies of unit circle with a common point 1, respectively. Let πi : Y → S
1 (the ith copy of Y )
be defined as follows:
πi((ξ1, ξ2, ..., ξi, ..., ξr)) = ξi.
A continuous map s : X → Y is said be standard if πi ◦ s on each S1 is described as z → zk for
some integer k, where z is the identity map on the unit circle. Note that if k = 0, z → z0 is the
map to the common point 1.
Suppose that κ : Zr → Zm is the homomorphism associated with a m × r matrix (ci,j) with
integer entries. Then we say that s : X → Y is the standard map associated with κ if πj ◦ s on the
i-th copy of S1 can be described by z → zci,j .
Note that, for a standard map s : X → Y, s maps the common point 1 of X to the common
point 1 of Y.
It should be also noted that if Z = S1 ∨ S1 ∨ · · · ∨ S1 is identified with k copies of the unit
circle with a common point 1 and s′ : Y → Z is a standard map, then s′ ◦ s is a standard map
from X to Z.
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Lemma 3.4. Let A be a unital simple AT-algebra with real rank zero. Suppose that K1(A) =
limn→∞(Gn, κn) 6= {0}, where Gn is direct sum of γ(n) copies of Z and κn : Gn → Gn+1 is an
homomorphism. Then
A = lim
n→∞
(An, φn)
such that
(1) An = C(Xn)⊗Mk(n) ⊕Bn, where Bn is a finite dimensional C
∗-subalgebras,
(2) Xn = S
1 ∨ S1 ∨ · · · ∨ S1, where S1 repeats γ(n) times,
(3)
lim
n→∞
sup
τ∈T (A)
{τ(φn,∞(dn))} = 0,
where dn is the identity of C(Xn)⊗Mk(n),
(4) each φn is injective.
Moreover, if {Xn} is fixed and a sequence of positive integers {an} is given, we may require
that
(5) the partial map of φn from C(Xn)⊗Mk(n) to C(Xn+1)⊗Mk(n+1) has the form
φn(f) = diag(f ◦ sn, f(ζ(n, 1)), f(ζ(n, 2)), ..., f(ζ(n, t(n)))),
where sn is a standard map associated with κn and {ζ(n, 1), ζ(n, 2), ..., ζ(n, t(n))} contains a subset
that divides the j-th circle into b(n, j) even arcs with b(n, j) ≥ an;
(6) each partial map φ
(1,i)
n of φn from C(Xn)⊗Mk(n) to a summand of Bn+1 has the form
φ(1,i)n (f) = ⊕
γ(n)
j=1 diag(f(ξ(j, 1)), f(ξ(j, 2)), ..., f(ξ(j, kj ))),
where {ξ(j, 1), ..., ξ(j, kj)} is kj points on the j-th circle of Xn.
Proof. Note that A is an infinite dimensional simple C∗-algebra. Let B be a unital simple separable
AF-algebra such that
(K0(B),K0(B)+, [1B]) = (K0(A),K0(A)+, [1A]).
By Lemma 3.1, we may assume that B = limn→∞(Mk(n)⊕Bn, φn), where Bn is a finite dimensional
C∗-algebra and (1) and (2) in Lemma 3.1 hold. By passing to a subsequence, one may assume
that the partial map of φn from Mk(n) to Mk(n+1) has multiplicity at least m(n) ≥ γ(n)an − 1.
Put Xn = S
1 ∨ S1 ∨ · · · ∨ S1, where S1 repeats γ(n) times. Define An = C(Xn)⊗Mk(n) ⊕Bn.
So K1(An) = Gn = Z
γ(n), n = 1, 2, .... Define sn : Xn → Xn+1 to be the standard map associated
with κn as defined in Definition 3.3. Define ψ
(1,0)
n from C(Xn)⊗Mk(n) to C(Xn+1)⊗Mk(n+1) as
follows:
ψ(1,0)n (f) = diag(f ◦ sn, f(ζ(n, 1)), f(ζ(n, 2)), ..., f(ζ(n, t(n))))
where t(n) = m(n) − 1 and {ζ(n, 1), ζ(n, 2), ..., ζ(n, t(n))} contains a subset that divides the j-th
circle into b(n, j) even arcs with b(n, j) ≥ an for each j.
By identifyingMk(n+1) with C⊗Mk(n+1), we also assume that ψ
(1,0)
n (1C(Xn)⊗Mk(n)) = φ
(1,0)
n (1Mk(n)),
where φ
(1,0)
n is the partial map of φn from Mk(n) to Mk(n+1). Let m(n, 1, i) be the multiplic-
ity of the partial map of φn from Mk(n) to the i-th summand of Bn+1. We may assume that
m(n, 1, i) ≥ γ(n)n. We then define
ψ(1,i)n (f) = φ
(1,i)
n (f) = ⊕
γ(n)
j=1 diag(f(ξ(j, 1)), f(ξ(j, 2)), ..., f(ξ(j, kj))),
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where {ξ(j, 1), ..., ξ(j, kj)} is a set of kj points on the j-th circle of Xn, from C(Xn) ⊗ Mk(n)
into the i-th summand of Bn. We choose kj so that
∑γ(n)
j=1 kj = m(n, 1, i). Moreover, we choose
{ξ(j, 1), ..., ξ(j, kj)} so that it is 2π/n dense in (the j-th ) S1.Wemay also assume that ψ
(1,i)
n (1C(Xn)⊗Mk(n)) =
φ
(1,0)
n (1Mk(n)).
Now define ψn : An → An+1 as follows: Define the partial map of ψn from C(Xn) ⊗Mk(n)
to C(Xn+1) ⊗ Mk(n+1) to be ψ
(1,0)
n . Define the partial map of ψn from C(Xn) ⊗ Mk(n) to the
i-th summand of Bn+1 to be ψ
(1,i)
n . Define ψn|Bn = φn|Bn . Note, here, we identify Mk(n+1) with
C⊗Mk(n+1) ⊂ C(Xn+1)⊗Mk(n+1).
It is standard and easy to verify that C = limn→∞(An, ψn) is a unital simple C
∗-algebra with
tracial rank zero (for example, 3.7.8 and 3.7.9 of [19]
Note that
(K0(An),K0(An)+, [1An ]) = (K0(Mk(n) ⊕Bn),K0(Mk(n) ⊕Bn)+, [1Mk(n)⊕Bn ]).
Moreover (ψn)∗0 = (φn)∗0. One also have
K1(An) = G
γ(n)
and (ψn)∗1 = κn. It follows that
(K0(C),K0(C)+, [1C ],K1(C)) = (K0(A),K0(A)+, [1A],K1(A)).
Since C has tracial rank zero and is an AH-algebra (so it satisfies the UCT), by [21], C ∼= A. The
lemma follows from the construction.
Theorem 3.5. Let A be a unital simple AT-algebra with real rank zero and h : K1(A)→ K1(A) be
an isomorphism. Then there exists an automorphism α : A → A which satisfies the tracial cyclic
Rokhlin property such that α∗1 = h and α∗0 = idK0(A).
Proof. If K1(A) = {0}, it suffices to show that there exists an automorphism on A which has the
Rokhlin property. But that follows from [31]. Therefore, for the rest of the proof, we may assume
that K1(A) 6= {0}.
Since K1(A) is tosion free, we may write that K1(A) = limn→∞(Gn, κn), where each Gn is a
direct sum of finitely many copies of Z and κn are injective.
Let h : K1(A)→ K1(A) be the given isomorphism and let h−1 be the inverse. We may assume,
by passing to a subsequence if necessary, that there are homomorphisms hn, h¯n : Gn → Gn+1 such
that
h ◦ κn,∞ = κn+1,∞ ◦ hn and h
−1 ◦ κn,∞ = κn+1,∞ ◦ h¯n
on Gn. By passing to a subsequence if necessary, we may assume that,
hn+1 ◦ κn = κn+1 ◦ hn, h¯n+1 ◦ hn = κn+1 ◦ κn and hn+1 ◦ h¯n = κn+1 ◦ κn. (e 3.3)
Suppose that Gn is c(n) copies of Z. Homomorphisms hn, h
−1
n and κn can be represented by
matrices (a
(n)
i,j ), (b
(n)
i,j ) and (c
(n)
i,j ) where a
(n)
i,j , b
(n)
i,j and c
(n)
i,j are integers.
Let J(n) = max{|a
(n)
i,j |+ |b
(n)
i′,j′ |+ |c
(n)
i′′,j′′ | : i, j, i
′, j′, i′′, j′′}.
We identify Xn with γn copies of the unit circle with a common point at 1. Denote u(n, i) ∈
C(Xn) the function on Xn which is the identity map on the ith circle and 1 everywhere else.
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Define
βn(u(n, i)) =
γ(n+1)∏
j=1
z(n+ 1, j, i),
where z(n + 1, j, i) = u(n + 1, j)a
(n)
i,j , if a
(n)
i,j 6= 0, and z(n + 1, j, i) = u(n, i)(1) if a
(n)
i,j = 0,
i = 1, 2, ..., γ(n).
Note βn gives a homomorphism from C(Xn)→ C(Xn+1) such that (βn)∗1 = hn.
Define
β¯n(u(n, i)) =
γ(n+1)∏
j=1
z′(n+ 1, j, i),
where z′(n + 1, j, i) = u(n + 1, j)b
(n)
i,j , if b
(n)
i,j 6= 0, and z
′(n + 1, j, i) = u(n, i)(1) if b
(n)
i,j = 0,
i = 1, 2, ..., γ(n).
We now write A = limn→∞(An, φn), where An = C(Xn)⊗Mk(n)⊕Bn which satisfying (1)-(6)
in Lemma 3.4 with an = J(n)n We will also use βn : An → An+1 for the homomorphism defined
by (βn)|C(Xn)⊗Mk(n) = βn ⊗ idMk(n) and (βn)|Bn = φn|Bn .
Let Fn ⊂ Fn+1 be a sequence of finite subsets of A such that the union of those finite subsets
is dense in A. Without loss of generality, we may assume that Fn ⊂ φn,∞(Gn), where Gn is a finite
subset of An.
It follows from [31] that there is an approximately inner automorphism σ ∈ Aut(A) which has
the tracial Rokhlin property. It follows from [25] that σ has tracial cyclic Rokhlin property.
Since σ is approximately inner, by passing to a subsequence if necessary, by Lemma 3.4, we
may assume that, there is a unitary vn ∈ An+1 such that
σ ◦ φn,∞(f) ≈1/2n+2 adφn+1,∞(vn) ◦ φn,∞(f) and (e 3.4)
σ−1φn,∞(f) ≈1/2n+2 adφn+1,∞(v
∗
n) ◦ φn,∞(f) on Gn. (e 3.5)
Define σn : An+1 → An+1 by σn(f) = ad vn(f) and δn : An+1 → An+1 by δn(f) = ad v∗n(f) for
f ∈ An.
Since an = J(n)n, by passing to a subsequence if necessary, we may assume that φ
(1,1)
n :
C(Xn)⊗Mk(n) → C(Xn+1)⊗Mk(n+1) has the following form:
φ(1,1)n (f) = diag(f ◦ sn, f(ζ(n, 1)), f(ζ(n, 2), ..., f(ζ(n, t(n))),
where sn is a standard map (see Definition 3.3) and {ζ(n, 1)), ζ(n, 2), ..., ζ(n, t(n)} contains sub-
sets {ξ1, ..., ξN}, {ξN+1, ....ξ2N},...,{ξ(γ(n)−1)N+1, ..., ξγ(n)N} such that {ξ(j−1)N+1, ..., ξjN} evenly
divide the j-th copy of S1 and N = Λ(n,Gn).
Define a monomorphism ωn : C(Xn)⊗Mk(n) → An+2 as follows: Define
ω(1,1)n (f) = βn+1(g1) + φn+1(g2),
where g1 = σn(diag(f ◦ sn, 0 · · · 0)) and g2 = σn(0, f(ζ(n, 1)), f(ζ(n, 2)), ..., f(ζ(n, t(n))). Define
ω
(1,i)
n = φ
(1,i)
n+1 ◦φn|C(Xn)⊗Mk(n) . Let En+2 = φn,n+2(dn), where dn is the identity of C(Xn)⊗Mk(n).
Denote by
E′n+1 = diag(1,
t(n)︷ ︸︸ ︷
0, ..., 0) ∈ C(Xn+1)⊗Mk(n+1).
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Define a monomorphism ω¯n : C(Xn)⊗Mk(n) → En+2An+2En+2 as follows:
Define
ω¯(1,1)n (f) = β¯n+1(g
′
1) + φn+1(g
′
2),
where g′1 = δn(diag(f ◦ sn, 0 · · · 0)) and g
′
2 = δn(0, f(ζ(n, 1)), f(ζ(n, 2), ..., f(ζ(n, t(n))). Define
ω¯
(1,i)
n = φ
(1,i)
n+1 ◦ φn|C(Xn)⊗Mk(n) .
For any unitary u ∈ A4n+3, define Φ : C(X4n+1)⊗Mk(4n+1) → A4n+5 by
Φ(f) = β¯4n+4 ◦ δ4n+3 ◦ φ4n+3 ◦ adu ◦ β4n+2(g1).
Since
(β¯4n+4 ◦ δ4n+3 ◦ φ4n+3 ◦ adu ◦ β4n+2 ◦ φ4n+1)∗1 = (φ4n+1,4n+5)∗1,
(Φ)∗1 = (φ4n+2,4n+5 ◦E
′
4n+1φ4n+1E
′
4n+1)∗1.
By choice of Λ(n,Gn), by (e 3.3) and by applying Lemma 3.2, we obtain unitaries uk ∈ EkAkEk
such that (with u1 = d1)
adu4(n+1)+1 ◦ ω¯4n+3 ◦ adu4n+3 ◦ ω4n+1(f) ≈1/2n φ4n+1,4(n+1)+1(f) on d4n+1G4n+1 (e 3.6)
as well as
adu4(n+1)+3 ◦ ω4(n+1)+3 ◦ adu4n+3 ◦ ω¯4n+3(f) ≈1/2n φ4n+3,4(n+1)+3(f) on d4n+3G4n+3 (e 3.7)
(n = 0, 1, 2, ...)
Define ω′4n+1 = adu4n+3 ◦ ω4n+1 and ω
′
4n+3 = adu4n+5 ◦ ω¯4n+3.
Now define αn : A4n+1 → A4n+3 by
(αn)|C(X4n+1)⊗Mk(4n+1) = ω
′
4n+1 and (αn)|B4n+1 = (φ4n+2 ◦ σ4n+1 ◦ φ4n+1)|B4n+1
and define α¯n : A4n+3 → A4n+5 by
(α¯n)|C(X4n+3)⊗Mk(4n+3) = ω
′
4n+3 and (α¯n)|B4n+3 = (φ4n+4 ◦ δ4n+3 ◦ φ4n+3)|B4n+3
From (e 3.4) and (e 3.5), we have that
α¯n+1 ◦ αn(f) ≈1/2n+1 φ4n+1,4(n+1)+1(f) on f ∈ (1− d4n+1)G4n+1 (e 3.8)
αn+1 ◦ α¯n(f) ≈1/2n+1 φ4n+3,4(n+1)+3(f) on f ∈ (1− d4n+1)G4n+1 (e 3.9)
It follows from (e 3.6), (e 3.7), (e 3.8) and (e 3.9), one has the following approximately inter-
twining:
A1
φ1,5
−→ A5
φ5,9
−→ A9
φ9,13
−→ A17 · · ·
ցα1 րα¯1 ցα2 րα¯2 ցα3 րα¯3
A3
φ3,7
−→ A7
φ7,11
−→ A11
φ11,15
−→ · · ·
It follows from the Elliott approximately intertwining argument that {αn} and {α¯n} define two
automorphisms α and α−1.
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Moreover, one checks that
α∗0 = idK0(A) and α∗1 = h.
It remains to show that α has tracial cyclic Rokhlin property.
Fix ε > 0, m > 0 and a finite subset F ⊂ A. Since σ has tracial cyclic Rokhlin property, there
are mutually orthogonal projections e1, e2, ..., em such that (with em+1 = e1)
‖eia− aei‖ < ε/8, i = 1, 2, ...,m, a ∈ F (e 3.10)
‖σ(ei)− ei+1‖ < ε/8, i = 1, 2, ...,m (e 3.11)
and
τ(1 −
m∑
i=1
ei) < ε/8 (e 3.12)
for all τ ∈ T (A).
Since σ is approximately inner, there is a unitary v ∈ A such that
‖v∗eiv − ei+1‖ < ε/8, i = 1, 2, ...,m.
Without loss of generality, we may assume that there is a finite subset G ⊂ A4n+1 such that
F ⊂ φ4n+1,∞(G) for some sufficiently large n.
It follows from the standard argument (See [34, Proposition L.2.2] for example.) that for any
δ > 0, (for sufficiently large n) there are projections qi ∈ A4n+1 such that
‖ei − φ4n+1,∞(qi)‖ < min{δ, ε/8}, i = 1, 2, ...,m. (e 3.13)
Since φn,∞ is assumed to be injective, with sufficiently small δ, from [19, Lemma 2.5.6] we may
assume that q1, q2, ..., qm are mutually orthogonal. Let q¯i = φ4n+1,∞(qi). We may also assume that
there is a unitary v′ ∈ A4n+1 such that φ4n+1,∞(v′) = v.
With even larger n, we may assume that, without loss of generality,
α−i(F), α−i(q¯i) ∈ φ4n+1,∞(A4n+1), i = 1, 2, ...,m. (e 3.14)
Note that (1 − d4n+1) commutes with every element in A4n+1. Put pi = q¯iαi−1(φ4n+1,∞(1 −
d4n+1)), i = 1, 2, ...,m. Since, by (e 3.14),
αi−1 ◦ φ4n+1,∞(1− d4n+1)q¯i = α
i−1(φ4n+1,∞(1 − d4n+1)α
−i+1(q¯i))
= αi−1(α−i+1(q¯i)φ4n+1,∞(1 − d4n+1)) = q¯iα
i−1 ◦ φ4n+1,∞(1− d4n+1),
{p1, p2, ..., pm} are mutually orthogonal projections.
By (e 3.14), if a ∈ F ,
pia = q¯iα
i−1(φ4n+1,∞(1− d4n+1)α
−i+1(a)) = q¯iaα
i−1(φ4n+1,∞(1− d4n+1)).
Therefore, by (e 3.13) and (e 3.10), we have
(1) ‖pia− api‖ = ‖q¯iaαi−1((φ4n+1,∞(1− d4n+1)))− api‖ < ε/8+ ε/8+ ε/8 < ε, i = 1, 2, ...,m.
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Since
α(pi) = α(q¯iα
i−1(φ4n+1,∞(1− d4n+1))) = α(q¯i)α
i(φ4n+1,∞(1− d4n+1))),
by (e 3.10) and (e 3.11),
(2) ‖α(pi)− pi+1‖ = ‖(α(q¯i)− q¯i+1)αi(φ4n+1,∞(1− d4n+1))‖ < ε, i = 1, 2, ...,m.
Note, since
lim
n→∞
sup{τ(φn,∞(dn)) : τ ∈ T (A)} = 0,
we may assume that
τ(φ4n+1,∞(d4n+1)) < ε/4m
for all τ ∈ T (A).
Therefore, using the fact that
α∗0 = idK0(A),
τ(pi) = τ(q¯iα
i−1(φ4n+1,∞(1− d4n+1))) > τ(q¯i)(1− ε/4m), i = 1, 2, ...,m
Note also, by (e 3.13) and with δ < 1,
τ(q¯i) = τ(ei), i = 1, 2, ...,m.
Applying (e 3.12), we also have
(3)
τ(1 −
m∑
i=1
pi) < 1− (1 −
ε
4m
)
m∑
i=1
τ(q¯i)
= 1− (1 −
ε
4m
)
m∑
i=1
τ(ei)
= (1−
m∑
i=1
τ(ei)) +
ε
4m
m∑
i=1
τ(ei)
<
ε
8
+
ε
4
τ(e1) <
ε
8
+
ε
4
< ε
for all τ ∈ T (A).
Corollary 3.6. Let A be a unital simple AT-algebra with real rank zero and let h : K1(A)→ K1(A)
be an isomorphism. Suppose that α is the automorphism given by Theorem 3.5. Then the crossed
product A⋊α Z has tracial rank zero and can be written as an AH-algebra.
Proof. Since α∗0 = idK0(A) and has the tracial cyclic Rokhlin property, by [24] A⋊α Z has tracial
rank zero. It follows from the classification theorem [21] that A ⋊α Z is in fact simple AH-
algebra.
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4 Minimal dynamical systems and non-commutative dynam-
ical systems
It seems that a more general construction based on Theorem 3.5 can be made so that Theorem 3.5
can covers all simple AH-algebras with real rank zero and stable rank one. However, in this section,
we present a different type of construction. If one believes that automorphisms on C∗-algebras
with Rokhlin property is closely related to minimal homeomorphisms on compact metric spaces,
then the construction that we presented here sheds some light on these relation. Given a connected
finite CW complex X, there is a standard way to construct a unital simple C∗-algebra with similar
topological information:
Proposition 4.1. Let X be a connected finite CW-complex space and let D be a dimension group
which is a countable dense subgroup of Q. Let ρX : K0(C(X)) → Z be the dimension map. Then
there exists a unital separable AH-algebra AX with tracial rank zero and with a unique tracial state
τ such that
(K0(AX),K0(AX)+) = D ⊕ kerρX , kerρAX = kerρX and K1(AX) = K1(C(X)).
Moreover, there is a unital embedding j : C(X)→ AX such that
j∗0|kerρX = idkerρX and j∗1 = idK1(C(X)).
(See [20] for the construction).
Suppose that there is a minimal homeomorphism ψ : X → X. One can then construct an
automorphsim α on AX associated with ψ.
Theorem 4.2. Let X be a connected finite CW-complex space, and let ψ : X → X be a minimal
homeomorphism. Denote by ψ♮ : C(X)→ C(X) the automorphism defined by ψ♮(f) = f ◦ψ. Then
there is an automorphism α : AX → AX which satisfies the tracial cyclic Rokhlin property such
that
α∗0|kerρX = (ψ
♮)∗0|kerρX and α∗1 = (ψ
♮)∗1.
Theorem 4.2 is a corollary of a more general Theorem 4.10 below.
Lemma 4.3. Let X be a compact connected metric space and let ψ : X → X be a minimal
homeomorphism with a ψ-invariant Borel probability measure µ. Let S be an infinite subset of
positive integers. Then, for any ε > 0, there is an integer n ∈ S and there is a finite ε-dense set
{x1, x2, ..., xn} ⊂ X such that for any closed subset F ⊂ X,
µ1(F ) ≤ µ2(Fε) and µ2(F ) ≤ µ1(Fε), (e 4.15)
where µ1 is the measure concentrated on {x1, x2, ..., xn} with µ1({xj}) =
1
n and µ2 is the measure
concentrated on {ψ(x1), ψ(x2), ..., ψ(xn)} with µ2({ψ(xj)}) =
1
n .
Proof. First we note that any open neighborhood O(x) of any x ∈ X must have positive µ measure.
Otherwise, assume that µ(O(x)) = 0. Put
O = ∪n∈Zψ
n(O(x)).
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Then O is open and ψ(O) = O. It follows that F = X \O is invariant under ψ. The minimality of
ψ implies that F = ∅. This implies that O = X. But µ(O) = 0. A contradiction.
Fix δ > 0. Since X is compact, by what we have just proved, it is easy to find finitely many
disjoint Borel subsets G1, G2, ..., Gm such that µ(Gi) > 0 and diam(Gi) < δ for i = 1, 2, ...,m, and
∪mi=1Gi = X.
Let a = min{µ(Gi) : 1 ≤ i ≤ m}. Choose n ∈ S so that
1
n
<
a
2mm+1
.
There is an integer 0 < ki < n such that
ki
n
≤ µ(Gi) <
ki + 1
n
, i = 1, 2, ...,m.
By minimality of ψ, no single point has positive µ-measure. Thus each Gi contains infinitely many
points. Choose ki points in Gi, i = 1, 2, ...,m− 1. Then
m∑
i=1
ki ≥ n−m.
Choose k′m = km + (n−
∑m
i=1 ki) points in Gm. Note that
k′m
n
− µ(Gm) ≤
m
n
. (e 4.16)
We obtain n points x1, x2, ..., xn in X. Now define µδ,1 to be the measure concentrated on
{x1, x2, ..., xn} with µδ,1({xj}) =
1
n and define µδ,2 to be the measure concentrated on {ψ(x1), ψ(x2), ..., ψ(xn)}
with µδ,2({ψ(xj)} =
1
n . It is clear that when δ → 0, m→∞. Fix ξ(ε, j) ∈ Gj . Note that for each
f ∈ C(X),
m∑
j=1
f(ξ(δ, j))µ(Gj)→
∫
X
fdµ
as δ → 0. It follows that ∫
X
fdµδ,1 →
∫
X
fdµ
for all f ∈ C(X) as δ → 0. We also have
∫
X
fµδ,2 =
∫
X
f ◦ ψdµδ,1 →
∫
X
f ◦ ψdµ =
∫
X
fdµ
for all f ∈ C(X).
Now let ε > 0 and y1, y2, ..., yK be a subset of X such that
∪Kj=1O(yj , ε/4) = X.
Let O be the finite collection of all possible union of O(yj , ε/4). Let O′ be the finite collection of
all possible union of O(yj , ε/2). If G ⊂ O we denote by G′ the corresponding union of O(yj , ε/2)’s.
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Let
b = min{µ(G′)− µ(G) : G ⊂ O and G 6= X}.
The connectedness of X together the first paragraph of this proof imply that b > 0.
Choose δ sufficiently small so that, for all G ⊂ O
µδ,i(G) −
b
4
≤ µ(G)) ≤ µδ,i(G) +
b
4
and, for any G′ ∈ O′,
µδ,i(G
′)−
b
4
≤ µ(G′) ≤ µδ,i(G
′) +
b
4
i = 1, 2. Thus, if G 6= X,
µδ,i(G) +
b
4
≤ µ(G) +
b
4
≤ µ(G′)−
b
4
≤ µδ,i(G
′), i = 1, 2.
Now let F be a closed subset of X. If Fε = X, then (e 4.15) follows. Now suppose that Fε 6= X.
Let
G = ∪F∩O(yj ,ε/4) 6=∅O(yj , ε/4) ⊂ O
Then G 6= X. It follows that
µδ,1(F ) ≤ µ(G) ≤ µδ,2(G) +
b
4
≤ µδ,2(G
′) ≤ µδ,2(Fε).
Similarly
µδ,2(F ) ≤ µδ,1(Fε).
Lemma 4.4. Let X be a compact connected metric space (with infinitely many points) and let
ψ : X → X be a minimal homeomorphism. Let S be an infinite subset of N. Then, for any ε > 0,
there is n ∈ S and there is a finite ε-dense set {x1, x2, ..., xn} ⊂ X such that there is a permutation
s : (1, 2, ..., n)→ (1, 2, ..., n) such that
dist(xj , ψ(xs(j))) < ε, j = 1, 2, ..., n.
Proof. Let µ be a ψ-invariant Borel probability measure. Let {x1, x2, ..., xn} be a finite subset
satisfying the conclusion of Lemma 4.3.
For any subset S1 of l elements in {x1, x2, ..., xn}, choose a closed subset F∩{x1, x2, ..., xn} = S1
and
F ⊂ {x ∈ X : dist(x, {x1, x2, ..., xn}) < ε/4}.
Then
µ1(F ) ≤ µ2(Fε/4).
Thus Fε/4 contains at least l elements in {ψ(x1), ψ(x2), ..., ψ(xn)}. Therefore there is a subset S2
of l elements in {ψ(x1), ψ(x2), ..., ψ(xn)} such that, for any element ξ ∈ S1 there is ξ′ ∈ S2 such
that
dist(ξ, ξ′) < ε.
By the ”Marriage Lemma” (see [9]), there is a permutation s which meets the requirement.
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Lemma 4.5. Let X be a compact connected metric space (with infinitely many points) with a
metric d, and ψ : X → X be a minimal homeomorphism. For any ǫ > 0 and a finite set F ⊂ C(X)
there exists δ > 0 such that if {xi}ni=1 are points in X which satisfy the property that there is a
permutation s : (1, 2, . . . , n)→ (1, 2, . . . , n) such that
dist(xj , ψ(xs(j))) < δ,
then there is a permutation n× n matirx U such that
‖diag(f(x1), . . . , f(xn))− Udiag(f(ψ(x1)), . . . , f(ψ(xn))U
∗‖ < ǫ, ∀f ∈ F .
Proof. Let ε > 0 and F ⊂ C(X) be a finite set. Then there exists δ > 0 such that if d(x, x′) < δ
then |f(x)− f(x′)| < ε for any f ∈ F .
Let {x1, x2, . . . , xn} be points in X satisfy that there is a permutation s : (1, 2, . . . , n) →
(1, 2, . . . , n) such that
dist(xj , ψ(xs(j))) < δ.
Take a permutation matrix U correspondent to s, then
‖diag(f(x1), . . . , f(xn))− Udiag(f(ψ(x1)), . . . , f(ψ(xn))U
∗‖
= ‖diag(f(x1), . . . , f(xn))− diag(f(ψ(xs(1))), . . . , f(ψ(xs(n)))‖
< ε
Lemma 4.6. Let X be a compact connected metric space with a minimal homeomorphism ψ :
X → X. Let {fn} be a dense sequence in C(X), let {εn} be a sequence of positive numbers and
let {k(n)} be a sequence of positive integers. Then there exists a sequence of positive numbers
{δn} which has the following property: If {x(1, n), ..., x(l(n), n)} are points in X which satisfy the
following property: there is a permutation sn : (1, 2, ..., l(n))→ (1, 2, ..., l(n)) such that
dist(x(j, n), ψ(x(sn(j), n))) < δn
then there is a sequence of permutation l(n)× l(n) matrices Un such that
W ∗ndiag(f(x(1, n)), f(x(2, n)), ..., f(x(l(n), n)))Wn
≈εn diag(f(ψ(x(1, n))), f(ψ(x(2, n))), ..., f(ψ(x(l(n), n))))
for all f ∈ {(ai,j) ∈ C(X)⊗Mk(n) : ai,j ∈ {f1, f2, ..., fn} ∪C}, where Wn = 1k(n)⊗Un is a matrix
in Mk(n)l(n).
Proof. This follows from Lemma 4.5 immdiately.
We shall construct a model automorphism with tracial Rokhlin property on some AH algebras
which contains the class of ATn-algebras and AI-algebras.
Let X be a compact metric space with infinitely many points. Let (X,ψ) be a minimal dynam-
ical system. If (X,ψ) is uniquely ergodic, then (X,ψ) has mean dimension zero. If X has finite
covering dimension, then (X,ψ) always has mean dimension zero ([26]).
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Lemma 4.7. Let X be a compact metric space and let ψ : X → X be a minimal homeomorphism.
Suppose that (X,ψ) has mean dimension zero. Then, for any integer N ≥ 1, any η > 0 and any
δ > 0, there are mutually disjoint open subsets G1, G2, ..., GL such that
(1) diam(Gi) < η, i = 1, 2, ..., L,
(2) ψi(∪Ls=1Gs) ∩ ψ
j(∪Ls=1Gs)) = ∅, if i 6= j and i, j = 0, 1, 2, ..., N − 1,
(3) µ(∪N−1j=0 ψ
j(∪Li=1Gi)) > 1− δ for all µ ∈ Tψ and
(4) µ(∂(Gi)) = 0 for i = 1, 2, . . . , L and all µ ∈ Tψ, where Tψ is the set of all ψ-invariant Borel
probability measures
This basically follows from Lemma 3.4 and Lemma 3.5 of [23].
Lemma 4.8. Let X be a compact metric space and let ε > 0. Suppose that G ⊂ C(X) satisfies the
following: if dist(x, x′) < δ, then
|f(x)− f(x′)| < ε/m2
for all f ∈ G. Denote by F = {(ai,j) ∈ C(X) ⊗ Mm : ai,j ∈ G}. Let φ : C(X) ⊗ Mm →
C(X)⊗Mm(k+l) be defined by
φ(f) = diag(
l︷ ︸︸ ︷
f, f, ..., f , f(ξ1), f(ξ2), ..., f(ξk))
for all f ∈ C(X)⊗Mm. Then if dist(x, x′) < δ,
‖φ(f)(x)− φ(f)(x′)‖ < ε
for all f ∈ F , where the norm is operator norm on Mm(k+l).
Definition 4.9. Let X be a compact connected metric space with infinitely many points. Let dX :
K0(C(X)) → Z be the dimension map. Write K0(C(X)) = Z ⊕G00 and K1(C(X)) = G1, where
G00 = kerdX . Fix two sequences {an} and {bn} and a sequence {kn} of positive integers (with kn →
∞ as n→∞). We assume that k1 = 1 and kn+1 = bnkn, where bn a sequence of positive numbers
such that bn ≥ 2. Let H00 = limn→∞(G00, κ
(00)
n,n+1), where κ
(00)
n,n+1 : G00 → G00 is defined by
κ
(00)
n,n+1(g) = ang for all g ∈ G00. Let D be the dimension group defined by D = limn→∞(Z, κ
(d)
n,n+1),
where κ
(d)
n,n+1(g) = bng for all g ∈ Z. Define H0 = D ⊕ H00 = limn,∞(Z ⊕ G00, κ
(0)
n,n+1), where
κ
(0)
n,n+1 = κ
(d)
n,n+1⊕κ
(00)
n,n+1. Define H1 = limn→∞(G1, κ
(0)
n,n+1), where κ
(1)
n,n+1(g) = ang for all g ∈ G1.
By passing to a subsequence, without changing H00, D or H, one may assume that bn = an+ l(n)
and
lim
n→∞
an
bn
= 0.
There is a unital simple AH-algebra A = A(X, {an}, {bn}) such that
(K0(A),K0(A)0, [1A],K1(A)) = (D ⊕H00, (D ⊕H00)+, 1, H1),
where
(D ⊕H00)+ = {(d, x) : d > 0, d ∈ D, x ∈ H00} ∪ {(0, 0)}.
(see, for example, [20]). In this case, D is identified with a countable dense subgroup of R. Note
that A has a unique tracial state τ such that ρA(K0(A)) = D. By the classification theorem ([21]),
there is only one such separable simple amenable C∗-algebra with tracial rank zero satisfying the
UCT.
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Suppose that γ0 : K0(C(X)) → K0(C(X)) is an order isomorphism and γ1 : K1(C(X)) →
K1(C(X)) is an isomorphism. Then γ0 induces an order isomorphism I(γ0) : D⊕H00 → D⊕H00
such that I(γ0)((d, 0)) = (d, 0) and if κ
(0)
n,∞ : G00 → H00 is the homomorphism induced by
the inductive system, I(γ0) ◦ κ
(0)
n,∞(g) = κ
(0)
n,∞(γ0(g)) for all g in the n-th Z ⊕ G00. Similarly
I(γ1) ◦ κ
(1)
n,∞(g) = κn,∞ ◦ γ1(g) for all g in the n-th G1.
Theorem 4.10. Let X be a connected compact metric space with K0(C(X)) = Z ⊕ G00 and
K1(C(X)) = G1. Fix {an} and {bn} two sequences of positive numbers. Let A = A(X, {an}, {bn}).
Suppose that X has a minimal homeomorphism ψ such that (X,ψ) has mean dimension zero. Then
there exists an automorphism α : A→ A with the tracial cyclic Rokhlin property such that
α∗i = I(ψ
♮
∗i) on Ki(A),
i = 0, 1.
Proof. Let k(1) = 1, k(n + 1) = bnk(n), n = 1, 2, ..., . Put ln = bn − an. We may assume, as
mentioned in Definition 4.9, that that limn→∞
an
bn
= 0.
Choose εn =
1
2n . Fix a dense subset {f1, f2, ..., fn, ...}. Let {δn} be as in Lemma 4.6 associated
with {k(n)}, {f1, f2, ..., fn, ...} and {εn}. Let Fn = {x(1, n), x(2, n), ..., x(l(n), n)} be a finite subset
(with l(n) elements) of X such that Fn is 1/2
n -dense in X and there is a permutation sn :
(1, 2, ..., l(n))→ (1, 2, ..., l(n)) such that
dist(x(j, n), ψ(xsn(x(j,n)))) < min{δn, εn} j = 1, 2, ..., l(n).
Such Fn is given by Lemma 4.4.
Define φn : C(X)⊗Mk(n) → C(X)⊗Mk(n+1) by
φn(f) = diag(
an︷ ︸︸ ︷
f, f, ..., f , f(x(1, n)), f(x(2, n)), ..., f(x(l(n), n))) (e 4.17)
for f ∈ C(X)⊗Mk(n). Then A ∼= limn→∞(C(X)⊗Mk(n), φn).
Note that A has a unique tracial state (see Definition 4.9). Denote it by τ.
Define ψ♮ : C(X)→ C(X) by ψ♮(f)(x) = f(ψ(x)) for x ∈ X. Put An = C(X)⊗Mk(n) for each
n ∈ N and define αn = ψ
♮ ⊗ idkn : An → An. Then αn ∈ Aut(An) for each n ∈ N. We set
Fn = {(ai,j) ∈Mk(n) : ai,j ∈ {f1, f2, ..., fn} ∪ C}.
From Lemma 4.6 we may assume that there is a permutation matrix U ′n+1 ∈Ml(n) such that
||φn ◦ αn(f)− ad(Un+1) ◦ αn+1 ◦ φn(f)|| < εn (e 4.18)
for each n ≥ 1 and f ∈ Fn∪∪
n−1
j=1 φj(Fj), where Un+1 = diag(1ank(n), 1k(n)⊗U
′
n+1) ∈Mk(n+1). Thus
we obtain a permutation matrix V ′n ∈Ml(n+1) such that the following approximately intertwining:
A1
φ1
−−−−→ A2
φ2
−−−−→ A3
φ3
−−−−→ · · ·yα1 yadV2◦α2 yadV3◦α3
A1
φ1
−−−−→ A2
φ2
−−−−→ A3
φ3
−−−−→ · · · ,
where Vn is a sequence of permutation matrixes in Mkn such that
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||φn ◦ ad(Vn) ◦ αn(f)− ad(Vn+1) ◦ αn+1 ◦ φn(f)|| < εn, (e 4.19)
for f ∈ Fn ∪ ∪
n−1
j=1 φj(Fj).
Then there is a *-homomorphism α : A→ A such that
α(φl,∞(x)) = lim
i→∞
φi,∞ ◦ ad(Vi) ◦ αi ◦ φl,i(x), (e 4.20)
x ∈ Al and l = 1, 2, . . . , where φl,i = φi−1 ◦ φi−2 ◦ · · · ◦ φl. Moreover α is an automorphism.
It is also easy to check that
α∗i = I(ψ
♮)∗i, i = 0, 1. (e 4.21)
We also note that, by (e 4.19),
α(φm,∞(f)) ≈1/2m−1 φm,∞ ◦ adVm ◦ αm(f) for f ∈ Fm. (e 4.22)
Denote by jn : C(X)→ C(X)⊗Mk(n) the embdedding defined by jn(f) = f ⊗ 1.
Claim: for each m ≥ 1 and τ ◦ φm,∞ ◦ jm(f) = τ ◦ φm,∞ ◦ jm(f ◦ ψ) for all f ∈ C(X).
Fix m ≥ 1. If n ≥ m+ 1, there is a projection qn ∈Mk(n) such that
φm,n ◦ jm(f)qn = qnφm,n ◦ jm(f), tr(qn) =
an
bn
and, one may write that
φm,n ◦ jm(f)(1− qn) = diag(f(x(1, n)), f(x(2, n), ..., f(x(l(n), n)))
for all f ∈ C(X). Therefore
φm,n ◦ jm(f ◦ ψ)(1 − qn) = diag(f(ψ(x(1, n))), f(ψ(x(2, n))), ..., f(ψ(x(l(n), n))))
for all f ∈ C(X). Denote by q¯n = φn,∞(qn). For any ε > 0, and any f ∈ C(X), by the virtue of
Lemma 4.6, if n is sufficiently large, there is a permutation matrix Wn ∈Mk(n) such that
‖W ∗n [φm,n ◦ jm(f)(1 − qn)]Wn − φm,n ◦ jm(f ◦ ψ)(1− qn)‖ < ε.
Put W¯n = φn,∞(Wn). The above implies that
‖W¯ ∗nφm,∞ ◦ jm(f)(1 − q¯n)W¯n − φm,∞ ◦ jm(f ◦ ψ)(1− q¯n)‖ < ε.
Thus we conclude that
|τ(φm,∞ ◦ jm(f))− τ(φm,∞ ◦ jm(f ◦ ψ))| <
an
bn
+ ε
for all sufficiently large n. Since limn→∞
an
bn
= 0. This implies that
τ(φm,∞ ◦ jm(f)) = τ(φm,∞ ◦ jm(f ◦ ψ))
for all f ∈ C(X). This proves the claim.
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So
τ ◦ φm,∞ ◦ jm(f) =
∫
X
fdµ (e 4.23)
for all f ∈ C(X) and for some ψ-invariant Borel probability measure µ.
Now we verify that α has tracial Rokhlin property. For this end, we fix an integer N ≥ 1, ε > 0
and a finite subset F ⊂ A. For convenience, without loss of generality, we may assume that there
exists F ′ ⊂ C(X)⊗Mk(m) such that
φm,∞(F
′) ⊃ F ∪ ∪Nj=1α
−j(F)
We may further assume that F ′ is in the unit ball of C(X) ⊗Mk(m) for some integer m ≥ 1. We
may also assume that
F ′ ⊂ {(ai,j) : ai,j ∈ G, 1 ≤ i, j ≤ kil},
where G ⊂ C(X) is a finite subset in the unit ball. Without loss of generality, we may further
assume that
G ⊂ {f1, f2, ..., fm}.
Choose η > 0 such that, if x, x′ ∈ X and dist(x, x′) < η,
|f(x)− f(x′)| <
ε
4N28(k(m))2
(e 4.24)
for all f ∈ G.
It follows from Lemma 4.7 that there are mutually disjoint open subsets G1, G2, ..., GL ⊂ X
such that
(i) diam(Gi) < η,
(ii) ψj(∪Li=1G) ∩ ψ
l(∪Li=1Gi)) = ∅, if j 6= l and j, l = 0, 1, ..., N − 1,
(iii) µ(∂(Gi)) = 0 for all µ ∈ Tψ and
(iv) µ(∪N−1j=0 ψ
j(∪Li=1Gi)) > 1− ε/16 for all µ ∈ Tψ.
There is, for each i, another open subset Si such that the closure of Si is in Gi, and
µ(Si) > µ(Gi)− ε/4LN and µ(∂(Si)) = 0 (e 4.25)
for all µ ∈ Tψ.
Let g′i ∈ C(X) such that 0 ≤ g
′
i(x) ≤ 1, g
′
i(x) = 0 if x 6∈ Gi, 0 < g
′
i(x) if x ∈ Gi and g
′
i(x) = 1
if x ∈ S¯i, i = 1, 2, ..., L. Define a′i ∈ C(X) such that 0 ≤ a
′
i(x) ≤ 1, a
′
i(x) > 0 for all x ∈ Si and
a′i(x) = 0 if x 6∈ Si, i = 1, 2, ..., L.
Fix η0 > 0. Choose m1 ≥ m such that 1/2m1 < min{ε, η0}/16N4. We also assume that
dist(a′i, {f1, f2, ..., fm1}) < ε/4N and dist(g
′
i, {f1, f2, ..., fm1}) < ε/4N (e 4.26)
i = 1, 2, ..., L.
We view g′i and a
′
i as elements in E11Mk(m1)E11, where {Ei,j} is a system of matrix unit for
Mk(m1). Denote by a
′′
i = φm1,m1+1(a
′
i) ai = φm1,∞(a
′
i), g
′′
i = φm1,m1+1(g
′
i) and g¯i = φm1,∞(g
′
i),
i = 1, 2, ..., L.
Consider the hereditary C∗-subalgebra aiAai. Then, by the claim and by (e 4.23), there is a
measure µ ∈ Tψ such that
µ(Si) = k(m1) sup{τ(b) : 0 ≤ b ≤ 1, b ∈ aiAai}, i = 1, 2, ..., L. (e 4.27)
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Since A has real rank zero, one obtains a projection pi ∈ aiAai such that
τ(pi) >
µ(Si)
k(m1)
− ε/2LNk(m1), i = 1, 2, ..., L (e 4.28)
Put E¯i,j = φm1,∞(Ei,j). Note pi ≤ E¯1,1. With 1A =
∑k(m1)
i=1 E¯i,i, write
e1 = diag(
k(m1)︷ ︸︸ ︷
L∑
i=1
pi,
L∑
i=1
pi, . . . ,
L∑
i=1
pi).
By the choice of η (see also (e 4.24) and Lemma 4.8—see also 3.2 of [17]), it follows that
‖e1φm,∞(f)− φm,∞(f)e1‖ < ε/4N
2 (e 4.29)
for all f ∈ F ′. By the definition of F ′, we have
‖αj(e1)f − fα
j(e1)‖ < ε/4N
2 (e 4.30)
for 0 ≤ j ≤ N and all f ∈ F .
Put hj = φm1,∞(diag(
k(m1)︷ ︸︸ ︷
L∑
i=1
g′i ◦ ψ
j−1,
L∑
i=1
g′i ◦ ψ
j−1, ...,
L∑
i=1
g′i ◦ ψ
j−1)), j = 1, 2, ..., N. Note that
hjhi = hihj = 0 if i 6= j, i, j = 1, 2, ..., N. (e 4.31)
We compute that
adVm1αm1(h1) = h2. (e 4.32)
Note that e1 ≤ h1. It follows from (e 4.32) and (e 4.22) that
‖αj(h1)− hj+1‖ < N(1/2
m1−1) < 2N(1/2m1) < min{ε, η0}/8N
3, (e 4.33)
j = 1, 2, ..., N − 1. Therefore, by (e 4.31),
‖αj(e1)α
i(e1)‖ < min{ε, η0}/4N
3, i 6= j, i, j = 0, 1, ..., N. (e 4.34)
By choosing a small η0 (which depends only on ε and N), it follows from [19, Lemma 2.5.6] that
there are mutually orthogonal projections e1, e2, ..., eN such that
‖αj(e1)− ej+1‖ < ε/N, j = 0, 1, ..., N − 1. (e 4.35)
It follows that
‖α(ei)− ei+1‖ < ε, i = 1, 2, ..., N − 1 (e 4.36)
By (e 4.30) and (e 4.35), we also have
‖eif − fei‖ < ε, i = 1, 2, ..., N (e 4.37)
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for all f ∈ F .
By (e 4.28),
τ(e1) = k(m1)τ(
L∑
i=1
pi) >
L∑
i=1
(µ(Si)−
ε
2LN
)
=
L∑
i=1
µ(Si)−
ε
2N
>
L∑
i=1
(µ(Gi)−
ε
4LN
)−
ε
2N
= µ(∪Li=1Gi)−
3ε
4N
.
By (e 4.21),
τ(αj(e1)) = τ(e1), j = 1, 2, ..., N − 1. (e 4.38)
Finally, by (iv) and (e 4.25), we compute that
τ(
N∑
i=1
ei) = Nτ(e1) > Nµ(∪
L
i=1Gi)−
3ε
4
= µ(∪N−1j=0 ψ
j(∪Li=1Gi))−
3ε
4
> 1−
ε
16
−
3ε
4
> 1− ε.
Hence α has the tracial Rokhlin property. By (e 4.21), α∗0|D = idD. Since ρA(D) = ρA(K0(A)),
it follows from [22, Theorem 3.16] that α has the tracial cyclic Rokhlin property.
Remark 4.11. In the proof of Theorem 4.10, one could work on more general inductive limits. For
example, instead of considering a single summand Mk(n)(C(X)), one can consider unital simple
C∗-algebras which are inductive limits of C∗-algebras with form ⊕
l(n)
i=1Mr(i,n)(C(X)) with each
partial maps having the same form as (e 4.17). By doing that, more general dimensional groups D
and more complicated K0(A) can be obtained. However, we choose this much simple construction
to shed some light on the relation of the non-commutative dynamical systems and commutative
dynamical systems which could be buried by some more complicated combinatory argument.
It should also be pointed out that the resulted crossed product C∗-algebra A ⋊α Z obtained
from Theorem 4.10 has tracial rank zero, by Theorem 2.4, and A⋊αZ is a unital simple AH-algebra.
Remark 4.12. In the case that X = S1, let θ ∈ R\Q. Consider the rotation φ : X → X by
φ(z) = (exp 2πiθ)z. Then φ is minimal and uniquely ergodic. Theorem 4.10 gives automorphisms
α on unital simple AT-algebras with tracial cyclic Rokhlin property. A modification of the proof
of Theorem 4.10 will give an automorphism with the tracial Rokhlin property on every unital
simple AT-algebra with real rank zero. But all of them are approximately inner. However, one can
use these approximately inner automorphisms with Rokhlin property in the proof of Theorem 3.5
instead of applying a deeper result of N. C. Phillips ([31]). It should be noted that, in this case
the crossed product algebras A⋊α Z are again a unital simple AT algebra of real rank zero by [25,
Corollary 3.6] (and [24]).
Not all connected finite CW complex X have minimal homeomorphisms. One of the interesting
examples is Furstenberg transformation on Tk.
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Example 4.13. Let θ ∈ R\Q, d ∈ Z\{0}, and let gj : Tj → T be a continuous map, j =
1, 2, ..., k − 1. The Furstenberg transformation is defined by
φ(z1, z2, ..., zk) = (z1e
2πiθ, g1(z1)z2, ..., gk−1((z1, z2, ..., zk−1))zk)
|zj | = 1, j = 1, 2, ..., k. Furstenberg showed that φ is minimal, if all gj are non-trivial, namely,
gj(z1, . . . , zj) = z
dj
j e
2πifj(z1) for some continuous function fj : T→ R with dj 6= 0, j = 1, 2, ..., k−
1. Thus φ♮∗1 6= idK1(C(Tk)). Therefore the automorphism α constructed from ψ on ATk is not
approximately inner since α∗1 6= idK1(ATk ). (See for example [13].)
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