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vAbstract
This study examines the results of void fraction measurements of two-phase flow
inside a minichannel, by means of an optical probe.The purpose of such research
is to comprehend the reliability of the optical measurement technique to better
understand the flow regimes established within capillary pipes, which are still not
well know, in order to apply this technique to pulsating heat pipes, a device for
thermal control, particularly promising for space applications. An optic probe was
manufactured and tested on a vertical pipe in which passes an upward co-current
gas-liquid flow. During tests the sampling rate, the measure point position and the
volumetric flow rate were changed. The probe signal was detected by a photodiode
and implemented by a control hardware; then the output signal was analyzed and
post-processed. A high speed camera was used to compare the sampled signal to
a indicator function obtained by post-processing of photo-sequences. Good results
were obtained regarding the probe capability to detect the local void fraction (i.e.
the gas phase of the flow), this technique also provided interesting information about
its potential to measure the bubble velocity, putting in relation the rise time of signal
and the bubble speed. Moreover it has been investigated the interaction between the
probe and the gas bubble, by means of the high speed camera, to better comprehend
how their interface influences the gas phase detection.
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Introduction
The work proposed here focuses on the application of an optic probe in order to
measure the main parameters of a two-phase flow inside a minichannel.
Two-phase flows inside capillary pipes involve several physical phenomena who make
unfeasible a complete theoretical analysis, as phase change, inertial forces and surface
forces interfere with each other. Nevertheless the study of these kind of flow is
becoming an interesting topic because of the engineering applications of thermal
control devices consisting of capillary pipelines, namely the Pulsating Heat Pipes
(PHPs). The PHPs technology is very promising for space applications, because of
their small dimensions and their capability to cooling down relatively high powers;
still there exist some issues, such as their instability and uncertain working ranges
in terms of power, which imply to deepen knowledge of flow regimes in minichannels.
PHPs are discussed in chapter 1.
During the last decade a broad research on minichannel flows has been carried
out. In particular Ong and Thome have done a significant work regarding the
the macro-to-microscale transition criteria, the flow patterns and the heat transfer
occurring inside minichannels. Such studies have provided also useful dimensionless
number to characterize the flows. These results are illustrated in the second chapter.
Several measurements techniques were developed to measure the void fraction,
that is the gas phase, into the channel. Between the different measurement techniques,
described in chapter 3, the optic probe is a promising device to detect the local void
fraction. In fact despise its intrusiveness, there are a number of benefits as: its quick
response, an excellent detection of slug and annular patterns (which are the ones
1
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that occur inside minichannels), the chance to measure the velocity of gas slugs, and
its applicability on opaque pipes and metal pipes. This last feature distinguishes
them from many other techniques.
A true monofiber optic probe has been manufactured in laboratory following the
proceedings proposed by Carrica.
The probe end is inserted into a channel, whose inner diameter measures 2 mm,
inside of which passes a vertical co-current gas-liquid flow. A light beam passes
through the optic fibers and is detected by a photodiode, providing a voltage signal,
processed by a control hardware and implemented by the computer. The probe tip
has been chamfered at 45° in order to exploit the total internal reflection phenomenon
(from Snell’s law), that causes the signal to be lower or higher when the tip interfaces
either the liquid or the gas phase. Furthermore a visualization technique, by means
of a high speed camera, has been used to compare the results. The experimental
setup and the proceedings followed during the experimental activity is described in
the fourth chapter.
Pursuing the work done by Guidi, the aim of this research is to demonstrate
the effectiveness of the optical probe, to determine its accuracy, and to evaluate its
limits. The probe has been tested not only to measure the the local void fraction, but
also to extrapolate from the rising edge of the signal information about the bubble
velocity. The experiments have been carried out operating on several parameters,
such as: the sampling rate of the voltage signal, the measure point position inside
the channel and the volumetric flow rate of fluid. During experiments the acquisition
system has been also upgraded. Finally a macro lens was mounted on the high speed
camera to observe the interaction between the gas slugs and the probe tip, in order
to understand how their interface influences the signal acquisition and the velocity
measurements. Obtained results are shown in chapter 5.
CHAPTER 1
Pulsating Heat Pipes
Thermal control is one of the main issues to deal with space and ground systems,
especially for what concerns electronics and power generation.
The trend to miniaturization, leading to denser electronics and increased power,
involves the development of thermal control systems capable of dissipate higher heat
fluxes, demanding the development of new materials, novel cooling strategies or
devices and even reprocessing the current cooling technology concepts.
One of the most promising technologies, in line with this developmental trends, are
Pulsating Heat Pipes (PHPs); their attractiveness it’s due to their simple design,
low cost and excellent thermal performance. Moreover PHPs are a passive thermal
control system, occupy small volumes and are deployable; all these characteristics
make them perfectly suited for space applications.
1.1 Pulsating Heat Pipes general overview
PHPs are a newborn technology, whose concept was conceived by Smyrnov and
Savchenkov (1971), then developed by Akachi (1990), starting from the better known
technology of heat pipes.
Heat pipes belong to the category of two-phase passive heat transfer devices, whose
working principles involve three different physical phenomena: phase-change of the
working fluid, inertial forces (i.e. gravity) and surface forces (i.e. capillarity).
These three phenomena are usually working together, anyway there are some extreme
3
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conditions in which some effects are predominant respect to others; this is the case of
Pulsating Heat Pipes, in fact, thanks to the small diameter of the tubes containing
the working fluid, the capillary effects are predominant in these devices.
PHPs consist of a capillary tube shaped in a coil, evacuated, partially filled
with an appropriate working fluid and finally sealed. At one end heat is absorbed
by evaporation of the working fluid and at the other end heat is rejected through
condensation. Selection of the working fluid depends on the performances required.
A unique feature of PHPs, compared to conventional heat pipes, is that there is no
wick structure to condense fluid and return it to the heating section, then doesn’t
exist a countercurrent flow between liquid and vapor.
The flow pattern consists of a randomly distribution of liquid and gaseous phase of
the working fluid in the form of alternated liquid slugs and vapor plugs (Figure 1.1).
Figure 1.1: Basic scheme of a closed loop Pulsating Heat Pipes, Khandekar (2004) [1]
PHPs are able to work against gravity and, with a consistent number of turns,
without any control valve, they have a fast thermal response, high heat transfer
performance, compact size and require very simple manufacturing.
On the other side there are many issues to be solved with those devices, in fact the
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working principles are not still well known, the fluid motion is intrinsically chaotic,
cannot successfully operate at any orientation and has not been established the
PHPs working range. Moreover they have an unstable behavior, particularly during
startup and at thermal crisis.
The foregoing means that these devices have not still reached much reliability,
constituting a big challenge in the research field.
1.2 Pulsating heat pipes structures and parameters
PHPs can be classified into two types (Figure 1.2):
 ID = Open Loop PHP, whose tube ends are not connected to each other;
 ID = Closed Loop PHP, whose tube ends are connected to each other forming
a closed loop.
Starting from those layouts, several 3-D geometries can be found in literature,
depending on the performances required and working conditions.
Figure 1.2: PHPs structures for closed loop (a) and open loop (b)
The main parameters that determine the hydrodynamic behavior of PHPs are
[2]:
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 Channel diameter: this is the most important geometrical parameter involved,
in fact it determines the existence of the slug flow pattern inside the channel,
which is necessary to have motion and to make PHP working properly. As will
be shown in following chapter, diameter of the pipe should be lower than a
critical value;
 Heat input: the input heat flux influences both flow motion and flow pattern.
It has been observed that increasing the heat flux the oscillating flow tends to
take a fixed direction and further increases result in a transition of slug flow to
annular flow. The overall effect is to reduce thermal resistance as heat input
increase;
 Filling ratio: it is the ratio of working fluid volume inside the channel to the
inner volume of the whole pipe, defining the behavior of the device. At its
extreme values 0 and 1, PHP behaves respectively as inefficient conduction
fins, with a very high thermal resistance, and as a single-phase thermosyphon;
 Working fluid: affects thermal performance and flow characteristics;
 Serpentine number of turns: affects thermal performance and makes negligible
effects of gravity, eventually allowing PHP to works at any orientation.
Lastly an important characteristic of PHPs is their deployability, thanks to
which PHPs can satisfy several performance and volume requirements, showing
great versatility for many systems. As well as for electronics it’s possible to envisage
their application in the field of green energy (i.e. houses and buildings heating and
cooling), in industrial cooling systems and, regarding space utilizations, besides
application on electronics, power units and thrusters, they could enhance power
generation systems, foreseeing their use on solar panels and for thermal shielding.
1.3 PHPs working principles
Referring to figure 1.1 and considered that obtained experimentally, it’s possible to
describe how PHP works.
As heat is applied on the evaporator, the working fluid evaporates causing an
increase of vapor pressure inside the tube, in this way the bubbles in the evaporator
section grow pushing the liquid towards the condenser. The condenser cools the
fluid, the vapor pressure decreases bringing collapse of bubbles.
This process between evaporator and condenser is continuous and the temperature
CHAPTER 1. PULSATING HEAT PIPES 7
gradient between those two sides defines a non-equilibrium pressure conditions, which
results in an oscillating motion within the pipe. Of course heat is absorbed through
the latent heat in vapor bubbles and transported by the liquid slugs.
It’s possible to summarize those processes looking at the PHP Pressure-Enthalpy
Diagram (Figure 1.3).
Figure 1.3: PHP Pressure-Enthalpy Diagram, Karimi (2004) [3]
While PHP is not working, the liquid and gaseous phase of the working fluid
exist in equilibrium at a saturation pressure, represented by point A as the average
thermodynamic state within the system. During operation the heat transfer at the
evaporator section makes the bubbles to continuously grow and shift the thermody-
namic state from point A to point B, which is characterized by higher temperature
and pressure; this moves the liquid columns towards the condenser. At the same
time the condenser, located on the opposite side of the PHP, further enhance the
pressure difference forcing point A to move to point C at lower temperature and
pressure.
The section between the evaporator and the condenser is adiabatic, here there is a
roughly isenthalpic pressure decrease.
The combined effect results in the development of a non-equilibrium conditions
between the driving thermal potentials, in which the system tries to stabilize the
internal pressure. Due to the inner-connections of the tube, the motion from the
liquid slugs and the vapor bubbles at condenser of one section leads to the motion
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of slugs and bubbles in another section near the evaporator; the interaction between
driving and restoring forces gives rise to the oscillations of slugs and bubbles in the
axial direction.
Unlike traditional heat pipes, it’s not possible for operating PHP to reach
steady-state pressure equilibrium.
1.4 Fluid dynamic principles
A close-up on a typical liquid slugs and vapor plugs structure oscillating inside a
PHP channel, shows the processes in terms of forces, heat transfer and mass transfer
occurring between bubbles, slugs and walls.
These are fully described in the scheme of Figure 1.4.
Figure 1.4: Fundamental transport processes in PHP, Khandekar and Groll (2008) [4]
The meniscus is the interface between the vapor bubbles and liquid slugs and is
formed due to surface tension forces. The buoyant ascent of gas bubbles causes a
film of liquid to fall around them, down the walls of the pipe, thus separating the
vapor bubbles from tube walls.
As can be seen heat exchanges ”Q˙” occour axially from vapour and liquid outward,
but also, fewer, axially.
The liquid and vapour plugs experience internal viscous dissipation as well as wall
shear stress ”τ” as they move in the PHP tube.
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The liquid and vapour plugs are subjected to pressure forces ”
−→
Fi” from the adjoining
plugs.
When a gas bubble travels in the evaporator zone, mass transfer ”m˙” occours from
the surrounding liquid film and the adjoining liquid plugs to that bubble; this effect
increases the instantaneous local saturation pressure and temperature and provides
the pumping work to the system. The reverse processes (mass transfer from the
vapor bubbles to liquid slugs) happens in the condenser.
1.5 Gas bubble morphology
Gas bubble, also known as ”Taylor bubble”, has a typical morphology shown in
figure 1.5 [5] .
Figure 1.5: (a) An image and (b) interpretative diagram of a Taylor bubble of air, of length Lb = 0.051m,
ascending a cylindrical pipe of internal diameter d = 0.019m (courtesy of E. W. Llewellin et Al.) [5]
Referring to figure 1.5 b, The bubble can be divided into four regions:
1. an approximately hemispherical, or prolate-hemispheroidal nose;
2. a body region surrounded by a falling liquid film;
3. a tail region of variable morphology, which may be hemispheroidal, flat or
concave;
4. a wake, which may be open and laminar, closed or turbulent.
The body region can be subdivided in two parts:
1. the upper part, where the developing film is accelerating and thinning;
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2. the lower part, where the forces acting on the film are in equilibrium and the
film has constant thickness ”λ”.
1.6 Investigation on PHP actual behavior
The aim of this thesis is to further investigate the behavior of two phase flow in
mini-channels, reaching a reliable method that can be applied on a working PHP to
further know its operating ranges. A better knowledge of the flow regimes would help
to determine the flux regimes, which are those that feature the working ranges, in
term of heat power input, of PHPs; that is the minimum and the maximum powers
among which the resistance of such device reaches an almost constant minimum
value, just after the startup and before thermal crisis occurs. The graph in figures
1.6 reports the thermal resistance as a function of the heat power input, for each
inclination [6].
Besides a better understanding of their physics, investigations would lead also to
the creation of control devices in order to steer such phenomena.
Figure 1.6: Overall thermal resistance versus power input for each inclination, the desired working range
lies where the resistance reach its minimum[6]
After the description of two-phases flow and analyzing flow parameters (chapter
2), the method of void fraction measurement through an optical probe will be
submitted, analyzing the previous work done in the laboratory (chapter 3), then
describing the experimental setup (chapter 5) to finally present the results obtained
(chapter 6).
CHAPTER 2
Two phase flow
Fluid mechanics defines as “phase” a homogeneous macroscopic state of matter,
that, considering the main phases subsisting in nature, are known as solid, liquid or
gaseous phase.
Two-phase flows represent the simplest case of multiphase flows, characterized by
the mixture of two different phases of the same fluid.
There are three categories of two-phase flow:
1. gas - liquid;
2. gas - solid;
3. liquid - solid.
Besides it’s necessary to point out the difference between one component mixtures,
if there is just a chemical species, and multicomponent mixtures, when chemical
species are more than one.
Two-phase flows, and more generally multiphase flows, can occur in various form.
Several interface structures between different phases are possible, thus leading a
complex behavior of such flow interfaces that require a more complex classification
respect to single-phase flows (which can be divided as laminar, turbulent and
transitional patterns) and demanding different approaches for each specific case of
study.
Moreover, the phase change phenomena are different for the macroscale (macro
11
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channels) and microscale (microchannel), implying that is not possible to apply or
extrapolate two-phase macroscale flow patterns to microscale two-phase flow, this
ultimately means we are dealing with a multi-scale problem.
Pulsating Heat Pipes are one component two-phase flow devices, using gas –
liquid mixtures in capillary tubes, operating in the microscale range.
2.1 Flow pattern model
Regarding gas-liquid mixtures a detailed flow description results impractical, then
it’s necessary to find simpler models to describe their behavior.
To a first approximation study it’s possible to analyze two-phase flows through three
different proceedings:
1. Flow averaging method;
2. Separated flow model;
3. Flow pattern model.
The first method transform two-phase flow into an equivalent single-phase flow,
properly averaging the characteristics of each individual phase.
The second one analyzes the two phases as they are separated using two sets of
equation, one for each phase, and then recombines them.
The last one, the flow pattern model, is an elaborated method that considers the
characteristic feature of two-phase mixture flows to acquire many different spatial
distributions of phases inside pipes, resulting in several geometries (or patterns) each
of which has an intrinsic hydrodynamics governing the flow parameters behavior, as
pressure drops, gas void fraction, heat and mass transfer. It is necessary to map the
conditions that lead to a particular flow regime, thus also knowing when transition
from a pattern to another one occurs.
In the case of upward co-current gas-liquid flow in a vertical tube, it’s possible
to find five basic patterns, each characterizing the radial and/or axial distribution of
the two phases in the channel [7].
As can be seen in figure 2.1, those patterns are classified as:
1. Bubbly flow: gaseous phase is distributed as discrete small bubbles in a
continuous liquid flow;
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Figure 2.1: Flow patterns in vertical channels
2. Slug flow: gas bubbles almost fill the diameter of the pipe and are separated
from its walls by a thin liquid film. The liquid between bubbles is in the form
of plugs and even smaller bubbles are present;
3. Churn flow: evolves from slug flow when breakdown of bubbles begins, the
flow is strongly stochastic;
4. Annular flow: in this pattern gaseous phase is distributed as a central bubble
with a liquid film attached to the walls, all along the channel;
5. Wispy-annular flow: quite similar to the annular flow, the liquid phase appears
also in the channel core, within the vapor, in the form of large wisps or droplets.
The flow pattern strongly depends on the flow regime, thus on the physical effects
that are dominant on that regime.
Moreover, since we are dealing with a multi-scale problem, as shown in the previous
section, generalization of the flow regime maps it’s an unfeasible task, then visual
inspections coupled with experimental data are used to detect the flow patterns and
to define the threshold for the macroscale-to-microscale transition.
2.2 Dimensionless parameters on two phase flows
The physical mechanism acting on the two phase flow are:
 Gravitational forces (i.e. buoyancy);
 Inertial forces;
 Surface tension;
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 Viscosity.
Their interaction determines the behavior and the motion (i.e. the flow pattern) of
the flow and, in the case of slug flow pattern, the properties of moving bubbles in
the channel, as speed or the interface shape.
The balance of these forces results in the determination of four dimensionless
parameter:
1. Reynolds number: represents the ratio between inertial and viscous forces:
Rel =
J · d
µl
; Reg =
J · d
µg
(2.1)
Where J is the mass flux, d is the diameter of the channel and µ is the viscosity
(subscript “l” and “g” refer respectively to liquid and gaseous phase);
2. Bond number: depicts the ratio between body forces and surface tension:
Bo =
g · d · (ρl − ρg)
σ
(2.2)
Where g stand for gravitational acceleration, ρ is the density and σ is the
surface tension;
3. Weber number: features the ratio between inertial forces and surface tension:
We =
J2 · d
ρ · σ ; (2.3)
4. Froude Number: represents the ratio between inertial and gravitational forces:
Fr =
J2
ρ2l · g · d
. (2.4)
The term we have just described as mass flux (also known as mass velocity) is
the rate of mass flow per unit area [kg/m2s] and is equal to:
J = u · p (2.5)
Where u is the speed of mass elements (it is important to note that both J and u are
vectors, but here are quoted as scalar because we are considering mono-dimensional
fluxes); this parameter is commonly used in hydrodynamics.
The knowledge of these numbers allows to state which is the dominant physical
phenomena.
The last parameter determines the micro-to-macroscale transition and, when
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coupled with the parameters shown above, it allows to finally map the flow pattern.
The next chapter will show the various forms of this dimensionless quantity and will
describe the state of art for microscale-to-microscale transition method based on the
recent studies performed by Ong and Thome (2010) [8].
2.3 Macro-to-microchannel transition in two phase flow
2.3.1 Macro-to-microscale transition criteria
Considering an approach based on bubble confinement [8], several criteria that
provide the transition threshold are available. The bubble confinement approach
ois based on the confined growth of a bubble in small channels, where the surface
tension becomes important as the maximum bubble radius decreases with decreasing
channel size and gravity.
An effective dimensionless number commonly used is the Confinement number:
Co =
1
d
√
σ
g · (ρl − ρg) (2.6)
It was proposed by Kew and Cornwell, whom performed flow boiling experiments
for single channel for a heat exchanger and proposed bubble growth confinement as
the parameter to distinguish macroscale-to-microscale transition.
They set the threshold at Co = 0.5, so that for Co > 0.5 is for microscale and
Co < 0.5 for macroscale.
Another dimensionless parameter is the Eo¨tvo¨s number:
Eo =
d2 · g · (ρl − ρg)
8 · σ (2.7)
Proposed by Brauner and Ullman, it dictate the relevant characteristics of the
liquid film in dispersed flows and the wall wetting characteristics in separated flows.
Eo ∼ 0.2 has been suggested as the characteristic threshold value for microscale
flows (value that corresponds to Co ≈ 0.79) and is related to Confinement number
as Eo = 18Co .
Further experimental investigation has been done by Li and Wang trying to
determine the channel size effects on two-phase flow regimes for in-tube condensation.
They defined a threshold diameter as dth = 1.75Lcap and a critical diameter as
dcr = 0.224Lcap; where ”Lcap” is the capillary length defined as follow:
Lcap =
√
σ
g · (ρl − ρg) (2.8)
CHAPTER 2. TWO PHASE FLOW 16
It can be seen that using equation 2.6:
Lcap = Co · d (2.9)
Their observations, relating the flow regime and the channel inner diameter d,
led to the following classification:
 d < dcr: gravity forces are insignificant compared to surface tension; the flow
regimes are symmetrical (equivalent to Co > 4.46);
 dcr < d < dth: gravity and surface tension forces are equally dominant; a slight
stratification of the flow distribution appears (equivalent to 0.57 < Co < 4.46);
 d > dth: gravity effects are dominant, the flow regimes get similar to macroscale
flows (equivalent to Co < 0.57).
2.3.2 Two-phase flow patterns and transition
Several studies of two-phase flow pattern transitions have led to the development of
macroscale and microscale flow pattern prediction maps for adiabatic and diabatic
flow conditions.
Figure 2.2 shows a map for a diabatic flow in a macrochannel proposed by Sato et
al. [9], the ”Quality” on the horizontal axis refers to the vapor quality, that is the
vapor mass fraction.
Figure 2.2: Diabatic flow pattern map for flow boiling of water in a macro-channel, transition line are shown
(Sato et al.) [9]
Kawaji and Chung [10] pointed out the significant difference in the observed
two-phase flow patterns unique to microchannels. Schematics of minichannel and
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microchannel flow are illustrated in figure 2.3 (the term ‘minichannels’ is given to
flows thought to be in the transition state between macroscale and microscale flow).
Figure 2.3: Minichannel flow patterns (a) and microchannel flow patterns (b) [10]
Ong and Thome studies (that are also based on their previous works) provide
a sight of a wide range of test conditions to study the effects of confinement, fluid
properties, mass flux and saturation temperature on two-phase flow patterns [8].
The main parameter they acted on are:
 Channel inner diameter: 1.03 mm, 2.20 mm and 3,04 mm;
 Working fluid: R134a, R236fa and R245fa.
Four distinct flow patterns have been observed for the 1.03 mm channel for all the
three fluids tested, namely:
1. isolated bubble;
2. coalescing bubble;
3. wavy-annular;
4. smooth-annular.
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For simplicity reasons, the wavy-annular and smooth-annular flow have been classified
together as one flow regime, namely annular flow.
Those flow pattern observations showed similar characteristics with the minichannel
flow pattern observed by Kawaji and Chung, as illustrated in figure 2.3a.
Figure 2.4 illustrates the two-phase flow patterns and their transition lines observed
as a function of heat flux and vapor quality for R236fa in the 1.03 mm channel with
Co = 0.83.
Figure 2.4: Experimental flow pattern transition lines for R236fa, D = 1.03 mm channel at Tsat = 31 °C,
Tin = 27 °C and Co = 0.83 [8]
For the 3.04 mm channel, two distinct macroscale flow patterns, namely slug/plug
and coalescing bubble (intermittent flow), have been observed for all the three fluids
tested for confinement numbers ranging from Co = 0.27÷ 0.34. The flow patterns
observed for this larger channel are classified as follows:
1. slug/plug;
2. coalescing bubble;
3. wavy-annular;
4. smooth-annular.
Results are shown in figure 2.5 (here, as before, wavy-annular and smooth-annular
as been considered together as annular flow).
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Figure 2.5: Experimental flow pattern transition lines for R134a, D = 3.04 mm channel at Tsat = 31 °C,
Tin = 27 °C and Co = 0.27 [8]
Comparing the experimental flow patterns and their transition lines shown in
figures 2.4 and 2.5, it is evident that gravity dominance gradually decrease while
surface tension forces gain in dominance when channel confinement increases, as
reflected in the Confinement numbers.
From the graphs it can also be observed that the vapor qualities corresponding to
the two flow pattern transitions tend to decrease as the mass velocity increases and
in summary, the annular flow regime gradually expands and spans over a wider
range of vapor qualities with increasing mass velocity at the expense of the other
flow regimes.
Regarding the effects of channel confinement, it has been seen earlier transition
trends for larger channels. This is associated to the less dominant surface tension
forces and the presence of small bubbles in the larger channels, where the lower
surface tension dominance, compared to inertia, reduces the ability of the flow to
keep the liquid slug holdup between the vapor bubbles and thus promotes an earlier
transition to coalescing bubbles and then to the annular pattern.
Effects of fluid properties have been taken in account too (see figure 2.6): it was
observed that R245fa yields the lowest vapor quality for both isolated bubble to
coalescing bubble transition and coalescing bubble to annular transition, followed by
R236fa and then R134a. This is not surprising as at Tsat = 31°C the surface tension
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of R245fa is much greater than R134a one, while R236fa yielded a surface tension
value at an intermediate level with respect to the two other fluids.
Figure 2.6: Flow patterns and transition lines for R134a, R236fa and R245fa (IB/CB and CB/A respectively
stand for isolated bubble/coalescing bubble and coalescing bubble/annular transition) [8]
2.3.3 New macro-to-microscale transition map
Finally Ong and Thome proposed a new updated macro–microscale flow pattern
map to predict both the macroscale and microscale flow observations based on the
experimental flow pattern data acquired for 0.50–3.04 mm channels.
The Confinement number ”Co” accounts for the confined bubble effect as a function
of the capillary length, the Froude number ”Fr” accounts for the inertia and gravity
forces, Reynolds number ”Re” and Weber number ”We” terms account for the
viscous, surface tension and shear forces. These dimensionless numbers, combined
together, account for the transition from surface tension dominated isolated bubble
flow to shear dominated annular flow.
The proposed new flow pattern transition lines are as follows [8]:
 Isolated bubble/coalescing bubble (IB/CB):
XIB/CB = 0.36Co
0.20(
µg
µl
)0.65(
ρg
ρl
)0.9Re0.75g BO
0.25We−0.91l ; (2.10)
 Coalescing bubble/annular (CB/A):
XCB/A = 0.047Co
0.05(
µg
µl
)0.7(
ρg
ρl
)0.6Re0.8g We
−0.91
l ; (2.11)
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 Plug–slug/coalescing bubble (SP/CB) (if XSP/CB < XCB/A):
XSP/CB = 9Co
0.20(
ρg
ρl
)0.9Fr−1.2l Re
0.1
l ; (2.12)
 Plug–slug/annular (S–P/A) (if XSP/CB > XCB/A):
XSP/A = XCB/A. (2.13)
Where Re,We and Fr were respectively defined in equations 2.1, 2.3 and 2.4,
while BO is the boiling number, that is:
BO =
q
J ·Hlg (2.14)
being q the heat flux density and Hlg the enthalpy.
The transition lines in equations 2.12 and 2.13 are only used when Co < 0.34. This
transition criterion was based on the current experimental conditions when transition
from IB to SP flow occurred at Tsat = 31°C in the 3.04 mm channel.
The table below shows the applicability range of this macro–microscale flow pattern
map.
Table 2.1: Applicability range of the new macro–microscale flow pattern map [8]
Co Reg Wel Frl Rel
0.27− 1.67 8519− 452600 0.58− 1247 0.24− 79.7 1567− 31387
2.3.4 New macro-to-microscale transition criteria
Ong and Thome also conducted many film thickness measurements [8]. Qualitative
comparisons of liquid film thicknesses on the top and the bottom of the tube were
made through image processing; those observations were done using the 1.03 channel,
at a saturation temperature of Tsat = 31°C, varying the mass speed J and the
working fluid, thus determining the Confinement number Co, and also varying the
heat flux and the vapor quality which influence the flow pattern.
It was shown the dominance of the shear and surface tension forces over gravity
when Co ≈ 1.0, that is where the top and bottom liquid film thicknesses are similar
in magnitude.
Nevertheless, if one wished to define the lower threshold of the macro-to-microscale
transition as the point where buoyancy effects disappear, this threshold is also
shown to be a function of the flow regime and not only on the value of Co. This is
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due to the fact that as void fraction increases during evaporation, the gravity and
surface tension forces are gradually suppressed while the shear force dominates, thus
resulting in more uniformity in the top and bottom liquid film thicknesses.
In summary, based on the flow visualizations and film thickness uniformity/non-
uniformity, the gravity forces were found to be more dominant when Co < 0.34
but weak when Co > 1.0; then the lower threshold of macroscale flow is about
Co = 0.3–0.4 whilst the upper threshold of symmetric microscale flow is considered
to be at Co ≈ 1.0, with a transition region in-between, i.e. 0.3–0.4 ≤ Co ≤ 1.0 [8].
2.3.5 Flow boiling heat transfer and critical heat flux
This last section of the chapter affords the issue of the dominant heat transfer
mechanisms during flow boiling heat transfer in small channels.
In microscale flow boiling, flow boiling heat transfer mechanisms have been classified
into four different categories:
1. nucleate boiling dominant: the heat transfer data were heat flux dependent;
2. convective boiling dominant: the heat transfer coefficient depended on mass
flux and vapor quality but not heat flux;
3. nucleate and convective boiling dominant;
4. thin film evaporation of the liquid film around elongated bubble flows as the
dominant heat transfer mechanism: this is heat flux dependent via bubble
frequency and conduction across the film.
Those flow boiling heat transfer mechanisms was proposed by various researchers.
Ong and Thome further investigate the effects of channel confinement, heat flux,
flow pattern, saturation temperature, subcooling and working fluid properties on
the two-phase heat transfer and critical heat flux (CHF) [11]. Results obtained
correspond well with conclusions previous obtained by many other authors.
2.3.5.1 Two-phase heat transfer
Studying the effect of channel confinement on flow boiling heat transfer the heat
transfer coefficients in the IB regime at similar heat fluxes for the 1.03 mm, Co = 0.83
channel were much lower than those in the 3.04 mm, Co = 0.28 channel, with the
2.20 mm, Co = 0.39 falling in between.
Looking at the results illustrated in figure 2.7, the heat transfer coefficients indicate
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a lower dependency on heat flux for channels with higher confinement. After the
transition from coalescing bubble to annular flow, the heat transfer coefficients
increased and converged for all the heat fluxes tested. This suggests that forced
convection is the dominant flow boiling mechanism in this shear dominated regime
(annular flow).
Figure 2.7: Heat transfer coefficients for R236fa at Tsat = 31°C: (a) 1.03 mm channel, Co = 0.83; (b) 2.20
mm channel, Co = 0.39; (c) 3.04 mm channel, Co = 0.28 [11]
This monotonically converging trend was even more pronounced with R245fa, as
shown in figure 2.8. On the other hand, the effect of heat flux on the heat transfer
coefficients were gradually suppressed when channel size decreases.
Figure 2.8: Heat transfer coefficients for R245fa at Tsat = 31°C: (a) 1.03 mm channel, Co = 0.99 and (b)
2.20 mm channel, Co = 0.46 [11]
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As was shown in section 2.3.2 the flow pattern transitions were highly dependent
on the mass velocity. At higher mass velocities, the flow pattern transitions occur
earlier (at lower vapor qualities) with the expansion of the annular flow regime.
Thus forced convection is expected to dominate earlier, which is normally associated
with a rising trend in heat transfer coefficient versus vapor quality.
Comparing the results shown in figure 2.9, for R134a in the 1.03 mm channel, with
J = 800 kg
m2s
and J = 1000 kg
m2s
at Tsat = 31°C, the heat transfer coefficients were
much higher for higher mass velocities at similar heat fluxes.
The distinctive sharp drop on the heat transfer coefficients in the CB flow regime at
both mass velocities was indicative of thin film evaporation with dry patch formation
and rewetting at these conditions.
In the annular flow regime, the heat transfer coefficient is higher at higher mass
velocities, indicating the dominance of forced convection.
Figure 2.9: Mass velocity effects on heat transfer for R134a in the 1.03 mm channel at Tsat = 31°C,
Co = 0.78: (a) J ≈ 800[kg/m2s] and (b) J ≈ 1000[kg/m2s] [11]
Figure 2.10 illustrates the mass velocity effects for R236fa and R245fa at constant
wall heat flux for a wide range of mass velocities; the IB and CB flow regimes
shrink continuously in size with increasing mass velocity, occupying a much smaller
vapor quality range at higher mass velocities. As the IB and CB flow regimes get
continuously suppressed at higher mass velocities, the annular flow regime expands
and covers a wider vapor quality range.
The heat transfer coefficients registered approximately the same magnitude in the
IB flow regime for both fluids, which is due to the onset of boiling. However, the
magnitude of the heat transfer coefficient rise sharply when the transition from CB
to annular flow is complete: this again indicates a significant flow pattern influence
on the heat transfer coefficients and this trend was observed for all the fluids and
channels tested.
CHAPTER 2. TWO PHASE FLOW 25
Figure 2.10: Mass velocity effects on heat transfer for R236fa and R245fa in the 1.03 mm channel at
Tsat = 31°C: (a) R236fa, Co = 0.83 and (b) R245fa, Co = 0.99 [11]
Effects of saturation temperature on heat transfer coefficients was also analyzed.
Figure 2.11 indicates the results for the R236fa at Tsat = 31°C and Tsat = 35°C for
a wide range of heat fluxes in the 1.03 mm channel; it shows that the heat transfer
coefficients were higher throughout the IB and CB flow regime at higher saturation
temperature, but for the annular flow at Tsat = 35°C, q = 60.3kW/m
2 they were
just 5% higher in comparison to Tsat = 31°C at q = 60.6kW/m
2.
The same trend was observed for R134a and R245fa when comparing the heat
transfer coefficients in the IB and CB regime for the 1.03 mm channel at various
saturation temperatures. Similarly, the same heat transfer trends were observed for
the IB and CB flow regime in the 2.20 channel, and the Slug/Plug flow regime in
the 3.04 mm channel, where the heat transfer coefficients were higher for higher
saturation temperatures.
Figure 2.11: Heat transfer coefficients for R236fa at J ≈ 300kg/m2s: (a) Tsat = 31°C, Co = 0.83 and (b)
Tsat = 35°C, Co = 0.81 [11]
The heat transfer results for R236fa with varying inlet subcoolings in the 1.03
mm channel suggest little residue effect on the level of inlet subcooling on the heat
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transfer coefficients.
The same trend was observed for R134a in the same channel and for R236fa at
Tsat = 25°C and Tsat = 35°C in the 2.20 mm channel under different subcooling con-
ditions. As expected, the heat transfer coefficients were higher for higher saturation
temperatures as discussed previously. Those results are shown in figure 2.12.
Figure 2.12: Subcooling effects on the heat transfer coefficients for: (a) R236fa, Tsat = 31°C, 1.03 mm
channel and Co = 0.83; (b) R236fa, 2.20 mm channel, Tsat = 25°C and Co = 0.40; (c) R236fa, 2.20 mm
channel, Tsat = 35°C and Co = 0.38 [11]
Finally the effects of the working fluid on heat transfer coefficient have been
studied for R134a, R236fa and R245fa at Tsat = 31°C, J ≈ 500kg/m2s in the 1.03
mm channel (figure 2.13).
In this case, a decreasing heat transfer coefficient trend was observed for R236fa
and R245fa in the IB and CB flow regime but was not observed for R134a, except
for a mild decreasing trend at the lower heat flux range of q < 75kW/m2. On the
other hand, a mild converging heat transfer trend was also observed for R134a in the
annular flow regime. With the rising heat transfer trends, this justified the rising
dominance of convective boiling, which is normally associated with a rising trend in
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heat transfer coefficient versus vapor quality. A monotonically converging trend was
also observed for the other two fluids, R236fa and R245fa. Among the three fluids
tested, the heat transfer coefficients for R245fa showed the least dependence on heat
flux when compared to R236fa while R134a posed the highest heat flux dependency
particularly at small vapor qualities. At higher vapor qualities, a steep converging
heat transfer coefficient trend was more pronounced for R245fa as compared to
R134a, indicating the dominance of convective evaporation.
The gradual suppression of the heat flux effects and an increasing dominance of
forced convection is due to the higher channel confinement effects, as illustrated in
the confinement numbers for the three different fluids. As the surface tension is the
highest for R245fa, the confinement number Co was also the highest for R245fa,
followed by R236fa and then R134a.
Figure 2.13: Heat transfer comparison for R134a, R236fa and R245fa in the 1.03 mm channel at Tsat = 31°C,
J ≈ 500kg/m2s: (a) Co = 0.78, (b) Co = 0.83 and (c) Co = 0.99 [11]
2.3.5.2 Critical heat flux
Ong and Thome also investigated the macro–microscale evaporative two-phase flow
transition on critical heat flux, CHF.
CHF was determined with the last thermocouple located just 1 mm from the evapo-
rator outlet electrode. Upon reaching the onset of CHF, significant wall temperature
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fluctuations were observed at the last thermocouple location. For consistency rea-
sons, CHF is reached when wall temperature fluctuations were observed and the
wall superheat, Tw exceeded 40 K during small increments in heat flux. Referring
to figure 2.14, the onset of dryout is reached when the wall superheat reaches
Tw ≈ 18.8K for q = 220.9kW/m2 and CHF is reached when the heat flux increased
to q = 221.2kW/m2 with the wall superheat reaching Tw ≈ 40.1K. This indicates
that the current CHF criterion defined when Tw ≈ 40K is appropriate and that
increasing the heat flux to a higher wall superheat will not have any significant effect
on the measured CHF values.
Figure 2.14: CHF criteria for R134a in the 1.03 mm channel at Tsat = 31°C and J = 928kg/m2s [11]
The experimental CHF results acquired during this study show that CHF in-
creases with increasing mass velocity for all the three fluids in all the three channels
tested.
An increasing and diverging CHF trend was observed as the channel size decreases
(figure 2.15). It was observed that there is no channel size effects on the CHF for
the range of mass velocity of up to J = 500kg/m2s. Above J = 500kg/m2s, the
CHF values diverge and a higher CHF value was observed for the smaller 1.03 mm
channel for both R134a and R236fa covering the range of mass velocity tested.
The rise on the magnitude of CHF is attributed to the dependency of CHF on channel
confinement and the dominance of surface tension and viscosity over gravitational
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and inertia forces in microscale tubes.
Figure 2.15: CHF comparison for R134a and R236fa in the 1.03, 2.20, 3.04 mm channels at Tsat = 31°C:
(a) R134a and (b) R236fa [11]
Another series of experiments were performed in order to identify the effects
of saturation temperature on CHF. The three fluids were tested in the 2.20 mm
channel at various saturation temperatures, results are shown in figure 2.16.
Based on the results, CHF for R134a and R236fa is observed to be mildly affected
by the saturation temperature, registering a lower CHF with increasing saturation
temperature for a given mass velocity. This is due to a smaller latent heat at higher
saturation temperatures.
Figure 2.16: Effects of saturation temperature for R134a and R236fa in the 2.20 mm channel at Tsat =
25, 31, 35°C: (a) R134a and (b) R236fa [11]
The CHF results for the three refrigerants R134a, R236fa and R245fa at Tsat =
31°C are reported in figure 2.17.
R245fa registered the highest CHF value compared to R134a for a given mass velocity
while R236fa registered the lowest CHF. The latent heat of R236fa is lower than
that of R134a. The latent heat difference corresponds very well to the CHF trends
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observed, with R245fa distinguishing itself as the best fluid due to its higher latent
heat, followed by R134a and R236fa.
Figure 2.17: CHF comparison for R134a, R236fa and R245fa at Tsat = 31°C: (a) 1.03 mm and (b) 3.04
mm [11]
Using the diabatic flow pattern map displayed in figure 2.2, the CHF data were
analyzed using the exit vapor qualities to determine the local regime at CHF.
According to this evaluation, all the present CHF data for the 0.51–3.04 mm channels
fall within the annular flow regime.
From the CHF experimental results for all the three channels and refrigerants, it
was observed that there was no effect of inlet subcooling on the saturated CHF for
the range of conditions tested.
Finally Ong and Thome proposed a new CHF correlation [11]:
qchf
JHlg
= 0.12(
µl
µg
)0.183(
ρg
ρl
)0.062We−0.141l (
Lev
d
)−0.7(
d
dth
)0.11 (2.15)
Where Lev is the evaporator length, Wel (yet defined in equation 2.3) is equal to
Wel =
J2Lev
σρl
and dth is the threshold diameter defined from the Confinement number
equation (2.6), setting Co = 0.5:
dth =
1
Co
√
σ
g(ρl − ρg) (2.16)
The new CHF correlation is valid for the range of conditions shown in table 2.2.
Table 2.2: Applicability range of the new CHF correlation [11]
d J Wel
µl
µg
ρg
ρl
Lev
d
0.35− 3.04 84− 3736 7− 201232 14.4− 53.1 0.024− 0.036 22.7− 178
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This new method is demonstrated to be very versatile and accurate.
The introduction of the ddth and
µl
µg
terms account for the confinement effect of the
macro–microscale transition and the viscous interfacial shear effects on CHF.
CHAPTER 3
Optical measurement technique
3.1 Void fraction
Void fraction is a very important parameter in two-phase gas-liquid flows. It refers
to the fraction of the channel volume that is occupied by the gaseous phase of the
working fluid and it is the key physical value for predicting flow pattern transition,
heat transfer, pressure drop and for obtaining other important parameters, such
as the density and the viscosity of the two-phase , or the average velocity of both
phases.
Various geometric definitions are used for specifying the void fraction ”ε”: local,
chordal, cross-sectional and volumetric [12], each of which is obtained through
different measurement techniques.
The local void fraction ”εlocal” refers to the void fraction measured at a point (that
is a very small volume when measured experimentally) and is:
εlocal =
1 when the gaseous phase is present,0 when the liquid phase is present.
Typically, the local time-averaged void fraction is measured using a miniature
probe at a certain location in the two-phase flow. If Pk(r, t) represents the local
instantaneous presence of vapor or not at some radius ”r” from the channel center
at time ”t”, then:
32
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Pk(r, t) =
1 when the vapor is present,0 when the liquid is present.
Thus, the local time-averaged void fraction is defined as:
εlocal(r, t) =
1
t
∫
t
Pk(r, t) dt (3.1)
The chordal void fraction εchordal is typically measured by shining a narrow
beam of electromagnetic radiation at a certain wavelength through a channel with
a two-phase flow inside. The fractional length of the path through the channel
occupied by the vapor phase is determined calibrating the different absorptions of
the beam by the vapor and liquid phases, and then measuring the intensity of it on
the opposite side. The chordal void fraction is defined as:
εchordal =
lg
lg · ll (3.2)
where lg is the length of the line through the vapor phase and ll is the length through
the liquid phase.
The cross-sectional void fraction εC−S is measured using either an optical means
or by an indirect approach, such the electrical capacitance of a conducting liquid
phase. The cross-sectional void fraction is defined as:
εC−S =
Ag
Ag ·Al (3.3)
where Ag is the area of the cross-section of the channel occupied by the vapor phase
and Al is that of the liquid phase.
Finally, the volumetric void fraction εvol is typically measured using a pair of
quick-closing valves installed along a channel to trap the two-phase fluid, whose
respective vapor and liquid volumes are then determined. The volumetric void
fraction is defined as:
εvol =
Vg
Vg · Vl (3.4)
with Vg and Vl representing the volume of the channel occupied respectively by the
gaseous phase and the liquid phase.
It is important to know the thermodynamic vapor quality and the void fraction
are two different quantities. The first one refers to the mass fraction of vapor in
a saturated mixture, while the second one refers to the fraction of some measured
quantity for the gaseous phase in the mixture.
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3.2 Void fraction measurement techniques
In this section the most commonly used void fraction measurement methods will
briefly be discussed, analyzing theirs advantages and disadvantages.
3.2.1 Quick-closing valve technique
In this method, valves are placed at each end of the section in which the void fraction
is to be measured: the flow is set up to the required condition and the valves quickly
closed to isolate the section, then the liquid phase can be drained and its volume
is determined. Finally, being known the volume of the section, it is possible to
determine the volumetric void fraction εvol.
The valves can either be hand-operated (usually with a linking lever to ensure
simultaneous action) or can be operated using solenoids. It is obviously preferable if
the valves are of the ball type, ensuring continuity of bore in the pipe before the
closure action is taken.
Though the measured void fraction is surprisingly insensitive to closure time,
there must be an inherent inaccuracy in the method, due to changes of flow pattern
while the valves are closing. Of course, another major disadvantage of this method
is that the system has to be closed down for each measurement, and then restarted
again afterwards.
3.2.2 Gamma ray absorption technique
A beam of gamma rays is attenuated by absorption and scattering according to the
exponential absorption equation as follows:
I = I0e
−αz (3.5)
where I is the received intensity, I0 is the incident intensity, α is the linear absorption
coefficient and z is the distance traveled through the absorbing medium. To measure
void fraction, the usual procedure is to determine the received intensities Il and
Ig when the beam passes through the channel full of the liquid and gas phases,
respectively.
The void fraction is then usually related to the measured intensity for the flowing
situation as follows:
εg =
ln I − ln Il
ln Ig − ln Il (3.6)
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The void fraction determined by application of equation 3.6 is the average value
over the path length, not necessarily the same as the cross-sectional average. This
is the major disadvantage, that can be eased by using a beam traversing system,
followed by integrating the void fraction over the cross-section, or by using multiple
beams, as shown in figure 3.1.
Figure 3.1: Three-beam gamma densitometer system developed at 1NEL; Hewitt (1982) [13]
The speed of the measurement is also bounded by the nature of the radiation
source.
For an accurate measurement one needs a strong source or a long measurement
time. If the source is not strong enough the detected signal will be weak, giving less
accurate results. This can be helped by detecting the signal over a longer period,
bringing with it the disadvantage that each measurement will take more time and
become insensitive to smaller fluctuations of the void in the time.
Moreover, because the source and detectors are situated on the outside of the pipe,
much of the useful radiation may be absorbed depending on the thickness and
properties of the container material.
3.2.3 X-ray absorption technique
The X-ray absorption technique works in a similar way to that of gamma ray
absorption. The higher intensity of the x-rays solves the problems of time resolution
and accuracy. An extensive review of this method is given by Kendoush and Sarkis
(2002) [14].
This does however bring with it the extra problem of shielding and health risks.
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As well as this the relationship between the void and the absorption of x-rays is not
a simple monochromatic relationship which ensures complicated calculations of the
void fraction.
3.2.4 Impedance method
The principle of the impedance method is to measure the capacitance or conductance
(or both) of the two-phase mixture, determined between electrodes which are placed
around or within the flow. A whole variety of electrode systems have been proposed,
ranging from plates mounted within the flow to successive ring electrodes mounted
flush with the wall and multiple pairs of electrodes on the tube wall, between which
the capacitance is measured in succession (see probe built by De Kerpel in figure
3.2).
Figure 3.2: Capacitance probe built by De Kerpel [15]
The relationship between εg and admittance (the reciprocal of impedance) ”A” is
often calculated from the Maxwell (1881) equations. A comparison of the variation
of admittance with void fraction for the various regimes is shown in Figure 2
Capacitance correlations depend on the flow pattern; a comparison of the variation
of admittance with void fraction for the various regimes is shown in figure 3.3.
Knowing the flow pattern a priori is the major issue with the capacitance
technique, that limits the applicability of the capacitance probe.
Nevertheless, it must be stated that for many systems, measurement of capacitance
is a convenient, safe and cheap approach; it gives very rapid time response, and
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Figure 3.3: Effect of flow pattern on admittance, calculated by Bouman et al. (1974) [16]
there are many applications where it can be useful. The sensitivity to flow pattern
can be reduced by using modern signal processing techniques, coupled with multiple
wall-mounted electrodes.
3.2.5 Local void fraction measurements
Local void fraction measurements is very useful in many applications in which the
flow regime is predictable, as for PHPs. As discussed in previous chapters, in PHPs
there are just slug flow and annular flow regimes, thus placing the probe in a suitable
location it’s possible to narrowly measure the local value of void fraction, as described
in equation 3.1.
Several methods have been used to measure the local void fraction, based on different
physical principles, those are:
 Thermal probes: the local phase indicator function can be measured taking
advantage of the different heat transfer characteristics of the liquid and gaseous
phases (Jones and Delhaye, 1976 [17]). They have issues when working with
boiling fluids because of possible boiling in the sensing element;
 Conductivity probes: this type of probes take advantage of the different ohmic
conductivity of the liquid and gas phases. The conductivity is measured
between the probe tip and an outer electrode immersed in the fluid bulk. This
method allows the measurement in two- phase flows at very high temperature,
however, it can not be used in dielectric fluids (such as freons or fluorocarbons);
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 Optical probes: detect the change of the index of refraction between the phases.
These probes are very efficient for experiments with moderate temperature
and pressure, but they can be influenced by ambient light.
Because detection probes require to be inserted in the channel there is also an
intrusiveness issue, anyway they seem to be very promising for the measurement of
several quantities such as volume fraction, bubble velocity, interfacial area, bubble
number density and so on.
The following sections will study in deep the optical probes and their working
principle, since these have been used in this work. They will also analyze previous
work done by Carrica et al. and Guidi et al., for local void fraction measurements
using optic probes.
3.3 Optical probe for local phase detection
3.3.1 Optic fibers properties
Figure 3.4 shows the basic scheme of an optic fiber.
The core is a channel made of very pure glass and is where light actually passes,
while the cladding allows the total reflection of the light beam, keeping it inside the
core even if the whole fiber bends. The coating has just a protective function.
The order of magnitude of optic fibers is of hundreds micrometers.
Figure 3.4: Optical fiber cross-section
The basic principle which allows the light beam to pass through the fiber to
reach its final section is based on the total internal reflection angle.
Let’s consider a light ray passing between media of differing densities with a certain
incident angle: as it passes the border between media part of the light will be
refracted to a lesser or a greater angle, depending upon the relative refractive indexes
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of both media, meanwhile another part of the light will be reflected with the same
angle as the incident one and remains within the medium the ray comes from (see
figure 3.5).
Figure 3.5: Snell’s law
Referring to figure 3.5, measuring the angles respect to the normal line, respect
to the boundary, as θ1 for the incident angle and θ2 for the refracted one and calling
n1 and n2 the refraction index of the media (dimensionless numbers which give a
description of how light propagates through a particular medium) exists a correlation
between the incident light and the refracted light given by the so called Snell’s law :
n1 sin θ1 = n2 sin θ2 (3.7)
Decreasing θ1, θ2 decreases too and reaches 0 at some angle, involving the light
beam remains confined in medium 1, that means only reflection occurs. The value
for θ1 corresponding to θ2 = 90° (i.e. no refraction occurs) correspond to the total
internal reflection angle that is:
θtir = arcsin
n2
n1
(3.8)
Thus, considering the optic fibers, an incident angle θin less or equal to this
critical value, that is θin ≥ θtir , keeps the light beam inside the core. Optic fibers
are based on this principle, that’s why the index refraction of the core ncore should
be major than the cladding one ncladding, ncore > ncladding.
The last important property of optic fibers is the Numerical Aperture (N.A.), a
dimensionless number that characterizes the range of angles over which the fiber
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can accept or emit light and is defined as the sine of the half angle of the cone of
light which is incident (from air) to the input surface of the fiber.
The cone within all the rays could be trapped inside the core is called acceptance
cone, and the half angle of this cone is called acceptance angle ”θA” (see figure 3.6),
which is determined by the indices of refraction of the core, the cladding, and the
medium n0:
n0 sin θA =
√
n2core − n2cladding (3.9)
Thus, being NA = sin θA:
NA =
√
n2core − n2cladding
n0
(3.10)
resulting NA =
√
n2core − n2cladding if the medium is air, which has n0 = 1.
Figure 3.6: Acceptance cone and Numerical Aperture
3.3.2 Working principle for local void detection
The detection of local void fraction, using an optical probe, exploits the difference
between refraction indexes of the liquid and gas phases of the working fluid. The
probe tip is inserted inside the channel to get in contact with the working fluid,
even if this is cause of a certain intrusiveness. Considering a light beam traveling
within the optic fiber core, when it reaches the interface between the core and the
working fluid it can be refracted or reflected, depending on the phase in contact
with the interface. In fact recalling Snell’s law, we can see that the total internal
reflection angle (defined in equation 3.8) is different for the two phases, because of
the difference of the refraction index of gas ng and liquid nl:
θtirl = arcsin
nl
ncore
; θtirg = arcsin
ng
ncore
.
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Let’s consider that the refraction index of gas phase is equal to refraction index
of air ng = 1 and the liquid phase is water nl = 1.33, knowing also that the typical
refraction index for commercial fibers is ncore = 1.49, the total refraction angles
result:
θtirl = 1.103rad = 63.2deg; θtirg = 0.736rad = 42.15deg. (3.11)
Remembering that θin ≥ θtir for total reflection, the previous results show that the
light rays are more likely to be reflected, thus remaining inside the core, when there
is the gas phase at interface while they are more likely to get refracted and cross the
interface when there is the liquid phase.
To this point the light rays reaching the final section of the optic probe will
provide a luminous intensity output Iphd proportional to the input luminous intensity
Ii minus the luminous intensity refracted at the tip Ir:
Iphd = Ii − Ir = Ii(1− T ) (3.12)
where T it’s the transmission coefficient, T = IrIt .
Using a photo-detector to measure the luminous intensity outgoing, a voltage
output is obtained, this allows to identify the quantity measured by the system as
the local void fraction. Figure 3.7 shows the typical analog output chart for an
optical probe: when signal increases gas phase is measured, otherwise it assumes
lower value corresponding to detection of liquid phase; small oscillation are due to
signal noise.
Figure 3.7: Analog output of an optic probe, the horizontal axis reports invariably samples or time, while
the output signal, on vertical axis, is in Volts
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Therefore the optic probe setup requires the light beam to travel from the
light source to the probe tip (inserted into the channel) and then back to the
photo-transistor; figure 3.8 propose the basic scheme of this setup.
Figure 3.8: Basic scheme for optical circulation setup
3.3.3 Optic probe tip geometries
The critical part designing and/or manufacturing an optical probe is its tip. The tip
should be inserted in the channel, to get contact with the working fluid, and should
be able to send a good signal (qualitatively speaking) to photo-detector.
Several solutions are available.
3.3.3.1 U-shaped probe
This probe is composed by a singular optical fiber bended with a relative small
curvature radius, or rather the U-turn, corresponding to the probe tip. Figure 3.9
illustrates how it is made and zooms on the tip showing its working principle while
contact the working fluid.
There is not any junction or splitter, since there is only one fiber in which the light
passes, but it is more intrusive than other solution due to its shape.
3.3.3.2 Joined-tip probe
In this case two fibers are inserted into a stainless-steel tube and are fused together at
one end by means of a mini-torch, forming a spherical bead, while are kept separated
at the opposite end. The fused end of the fibers is then pulled into the tube and
epoxied in place for strength. The tip of the probe containing the fused end of the
CHAPTER 3. OPTICAL MEASUREMENT TECHNIQUE 43
Figure 3.9: On top: U-shaped optical fiber probe [18]; on the bottom: detail of tip, interfacing liquid and
gas
fibers is ground and polished at a 45° angle to the axes of the fibers, thus forming
an included angle of 90° at the finished probe tip, as can be seen in figure 3.10. This
proceeding was proposed by Abuaf et al. [19]
This probe results to be less intrusive than U-shaped one, however it requires a
much more complex manufacturing.
Figure 3.10: Schematic of a joined-tip probe after manufacturing [19]
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3.3.3.3 True monofiber probe
True monofiber probe is a simple and low cost probe, it is made of three branches of
different sized optic fibers: the first branch is the input line whose extreme section
is exposed to a light source; the second one is the output line whose extreme section
points toward the photo-detector, both input and output line are made of same sized
optic fibers; the last branch is made with a fiber whose cladding outer diameter is
twice the cladding outer diameter of the input (or output) fiber, it is connected to
the first two branches by a junction, called Y-junction, at one of its extremes, while
the other extreme has a conical shape and is meant to be inserted inside the channel,
at the measure point. This last branch is the true monofiber actually measuring the
void fraction.
All the extreme section of the fiber must be finely polished, in particular those in
contact with each other at the junction and at the tip. Moreover all the optic fibers
used must work in the same wavelength range.
The Y-junction is a critical part in manufacturing the probe, it requires a very
precise alignment of the the input and output fibers with the true monofiber; this
junction is made aligning the fibers on a certain substrate and are permanently
joined using some transparent resin with a very low refraction index. Figure 3.11
illustrate the setup of a true monofiber probe.
Figure 3.11: Schematic and setup of a true monofiber probe
As said before, the tip of the true monofiber should have a conical shape. The
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half angle of the cone is 45 degrees respect to the axes of the fibers, thus forming an
included angle of 90 degrees; in this way the incidence angle for light rays parallel to
the fiber axis at interface is θi = 45° and comparing it with the values obtained in
equation 3.11 we have:
θi < θtirl ; θi > θtirg
This will result in refraction when liquid phase is present at measure point and
total reflection when there is the gas phase at interface, as shown in figure 3.12.
The actual behavior is slightly different from the one displayed because not every
light ray is parallel to the fiber axis, so that the incident beam is always partially
reflected and partially refracted. Anyways the amount of reflected light is greater
when there is gas, rather than water, at tip interface .
Figure 3.12: Operation principle of a true monofiber optical probe (this scheme is valid for operation
principle of a joined-tip probe, too)
Because of their simple manufacturing, the low costs and the promising results
already obtained in previous works, true monofibers probes can be considered the
best solution as optical probe for local void detection.
The following sections discuss the results obtained by Carrica et al. and Guidi et al.
using these kind of probes, while the last chapter will propose the results obtained
by mean of a handmade true monofiber probe.
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3.4 Analysis of operational characteristics of a true
monofiber optical probe
The development of a simple, low-cost, true monofiber optical void fraction probe for
local phase detection in gas/liquid flows was deeply described by Carrica et al. [20]
The proceedings for the realization of the true monofiber probe, proposed in the
previous section and followed in this very relationship, were set by Carrica himself.
The aim of Carrica’s work was to obtain a ideal analog signal, the indicator
function, from an optical probe (see figure 3.13). On one hand, the probe tip is finite
and therefore the bubbles require a time to be pierced and this time depends on the
bubble velocity, liquid and gas physical properties and geometry of the probe tip
(Cartellier, 1990) [21].
Figure 3.13: Typical analog and digital outputs signals [20]
The performances of the probe were tested and compared with a commercially
available optical probe and with an impedance probe, as table 3.1 illustrates the
results are very encouraging.
Table 3.1: Rise and fall times, in microseconds, for the three different probes in water [20]
Thermocouple Impedance True monofiber
Rise time 550 590 590
Fall time 300 530 530
The signal fall time was always found to be smaller than the rising time.
The digital output was extracted imposing a certain threshold level, that has
to be properly chosen; in fact if the threshold level is too low and a second bubble
reaches the probe tip before the signal has returned to zero, the two bubbles are
detected as a single one.
The uncertainties in the experimental determination of the phase indicator function
CHAPTER 3. OPTICAL MEASUREMENT TECHNIQUE 47
obviously affect the calculation of void fraction, these uncertainties are mainly two:
 errors in the estimation of the chordal times (i.e. the time interval between
the rising and the descending fronts): these are due to several reasons, such as
electronics response time, non-zero piercing time, an incorrect determination
of the chord length due to the finite size of the probe tip, intrusion of the
probe in the test section, external light influence, etc. Those errors affect the
void fraction and the distribution function (for the bubble size) calculations;
 errors due to an incorrect detection of the bubbles: bubbles that are pierced
by the tip of the probe could remain undetected due to the response time of
the electronics and the liquid film dry off and rewetting time; some very small
bubbles or laterally touched bubbles could not be pierced; light reflection in
neighboring bubbles and multiple finite-size effects such as pile-up of lateral-
touching bubbles and piled-up reflection cause spurious bubble detection.
In some cases most of the errors introduced by the finite size of the probe can become
negligible, e.g. in the case of large bubbles, compared with the size of the probe tip,
and low velocities.
No absolute method exists to measure the indicator function in one infinitesimal
point without suffering some or all of the experimental drawbacks explained above.
However, some quantities derived from the indicator function such as the void
fraction and the bubble velocity (using a two-tip probe) can be measured by other
absolute means and the comparison of the results with the measurements with local
detection probes is satisfactory.
As an example of design of a probe for a specific application, the two-phase flow
near a thin boiling wire in R−113 under the effects of an externally imposed electric
field was measured. As far as known, in this case, the only possible instrument to
measure the indicator function over the heater is an optical probe. In fact impedance
or thermal probes have metallic tips that strongly modify the electric field and
therefore are not suitable for this kind of application.
In nucleate boiling, the size of the bubbles strongly depends on the imposed electric
field, reaching very small values with the highest applied voltage. Besides, in the
tested configuration, a second enhanced film boiling regime was found, lying in
between the “classical” nucleate and film boiling regimes, which implies different
wire overheating and bubble sizes [20].
As first application of the true monofiber, results obtained are very encouraging
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for a wider application of this optic probe to measure two-phase quantities.
3.5 Results obtained for a true monofiber probe in small
channel
Guidi et al. [22] performed several tests in order to better understand the application
of the optic probe in minichannels and to study the results obtained by this void-
fraction detection method.
The experimental setup was very similar to that proposed in this work (see chapter 4).
A true monofiber optical probe with a tip diameter of 400µm was used, acquisitions
of the probe signal had been performed at two different frequencies 40Hz and
125Hz. The channel was a copper-made pipe, with an internal diameter measuring
din = 2mm.
The main aspects analyzed in Guidi’s report were:
 transition maps: two-phase flow pattern transitions were computed, for dif-
ferent fluids, channel sizes and gravity environments at the same saturation
temperature Tsat = 30°C;
 comparison between optical probe data and visualization technique: the ana-
logue signal coming from the photo-detector was compared to the ”digital
output” obtained by the image processing of the frame sequences captured by
a high-speed camera (see chapter 4);
 effects of threshold level: the threshold level was changed to see effects on the
indicator function;
 the influence of the tip position on the bubble geometry and on the signal:
setting the center of the channel as initial position (i.e. the channel axis),
several tests were conducted moving the tip to different points towards the
further wall from where the probe was inserted. Being ”x” the position of the
measure point inside the channel and din = 2mm the inner diameter of the
tested pipe, x/din ranged from 0.5 to 0.95, having set x/din = 0 if the tip was
located at its point of insertion (i.e. just outside the pipe) and x/din = 1 if
the probe was entirely inside the channel.
Those test were performed at three different flow rate: V˙ ≈ 84− 150− 249 milliliters
per minute. A preliminary analysis shown that the flow rate, together with the
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sampling frequency, strongly influences the shape of the peaks when gas phase is
present.
3.5.1 Computation of transition maps
Two-phase flow pattern transitions were computed according to the criterion proposed
on equations 2.10 - 2.13, using different fluids and gravity environments at the same
saturation temperature.
Three fluids had been considered, whose characteristics are shown on table 3.2.
Table 3.2: Fluid Properties at Tsat = 30°C [22]
ρl ρg µl µg Hlg σ
Ethanol 781.27 0.193 0.0009889 0.0000089 916512 0.021
FC − 72 1681.41 5.077 0.000615 0.0000107 91252 0.011
Acetone 779.19 0.895 0.0002928 0.0000081 529255 0.022
The mass flux J varies between 0 and 1600 kg/m2s and three different internal
diameters were chosen: 1.1mm, 1.62mm, 3.00mm. Heat flux was taken constant
equal to q = 10W/m2.
Results had shown that the most important effect is given by the change in the
fluid properties (see figure 3.14), while neither the internal diameter nor the gravity
acceleration affect significantly the transition, considering the same fluid.
3.5.2 Comparison between Optical and Visualization technique
Comparisons between the analogue signals coming from the photodiode and the
outputs provided by the image processing had shown there is a match concerning
the bubble detection (see figures 3.15 and 3.16).
However the two methods have small differences and the Image Processing shown
a worse bubble detection than the optical method. In fact, focusing on image 3.16,
between samples 2000 and 2200, the image processing output suggests the presence
of many gas bubbles rather than a single long bubble.
Considering that the optical system can capture the rising and falling edges of the
signal, while the visualization method can only detect if the bubble is present or
not, the optic probe is much better in terms of bubble detection and could possibly
offer many informations, such as speed and/or geometrical features of the bubbles.
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Figure 3.14: Flow patterns transition maps in 1.01mm channel at Tsat = 30°C, with g = 9.8m/s2 and
q = 100000W/m2 for three different fluids: ethanol (a), FC-72 (b), acetone (c) [22]
Figure 3.15: Comparison of photodiode and image processing signals: Q ≈ 249ml/min, x/din = 0.5,
frequency = 125Hz [22]
3.5.3 Effects of threshold level
Guidi evaluated various threshold value to determine the indicator function, that is
the digital output signal of the photodiode (As already discussed in section 3.4).
The local void fraction was then defined depending on the voltage of the optic
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Figure 3.16: Comparison of photodiode and image processing signals for Q ≈ 84ml/min, x/din = 0.875,
frequency = 125Hz [22]
analogical output, named ”V ” the voltage measured and ”Vth” the voltage threshold
value, V > Vth and V < Vth correspond respectively to gas and liquid phase. This
process was done by means of an electronic circuit post-processing the analog signal.
Threshold level was chosen as a percentage of the gap between the maximum and
minimum voltage acquired: 30% (reference value), 50%, 60%, 70%, 80%, 90%, 95%, 98%
(see figure 3.17).
Figure 3.17: Comparison of threshold levels and related voltage difference percentages [22]
Guidi’s work showed that the threshold value influences the local void fraction
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detected depending on flow rate and tip position. The local time-averaged void
fraction, as defined in equation 3.1 where the the time period is t = 1s (corresponding
here to 125 samples), had been reported varying these two parameters. Looking
at figure 3.18, considering just the 30% and the 98% threshold, it was stated that
the optical technique works well at low flow rates but is not accurate at higher flow
rates.
Moreover the tip position affects the void fraction trend as it get closer to the wall
depending on the threshold value. In fact, although the threshold value varies, the
void fraction trend remained almost unchanged when the measure point is at the
center of the channel, while that same trend strongly depends on Vth if the the tip
approaches the wall.
Figure 3.18: Void fraction trends for different threshold level, varying the tip position and the flow rate
(samplingfrequency = 125Hz) [22]
As Guidi reported, the influence of the tip position on the void fraction signal is
probably due to the presence the thin liquid film at wall disturbing the signal. The
particular output coming from the threshold signal processing when the probe tip
was inserted at x = 1.9mm (x/din = 0.95) suggest that the shape of the liquid film
was read as noise from the sensor (see figure 3.19).
3.5.4 Effects of probe tip insertion into the channel
A certain level of intrusiveness was highlighted. The two-phase flow pattern had
been modified by the presence of the probe tip, which affected the bubbles causing
the break of receding meniscus.
At higher flow rates the distribution of the flow pattern was still disturbed but the
effects seemed to be lower.
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Figure 3.19: Effect of threshold level on bubble detection at Q ≈ 84ml/min and x/din = 0.95 [22]
3.6 Aspects of interest of previous works
Several aspects of Guidi’s work have to be improved.
 Probe intrusiveness: it could be significantly reduced testing the measure
points for x/din ≤ 0.5, rather than moving the probe tip entirely inside the
channel, ranging for x/din ≥ 0.5;
 Sampling frequency: increasing it to thousands of hertz would ensure better
signal acquisitions at high flow rates, also providing more information about
rising and falling edges;
 Improvement of image acquisition for better bubble detection, this can leads
to:
– better void fraction measurements;
– informations about bubble speed: it would be even possible to relate optic
signal to bubble velocity;
 Filtering of the output signal: the noise could be significantly reduced by
means of a moving average filter, this would result in a better determination of
the indicator function, reducing the influence of the threshold value for higher
flow rate and/or when the probe tip is closer to channel walls.
CHAPTER 4
Experimental setup and testing ground
The experimental setup is designed to simulate the slug flow pattern in a upward co-
current two-phase flow inside a vertical pipe in order to measure flow characteristics.
Measurements were taken using a true monofiber optic probe and a high speed
camera.
The primary goals of the experiments are:
 to test the optic probe for local void fraction measurements, analyzing its
response in terms of output signal;
 to relate the optic probe measurements to bubble quantities obtained by image
processing, acquiring images through the high speed camera.
The testing ground is composed by three main parts:
 the hydraulic circuit: consisting of a pump, a closed loop tube and a syringe
connected to the tube by mean of a valve;
 the equipment for image acquisition: consisting of the high speed camera, a
lamp and light diffuser glass;
 the acquisition system for the optic probe: consisting of a light source, the
optical probe, and a photodiode connected to the acquisition hardware, which
in turn is linked to the computer.
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The scheme of the testing ground and a picture of its actual setup are shown in
figure 4.1; note that in the actual testing ground setup the camera lens is pointed
towards the optic probe measure point.
Figure 4.1: Testing ground: scheme (a) and actual setup (b)
4.1 Hydraulic circuit
Figure 4.2 illustrates the experimental setup for hydraulic circuit.
Figure 4.2: Hydraulic circuit setup
To simulate the two-phase flow pattern, water is used as liquid phase, while air
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acts as the gas phase and is injected inside the channel using a syringe. Thanks to
the small diameter of the tube, air on its inside assumed the typical shape of Taylor
bubbles (see section 1.5).
The hydraulic pump is a Ismatech® MPC-Z, model ISM 405, mounting a pump
head P200 whose flow rate range from Qmin = 34ml/min to Qmax = 3380ml/min,
it has been calibrated before being used.
The pump draws water from a reservoir and injects it inside the pipeline, whose
outlet is immersed in the reservoir itself to close the loop. Just before the vertical
section of the pipe, there is a junction joint whose inlet extremities are respectively
connected to the pump outlet line and, through a ball valve, to the syringe.
The vertical section of the pipeline, where the optic probe is inserted and
frame sequences acquired, consists of a FEP tube (Fluorinated Ethylene Propylene),
connected to pump outlet and back to reservoir by means of plastic tubes.
FEP material has a high chemical resistance and offers excellent clarity, it shows a
very low refraction index, almost equal to that one of water. This is very important
for the work proposed here, for what concerns image acquisition and analysis. Bubble
detection quality is much improved, as shown by picture 4.3, thus leading to many
information on bubbles shape and behavior.
Figure 4.3: Air plug in FEP tube, frame rate = 2000fps, note that it is nearly undetectable the boundary
between the water and the walls of the tube
The dimensions of the channel are din = 2mm and dout = 4mm, with a tolerance
of ±0.11mm (N.B.: the actual inner diameter of the tested tube, measured with an
electronic caliper, is din ≈ 1.91mm).
FEP tube is held in place by means of collars fixed on a lexan plate.
4.2 Image acquisition setup and post processing
Images sequences were acquired using Fastec Imaging® TroubleShooter High-Speed
Camera, which records grayscale videos (in *.avi format) then converted to frame
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sequences (in *.png format).
A standard C-mount lens and a macro lens had been used, and the frame rate
was chosen according to the sampling frequency of the optical probe for each test
performed.
Because of the high frame rate (usually = 1000÷2000fps) a back lamp was necessary
to illuminate the shootings area, inserting a light diffuser glass between the lamp
and the pipe (see figure 4.4).
Figure 4.4: Image acquisition setup
Post-processing of images is performed using the image processing toolbox from
Matlab® software. This toolbox turns the image into a matrix, whose the number
of columns and rows correspond to image width and height. Each matrix element
has a value corresponding to grayscale value of the pixel in the same coordinates.
The developed code allows to obtain both the void fraction and the speed of bubbles.
Initializing the computational code, it requires to input the frame sequences, the
background image (no bubbles must be present in this frame), the first and the last
frame to process. A for cycle then processes each single frame following the steps
below (see image 4.5):
1. subtracting the background frame: this step detects the plugs’ boundary
whenever one or more bubbles were captured, otherwise it would leads to a
blank image (all black);
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2. filling the holes to display plugs’ area;
3. creating the complementary image;
4. turning image from grayscale to black and white: this step increase the contrast
to better define plug shape and borders;
5. computing the complement of the binary image.
Figure 4.5: Image processing steps
At this point the numerical code calculates, in parallel, both the void fraction and
bubble speed. The for cycle just described proceed through two different iteration
processes.
Regarding void fraction measurement, calculation proceeds as follow:
1. cropping a suitable area at a certain location of the channel: area width is
roughly equal to channel outside diameter (in pixels), while its length is one
pixel;
2. counting white pixels inside cropped area: white pixels correspond to air;
3. computing the ratio between number of white pixels and total number of pixels
inside the cropped area: this term is defined as area ratio Ar;
4. setting the area ratio threshold value Ath:
Ath =
Armax −Armin
2
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being Armax and Armin respectively the maximum and minimum value of area
ratio (in the domain Ar > 0);
5. creation of variable cns: this variable indicates the void fraction, implementing
an if cycle for each single frame, it results:
– cns = 1 if Ar > Ath;
– cns = 0 if Ar ≤ Ath.
For bubble speed calculation the procedure is the following:
1. cropping a suitable area at a certain location of the channel: in this case the
area length must contain a wider longitudinal portion of the pipe;
2. detecting the extreme pixels of the bubble: this step identifies the coordinates,
in terms of pixels, of the extreme points of the bubble (when it is present);
3. obtaining the coordinates of the extreme pixels belonging to the advancing
meniscus.
Here the for cycle ends, but to calculate bubble speed further steps has been
implemented:
4. measuring the distance traveled xpix (in terms of pixels) by the advancing
meniscus from frame to frame: several measurements are done by varying both
the measurement spots and the interval between frames, nfr;
5. calculating the pixels per meter ratio, ”ppm”: this can be simply done in this
way:
– cropping the background image at a certain site: the cropped area should
be narrow and should include the whole width of the channel;
– creating the complementary image of cropped area;
– turning the image from grayscale to black and white to better define the
pipe borders;
– detecting the extreme pixels outwardly the pipe sides;
– measuring the number of pixels between extreme pixels of the pipe: doutpix ;
– dividing doutpix by the channel size in meters dout[m], that is known:
ppm = doutpix/dout [pixel per meter];
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6. obtaining the bubble speed: known the frame rate FR:
vg =
xpix/ppm
nfr/FR
[m/s]
as highlighted in step 4, several value of xpixi and nfri are calculated, thus
obtaining many values for bubble speed vgi . To obtain the most probabilistic
value of bubble speed, the calculation code assesses the median of the values
vgi .
Figure 4.6 shows qualitatively the cropped area dimensions for local void detection
and bubble speed calculation. Shrinkage of the cropped area for local void detection,
improved the quality of the signal obtained respect Guidi’s work [22], providing very
accurate results.
Figure 4.6: Cropped area for local void detection (a) and bubble speed calculation (b)
Bubble speed calculation requires an optimal arrangement of the position of
the FEP tube respect to the camera; the tube axis must be perfectly parallel (or
perpendicular) to camera’s horizon. This is very important in order to detect
narrowly the position of the extreme pixels on plugs’ advancing meniscus.
4.3 Optic acquisition system setup
As mentioned at the beginning of this chapter, the main goal of such work is to test
a true monofiber optic probe to make measurements for a two-phase flow inside a
minichannel. The testing ground setup for optical acquisition is shown in figure 4.7.
The red light laser is a 3b Class Laser which operates at a wavelength of 632, 8nm,
with a power of 5mW .
The optic probe (described in the following subsection) is mounted on a millimeter
linear slide table, in turn fixed to the support platform. The linear slide has been
adjusted manually to set the measure point inside the channel, with a high accuracy.
To insert the optic probe tip inside the channel, a hole has been made on FEP
tube and there has been inserted a stainless steel pipe perpendicularly to tube axis,
in order to hold in place the true monofiber.
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Figure 4.7: Optic acquisition system setup
The photodiode is a RS ® 651-995, a high speed, medium area, silicon photodiode,
ideal for reduced light application, as brightness control. Figure 4.8 illustrate the
sensor and its responsivity chart.
Figure 4.8: RS 651-995 photodiode: on the right its typical spectral response
The acquisition system consists of a controller hardware (fully described in section
4.3.2), connected to a computer. During measurements the controller received a
voltage signal V (t) from the photodiode.
Low cost collimators (fixed on the support platform) are used to keep aligned
the optic fibers to the laser beam and toward the photodiode.
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4.3.1 Optic probe
A low cost true monofiber optic probe had been manufactured following the pro-
ceedings proposed by Carrica et al. [20], already discussed in chapter 3.
The most important specifications examined to choice the optic fibers were:
 the core and cladding diameters: dcore and dcladding;
 the numerical aperture: NA;
 the wavelength working range.
Short length of fibers allowed to neglect the effects of attenuation.
Specifications of the chosen fibers, manufactured by Thorslab ® are reported in
table 4.1.
Table 4.1: Optic fibers specifications
Code dcore[µm] dcladding[µm] NA working range[nm]
BFH48− 400 400 430 0.48 300− 1200
FT200UMT 200 225 0.39 300− 1200
Due to fibers small dimensions, it was necessary to use a microscope during each
step of their manufacturing, that proceeded as follows:
 the fibers ends was stripped to remove the coating around the cladding;
 in order to avoid losses, the end sections of the fibers had been finely sanded,
perpendicularly to their axes, using a 2000K polish paper mounted on a
Dremel® head;
 one of the end section of the bigger fiber, that is the one to be inserted into the
channel, had been polished with an angle of 45° to the axis (see figure 3.12);
 the Y-junction was made following these steps:
– the two smaller fibers were inserted in a stainless steel pipe at one of their
extremities with their tips bulging from it, they were aligned and then
fixed to the steel pipe using an adhesive;
– the smaller fibers and the true monofiber were placed on a polycarbonate
tablet (on which a notch was dug on purpose) and aligned with high
accuracy, this step is very delicate as it determines the correct operation
of the optical probe;
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– a two component epoxy resin was casted on the junction: the ultra clear
Loctite® EA 9483 was used here;
– the resin was left to cure for 24 hours.
Figure 4.9 depicts the scheme of the true monofiber optic probe zooming on its
components, whilst figure 4.10 is a picture of the actual true monofiber optic probe
manufactured in laboratory.
Figure 4.9: Scheme of the true monofiber optical probe
Figure 4.10: True monofiber optic probe made in laboratory (a), zoom on the Y-junction (b) and zoom on
the probe tip (c)
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Notice that, unlike Carrica and Guidi who chamfered the tip with an angle of
∼ 10° and subsequently polished the end of the tip at 45° in order to have a less
intrusive probe ([20] and [22]), here there is not any chamfer, as can be seen in
figure 4.10 c. This choice was done because we preferred to have a bigger tip surface,
despite of intrusiveness, aiming to obtain a better signal, both qualitatively and
quantitatively.
A smaller probe was made also, using a true monofiber with a core diameter of
dcore = 200µm, and a pair of fibers with dcore = 100µm as input and output lines;
however the results obtained have shown that there is not any advantage of using it.
4.3.2 Acquisition system setup
The photodiode’s analog output signal was processed by means of a controller
connected to the laptop.
The experimental tests had been performed using two different hardware:
 Arduino UNO: a low cost, micro-controller board developed by Arduino®;
 CompactRIO® (cRIO): a real-time controller made by National Instrument®.
The implementation of signal sampling started by means of LabVIEW® system
design software.
The electronic circuit for Arduino UNO is shown in figure 4.11.
Figure 4.11: Signal acquisition system for Arduino UNO board [22]
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The acquisition system setup, for Arduino board, was the same used by Guidi
on his work as well as LabVIEW’s code [22]. The amplifier has a gain equal to 10,
so that the sampled signal was around 1 volt (to a maximum of 4 volts).
The sampling frequency was increased at first to 1000Hz, whereas the maximum
sampling frequency in Guidi’s paper was 125Hz, obtaining much more detailed output
signals; It was further raised to 3600Hz (or rather Arduino UNO maximum limit)
but this also caused a certain instability of the computational code. Consequently,
sampling rate was kept at 2000Hz for succeeding tests.
Nevertheless, the need to achieve higher sampling frequencies (see chapter 6) has
meant to upgrade the acquisition system, thus we decided to use the CompactRIO.
The NI 9205 module had been mounted on cRIO chassis, connecting the photodiode
to its analog inputs and without using any amplifier. Figure 4.12 pictures cRIO
acquisition system.
Figure 4.12: Signal acquisition system for CompactRIO hardware
Moreover, the new acquisition hardware had also required the development of a
new computational code on LabVIEW.
A FPGA (short for field-programmable gate array) application was designed for
the NI 9205 module and a real-time application was designed for chassis controller.
Due to high sampling rate, which required high-speed data acquisitions, it was
also necessary to develop a direct memory access (DMA) transfer by using a FIFO
architecture on the FPGA device.
To sample photodiode output signal, just the real-time application had to be
launched, while the DMA FIFO automatically transfered data from the FPGA
device RAM to the host machine memory.
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Measured voltages with the new acquisiton system were in the order of 100 millivolts
and it was possible to increase the sampling frequency up to 10000 Hz.
4.4 data acquisition procedure
Tests were performed following the steps described below:
1. setting the measure point inside the channel by means of the linear slide table;
2. setting the volumetric flow rate and starting the pump;
3. initialization of Labview code for the optic probe’s signal acquisition;
4. camera startup for image acquisition;
5. injection of air bubbles inside the hydraulic circuit by means of the syringe;
6. end the image acquisition pushing the trigger button;
7. stop the execution of Labview code;
8. data saving on computer (for both sampled signal and for recorded video);
9. converting video into frame sequences.
Afterwards, we began the analysis and post processing of data using Matlab codes,
whose results are shown in the following chapter.
CHAPTER 5
Tests results
Tests proposed here have the purpose to show the results of void fraction mea-
surements, by means of a true monofiber optic probe, analyzing the measurements
accuracy, the probe interference on flow, and some interesting signal properties such
as its intensity, shape and rising edge.
As stated on section 4.3.2, signal acquisition was carried out using two different
control hardware, Arduino UNO at first and CompactRIO then. Results are shown
here following their chronological sequence.
5.1 Void fraction measurements
Initial tests (see table 5.1) have served to evaluate the effect of measure point position
and the signal’s properties varying the sample frequency (fs), keeping constant the
flow rate V˙ ≈ 90[ml/min], in order to assess:
 the probe intrusiveness;
 the signal accuracy and its quality, in terms of shape and intensity.
Besides, during these tests, the Matlab codes were optimized.
Figures 5.1 to 5.8 show some results obtained for these first tests, comparing the
photodiode output signals (that is the optic probe signal) to the image processing
output; the indicator function shown in each chart is obtained setting the threshold
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Table 5.1: First tests session. Volumetric flow rate: V˙ ≈ 90[ml/min]
Test Sample Rate T ip Position
no. [Hz] x/din
1 1000 0.35
2 1000 0.6
3 1000 0.7
4 1000 0.45
5 1000 0.25
6 1000 0.25
7 3600 0.25
8 2000 0.25
9 3600 0.15
10 2000 0.2
value Vth as the 30% of the gap between the maximum and the minimum voltage
sampled [22].
Figure 5.1: Test n°1: V˙ ≈ 90[ml/min], fs = 1000Hz, tip position = 0.35
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Figure 5.2: Test n°2: V˙ ≈ 90[ml/min], fs = 1000Hz, tip position = 0.6
Figure 5.3: Test n°3: V˙ ≈ 90[ml/min], fs = 1000Hz, tip position = 0.7
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Figure 5.4: Test n°4: V˙ ≈ 90[ml/min], fs = 1000Hz, tip position = 0.45
Figure 5.5: Test n°6: V˙ ≈ 90[ml/min], fs = 1000Hz, tip position = 0.25
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Figure 5.6: Test n°8: V˙ ≈ 90[ml/min], fs = 2000Hz, tip position = 0.25
Figure 5.7: Test n°9: V˙ ≈ 90[ml/min], fs = 3600Hz, tip position = 0.15
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Figure 5.8: Test n°10: V˙ ≈ 90[ml/min], fs = 2000Hz, tip position = 0.2
It can be seen that the optic probe signal corresponds well to the image processing
output, except for a few cases. Charts 5.2, 5.3 and 5.4 show that the number samples
indicating the bubble presence is almost the same for the optic probe and image
processing. These results, and those obtained afterwards, demonstrate an excellent
accuracy of the optical probe for local void detection.
For what concerns the indicator function, it becomes unreliable when the signal
fluctuates a lot, that is for measure points x/din < 0.5, as can be seen in figures 5.7
and 5.8.
5.1.1 Bubble speed calculation by image processing
Bubble speed was calculated following the proceeding described in section 4.2. Table
5.2 reports the results obtained. Notice that it was not possible to calculate the
speed of every bubble because of intrinsic limits in the calculation code.
The speed of water was also calculated, examining the liquid front speed at
the moment of pump start, and it resulted vl = 0.525[m/s]. This value is almost
identical to the theoretical one, obtained dividing the volumetric flow rate to the
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channel cross section area: vl = V˙ /(pi
d2in
4 ).
Since the flow rate was kept constant, even the bubble speeds obtained were almost
constant, as table 5.2 shows.
Table 5.2: Bubble speed. The bubble number refers to its position in its respective test chart
Test Bubble Speed
no. no. [m/s]
1 1 0.6316
4 1 0.6493
4 0.6216
6 0.6272
7 0.5772
5 1 0.6432
6 1 0.6654
2 0.6883
4 0.6816
8 3 0.6194
Between measurements the speed varied less than 6%. By the way velocity
variations were due to different sizes of bubbles. In fact, because of buoyancy effect,
the longer was the bubble, the higher was its speed; observations confirmed this
trend.
As expected the bubble velocity was always higher of vl (about 11% higher),
whereby this allowed to obtain a good approximation of bubble speed, simply
esteeming it from the value of the volumetric flow rate as follows:
vg ≈ vl × 1.11 = V˙
(pi
d2in
4 )
× 1.11. (5.1)
5.1.2 Effects of the measure point position
Every time there was a difference between the two signals, a careful survey was carried
on that discrepancy, mostly pointing out issues regarding the experimental settings
(as overexposed pictures and then a bad detection of bubble’s border during image
post-processing). Nevertheless, during test 3, an important information, regarding
the probe intrusiveness, was found; in fact scanning the pictures corresponding to
the analog signal drop occurred just before the sample number 7900 (see figure 5.3),
it was noticed the thinning of the Taylor bubble at the insertion point of the probe
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until its break-up in two different bubbles. This process is shown in the sequence of
figure 5.9.
Here the probe tip is far ahead into the channel, being x/din = 0.7 (corresponding to
x = 1.4cm), and a substantial thinning was also noticed during test 2, x/din = 0.6,
then we decided to continue tests only for value of x/din < 0.5 to avoid modifying
the flow pattern. These results also shown systematic intrusiveness on those obtained
by Guidi, in which measure points were set for x/din ≥ 0.5 [22].
Figure 5.9: Taylor bubble thinning and break-up at the insertion point of the probe, for x/din = 0.7
The measure point position influences the signal quality, too. The influence of
bubble piercing position on signal shape has been already reported in previous works
on fiber optic technique for bubble detection by Cartellier [23] and by Julia´ et al.[24].
Looking at figures 5.1 to 5.8, the signal corresponding to the passage of a gas slug
has an almost square shape for measure points x/din ≥ 0.45, while it has a peak at
its rising edge ad then it stabilizes at a lower steady value for x/din < 0.45.
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The optical probe’s responsiveness was ascertained at every tested position of
the measure point inside the channel, nevertheless for measure points closer to
the channel wall, the signal becomes too low and barely distinguishable from the
background noise at x/din = 0.15 (see figure 5.7, just before sample 35400).
The increment of the signal, in terms of voltage, is wider when the measure point
is taken near the center of the channel, and becomes weaker when the probe tip get
closer to the wall. This is due to the presence of the liquid film on the probe tip, as
described in the previous section, from these observations it is correct to assume
that when the measure point is placed at x/din ≤ 0.2, or rather a distance from its
insertion point comparable to the thickness of the film at wall, the voltage increment
is critically low, almost undetectable.
A survey on output signals shape, varying also the flow rate, was carried on
during the second series of tests, reported in the table 5.3. Comparisons of signal
are shown in figures 5.10, 5.11 and 5.12.
Table 5.3: Tests 1.1: evaluation of signal quality and shape, varying volumetric flow rate and the measure
point; sampling rate fs = 2000Hz
Test V olumetric F low Rate T ip Position
no. [ml/min] x/din
1.1a 25 0.3
1.1b 25 0.25
1.1c 25 0.2
1.1d 40 0.3
1.1e 40 0.25
1.1f 40 0.2
1.1g 40 0.25
1.1h 170 0.2
1.1i 130 0.45
1.1j 130 0.35
1.1k 130 0.25
After these comparisons we decided to keep the measure point at x/din = 0.25, to
reduce as much as possible intrusiveness, keeping the output signals clearly distinct
from background noise. Also notice that for higher flow rates the voltage increase,
corresponding to bubbles passage, is wider than for low flow rates.
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Figure 5.10: Comparison between tests 1.1a, 1.1b and 1.1c, variation of the measure point position at
constant flow rate V˙ ≈ 25[ml/min]: x/din = 0.3 (a), x/din = 0.25 (b), x/din = 0.2 (c)
Figure 5.11: Comparison between tests 1.1i, 1.1j and 1.1k, variation of the measure point position at
constant flow rate V˙ ≈ 25[ml/min]: x/din = 0.45 (a), x/din = 0.35 (b), x/din = 0.25 (c)
5.2 Bubble Velocity measurements
Assessed the capability of the true monofiber optical probe to detect the local void
fraction, we focused on the possibility to evaluate also the gas slugs’ velocity by
means of the optical technique.
The idea was to measure the rise time of signal and to relate the measured time
to the bubble velocity, which is estimated from the volumetric flow rate, in order
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Figure 5.12: Comparison between tests 1.1 b, 1.1 e and 1.1 k, variation of volume flow rate at constant
measure point position x/din = 0.25: V˙ ≈ 25[ml/min] (a), V˙ ≈ 40[ml/min] (b), V˙ ≈ 130[ml/min] (c)
to obtain some analytical relationship of the slug velocity versus the rise time. To
reach this goal the signal analysis was performed evaluating the number of samples
which constitute the signal rising edges: known the number of samples of the rising
edge, which corresponds to the signal rising time, we looked for some equations to
relate this time interval to the bubble velocity.
To make this feasible it was necessary to improve significantly the sampling
frequency, thus we had to improve the control hardware during experiments and it
was compiled also a new code to implement the signal acquisition.
Moreover, such tests focused on the influence of the measure point position on
the measurements of the rising edge samples.
5.2.1 Low frequency velocity measurements
The first tests about the bubble velocity had been carried out still using the Arduino
UNO control board, varying the sampling frequency between fs = 2000÷ 3600 Hz.
First of all, it was verified that the signal rising time does not depend on the
photodiode, the control hardware and/or the probe responsiveness. In fact, looking
at figure 5.13, the number of the rising edge samples is proportional to the sampling
frequency at constant V˙ and x/din, that means the rising time is related to some
physical effect during the interaction between the probe tip and the vapor slug.
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Figure 5.13: Rising edge number of samples varying the sample frequency with x/din = 0.25 and V˙ ≈
90[ml/min]: fs = 1000Hz (a), fs = 2000Hz (b) and fs = 3600Hz (c)
Table 5.4 illustrates the third set of tests: kept constant the measure point
position and the sampling frequency, the rising edge samples (RES) had been
evaluated for serial slugs, varying the flow rate; the minimum, maximum and median
value of the measured RES, for each flow rate, are reported. (N.b.: clearly the
number of RES only refers to vapor slugs detection, during post-processing of the
sampled signal all its variations due to smaller bubbles were left out).
The bubble velocities, obtained by the visualization technique, are reported too.
Just looking at the median value of the rising edge samples, a inversely propor-
tional trend, between the flow rate and the RES, can be established; in fact to lower
flow rates (i.e. lower velocities) correspond a greater number of RES (i.e. greater
rising time).
This result is very positive, since it involves the actual possibility to find an
analytical relationship between signal rising time and bubble velocity.
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However a pair of relevant issues are evident:
1. there is a certain data scatter;
2. the RES ranges for different flow rates are very close to each other and overlap
significantly (see figure 5.14).
Figure 5.14: Rising edge samples measured for several bubbles during test 1.2. You can see both the
dispersion and the range overlap of data at each flow rate (for sake of simplicity just four cases out of ten
are illustrated here)
These outlined issues make unsatisfying the results obtained regarding the
prospect of finding the analytical relationship mentioned before.
To overcome this obstacle a forth and a fifth series of tests had been performed,
whose results are listed respectively on tables 5.5 and 5.6.
Table 5.5: Tests 2: evaluation Signal Rise Samples, varying volumetric flow rate; measure point position
x/din = 0.25, sampling frequency fs = 3600Hz
Test V˙ Bubbles RES number
no. [ml/min] no. Min Max Median
2.0a 20 93 16 23 19
2.0b 30 97 15 21 17
2.0c 40 59 10 14 12
2.0d 50 83 14 20 17
2.0e 60 74 14 19 16
2.1a 80 77 6 13 9
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Table 5.6: Tests 3: evaluation Signal Rise Samples, varying volumetric flow rate both for the raw signal
and for the filtered signal; measure point position x/din = 0.25, sampling frequency fs = 2000Hz
Raw Signal Filtered Signal
Test V˙ Bubbles RES number RES number
no. [ml/min] no. Min Max Median Min Max Median
3.0a 20 77 11 20 16 13 28 20
3.0b 30 42 11 17 13 14 21 17
3.0c 40 43 10 15 12 13 19 15
3.0d 50 54 9 14 12 13 19 15
3.0e 60 46 6 11 8 10 16 13
3.1a 55 19 5 10 8 11 18 14
3.1b 60 20 4 9 7 11 15 14
3.1c 65 27 5 9 7 11 18 13
For the fourth tests session, reported on table 5.5, the sampling rate was increased
to fs = 3600Hz in order to separate the RES ranges, trying to define them better
and thus reducing their overlap.
A further attempt was made acquiring the signal at fs = 2000Hz and filtering it in
order to reduce the noise, thus reducing also the data dispersion. Table 5.6 reports
the comparison between RES measurements for the raw signal and the filtered signal.
Nevertheless results were not satisfying at all.
It was necessary to improve the acquisition system hardware in order to increase the
sampling rate. To overcome the technological limits of Arduino UNO, a cRIO control
system was used; a new LabVIEW code was also developed for the implementation
of the new acquisition hardware.
5.2.2 High frequency velocity measurements
Because of the problem outlined in the former section, we decided to raise the
sampling frequency to fs = 10000Hz, in order to reduce significantly the overlap of
RES ranges. Because of the limits of the Arduino board, attaining such sampling
rate meant to upgrade the acquisition hardware, thus it was used the Compact RIO
controller.
Moreover also the data scatter was narrowed following these steps:
 a moving average filter was applied to the raw signal;
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 a percentile range was considered for measured rising edge samples.
The lower percentile range of discarded data was chosen greater than the upper one,
because the factors that reduce the number of rising edge samples occur more often
than the ones that increase it. The main factors observed here, which cause the
variability of the signal rising time, are:
 bubble trains: in this case the signal does not reach its lower value before
rising again, resulting in a shorter rise time;
 detection of very small bubbles: the signal rise does not last enough to reach
the upper voltage value, this shortens the rise time too;
 variations in the signal shape: this can both shorten or extend the rise time.
These problems are reported in figure 5.15.
Figure 5.15: Factors influencing the the number of RES variability: bubble trains (a), detection of small
bubbles (b) and variations in the signal shape (c)
In particular regarding the third issue (i.e. the signal shape variation), it was
deemed necessary to act again on the measure point position. In fact, as stated
before, when the measure point is closer to the channel axis the signals get a better
shape, which is repeated without major fluctuations between one bubble detection
and the other (see figure 5.11). Table 5.7 reports the last tests session.
Although a certain overlapping of RES ranges persists, however those ranges are
better defined as shown in figure 5.16.
Note how the RES’ ranges remain still overlapped at higher flow rates.
5.2.3 Analytical relationships between Bubble Velocity and Rising
Time
Considering the median value of the rising edge samples, several analytical correlation
had been built to relate the bubble speed (obtained from equation 5.1, known V˙ )
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Table 5.7: Tests 4: evaluation of signal rise time, varying volumetric flow rate and the measure point
position; sampling rate fs = 10000Hz
Test Tip Position V˙ Bubbles Rising Edge Samples
no. x/din [ml/min] no. Min no. Max no. Median no.
4.1.0 a 0.25 30 33 106 155 140
4.1.0 b 0.25 40 32 107 164 135
4.1.0 c 0.25 50 27 105 124 118
4.1.0 d 0.25 60 25 92 123 111
4.1.0 e 0.25 70 31 88 115 104
4.1.1 a 0.3 30 40 85 214 173
4.1.1 b 0.3 40 37 66 199 138
4.1.1 c 0.3 50 57 49 125 112
4.1.1 d 0.3 60 55 91 111 103
4.1.1 e 0.3 70 57 92 115 100
4.1.1 f 0.3 100 70 58 109 94
4.1.1 g 0.3 130 77 77 240 104
4.2.0 a 0.4 20 83 87 162 132
4.2.0 b 0.4 40 51 77 114 96
4.2.0 c 0.4 60 60 76 90 83.5
4.2.0 d 0.4 80 85 68 104 85
4.2.0 e 0.4 100 135 64 106 87
4.2.1 a 0.45 40 78 75 103 88
4.2.1 b 0.45 50 36 76 105 86.5
4.2.1 c 0.45 60 60 74 97 83.5
4.2.1 d 0.45 70 55 73 98 81
4.2.1 e 0.45 80 108 64 95 80
4.2.2 a 0.35 20 37 110 224 163
4.2.2 b 0.35 30 40 102 154 136
4.2.2 c 0.35 40 58 78 130 115.5
4.2.2 d 0.35 50 69 81 107 97
4.2.2 e 0.35 60 85 76 93 85
4.2.2 f 0.35 70 81 73 91 82
4.2.2 g 0.35 80 60 70 92 79
as a function of the signal rise time (t = 1/fs), depending on the measure point
position.
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Figure 5.16: Rising edge samples measured for several bubbles during test 4.2.2
Those relationships are shown in charts of figures 5.17, 5.18, 5.19, 5.20 and 5.21.
The gray area indicates the level of approximation of the analytical equations with
respect to the obtained data.
Figure 5.17: Test 4.1.0 : bubble speed versus rise time relationship, measure point position x/din = 0.25
The measure point position affects significantly the results, then, at first, we
have to discuss each test result individually.
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Figure 5.18: Test 4.1.1 : bubble speed versus rise time relationship, measure point position x/din = 0.3
Figure 5.19: Test 4.2.0 : bubble speed versus rise time relationship, measure point position x/din = 0.4
Test 4.1.0, x/din = 0.25
A linear trend had been found, but the level of uncertainty is very high at every
velocity (figure 5.17). At this position the error on the estimate of bubble speed it’s
always grater than 10% even reaching 35% at low velocities.
This level of inaccuracy is due to the strong changes in the rising edges of signal
(see figure 5.15c), which occurs more frequently when the measure point is closer to
the channel walls.
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Figure 5.20: Test 4.2.1 : bubble speed versus rise time relationship, measure point position x/din = 0.45
Figure 5.21: Test 4.2.2 : bubble speed versus rise time relationship, measure point position x/din = 0.35
Test 4.1.1, x/din = 0.3
During this test the analysis was conducted on a wider range of flow rates (figure
5.18).
Two different speed versus time trends were found: one for bubble speed vb ≤
0.45[m/s] and the other for vb > 0.45[m/s]. In the lower speed range (the red curve
in fig. 5.18) the approximation decreases as the rise time shortens, but the error on
bubble speed esteem still lies between 20% and 25%. In the higher speed range no
estimation can actually be made considering both the coarse approximation and the
curve slope; in fact looking at the green curve in fig. 5.18 in many points there is
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not a biunivocal correspondence between bubble velocities and rise time.
The physical interpretation of this result indicate that at a certain bubble speed
the rising time becomes approximately constant.
Test 4.2.0, x/din = 0.4
As the test 4.1.1 two different regions had been identified: there is an almost
linear relationship between time and speed at lower flow rates, corresponding to
vb ≤ 0.40[m/s], while at higher flow rates the rise time is nearly constant.
However, attention must be paid to the low speed region, where the error on
velocity esteem get quite low, between 10% and 15 %.
Test 4.2.1, x/din = 0.45
The probe tip was further shifted towards the channel axis. Results depicted in
figure 5.20 show that the rise time ”flattens”, becoming almost constant. Even if a
certain curve slope of speed versus time was identified, the rise time moves in an
interval of a microsecond. Thus, considering also the data fluctuation, we concluded
that in this position the rise time can be considered constant at flow rates of interest
and does not provides any information.
Test 4.2.2, x/din = 0.35
From the analysis of the results previously obtained, it was decided to bring the
measure point back, locating it at x/din = 0.35 that is halfway between tests 4.1.1
and 4.2.0. Two regions had been found again (see figure 5.21): for vb < 0.4[m/s]
there is a quasi-linear curve slope whose error of speed estimation lies between 7%
and 25% (the error is higher at lower speeds and decrease towards higher speeds);
for vb > 0.4[m/s] the curve slope indicates, again, an approximately constant value
of rise time.
Figure 5.22 shows the comparison between the curves obtained during tests 4.
From these findings we can draw some general conclusions for the cases in which
the measure point is x/din ≤ 0.4:
 for bubble velocities vb < 0.4 ÷ 0.45[m/s], corresponding to volumetric flow
rates V˙ ≈ 60÷70[ml/min], it exist a linear, a quasi-linear or a quadratic trend
of bubble speed versus rise time;
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Figure 5.22: Comparison between the relationships of bubble speed versus rise time obtained from tests 4
 the error in the determination of velocity lies between the 5% and the 35%
and depends on two factors:
1. the flow rate: it is higher at low flow rates and decreases as the flow rate
increases;
2. the measure point position: the uncertainty is lower as the probe tip
approaches the channel axis;
 for higher bubble velocities the obtained equations do not provide an accurate
relationship of velocity versus rise time, despite this we can see that the rise
time becomes almost constant.
This last point indicates a sort of limit of the optical technique for velocity detection.
As regards the test 4.2.1, it has been seen that the rise time remains approximately
constant at any flow rate.
Because above certain bubble speeds (i.e. volumetric flow rates) the rise time
becomes constant, and thus the optical probe is not able to provide any information
about bubble velocity, it would be necessary to know the flow regimes whenever this
technique should be applied to measure the flow speed inside a minichannel.
For the application of the optical technique to Pulsating Heat Pipe devices, this
means that it will be required to know their working range.
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5.3 Physical interpretation of the measured rise time
dependence on bubble velocity
To better comprehend the physical meanings of the rise time as a function of both
the bubble velocities and the measure point position, we have widely investigated
on the interaction between the probe tip and the vapor slugs, specially focusing on
the slugs’ advancing meniscus, by means of the high speed camera with a macro
lens mounted on it.
Table 5.8 indicates the tests carried out varying the following parameters:
 measure point position: x/din = 0.25, 0.325, 0.35, 0.4 and 0.5 ;
 volumetric flow rate: V˙ = 30, 50, 80 and 110 [ml/min];
 frame rate: 1000, 2000 and 4000 [fps].
Table 5.8: Tests 5: visualization technique to investigate on the interaction between vapor slug and probe
tip
Test x/din V˙ Frame Rate Test x/din V˙ Frame Rate
no. [ml/min] [fps] no. [ml/min] [fps]
5.0a 0.5 30 2000 5.1a 0.5 30 2000
5.0b 0.5 50 2000 5.1b 0.5 50 2000
5.0c 0.5 80 2000 5.1c 0.5 80 2000
5.0d 0.5 110 2000 5.1d 0.5 110 2000
5.0e 0.4 30 1000 5.1e 0.4 30 2000
5.0f 0.4 50 1000 5.1f 0.4 50 2000
5.0g 0.4 80 1000 5.1g 0.4 80 2000
5.0h 0.4 110 1000 5.1h 0.4 110 2000
5.0i 0.35 30 1000 5.1i 0.35 30 2000
5.0j 0.35 50 1000 5.1j 0.35 50 2000
5.0k 0.35 80 1000 5.1k 0.35 80 2000
5.0l 0.35 110 1000 5.1l 0.35 110 2000
5.0m 0.25 30 1000 5.1m 0.325 30 2000
5.0n 0.25 50 1000 5.1n 0.325 50 2000
5.0o 0.25 80 1000 5.1o 0.325 80 2000
5.0p 0.25 110 1000 5.1p 0.325 110 2000
5.0q 0.6 50 2000 5.1q 0.5 50 4000
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Note that the volumetric flow rates of V˙ = 30, 50, 80 and 110 [ml/min], correspond
respectively to vb ≈ 0.1957, 0.3262, 0.5220 and 0.7177 [m/s]; also note that the frame
rates of 1000, 2000 and 4000 [fps], corresponded to image dimensions of 640× 480,
320× 240 and 1280× 256, respectively.
5.3.1 Observed interaction between the advancing meniscus and
the probe
First of all it has been observed that the probe tip does not becomes completely dry
during when it is surrounded by the gas phase, but it exists of a liquid film on its
surface.
We have noticed that the gas slugs are not pierced by the probe tip, but they
actually slip on it; in fact thanks to surface tension, it looks like there is a ”sheath”
around the bubble.
The fact there is not an actual piercing of the bubble implies also the probe
is minimally invasive, because it does not bring the rupture of the gas slugs. The
sequence in figure 5.23 shows how a small bubble slips on the probe, without any
disruption. The only disturbance due to the presence of the probe that has been
observed is the waving of the receding meniscus (see figure 5.24), though it is
unsteady by itself.
Figure 5.23: Passing of a small gas slug at the measure point (frames from test 5.0a)
A comparison of the probe tip, when it is dry and during a slug passage, has
been done (test 5.0q), showing that during the bubble passage the tip does not dry
up but there is actually a liquid film on it. This effect is pictured in figure 5.25.
This finding proves that when the probe interfaces the gas slugs there is not the
situation depicted in figure 3.12, in which the internal reflection happens only inside
the fiber, but there is a bit more complex situation. At first the light beam reaches
and passes through the interface between the fiber core and the liquid film, then it
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Figure 5.24: Oscillation of the receding meniscus after it passes at the measure point (frames from test
5.0h)
Figure 5.25: Comparison of the probe tip when it’s dry (a) and during a gas slug passage (b); note the
enlargement of the tip in the second frame due to the presence of a liquid film on it
is reflected at the liquid-gas interface, and finally it enters again in the fiber core
from the film (see the scheme in figure 5.26).
The condition for the total internal reflection θi > θtir remains valid, in fact
for the water/air interface, from equation 3.8, we have θtirgl ≈ 48.75deg, while the
incident angle is about θi ≈ 52.4deg. Nevertheless it is easy to understand that as
the film thickness increases a grater dispersion of the light rays occurs; this would
explain the reason why the voltage increase of the signal lowers when the measure
point get closer to the wall (see section 5.1.2), suggesting that, as the tip moves
towards the probe insertion point, the film on it thickens.
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Figure 5.26: Actual behavior of the light rays due to the presence of the liquid film, when the probe tip
interfaces the gas phase
Finally it has been observed that for x/din < 0.4 the voltage of the signal when
the probe is completely dry is higher than during the slugs passage, as expected;
surprisingly, on the contrary, when the measure point is x/din ≥ 0.45 the signal
of the dry probe is lower than when it interfaces the gas phase (see figure 5.27).
We speculate that at those measure points the liquid film has a positive effect,
eliminating the microscopic roughness of the tip surface and making it smoother.
Figure 5.27: Comparison between the signal level when the probe tip is completely dry (dotted lines) and
during the slugs passage for: x/din = 0.25 (a) and x/din = 0.5 (b).
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5.3.2 Rise Time for x/din ≤ 0.4: rise time dependence on velocity
Firstly we considered the cases in which x/din ≤ 0.4 because, as previously explained,
at lower flow rates (or bubble speeds) it exists a relationship between the rise time
and the slug velocity.
By focusing on the advancing menisci, we have observed the time the bubble spends
to completely surround the probe tip with the gas phase. The photo-sequences in
figures 5.28, 5.29, 5.30 and 5.31 illustrate this time for test 5.1e, 5.1f, 5.1g and 5.1h,
set the measure point at x/din = 0.4 and increasing the flow rate. The frame rate is
2000[fps], in fact each frame corresponds to 0.5 milliseconds.
N.b.: because the time is evaluated by surveying the images at a frame rate always
lower than 4000 fps the timing precision is quite low; moreover as outcome, the
estimated times of the bubble passage over the probe tip at each flow rate have
resulted to be almost the same in spite of the measure point position, with variations
within ±0.5 milliseconds.
Figure 5.28: Test 5.1e: immersion time of the tip in the gas phase. x/din = 0.4, fps = 2000 and V˙ = 30
Figure 5.29: Test 5.1f: immersion time of the tip in the gas phase. x/din = 0.4, fps = 2000 and V˙ = 50
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Figure 5.30: Test 5.1g: immersion time of the tip in the gas phase. x/din = 0.4, fps = 2000 and V˙ = 80
Figure 5.31: Test 5.1h: immersion time of the tip in the gas phase. x/din = 0.4, fps = 2000 and V˙ = 110
As expected, the immersion time of the probe tip reduces as the bubble speed
increases.
This effect occurs at any position for x/din ≤ 0.4 and it is bound to the probe
dimensions, thus we can assert that the rise time is affected by the time interval the
gaseous phase spends to completely lap the tip surface, we have called it the ”tip’s
immersion time” ∆tim (see figure5.32).
Figure 5.32: Tip’s immersion time: the time interval the gas phase spends to completely lap the tip surface
depends on the speed the bubble goes through it. N.b. this is true when the measure point position is
enough away from the channel axis, or x/din ≤ 0.4
Still, comparing the immersion time and the signal rise time obtained during
tests 4 (see table 5.7), a discrepancy subsists. This time difference lies between 6
and 10 milliseconds; we supposed it is due to a settling time of the liquid film on
the probe tip, that we have called the ”hydrodynamic settling time” ∆tset.
To make an exact estimate of the hydrodynamic settling time would require a
highly accurate instrumentation, however a qualitative interpretation of the hydro-
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dynamic phenomenon has been made here. Looking at figure 5.33, in which there is
a zoom of the measure point, it is possible to examine the evolution of the liquid film
around the probe tip, just after the advancing meniscus passage. The photo-sequence
clearly indicates that liquid film reaches a steady state after ∆tset ≈ 6÷ 7.
Figure 5.33: Hydrodinamic evolution of the liquid film around the probe tip (sequences from test 5.1b):
the red line points out the liquid film shape on the tip, while the blue and orange lines point out the fluid
thread upstream and downstream of the tip, respectively
It is observed a deformation of the interface surface between the gas slug and
the probe tip, too; looking at figure 5.34, the movement of the interface film can be
represented as in the scheme 5.35.
The changing of the liquid film configuration on the tip may also explain the dynamics
of the settling time.
Figure 5.34: Deformation of the interface surface between the gas slug and the probe tip (test 5.0i)
5.3.3 Rise Time for x/din ≥ 0.45: rise time independent of velocity
In section 5.2.3 it has been observed a significant reduction of the signal rise time
for low velocities, when the measure point position is very close to the channel
axis. Investigating on the bubble behavior when it passes the measure point (see
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Figure 5.35: On the left it is qualitatively represented the interface surface (i.e. the configuration of the
liquid film) between the gas slug and the probe tip; on the right it is shown the evolution of such interface
surface
figure 5.36) it has been noted that the advancing meniscus is forced between the
channel wall and the probe tip; because of this squeezing, the curvature radius of the
meniscus considerably decreases, much more than those cases in which the measure
point is x/din ≤ 0.4. Figure 5.37 shows this comparison (frames are taken from tests
5.0a, 5.0e and 5.0i).
Figure 5.36: Gas slug passage at the measure point x/din = 0.5, flow rate V˙ = 30[ml/min]. Note the
advancing meniscus squeezing (test 5.0a)
Figure 5.37: Comparison between the curvature radius of the advancing meniscus at different measure point
positions at the same flow rate V˙ = 30[ml/min]
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To better comprehend what actually happens, it is necessary to consider the
forces acting inside the slug.
Considering the momentum and the mass balances in a volume of vanishing
thickness surrounding in motion with an interface velocity ~w (Panton, ch.23 [25]),
we get the local equilibrium equations (referring to figures 5.38a and 5.38b):
ρg(~vg − ~w) = ρl(~vl − ~w) (mass equilibrium) (5.2)
m˙(~vg−~vl) = (~n·Tg−~npg)−(~n·Tl−~npl)−∇sσ−2σ~nK (momentum equilibrium)
(5.3)
Where ~n is the normal to the interface, ~vg and ~vl are the phase velocities, T are the
deviatoric stress tensors, σ is the surface tension and K is the curvature.
The term on the left side of equation 5.3 represents the recoil force, while the two
terms in brackets on the right side are the shear and pressure stresses, the last two
terms feature the surface tension.
Figure 5.38: Control region, including interface, to derive the equilibrium equations: side view (a) and plan
view (b) (courtesy of R. L. Panton [25]); radial component of mechanical equilibrium (c) and tangential
component of mechanical equilibrium (d). Subscripts ”A” and ”B” refer to the two fluids
Hence, with no mass flow across the interface this becomes a balance of forces at
the interface, and we obtain:
(τnt,g − τnt,l)dσ
dt
= 0 (5.4)
(τnb,g − τnb,l)dσ
db
= 0 (5.5)
CHAPTER 5. TESTS RESULTS 98
(τnn,g − τnn,l)− (pg − pl)− 2σK = 0 (5.6)
Equations 5.4 and 5.5 refer to the tangential equilibrium along components t and
b (see figure 5.38 d), whilst equation 5.6 refers to the radial equilibrium (along
component n, see figure 5.38 c).
From radial equilibrium, in absence of normal viscous stress for a spherical bubble
of radius rb, we obtain the following simplified equilibrium equation:
(pg − pl) = 2σ
rb
(5.7)
This relationship indicates that the smaller the bubble radius, the greater the internal
pressure.
Therefore, on first analysis, can be said the same happens after a significant shrinking
of the advancing meniscus occurs, as the curvature radius decreases, the local pressure
increases forcing the bubble to slip on the probe tip, thinning earlier the liquid film
on it. Such an effect significantly reduces the settling time described before. Figure
5.39 outlines the phenomenon.
Figure 5.39: Measure point x/din = 0.5: as bubble encounters the probe tip the advancing meniscus radius
of curvature decreases, thus increasing the internal pressure. Thanks to this effect, the liquid film thins
earlier on the probe tip
What has been described occurs just at low velocities; we have supposed this
happens for two reasons:
1. the advancing menisci have a greater curvature radius at low flow rates (see
figure 5.40), so that it is subjected to a greater reduction;
2. the time interval the gas slug spends on the probe tip is larger, then the
phenomenon becomes relevant.
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However, such effect does not allow to measure accurately the rise time, therefore
only for measure points x/din ≤ 0.4 it is possible to get information about the
bubble velocity.
Figure 5.40: Advancing meniscus shape at different bubble velocities
5.3.4 Remarks on signal Rise Time
Ultimately, just considering measure points x/din ≤ 0.4 owing to the phenomenon
described in the previous section, the signal rise time, ∆tr, consists of:
 the tip’s immersion time ∆tim;
 the hydrodynamic settling time;
so that:
∆tr = ∆tim + ∆tset.
Because the settling has been observed to be ∆tset ≈ constant at every flow rate,
while the immersion time varies significantly at different flow rates, it is the latter
that allows to distinguish the velocity ranges.
This means that it exists a certain limit over which the probe is not able anymore
to detect the bubble speed because the immersion time interval gets too small,
almost instant, so that ∆tim << 1ms; in fact looking at figures 5.30 and 5.31 the
probe tip surface is surrounded by the gas phase approximately within the same
time interval. A further confirmation of this phenomenon is that for higher bubble
speed the rise time becomes approximately constant, being ∆tr approx∆tset, and
being the hydrodynamic settling time, ∆tset, almost constant.
We can state that a wider tip surface can detect broader velocity ranges, and the
bubble speed detection limit of vb ≤ 0.45 ÷ 0.4 m/s is due to the true monofiber
dimension, dcore = 400 µm.
Conclusions
The main aim of this thesis was to test an optical probe for void fraction measurements
inside a capillary channel in order to apply this technique to Pulsating Heat Pipes,
promising thermal control devices for space application, consisting of a minichannel
with inner diameters lower than 3 millimeters.
Testing of the optical probe had to prove the reliability of such technique and the
repeatability of measurements, surveying also the intrusiveness of the probe.
By means of a pump, water had been injected in a vertical channel with an
inner diameter of din = 2mm, while air had been added with a syringe into the flow,
thereby an upward vertical co-current two-phase flow was simulated. The probe was
inserted at a certain point of the pipeline and controlled by means of a millimeter
linear slide table. The light signal was turn into a voltage signal by a photodiode
and processed by a control hardware, which was implemented by the computer.
Moreover a high speed camera had been used also, in order to compare the probe
signal to a function who indicates the void fraction; such a function was obtained by
the post processing of each single frame (note that the image acquisitions had been
conducted at 1000÷ 2000÷ 4000 fps) by an image toolbox, cropping an area of 1
pixel per n pixels, where ”n” stands for the pixels composing the channel width. To
obtain good quality frames a FEP tube (fluorinated ethylene propylene) was used,
in fact the latter has a refraction index almost equal to the one of water.
The acquisition system had been upgraded during tests to improve the signal
acquisition.
Over seventy tests was performed for more than 4500 bubbles, varying the
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following parameters:
 the sampling frequency: 4 values of fs ranging from 1000 Hz to 10000 Hz;
 the volumetric flow rate: 15 values of V˙ ranging from 20 ml/min to 170 ml/min;
 the measure point position: 10 values of x ranging from 0.3 ≤ x/din ≤ 0.7.
As evidenced during test the volumetric flow rate determines also the bubble velocity.
The tests performed confirmed an excellent reliability of the manufactured
optical probe regarding local void fraction detection, comparing the results with the
visualization technique, with very low error rates, just due to the rise time and the
descent time of the signal.
The measure point position affected significantly the probe response, particularly
for the following two aspects:
 the signal quality: the increase of the signal during the gas detection is higher
when the measure point is at channel axis, x/din ≥ 0.5, and gets lower as the
probe tip moves back toward the insertion point becoming almost undetectable
for x/din < 0.25 ;
 the probe intrusiveness: it has been observed that for measure points x/din ≥
0.5 there is an excessive intrusiveness of the probe, which can alter the flow
pattern.
Then it was determined the ideal range to set the measure point for the void fraction
measurements:
0.25 ≤ x/din ≤ 0.45.
As regards the velocity measurements, the idea was to measure the rise time of
signal and to relate the measured time to the bubble velocity, which was one of the
controlled parameters. To make this feasible was necessary to improve significantly
the sampling frequency, thus a new control hardware was used and it was compiled
also a new code to implement the acquisition.
During these measurements it was paid attention to the measure point position, then
a relationship of the bubble velocity versus the rise time had been found, except
those cases in which the probe tip is located almost at the channel axis.
Such relationships had shown two different trends for two velocity ranges:
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 a linear or quadratic trend of the rise time versus bubble velocity (or the flow
rate), at lower speeds;
 higher order trends at higher speeds.
Only the relationships at lower speed ranges was considered relevant, in fact at
higher speed there is not a univocal relationship between speed and time, though
here, for x/din ≥ 0.45, the rise time appeared to be almost constant at any flow rate.
However, even in the lower speed ranges, the determination of the bubble velocity as
a function of the rise time was not very accurate, and the error ranged over the 5%
and the 35%, being higher for lower bubble velocities and reducing toward higher
ones.
Besides, lower measure point positioning implied higher inaccuracy, then the
best positions to locate the measure point are:
0.35 ≤ x/din ≤ 0.4.
To understand such physical dependence of the velocity versus the immersion
time, a theoretical-qualitative analysis on images was carried out on the interface
between the probe tip and the gas meniscus; such analysis indicated that there exists
a liquid film on the tip during the bubbles’ passage, that means the bubbles are
not pierced by the probe tip but they slip on the film on its surface, so that the
probe does not ever get in contact with the gas phase. This result indicated also
that the probe is not disruptive for the bubbles, and its intrusiveness is very low
at recommended measure point positions, causing only a local disturbance on the
receding meniscus of the slugs.
It was deduced that it is the presence of the liquid film on the probe tip which
influences the signal strength during the detection local void fraction, determining
a signal dispersion as the measure point is closer to the wall and the film gets too
thick.
This finding indicated that the situation when the optical probe interfaces the gas
phase was different from what had been previously reported, because the reflection
during the bubble passage does not happen inside the optic fibers but at the interface
between the liquid and the gas phase.
The qualitative analysis of images was made also to comprehend the nature of
the signal rise time.
We found that such rise time, ∆tr, is composed by:
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 the time interval the probe tip spends to be completely surrounded by the gas
phase: we called it the ”immersion time”, ∆tim;
 the time interval the liquid film spends to adheres fully on the probe tip: we
called it ”hydrodynamic settling time”, ∆tset;
so that it results:
∆tr = ∆tim + ∆tset.
Being the latter almost constant, it was the immersion time that actually character-
ized the bubble velocity. Hence the detectable speed range depends on the fibers
dimension, in fact as the bubble velocity increases the immersion time dramatically
decreases becoming not detectable.
For tested optical probe, whose true monofiber core diameter is dcore = 400 µm,
the bubble velocity range is vb ≤ 0.4 m/s.
Obtained results are promising for the application of such measurement technique
for local void fraction and velocity measurements of Taylor bubbles in minichannels,
its application on pulsating heat pipes sounds especially attractive.
Nevertheless many issues have still to be faced; the aspects need to dealt with
are:
1. the working fluid: it influences the mediums refraction index, the surface
tension value and also the bubble shape, in particular the advancing meniscus
one. In this work we used water and air as the liquid and gas phase respectively,
it is needful to test the behavior of other two-phase mixtures, or rather the
coolants actually used;
2. the probe dimensions: attained results indicate that a bigger probe could
improve the detection of the bubbles velocity, reducing the error also; while,
as regards the local void fraction detection, a smaller probe would give good
results too, further limiting the intrusiveness ;
3. the channel diameter: the inner diameter of the pipe used here is din = 2 mm,
testing new diameters would allow to work with dimensionless parameters for
a better understanding of the physical phenomena involved;
4. heat fluxes: investigation on two phase flows subjected to heat flux would be
necessary to understand the behavior of the optical probe, mostly as regards
the liquid film on the probe tip which would significantly affect the detections.
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