Abstract-We consider arbitrary dense wireless networks, in which n nodes are placed in an arbitrary (deterministic) manner on a square region of unit area and communicate with each other over Gaussian fading channels. We provide inner and outer bounds for the n × n-dimensional unicast and the n × 2 n -dimensional multicast capacity regions of such a wireless network. These inner and outer bounds differ only by a factor O(log(n)), yielding a fairly tight scaling characterization of the entire regions. The communication schemes achieving the inner bounds use interference alignment as a central technique and are surprisingly simple.
I. INTRODUCTION
Interference alignment is a recently introduced technique to cope with the transmissions of interfering users in wireless systems (see [1] - [3] for the general technique and [4] , [5] for applications to large interference networks). In this paper, we apply this technique to obtain fairly precise (up to O(log(n)) factor) information-theoretic scaling results for the unicast and multicast capacity regions of dense wireless networks.
A. Related Work
The study of scaling laws for wireless networks, describing the system performance in the limit of large number of users, was initiated by Gupta and Kumar in [6] . They analyzed a network scenario in which n nodes are placed randomly on a square of area one (called a dense network in the following) and are randomly paired into n source-destination pairs with uniform rate requirement. Under a so-called protocol channel model, in which only point-to-point communication is allowed and interference is treated as noise, they showed that the maximal uniformly achievable per-node rate scales as Θ(n −1/2 ) (up to a polylogarithmic factor in n). Achievability was shown using a multi-hop communication scheme combined with straight-line routing. Different constructions achieving slightly better scaling laws (i.e., improving the polylogarithmic factor in n) were subsequently presented in [7] , [8] .
These results are in some sense negative, in that they show that with current technology, captured by the protocol channel model assumption, the per-node rate in large wireless networks decreases with increasing network size even if the deployment area is kept constant. An immediate question is therefore if this negative result is due to the protocol channel model assumption or if there is a more fundamental reason for it. To address this question, several authors have considered an information-theoretic approach to the problem, in which the channel is simply assumed to be a Gaussian fading channel without any restrictions on the communication scheme (we shall refer to this as the Gaussian fading channel model in the following) [9] - [13] . These works construct cooperative communication schemes and show that they can significantly outperform multi-hop communication in dense networks. In particular,Özgür et al. show in [13] that in Gaussian fading dense wireless networks with randomly deployed nodes and random source-destination pairing, the maximal uniformly achievable per-node rate scales like Θ(n ±ε ) for any ε > 0. In other words, in dense networks cooperative communication can increase achievable rates close to constant scaling in n. The Θ(n ±ε ) scaling law was subsequently tightened to n
in [14] , [15] . While these results removed the protocol channel model assumption made in [6] , they kept the assumptions of random node placement and random source-destination pairing with uniform rate. Wireless networks with random node placement but arbitrary traffic pattern have been analyzed in [16] , [17] for the protocol channel model and in [18] for the Gaussian fading channel model. On the other hand, wireless networks with random source-destination pairing but arbitrary node placement have been investigated in [19] for the protocol channel model and in [14] for the Gaussian fading channel model. While methods similar to the ones developed in [19] can also be used to analyze wireless networks with arbitrary node placement and arbitrary traffic pattern under the protocol channel model, the performance of such general networks under a Gaussian channel model (i.e., an information-theoretic characterization of achievable rates) is unknown.
B. Contributions of This Paper
In this paper, we consider this general problem of determining achievable rates in dense wireless networks with arbitrarily placed nodes and arbitrary traffic pattern. We assume a Gaussian fading channel model, i.e., our approach is informationtheoretic, imposing no restrictions on the nature of communication schemes used. We analyze the n×n-dimensional unicast capacity region Λ UC (n) ⊂ R n×n + , and the n × 2
of an arbitrary dense wireless network. Λ UC (n) describes the collection of all achievable unicast traffic patterns (in which each message is to be sent to only one destination node), while Λ MC (n) describes the collection of all achievable multicast traffic patterns (in which each message is to be sent to a set of destination nodes). We provide approximations Λ UC (n) and
and Λ MC (n) in the sense that
for constants K 1 , K 2 not depending on n. In other words, Λ UC (n) and Λ MC (n) approximate the unicast and multicast capacity regions Λ UC (n) and Λ MC (n) up to a factor O(log(n)). This provides tight (again, up to a factor O(log(n))) scaling results for arbitrary traffic pattern and arbitrary node placement.
The results presented in this paper improve the known results in several respects. First, as already pointed out, they require no probabilistic modeling of the node placement or traffic pattern, but rather are valid for any node placement and traffic pattern. Second, they provide information-theoretic scaling results that are considerably tighter than the best previously known, namely up to a factor O(log(n)) here as compared to O(n ε ) in [13] (which was later tightened to n
in [14] , [15] ). Moreover, we provide an explicit expression for the pre-constant in the O(log(n)) term that is quite small, and hence our bounds yield good results also for small and moderate sized wireless networks. Third, the achievable scheme used to prove the inner bound in this paper is rather simple, in that the only cooperation needed between users is to perform interference alignment. This contrasts with the communication schemes achieving near linear scaling presented so far in the literature. These schemes require hierarchical cooperation and are hence difficult to implement in practice.
C. Organization
The remainder of this paper is organized as follows. Section II introduces the network model and notation. Section III presents the main results of this paper. Section IV describes the communication schemes used to prove achievability. Section V contains concluding remarks.
Due to space constraints, results in this paper are presented without proof. These can be found in the journal version of the paper.
II. NETWORK MODEL AND NOTATION
be a square of area one, and consider n nodes V (n) ⊂ A(n) (with |V (n)| = n) placed in an arbitrary manner on A(n) with a minimum separation between nodes of at least r min n
for some constant r min ∈ (0, 1] independent of n. Note that we do not make any probabilistic assumptions on the node placement, but rather consider an arbitrary (deterministic) placement of nodes on A(n).
We assume the following channel model. The received signal y v [t] at node v at time t is given by
where h u,v [t] is the channel gain between nodes u and v, x u [t] is the signal sent by node u, and z v [t] is additive receiver noise at node v, all at time t. We impose a unit average power constraint on the transmitted signal {x u [t]} t at each node u. associates with each node pair (u, w) ∈ V (n) × V (n) the rate λ UC u,w at which node u wants to transmit a message to node w. The messages corresponding to distinct (u, w) pairs are assumed to be independent. Note that we allow the same node u to be source for several destinations w, and the same node w to be destination for several sources u. The unicast capacity region
is the collection of all achievable unicast traffic matrices
associates with every pair of node u ∈ V (n) and subset W ⊂ V (n) the rate λ MC u,W at which node u wants to multicast a message to the nodes in W , i.e., every node w ∈ W wants to receive the same message from u. The messages corresponding to distinct (u, W ) pairs are again assumed to be independent. Note that we allow the same node u to be source for several multicast groups W , and the same subset W of nodes to be multicast group for several sources u. The multicast capacity region
is the collection of all achievable multicast traffic matrices λ MC ∈ R n×2 n + . Throughout, we denote by log the logarithm with respect to base 2.
III. MAIN RESULTS
We now present the main results of this paper. Section III-A provides a scaling characterization of the unicast capacity region Λ UC (n) and Section III-B provides a scaling characterization of the multicast capacity region Λ MC (n) of a dense wireless network. Fig. 1 . The set b Λ UC (n) approximates the unicast capacity region Λ UC (n) of the wireless network in the sense that b 1 (n) b Λ UC (n) (with b 1 (n) = 2 −α ) provides an inner bound to Λ UC (n) and b 2 (n) b Λ UC (n) (with b 2 (n) = log`n 2+α/2 r −α min´) provides an outer bound to Λ UC (n). The figure shows two dimensions (namely λ UC 1,2 and λ UC 2,1 ) of the n×n-dimensional set Λ UC (n).
A. Unicast Traffic
is the collection of all unicast traffic matrices λ UC ∈ R n×n + such that for every node u in the network the total traffic w =u λ UC u,w from u is less than one, and such that for every node w in the network the total traffic u =w λ UC u,w to w is less than one.
The next theorem shows that Λ UC (n) is a tight approximation of the unicast capacity region Λ UC (n) of the wireless network.
Theorem 1.
For all α ≥ 2, r min ∈ (0, 1], and n ∈ N,
Theorem 1 states that Λ UC (n) approximates Λ UC (n) up to a factor O(log(n)). In other words, Λ UC (n) provides a scaling characterization of the unicast capacity region Λ UC (n). This scaling characterization is considerably more general than the standard scaling results, in that it provides information on the entire n × n-dimensional unicast capacity region (see Figure  1 ). In particular, define
to be the largest multiple ρ such that ρλ UC is achievable. Then for any arbitrary node placement V (n) and arbitrary unicast traffic matrix λ UC ∈ R n×n + , Theorem 1 determines ρ * λ UC (n) up to a multiplicative gap of order O(log(n)) uniform in λ UC . This contrasts with the standard scaling results, which provide information on ρ * λ UC (n) only for a random node placement V (n) and a random unicast traffic matrix λ UC (constructed by pairing nodes into n source-destination pairs with uniform rate).
Theorem 1 reveals also that the unicast capacity region of a dense wireless network has a rather simple structure in that it can be approximated up to a factor O(log(n)) by an intersection of 2n halfspaces. Each of these halfspaces corresponds to a cut in the wireless network, bounding the total rate across this cut. While there are 2 n such cuts in the network, Theorem 1 implies that only a small fraction of them are of asymptotic relevance. A closer look at the definition of Λ UC (n) reveals that these are precisely the cuts involving just a single node (with traffic flowing either into or out of that node).
B. Multicast Traffic
Similarly to Λ UC (n) defined in Section III-A, the region
such that for every node u in the network the total traffic
from u is less than one, and such that for every node w in the network the total traffic
to w is less than one. The next theorem shows that Λ MC (n) is a tight approximation of the multicast capacity region Λ MC (n) of the wireless network.
Theorem 2.
Theorem 2 asserts that Λ MC (n) approximates Λ MC (n) up to a factor O(log(n)). In other words, as in the unicast case, we obtain a scaling characterization of the multicast capacity region Λ MC (n). Again, this scaling characterization is considerably more general than standard scaling results, in that it provides information about the entire n × 2 n -dimensional multicast capacity region Λ MC (n) (similar to the unicast case as illustrated in Figure 1) . Define, as for unicast traffic matrices,
to be the largest multiple ρ such that ρλ MC is achievable. Then Theorem 2 allows to determine ρ * λ MC (n) up to a multiplicative gap (uniform in λ MC ) of order O(log(n)) for any arbitrary node placement V (n) and arbitrary multicast traffic matrix
In particular, no probabilistic assumptions about the structure of V (n) or λ MC are necessary. As with Λ UC (n), Theorem 2 implies that the multicast capacity region of a dense wireless network is approximated up to a factor O(log(n)) by an intersection of 2n half spaces.
In other words, we are approximating a region of dimension n × 2 n (i.e., exponentially big in n) through only a linear number of inequalities. As in the case of unicast traffic, each of these inequalities corresponds to a cut in the wireless network, and it is again the cuts involving just a single node that are asymptotically relevant.
IV. COMMUNICATION SCHEMES
This section describes the communication schemes that achieve the inner bounds in Theorems 1 and 2. Both schemes use the idea of interference alignment as a building block, which is recalled in Section IV-A. The communication scheme for unicast traffic is introduced in Section IV-B, and the scheme for multicast traffic in Section IV-C.
A. Interference Alignment
Interference alignment is a technique introduced recently in [1] , [2] . The technique is best illustrated with an example taken from [3] . Assume we pair the nodes V (n) into sourcedestination pairs 
Thus, by sending the same information twice (i.e., x ui [t 1 ] = x ui [t 2 ]), every source node u i is able to communicate with its destination node w i at essentially half the rate possible without any interference.
Using this idea and the symmetry and ergodicity of the distribution of the channel gains, the following result is shown in [3] .
Theorem 3. For any source-destination pairing
such that u i = u j and w i = w j for i = j, the rates
For a source-destination pairing {u i , w i , } n i=1 as in Theorem 3, construct a matrix S ∈ R n×n + such that S ui,wj = 1 1 {i=j} . Note that S is a permutation matrix, and we will call such a traffic pattern a permutation traffic. Since r ui,wi ≤ √ 2, and hence (using α ≥ 2) log(1 + 2r
Theorem 3 provides an achievable scheme showing that
In other words, Theorem 3 shows that for every permutation traffic, a per-node rate of 2 −α/2 is achievable. In the next two sections, we will use this communication scheme for permutation traffic to construct communication schemes for general unicast and multicast traffic.
B. Communication Scheme for Unicast Traffic
Consider a general unicast traffic matrix λ UC ∈ R n×n + . If λ UC happens to be a scalar multiple of a permutation matrix then Theorem 3 provides us with an achievable scheme to transmit according to λ UC . If we want to apply Theorem 3 for general λ UC , we will need to schedule transmissions into several slots such that in each slot transmission occurs according to a permutation traffic. In other words, we have transformed the original problem of communicating over a wireless network into a problem of scheduling over a switch with n input and n output ports and traffic requirement λ UC . This problem has been widely studied in the literature.
In particular, using a result from von Neumann [20] and Birkhoff [21] (see also [22] for the application to switches) it can be shown that for any λ UC ∈ Λ UC (n) there exist a collection of schedules {S i } (essentially permutation matrices) and nonnegative weights {ω i } summing to one such that
This suggests the following communication scheme. Split time into slots according to the weights {ω i }. In the slot corresponding to ω i , send traffic over the wireless network using interference alignment for the schedule S i . In other words, we time share between the different schedules {S i } according to the weights {ω i }. We show that this communication scheme achieves any point in 2 −α/2 Λ UC (n). Combined with a matching outer bound, we show that this scheme is optimal for any unicast traffic pattern up to a factor 2 α/2 log n 2+α/2 r −α min .
C. Communication Scheme for Multicast Traffic
We now turn to multicast traffic. Given the achievable scheme presented for unicast traffic in Section IV-B reducing the problem of communication over a wireless network to that of scheduling over a switch, it is tempting to try the same approach for multicast traffic as well. Unfortunately, scheduling of multicast traffic over switches is considerably more difficult than the corresponding unicast version (see, for example, [23] for converse results showing the infeasibility of multicast scheduling over switches with finite speedup). We therefore adopt a different approach.
Consider a source node u ∈ V (n) that wants to multicast a message to destination group W ⊂ V (n). The proposed communication scheme operates in two phases. In the first phase, the node u splits its message into n equal length parts. It then sends one (distinct) part over the wireless network to each node in V (n). Thus, after the first phase, each node in V (n) has access to a fraction 1 n of the original message. In the second phase, each node in V (n) sends its message parts to all the nodes in W . Thus, at the end of the second phase, each node in W can reconstruct the entire message. All pairs (u, W ) operate simultaneously within each phase, and contention within the phases is resolved by appropriate scheduling. A different way to look at this proposed communication architecture is as follows. Consider the n nodes in V (n), and construct a graph G = (V G , E G ) with V G V (n) ∪ {v * } for some additional node v * / ∈ V (n) and with (u, v) ∈ E G if either u = v * or v = v * . In other words, G is a "star" graph with central node v * (see Figure 2) . We assign to each edge e ∈ E G an edge capacity of one. The proposed communication scheme for the wireless network can then be understood as a two layer architecture, consisting of a physical layer and a routing layer. The physical layer implements the graph abstraction G, and the routing layer routes data over G.
We show that the set of rates Λ MC G (n) that can be routed over G is equal to Λ MC (n). We then argue that if λ MC ∈
is achievable. Combining this with a matching outer bound, we show that the proposed communication scheme is optimal for any multicast traffic pattern up to a factor 2 1+α/2 log n 2+α/2 r −α min . V. CONCLUSIONS We presented inner and outer bounds on the n × ndimensional unicast capacity region Λ UC (n) and the n × 2 n -dimensional multicast capacity region Λ MC (n) of a dense wireless network with n nodes placed arbitrarily on the unit square. These bounds are tight up to a factor O(log(n)) (with a pre-constant that is rather small), and hence they yield fairly tight scaling laws for achievable rates under any unicast or multicast traffic pattern and any node placement.
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