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Abstract
For given distinct numbers λ1±µ1i, λ2±µ2i, . . . , λk±µki ∈ C \R and
γ1, γ2, . . . , γl ∈ R, and a given graph G with a matching of size at least k,
we will show that there is a real matrix whose eigenvalues are the given
numbers and its graph is G. In particular, this implies that any real ma-
trix with distinct eigenvalues is similar to a real, irreducible, tridiagonal
matrix.
Keywords: Inverse Eigenvalue Problem, Graph, Jacobian Method, Im-
plicit Function Theorem, Transversal Intersection
MSC 2010: 05C50, 15A18, 15A29, 15B57, 65F18
1 Introduction
A directed graph G = (V,E) is a pair of sets V and E where V is the set of
vertices of G, and E, the set of edges of G, is a subset of V × V . That is,
each element of E is an ordered pair (u, v), with u, v ∈ V . We say a graph G is
loopless when for each (u, v) ∈ E, we have u 6= v. In this paper we only consider
loopless graphs. If (u, v) ∈ E then we say u is adjacent to v and denote it by
u→ v. Note that such a graph might have both edges (u, v) and (v, u), but since
E is a set, there are no multiple edges from u to v. A directed loopless graph
G = (V,E) is said to have a matching of size k if E contains k vertex-disjoint
edges (u1, v1), . . . , (uk, vk) and their reverses (v1, u1), . . . , (vk, uk).
If for each u 6= v the edge (u, v) ∈ E if and only if (v, u) ∈ E, then G is
bidirected. Hence we can ignore the directions of edges and consider E as a set
of 2-subsets of V . That is, E ⊂
{
{u, v}
∣∣u, v ∈ V }. In this case we call G an
undirected graph. An undirected loopless graph G = (v, E) is said to have a
matching of size k if E contains k vertex-disjoint edges {u1, v1}, . . . , {uk, vk}
Let A ∈ Rn×n. We say a (directed or undirected) loopless graph G is the
graph of the matrix A when for each i 6= j we have Ai,j 6= 0 if and only if i→ j.
Note that the diagonal entries of A can be zero or nonzero.
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It is of interest to study the existence of matrices with given spectral prop-
erties and graph, see [3, Chapter 4]. For the problems when the solution matrix
is not necessarily symmetric see [2] for a survey on the structured inverse eigen-
value problems with an extensive bibliography, specially SIEP6b, and see [1]
for the minimum rank problems. In Section 2 we provide some machinery in
order to prove the main theorem in Section 3 about the existence of a solution
for the inverse eigenvalue problem for a graph when the solution matrix is not
necessarily symmetric.
2 Preliminaries
In this section we first introduce the notion of transversality, and use it to show
simple real roots of a real polynomial remain real under small perturbations.
Then we give an example of a real matrix whose spectrum is a given set of
real numbers and pairs of complex conjugate numbers. For the given matrix we
define a neighborhood of its spectrum and put an order on it. We finally study
the how small perturbations of the matrix changes its simple eigenvalues.
2.1 Transversal intersections
Here we first define two families of manifolds and show that they intersect
transversally at some points. Then we will use this result to show that small
perturbation of a real polynomial does not change the number of its simple real
roots.
Let
pt(x) = x
n + an−1(t)xn−1 + · · ·+ a1(t)x+ a0(t) ∈ R[x], (1)
where for each i = 0, 1, . . . , n− 1 the coefficient ai(t) is a continuous function of
t from (−1, 1) to R. For each t ∈ (−1, 1) define
P (t) = {(x, pt(x)) ∈ R
2
∣∣ x ∈ R}, (2)
and
S = {(x, 0) ∈ R2
∣∣x ∈ R}. (3)
Note that S and P (t) for each t ∈ (−1, 1) are smooth manifolds of R2. The
tangent space to S at any point (x0, 0) ∈ R
2, TS.(x0,0), is S itself, and the tangent
space to P (t) at any point (x0, pt(x0)), TP (t).(x0,pt(x0)) is the tangent line to the
graph of y = pt(x) at the point (x0, pt(x0)). The latter tangent space is the set
TP (t).(x0,pt(x0)) = {(x0, p
′
t(x0)(x− x0) + pt(x0)
∣∣x ∈ R},
where p′t(x0) denotes the derivative of pt(x) evaluated at x0. It is evident that
TP (t).(x0,pt(x0)) is a line not parallel to S when x0 is not a root of p
′
t(x). In
particular, when x0 is a root of pt(x), then P (t) and S intersect transversally at
x0 if and only if x0 is a simple root of pt(x). We shall need the following special
case of [6, Lemma 2.1].
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Lemma 2.1. Let P (t) and S(t) be smooth families of manifolds in RN , for
some positive integer N , and assume that P (0) and S(0) intersect transversally
at x. Then there exists a neighborhood W ⊆ R2 of the origin, such that for each
ε = (ε1, ε2) ∈ W , the manifolds P (ε1) and S(ε2) intersect transversally at a
point x(ε), so that x(0) = x and x(ε) depends continuously on ε.
The following lemma shows that if p(x) is a polynomial in R[x] with k simple
real roots, then any sufficiently small perturbation of p(x) also has k simple real
roots.
Lemma 2.2. Let pt(x) be defines as in Equation (1). If p0(x) has a simple real
root, then there is ε > 0 such that for each −ε < t < ε the polynomial pt(x) has
a simple real root.
Proof. Let x0 be a simple root of p0(x), and let S and P (t) be defines be
Equations (2) and (3). Then S and P (0) intersect transversally at x0, and thus
by Lemma 2.1 there is an ε > 0 such that for any −ε < t < ε the manifolds
P (t) and S intersect transversally at x0(t) where x0(0) = x0 and x0(t) depends
continuously on t. In particular, x0(t) is a simple root of pt(x).
Corollary 2.3. If p(x) is a polynomial of degree n in R[x] with k simple real
roots and n− k distinct non-real roots, then any sufficiently small perturbation
of p(x) also has k simple real roots and n− k distinct non-real roots.
2.2 A matrix with a given spectrum
Now, we show that for given l distinct real numbers, 2k distinct non-real num-
bers which are conjugate pairs, there is a real matrix whose eigenvalues are the
given numbers. Then we define some (ordered) neighbourhood of its spectrum.
Example 2.4. There is a real matrix A whose eigenvalues are given numbers
λj ± µj i ∈ C \ R for j = 1, 2, . . . , k, and γj ∈ R for j = 1, 2, . . . , l. Let
A =

 k⊕
j=1
[
λj µj
−µj λj
]
⊕

 l⊕
j=1
[
γj
] .
Note that a unit eigenvector corresponding to the eigenvalue λj ± µj i is
vj =
1√
2


0
...
0
1
±i
0
...
0


.
2j
2j − 1
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Furthermore, note that the corresponding eigenvector of the same eigenvalue
for A⊤ is wj = vj .
Remark 2.5. Note that this simple example shows that any real matrix is
similar to a tridiagonal real matrix.
Now, we define a matrix of variables for a graph G and we will consider the
rate of change of its eigenvalues as the variables change. Let G be a graph on
n = 2k + l vertices and k + m edges. Assume that G has a matching M ={
{1, 2}, {3, 4}, . . . , {2k − 1, 2k}
}
, and let the rest of the edges of G be denoted
by {ir, jr}, with ir < jr for r = 1, 2, . . . ,m. Also, let x = (x1, x2, . . . , xk),y =
(y1, y2, . . . , yk) ∈ R
k, z = (z1, z2, . . . , zl) ∈ R
l, and u = (u1, u2, . . . , um),ω =
(ω1, ω2, . . . , ωm) ∈ R
m.
Define M = M(x,y, z,u,ω) with xj on the (2j − 1, 2j − 1) and (2j, 2j)
positions and yj on the (2j−1, 2j) position and −yj on the (2j, 2j−1) position,
for j = 1, 2, . . . , k; and zj on the (2k + j, 2k + j) position, for j = 1, 2, . . . , l;
and ur on (ir, jr) position, and ωr on (jr, ir) position, for r = 1, 2, . . . ,m. The
matrix M has the following form
M =


x1 y1
−y1 x1
. . .
xk yk
−yk xk
z1
. . .
zl


,
where the entries not shown are either 0, some ur, or some ωr. Note that
M(λ1, . . . , λk, µ1, . . . , µk, γ1, . . . , γl, 0, . . . , 0) = A,
where A is the matrix in Example 2.4.
Now, and for the rest of this paper, assume that
Λ = {λj ± µj i ∈ C \ R | j = 1, 2, . . . , k} ∪ {γj ∈ R | j = 1, 2, . . . , l}
is a fixed set of n = 2k+ l distinct numbers. Define an ε-neighborhood of a set
S ⊆ C to be the set of points that are of distance at most ε from a point of S,
that is,
Nε(S) = {z ∈ C | |z − s| < ε for some s ∈ S}.
Since Λ consists of n distinct points in the complex plain, there is an ε such
that Nε(Λ) consists of n disjoint discs D
+
1 ,D
+
2 , . . . ,D
+
k , D
−
1 ,D
−
2 , . . . ,D
−
k , and
D1,D2, . . . ,Dl where D
+
j contains λj+µji, D
−
j contains λj−µji, and Dj contains
γj . Also, let D
′
j denote Dj ∩ R, and
D =

 k⋃
j=1
D
+
j

 ∪

 k⋃
j=1
D
−
j

 ∪

 k⋃
j=1
D
′
j

 .
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Observation 2.6. Let A ∈ Rn×n have n distinct eigenvalues. Then for an
eigenvalue λ and corresponding left eigenvector u⊤ and right eigenvector v, we
have u⊤v 6= 0.
Proof. Let J be the Jordan canonical form of A. Since all the eigenvalues of A
are simple, J is diagonal. Let A = SJS−1 for some invertible matrix S. Observe
that for an eigenvalue λ there is an 1 ≤ i ≤ n such that the i-th column of S, si,
is a right eigenvector of A for the eigenvalue λ, and the i-th row of S−1, si⊤, is
a left eigenvector of A for the eigenvalue λ. Since S−1S = I we have si⊤si = 1.
This implies u⊤v 6= 0.
2.3 Small perturbations of a matrix and its eigenvalues
In this part we study the effect of small perturbations of a matrix on its eigen-
values and define a function that maps a matrix to its eigenvalues. Then we
will show that the Jacobian matrix of this function evaluated at a certain point
has full rank.
If the matrix M is in a small neighborhood of A, then its eigenvalues lie in
Nε(Λ). Moreover, Lemma 2.3 implies that the real eigenvalues of M lie in D
′
j ’s.
Let λj(M) denote the real part of the eigenvalue of M that lies in D
+
j , µj(M)
denote the imaginary part of the eigenvalue of M that lies in D+j , and γj(M)
denote the real eigenvalue of M that lies in D′j .
Now define a function f in a small neighborhood of A as follows:
f : R(2k+l)+2m → R2k+l (4)
M 7→
(
λ1(M), . . . , λk(M) , µ1(M), . . . , µk(m) , γ1(M), . . . , γl(M)
)
.
(5)
Thus, f maps a small neighborhood of A to D. The goal is to show that the
Jacobian of this function has full row rank. The following two lemmas calculates
the derivative of each of components of f .
Lemma 2.7. Let A and B be real matrices where A has distinct eigenvalues
λr ± µri ∈ C \ R, for r = 1, 2, . . . , k, and γr ∈ R, for r = 1, 2, . . . , l. let
vr’s be corresponding unit eigenvectors of A, and wr’s be corresponding unit
eigenvectors of A⊤. Also, Let A(t) = A + tB, for t ∈ (−1, 1). Then the
followings hold:
∂
∂t
λj(A(t)) = Re(ζ) and
∂
∂t
µj(A(t)) = Im(ζ),
where ζ =
w⊤r Bvr
w⊤r vr
.
Proof. Let vr(t) be a unit eigenvector of A(t) corresponding to λr(t) + µr(t)i.
Note that
A(t)→ A, vr(t)→ vr, λr(t)→ λr, and µr(t)→ µr,
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as t→ 0. Note that
A(t)vr(t) = (λr(t) + µr(t)i)vr(t).
Differentiating with respect to t we have
A˙(t)vr(t) +A(t)v˙r(t) = (λ˙r(t) + µ˙r(t)i)vr(t) + (λr(t) + µr(t)i)v˙r(t).
Letting t = 0 we have
Bvr +Av˙r(0) = (λ˙r(0) + µ˙r(0)i)vr + (λr + µri)v˙r(0).
Multiply both sides by w⊤r from left
w⊤r Bvr +w
⊤
r Av˙r(0) = (λ˙r(0) + µ˙r(0)i)w
⊤
r vr + (λr + µri)w
⊤
r v˙r(0).
since w⊤r A = (λr + µri)w
⊤
r we get
w⊤r Bvr + (λr + µri)w
⊤
r v˙r(0) = (λ˙r(0) + µ˙r(0)i)w
⊤
r vr + (λr + µri)w
⊤
r v˙r(0).
The second terms in left hand side and right hand side of the equation are equal.
Thus
w⊤r Bvr = (λ˙r(0) + µ˙r(0)i)w
⊤
r vr.
By Observation 2.6 we have w⊤r vr 6= 0. Hence
λ˙r(0) + µ˙r(0)i =
w⊤r Bvr
w⊤r vr
. (6)
Conjugating both sides we get
λ˙r(0)− µ˙r(0)i =
w⊤r Bvr
w⊤r vr
. (7)
Now once add equations (6) and (7) and once subtract them to get
λ˙r(0) = Re
(
w⊤r Bvr
w⊤r vr
)
, (8)
µ˙r(0) = Im
(
w⊤r Bvr
w⊤r vr
)
. (9)
Lemma 2.8. Let A be the matrix in Example 2.4, and let Eij denote the matrix
of appropriate size with a 1 on its (i, j)-entry and zeros elsewhere. Also, let B
in Lemma 2.7 be one of the followings:
1. B = E2j−1,2j−1 + E2j,2j, for some j = 1, 2, . . . , k,
2. B = E2j−1,2j − E2j,2j−1, for some j = 1, 2, . . . , k, or
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3. B = E2k+j,2k+j , for some j = 1, 2, . . . , l.
Then
∂
∂t
λr(A(0)) =


1; if t is in (2r − 1, 2r − 1) or (2r, 2r) position
for r = 1, 2, . . . k or r is in (2k + r, 2k + r)
position for r = 1, 2, . . . , l.
0; otherwise,
and
∂
∂t
µr(A(0)) =


1; if t is in (2r − 1, 2r) or (2r, 2r − 1) position
for r = 1, 2, . . . k,
0; otherwise.
Proof. Note that for matrix A in Example 2.4 wr = vr. Thus w
⊤
r vr = 1 and
w⊤r Bvr =


wr2j−1vr2j−1 +wr2jvr2j (in case 1),
wr2j−1vr2j −wr2jvr2j−1 (in case 2),
wr2k+jvr2k+j (in case 3).
Thus
w⊤r Bvr =


1; if and only if r = j (in case 1),
i; if and only if r = j (in case 2),
1; if and only if r = 2k + j (in case 3).
Now we are ready to evaluate the Jacobian of the function f .
Corollary 2.9. Let A be the matrix in Example 2.4, and the function f be
defined by Equation (4). Also, let Jacx,y,z denote the matrix obtained from the
Jacobian matrix of f by keeping only the columns corresponding to the deriva-
tives with respect to xj ’s, yj’s, and zj’s. Then
Jacx,y,z(f)
A
= I,
where I denotes the identity matrix of size 2k + l, and thus it is nonsingular.
3 Main Result
In this section we prove that for given l distinct real numbers, 2k distinct
non-real numbers which are conjugate pairs, and a graph on n vertices with
a matching of size at least k, there is a real matrix whose eigenvalues are the
given numbers and its graph is the given graph.
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Theorem 3.1. For given distinct numbers λ1±µ1i, λ2±µ2i, . . . , λk±µki ∈ C\R
and γ1, γ2, . . . , γl ∈ R, and a given graph G on 2k + l vertices with a matching
of size at least k there is a real matrix whose eigenvalues are the given numbers
and its graph is G.
Proof. Let A be the matrix in Example 2.4, matrix M be defined as above, and
function f be defined by Equation (4). Let λ = (λ1, . . . , λk), µ = (µ1, . . . , µk),
and γ = (γ1, . . . , γl). also, let 0 denote a zero vector of appropriate size. Note
that
M(λ,µ,γ,0,0) = A.
Also note that
f(λ,µ,γ,0,0) = (λ,µ,γ).
Furthermore, by Corollary 2.9 we have
Jacx,y,z(f)
A
= I,
and hence it is nonsingular. Then by the Implicit Function Theorem for any
small ε, δ ∈ Rm, there are λ,µ,γ close to λ,µ,γ such that f(λ,µ,γ, ε, δ) =
(λ,µ,γ). Choose λ, µ, and γ such that they have no zero entries, and let
A˜ = M(λ,µ,γ, ε, δ). Then eigenvalues of A˜ are λj ± µj i for j = 1, 2, . . . , k and
γj for j = 1, 2, . . . l, and graph of A˜ is G.
Remark 3.2. If all the prescribed eigenvalues are real, one can always choose
ε = δ to find a symmetric matrix A˜. Also, if all the prescribed eigenvalues are
purely imaginary, one can always choose ε = −δ to make A˜ the sum of a skew-
symmetric matrix and a diagonal matrix. The case with all real eigenvalues was
previously proven in [5] and the case with all purely imaginary eigenvalues was
shown in [4], and the constructed matrix is shown to have a zero diagonal, that
is, it is a skew-symmetric matrix.
Corollary 3.3. For a given graph G with a matching of size k, any real matrix
with distinct eigenvalues which at most 2k of them are non-real, is similar to a
real matrix whose graph is G.
Note that this implies any real matrix with distinct eigenvalues is similar to
a tridiagonal real matrix with nonzero superdiagonal and subdiagonal entries.
On the other hand any real tridiagonal matrix with nonzero superdiagonal and
subdiagonal entries has distinct eigenvalues. Thus we have the following corol-
lary.
Corollary 3.4. A real matrix has distinct eigenvalues if and only if it is similar
to a real irreducible tridiagonal matrix.
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