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Abstract
This paper explains some fundamental ideas of feedback control of quantum systems
through the study of a relatively simple two-level system coupled to optical field channels.
The model for this system includes both continuous and impulsive dynamics. Topics
covered in this paper include open and closed loop control, impulsive control, optimal
control, quantum filtering, quantum feedback networks, and coherent feedback control.
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1 Introduction
We are currently witnessing the beginnings of a new era of technology—an era of technology
that fully exploits the unique resources of quantum mechanics. This “second quantum rev-
olution” (Dowling and Milburn, 2003) will demand a new generation of engineering method-
ologies. Quantum engineering will be a new branch of engineering focused on the design and
manufacturing of quantum technologies. At present, quantum engineering is embryonic and
includes activities that range from laboratory experimentation of new devices and systems, to
the development of the theory that inspires and supports the creation of these new devices
and systems. Just as today’s non-quantum engineering arose from the foundations of classical
physics, mathematics, and (most importantly) entrepreneurship, quantum engineering is be-
ginning to evolve from the fundamental principles of quantum physics and mathematics and
examples of quantum entrepreneurship can now be seen.
This document is focused on one aspect of this second quantum revolution—quantum
control. Control, of course, is essential to technology, and indeed played a key enabling role
during the industrial revolution. Quantum control originated in the sciences, and we are now
beginning to see the growth of quantum control research in engineering. In what follows we
look at some recent developments in quantum control theory from the perspective of a control
theorist. We hope that readers will see how various contributions to quantum control fit
together. In particular, the paper explains some fundamental ideas of feedback control through
the study of a relatively simple two-level system coupled to optical field channels. This model
for this system includes both continuous and impulsive dynamics.
This paper is organized as follows. In Section 2 we describe some of the main types of
quantum control that have appeared in the literature. In Section 3 we discuss several aspects
of open loop control: (i) time optimal control for a closed system, (ii) impulsive optimal con-
trol, and (iii) regulation of systems subject to relaxation. In preparation for our more detailed
discussion of quantum feedback, Section 4 describes quantum feedback networks (QFN), while
Section 5 presents some of the basic ideas of quantum filtering, which is seen as a natural ex-
tension of statistical reasoning to quantum mechanics. We then consider two types of optimal
measurement feedback control problems in Section 6, and discuss the important idea of infor-
mation states for feedback control. Finally, Section 7 presents some ideas concerning coherent
feedback control.
Notation and Preliminaries
Quantum mechanics is usually represented mathematically using a Hilbert space. In this
chapter, H will denote a finite dimensional Hilbert space, say H = Cn, the n-dimensional
2
complex vector space. In Dirac’s notation, the inner product for H is denoted
〈ψ|φ〉 =
n∑
j=1
ψ∗jφj .
The vector |φ〉 ∈ H is denoted (represented by a column vector of length n with complex entries
ψj), is called a ket, while dual (row) vectors are called bras and written as
〈ψ|.
A linear operator on H is denoted A1 (typically represented by an n× n complex matrix).
For any operator A its adjoint2 A∗ is an operator defined by
〈A∗ψ|φ〉 = 〈ψ|Aφ〉 for all 〈ψ|, |φ〉.
The adjoint |ψ〉∗ of a vector |ψ〉 is a dual vector (represented by a row vector):
〈ψ| = |ψ〉∗.
An operator A is called normal if AA∗ = A∗A. Two important types of normal operators are
self-adjoint (A = A∗), and unitary (A∗ = A−1).
The spectral theorem says that if A is a self-adjoint operator on a finite dimensional Hilbert
space H = Cn, the eigenvalues (not necessarily distinct) spec(A) = {aj}nj=1 of A are real and
A can be written as
A =
∑
a∈spec(A)
aPa, (1)
where Pa is the projection
Pa =
∑
j:aj=a
|aj〉〈aj|, (2)
and {|aj〉}nj=1 are the corresponding orthonormal eigenvectors. The projections resolve the
identity
∑
a∈spec(A) Pa = I.
Let’s denote the collection of all (bounded, linear) operators on a Hilbert space H by B =
B(H). The set B can be thought of as a vector space, where operators A ∈ B are “vectors”.
Indeed, if α1 and α2 are complex numbers and A1, A2 ∈ B, then the linear combination
α1A1 + α2A2 is the operator in B defined by
(α1A1 + α2A2)|ψ〉 = α1A1|ψ〉+ α2A2|ψ〉, for all |ψ〉 ∈ H. (3)
Note that the linear combination on the RHS of (3) is a linear combination of vectors in the
Hilbert space H. We can multiply operators,
(A1A2)|ψ〉 = A1(A2|ψ〉), for all |ψ〉 ∈ H, (4)
1We do not useˆto indicate operators. Later, we will useˆto denote an estimate Xˆ of operators X .
2Note that we use A∗ to denote adjoint of an operator A instead of A†. However, if A = (ajk) is a matrix
(with operator or complex number entries ajk), we write A
† = (a∗kj) (conjugate transpose).
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so that A1A2 ∈ B if A1, A2 ∈ B. Also, the adjoint A∗ ∈ B if A ∈ B. So the collection
B of operators is closed under addition, scalar multiplication, multiplication, and adjoints—
mathematically, B is called a ∗-algebra. This mathematical structure is fundamental to quan-
tum mechanics.
Tensor products are used to describe composite systems. If H1 and H2 are Hilbert spaces,
the tensor product H1 ⊗H2 is the Hilbert space consisting of linear combinations of the form
|ψ1〉 ⊗ |ψ2〉, and inner product 〈ψ1 ⊗ ψ2, φ1 ⊗ φ2〉 = 〈ψ1, φ1〉〈ψ2, φ2〉. Here, |ψ1〉, |φ1〉 ∈ H1
and |ψ2〉, |φ2〉 ∈ H2. If A1 and A2 are operators on H1 and H2, respectively, then A1 ⊗ A2 is
an operator on H1 ⊗H2 and is defined by (A1 ⊗ A2)(|ψ1〉 ⊗ |ψ2〉) = A1|ψ1〉 ⊗ A2|ψ2〉. Often,
|ψ1〉 ⊗ |ψ2〉 is written as |ψ1ψ2〉, and A1 ⊗A2 is written A1A2.
2 Types of Quantum Control
Due to their relative simplicity and tractability, the two-level quantum system and the quantum
harmonic oscillator are two of the most important prototype models for quantum systems.
These models are widely used for describing real physical systems, as well as for tutorial
purposes. In this article we discuss a range of aspects of quantum control primarily focused
on the basic two-level quantum system as the system to be controlled. Two level systems are
used in quantum computing as the qubit, in NMR spectroscopy as a basic spin system, and in
quantum optics as a model for an atom with two energy levels. The oscillator plays a role in
the representation of an electromagnetic field to which the two-level atomic system is coupled,
Figure 1, [18, Fig. 9.1].
vacuum emitted photon
atom
Figure 1: An atom interacting with an electromagnetic field (e.g. photon emission).
In this chapter we consider a two-level atom coupled to several electromagnetic field chan-
nels. In the absence of any other influences, the behavior of the atom will evolve in time
according to the laws of quantum mechanics, as determined by the self-energy of the atom, the
nature of the fields and how they are coupled to the atom. The field channels may be used to
gather information about the atom, and to influence the behavior of the atom. Figure 2 shows
a schematic representation of an atom coupled to a pair of optical field channels, one of which
is used to describe light shone on the atom, while the other channel contains the outgoing
light, [18, Sec. 9.2]. Also shown is a channel used to apply a rapid radio-frequency (RF) pulse.
As will be explained, light shone on the atom may be regarded as a control signal that may be
classical or quantum in nature; the later allowing for coherent feedback control. In this article
we are interested in idealized impulsive models for pulses (zero width and infinite height).3
3In reality all pulses have non-zero width and finite height, and the impulsive model is useful when the time
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The impulsive signals are classical signals, but may be used to effect coherent transformations
of the system.
We now present a model for a controlled two level atom. Since a two-level atom is a
quantum system with two energy levels, the model makes use of the Pauli matrices
σ0 = I =
(
1 0
0 1
)
, σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (5)
Any observable of the atom can be expressed in terms of these matrices. In particular, the
atomic energy levels are the eigenvalues ±1
2
ω of the Hamiltonian H = 1
2
ωσz describing the
self-energy of the atom.
The atom interacts with the field channels by an exchange of energy that may be described
by first principles in terms of an interaction Hamiltonian, [18, Chapter 3]. In this article we
use an idealized quantum noise model for the open atom-field system which is well justified
theoretically and experimentally, [25], [17], [39], [18]. Each field channel has input and output
components, modeled as quantum stochastic processes. The input processes, B1(t) and B2(t),
drive an interaction-picture equation for a unitary operator U(t) governing the atom-field
system. If |ψa〉 and |ψf 〉 are initial atomic and field states respectively, the state of the atom-
field system at time t is U(t)|ψaψf 〉.
This continuous (in time) stochastic unitary model holds in the absence of the above-
mentioned impulsive actions. Now suppose that impulses are applied at times 0 ≤ τ 0 < τ 1 < . . .
by selection of a unitary V from a set V of unitaries. If Vk ∈ V is selected at time τk, the
state immediately after the impulse has been applied is VkU(τ k)|ψaψf〉. So the impulse is
modeled as instantaneously effecting a unitary transformation. Combining the continuous and
impulsive motions, we see that if τ k < t < τ k+1 the overall unitary at time t is
U(t) = U(t, τ k)VkU(τ k, τk−1)Vk−1 . . . U(τ 1, τ 0)V0U(τ 0, 0), (6)
where Vk ∈ V indicates which impulse was selected at time τk and U(t, s) is the unitary for
the continuous motion on the time interval (s, t) (s < t), with U(t, t) = I.
Let’s now look at the equations governing the hybrid continuous-impulsive dynamics.
We suppose that the two-channel field is initially in the vacuum state, which we denote by
|ψf〉 = |00〉. In this case the input processes B1(t) and B2(t) are independent quantum Wiener
processes, for which the non-zero Ito product are dBj(t)dB
∗
j (t) = dt (j = 1, 2). The atom-field
coupling is determined by coupling operators L1 =
√
κ1 σ− and L2 =
√
κ2 σ−, where
σ− =
(
0 0
1 0
)
is the lowering operator (the raising operator is defined by σ+ = σ
†
−), and κ1, κ2 > 0 are
parameters describing the strength of the coupling to each channel. The evolution of the
unitary U(t) is given by
dU(t) = {√κ1 dB∗1(t)σ− −
√
κ1 σ+dB1(t) +
√
κ2 dB
∗
2(t)σ− −
√
κ2 σ+dB2(t)
−1
2
((κ1 + κ2)σ+σ− + iωσz)dt}U(t), τk < t ≤ τ k+1,
U(τ+k ) = VkU(τ k). (7)
scales are such that the response to a rapid pulse is much faster than the other dynamics of the system.
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Here, τ+k indicates the value immediately after τk, i.e., the limit from the right. Equation (7)
is quantum stochastic differential equation with impulses, whose solution U(t) (of the form (6))
is determined by a sequence of time-impulse pairs
γ = ((τ 0, V0), (τ 1, V1), . . .). (8)
So far, we have not described how modulation of the field can be used to control the atom.
Let us now do so. Suppose we modulate the second field channel to be in a coherent state
| gu√
κ2
〉, where u(·) is a classical function of time (a classical control signal). We may model
this by replacing dB2(t) with iu(t)dt + dB2(t) (displacement, [18, sec. 9.2.4]). Provided the
corresponding output channel is not used for further interconnection, this may equivalently
be represented by replacing the Hamiltonian term H = 1
2
ωσz in equation (7) by the control-
dependent Hamiltonian
H(u) =
1
2
(ωσz + uσx). (9)
Thus we arrive at the following equations for the controlled atomic system:
dU(t) = {√κ1 dB∗1(t)σ− −
√
κ1 σ+dB1(t) +
√
κ2 dB
∗
2(t)σ− −
√
κ2 σ+dB2(t)
−(1
2
(κ1 + κ2)σ+σ− + iH(u(t)))dt}U(t), τk < t ≤ τ k+1,
U(τ+k ) = VkU(τ k). (10)
The solution U(t) will be determined by a classical control signal u(·) and time-impulse se-
quence γ. The controlled two-level atom is illustrated in Figure 2. Choice of u and γ before
being applied to the system (i.e. off-line) is called open loop control; no feedback of information
from the system is used.
atommodulation
Figure 2: Classical open-loop control of a two-level atom showing input B1(t), B2(t) and output
B1,out(t), B2,out(t) fields, as well as classical control variables u(t), γ.
What does feedback mean in the context of our two-level atomic system? The answer
depends on how information is extracted from the system and how this information is used to
change the behavior of the system. Accordingly, it is helpful to identify the following types of
quantum feedback:
1. Measurement feedback. The output field channel, say Bout,1(t), is continuously monitored
(measured) and the measurement signal is processed by a classical system, called a clas-
sical controller (implemented, say, in classical analog or digital electronics), to determine
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the closed loop control signals u and γ. This type of feedback involves a directional ex-
change of information between a quantum system and a classical system, and so involves
a loss of quantum information. Measurement feedback is illustrated in Figure 3.
atommodulation
classical
controller
measurement
classical
measurement 
signal
classical control signals
Figure 3: Measurement feedback control of a two-level atom showing measurement of the
output channel Bout,1(t) field, the classical controller, as well as classical measurement and
control signals.
2. Coherent feedback using quantum signals. An output field, say Bout,1(t), is not measured,
but rather is provided as an input field to another open quantum systems, which we
may call a coherent quantum feedback controller. This quantum controller coherently
“processes” Bout,1(t) to produce a field that is shone as an input into the second channel
of the atom. In the coherent feedback loop, information remains at the quantum level, and
flows in one direction around the loop. An example of a coherent feedback arrangement
is shown in Figure 4.
atom
quantum
controller
quantum
output 
signalquantum
control 
signal
Figure 4: Coherent feedback control of a two-level atom showing the quantum controller and
the quantum signals transmitted around the loop by the fields. No measurements are involved.
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3. Coherent feedback using direct coupling. Here, the atom is simply coupled directly to
another quantum system (without the aid of the fields). This may be regarded as a
form of feedback which is bidirectional, in the spirit of “control by interconnection” [43],
and does not involve directional quantum signals transmitted via fields. The second
quantum system also serves as a coherent quantum feedback controller, and as with
coherent feedback using quantum signals, all information remains at the quantum level.
Direct interaction between the atom and a coherent controller is shown schematically in
Figure 5.
atom
quantum
controller
direct
coupling
Figure 5: Direct coupling of two quantum systems provides a form of feedback control. No
signals, and no measurements, are used.
There is a large literature on the topic of coherent control, mainly arising from applications
in chemistry and NMR spectroscopy (for example, [40], [33]). How does this fit into the
terminology for control discussed above? Quite simply: direct couplings between systems may
be engaged via the application of a pulse (the coupling is active while the pulse is one, and
not active while it is off). The pulse may be regarded as an open loop signal applied to a
composite system, resulting in a unitary transformation. In the limit that the pulse has zero
width and infinite height, one obtains an impulsive representation of the open loop signal
and unitary action. Note that the quantum controllers discussed above could also depend on
classical control signals, although we have not included this possibility explicitly in the above
discussion. So the term “coherent control” is rather broadly used, and is meant to convey that
the control actions preserve quantum coherence in some way.
Of course, the two-level model given above may be generalized in a number of ways. For
instance, to cover other physical situations the Hamiltonian H and coupling operators L1 and
L2 may be redefined, and the fields may be placed in non-vacuum states.
3 Open loop control
Two of the very earliest papers on quantum control are [2] and [24]. The paper [2] discusses
open quantum models, filtering, and optimal feedback control. This work was well ahead of its
time, and was largely unknown for a considerable period. As we will see later on, Belavkin’s
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far-sighted ideas are highly relevant today. The paper [24], also very much ahead of its time,
looks at open loop control of quantum systems, the subject of this section.
3.1 Bilinear Systems
The simplest type of model for open loop control is that of an isolated two-level atom (no field
couplings) with a Hamiltonian H(u) depending on a classical control variable u. Indeed, we
have the following differential equation for the unitary U(t):
U˙(t) = −i1
2
(ωσz + uσx)U(t), U(0) = I. (11)
The open loop control system (11) defines a bilinear control system evolving on the Lie
group SU(2). Bilinearity refers to the presence of products involving the control variables and
the variable being solved for (the unitary U(t)). It is completely deterministic, and beginning
with the pioneering paper [24], a large literature has accumulated studying this type of system
using methods from nonlinear control theory, and applying the results to a range of problems
(see, for example, [9]).
Let’s now take a closer look at the dynamics of the atom, first in the Heisenberg picture,
where atomic operators X evolve according to X˙ = −i[X,H ]. Since all atomic operators can
be expressed in terms of the Pauli matrices, it suffices to determine the dynamics of X = σx, σy
and σz. By using the commutation relations
[σx, σy] = 2iσz, [σy, σz] = 2iσx, [σz, σx] = 2iσy, (12)
we find that 
 σ˙x(t)σ˙y(t)
σ˙z(t)

 =

 0 −ω 0ω 0 −u
0 u 0



 σx(t)σy(t)
σz(t)

 . (13)
Equation (13) gives a complete description of the controlled atomic motion, expressed as a
bilinear control system in the ∗-algebra M2 (the vector space of 2× 2 complex matrices, with
the usual matrix multiplication and involution given by the matrix adjoint).
Now we switch to the Schrodinger picture, within which state vectors evolve as |ψ(t)〉 =
U(t)|ψ〉, or |˙ψ〉 = −iH|ψ〉; more generally, density operators ρ evolve as ρ(t) = U(t)ρU∗(t), or
ρ˙ = i[ρ,H ]. Now any density operator may be expressed in the form
ρ =
1
2
(I + xσx + yσy + zσz), (14)
where the (real) vector r = (x, y, z)T is known as the Bloch vector, with length
√
x2 + y2 + z2 ≤
1. The Schrodinger dynamics is given in terms of the Bloch vector as follows:

 x˙(t)y˙(t)
z˙(t)

 =

 0 −ω 0ω 0 −u
0 u 0



 x(t)y(t)
z(t)

 . (15)
This equation is a bilinear system in the solid Block sphere x2 + y2 + z2 ≤ 1. If the initial
Bloch vector is on the surface of the Bloch sphere, i.e. x2(0) + y2(0) + z2(0) = 1, as is the
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case for initial state vectors |ψ(0)〉 (i.e. ρ(0) = |ψ(0)〉〈ψ(0)|), then equation (15) ensures that
x2(t)+ y2(t)+ z2(t) = 1 for all t, and so describes a bilinear system on the surface of the Bloch
sphere.
We see therefore that open loop control of isolated systems leads to interesting bilinear
control systems defined on spaces other than Euclidean spaces (Lie groups, ∗-algebras, and
manifolds). However, it is important to point out that for some types of quantum systems
linear control systems arise, even though the equations for the unitary are bilinear. This
happens in the case of the quantum harmonic oscillator, where the commutation relation
[a, a∗] = 1 (a constant, unlike the commutation relations (12) for the Pauli matrices) gives rise
to a linear equation for the annihilation a and creation a∗ operators.
3.2 Optimal Control
We turn now to the problem of optimally controlling the atomic system discussed in Section
3.1. By this we mean (for the moment) to find an open loop control signal t 7→ u(t) that
optimizes a performance criterion chosen to reflect a desired objective. For instance, the paper
[33] used optimal control theory to design pulse sequences to achieve rapid state transfers. The
performance criterion used was the time taken to go from an initial unitary to a target final
unitary; a problem of time-optimal control. The authors were able to exploit the rich structure
of Lie groups and Lie algebras to develop an elegant formulation of the problem and explicit
solutions in some cases.
It is worth remarking at this point that controllability is closely related to optimal control;
indeed, the fundamental ideas of controllability and observability were developed by Kalman
in his studies of linear quadratic optimal control problems [31]. In time-optimal control, the
minimum time function T (x0) is finite precisely when it is possible to steer a system from the
initial state to a given target state xf [13].
Let’s now look at time-optimal control of the atomic system, not at the level of the unitary,
but at the level of state vectors. Given a fixed target state |ψf〉, and an initial state |ψ0〉, find a
control signal u(·) that steers the atom from |ψ0〉 to |ψf 〉 in minimum time. In terms of Bloch
vectors, given a fixed target state rf = (xf , yf , zf )
T and an initial state r0 = (x0, y0, z0)
T , find
a control signal u(·) that steers the atom (via the dynamics (15)) from r0 to rf in minimum
time.
In order to formalize this, we define the minimum time function T (r) (the value function
for time-optimal control) by
T (r) = inf
u(·)
{tf : r(0) = r, r(tf) = rf}. (16)
Here, tf is the time taken for the atom to move from the initial Bloch vector r to the final
Bloch vector rf using the control signal u(·). Thus, T (r) is the minimum time over all control
signals.
If there is no restriction on the range of the control signal u, then the time-optimal control
problem is singular and leads to impulsive solutions, as in [33], [41]. A reformulation of this
problem using a hybrid model is described in Section 3.3. For the remainder of this section,
let’s assume that the controls u take values in closed interval U = [−1, 1]. Before proceeding,
let’s re-write (15) in compact form
r˙(t) = f(r(t), u(t)), (17)
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where the vector field f(r, u) is defined by the right hand side of (15).
Dynamic programming is a basic tool in optimal control theory, [14], [15]. Suppose we
have a smooth non-negative solution S(r) to the dynamic programming equation (DPE) or
Hamilton-Jacobi-Bellman (HJB) equation
min
u∈U
{DS(r)[f(r, u)] + 1} = 0, (18)
S(rf) = 0. (19)
Equation (18) is a nonlinear partial differential equation on the Bloch sphere, in whichDS(r)[f(r, u)]
denotes the directional derivative of the function S at the Bloch vector r in the direction f(r, u).
Equation (19) is a boundary condition, corresponding to the fact that the optimal time taken
to go from rf to itself is zero.
The main purpose of the DPE is the verification theorem [14], which allows us to test a
candidate optimal control signal for optimality. Indeed, suppose we have a control signal u⋆(·)
that attains the minimum in the DPE (18), i.e.
u⋆(t) = −sign(Sz(r⋆(t))y⋆(t)− Sy(r⋆(t))z⋆(t)), (20)
where4 r⋆(·) is the corresponding trajectory of (17) with initial condition r⋆(0) = r. Then u⋆(·)
is optimal and S(r) equals T (r), the minimum time function defined by (16).
To see why the verification theorem is true, let u(·) be any control signal steering r to rf ,
and let 0 < t < tf . Now integrate equation (18) along the trajectory to obtain
S(r(t)) = S(r) +
∫ t
0
DS(r(s))[f(r(s), u(s))]ds
≥ S(r)− t (21)
with equality if u(·) = u⋆(·). Setting t = tf we see that S(r) ≤ tf with equality if u(·) = u⋆(·).
Hence S(r) = T (r) and u⋆(·) is optimal.
Expression (20) suggests a formula for “feedback” optimal controls. Define
u⋆(r) = −sign(Sz(r)y − Sy(r)z), (22)
that is, for any Bloch vector r = (x, y, z)T , u⋆(r) is a control value that attains the minimum
of DS(r)[f(r, u)]. However, this “feedback” formula requires knowledge of the Bloch vector r,
which is not possible in the present context - no measurement information is available, and the
quantum state is not a measurable quantity. However, expression (20) may be used off-line,
in a computer simulation to determine an optimal open loop control signal. If one wishes, the
optimizing control may be substituted into the DPE (18) to re-write it in the form
Sx(r)(−ωy) + Sy(r)(ωx)− |Sz(r)y − Sy(r)z|+ 1 = 0. (23)
Where does the DPE (18) come from? Well, if the minimum time function is sufficiently
smooth, then it solves the DPE (18) (by definition it satisfies (19)). To see this, for any t > 0
the minimum time function satisfies
T (r) = min
u(·)
{min(t, tf ) + T (r(min(t, tf ))) : r(0) = r}. (24)
4sign(ξ) = +1 if ξ ≥ 0 and sign(ξ) = −1 if ξ < 0.
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Then if t < tf we may differentiate (22) to obtain (18).
An important technical issue is that in general T is not everywhere differentiable, and
nonlinear PDEs like (18) do not in general admit smooth solutions. Nevertheless, T solves
(18) in a weaker sense that does not require smoothness. The theory of viscosity solutions was
developed to deal with nonsmooth solutions to nonlinear PDE, [15].
In order to gain some more insight into the nature of the solution to the optimal control
problem, we switch to polar coordinates and use the fact that the dynamics (15) preserves
states on the surface of the Bloch sphere. We write x = sin θ cosφ, y = sin θ sinφ, z = cos θ,
and find that the dynamics becomes
θ˙(t) = −u(t) sinφ(t) (25)
φ˙(t) = −u(t) cot θ(t) cosφ(t) + ω. (26)
In these polar coordinates, the target state is (θf , φf), and if we write S˜(θ, φ) = S(sin θ cosφ, sin θ sinφ, cos θ)
we obtain the DPE
min
u∈U
{−u(S˜θ(θ, φ) sinφ+ S˜φ(θ, φ) cot θ cosφ) + S˜φ(θ, φ)ω + 1} = 0, (27)
S˜(θf , φf ) = 0. (28)
The control attaining the minimum in (27) is
u⋆(θ, φ) = sign(S˜θ(θ, φ) sinφ+ S˜φ(θ, φ) cot θ cosφ). (29)
3.3 Impulsive Control
Suppose we remove the restriction on the range of the control signal, i.e. take U = R. Now
the vector field f(r, u) has the form f(r, u) = f0(r) + f1(r)u, and so if we attempted to find
the minimum in the DPE (18) we would find that it is not defined, as the controls would need
to be infinitely large. This singular situation leads us to impulsive control actions, [33], [41],
which form the subgroup V of SU(2) determined by the control Hamiltonian σxu, that is,
V = {e−ivσx : v ∈ R}. (30)
Now let’s use a hybrid continuous-impulsive model for time-optimal control on the surface of
the Bloch sphere. Let γ be an impulsive open loop control of the form γ = ((τ 0, v0), (τ 1, v1), . . .)
(as in equation (8)), and consider the hybrid form of the Schrodinger equation
U˙(t) = −i1
2
ωσz U(t), τ k < t ≤ τk+1,
U(τ+k ) = e
−ivkσxU(τ k), (31)
where Vk(τ k) = U
∗(τk)VkU(τ k) = e−ivkσx(τk) is the impulse applied at time τ k.
The hybrid equations of motion on the surface of the Block sphere are
 x˙(t)y˙(t)
z˙(t)

 =

 0 −ω 0ω 0 0
0 0 0



 x(t)y(t)
z(t)

 , τk < t ≤ τ k+1, (32)

 x(τ
+
k )
y(τ+k )
z(τ+k )

 =

 1 0 00 cos vk − sin vk
0 sin vk cos vk



 x(τ k)y(τk)
z(τ k)

 . (33)
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These equations describe the natural drift, a rotation in the xy plane, together with a choice
of instantaneous rotation in the yz plane produced by the selected impulse.
The minimum time function T (r) is again defined by (16), but now the DPE takes the form
min{DS(r)[f0(r)] + 1, inf
V ∈V
S(V U)− S(U)} = 0, (34)
S(rf) = 0, (35)
to which one seeks a non-negative solution. If the minimum time function T (r) is sufficiently
smooth, then it will be a solution of the quasivariational inequality (QVI) (34). The QVI has
two parts:
DS(r)[f0(r)] + 1 ≥ 0 and min
V ∈V
S(V U) ≥ S(U), (36)
DS(r)[f0(r)] + 1 = 0 or min
V ∈V
S(V U) = S(U). (37)
Equation (36) simply says that drifting or impulsing will lead to a time greater than or equal
to the minimum time. Equation (37) says that along the optimal trajectory the atom should
drift at Block vectors for which DS(r)[f0(r)] + 1 = 0, while if the Bloch vector is such that
minV ∈V S(V U) = S(U), then the impulse V ∈ V should be applied.
3.4 Relaxation
Let’s take a look at open loop control of the atom (or ensemble of atoms) in the presence of
a decohering mechanism. For definiteness, consider an atom coupled to a single field channel
(κ = κ1, B(t) = B1(t) in the notation of Section 2), with impulsive control only (with impulses
in V, the subgroup defined by (30)). The hybrid Schrodinger equation for the unitary is
dU(t) = {√κdB∗(t)σ− −
√
κσ+dB(t)− 1
2
(κσ+σ− + iωσz)dt)}U(t),
τ k < t ≤ τk+1,
U(τ+k ) = VkU(τ k). (38)
In the Heisenberg picture, atomic operators X evolve according to X(t) = U∗(t)XU(t), so
that between impulses we have
dX(t) = (−i[X(t), H(t)] + LL(t)(X(t)))dt
+dB∗(t)[X(t), L(t)] + [L∗(t), X(t)]dB(t), τk < t ≤ τ k+1, (39)
where L =
√
κσ−, and
LL(X) = 1
2
L∗[X,L] +
1
2
[L∗, X ]L. (40)
When an impulse is applied at time τ k, we have
X(τ+k ) = U
∗(τ+k )XU(τ
+
k ) = V
∗
k (τ k)X(τk)Vk(τk), (41)
where Vk(τ k) = U
∗(τk)VkU(τ k) = e−ivkσx(τk).
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Explicitly, for the operators X = σx, σy and σz, we have, for τk < t ≤ τ k+1,
dσx(t) = (−ωσy(t)− κ
2
σx(t))dt+
√
κ(dB∗(t)σz(t) + σz(t)dB(t)) (42)
dσy(t) = (ωσx(t)− κ
2
σy(t))dt− i
√
κ(σz(t)dB
∗(t)− σz(t)dB(t)) (43)
dσz(t) = (−κσz(t)− κ)dt− 2
√
κ(dB∗(t)σ−(t) + σ+(t)dB(t)), (44)
and for t = τ+k ,
σx(τ
+
k ) = σx(τk), (45)
σy(τ
+
k ) = cos(vk)σy(τk)− sin(vk)σz(τk), (46)
σz(τ
+
k ) = sin(vk)σy(τk) + cos(vk)σz(τ k). (47)
Equations (42)-(47) constitute a set of impulsive QSDEs in the ∗-algebra M2⊗F , where F is
the ∗-algebra of field operators (defined on an underlying Fock space). By taking expectations,
we may conclude from (44) that the mean energy of the atom decreases exponentially, that is,
the atom looses energy to the field.
The equations of motion for the atomic state ρ may be obtained by averaging out the noise
in the Schrodinger picture, ρ(t) = trB[U(t)(ρ ⊗ |0〉〈0|)U∗(t)]; here, we take the field to be in
the vacuum state. The differential equation for ρ(t), which holds between impulses, is
ρ˙(t) = i[ρ(t), H ] + L∗L(ρ(t)) (48)
where
L∗L(ρ) =
1
2
[L, ρL∗] +
1
2
[Lρ, L∗]. (49)
Equation (48) is called the master equation, and i[ρ,H ] + L∗L(ρ) is called the Lindblad super-
operator (in Schrodinger form).
The hybrid equations of motion inside the Bloch sphere are
x˙(t) = −κ
2
x(t)− ωy(t), τ k < t ≤ τk+1, (50)
y˙(t) = −κ
2
y(t) + ωx(t), τk < t ≤ τ k+1, (51)
z˙(t) = −κz(t)− κ, τ k < t ≤ τk+1, (52)
 x(τ
+
k )
y(τ+k )
z(τ+k )

 =

 1 0 00 cos vk − sin vk
0 sin vk cos vk



 x(τ k)y(τk)
z(τ k)

 . (53)
In equations (50)-(52) we can see the effect of the field coupling, which in the absence of control
action causes x(t)→ 0, y(t)→ 0 and z(t)→ −1 as t→∞, i.e. ρ(t)→ 1
2
(σz − I) = | − 1〉〈−1|,
the pure state of lowest energy. Repeated application of impulses offers the possibility of
achieving other large time behaviour. For instance, the periodic pulse sequence γ with period
1 and vk = π/2 leads to the steady state (0, 0.5168, 0.3135) (for the case κ = 1, ω = 0).
4 Quantum Feedback Networks
A glance at the various types of feedback control discussed in Section 2, or indeed any textbook
on classical feedback control, tells us that feedback arrangements are networks of interconnected
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systems. Accordingly, the purpose of this section is to set up some easy-to-use tools for
constructing feedback networks. What is presented in this section is a simplification of a more
general quantum feedback network theory [47], [19], [20], which builds on earlier cascade theory
[16], [8], network quantization [49], and quantum control [45].
The basic idea is simple, Figure 6. Take an output channel and connect it to an input
channel. Such series or cascade connections are commonplace in classical electrical circuit
theory. For instance, if the systems are resistors with resistances R1 and R2, then the total
series-connected system is equivalent to a single resistor with resistance R = R1 + R2. This
use of simple parameters for devices, and rules for interconnecting devices in terms of these
parameters, is a powerful feature of classical electrical circuit theory.
system 1 system 2
Figure 6: A series connection between two systems.
Let’s see how we can achieve an analogous simple rule for the series connection of two
open quantum systems (without impulses), where the input and output channels are quantum
fields, as discussed in Section 2. The physical parameters determining open quantum systems
are a Hamiltonian H describing the self-energy of the system, and a vector L of operators
describing how the system is coupled to the field channels. These parameters appear in the
Lindblad superoperator i[ρ,H ] + L∗L(ρ) (and hence in the master equation), as well as in
QSDEs, [25], [17], [39], [18]. Actually, there is a third parameter S, a self-adjoint matrix of
operators describing scattering between field channels, that was introduced in [25], [39]. While
S does not appear in the Linblad nor the master equation for a single system, it does have
non-trivial use in several applications including quantum feedback networks (such as those
including beamsplitters). Thus in general an open quantum system, call it G, is characterized
by three parameters G = (S, L,H). However, in this article we do not use the scattering
parameter, and so we set S = I; actually, we make the abbreviation G = (L,H). For example,
the parameters for the atom, coupled to two field channels (recall section 2), call it A, are
A =
((√
κ1 σ−√
κ2 σ−
)
,
1
2
ωσz
)
. (54)
In network modeling, and indeed in modeling in general, it can be helpful to decompose
large systems into smaller pieces, and to assemble large systems from components. In [19],
the concatenation product ⊞ was introduced to assist with this. The concatenation product is
defined by
(L1, H1)⊞ (L2, H2) =
((
L1
L2
)
, H1 +H2
)
. (55)
For the atom, if we wish to decompose it with respect to field channels we may write
A = (
√
κ1 σ−,
1
2
ωσz)⊞ (
√
κ2 σ−, 0). (56)
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Now suppose we have two systems G1 = (L1, H1) andG2 = (L2, H2), as in Figure 6. Because
the systems are separated spatially, the field segment connecting connecting the output of G1
to the input of G2 has non-zero length, and so this means there is a small delay τ in the
transmission of quantum information from G1 to G2. That is, Bin,2(t) = Bout,1(t− τ). Now if
the systems are sufficiently close, τ will be small compared with the timescales of the systems,
and may be neglected. In this way, a Markovian model for the series connection G = G2 ⊳ G1
may be derived. In terms of the physical parameters, the series product (defined in [19]) is
given by
(L2, H2) ⊳ (L1, H1) = (L1 + L2, H1 +H2 + Im[L
†
2L1]). (57)
Thus the series connection G = G2 ⊳ G1 has parameters L = L1 + L2 and H = H1 + H2 +
Im[L†2L1], analogous to the expression R = R1 +R2 for series-connected resistors.
The series product serves very well for Markovian approximations to cascades of inde-
pendent open systems. However, importantly for us, the series product may also be used to
describe an important class of quantum feedback networks. This is because the two systems
G1 = (L1, H1) and G2 = (L2, H2) need not be independent—they can be parts of the same
system.
For example, suppose we take G1 to be the first factor in the decomposition (56) of A, i.e.
G1 = (
√
κ1 σ−, 12ωσz), and G2 = (
√
κ2 σ−, 0) the second. Then the series connection
G = (
√
κ2 σ−, 0) ⊳ (
√
κ1 σ−,
1
2
ωσz) =
(
(
√
κ1 +
√
κ2)σ−,
1
2
ωσz
)
(58)
describes the coherent feedback arrangement shown in Figure 7. The system G is an open
quantum system with Hamiltonian H = 1
2
ωσz that is coupled to a single field channel via the
coupling operator L = (
√
κ1 +
√
κ2)σ−. Now that we have the parameters for the feedback
system G, it is easy to write down the corresponding Schrodinger equation
dU(t) = {(√κ1 +√κ2)(dB∗(t)σ− − σ+dB(t))
−1
2
((
√
κ1 +
√
κ2)
2σ+σ− + iωσz)dt}U(t) (59)
and master equation
ρ˙ = i[ρ,
1
2
ωσz] +
1
2
(
√
κ1 +
√
κ2)
2([σ−, ρσ+] + [σ−ρ, σ+]), (60)
if desired. Equations like these apply to complete systems, and have meaning only when the
network construction process has concluded.
To further illustrate the use of the series product, consider a situation with L1 =
√
κ1 σ−
and L2 = i
√
κ2 σz. Then the Markovian model for the series connection
G = (i
√
κ2 σz, 0) ⊳ (
√
κ1 σ−,
1
2
ωσz) = ((
√
κ1 σ− + i
√
κ2 σz,
1
2
ωσz +
1
2
√
κ1 + κ2 σx) (61)
contains an additional Hamiltonian term 1
2
√
κ1 + κ2 σx. The reader may wish to derive the
corresponding Schrodinger and master equations from these parameters.
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Figure 7: Atom in a coherent feedback loop described by a series connection G = G2 ⊳ G1.
5 Quantum Filtering
The term filtering is used in many ways, but usually refers to a process of extracting informa-
tion concerning something of interest from a source containing partial information that may
be noisy. Our interest here is in the extraction of classical information about the atom by
monitoring the output field channel Bout,1(t). For instance, we may wish to know something
about the atom’s energy by observing any photons emitted into the field. The quantum filter
was developed for purposes like this [3], and also goes by the name stochastic master equation
[46, 7].
5.1 Probability
In quantum mechanics the postulates state that physical quantities are represented by observ-
ables, which are self-adjoint operators defined on some underlying Hilbert space. Consider
for a moment an isolated atom. Atomic energy is represented by the observable 1
2
ωσz. The
possible measurement outcomes are the eigenvalues of the observable, which are ±1
2
ω for the
energy of the atom. The probabilities of the measurement outcomes depends on the state ρ,
and are given by Prob(±1
2
ω) = tr[ρP±1], where P±1 = | ± 1〉〈±1| are the projection operators
arising in the spectral representation σz = P+1 − P−1. If the outcome ±12ω is observed, then
Von Neumann’s projection postulate states that the atomic state changes to P±1ρP±1
tr[ρP±1]
; this is
called a conditional state.
The mathematics that underlies the measurement postulate is the spectral theorem, which
says essentially that any collection of commuting matrices can be simultaneously diagonalized.
For instance, let C be a collection of 2 × 2 complex matrices “generated” by σz, the energy
observable. This means that C contains all complex linear combinations of powers σz, and all
adjoints (mathematically, C is called a ∗-algebra, a vector space closed under products and
adjoints). The spectral theorem says that any matrix X ∈ C can be diagonalized to a matrix
of the form diag(a, b), where a and b are complex numbers; that is, X = aP+1 + bP−1.
We can interpret the spectral theorem probabilistically, consistent with the measurement
postulate, as follows. For any matrix X ∈ C we can define a function ι(X) on a set Ω = {±1}
by ι(X)(+1) = a, ι(X)(−1) = b. The set Ω is a sample space, and ι(X) is a classical
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random variable. The algebra C and the density operator ρ determine a classical probability
distribution P: Prob(ι(X) = a) = P(+1) = tr[ρP+1], and Prob(ι(X) = b) = P(−1) =
tr[ρP−1]. In what follows we denote quantum expectations (states) by
P[X ] = tr[ρX ], (62)
where X is an operator, and classical expectations by
P[X ] =
∑
ω∈Ω
X(ω)P(ω) =
∫
Ω
X(ω)P(dω), (63)
where X is a classical random variable. The spectral theorem may be re-stated as linking
quantum and classical expectations: roughly, for any X ∈ C there exists a classical random
variable ι(X) and a classical probability distribution P such that
P[X ] = P[ι(X)]. (64)
This can be easily seen, since any X ∈ C has the diagonal representation X = aP+1 + bP−1,
and hence ι(X) = aχ+1 + bχ−1, where the indicator functions χ±1 are defined by χω0(ω) = 1
when ω = ω0, and χω0(ω) = 0 when ω 6= ω0 (ω0 = ±1). It is important to appreciate that while
the quantum expectation (62) is defined for any 2 × 2 complex matrix X ∈ M2, expression
(64) depends on the choice of commutative algebra C , or observable, which in turn determines
the classical probability.
It is sometimes helpful to write (A ,P) for a quantum probability space (where A is a ∗-
algebra (not commutative in general), and P is quantum expectation), in contrast to a classical
probability space (Ω,F ,P) (where Ω is a sample space, F is a σ-algebra of events, and P is
a classical probability measure). The spectral theorem says that a commutative quantum
probability space (C ,P) is statistically equivalent to a classical probability space (Ω,F ,P). In
general, a non-commutative quantum probability space can contain many distinct commutative
subspaces, each of which is equivalent to distinct classical probability spaces, Figure 8.
Figure 8: The non-commutative quantum probability space (M2,P) contains distinct commu-
tative quantum probability spaces (Cx,P), (Cy,P) and (Cz,P), determined by non-commuting
observables σx, σy and σz respectively. These correspond to distinct classical probability
spaces (Ωx,Fx,Px), (Ωy,Fy,Py) and (Ωz,Fz,Pz) respectively, which may describe distinct
experiments.
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5.2 Conditional Expectation
In classical probability information is summarized by σ-algebras G ⊂ F of events in a classical
probability space (Ω,F ,P). Typically, G will be the σ-algebra σ(X) generated by a random
variable X , which contains information on the values taken by X . The mathematical notion
of measurability with respect to a σ-algebra plays an important role in integration theory and
probability theory.5 If Z is a random variable measurable with respect to a σ-algebra G = σ(X)
generated by a random variable X , then Z = f(X) for some function f .
Conditional expectation plays a fundamental role in classical estimation and filtering. Sup-
pose we are given two random variables X and Y . The random variable X may describe some
quantity that is not directly accessible by experiment; instead, a quantity described by Y is
accessible—its values may be obtained by experiment. Then given an outcome y (a value of
Y ), one may wish to improve one’s estimation of the expected value of X . Now the infor-
mation associated with Y is described by the σ-algebra generated by Y , Y = σ(Y ), and the
conditional expectation of X given Y is the random variable P[X|Y ] (often denoted P[X|Y ] or
Xˆ6). The conditional expectation P[X|Y ] is the unique Y -measurable random variable such
that
P[χEP[X|Y ]] = P[χEX ] for all events E ∈ Y , (65)
where χE is the indicator function for the event E (χE(ω) = 1 if ω ∈ E, zero otherwise). If X
and Y have a joint density pX,Y (x, y), then the conditional density is given by
pX|Y (x|y) = pX,Y (x, y)∫
pX,Y (x, y)dx
, (66)
from which the conditional expectation can be computed:
P[X|Y ](y) = P[X| Y = y] =
∫
xpX|Y (x|y)dx. (67)
Equation (67) shows explicitly that the conditional expectation is a function of the outcomes
y.
A well known property of the conditional expectation P[X|Y ] is that it is a minimum
variance or least squares estimator. Geometrically, Xˆ = P[X|Y ] is the orthogonal projection
of X onto the subspace Y , Figure 9 (see, e.g. [1]).
Does conditional expectation make sense in quantum mechanics? The answer is yes, pro-
vided we don’t try to project all operators at the same time. Given a commutative ∗-algebra
Y , say corresponding to an observable to be measured in an experiment, the quantum con-
ditional expectation P[X|Y ] is well-defined provided X commutes with all operators Y ∈ Y .
The conditional expectation is the unique operator P[X|Y ] ∈ Y such that
P[XY ] = P[ P[X|Y ]Y ], (68)
for any X ∈ Y ′ = {AY = Y A for all Y ∈ Y } (the commutant of Y ) and Y ∈ Y . It is the
orthogonal projection of Y ′ onto Y with respect to the inner product (A,B) = P[A∗B], as in
Figure 9. As in the classical case, quantum conditional expectation boils down to least squares
estimation.
5The mathematical term measurable is not to be confused with measurements in quantum mechanics.
6Not to be confused with the hats sometimes used in the physics literature to denote operators.
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Figure 9: The conditional expectation Xˆ = P[X|Y ] is the orthogonal projection of X onto
the subspace Y .
5.3 System-Probe Model for Quantum Filtering
In the case of the atom coupled to field channels, we cannot access atomic observables directly,
and instead we must rely on indirect information available in an output field channel. The
interaction between the atom and the field causes information about the atom to be transferred
to the field. We may monitor an observable of the field, and then make inferences about the
atom from the data obtained. This is a quantum filtering problem for the atom. The atom-field
system is an instance of the system-probe model of Von Neumann.
In the absence of controls, the atom-field system is defined by the parameters
A = (
√
κ1 σ−,
1
2
ωσz)⊞ (
√
κ2 σ−, 0), (69)
which determine the Schrodinger equation
dU(t) = {√κ1 dB∗1(t)σ− −
√
κ1 σ+dB1(t) +
√
κ2 dB
∗
2(t)σ− −
√
κ2 σ+dB2(t)
−(1
2
(κ1 + κ2)σ+σ− + i
1
2
ωσz)dt}U(t), (70)
where the two-channel field B(t) = (B1(t), B2(t))
T is in the vacuum state |00〉. The output
field is defined by Bout(t) = U
∗(t)B(t)U(t), of which we monitor the real quadrature of channel
1, Bout,1(t) +B
∗
out,1(t); this may be achieved by use of an ideal homodyne detector.
Now the spectral theorem holds in situations more general than discussed earlier (section
5.1), and in particular may be applied to the algebra of field operators. The field observ-
able Y (t) = Bout,1(t) + B
∗
out,1(t) is self-adjoint for each t, and for different t’s they com-
mute: [Y (t), Y (t′)] = 0. This determines a commutative algebra Yt generated by Y (s), for
all 0 ≤ s ≤ t. The spectral theorem says that Y (·) is equivalent to a classical stochastic
process ι(Y )(·), the signal generated by the detector, with respect to a classical probability
distribution P. Due to their statistical equivalence, we do not usually distinguish between
them, and simply write Y (t) for the measurement signal produced by the detector.
Now let’s consider the atom-field system at the initial time t = 0, before the interaction has
taken place. Atomic operatorsX ∈ M2 are represented in the tensor product M2⊗F by X⊗I.
Field operators F ∈ F are represented by I⊗F . Clearly, these operators commute: [X⊗I, I⊗
F ] = 0. If the atom and field are allowed to interact via a unitary U(t), then this commutation
relation is preserved: [U∗(t)(X⊗I)U(t), U∗(t)(I⊗F )U(t)] = U∗(t)[X⊗I, I⊗F ]U(t) = 0. This
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means that in the Heisenberg picture, atomic operators X(t) commute with Y (t). Indeed, it
can be shown that [X(t), Y (s)] = 0 for all s ≤ t, i.e. X(t) ∈ Y ′t . All of this means that, given
a atom-field state ρ⊗ |00〉〈00|, the conditional expectation Xˆ(t) = P[X(t) |Yt] is well-defined.
The conditional expectation Xˆ(t) = P[X(t) |Yt] provides us with an estimate of X(t) given the
measurement signal Y (s), s ≤ t. The quantum filter computes this conditional expectation,
as we will soon see.
5.4 The Quantum Filter
In order to present the quantum filter for the atomic system, we need some notation. A
normalized conditional state πt is defined by
Xˆ(t) = πt(X) = E[X(t) |Yt] (71)
for any atomic operator X ∈ M2. The quantum filter is a stochastic differential equation for
the conditional state:
dπt(X) = πt(−i[X,H ] + LL1(X) + LL2(X))dt (72)
+(πt(L
∗
1X +XL1)− πt(L∗1 + L1)πt(X))(dY (t)− πt(L∗1 + L1)dt),
with initial condition π0(X) = tr[ρX ], where ρ is the initial atomic state. Here, we have
expressed the filter in terms of the atomic parameters H = 1
2
ωσz, L1 =
√
κ1 σ− and L2 =√
κ2 σ−. It is quite common in the literature to express the quantum filter in terms of a
conditional density operator ρˆt, so that Xˆ(t) = πt(X) = tr[ρˆtX ]. The quantum filter (72) takes
the form
dρˆt = (i[ρˆt, H ] + L∗L1(ρˆt) + L∗L2(ρˆt))dt (73)
+(L1ρˆt + ρˆtL
∗
1 − tr[(L1 + L∗1)ρˆt]ρˆt)(dY (t)− tr[(L1 + L∗1)ρˆt]dt),
with initial condition ρˆ0 = ρ, the initial atomic density operator. Explicitly, if we write
x(t) = πt(σx), etc, the quantum filter for the atom is
dx(t) = (−ωy(t)− κ1 + κ2
2
x(t))dt
+
√
κ1 (1 + z(t)− x2(t))(dY (t)− x(t)dt), (74)
dy(t) = (ωx(t)− κ1 + κ2
2
y(t))dt
+
√
κ1 x(t)y(t)(dY (t)− x(t)dt), (75)
dz(t) = (−(κ1 + κ2)z(t)− (κ1 + κ2))dt
−√κ1 x(t)(1 + x(t))(dY (t)− x(t)dt). (76)
The quantum filter has the same form as the classical nonlinear filter due (independently)
to Kushner and Stratonovich (see, for example, [12, Chapter 18]). The filter is driven by the
measurement signal Y (t), Figure 10.
As in the classical case, the stochastic process
W (t) = Y (t)−
∫ t
0
tr[(L1 + L
∗
1)ρˆs]ds (77)
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filter
Figure 10: The quantum filter produces estimates Xˆ(t) from the measurement signal Y (t).
The conditional density ρˆ(t) is internal to the filter.
is a standard Brownian motion (with respect to the classical probability distribution P de-
termined by the atom-field state and the measurement observables Yt), called the innova-
tion process; it carries the new information available at time t. In differential form, we have
dW (t) = dY (t)− xˆ(t)dt.
The density operator ρt for the atom is the mean of the conditional density ρˆt, since by the
fundamental property (68) of conditional expectation, we have for any atomic operator X ,
tr[ρtX ] = P[X(t)]
= P[πt(X)]
= P[tr[ρˆtX ]]. (78)
Note that in the classical expectation in (78), we are averaging the innovation process W (t), a
standard Wiener process with respect to P as mentioned above.
Therefore the master equation is obtained by averaging the quantum filter:
ρ˙ = i[ρ,H ] + L∗L1(ρ) + L∗L2(ρ), (79)
with initial condition ρ0 = ρ. In terms of coordinates in the Bloch sphere, we have
x˙(t) = −ωy(t)− κ1 + κ2
2
x(t), (80)
y˙(t) = ωx(t)− κ1 + κ2
2
y(t), (81)
z˙(t) = −(κ1 + κ2)z(t)− (κ1 + κ2). (82)
In [7], the quantum filter (known as the stochastic master equation) is referred to as an unrav-
elling of the master equation (77).7
5.5 Derivation of the Quantum Filter
There are several ways of deriving the quantum filter. Here we briefly explain the reference
probability method, which involves rotating the filtering problem back to the input field. This
provides a convenient reference and simplifies calculations.8
To this end, we define the input field quadrature Z(t) = B1(t)+B
∗
1(t), and write Zt for the
commutative algebra generated by Z(s), 0 ≤ s ≤ t. With the input fields in the vacuum state,
7The term “unravelling” follows from the property P[X ] = P[ P[X |Y ]], a consequence of the definition of
conditional expectation, (68) with Y = I).
8This is analogous to the use of a Girsanov transformation to change probability distributions in classical
probability.
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Z(t) is equivalent to a standard Wiener process. Now Y (s) = U∗(t)Z(s)U(t) for all s ≤ t, and
so we have Yt = U
∗(t)ZtU(t), a rotation of the commutative algebras. Next, we rotate the
quantum expectation by defining
Qt[X ] = P[U
∗(t)XU(t)]. (83)
Now by the definition of conditional expectation, we have
P[X(t)|Yt] = U∗(t)Qt[X|Zt]U(t), (84)
and so we need to calculate Qt[X|Zt]. This may be achieved using a version of Bayes formula,
[5], [6, sec. 3.2], and by employing a trick [22], [23]. Now Qt is defined in terms of U(t), which
does not commute with Zt, and so we replace it by U˜(t) ∈ Z ′t defined by
dU˜(t) = {√κ1 σ−dZ(t) +√κ2 dB∗2(t)σ− −
√
κ2 σ+dB2(t)
−(1
2
κ2σ+σ− + i
1
2
ωσz)dt}U˜(t), (85)
with initial condition U˜(0) = I. Equation (85) is almost exactly the same as equation (70),
except that the coefficient of dB1(t) has been changed. The justification for this is the fact that,
for any atomic state vector |ψ〉, since dB1(t)|00〉 = 0, we have U(t)|ψ〉⊗ |00〉 = U˜(t)|ψ〉⊗ |00〉,
which ensures Qt[X ] = P[U˜
∗(t)XU˜(t)]. Using the definition of conditional expectations, it can
be checked that P[U˜∗(t)XU˜(t)|Zt] = P[U˜∗(t)U˜(t)|Zt]Qt[X|Zt]. Therefore
Qt[X|Zt] = P[U˜
∗(t)XU˜(t)|Zt]
P[U˜∗(t)U˜(t)|Zt]
. (86)
If we now define an unnormalized conditional expectation
νt(X) = U
∗(t)P[U˜∗(t)XU˜(t)|Zt]U(t), (87)
we see from (84) and (86) that the normalized conditional expectation is given by
πt(X) =
νt(X)
νt(I)
. (88)
Using the quantum Ito rule and conditioning, we find that
dνt(X) = νt(−i[X,H ] + LL1(X) + LL2(X))dt+ νt(L∗1X +XL1)dY (t), (89)
with initial condition ν0(X) = tr[ρX ]. Equation (89) is an unnormalized form of the quantum
filter (72), analogous to the classical Duncan-Mortensen-Zakai equation (see, for example, [12,
Chapter 18]).
In terms of the unnormalized conditional density ˆ̺t (so that νt(X) = tr[ˆ̺tX ]), we have
dˆ̺t = (i[ˆ̺t, H ] + L∗L1(ˆ̺t) + L∗L2(ˆ̺t))dt+ (L1ˆ̺t + ˆ̺tL∗1)dY (t), (90)
with initial condition ˆ̺0 = ρ. Since ˆ̺t is not normalized, we augment the representation (14)
for a density matrix by including the normalization factor n = tr[ˆ̺]:
̺ =
1
2
(nI + xσx + yσy + zσz). (91)
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The unnormalized quantum filter may be expressed in terms of the extended Bloch vector
rˇ = (n, x, y, z)T as follows:
dn(t) =
√
κ1 x(t)dY (t), (92)
dx(t) = (−ωy(t)− κ1 + κ2
2
x(t))dt+
√
κ1 (n(t) + z(t))dY (t), (93)
dy(t) = (ωx(t)− κ1 + κ2
2
y(t))dt, (94)
dz(t) = (−(κ1 + κ2)z(t)− (κ1 + κ2)n(t))dt−√κ1 x(t)dY (t), (95)
where here x(t) = νt(σx), etc. The normalized quantum filter (74)-(76) may be obtained from
(92)-(95) by dividing by n(t) and using Ito’s rule.
Can we average the unnormalized quantum filter (90) and obtain the master equation (79)?
The answer is that we can provided we use the correct expectation. Indeed, define the quantum
expectation
P0t [X ] = P[U(t)XU
∗(t)]. (96)
Then with respect to P0t , the measurement signal Y (s), 0 ≤ s ≤ t, has the same statistics as the
input quadrature Q(t) has with respect to P. By the spectral theorem, Y (t) is equivalent to a
standard Wiener process with resect to a classical probability distribution P0t . Consequently,
for any atomic operator X ,
tr[ρtX ] = P[X(t)] = P[P[U˜
∗(t)XU˜(t)]|Zt]]
= P[U(t)U∗(t)P[U˜∗(t)XU˜(t)]|Zt]U(t)U∗(t)]
= P0t [νt(X)]
= P0t [tr[ˆ̺tX ]]. (97)
The classical expectation in the last line of (97) averages Y (s), 0 ≤ s ≤ t, with respect to P0t .
5.6 Comments
In hindsight, quantum filtering seems to be a natural generalization of classical estimation
ideas. It should be understood that the development of the quantum filter was an impres-
sive intellectual achievement, due to a number of authors in the 1980’s, notably Belavkin and
Carmichael. Certainly, looking at the postulates of quantum mechanics as they are typically
presented, it is far from clear how filtering ideas might emerge. Quantum filtering builds
on the underlying theoretical framework for open quantum systems, which includes quantum
operations, master equations and QSDEs, that was developed over several decades, largely
in quantum optics. Indeed, filtering ideas have not been developed in other areas of quan-
tum physics, as far as I know, with the exception of Korotkov’s work in solid state physics
(for example, [34]). However, the fundamental statistical notion of conditional expectation is
universal when correctly implemented.
6 Optimal Measurement Feedback Control
In Sections 3.2 and 3.3 we saw how optimal control methods could be used to design open loop
control signals. In this section we allow the classical control signals to depend on a measurement
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signal (in a causal way) and formulate a performance criterion to optimize; the result will be
a measurement feedback control system that has been optimally designed. In general, the
optimal controller will be a classical dynamical system that processes the measurement signal
to produce the control actions. The nature of the controller dynamics will depend on the
performance criterion used. In what follows we discuss two performance criteria, known as risk-
neutral and risk-sensitive, [26, 27]. The risk-neutral criterion leads to an optimal controller
whose internal dynamics are given by the quantum filter, [10], [11]. This is quite natural,
and generalizes classical results going back to Kalman’s LQG control theory. However, the
risk-sensitive criterion gives rise to a different type of filter, first obtained classically by [42].
In this section we consider continuous dynamics of the two-level atom, and omit the im-
pulsive controls. The system under control is defined by the parameters
A = (
√
κ1 σ−,
1
2
(ωσz + uσx))⊞ (
√
κ2 σ−, 0), (98)
where u(t) is the classical control signal determined by a classical controller K from information
in the measurement signal Y (t) = Bout,1(t) +B
∗
out,1(t) (recall section 5), as in Figure 3 with γ
empty).
A measurement feedback controller K is a causal classical system that processes a mea-
surement signal Y (s), 0 ≤ s ≤ t, to produce control actions u(t). We may write u(t) =
Kt(Y (s), 0 ≤ s ≤ t).
6.1 Optimal Risk Neutral Control
Suppose we wish to maintain the atom in its excited state by measurement feedback. In order
do do this in an optimal fashion, we must first encode this objective in a performance criterion
J(K) which we subsequently minimize. In order to specify J(K), we need to define some cost
observables. We need an observable C0 ≥ 0 such that 〈+1|C0|+ 1〉 = 0 and 〈ψ|C0|ψ〉 > 0 for
all atomic states |ψ〉 6= | + 1〉, so that the excited state minimizes the expected value of C0.
The choice C0 = | − 1〉〈−1| = diag(0, 1) meets these conditions. We allow the control u to be
unbounded, but impose a penalty c1|u|2, for a positive real number c1. Combining, we define
the cost observable
C1(u) = C0 +
c1
2
|u|2 =
(
c1
2
|u|2 0
0 1 + c1
2
|u|2
)
, (99)
which will be integrated along a time interval [0, T ]. We also define a cost observable for the
final time
C2 = c2C0 =
(
0 0
0 c2
)
, (100)
where c2 is a positive real number.
We can now define the performance criterion
J(K) = P
[∫ T
0
C1(t)dt+ C2(T )
]
, (101)
where C1(t) = U
∗(t)C1(u(t))U(t) and C2(T ) = U∗(T )C2U(T ). The risk-neutral optimal control
problem is to find a measurement feedback controller K that minimizes J(K), [27].
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The key step in solving this optimization problem is to re-express the performance criterion
J(K) in terms of quantities computable from the measurement signal. The obvious choice is
to use the conditional state ρˆt =
1
2
(I + x(t)σx + y(t)σy + z(t)σz), which is possible because of
the fundamental property (68) of conditional expectations. Indeed, we have
J(K) = P
[∫ T
0
P[C1(t)|Yt]dt+ P[C2(T )|YT ]
]
= P
[∫ T
0
πt(C1(u(t)))dt+ πT (C2)
]
= P
[
1
2
∫ T
0
(1− z(t) + c1|u(t)|2)dt+ c2
2
(1− z(T ))
]
. (102)
Now J(K) is expressed in terms of the Bloch vector r = (x, y, z)T , which evolves according to
the controlled quantum filter
dx(t) = (−ωy(t)− κ1 + κ2
2
x(t))dt
+
√
κ1 (I + z(t)− x2(t))(dY (t)− x(t)dt), (103)
dy(t) = (ωx(t)− κ1 + κ2
2
y(t)− u(t)z(t))dt
+
√
κ1 x(t)y(t)(dY (t)− x(t)dt), (104)
dz(t) = (−(κ1 + κ2)z(t)− (κ1 + κ2) + u(t)y(t))dt
−√κ1 x(t)(1 + x(t))(dY (t)− x(t)dt). (105)
Equations (103)-(105) are driven by the measurement data Y (t), and so the conditional
state r(t) = (x(t), y(t), z(t))T is available to the controller. Also, the innovations process
dW (t) = dY (t) − x(t)dt is a standard Wiener process, independent of the controller, and so
we may regard equations (103)-(105) as being driven by W (t). Therefore we may re-write
(103)-(105) and the performance criterion J(K) in the compact forms
dr(t) = f(r(t), u(t))dt+ g(r(t))dW (t), (106)
and
J(K) = P
[∫ T
0
L(r(t), u(t))dt+M(r(T ))
]
, (107)
where now the controller K determines u(t) causally from knowledge of r(s), 0 ≤ s ≤ t. Hence
we have converted the original quantum measurement feedback optimal control problem into
an equivalent classical stochastic control problem with full state information. This equivalent
problem may be solved using standard methods of classical stochastic control theory, [14], [15].
Let’s apply dynamic programming. The value function is defined by
V (r, t) = inf
u(·)
P
[∫ T
t
L(r(s), u(s))ds+M(r(T )) : r(t) = r
]
, (108)
where (106) is initialized at the Bloch vector r(t) = r, and the infimum is over open loop
controls u(·). The dynamic programming equation is
∂
∂t
S(r, t) + min
u
{LuS(r, t) + 1
2
(1− z + c1|u|2)} = 0, (109)
S(r, T ) = M(r), (110)
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where Lu is the generator of the SDE (106): for a smooth function ϕ(r),
Luϕ(r) = 1
2
tr[g(r)g(r)TD2ϕ(r)] +Dϕ(r)[f(r, u)]. (111)
Here, D2V denotes the Hessian matrix of second-order partial derivatives. The minimum in
(109) is attained at the value
u⋆(r, t) = u⋆(x, y, z, t) =
1
c1
(Sy(x, y, z, t)z − Sz(x, y, z, t)y). (112)
By the verification theorem, if we have a smooth solution S(r, t) to the DPE (109)-(110), and
a control u⋆(t) such that
u⋆(t) = u⋆(x(t), y(t), z(t), t), (113)
then u⋆(t) is optimal and S(r, t) = V (r, t). The expression (113) defines an optimal state
feedback controller for the equivalent classical problem.
We can now define an optimal measurement feedback controllerK⋆ for the quantum optimal
control problem using the function u⋆(r, t) defined by (113) and the controlled quantum filter
(103)-(105):
K∗t (Y (·)) = u⋆(r(t), t). (114)
The master equation for the optimal measurement feedback system may be obtained by sub-
stituting (112) into (103)-(105) and taking expectations:
x˙(t) = −ωy(t)− κ1 + κ2
2
x(t), (115)
dy(t) = ωx(t)− κ1 + κ2
2
y(t)− 1
c1
Syz
2(t) +
1
c1
Szz(t)y(t), (116)
dz(t) = −(κ1 + κ2)z(t)− (κ1 + κ2) + 1
c1
Syz(t)y(t)− 1
c1
Szy
2(t). (117)
Examination of the mean closed loop dynamics (115)-(117) reveals that the equilibria de-
pend on the partial derivatives of the value function S(x, y, z). A complete analysis of the
performance of this system would benefit from a detailed numerical study.
Recently, optimal risk-neutral measurement feedback methods (LQG) were applied to the
problem of frequency locking of an optical cavity and the control system was experimentally
demonstrated, [21].
6.2 Optimal Risk Sensitive Control
In order to define a risk-sensitive performance criterion, we introduce R(t) as the solution to
the equation
dR(t)
dt
=
µ
2
C1(t)R(t), (118)
with initial condition R(0) = I. Here, C1(t) = U
∗(t)C1(u(t))U(t) as in the previous section,
and µ > 0 is a positive real number called a risk parameter. The solution to (118) can be
expressed as a time-ordered exponential
R(t) =
←
exp
(
µ
2
∫ t
0
C1(s)ds
)
. (119)
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We then define the risk-sensitive cost function to be the quantum expectation
Jµ(K) = P[R∗(T )eµC2(T )R(T )], (120)
where C2(T ) = U
∗(T )C2U(T ). The risk-sensitive optimal control problem is to find a mea-
surement feedback controller K that minimizes Jµ(K), [27].
It can be seen that the risk-sensitive performance criterion Jµ(K), equation (120), has a
multiplicative form, in contrast to the additive form used in the risk-neutral criterion J(K),
equation (101). This multiplicative form precludes us from expressing Jµ(K) in a useful way
in terms of the condition density ρˆt. In 1981, Whittle showed how to solve a classical risk-
sensitive problem by using a modified conditional state, with a corresponding modified filter,
[42], [4], [28]. We now explain how this works for the quantum risk-sensitive criterion Jµ(K),
[27], [44].
We begin by noting that eµC2(T ) = U∗(T )eµC2U(T ), and so, in view of the form of the
criterion (120), it is natural to define Uµ(t) = U(t)R(t), which satisfies the QSDE
dUµ(t) = {√κ1 dB∗1(t)σ− −
√
κ1 σ+dB1(t) +
√
κ2 dB
∗
2(t)σ− −
√
κ2 σ+dB2(t)
−(1
2
(κ1 + κ2)σ+σ− + i
1
2
ωσz − C1(u(t)))dt}Uµ(t), (121)
with initial condition Uµ(0) = I. Equation (121) is a modification of the Schrodinger equation
(70), via the inclusion of the cost observable C1(u(t)). The risk-sensitive performance criterion
Jµ(K) is therefore
Jµ(K) = P[Uµ ∗(T )eµC2Uµ(T )]. (122)
Now Uµ(t) does not commute with Zt, and so we follow the approach taken to derive the
quantum filter in section 5.5. Define U˜µ(t) to be the solution of
dU˜µ(t) = {√κ1 σ−dZ(t) +√κ2 dB∗2(t)σ− −
√
κ2 σ+dB2(t)
−(1
2
(κ1 + κ2)σ+σ− + i
1
2
ωσz − C1(u(t)))dt}U˜µ(t), (123)
with initial condition U˜µ(0) = I. Then V˜ (t) commutes with Zt, and
Jµ(K) = P[U˜µ ∗(T )eµC2U˜µ(T )]. (124)
Then by a calculation similar to (97), with U˜µ replacing U˜ , we find that
Jµ(K) = P0t [ν
µ
t (e
µC2)]
= P0t [tr[ˆ̺
µ
t (e
µC2)], (125)
where we introduce the risk-sensitive conditional state
νµt (X) = U
∗(t)P[U˜µ ∗(t)XU˜µ(t)|Zt]U(t), (126)
and corresponding risk-sensitive conditional density: νµt (X) = tr[ˆ̺
µ
tX ].
The risk-sensitive quantum filter is
dˆ̺µt = (i[ˆ̺
µ
t , H(u(t)] + C∗C1(u(t))(ˆ̺µt ) + L∗L1(ˆ̺µt ) + L∗L2(ˆ̺µt ))dt
+(L1ˆ̺
µ
t + ˆ̺
µ
t L
∗
1)dY (t), (127)
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with initial condition ˆ̺µ0 = ρ, where the running cost superoperator is defined by
C∗C(ρ) =
µ
2
(Cρ+ ρC). (128)
In equation (127), the measurement signal Y (s), 0 ≤ s ≤ t, is a standard Wiener process with
respect to the classical probability distribution P0t .
The risk-sensitive cost Jµ(K) may be expressed in terms of the extended Bloch vector
rˇ = (n, x, y, z)T by substituting the expression ρˆµ = 1
2
(nI + xσx + yσy + zσz) into (125):
Jµ(K) = P0
[
1
2
(N(T )− z(T ))eµc2
]
, (129)
where
dn(t) =
µ
2
(n(t)− z(t) + c1|u(t)|2n(t))dt+√κ1 x(t)dY (t), (130)
dx(t) = (−ωy(t)− κ1 + κ2
2
x(t) +
µ
2
(x(t) + c1|u(t)|2x(t)))dt
+
√
κ1 (n(t) + z(t))dY (t), (131)
dy(t) = (ωx(t)− κ1 + κ2
2
y(t)− u(t)z(t) + µ
2
(y(t) + c1|u(t)|2y(t)))dt, (132)
dz(t) = (−(κ1 + κ2)z(t)− (κ1 + κ2)n(t) + u(t)y(t)− µ
2
(n(t)− z(t) + c1|u(t)|2z(t)))dt
−√κ1 x(t)dY (t). (133)
These equations for rˇ(t) are of the form
˙ˇr(t) = fµ(rˇ(t), u(t))dt+ gµ(rˇ(t))dY (t). (134)
The value function for the risk-sensitive problem is defined by
V µ(rˇ, t) = inf
u(·)
P0
[
1
2
(N(T )− z(T ))eµc2 : rˇ(t) = rˇ
]
, (135)
where rˇ(·) evolves on the time interval [t, T ] according to (134) with initial condition rˇ(t) = rˇ.
The corresponding dynamic programming equation is
∂
∂t
Sµ(rˇ, t) + min
u
Lµ,uSµ(rˇ, t) = 0, (136)
Sµ(rˇ, T ) =
1
2
(n− z)eµc2 (137)
where Lµ,u is the generator of the SDE (134): for a smooth function ϕ(r),
Lµ,uϕ(r) = 1
2
tr[gµ(rˇ)gµ(rˇ)TD2ϕ(rˇ)] +Dϕ(rˇ)[fµ(rˇ, u)]. (138)
Now the minimum in (136) is attained at the value uµ,⋆(rˇ, t) = uµ,⋆(n, x, y, z, t) given by
uµ,⋆(n, x, y, z, t) =
1
µc1Sµ(n, x, y, z)
(Sµy (n, x, y, z, t)z − Sµz (n, x, y, z, t)y). (139)
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In deriving (139), we have used the relation DSµ(rˇ, t) · rˇ = Sµ(rˇ, t) which follows from the
multiplicative homogeneity property V µ(αrˇ, t) = αV µ(rˇ, t) enjoyed by the value function.
The verification theorem for the risk-sensitive problem asserts that if we have a smooth
solution Sµ(rˇ, t) to the DPE (136)-(137), and a control uµ,⋆(t) such that
uµ,⋆(t) = uµ,⋆(n(t), x(t), y(t), z(t), t), (140)
then uµ,⋆(t) is optimal and Sµ(rˇ, t) = V µ(rˇ, t).
We can now define an optimal measurement feedback controller Kµ,⋆ for the quantum
risk-sensitive optimal control problem using the function uµ,⋆(rˇ, t) defined by (140) and the
risk-sensitive quantum filter (131)-(133):
Kµ,∗t (Y (·)) = uµ,⋆(rˇ(t), t). (141)
6.3 Optimal Measurement Feedback Impulsive Control
It should be apparent to the reader that one may formulate and solve optimal measurement
feedback problems for systems with impulsive controls. Due to space limitations, we do not
pursue this further in this article.
7 Coherent Feedback Control
As discussed in Section 2, coherent feedback systems preserve quantum information through
the use of a controller which is itself a quantum system, and one or more means of transferring
quantum information between the plant and the controller. While the idea of coherent feedback
is natural, to date there is little known about how to design coherent feedback systems in a
systematic manner. In this section we discuss two simple examples.
7.1 Coherent Feedback Control using Direct Couplings
In this section we take a look at how quantum information may be transfered from a quantum
controller to a quantum plant using an impulse implementing a rapid coherent interaction
between the two systems. This example is based on the coherent spin control example discussed
in [35, Sec. III.E].
The plant P and controller C are independent two level systems, with Pauli matrices σ
(P )
α ,
σ
(C)
α (α = x, y, z). By suitable choice of reference or otherwise, we assume that these systems
have trivial self-energies, and are decoupled from external fields. The parameters P = (0, 0)
and C = (0, 0) describe the trivial dynamics σ˙(P )α (t) = 0, σ˙
(C)
α (t) = 0 of these systems in the
absence of interaction. We assume that interactions between the plant and controller may be
described by the action of bipartite unitaries
V = {CNOTPC, CNOTCP}. (142)
Here, CNOTAB is the CNOT gate with A as the control bit:
CNOTAB|00〉 = |00〉
CNOTAB|01〉 = |01〉
CNOTAB|10〉 = |11〉
CNOTAB|11〉 = |10〉.
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The interactions are applied via an impulsive control sequence γ, with unitaries Vk ∈ V. In
the Heisenberg picture, the hybrid equations of motion are simply
σ˙(P )α (t) = 0, τk < t ≤ τ k+1, (143)
σ˙(C)α (t) = 0, τk < t ≤ τ k+1, (144)
σ(P )α (τ
+
k ) = V
∗
k (τ k)σ
(P )
α (τk)Vk(τk), (145)
σ(C)α (τ
+
k ) = V
∗
k (τ k)σ
(C)
α (τ k)Vk(τk). (146)
The control objective considered in [35, sec. III.E] was to put the plant in the state
| ↓P 〉. If the plant is in an arbitrary pure initial state, then this objective may be achieved
by first initializing the controller in the state | ↓C〉, and then applying the impulsive control
γ = ((0, CNOTPC), (1, CNOTCP )), as the reader may readily verify.
If the plant and controller are subject to non-trivial dynamics between the application of
impulses, such as decoherence effects, then a more general hybrid dynamical model may be
developed along the lines discussed in Section 2.
7.2 Coherent Feedback Control using Quantum Signals
In Section 4 we described a class of quantum feedback networks involving the interconnection
of systems or subsystems via freely traveling quantum fields (quantum signals). The examples
discussed illustrate the point that this type of feedback may be used to change the dynamical
behavior of the plant. An important challenge for control theory is to develop ways of designing
signal-based coherent feedback systems in order to meet performance specifications., [47], [48],
[30], [36], [38], [19], [32], [37], [29], [?], [?].
While a detailed discussion of signal-based coherent feedback control design is beyond the
scope of this article, we briefly describe an example from [30], [36]. In this example, the plant is
a cavity with three mirrors defining three field channels. The problem was to design a coherent
feedback system to minimize the influence of one input channel w on an output channel z,
Figure 11. That is, if light is shone onto the mirror corresponding to the input channel w, we
would like the output channel z to be dark. This is a simple example of robust control, where
z may be regarded as a performance quantity (to be minimized in magnitude), while w plays
the role of an external disturbance.
In [30], it was shown how such problems could be solved systematically by extending meth-
ods from classical robust control theory, and importantly, taking into account the physical real-
ization of the coherent controller as a quantum system. Indeed, the controller designed turned
out to be another cavity, with mirror transmissivity parameters determined using mathematical
methods. This approached was validated by experiment [36].
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