A type system for implicit scaling  by Thatte, Satish
Science of Computer Programming 17 (1991) 217-245 
Elsevier 
217 
type syste licit scaling 
Satist rhatte 
Department of Mathematics and Computer Science, Clarkson University, PotsdL,n, 
NY 13699, USA 
Communicated by N.D. Jones 
Revised March 1991 
Abstract 
Thatte, S., A type system for implicit scaling, Science ofcomputer Programming 17 (1991) 217-245. 
We describe a novel application of subtyping in which a small orthogonal set of structural 
subtyping rules are used to capture the notion of scaling-an unusual variety of polymorphism 
found in APL-like languages which is attracting renewed interest due to its applications in data 
parallel programming. The subtyping apprrach allows us to provide a simp!e coercion-based 
semantics for an orthogonal interpretation of scaling whose generality goes well beyond what is 
available in APL dialects. Moreover, the results are independent of the structure to which scaling 
is applied-they apply equally well to lists, vectors, trees, or to any other structure usable for 
representing sets. 
1. Introduction 
Data prallelism [ 10, 5,211 has gained increasing favor recently due to its concep- 
tual simplicity and the high speedup available whenever the technique can be used 
efiectively. Conceptually, data parallelism covers a broad range from traditional 
vector processnlb .=-m to techniques for programming Transputer networks [21] and the 
Connection Machine [lo]. In this paper, we are concerned with one of the main 
techniques used for data parallel programming: the technique of scaling, which goes 
back all the way to APL [12] where it was introduced for its expressive power in 
array manipulation rather than as a way of expressing parallelism. Our concern will 
be with the implications of scaling for static typing-specifically, we explore a novel 
subtyping approach to the static type analysis of a very general interpretation of 
scaling. 
Recall that in APL, many scalar operations also accept array arguments and 
“scale” their meaning accordingly. In later dialects like APL2, the arguments may 
also be arbitrarily nested arrays. For instance, the scaling and shifting of a vector 
is usually written as a + b6 where 6 is a vector and a and 6 are real constants. 
Representing fi by a 1.-D array V, one can simply write this expression as a + b*V 
in APL. In Standard ML [ 151, using a list V, the same expression might be written 
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as 
mapjop +)(distl(a, map(op *)(distl(b, V)))) 
where the distl primitive is borrowed from FP [2]. Besides the obvious implicit 
parallelism, the gain in expressive power as a result of scaling is striking.* 
The price paid for implicit scaling is added complexity in the semantics of the 
language. Existing explanations of scaling in APL [3,13) treat only the operations 
involved (such as “+” and “*” above) as being polymorphic. The range of possible 
behaviors of such operations, especially when nested structures are allowed as 
arguments, is hard to capture in a single principle type expression, or even in a 
finite number of expressions. This is the main difficulty in doing static type analysis 
of scaled expressions. Our innovation in this paper is to show that an alternative 
approach based on coercive structural subtyping accounts very effectively for scaling. 
In effect, our type system coerces the APL-like version of the expression given above 
to the Standard ML version. We expect that a realistic compiler using our system 
can derive enough information from the typing process to generate more efficient 
(sequential or data parallel) code than the naive synthesized version implies. 
The generality achieved by our solution goes well beyond what is available in 
APL dialects. Scaling is no ionger limited t’s syntactic operators-all functions 
including user-defined ones can be scaled up in the same way. The extension of the 
subtype structure relative to type constructors captures all the natural implications 
of scaling for components of structures, higher-order functions, and so forth 
(see examples in Section 3). The notion of scaling itself is more general. As an 
example, suppose “++” denotes concatenation of vectors of integers, and the vector 
consisting of x1, x2, . . . , x, is denoted by [x, , x2$ . . . , x,]. The expressions 
[[l, 21, [3,4]] ++ [[5,6], [7.8]] and [[l, 21, [3,4]] + [[5,6], [7,8]] both work correctly: 
the former yields’ [[l, 2,5,6], [3,4,7,8]] and the latter [[6,8], [lo, 1211. Note that 
the grain of scaling is different in the two cases. We do not know of any APL dialect 
which automatica!ly ;Jjusts the grain of scaling to the needs of the application in 
this way. Our iechnique is also quite robust under many kinds of enrichments of 
the underlying language-for instance with mutable variables. Compatibility with 
parametric polymorphism poses some interesting problems, which are discussed in 
Section 8. 
The basis of our solution is a small set uf orthogonal subtyping rules (with 
corresponding coercions) which capture most cases of scaling. As in the case of 
subtyping with labeled record types [6] subtyping is based on the structure of type 
expressions. Although easy to understand and motivate, the structural relationships 
turn out to be unusually complex. Even the antisymmetry of the CV*h**rnn raln+GfiH 9uuryyti LcllULlUll 
’ This expression can be rendered with nearly APL-like brevity (though not simplicity) in some modern 
functional languages, but this does not extend to expressions involving scaling with nested vectors, 
and/or user-defined functions. Our generalization of scaling covers all such extensions. 
’ With the usual polymorphic irterpretation of .’ +, the result would be [[1,2],[3,4],[5,6],[7,6]] instead. 
Our language is monomorphic precisely because generalized scaling conflicts with polymorphism in the 
interpretation of such examples. 
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needs a nontrivial proof. The proof of the coherence of subtyping judgements, i.e., 
the property that each subtyping relationship implies a semantically unique abstract 
coercion, requires a normalization result for derivations of subtyping judgements. 
The ‘subtype structure is consistently complete, but this is not obvious, and the 
algorithms for finding LUBs and GLBs (required in the typechecking algorithm) 
are quite complex. In spite of this complexity, we believe that the subtype structure 
is intuitively natural and will be “user-friendly” in practice. 
The subtyping rules define the rest of the problem, which is to verify that they 
can be applied within a standard general framework of the kind given in [18] to 
give unambiguous meanings to scaled expressions. Standard typing rules allow 
derivation of types and coerced (unscaled) versions for all meaningful scaled 
expressions and each coerced version can be given a meaning using the standard 
semantics of the A-calculus. To show that each scaled expression has a unique 
meaning, we need two further properties: the existence of a minimal type for each 
well-typed expression, and semantic coherence- the property that the meaning of 
an expression depends only on the typing judgement applied to it, not on the 
derivation used to reach that judgement. Since each use of subsumption in a typing 
derivation implies the insertion of a coercion, the meaning of an expression depends 
both on the type assigned to it and on the particular derivation of the corresponding 
judgement. Minimal typing assures uniqueness in the former factor while coherence 
asserts that the apparent ambiguity due to the latter is semantically inconsequential: 
all the different coerced versions for the same type have the same meaning. The 
notion of coherence was first discussed formally in [4]. Reynolds’ discussion of 
coercions and overloaded operators [ 181 is based on the same intuition. As Reynolds 
(implicitly) points out, coherence of typing is closely related to coherence of 
subtyping judgements. The additional complication in our case comes from the fact 
that each function-valued expression is “overloaded” with an infinite number of 
potential meanings. However, it can be shown that at most one of these overloaded 
meanings is usable in any particular application. This fact, together with coherence 
of subtyping judgements, turns out to be sufficient for coherence of typing. 
In the rest of the paper, following a brief discussion of related work and some 
preliminaries in Sections 2 and 3, we begin by deriving the subtype structure in 
Section 4. Section 5 gives an outline of the coercion-based semantics. The proofs 
of the major properties of the subtype structure are given in Section 6. Section 7 
gives the typing algorithms, and proves their properties and Section 8 concludes 
with a discussion of the problems involved in adding parametric polymorphism. 
2. Related work 
Type inference using subtypes structures has proved to be a fruitful idea in a 
variety of applications. It was originally introduced by Reynolds [ 171 to systematize 
the sematics of automatic coercions between types. Such subtyping might be called 
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coercive, to contrast it with the inclusiue variant used in theories of inheritance [6], 
quantified types [ 161 and partial types [ 191, where subtypes are taken to be subsets. 
Most applications of the coercive variant have been concerned. with relationships 
between atomic types, such as “integer Q real”. An underlying theme in this paper 
is that coercive structural subtyping-subtyping based on the structure of type 
expressions- can be very useful as a tool to provide coercion based semantics for 
many interesting language features that pose problems for other semantic 
approaches. A similar approach is used in [4] to give an alternative semantics for 
inheritance. We have elsewhere [20] explored an application to dynamic typing in 
static languages. 
3. Type and object languages 
The object language is a simply typed dialect of the A-calculus. For definiteness, 
the language includes a linear list or sequence structure for the application of scaling. 
However, this fact is nowhere used in an essential way, and substituting sequences 
with any other data structure suitable for set representation (such as trees or arrays) 
would require no change in the treatment except for the substitution of appropriate 
new conversion functions (see Section 6 for a precise justification for this structure 
independence). 
The grammars for type and object expressions are given in Fig. 1, where the 
metavariable e ranges over expressions, x over identifiers, L over scalar types and 
r over all type expressions. Scalar types in this context need not include only atomic 
typcz. Any type which is not a product or function type and is not a structure type 
involved with scaling can be thought of as a scalar type. The set of all type expressions 
will be denoted by 7’ypexpr.s. The grammar for object expressions does not include 
constants and primitive functions -their types are assumed to be given in a standard 
typing environment (a “prelude”). 
Besides the constructors x and + for pro+-’ _dU~~ and function types, we have an 
outfix type constructor [ 3; [r] is list-of-z We need to provide the list primitives as 
syntatic operators in order to allow them to be generic. Note that the type intended 
for each use of&l must be given (this can be avoided by introducing the “universal” 
e ::= x (identifiers) I &.e (typed abstractions) 1 el e2 
1 el, e2 (pain) I eLi (projections, i=l,2) I r&, 
I el:: e2 (cons) I Me (list head) I tie 0 ..- L (scalar type ) I 7; XT2 (product types) 
I [Tl (list tvpes) I 71 -922 (function types) 
Fig. I. Syntax of object and type expressions. 
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type described by Reynolds [NJ). In a simply typed dialect of the h-calculus such 
as ours, recursion must normally be provided by an explicit construct fix which - 
computes least fixed points of functions. The reason for omitting the construct in 
the grammar above is that fixpoint constructs are incompatible with minimal typing 
in our context. A counterexample to demonstrate this is given in Section 5. This 
does not mean that the language cannot include fixpoint constructs. It does mean 
that the typing constraints for such constructs cannot be described using nondeter- 
ministic typing rules as in the case of the other constructs. It is easy to infer the 
natural type of instances of the fix construct, and the fix case in the minimal typing 
algorithm Type in Section 7 does exactly that. 
4. The subtype structure 
The essence of our approach is to capture the sematics of scaling in a small 
orthogonal set of structural subtyping rules. The subtype structure must find a 
balance between two conflicting principles-orthogonality and coherence. 
Orthogonality-the treatment of all (data and Curction) types as first-class citizens 
in the subtyping scheme- is what gives the solution its simplicity, generality and 
expressive power. Unrestricted orthogonality leads to 1,~s of coherence, but the 
coherent solution derived below retains sufficie.it orthogcnality for most practical 
purposes. 
It is helpful to start with some examples to outline the desired range of applicability 
of the subtype structure. The primitive coercions we shall need ars provided in FP 
[2] as primitives-“*” (function composition), cx (a curried version of map), distl, 
distr and trans. The function trans transforms any pair of equal size into a list of 
pairs of corresponding elements in the obvious way; disti “distributes” its first 
argument by pairing it with elements of its set, nd (list/sequence) argument, and 
distr is exactly the same except it takes its arguments in the reverse order. We treat 
these coercions as though they possess polymorphic types because they are used 
only in places where their type is both correct and manifest. The use of FP primitives 
as basic coercions is especially interesting because FP has been influenced by many 
APL ideas and idioms but lacks a notic:.. of scaling. The reason (presumably) is 
that the semantics of implicit scaiiklg in APL is rather complex and ad hoc. We 
restore scaling (for homogeneous structures) in a semantically simple way by 
implicitly using the same coercions FP procrammers must use explicitlJ 
We use [e,,e,,..., e,] as an abbreviation for e, :: (e2 :: (. - . :: (e,, :: dTj l - .)I 
(where r is the component type) ,nd the form e -B e’ to mean that the expression 
e is (expected to be) coerced to e’ by a minimal typing derivation. Thus, 
square [ 1,2,3] --w (a square) [1,2,3] = [l, 4,9], 
1 -t [l,2,3] + (a +)(distl(l, [1,2,3])) = [2,3,4], 
[It 2,3] + 4 + (a +)(distr([l t 2,3], 1)) = [2,3,4], 
[I, 2‘31 + [2,3,4] -+ (a +)(trans( [l ,2,3], [2,3,4])) = [3,5,7]. 
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Scaling is not limited to one “level” in a structure. Thus, 
1 + [[I, 2],[2,3]1- (~(a +))((a distl)(distl(l,[[1,2],[2, a] ))) 
= #, 31, [3,4]]. 
For an example w:^h nonscalar operands, let f = AXintxlintl .xJ,l :: x&2, 
f(O~ HI r 2LI2f 311) --)) (orf)(distl(O, [[I, 21, [2.3]])) = [[O, 1,2], [O, 2,311. 
We wish to capture the implicit coercions implied by these examples in a few 
orthogonal structural subtyping rules. Subtyping judgements will be presented in 
the “natural deduction” style. Each subtyping judgement has the form I- rl d r2 +f 
whereas f is the corresponding coercion. The simple scaling of functions as in 
square[l, 2,3] can be captured in its full generality by the rule 
which uses the (polymorphic) operator cy to convert any function of type 71 + r2 
to a function of type [r,] + [Q], where 71 and r2 are arbitrary types. For instance, 
consider the expression square[[ 1,2], [2,3]]. H ere the type of square is coerced to 
[[int]] + [[int]] by two iterations of SCL, and square itself is coerced to a ((w square). 
An interesting consequence of SCL is that one never needs to use the cy (map) 
operator explicitly, even in order to scale up an argument of a higher-order function 
(see inner product example at the end of the section). 
Evaluation of expressions like [I, 2,3] f [2,3,4] can be seen as a two step process 
in which a zipping step collates the two operands to yield [(l, 2) (2,3), (3,4)] and 
a scaling step coerces “+” to “(Y +“. The first step can be captured by the rule 
ZIP: t- [r,] x [TV] G [r, x TV] * trans 
with the semantic proviso (enforced by trans) that the 
length. This generalizes pleasantly to examples like 
two lists must have the same 
[[ 1 I 21, [3,411 + [[2# 31,[4# 511 
--w (a((~ +))((a trans) l trans([[l, 21, [3,4]]. [[2,3], [4,5]])) = [[3,5], [7,3]]. 
The argument type [[int]] x [[int]] ’ t IS ransformed to [[int x int]] by two iterations 
of ZIP, and “+” is then applicable by two iterations of SCL. The second iteration 
of ZIP uses a naturally induced subtyping relationship between list types (incorpor- 
ated into rule LIST in Fig. 2). ZIP implies that all explicit uses of our version of 
trans can also be eliminated. 
This leaves examples like 1 + [I I 2,3]. The argument type here is int X [int] and 
it needs to be subsumed to [int x int]. The coercion involves replication of the first 
argument to match the second. Replication cannot be separated from zipping since 
the degree of replication is determined by the context-l is replicated three times 
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in this example because the other argument of “+” is a list of length three. We 
might iherefore propose the symmetric rules 
i- 7l x [7-J 6 [T, x 72] * Astl, 
t- [q-J x 72 d [T, x 721 * drstr. 
Unfortunately, these rules are incompatible with coherence. The proklerl? C‘,G be 
seen with a simple example-two semantically distinct derikratior; for [int] x [kg;! d 
[[int X int]]: 
[int] ;X [int] d [int x [int]] < [[int x i:7181], 
[int] X [int] d [[int] X inr] 9 [[int x iiit]]. 
The coercion for [int] x [int] d [[int x int]] is distl l distr in the first d&:‘ation, 
and distr l distl in the second: (L21~ WI) would be converted to 
[[(1,3),(1,4)],[(2,3),(2,4)]]bythefirstderivationandto[[(1,3),(2,3)],[(1,4),(2,~?)]~ 
by the second. We therefore impose the restriction that replicated values must- be 
scalars. 
The basic cases of the subtype relation are defined by rules SCL, ZIP, REPL and 
REPR in Fig. 2. The other rules in Fig. 2 are standard for all subtype relations (see, 
e.g., [18]). Of these, LIST, PROD and FUN allow the basic rules to be applied to 
subexpressions of a type expression in a natural way. In the coercion for PROD, 
the construction ‘fi x f2” denotes a function such that (f, x fz)(x, y) = (~~,x,f~y). 
Finally, id is the identity function. 
SCL: I- ‘51 i) r2 5 [?,I --) irp,l = a 
REPL: c L x [T] I [L x -i] =S distl 
zip: c [‘tl] x ir2] I [q x r21 = tram 
REPR: I- [T] x L 5 Ir x tl - distr 
t- 71x93 I QxT4 9 fXg 
c fl s T52 * f I- 13 s ‘54 =s g 
FUN: -_- 
f 92 + T3 IT,+74 * Ah. g- hmf 
Fig. 2. Subtyping rules and coerckm 
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Cleaily, the coercions in L zig. 2 are naive. In a serious sequential implementation, 
one would expect to optimize the implementation of standard combinations to avoid 
actual zipping and replication whenever possible, to produce code that is comparable 
in efficiency to (say) eqrlivalent hand-coded C programs. In programming for the 
Connection Machine on the other hand, a&al replication appears to be the standard 
practice [lo]. The detection and transformation of optimizable combinations of 
coercions can be made” a part of the typechecking algorithm. The details are clearly 
nontrivial, and will have to await another paper. 
To illustrate the use of a number of rules “~‘;rking together, consider a slighzly 
more complex example involving higher-order functions. In FP, the inner product 
function is defined by the expression (,/ +) l (a *) l trails, where “/” is APL’s reduce 
operator, which has type (real x real + real) + [real] + real in this context. Given 
that explicit uses of LY and tram are unnecessary, we should be able to express 
inner product as (/+) l *. The expression should have the type T = [real] x [real] + 
real. “/ +” clearly has type [real] + real. The type of “*” is coerced from real x real + 
real to [real x real] + [real] using SCL to fit the composition, giving the (minimal) 
type a = [real X real] + real for the overall expression. It is easy to see that the 
required type T is a supertype of a-[real] x [real] d [real x real] by ZIP and hence 
T 2 c by FUN. The standard behavior is therefore inherited by our version, which 
is more general than the usual inner produci. In addition to a pair of real sequences, 
it could also be applied to a real constant and real sequence, or to a sequence of 
real pairs. 
The subtype structure defined here appears to have few unexpected consequences 
of the kind that ::tade coercions in PL/I notorious. A possible exception is that 
some nonhomogeneous list expressions, instead of producing type errors, are 
automatically homogeneized: 
[(3, [I, 2]), ([4,5], 6)] + [distl(3, [ 1,2]), distr( [4,5], 6)] 
= [[(3,1 j, (3,2)], [(4,6), (5,6)]]. 
It should be noted that in all of the examples in this section, whenever automatic 
coercion is required, the resulting converted expression is not unique. Given an 
apparently mismatched application, one can either coerce the function part to adapt 
to the argument or vice versa. The individual coercions themselves can be carried 
out in many ways. The important point is that, as a result of the coherence property, 
this flexibility does not cause any semantic ambiguity. 
5. The semantics in outline 
The semantics of the object language is based on trarr Terming scaled expressions- 
all expressions are assumed to be scaled-+0 unscaled ones based on the subtype 
strs;cture of the last section. The “engine” t&- ’ .3e transformation is type inference, 
specified by a set of typing rules. We : = typing rules in which the insertion of 
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coercions is made explicit, departing from previous usage [7,18] for systems based 
on subtypes. One reason is that the statements and proofs of several theorems are 
made clearer and simpler by the change. We also use the new form to emphasize 
that our subtype scheme is coercive rather than inclusive. Many recent papers on 
type inference with subtypes [6,16,19] use inclusive subtyping. Coercive subtyping 
allows relationships that are semantically more ad hoc, and need more justification 
through properties such as coherence. The general form of a typing rule is A I- e I 
e’ : r, which can be read as: “Given a set A of typing assumptions for free variables, 
the expression e is coerced to e’ which has the type 7.” The expression e’ is the 
unscaled version of e. The typing rules are given in Fig. 3. The most notable rule 
is the suhumption rule-the last rule in the right column, which uses a coercion 
function to account for the use of a subtyping relationship. 
The semantics of the coerced expressions derived by type inference is meant to 
be transparent. This is equivalent to saying that given A t- e + e’: T, the assertion 
“e’ has the type 7” is prima facie sound. Suppose there are functions E and T which 
map syntactic expressions in the object and type languages to their respective 
denotations (the details of the definitions of E and T are given in Appendix A). The 
function E uses an additional environment argument v as is usual in denotational 
semantics. We use q I= A to mean that the environment v satisfies the type assump- 
tions in A. Note that E only assigns rransparent meanings (without any attempt to 
resolve scaling) and is only meant to be applied to unscaled expressions. 
SemanticsSoundnessTheorem. A/-e + e’ : rimpliestlqlt-A.E[e’]r) ET[T~. 
Given that E[flq E T[r, + ~~0 for the coercion f in the subsumption rule, the proof 
of this theorem is easy by induction on the structure of e, and is left as an exercise. 
Although typing is sound, it i,s highly nondeterministic. Suppose we define: 
Types(A,e) = {T 1 A t- e ---\I e’: r for some e’}, 
Exprs(A,e,T) = {e’lA t- e a e’: r}. 
Types(A,e) is not a singleton for most well-typed e, and Exprs(A,e,T) is not a 
singleton for most types r in Types(A,e). However, as we prove in Sections 6 and 
7, ( Vpexprs, s) is a poset and each nonempty Types(A,e) contains a minimal 
element, which we denote by MinType(A,e j. Moreover, although Exprs( A,e,T) may 
contain many expressions, the minimal coercion theorem ‘in Section 7 asserts that 
this is semantically inconsequential since all members of Exprs(A,e,T) always have 
the same (transparent) meaning. To be more precise, the theorem asserts that for 
all distinct e, and e2 in any Exprs(A,e,r), tlq t= A. E[e,lv = E[Ie,jv, and therefore 
E can be applied to Exprs(A,e,r). We can now define the new semantic function 
SE which gives meaning to scaled expressions directly. Assuming 77 I= A: 
SE[ejq = if Types(A,e) = fd then wrong eke E[Exprs(A,e,MinType(A,e))llll 
where wrong is a special semantic value that denotes type error. 
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The problem concerning the I& construct which we mentioned in Section 3 can 
be understood in the context of the typing rules in F;g. 3. Such a construct is 
normally given the foilowing typing rule: 
Ai--e+e’:r+~ 
Ai-fixe=dixe”:T - - 
However, the addition of this rule destroys the possibility of minimal typing and 
coherent semantics. This can be seen with the following simple definition of the list 
of all natural numbers, where A is assumed to contain the usual assumptions for 
functions such as “+“. Let 
f = h??atSli,,l . 0 :: (1 + nats), and g = hnatsti,,,]. 0 :: (a+ (distl(1, nats))) 
It is easy to see that A t-f* g : [in?] + [int]. The list of all natural numbers can 
now be expressed by f&f; where, using the rule above, we would have A I- &x/3 
fix g : [int]. This is what we intended. However, using the subsumption rule after 
our original derivation, we have A k-f+ ag : [[int]] + [[int]]. Therefore, using the 
rule for fix, we have A t-f=+fixag:[[int]]. 
There is no type expression which can be coerced to both hint] and [[ int]]. The 
expression fix f therefore cannot be given a minimal typing. In some sense, [ int] is - 
the natural type for fixcf; and this is confirmed by the fact that for other typings the 
meaning of the converted expression (e.g., fix cwg) is undefined if fix is taken to 
me&ii the least fixed point operator Y (see Appendix A). This is the case for the 
least fixed points of all function valued expressions when they are converted by 
“unneeded” insertions of cy (using XL). 
A I- x 3.x: A(x) 
A I- el =ael’:z 
A I- e2 3 e2’ : 1’51 
A I- el:: e2 =$ el’:: e2’ : [‘F] 
A I- e 3 e’ : [T] A I- e =a e’ : [rl 
A+x:T I- e=a e’: ‘5’ 
A I- el 3el’: q 
A I- e2 3 e2’: ~~ 
A I- el,e2*el’,e2’:Tlx?2 
A I- e =a e’ : q x ~~ 
i= 1,2 
Al- el=seel’: q-)72 
A I- e2 =a e2’ : q 
A I- ele2=+el’e2’:T2 
A I- e =+ e’ : tl I- 21572 * f 
A I- eaf e’:T2 
Fig. 3. Typing rules. 
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6. Properties of the subtype structure 
In this section we discuss the two major properties of our subtype structure which 
are needed to validate the semantics outlined in the last section, namely, partial 
ordering and semantic coherencti. The former is needed for the existence of minimal 
types and the latter for the coherence of typing judgements. A subtype relation is 
naturally reflexive and transitive (a preorder), as reflected in rules RFLX md TRNS 
in Fig. 2. We begin by showing that (Typexprs, s) is antisymmetrlc as well. We then 
prove the coherence of subtyping judgements, i.e., the property that I-- T, Q T? of 
and I- T, s Tr3g impliesf= g ( extensionally). The property is needed because a 
relation r1 Q T? can usually be derived in a number of different ways, leading to 
superficially different coercion functions. For instance: 
I- [int X int] + int S [[int] X [int]] + [int] * (hg.g l (a, trans)) l ff, 
I-- [int X int] + int d [[if-it] X [int]] + !%);I * cx l (Ag.g l trans). 
via two derivations for the same subtyping judgement. The details are left as an 
exercise. 
The key to the entire analysis in this section is an analogy between derivations 
of subtyping judgements and term rewriting sequences. The new technical notion 
underlyirrc the analogy is that of a unit subtyping relation, corresponding to a single 
rewriting step. Define a unit subtyping judgement (unit judgement for short) to be 
any judgement which can be derived with exactly one use of one of the basic rules 
(SCL, ZIP, REPL, REPR), along with possible uses of other (nonbasic) rules. We 
use the notation I- 7 4 G qf for unit judgements, or just T Q u for short, whenever 
we can ignore the coercion f: It is not hard to see that the coercion for a unit 
judgement is unique. Moreover, an) derivation of a subtyping judgement (for 7l d 7-J 
can be presented in the forrr of a sequence rl = TV, -=I l - - 4 T,, = T?, n z 0, where 
the overall coercion is the composition of the unit coercions. The proof of this 
observation requires a rearrangement of the derivation along the lines of the (quite 
different) rewriting system described in [8]. We omit the tedious formal details since 
the point is intuitively obvious. This constitutes a parti 7 normalization of the 
derivation of the subtyping judgement: there are in general many such sequences 
for a given judgement. The main result we wish to prove is that all sequences of 
unit judgements for a given subtyping judgement are semantically equivalent, i.e., 
there is a unique representative sequence which represents the subtyping relation 
semantically (in terms of the implied coercion). This amounts to a full normalization 
result for derivations of subtyping judgements. 
Note that each step Ti 4 Ti+l involves replacement of a single subexpression within 
Ti by the corresponding expression according to the basic rule involved. This k very 
similar to a term rewt:ting step and would be just ordinary rewriting based 011 a set 
of first-order rewrite rules if not for the antimonotonicity of “3” in its first argument. 
To make the anal;sy more precise, we need to partition occurrences of subex- 
pressions in type ~Ypressi~ns into positive and negative ones in order to indicate 
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whether they are monotonically or antimonotonically related to the overall 
expression. An occurrence is a binary string specifying a path to the subexpression 
concerned. The subexpression reached by (occurring at) p in r is dentoed by r/p. 
Tke idea is the same as in rewriting, with type constructors and constants playing 
the role of function symbols. The concatenation of occurrences p and q is denoted 
by p - q. The set of all occurrences in an expression r will be denoted by 0( 7). The 
root occurrence A is positive. There are four inductive cases for extensions of each 
p (5 W). 
1. r/p = L: there are no occurrences extending p. 
2. T/P = [ ~‘1: pm 0 has the same sign as p. 
3. T/P = q x r2: p-0 and p* 1 have the same sign asp. 
4. 7/p = 71 + 7,: pm 0 has the opposite and p l 1 has the same sign as p. 
We wish to think of the basic rules SCL, ZIP, REPL and REPR as rewrite rules, 
except that they may be used in either direction depending on the sign of the 
occurrence being replaced. A “redex” will be either a positive occurrence of an 
instance of a LHS or a negative occurrence of an instance of a RI-IS of a basic rule. 
The corresponding reducts will be the corresponding instances G,.C the RHS and LHS 
respectively. It is easy to show that 7i can be “rewritten” to r2 in one step according 
to this description if71 ~3 r2. Whenever we wish to emphasize the occurrence p 
involved in a step r1 4 r2, we shall write it as 7, -,, TV. 
6.1. Antisymmetry 
To prove that d is antisymmetric, we define a linearly ordered “measure” for 
types which strictly grows with 4. The measure uses the auxiliary functions D, F 
and S. Of these, D will play a central role throughout this and the next section. 
D( 7 j can be thought of as the depth of (list) structure in T. 
D(T) = Case r of 
. 
0, 
;;‘]: 1 + D(T’j, 
71 + 72: 0, 
71 x 72: max( D( q), D(n)). 
One of the useful properties of D is: 
Lemma 1. q d r2 + D( 7,) = D(T?). 
Proof. By induction on the structure of rl. 
Casel: rl = ~orr, = rll + r,2.Thenbythedefinitionofs,T2 = borT2 = 721 + rz2, 
respectively. Therefore D(q) - D(n) = 0. 
Case2: r1 = [T;]. Follows by the inductive hypothesis since we must have r2 = [75] 
and 7; d 75. 
Case 3: rl = r1 1 x q2. If 7 , d r2 by any of rules ZIP, REPL or REPR, then the 
result is obvious by inspection. If by PROD, then the result follows by the inductive 
hypothesis. q 
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Suppose (k, , . . . , k,) denotes the (lexicographically ordered) sequence of integers 
ki, 1 G i G n. Suppose further that Ipi( 7) is the number of positive occurrences p and 
Ni(T) is the number of negative occurrences p such that p is a string of length i 
and T/P = [T’], and Depth( 7) is the length of the longest occurrence in 0( 7). Let 
x4 P) denote - 1 if p is a negative occurrence in O(T) and 1 otherwise. 
07) = (k,, . . . , bepr,a(TJ where ki = Pi(r) - A/i(T), 0 c i d Depth(r). 
S(T) = c X7(P) * 4 P) where s,(p) = 
D(d) + D( 72), T/P = rl + ~2, 
PEO(T) 
o 
, otherwise. 
The required measure is the ordered pair (F(T), S(T)): 
Lemma 2. The relation =S is a partial order on Typexprs. 
Proof. We only need to show that d is antisymmetric. Let M(7) = (F(T), S( 7)). 
Suppose values of M( 7) are linearly ordered by the lexicographic order on pairs. 
We must show that 71 dp 72 implies that M(T~) < M(r2). If 7,/p is an instance of 
either the LHS or RHS of rule SCL then clearly F(T~) = F(T~). Otherwise, it is 
either a positive occurrence of an instance of the LHS or a negative occurrence of 
an instance of the RHS of rule ZIP, REPL or REPR. In all these cases, it is easy 
to see that F(T~) < F(T2). On the other hand, by Lemma 1, S(r,) = S(T?) in all 
these cases, but S(T~) < S(TJ when rule SCL is involved whether p is positive or 
negative. q 
6.2. Coherence of subtyping judgements 
The key idea in proving coherence of subtyping judgements is that of permutations 
of sequences of unit judgements. The idea is again taken from work on term rewriting 
[ 111. A permutation of a sequence is a reordering of the steps in it, preserving the 
end points. All permutations cf a given sequence constitute a permutation class. The 
first step in the proof of coherence of subtyping judgements is to show that all 
sequences in the same permutation class are semantically equivalent, given that the 
basic coercions obey a set of algebraic iaws. The second step shows that all sequences 
for a given subtyping judgement belong to a single permutation class; in other 
words, there is a unique sequence for each subtyping relation modulo permutations. 
Suppose we identify sequences of unit judgements by names. Let B, C, . . . , range 
over such sequences. We shall write B: 7l G r2 to indicate that B is a sequence for 
71 d r2. Clearly, there is a unique coercion from 71 to 7_ , associated with 3 given 
sequence B: rl 6 r2. This coercion will be denoted by CB. Coherence of subtyping 
judgements can now be paraphrased as the 
Unique Coercion Theorem. B: 71 s r2 and C: 7l s ;r, implies Cw = Cc.. 
Permutations can be defined by using an idea analogous to the c&.&%1 ti@on 
of residuals in rewriting [ 111. Intuitively, the idea is that subexpressions ir the rade~ 
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being replaced are rearranged b~ the corresponding reduct according to the pattern 
of the rule involved, and their fate can be traced through consecutive unit judgements 
in the derivation of a relation r 6 7’. The residuals of an occurrence q in 71 after 
a “reduction” 71 d,, r2 are denoted by q\p, which is a set of occurrences in r2. 
Suppose n/p = bcu, the basic rule involved in the unit judgement is of the form 
I < r, and therefore Q is 7l with the subterm at p rdplaced by r(~; then q\p is defined 
by cases as follows (recall that q and p are strings): 
2. q = p n w, w E O(I) and l/w is not a (type) variable: q\p = 0. 
3. q=p*w*s,andl/w= 7 which is a variable: q\p = {p l v l s 1 r/v = 7). 
For instance, r1 = int + (int x lint]) a,, [int] + [int x [ int]] = rr by SCL. The sub- 
term int x [int] in r1 occurs at q = 2. The residual 2\A = (2 9 1) by case 3 above 
(with up = 2, s = A, and v = 2 - I). The simplicity of our case does not justify 
introduction of all the machinery required for formal analysis of res.~~;uals, but it 
is not hard to show that each redex occurrence except p in 7l leaves exactly one 
residual occurrence in T? when 7l -=J,, r2. Moreover, the residual of a redex is a 
redex. If q f: p is such a redex occurrence in TV, then let q\p denote its residual in 
r2. Similarly, let p\q denote the residual of p after the alternative step 7l ~~ r3 
which is obviously possible as well. The basic fact we are interested in is that in 
this situation there is always a r4 such that both B: pl aP 72 aqiP 74 and 
c:yqg3-=l p,y r4 are possible. This is illustrated in Fig. 4, which says that all 
distinct redices in a type expression are independent in the sense that the order in 
tiihich they are reduced is immaterial. Note that this does not imply that the rewrite 
Elation (a) is strongly locally confluent since it assumes that p and q are distinct. 
We shall say that B and C are direct permutations of each other, denoted by B = C. 
Also, if B’: r. s r1 and C’: r4 d Q are any other sequences, then B’ . B l C’ = 
B’ l C l C’ where B * C denotes the concatenation of sequences B and C. 
The general permutation relation, which is the reflexive, transitive and symmetric 
closure of =, will be denoted by ‘*=“. A permutation class is just an equivalence 
class of “=” . Given the independence of redices illustrated in Fig. 4, the only reason 
why derivations cannot be permuted in arbitrary ways is that all redices reduced 
during a derivation are not residuals of those present in the initial expression-some 
Fig. 4. Direct permutations. 
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of these redices may have been created during the derivation, and the reductions 
which create them must obviously be performed before they can be reduced. Subject 
to this restriction, however, all other permutations are in fact possible. In particular, 
the reduction of any redex, once present, can be permuted forward to any extent 
so long as it does not participate in creating any other redex. 
The justification for using the equivalence notation is that permutations are 
semantically equivalent, i.e., B = C implies CB = Cc. To show this we need only 
prove that the sequences B and C used in defining “=” correspond to the same 
coercion. When neither of the two occurrences p and q is a prefix of the other, the 
two coercions are obviously independent. Suppose one is a prefix of the other. 
There are four cases depending on which of the four basic rules (SCL, ZIP, REPL, 
REPR) is applicable to the larger of the two subexpressions (reached by the prefix 
occurrence). Suppose SCL is applicable, and the smaller subexpression occurs in 
the argument part of the type. For instance, suppose f: 7l + G, and there is a type 
73 4 T,, with the correspondinb direct coercion g. We have the two sequences 
1. 72 + 72 Q kl + b-21 =3 b-31 + b-21, 
2. 72 + 72 -4 73 + 72 4 [73] + [ ‘pz-& 
We must show that the equation 
(SW (4) l b-4 = 4.P g) 
for the corresponding coercion functions holds irrespective of the values off and 
g. This is easy to verify-the equat& is given in [2] as equation 111.4. It is also 
easy to see that this equation implies the equality of the two coercions derived in 
the example at the beginning of Section 6. The same equation suffices (with f and 
g reversing roles) if the smaller subexpression occurs in the result part (T?). The 
other cases require verification of similar simple equations: 
(ZIP) (a(fxgj)4ms=trans+(orf)x(ag)), 
(REPL) distl l (id = cxf) = (a(id x f)) l distl, 
(REPR) distr l (af x id) = (a(f x id)) l distr. 
Interestingly, Wadler’s work on parametricity [22] shows that all four of these 
equations are implied by the (polymorphic) types of the functions involved! This 
observation applies to many other similar structures such as vectors, trees, sets, etc., 
using straightforward extensions of Wadler’s results. This implies that the equations 
need not be checked for any such structure over which scaling is applied so long 
as the corresponding coercions have the right types-which they must in order to 
be usable as coercions at all. Since these equations are the only point where the 
properties of the subtype structure are dependent on the specific data structure 
involved in scaling, the results of this paper are entirely independent of any such 
specific structure. 
These equations imply the semantic equivalence of permutations: 
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Lemma 3. B = C implies Cp = CC. 
We now prove that all sequences for a given relation 71 9 r2 belong to the same 
permutation class. The main idea is that any sequence can be permuted to a standard 
form. This is possible because any sequence consists conceptually of a number of 
(distributed) subsequences, each corresponding to a single step of scaling. The 
following two lemmas assert that it is possible to gather these subderivations into 
contiguous subsequences by permutation. In the rbllowing lemma, recall that A is 
the empty string (the root occurrence) and therefore applying a rule at A is the 
same as applying it to the whole term. 
Lemma 4. If 7, = TV, + r12 and r1 d r2, then r2 = r21 -* r22 and 
1. D(T~,) - D( T,,) = D( 722) - D( q2) = k, for some k. 
2. SCL is applied exactly k times at A in any derivation for TV s r2. 
3. Given any derivation B: r1 6 r2, there is a derivation B = Cl-C2 = C: r1 s r2 
in which Cl consists entirely of k applications of SCL at A, and C2 contains no such 
applications. 
Proof. Parts 1 and 2 follow from Lemma 1 by inspection of the two rules (SCL and 
FUN) applicable at A. Part 3 is simply a special case of the more general observation 
that redices which are instances of either side of SCL can be neither created by 
other reductions nor destroyed. Nor does their reduction either create or destroy 
other redices. Thus the k applications of SCL at A can be dispersed anywhere in 
the derivation without interfering with the rest of it. Cl 
The algorithms Cp and A mentioned in the next iemma and the remark following 
it are defined in the next section as parts of the LUB algorithm. @ gathers sub- 
sequences for zipping and replication together whenever possible. That is, if the set 
s = {[7)]17, x 7 2 c [ 7’1) is nonempty, then @(T, x TV) is its least member, otherwise 
@(T, X 7-*) fails. 
Lemma 5. Suppose T-~ = T,, x q2, r2 = [T;] and r, s r2. Then there is a derivation 
B: T, Q [ri] = G(q), called a standard prefix sfor 7, s r2, such that 
1. Given any derivation C: TV d r2, there is a permutation B * C’ = C. 
2. The redex occurrence reduced at the last step of B is A. 
Proof. We argue here for the existence and form of a standard prefix B. The details 
of the connection to @ are simple but tedious, and are left to the reader. The proof 
proceeds by induction on the structure of 7,. The basis ( 71 = L) is vacuous. If T, 
matches ZIP, REPL or REPR, then the only step in B reduces the occurrence at 
A. Suppose it does not. 
Case I : q, = L. Clearly, r12 = +, x qz2 since Q is not of the form [&] but 
must become so. By the inductive hypothesis, there is a standard prefix B2 for any 
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derivation of the form 71z G [T;?]. Therefore, the required derivation B is just & 
applied to r12 followed by a step reducing A. 
Case 2: r12 = L. Similar to Case 1. 
&se 3: rll # L and 712 Z L. If rll is not of the form [&] then, by the inductive 
hypothesis, let B, be the standard prefix for such derivations as in Case 1, else let 
B, be an empty derivation. Similarly for r12 and &. The required B is simply B1 
applied to rr, followed by Bz applied to 712 followed by a reduction at A. Cl 
Remark. It is easy to see that T s G(T) whenever a(r) succeeds. By antisymmetry 
and Lemma 5, therefore, if the set S = {[r’] 1 TV x r2 d CT’]} is nonempty, then 
@(r, x Q) is its least member, otherwise @(7, x r?) fails. Moreover, if S = 
{[r’] 1 T s [ ~'1) is nonempty, then A( T) is its least member, otherwise A( T) fails. 
Lemma 6. B: rl G 72 and C: rl d r2 implies B = C. 
Proof. The proof proceeds by a slightly unusual simultaneous induction on the 
structure of r1 and r2. The two expressions r1 and 72 are both drawn from each 
successive stage of the inductively growing set of type expressions. The basic case 
is thus r1 = L and r2 = L. The inductive assumption is that the theorem holds for all 
components of rl and r2, whichever way the s relationship applies between any 
pair of them. The basis case is trivial since the only possible derivation there is the 
e.apty one. Of the remaining cases, the non-trivial ones are considered below. 
Casel: TV = [r{] andr2 = [ 741. In this case any derivation is actually a derivation 
for r{ < T;, for which the theorem holds by the inductive hypothesis. 
Case2: TV = T,~ x r,2andr2 = [T;]. By Lemma 5 above, this case can be converted 
to Case 1. 
Case3: rl= 711 x 712 and T? = ~~~ x 722. The theorem follows by the inductive 
hypothesis since any derivation is in essence composed of the two separate deriva- 
tions for rl, G 721 and r12 s TV?. 
Case 4: TV = rl, + 712 and r2 = 721 + 722. By Lemma 4, part 3, B and C can be 
expressed as A l Ba and A l C2 respectively, where A consists of a sequence of SCL 
applications at A and Bz and C2 contain no reductions at A. That is, A: T~ d T and 
T s r2 by FUN. The rest follows b-- the inductive hypothesis. Cl 
The Unique Coercion Theorem is a direct consequence of Lemmas 3 and 6. 
7. Typing algorithms 
The main result in this section is a minimal typing algorithm for the typing system 
of Sections 4 and 5. More precisely, we given an algorithm Type which, given a set 
of type assumptions and an expression, will return a coerced expression and its 
type, and will satisfy the following three properties. 
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Correctr,css. If Type(A,e) succeeds and returns e’, r then A I- e + e’: r. 
Minimality of typing. If Types(A,e) # 0 then Type(A,e) will succeed and return 
(e’, Min Type(A,e)) (for some e’). 
Minimal@ of coercion. If r E Types(A,e), e’ E Exprs(A,e,,s), Type(A,e) = e,, 70, 
and 1-7~s r*J then e ’ = A (f eo) where the relation (=J of “semantic 
equivalence modulo a set A of typing assumptions” is defined by: 
e1 “A e2 a Vq I= A. E[e,jq = E[e,lI)q. 
Minimality of coercion asserts that Type not only finds a minimal type but also a 
minimal coerced version in a precise sense. It is easy to see that this implies coherence 
of typing: A/- e=$e,:T and Ake+e2:T implies ei =A& 
Not surprisingly, the interesting part of type inference in our system is the inference 
tiif &typing judgements. The subtyping rules of Section 4 are complex enough to 
make this nontrivial. Reynolds [ 181 points out that minimal typing for sufficiently 
rich languages-those with “cons” operators or conditional expressions for in- 
stance-actually requires inference of least upper bounds (LUBs) and greatest lower 
bounds (GLBs) for pairs of types which have upper and lower bounds respectively. 
Subtyping is a special case where the LUB of two types is equal to one of them. 
We therefore begin with the (mutually recursive) algorithms LUB and GLB, anJ 
then give the minimal typing/coercion algorithm Type. 
The basic idea in finding the LUB of types 7l and r2 is to coerce them both to 
the same outward form with as little change as possible, and then apply the idea 
recursively to their parts. When one is a product and the other a list type. the product 
type must be coerced to a list type to achieve compatibility. This is done by the 
algorithm Q, given below. 
A(~)=ifr= r’ x 7” then return @( 7) 
else if T = [r’] th en return 7 else fail 
@( 7, x TV) = if q = r2 = L then fail 
else if q # L then let [ ri] = A( 7,) else let 7; = r1 
if r2 # L then let CT:] = A ( 72) else let T> = r2 
return [ 7; x 7:] 
Example. @( [int + int] x ([int] x int)) = [(int + int) X (int X in%)]. 
It is easy to see that T c Q(7) whenever a(~) succeeds. If the set S = 
([ 7’11 q x r2 Q [P’]} is nonempty, then @( 7, x 72) is its least member, otherwise 
@( rl x TJ fails. Likewise, if S = ([T’] [ r d [ ~‘1) is nonempty, then A( T) is its leas2 
member, otherwise A(T) fails. The time complexity of both A and @ is clearly linear 
in the size of their arguments. 
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The GLB algorithm needs a similar function r with properties which are the 
reverse of @-it requires a list type to be “uncoerced” to a product type by a reverse 
subsequence. This is a little tricky since given a list type r?, the “closest” product 
type r, for the required minimal relation r, s r2 is not unique. It is therefore 
necessary to provide r with both the (product and list) types for which a GLB is 
required, so that it can find a starting point for the sequence which is compatible 
with the given product type. Let [rlk denote the k-fold application of the list 
constructor to r. The product and list types are the first and second arguments of r: 
UT11 x 712972) = if ~~ z [r2, x r2Jk then fail 
else let k, = D(q,) - D(c,) and kI = D( T,J - D(T??) 
if (k, < k and r2, # L) or (kg < k and T?? Z L) then fail 
else if (k, # k and kz # k) or k, > k or k2 > k then fail 
else return [71,1kt X [72Jk2 
Example. Suppose r = [int x ([int] + [int])]. Then 
F(int x ([[int]] + [[int]]), 7) = int x [tint] + [int]], 
r([int] X [[int] + [int]], 7) = [int] x [[int] + [int]]. 
Obviously, r( T,, TV) always terminates. The time complexity of r is linear in the 
size of its arguments since D is linear. Before stating the properties of r itself, it is 
convenient to state a lemma that asserts the possibility of the process carried out 
by J-‘. 
Ltmma 7. Given any derivation of the form B: TV, X rol s [ rkl x rkz]k9 there is a 
permutation B = C,*C, where Cz = T& x r& Q.\ [T,, x T,‘] 4, [[T,, X TJ do0 
. e . 
4O’-’ [Tkl x Tk21k. Moreover, C2 is independent of the actual derivation B-it is a 
standard sufix for such derivations. 
Proof (sketch). As noted in the discussion following the definition of permutations, 
the reduction of any redex, once present, can be permuted forward to any extent 
so long as it does not participate in creating any other redex. All of the redices 
involved in the sequence C2 obviously fit this category. Cl 
The properties of r are given in the following two lemmas. 
Lemma 8. If r( 7,, ~2) succeeds and returns a type r then 
1. 7 6 72, 
2. D(r( 7,) Q)) = D( ~2). 
Proof (sketch). First consider part 1. r essentially applies ZIP, REPL or REPR, k 
times in reverse to obtain a type [~~]~l x [T~]“z from a type [T, x T2$. This in effect 
reverses the action of a possible C2 phase of Lemma 5. The choice among rules 
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ZIP, REPL and REPR at each reverse step is not entirely deteministic. ZIP is always 
applicable. The only choice is ZIP when both parts in the product are non-scalar. 
If 721 = L then REPL and if 722 = L then REPR is also applicable initially, and 
remains applicable until ZIP is used. To summarize the possible beginnings of a 
C2 phase, if rzi = L then ki can have any value between 0 and k, 1~ i G 2, but there 
must be a part of the form [ r2i 1’3 and neither kl nor k2 can exceed k. These constraints 
are imposed in r as required. 
Part 2 follows directly from part 1 and Lemma I. Cl 
Lemma 9. If rl = q1 x r12 and r2 = [ri] have a common lower bound then 
1. r2 must be of the form [r2, x rz21k, 
2. r(~, , r2) succeeds and returns a type r’ such that r d r’ for any common lower 
bound r for r1 and r2. 
Proof. Part 1 is obvious. Let r be an arbitrary common lower bound; r must be of 
the form T’ x 7". Thus any derivation B: r < r2 is subject to Lemma 7. The second 
phase C2 guaranteed by Lemma 7 for a permutation of B can only be of the form 
c2: [72*lki x r7221 k2 s r2. Moreover, note that r’ x 7” G rll x q2 and T’ x 7" d 
[~~,]~a x [T~~]~?, both by PROD. By Lemma 1 k, = D( T,,) - D(T~~) and k2 = 
D( q2) - D( q2) irrespective of the identity of r. Since such a C2 must exist, kl and 
k2 must satisfy all the constraints in r, as described in the proof of Lemma 8. 0 
The LUB/GLB algorithms given in Fig. 5 are not in their most natural form. 
Some of the natural recursive calls have been partially evaluated for technical 
convenience in proving their properties. The algorithms in their natural form are 
given in Appendix B. Note the extensive use of the “depth of list structure” function 
D in both .r and in the LUB/GLB algorithms-the function is used to measure the 
mismatch in degree of scaling and/or zipping/replication between type expressions. 
The time complexity of the UB/GLB algorithms is quadratic in the size of their 
arguments in the worst case, but linear in most cases. 
Lemma 10. Suppose q = q 1 x r12, rr = 721 x r22, D( 7, J = D( r2,), and D( ~~2) = 
D( T&. If r is an upper bound for r1 and 72 then there is a type r3 = rjl X ~32 s T such 
that r3 is also an upper bound for TV and r2. 
Proof. If r itself is not of the form Q x ~32 then it must be of the form [(r, x ~21~~ 
k > 0. By Lemma 7, there are derivations for 7l d r and r2 d T which can be divided 
into phases as follows: 
c2,: 721 x 722 d 75, x 752, c22: 7;, x r;2 d 17’3” 
where T; = [ rilkf/, 1 d i, j d 2. By Lemma 1, 
W,,) = D($) + k,, = D(721) = D($) + k22, 
D( q2) = D( T;~) + k,? = D(T~~) = D( $) + k22. 
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LUB @I, %I 
Case r1 of 
1: if r2 = c then return t else fail 
zll -_) r12: if ~~ # ‘521-_)222 then fail 
else if not (k = D(ql) - D(r2t) = D(qa - D&z)) for some k then fail 
else if k = 0 : return GLB@tr, ~21) -S LUB(q2, qz) 
k > 0 : return GIJ&, [r& + LUB(r12, [r&I 
k c 0 : return GLB(Ir,,lk, rzl) + LUB(Cridk, ~22) 
‘511 x 212: if z2 = [~2)] then let [q’] = a(q), and return [ LUB(q’, q’) 1 
else if r2 # ‘tzl x 722 then fail 
else if D(ql) # D&t) or I&J # D(T& then let [r~'l = 4(r1). Nil = Q(Q) 
aud retum [ LrJB(q’, T;) I 
else return LUB(rll, r~1) x LjJB(q2, r22) 
h’l: if 22 = [T;] then return [ LUB(rt’, ri) I 
else if z2 # 221 x ~~2 then fail 
else let [T;] = @(z2) and return 1 LUB(r,‘, ri) 1 
GLB (21, r3 
Case rl of 
L: if r2 = L then return I else fail 
qt j r12: if z2 # ‘521~~22 then fail 
Eq’l: 
011 x 212: 
else if not (k = D(q,) - D(‘F~,) =D(q2 - D(q2)) for some k then fail 
else if k = 0 : return LUB(z,,, ~21) -_) GLB(rl2, T& 
k > 0 : return GLB([r,,] -k, ‘rZ1) --) LUB(]W-k, %J+ 
k e 0 : return GLB(r,,, [r2,1k) + LUB(q2, [r&) 
if r2 = [ri] then return [ GLB(r,‘, r;) I 
else if r2 # rzl x r2? then fail 
elk let rll’ x q2’ = r(r2, r,) and return GLB(p I’, r21) x GLB(rli, 922) 
if r2 = r21 x r22 then return GLB(qI, sl) x GLB(r12, r22) 
else if r2 = [oil then let r2,’ x r22’ = T(q, rz) 
and return GLB(rll, r2,‘) x GLB(r12, r221) 
else fail 
If T,~ and T,? are not of the form [T,,‘]’ and [T,~‘]‘, this line will fail. 
Fig. 5. LUB and CLB algorithms. 
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Now let f(m) = if m < 0 then 0 else m. Obviously, 0, = [~y,]‘~~ll-~) = [.rz,]J’(lizl-k) 
and g2 = [.J-~~]J(~I~-~) = [T~~]J’(%~-~), Given the equations concerning D above, the 
only way this is possible is if T;, = T;, and & = &. Therefore 731 X 732 = T;, x 7i2 = 
T&~ x ~5~ as required. III 
Lemma 11. Given two types TV and TV, 
1. LUB( T, , T*) succeeds and returns the least upper bound of TV and 72 iff TV and 
72 have an upper bound. 
2. GLB(r, , TV) succeeds and returns the greatest lower bound of 7, and Tl ifl 7, 
and ~2 have a lower bound. 
3. LUB and GLB always terminate. 
Proof. Suppose Sym( 7) denotes the number of symbols in type T, and Fun( 7) 
denotes the number of + symbols. Let 
Q(T1, 72) = (Fun(T,) + Fun(T2),D(T1) + wT2), SYm(d + SYm(Q))* 
The induction is on the truple Q( TV, TV), considered in lexicographic order. We shall 
refer to the three components as the Fun, D, and Sym components. The least value 
of o( 71, 72) is (0, 0,2) = Q( L, L). This case is obvious. Given Lemmas l-10 it is clear 
that all the failure cases, including the indirect ones such as failure of @ or r, 
correspond to situations where an upper/lower bound cannot exist. It remains to 
consider cases where recursive calls are involved. 
Case 1: 71 = [T:] and 72 = [T$]. The result for parts 1 and 3 follows by the 
inductive hypothesis. For part 2, we need only add that by Lemma 5, corresponding 
to any lower bound of the form ol x (TV for TV and TV, there is a greater lower bound 
of the form [cr]. 
Case 2: TV = Tll X T12 and 72 = [T;]. By Lemmas 1 and 5, D( @(T,)) = D( 7,). By 
Lemma 5, any upper bound of TV and 72 is also an upper bound of @(T,) and TV. 
Part 1 of the result now follows by the inductive hypothesis due to preservation of 
Fun and reduction of D components. For part 2, we know by Lemma 8 that 
D(& X T;~) = D(T~), and by Lemma 9 that the common lower bounds of TV and T? 
are also the common lower bounds of 71 and T;, x 7i2. The rest follows by the 
inductive hypothesis due to the preservation or reduction of Fun and D, and the 
reduction of the Sym component. Part 3 follows similarly due to the reduction of 
o( TV, TV) as described for parts 1 and 2. 
Case 3: TV = [T\] and TV = 721 X Tag. Similar to Case 2. 
Case 4: 7, = Tll X 712 and 72 = T21 X 7~~. Part 2 follows by the inductive hy- 
pothesis. In part 1, if D( T,,) Z D(T~,) or D(T,~) # D(T?J, then an upper bound of 
the form o1 x c2 is impossible by Lemma 1; otherwise, by Lemma 10, any upper 
bound of the form [T’] corresponds to a smaller upper bound of the form uI x +. 
The rest follows by the inductive hypothesis given that @ preserves Fun and D 
values. Part 3 follows by the Inductive hypothesis as in Case 2. 
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Case 5: r1 = rl, + r12 and r2 = r21 + 5*22. All upper and lower bounds in this case 
must obviously be fIlnction types. By Lemma 4, common upper and lower bounds 
cannot exist unless (k = D(Q) - D(Q~) = D(T~~ - D( 722)) for some k. Now consider 
part 1 first. By part 3 of Lemma 4, any common upper bound of r1 and r2 is also 
a common upper bound of 7, and [T~,]~ + [ 722]k if k > 0, or that of [7Jk + [Q]-’ 
and r2 if k < 0. Moreover, for any such upper bound there is a smaller or equal 
upper bound which can be obtained by applying rules 8 and 9 only to the modified 
types. The same holds for common upper bounds of 71 and r2 if k = 0. The rest 
follows by the inductive assumption since the Fun component is reduced in each 
case of the value of k. Part 2 fol’lows by a very similar argument. Par! 3 follows 
directly by the inductive hypothesis due to the reduction of the Fun component in 
all cases. Cl 
Given LUB and GLB, the algorithm Type for inference of minimal types-given 
in Fig. 6-is fairly straightforward. The fix case in the algorithm computes the 
natural type for such expressions as described in Section 5. Given previous results, 
the standard properties of Type are easy to prove. The proof of the Correctness of 
Type is easy by structural induction on e, and we omit the details here. In the proof 
of Minimality of Typing below, we write “A I- e: 7” to mean that A I- e 3 e’: r, 
and “Type(A,e) succeeds and returns r ” to mean that it returns e’, 7, in both cases 
for some e’ about which we do not care. 
Roof of minimality of typing. First observe that we may ignore the subsumption 
ru!e in considering the last step of inference in the presumed derivation of the 
Type(A. e) = Case e of 
x: return x, Ax ; &: return @, [zl 
el, ez: let e3, '53 = Type(A,e,) and e4, ~4 = Type(A,ei) 5. return (e3, e.+), 73 x ‘54 
e 1 i: if Typs(A, e) # e’, z1 x 22 then fail else return e’ 1 i, :I ii 5 1 or 2) 
el:: e2 : let e3, T3 = Type(A,eJ and e4, ~~ = Type(A,ed in 
let f 5 = LUB@3, '14) in return (Ct3 5 r5 e3, G4 5 x5 e4). bil 
hd e: let e’, z = Type(A, e) in if A(@ returns [?I thn,n return !!s! (C,qr) e’), ‘F’ else fail 
tl e: let e’, T = Type(A, e) in if A(@ returns [‘VI then return d (CT<[T~ e’), [‘r1 else fail 
hx;t.e : let e’, 2’ = Type(A+x:, e) in return &.e’, o -_) r’ 
fix e: if Type(A, e) # e’, T, + “t2 for some e’. q, f2 then fail 
else if LUB(q, ~2) # z1 then fail else return e’ l CT, 5 T,, t2 
el e2: if Type(A, el) # e18, q + ~~ for swne e,‘, ‘tl, ‘52 then fail 
else let e2’, t3 = Type(A, e-J and k = D(Q) - D(Q in 
if k c 0 or LUB([z,]k,.53) # [qlk 
then fail else return (ak elt) (CT~ 5 [q]k ef), [z21k 
Fig. 6. Algorithm type. ’ 
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assertion ,4 I- e : 7, since omission of such a last step only strengthens the type 
inferred. Proceed by induction on the structure of e. The cases x and e, , e, are 
obvious. Of the rest, we shall consider three cases. 
CQ& hx,.e. We may assume that A + x : T I- e : T’, from the antecedent of the rule 
for abstractions. Let 7” = Type(A + x : r, e). By the induction hypothesis, 7” G r’, so 
Q- 3 TN S 7 + 7’. 
Case hd e: We may assume that A I- e : [ r], from the antecedent of the typing 
rule for hcJ By the inductive hypothesis, Type(A,e) = q s [T]. By the remark 
following Lemma 5, A(q) = [T’] s [T]. Therefore, r’ d T as required. 
Case e, e2 : By the induction hypothesis, Typiz(A, ti,) ; 7: -3 -’ < -1 -5 T? 2nd **-1 i 
‘bw&% 42) = 73 s q where r1 + r2 and 71 are the types inferred for e, and e2 in 
the antecedents of the typing rule for applications. By Lemmas 2 and 4, we know 
that D( TV) = D(T,) and D( 7,) - D( 7;) = D( 72) - D(T~) = k for some nonnegative k. 
Moreover, by Lemma 4, [$j’ a r1 and [T$ 6 r2. Therefore, D(r3) - D( 7;) = k 
and since CT{]” a r3, we have LUB([ @, r3) = [ 7$ by Lemma 11, as required in 
Type. Therefore, Type succeeds and returns CT;]” d 7-2 as required. 
The other cases are similar. El 
Proof of miaimality of coercion. The proof proceeds by showing that the converted 
expression derived by Type has a property similar to minimality-any other converted 
expression derivable via the inference rules can be uniquely factored (up to semantic 
equivalence) into a conversion function and this ‘“minimal” or “principal” converted 
expression. 
Recall that the symbol =A is defined by 
In the following, symbols like e2 and 72 are used to represent object and type 
expressions in the same way as e, and q. On the other hand, the notation [rlk 
denotes k-fold application of the list constructor, and (Y’ denotes k-fold composition 
of the operator LY. Whenever I- T G o 3J; we shall denote f by C& in order to 
help keep track of the relationships between subtyping relations and coercions. 
The statement of minimality of coercion can be paraphrased as: if A I- e + e’ : T’ 
and Type(A,e) = e2, ?, then e’ = A (C 2 7 sT1 e2). By the completeness of Type, T’ 2 r2, 
hence C 2 7 sI~ exists. The derivation A I- e ---r, e’ : 7’ may in general involve the use 
of the subsumption rule, but we need only consider derivations in which the fast 
rule used was mt the subsumption rule, and therefore was the rule determined by 
the syntactic form of e. To see this, suppose the last rule was in fact the subsumption 
rule, and the subderivation terminating in the use of the rule appropriate for the 
form of e was A I- e * e3 : r3. We then have 73 d 71 and e’ “A (C7~S_71 e3) by the 
uniqueness of coercions. Moreover, by the minimality of typing, 73 a r2, and 
therefore if we prove that 
(0 
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the rest follows by uniqueness of coercions. To prove (I), proceed by induction on 
the structure of e. The case where e = x is trivial, with e’ = e” = x. Of the rest, we 
consider the two most important cases. The others are similar. 
Case Ax,.e. The last rule used was the rule for abtractions, which requires that 
A + x: T t- e + e’: r’ and concludes that A t- hx,.e + Ax,.e’: T + r’. Thus we have 
e3 = Ax,.e’ and r3 = r + 7’. Suppose Type(A + x: 7, e) = e4, 74; we then have 
Type@4 Ax,.4 = Ax,.e4, r + TV. By inductive hypothesis, e’ = A+x : 7 CraS tl e4. We 
need to show that C7474~7_+7P Ax,.e4 “A Ax,.e’. By uniqueness of coercions, 
C 7-b74sPt, = Af:C,45,~ l jl Therefore, the required equivalence reduces to 
cT4sT~ l Ax,.e4 =A Ax,.e’, which in turn is just Ax,.C=4,,, e4 =A Ax,.e’, since CJ$ + 
has no r”lc+z varkb!es. Removing the identical abstraction on both sides, we need 
only show e’ “A+.X : T C&+ e4, which we already have by in&&c hypothesis as 
noted above. 
Case e,e2. The antecedents in this case A I- e, + e: : q + Q and A I-- e? =3 ei : q , 
and the conclusion is A t- e,e, + e{e$ : Q. Thus, e” = ei ei and 73 = rz. Suppose 
Type( A, e,) = e4, TV’ + r4’, and Type( A, e2) = es, r5. Let k = D( 7’) - D( TV’). We 
must have r5 s [~~r]~, otherwise Type(A, e,e2) would have failed. Thus, 
Type(A, ele2) = (a”e”)( C5ssL741,~ e”), [Tag]‘, i.e., e’ = (a”e”)( C~+.“I~ es), T’ = 
[r42]k. The inductive hypotheses are: 
We want to show that 
I- e{e2 =A c 42h. [7 1 C-72 (1) 
By the inductive hypotheses, 
e{ek “A ( cT41+r42sl,_,T2 e4)( c&, e’). (2) 
Note that, since T’ -K  TV (by the minimality of typing), D(T”) = D(T,). Therefore, 
k = D(‘T,) - D(r4’), and CT4~_+4~cT,_T- = C~~~~I~-.~r~~I~,7,_,7~ l (Y’  and hence (2) 
becomes 
e{ei “A (c~*41~h,[742~h~rl~72(ak e4))( c&,, e”). (3) 
Clearly, since k = D(T& - D(T~‘), [T”’ J” a rl and [r”‘J” d T?, and so the former 
coercion, which applies to the argument part can be applied directly to the known 
argument ( CJ~ 7l e’) on the RI-IS of (3), yieiding 
el,ek = A (C~,+4’Ihr-rl-&.k c4))(C?-5%[?~h e”). (4) 
Finally, the coercion C7,+4+1,+r2 on the function ( ctk e’) only causes the result 
of applying ( ak e4) to be converted using C+Q+, which yields 
eif?; =A C[rJIh~~~((~” e4)(C7’_[7J’]h 4’)). (5) 
This completes the case since (5) is the same as (1). Cl 
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8. Conchding remarks 
We have described a coercion based semantics for implicit scaling which rests 
on just four structural subtyping rules. The rest of the system simply works out the 
consequences of applying these rules within a standarc ;neral framework of the 
escribed in [18]. We regard this as a nice ills-stration of the way coercive 
structural subtyping can be JF Ted -at little cost in semantic complexity-to raise the 
expressive power of a t:.’ . 1 tge by eliminating a class of programming chores. For 
other applications of tht tdt R, see [4,20]. 
Various extensions of the system described here are conceivable. Extensions of 
the type language with sum and recursive types are conceptually simple if no new 
basic coercions are involved. The extension of the LUB/GLB algorithms for recursive 
types is nontrivial, and requires incorporation of the algorithms recently discovered 
3y Amadio a_nn Cardelli [l] for simple recursive types. Compatibility of the subtype 
structure described here with parametric pory morphism is an interesting topic for 
further investigation. Combining our system with the implicit parametric polymorph- 
ism of the Hindley-Milner system [9] may result in the loss of semantic coherence, 
Consider for instance our operator hcJ. Under parametric polymorphism, hcJ is 
usually a polymorphic function which possesses all types of the form [6J + r. 
Assuming loosely that the set A of type assumptions can supply any of the types 
possessed by such a function hcJ, :ve would have 
A t-&H& [[int]] + [int], since A&d) = [[int]] -+ [int], 
A I- @J* a !I& [[int]] + [int], since A(hd) = [int] + int d [[int]] + [int] 
where the two converted expressions obviously hyve different meanings in most 
applications. One way to overcome this difficulty is to avoid treating the operations 
on the “structure of interest” as functions. This may be more natural in some cases 
(e.g., arrays) than in others (e.g., lists). It might be possible to avoid this dilemma 
in a combination with explicit bounded abstraction over types [7]. Beaides generaiiz- 
ing our system, a successful combination with the latter- w~ufd provide some insight 
into general techniques for combining coercive suI+@t~g with paizimetric poly- 
morphism. A similar combination has been studied in [4 S J-Q . cr: ;i, coercive interpretation 
of structural subtyping for labeled records. 
Appendix A. Standard semantics 
The domain V of computed values is defined by me8nf of recursive domain 
equations as usual. 
V = B + I, + l l l +l,+F+P+L+W, F i: \,r + V, 
P=VxV, L = {ndl; + V X L, 
B = {i 5, true, false}, w = {w}. 
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The equations for the semantic function E now follow. The notation used is explained 
below. 
EUXIP = P(X), 
E(IAx,.e]p = (hd.E[[elp{x + d}) in V. 
E[fix e]p = if E(Tejp ? F then Y(EI[eJ/p i F) else wrms. 
E[e,e,]p = if E[eJJp ? F then (ECe&d? ..&c&) else wrong, 
E[el, e,np = (E[eJs, ?‘I ,iLpj In V, 
EUeS_iJp - is $6 enp j 1 P - w&, V? then 0, &se wrong, 
E[nil,,p = (nil HI LJ .;. ;‘, 
Elk , :: eJp = if (E[&) ? L then (((E[e,~p,“E[e,~p) in L, ;II v, 
else wrong, 
E([hcJ eJJp = if E[e,lp ? L then (if (E[e,Pp IVx L) = U, 1 then o else 1~) 
eise -wrong, 
E[tJ e,jp = if E[e,np ? ?Lthen (if(E[[e,npIVxL)= v, lthen (linV) eIse_i+) 
else wrong. 
Explanation of notation used in the equations: 
l d in V (where d E D and D is a summand of V) is the injection of d into V. 
Therefore we always have d in V E V. 
l wrong is just w in V. 
l v ? D (where v E V and D is a summand of V) yields le if v = _Lv, true if v = d 
in V for some d E D, and false otherwise. 
. v 1 D (where ZI E V and D is a summand of V) yields d if v = d in V for some 
d E D, and L,, otherwise. 
l if. . . then . . . else. . . is syntax for the usual function in B + V -+ V + V mapping 
_LFj to l”- 
l The function Y is the usual least fixed point operator iw {V + V) + V. 
For types we use the ideal semantics of [14], embodied here in the semantic 
function T. The arity of T is Type + 3(V), where Z(V) is the domain of ideals in V. 
nbool] = B, qLin = Ii, 1 d i d k, 
T[ 7 x 7y = q Tj-j x q +I J& v, a7 + +j = (f~ F: q7’n 3f(q7n)) JJ v, 
n[T]j = (I E L: I = nil or (!I’\1 X L) = rJl such that v E ‘rl[dj and II E n[7]j} 8 v. 
l S 4 V is the downwaad closure of (d in V: d E S}. Therefore w always have S 
in V C_ V. Moreover, if S is closed under LUB of direct& ;jclDsets, then S 4 V is 
an ideal subst:;t of V. This is the case in all the wxs of 8 above. 
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Appendix B. Natural LUB and GLB algorithms 
LUB( T, , r2) = Case T, of 
L: if r2 = L then return L else fail 
'r,, + ~~2: if r2 # r21 + 722 then fail 
else if not (k = D( T,,) - D( r2,) = D( 7,2 - D(722)) 
for some k then fail 
else if k = 0: return GLB(T,, 3 q,) + LUB( T,~, 722) 
k > 0:return LUB(q, [To,]’ + [T~~]~) 
k < 0: return LUB([T,$ + [q2]‘, TV) 
711 x 712: if ~2 = [d] then return LUB(@( T,), r2) 
else if ~2 # ~2, x ~2~ then fail 
else if D( T,,) Z D( TV,) or D( q2) Z D( 722) 
then return LUB( @( q), (P(q)) 
else return LUB( q, , q,) x LUB( q2, 722) 
[Cl: if r2 = [T:] th en return [LUB( T:, d)j 
else if 72 # 721 x r22 then fail 
else return LUB( 7, , (P(q)) 
GLB( T, , TV) = Case 7, of 
L: ifTy= L then return L else fail 
T,, + TV’: if 72 f T?, + r2? then fail 
else if not (k = W,,) - D(Q) = W,z - W22)) 
for some k then fail 
else if k = 0: return LUB( T,, , n,) + GLB( q2, 722) 
k > 0:return GLB([qJk -, [T,~]-~, q) 
k < 0: return GLB(r,, [~2,]’ + 1~221”) 
M: if r2 = [d] then return [GLB( T{, T;)] 
else if r2 f r2, x ~22 then fail 
else return GLB(F( r2, T,), q) 
7,1 x 712: if r2 = _, x ~~2 then return GLB( T,, , r2,) x GLB( T,~, 722) 
else 11’ ~2 = [T;] then return GLB( T, , I’( 7, , q)) 
else fail 
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