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Let F(m; n1, n2) be the number of Gessel walks with exactly m steps ending at the point
(n1, n2). In this paper a probabilistic model of Gessel walks is established and F(m; n1, n2)
is shown to be the number of pairs of non-crossing Dyck paths and free Dyck paths. Two
formulas for F(2n + 2k; 0, n) and F(n + 2k; n, 0) conjectured by Petkovšek and Wilf are
proved.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let F(m; n1, n2) be the number of lattice walks (called Gessel walks in the literature) from the origin (0, 0) to (n1, n2),
consisting ofm steps that can beWest, North-East, East and South-West (abbreviated,W,N-E, E, and S-W), remaining in the
first quadrant {(i, j); i ≥ 0, j ≥ 0}, the obvious recurrence form is
F(m; n1, n2) = F(m− 1; n1 + 1, n2)+ F(m− 1; n1 − 1, n2)
+ F(m− 1; n1 + 1, n2 + 1)+ F(m− 1; n1 − 1, n2 − 1), m ≥ 1, n1 ≥ 0, n2 ≥ 0, (1.1)
with the initial condition
F(0; n1, n2) =

1, n1 = n2 = 0,
0, otherwise, (1.2)
and the boundary condition
F(m; n1, n2) = 0, n1 < 0 or n2 < 0. (1.3)
It is clear that F(m; n1, n2) ≠ 0 only if [8]
m ≡ n1(mod 2), n1 ≤ m, n2 ≤ 12 (m+ n1).
Gessel conjectured a fairly simple closed form for F(2n; 0, 0):
F(2n; 0, 0) = 16n (5/6)n(1/2)n
(2)n(5/3)n
, (1.4)
where (a)n = a(a + 1) · · · (a + n − 1). Kauers et al. [5] proved Gessel’s conjecture by using computer algebra in 2009.
Bousquet-Mélou and Mishna [2] considered a complete classification of all the 256 step sets S ⊂ {−1, 0, 1}2 \ {0, 0}, 23
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walks with finite group can be solved with a unified way except Gessel walks. Bostan and Kauers [1] have shown that the
full counting function of F(m; n1, n2) is algebraic. Recently Kurkova and Raschel [7] obtained the explicit expression for the
generating function of F(m; n1, n2), a unified treatment for the 256 models is done by Raschel in [9]. In this paper by using
of probabilistic method we prove the following two conjectures on Gessel walks posed by Petkovšek and Wilf in [8].
Theorem 1.1 ([8, Conjecture 2]). For n ≥ 0,
F(2n; 0, n) = 4n (3/2)n
(2n+ 1)(2)n =
4n(1/2)n
(2)n
,
F(2n+ 2; 0, n) = 2
2n+1(n+ 1)(3/2)n
(3)n
,
F(2n+ 4; 0, n) = 4
n(n+ 1)(8n2 + 32n+ 33)(3/2)n
3(4)n
,
F(2n+ 6; 0, n) = 4
n−1(n+ 1)(64n4 + 672n3 + 2648n2 + 4641n+ 3060)(3/2)n
9(5)n
,
(1.5)
and then
F(2n+ 2k; 0, n) = 4n (3/2)n
(k+ 2)n rk(n), (1.6)
where rk(n) is a polynomial of degree 2k− 1 divisible by n+ 1 for k ≥ 1, and r0(n) = 1/(2n+ 1).
Theorem 1.2 ([8, Conjecture 4]). For n ≥ 0,
F(n; n, 0) = 1,
F(n+ 2; n, 0) = (n+ 1)
2
(n+ 4),
F(n+ 4; n, 0) = (n+ 1)
12
(n3 + 15n2 + 74n+ 132),
F(n+ 6; n, 0) = (n+ 1)
144
(n5 + 32n4 + 407n3 + 2620n2 + 8604n+ 12240),
(1.7)
and then
F(n+ 2k; n, 0) = sk(n), (1.8)
where sk(n) is a polynomial of degree 2k with leading coefficient 1k!(k+1)! , which is divisible by n+ 1 for k ≥ 1.
It should be noted Theorem 1.1 could be deduced computationally from the result of [1]. Kauers et al. [5] have given a
computer proof of Conjecture 3 of Petkovšek andWilf, they also found a recurrence for F(2n; 2, 0). In Section 2 of this paper,
by using of the randomwalk method established by Feller [3], we give a probabilistic model of Gessel walks, and show that
F(m; n1, n2) is the number of pairs of non-crossing Dyck paths and free Dyck paths. Proof of Conjectures 2 and 4 of Petkovšek
and Wilf are completed in Section 3.
2. Probabilistic model of Gessel walks
Noting the four directions of Gessel walks, suppose a random particle from (x0, y0) takes one ofW, N-E, E, and S-W steps
with probability 1/4 to the point (x0 + x, y0 + y), then (x, y) is a random vector with the following distribution:
x \ y −1 0 1
−1 1/4 1/4 0
1 0 1/4 1/4
(2.1)
Let (x1, y1), (x2, y2), . . . be independent and identically distributed (abbreviated i.i.d) random vectors with the
distribution (2.1), the partial sums are
Xj =
j
i=1
xi, Yj =
j
i=1
yi, X0 ≡ 0, Y0 ≡ 0,
then it is clear that
F(m; n1, n2) = 4mP{Xj ≥ 0, Yj ≥ 0, 1 ≤ j ≤ m, Xm = n1, Ym = n2}. (2.2)
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Fig. 1. F(8; 4, 3) = #{(S, T ) : S ≥ 0, S ≥ T , S8 = 4, T8 = −2}.
Unfortunately it is inconvenient to enumerate Gessel walks using the representation (2.2) because x, y are not
independent. In this paper we would like to use i.i.d random variables ξ, η with Rademacher distribution:
P{ξ = −1} = P{ξ = 1} = P{η = −1} = P{η = 1} = 1
2
, (2.3)
and (ξ1, η1), (ξ2, η2), . . . are i.i.d random vectors with the distribution (2.3), similarly the partial sums are denoted by
Sj =
j
i=1
ξi, Tj =
j
i=1
ηi, S0 ≡ 0, T0 ≡ 0.
We note that the distribution of (ξ , ξ−η2 ) is identical with (2.1) of (x, y), then from (2.2) we have immediately
Lemma 2.1. For m ≥ 0, n1 ≥ 0, n2 ≥ 0
F(m; n1, n2) = 4mP{Sj ≥ 0, Sj ≥ Tj, 1 ≤ j ≤ m, Sm = n1, Tm = n1 − 2n2}, (2.4)
then Gessel numbers have the following representation
F(2n; 0, 0) = 42nP{Sj ≥ 0, Sj ≥ Tj, 1 ≤ j ≤ 2n, S2n = T2n = 0}. (2.5)
Lemma 2.1 shows F(m; n1, n2) is the number of pairs of non-crossing lattice paths (S, T ) of lengthm starting from (0, 0)
with steps of the form North-East and South-East, where S running above (may touch) the x-axis and ending at (m, n1), T
running below (may touch) S, ending at (m, n1 − 2n2). Fig. 1 gives an example.
Remark. We note that (2.4) directly implies two equations of Petkovšek and Wilf. They obtained the following results by
the method of generation in [8]:
F(n1; n1, n2) =

n1
n2

, n1 ≥ n2, (2.6)
F(2n2 − n1; n1, n2) = n1 + 12n2 − n1 + 1

2n2 − n1 + 1
n2 + 1

, n1 ≤ n2. (2.7)
In fact Sn1 = n1 means that ξ1 = · · · = ξn1 = 1, and Tn1 = n1 − 2n2 implies that exactly n1 − n2(n1 ≥ n2) of{η1 = 1}, . . . , {ηn1 = 1} occur, then (2.4) implies
F(n1; n1, n2) = 2n1P{Tn1 = n1 − 2n2} =

n1
n2

.
On the other hand, T2n2−n1 = n1−2n2meansη1 = · · · = η2n2−n1 = −1, and S2n2−n1 = n1 implies exactlyn2−n1(n1 ≤ n2)
of {ξ1 = −1}, . . . , {ξ2n2−n1 = −1} occur. From the classic result of Feller [3, Chapter 3] we have
F(2n2 − n1; n1, n2) = 22n2−n1P{Sj ≥ 0, 1 ≤ j ≤ 2n2 − n1, S2n2−n1 = n1}
= n1 + 1
2n2 − n1 + 1

2n2 − n1 + 1
n2 + 1

. 
Furthermore, we consider the case of Gessel walks confined in the half-plane. Let G(m; n1, n2) be the number of lattice
walks from (0, 0) to (n1, n2), consisting of m steps that can be W, N-E, E, and S-W, remaining in the upper half plane
{(i, j); j ≥ 0}. Analogously to the proof of Lemma 2.1, we can show
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Fig. 2. The principle of reflection.
Lemma 2.2. For m ≥ 0, n2 ≥ 0
G(m; n1, n2) = 4mP{Sj ≥ Tj, 1 ≤ j ≤ m, Sm = n1, Tm = n1 − 2n2}
= n2 + 1
m+ 1

m+ 1
m−n1
2

m+ 1
m−n1
2 + n2 + 1

, (2.8)
where Sj, Tj are defined as above.
The closed formula (2.8) for G(m; n1n2) immediately follows from a result of stars with fixed end points and without a
wall on the problem of vicious walkers [6, Theorem 1]; it can also be derived by using Lindström–Gessel–Viennot theorem
of non-intersecting lattice paths ([4, Corollary 2]; see also [6, Proposition A2]). In this paper using the reflection principle
we give another proof as follows.
Since the number of lattice walks from (0, 0) to (n1, n2), consisting ofm steps that can beW, N-E, E, and S-W, is equal to
4mP{Sm = n1, Tm = n1 − 2n2}, thus the independence of ξ and η implies it is equal to
2mP{Sm = n1} × 2mP{Tm = n1 − 2n2} =

m
m−n1
2

m
m−n1
2 + n2

.
By André’s reflection principle, there is a bijection between walks from (0, 0) to (n1, n2)which cross the x-axis and walks
from (−2,−2) to (n1, n2), see Fig. 2 for an example. Lemma 2.2 follows from that the number of lattice walks from (−2,−2)
to (n1, n2), consisting ofm steps that can beW, N-E, E, and S-W, is equal to
m
m−n1
2 − 1

m
m−n1
2 + n2 + 1

.
3. Main results
We obtain the linear homogeneous recurrence relations with binomial coefficients for F(n + k + r; n + k − r, n) and
F(n+ 2k; n, 0).
Theorem 3.1. For n ≥ 0, k ≥ 1, r ≤ n+ k,
F(n+ k+ r; n+ k− r, n) =
k−2
t=0

n− k+ r + 2
n− t

−

n− k+ r + 2
n+ t + 3

F(2k− 2; 2t + 2, t)
+
k−1
s=0
k−1
t=0

n− k+ r + 2
s+ 1

n− k+ r + 2
n− t + 1

−

n− k+ r + 2
n+ t + 2

× F(2k− 2; 2t, s+ t). (3.1)
Proof. We start with the representation
F(n+ k+ r; n+ k− r, n) = 4n+k+rP{Sj ≥ 0, Sj ≥ Tj, Sn+k+r = n+ k− r, Tn+k+r = k− n− r}.
Since the event {Sn+k+r = n+ k− r, Tn+k+r = k− n− r} implies that exactly r of {ξ1 = −1}, . . . , {ξn+k+r = −1} and k
of {η1 = 1}, . . . , {ηn+k+r = 1} occur, it follows that T2k−1 ≤ 1, T2k ≤ 0, T2k+j < 0, j ≥ 1. From S2k−1 ≥ 1 we have
{Sj ≥ 0, Sj ≥ Tj, 1 ≤ j ≤ n+ k+ r, Sn+k+r = n+ k− r, Tn+k+r = k− n− r}
= {Sj ≥ 0, S1 ≥ T1, . . . , S2k−2 ≥ T2k−2, Sn+k+r = n+ k− r, Tn+k+r = k− n− r},
that is
F(n+ k+ r; n+ k− r, n) = 4n+k+r
k
s=0
P{Sj ≥ 0, S1 ≥ T1, . . . , S2k−2 ≥ 2s+ 2− 2k, T2k−2
= 2s+ 2− 2k, Sn+k+r = n+ k− r, Tn+k+r = k− n− r}.
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Note that the event {T2k−2 = 2s + 2 − 2k, Tn+k+r = k − n − r} is equivalent to {T2k−2 = 2s + 2 − 2k, exactly k − s of
{η2k−1 = 1}, . . . , {ηn+k+r = 1} occur}, from the property of i.i.d of (ξ1, η1), (ξ2, η2), . . . ,we have
F(n+ k+ r; n+ k− r, n) = 4n+k+r
k
s=0

n− k+ r + 2
k− s

1
2
n−k+r+2
× P{Sj ≥ 0, S1 ≥ T1, . . . , S2k−2 ≥ T2k−2 = 2s+ 2− 2k, Sn+k+r = n+ k− r}

.
Now we consider the probability above, supposing S2k−2 = 2t + 2, to guarantee S2k−2 ≥ T2k−2 = 2s+ 2− 2k, it has to
be−1 ≤ t ≤ k− 2 if s ≤ k− 1, and 0 ≤ t ≤ k− 2 if s = k, so it follows
P{Sj ≥ 0, S1 ≥ T1, . . . , S2k−2 ≥ T2k−2 = 2s+ 2− 2k, Sn+k+r = n+ k− r}
=

t
P{Sj ≥ 0, S1 ≥ T1, . . . , S2k−2 = 2t + 2, T2k−2 = 2s+ 2− 2k}
× P{Sj ≥ 0, 1 ≤ j ≤ n− k+ r + 2,S0 = 2t + 2,Sn−k+r+2 = n+ k− r},
whereSj = 2t + 2+ ξ2k−1 + · · · + ξ2k+j−2. From Lemma 2.1 the first probability is ( 14 )2k−2F(2k− 2; 2t + 2, k− s+ t), and
by André’s reflection principle it is easy to derive that the second probability is equal to
1
2
n−k+r+2 n− k+ r + 2
n− t

−

n− k+ r + 2
n+ t + 3

,
and so we have
F(n+ k+ r; n+ k− r, n) =
k−2
t=0

n− k+ r + 2
n− t

−

n− k+ r + 2
n+ t + 3

F(2k− 2; 2t + 2, t)
+
k−1
s=0
k−2
t=−1

n− k+ r + 2
k− s

n− k+ r + 2
n− t

−

n− k+ r + 2
n+ t + 3

× F(2k− 2; 2t + 2, k− s+ t),
and the formula (3.1) is proved. 
Proof of Theorem 1.1. Now we consider the Conjecture 2 of Petkovšek and Wilf. The first formula of (1.5) is immediately
obtained from (2.7). To verify the other formulas, substituting r = n+ k in (3.1), for k ≥ 1, we have
F(2n+ 2k; 0, n) =
k−2
t=0
2t + 3
2n+ 3

2n+ 3
n+ t + 3

F(2k− 2; 2t + 2, t)
+
k−1
s=0
k−1
t=0
2t + 1
2n+ 3

2n+ 2
s+ 1

2n+ 3
n+ t + 2

F(2k− 2; 2t, s+ t). (3.2)
(1) Let k = 1 in (3.2), note that F(0; 0, 0) = 1, it follows that
F(2n+ 2; 0, n) = 2n+ 2
n+ 2

2n+ 2
n+ 1

= 2
2n+1(n+ 1)(3/2)n
(3)n
.
(2) From (1.1) to (1.3), it follows that
F(2; 0, 0) = 2, F(2; 0, 1) = 1,
F(2; 2, 0) = 1, F(2; 2, 1) = 2, F(2; 2, 2) = 1.
Substituting k = 2 in (3.2), we have
F(2n+ 4; 0, n) = (2n+ 2)!
n!(n+ 3)! (8n
2 + 32n+ 33) = 4
n(n+ 1)(8n2 + 32n+ 33)(3/2)n
3(4)n
.
(3) From (1.1) to (1.3), it follows that
F(4; 0, 0) = 11, F(4; 0, 1) = 8, F(4; 0, 2) = 2,
F(4; 2, 0) = 9, F(4; 2, 1) = 17, F(4; 2, 2) = 12, F(4; 2, 3) = 3,
F(4; 4, 0) = 1, F(4; 4, 1) = 4, F(4; 4, 2) = 6, F(4; 4, 3) = 4, F(4; 4, 4) = 1.
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Substituting k = 3 in (3.2), we have
F(2n+ 6; 0, n) = (2n+ 2)!
3n!(n+ 4)! (64n
4 + 672n3 + 2648n2 + 4641n+ 3060)
= 4
n−1(n+ 1)(64n4 + 672n3 + 2648n2 + 4641n+ 3060)(3/2)n
9(5)n
.
Finally, for proving (1.6), it suffices to show that n!k!(n+k+1)!
(2n+2)! F(2n + 2k; 0, n) is a polynomial of degree 2k − 2 with all
integer coefficients. From the formula (3.2), it is immediately obtained because of the following decomposition
n!k!(n+ k+ 1)!
(2n+ 2)! F(2n+ 2k; 0, n) = k!
k−2
t=0
(2t + 3) (n+ k+ 1)!
(n+ t + 3)!
n!
(n− t)!F(2k− 2; 2t + 2, t)
+
k−1
s=0
k−1
t=0
(4t + 2) k!
(s+ 1)!
(2n+ 1)!
(2n− s+ 1)!
(n+ k+ 1)!
(n+ t + 2)!
(n+ 1)!
(n− t + 1)!
× F(2k− 2; 2t, s+ t),
moreover, from (2.7) and the following identity
k−1
t=0

2k− 1
k+ t

(2t + 1)2 = (2k− 1)22k−2,
we find 23k−2n2k−2 is the leading term of this polynomial.
The proof of the Conjecture 2 of Petkovšek and Wilf is completed. 
Theorem 3.2. For n ≥ 0, k ≥ 1,
F(n+ 2k; n, 0) =
k
s=1
s
t=0
s− t + 1
n+ 2

n+ 2
s+ 1

n+ 2
t

F(2k− 1; 2s− 1, s− t). (3.3)
Proof. Suppose n ≥ 1. Recalling Lemma 2.1, we note that the event {Sn+2k = Tn+2k = n} implies that exactly k of
{ξ1 = −1}, . . . , {ξn+2k = −1} occur and k of {η1 = −1}, . . . , {ηn+2k = −1} occur, it follows that T2k−1 ≥ −1 and
Sj ≥ 0 if j ≥ 2k, therefore
F(n+ 2k; n, 0) = 4n+2kP{Sj ≥ 0, Sj ≥ Tj, 1 ≤ j ≤ n+ 2k, Sn+2k = Tn+2k = n}
=
k
s=1
s
t=0
4n+2kP{(Si ≥ 0, Si ≥ Ti, 1 ≤ i ≤ 2k− 2, S2k−1 = 2s− 1, T2k−1 = 2t − 1)
∩ (Sj ≥ Tj, 2k ≤ j ≤ n+ 2k, Sn+2k = Tn+2k = n)}
=
k
s=1
s
t=0
F(2k− 1; 2s− 1, s− t)4n+1P{As,t},
the last equality coming from the independence of ξ, η and Lemma 2.1, here As,t is the intersection event of the following
events
2s− 1+
j
i=0
ξ2k+i ≥ 2t − 1+
j
i=0
η2k+i, 0 ≤ j ≤ n− 1,
2s− 1+
n
i=0
ξ2k+i = 2t − 1+
n
i=0
η2k+i = n.
Writingξn+1−i = ξ2k+i, ηn+1−i = η2k+i, 0 ≤ i ≤ n,
Sj = j
i=1
ξi, Tj = j
i=1
ηi, 1 ≤ j ≤ n+ 1,
it is clear that the event As,t is
(Tj ≥Sj, 1 ≤ j ≤ n,Tn+1 = n+ 1− 2t,Sn+1 = n+ 1− 2s),
then Lemma 2.2 implies the formula (3.3). 
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Proof of Theorem 1.2. The first formula of (1.7) is immediately obtained from (2.6). Now we verify the other formulas.
(1) Let k = 1 in (3.3), note that F(1; 1, 0) = F(1; 1, 1) = 1, it follows that
F(n+ 2; n, 0) = n+ 4
n+ 2

n+ 2
2

= 1
2
(n+ 1)(n+ 4).
(2) From (1.1) to (1.3), it follows that
F(3; 1, 0) = 5, F(3; 1, 1) = 6,
F(3; 3, 0) = 1, F(3; 3, 1) = 3, F(3; 3, 2) = 3.
Substituting k = 2 in (3.3), we have
F(n+ 4; n, 0) = 5n+ 22
n+ 2

n+ 2
2

+ n
2 + 15n+ 44
2(n+ 2)

n+ 2
3

= 1
12
(n+ 1)(n3 + 15n2 + 74n+ 132).
(3) From (1.1) to (1.3), it follows that
F(5; 1, 0) = 37, F(5; 1, 1) = 48,
F(5; 3, 0) = 14, F(5; 3, 1) = 36, F(5; 3, 2) = 39,
F(5; 5, 0) = 1, F(5; 5, 1) = 5, F(5; 5, 2) = 10, F(5; 5, 3) = 10.
Substituting k = 3 in (3.3), then F(n+ 6; n, 0) is equal to
37n+ 170
n+ 2

n+ 2
2

+ 7n
2 + 93n+ 275
n+ 2

n+ 2
3

+ n
3 + 33n2 + 272n+ 660
6(n+ 2)

n+ 2
4

= 1
144
(n+ 1)(n5 + 32n4 + 407n3 + 2620n2 + 8604n+ 12240).
Finally, for proving (1.8), it suffices to show that k!(k+1)!n+1 F(n+2k; n, 0) is a polynomial with all integer coefficients whose
leading term is n2k−1. From the formula (3.3), it is clear because it can be decomposed as follows
k
s=1
s
t=0
(s− t + 1)k!
t!
(k+ 1)!
(s+ 1)!
(n+ 2)!
(n+ 2− t)!
n!
(n+ 1− s)!F(2k− 1; 2s− 1, s− t).
The proof of the Conjecture 4 of Petkovšek and Wilf is completed. 
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