Article describes a polynomial time algorithm for The Asymmetric Traveling Salesman Problem and a polynomial time algorithm for The Directed Hamiltonian Cycle Problem. Existence of these algorithms constructively solves The Millennium P vs NP Problem: P = NP.
Introduction
In general, The Traveling Salesman Problem [1] is a problem to find a lightest Hamiltonian cycle in a given weighted digraph or to detect that there is not any Hamiltonian cycle in the given digraph.
The problem whether a Hamiltonian cycle exists in the given digraph is a NP-complete problem -The Directed Hamiltonian Cycle Problem [2] . In this article, the problem is reduced to a compatibility problem for a specially built system of O(n 2 ) linear equations and nm linear inequalities with nm unknown, where n is the number of vertices and m is the number of arcs in the given digraph. Solution of this system is the convex hull of all Hamiltonian cycles of the given digraph -their special presentations, more precisely. Article describes a polynomial time algorithm, which solves the compatibility problem. The algorithm detects a Hamiltonian cycle or detects that there is not any Hamiltonian cycle in the given digraph. Existence of this algorithm means that the solution of The Millennium P vs NP Problem [3] is positive: P = NP! The linear system, mentioned above, relaxes The Traveling Salesman Problem to linear programming over the convex hull of all Hamiltonian cycles in the given digraph. Unlike the simplex method, a polynomial time algorithm for linear programming [4, 5] , applied to this problem, does not grant an extreme solution -a lightest Hamiltonian cycle -but only a convex combination of the extreme solutions. So, the article describes a polynomial time algorithm, which derives an extreme solution from any solution. Together, the relaxation, the derivation, and any polynomial time algorithm for linear programming constitute an algorithm, which solves The Traveling Salesman Problem in polynomial time.
The Directed Hamiltonian Cycle Problem
Let G = (V, A) be a given digraph: V is its vertex-set and A ⊆ V × V is its arc-set. The problem is to determine wether a Hamiltonian cycle exists in G.
Let's enumerate the sets V and A arbitrarily:
-and build the in/out incidence matrices B = (b ij ) n×m and C = (c ij ) n×m :
The enumeration (1) creates an one-to-one relation "↔" between A and the set of columns of the unit matrix U = (δ ij ) m×m : for j = 1, 2, . . . , m
, where δ ij is the Kronecker delta.
In the sense of (2), any Hamiltonian cycle in G is a combination of n columns from U -a combination with specific properties. Let's express those properties analytically. Let h be a Hamiltonian cycle in G. Let's select v 1 ∈ V as a start and write h as follows:
-where v 1 v α 2 . . . v αn is such vertex-permutation and a β 1 a β 2 . . . a βn is such arccombination that the sequential vertices/arcs in (3) are incident/adjacent. Based on (2), let's present h with an ordered combination of columns from the unit matrix U -a matrix X = (x ij ) m×n :
The matrix X has the following properties: a). Due to the incidence/adjacency in (3) and preserving that order in (4), the columns of X satisfy the equations of adjacency:
b). Due to the selection of vertex v 1 as a start in (3), the first and the last columns of X satisfy the start/finish-conditions:
c). Due to the condition that (3) visits all vertices in G just once, the columns of X satisfy the in/out-boundary conditions, which stipulate that every vertex is entered/exited just once:
d). Due to the definition (4), the columns of X are from the unit matrix U. Let's relax this:
The system (5) -(9) has n 2 + 2n + 2n + n + nm = O(n 3 ) equations and inequalities with nm variables. Let's mention that the system is abundant.
Theorem 1. (Properties of the Hamiltonian Cycles) A). Digraph G has a Hamiltonian cycle iff the system (5) -(9) has a solution. B). Let X be a solution of (5) -(9). Then the following algorithm produces a Hamiltonian cycle in G:
Step 1. Select from the arcs starting in
Step β, β = 2, . . . , n. Select from the arcs starting in
The complexity of this algorithm is O(m), and it produces the Hamiltonian cycle Nodes in D are partitioned over n + 1 rows: the top and bottom rows contain only one node each; every one of the n−1 middle rows contains n nodes each. These node-rows are enumerated from top to bottom, and nodes within each of the node-rows are enumerated arbitrarily: a node S βα is located in the node-row β and it has index α in that row, β = 1, 2, . . . , n + 1 and 1 ≤ α ≤ n.
C) The (4)-presentation of a Hamiltonian cycle in G is a (0, 1)-solution of the system (5) -(9). A (0, 1)-solution of the system (5) -(9) is the (4)-presentation of a Hamiltonian cycle in G. D). The set of all solutions of the system (5) -(9) is the convex hull of all
Arrows in D start in a previous node-row and finish in the next: if there is an arc a ρ from v ξ into v η in G, then there are arrows from S βξ into S (β+1)η in D, β = 1, 2, . . . , n. The arrows are partitioned over n rows located between node-rows. These arrow-rows are enumerated from top to bottom, and arrows within each of the arrow-row are enumerated based on (1): an arrow T νµ is located in the arrow-row ν and it goes from a node S νξ into a node S (ν+1)η , where ξ and η are the (1)-indexes of start and finish of arc a µ appropriately.
Flow F is defined with the formula:
Let's delete from D those arrows with zero flow. Due to (8), there are still arrows in every arrow-row left:
, and the design of N, there is a simple path γ in N, which goes from S 11 to S (n+1)1 and contains T ν 0 µ 0 :
Due to the design of N, x µ 1 1 = F (T 1µ 1 ) > 0. Let z be that fraction of F (T 1µ 1 ), which "flows" from S 11 to S (n+1)1 trough γ: z = min{F (T νµ ) : T νµ ∈ γ} > 0 -due to (5) and (6). Due to the design N, there is a circuit ω of length n in G constructed from the arcs, which are index-associated with those arrows in γ:
Suppose that ω misses a vertex v τ in G, τ = 1. Then γ misses all nodes S jτ , j = 2, . . . , n − 1, and the fraction z does not participate in the buildup of flow from these nodes. Due to (7), the flow's value is 1. In its turn, this flow deposits nothing in the value of z as well, because T 1µ 1 is located in the first arrow-row. Then -due to (6) -this flow and this fraction z total in the node S (n+1)1 directly, and that total is 1 + z > 1 -contradiction with (6). Thus the circuit ω of length n does not miss any vertex in G -ω is a Hamiltonian cycle in G.
B). The algorithm exploits the way used in A) to find a Hamiltonian cycle. Due to (5) and (6), the algorithm is correct and it produces a circuit ω of length n. The ordered arcs of ω constitute a simple path γ in N. If ω could miss a vertex in G, then γ would bring an extra flow in the node S (n+1)1 . Thus, ω is a Hamiltonian cycle in G.
The complexity of this algorithm is O(
C). Due to its definition, the (4)-presentation of a Hamiltonian cycle in G is a (0, 1)-solution of the system (5) -(9). Let X be a (0, 1)-solution of the system. Then -due to (8), (9) -this matrix has one and only one nonzero element per column. Thus, the columns of X are the (2)-presentations of certain arcs. Due to (5) and to (6), the arcs are adjacent into a circuit of length n, and -due to (7) -the circuit visits all n vertices just once. That means that this circuit is a Hamiltonian cycle in G and X is its (4)-presentation. D). Any solution X of the system (5) - (9) is a Hamiltonian cycle in G or it produces a certain number of Hamiltonian cycles created by the choices possible in the algorithm B). The (4)-presentations of those cycles are such (0, 1)-solutions of the system that their convex hull covers the solution Xdue to (8).
Let X = (x ij ) m×n be a solution of the system (5) -(9), and let x i 0 j 0 > 0. Based on Theorem 2.1, that means that G has a Hamiltonian cycle (3) , where the j 0 -th arc is the arc a i 0 . The only questions left are how to detect whether the system (5) -(9) is compatible and how to find a solution of this system.
Theorem 2. (Solution of The Directed Hamiltonian Cycle Problem) The following polynomial time algorithm detects a Hamiltonian cycle in G, or it detects that there is not any Hamiltonian cycle in G:
Step 1. If the system (5) - (8) 
-where unknown y = (X Step 2. Calculate a vector l -the particular solution of the system (10), which is orthogonal to the kernel of matrix M:
The matrix-inversion can be done in polynomial time with the GaussJordan exclusions, for example.
Step 3. Construct from the nm-dimensional vector l a m × n-matrix X = (x ij ) m×n : x ij = l i+m(j−1) , j = 1, 2, . . . , n and i = 1, 2, . . . , m.
Step 4. If the resulting matrix X has a whole column filled with non-positive elements, then stop -G does not have any Hamiltonian cycle. Otherwise, feed the matrix X in the algorithm B) from Theorem 2.1 -it will produce a Hamiltonian cycle in G.
Proof. If the shortest solution (11) of the system (5) - (8) has all its elements non-negative, then it is a solution of the system (5) - (9) as well, and the algorithm B) from Theorem 2.1 fed with that solution -the matrix X -will produce a Hamiltonian cycle in G.
Suppose that the vector (11) has negative elements. Due to Theorem 2.1, the solution of system (5) - (9) is the convex hull H of the system's (0, 1)-solutions, and each of those (0, 1)-solutions has only n non-zero coordinates. Due to (5), m ≥ 2. Thus the hull H has non-empty intersections with some of the coordinate hyper-planes of R nm -their parts in the positive orthant, more precisely. Let P be such of those intersections, which is closest to the point (11). Let p ∈ P be such point of P , which is closest to the origin of R nm . Then,
-where ζ is a null-solution of the system (10). Due to the minimality of the Euclidian norms of l and p, adding ζ to l does not affect the zero-elements of l, replaces all negative elements of l with zeros, and possibly increases the positive elements of l. Thus, the positive elements in p and the positive elements in l have the same indexes. This means that the algorithm B) fed with l will produce the same result as it would produce with p -a Hamiltonian cycle in G.
If there is not any Hamiltonian cycle in G, then all of the above cannot work. Thus, in this case, the matrix X will have at least one column filled with non-positive elements.
The algorithm consists of a polynomial number of arithmetical operations. Thus, this algorithm is a polynomial time algorithm.
Last theorem introduces a polynomial time algorithm, which solves a NPcomplete problem -The Directed Hamiltonian Cycle Problem [2] . Existence of this algorithm means that The Millennium P vs NP Problem has positive solution: P = NP [3] .
The Traveling Salesman Problem
Let W : A → (−∞, +∞) be a given weight function. The problem is to find a Hamiltonian cycle in G with the least total weight of its arcs.
Theorem 3. (Solution of the Traveling Salesman Problem) A). The (4)-presentation of a lightest Hamiltonian cycle in G is an extreme solution of the following linear programming problem:
(W (a 1 ) W (a 2 ) . . . W (a m )) n j=1 X j → min,(12)
-subject to constrains (5) -(9). B). The following algorithm solves the Traveling Salesman Problem in polynomial time:
Step 1. Compose the linear programming problem (12);
Step 2. Solve the problem with any polynomial time algorithm for linear programming [4, 5, or other] . The problem has a solution iff G has a Hamiltonian cycle. The solution can be approximate: the only necessity is to detect which coordinates are positive;
Step 3. Feed the solution into the algorithm B) from Theorem 2.1. The result will be a lightest Hamiltonian cycle in G.
Proof. A). Due to Theorem 2.1, the extreme points of the problem's feasible set are the (4)-presentations of the Hamiltonian cycles in G. Thus, at least one of them solves the problem. B). Depending on the algorithm chosen, Step 2 may require additional polynomial time to present the problem in a canonical/standard form. Also, it may need a feasible point to start from. The point can be found in a polynomial time with the algorithm from Theorem 2.2. But there are other methods as well -see [5, p.385] . That makes the algorithm independent from Theorem 2.2.
Let's mention that the structure of system (5) -(9) and the properties of matrices B and C allow certain simplification of the algorithms described in Theorem 2.2 and Theorem 3.1, but that is out of scope of this article.
