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Let P/[0, 1]d be an n-point set and let w: P  [0, ) be a weight function with
w(P)=z # P w(z)=1. The L2-discrepancy of the weighted set (P, w) is defined
as the L2 -average of D(x)=vol(Bx)&w(P & Bx) over x # [0, 1]d, where vol(Bx)
is the volume of the d-dimensional interval Bx=>dk=1 [0, xk). The exponent of
discrepancy p* is defined as the infimum of numbers p such that for all dimensions
d1 and all =>0 there exists a weighted set of at most K=&p points in [0, 1]d with
L2-discrepancy at most =, where K=K( p) is a suitable number independent of =
and d. Wasilkowski and Woz niakowski proved that p*1.4779, by combining
known bounds for the error of numerical integration and using their relation to
L2-discrepancy. In this note we observe that a careful treatment of a classical lower-
bound proof of Roth yields p*1.04882, and by a slight modification of the proof
we get p*1.0669. Determining p* exactly seems to be quite a difficult problem.
 1998 Academic Press
1. INTRODUCTION
Let P/[0, 1]d be an n-point set in the d-dimensional unit cube. The
discrepancy of P quantifies the irregularity of distribution of P in some
sense; the more ‘‘uniformly’’ distributed P is, the smaller the discrepancy.
Discrepancy is a classical object of study (see, e.g., [2, 1], or [4] for history
and background), and it is closely related to error estimates in numerical
integration (see, e.g., [10]). There are various notions of discrepancy; here
we consider one of them, the so-called L2 -discrepancy (or, more verbosely,
the L2 -discrepancy for anchored boxes). Among various definitions of dis-
crepancy, the L2 -discrepancy seems to be particularly advantageous to deal
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with: For d fixed, the smallest possible L2 -discrepancy of an n-point set in
[0, 1]d is known up to a multiplicative constant depending on d, there are
reasonably efficient algorithms for computing the L2-discrepancy of a given
set [14, 6], and there are results relating the L2 -discrepancy to the error
of numerical integration in both the worst and average cases (see [10, 16]).
For a point x=(x1 , x2 , ..., xd) # [0, 1]d, we let Bx denote the Cartesian
product [0, x1)_[0, x2)_ } } } _[0, xd), and for an n-point set P/[0, 1]d
we put
D(x)=vol(Bx)&
1
n
|P & Bx |=x1x2 } } } xd&
1
n
|P & Bx | .
The L2-discrepancy of P, denoted by D2 (P), equals &D&2=([0, 1]d D(x)2 dx)12.
Further, let us put
D2 (d, n)= inf
P/[0, 1]d : |P| =n
D2 (P).
Analogously, we define D 2 (d, n) as the smallest possible L2 -discrepancy of
a weighted n-point set in [0, 1]d (as was defined in the abstract).
As was mentioned above, the asymptotics of D2 (d, n) are known for d
fixed (and it is the same for D 2 (d, n)). But in many applications, such as
high-dimensional numerical integration, the dimension is quite large (say
20, 50, or even few hundred in practice), while the number of points n can-
not be made arbitrarily large, and so the dependence on d is of key impor-
tance. Here the knowledge is much less satisfactory. A natural question is,
given d and a parameter =>0, what is the smallest n guaranteeing
D 2 (d, n)=. In order to quantify the answer by a single numerical
parameter, [15] defined the exponent of discrepancy as the smallest
number p for which D 2 (d, K=&p)= holds for all d1 and =>0, with
some constant K=K( p). They proved the upper bound p*1.4778... . One
interesting question is whether their construction can be matched by point
sets with all weights equal to 1n. Another one is of course how to improve
the upper bound; there are several constructions of point sets with
asymptotically optimal L2 -discrepancy for a fixed dimension which might
be analyzed from this point of view [12, 5, 3, 13, 7].
No lower bound for p* besides the trivial p*1 seems to have been
known. Here we show the lower bound stated in the title. Let us remark
that the question of determining p* exactly or giving at least a reasonably
precise estimates appears fairly difficult (on the other hand, improving the
current bounds somewhat may be much less challenging). One reason is
perhaps that the definition of p* is a bit unnatural, since one tries to
approximate by a power function something which, at least for d fixed, has
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powers of a logarithm in the asymptotics. Also, as was observed in [9], if
n is not sufficiently large compared to d, the L2 -discrepancy of a point set
need not be very much related to the ‘‘uniform distribution’’ of the set in
the intuitive sense.
2. A LOWER BOUND DIRECTLY FROM ROTH’S PROOF
Roth’s paper [11] is a mathematical gem, proving the lower bound
D2 (2, n)(c2n) - ln n for some c2>0. A straightforward generalization of
his proof to dimension d yields the asymptotically tight bound
D2 (d, n)(cd n)(ln n) (d&1)2. This proof is presented, among others, in [8,
and 1]. Kuipers and Niederreiter [8] give an explicit estimate for the value
of cd , namely cd2&4d (log2 e(d&1)) (d&1)2 (while Beck and Chen [1] do
not write out an explicit bound). This already leads to a nontrivial lower
bound p*1.00103 (by a calculation analogous to the one indicated below
and by noting that the same lower bound proof works for weighted point
sets as well). Moreover, if one looks into Roth’s proof, it is not difficult to
find out that it actually yields the lower bound
D 2 (d, n)
c
n
2&2d \wlog2 nx+d&3d&1 +
12
(1)
with an absolute constant c>0. Later we will indicate how this bound is
proved, but let us first see how it leads to a lower bound for the exponent
of discrepancy. For a number p> p*, we have D2 (d, K=&p)= for all d and
=>0, and choosing = in such a way that n=K=&p, we calculate
p
log2 (nK )
&log2 D 2 (d, n)
for all n. Further, we set n=w2:dx for a constant :>0 (to be determined
later) and let d  , getting
p*lim sup
d  
:d
&log2 D 2 (d, w2:dx)
. (2)
By substituting for D 2 (d, n) from (4) and using the well-known estimates
of the factorial function (ke)kk !kk+1ek&1 (a weak form of Stirling’s
formula, easily proved by induction) to estimate the binomial coefficient,
we calculate
&log2 D 2 (d, w2:dx)(d+o(d ))(2+:& 12 [(:+1) log2 (:+1)&: log2 :]),
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where the o( } ) notation refers to d  . Consequently, from (2) we obtain
p*sup
:>0
:
2+:& 12 [(:+1) log2 (:+1)&: log2 :]
,
and some simple calculus shows that the optimum value is attained for
:=15, leading to the bound p*1.04882... .
For completeness and for later use, let us recall how (4) is proved; to
this end, we need several definitions. For an integer r0, the Rademacher
function Rr (x): R  [&1, 1] is given by Rr (x)=(&1)w2
r+1xx, and for a
nonnegative integer vector r=(r1 , r2 , ..., rd) and for x # Rd, put Rr (x)=
>dk=1 Rrk (xk). By an r-box we mean a d-dimensional interval of the form
B=>dk=1[ak2
&rk, (ak+1) 2&rk), where each ak is an integer between 0
and 2rk&1. An r-function is any function f : [0, 1)d  [&1, 1] such that
for any r-box B, f equals either Rr or &Rr on B.
Let m be the smallest integer with 2m2n. The key step in the proof of
(4) is the following lemma, whose proof we omit at this moment (see [1,
Lemma 2.5]): For any n-point set P/[0, 1]d and any nonnegative integer
vector r with |r|=r1+r2+ } } } +rk=m, there exists an r-function fr with
 fr } D2&2d&4n (here and in the sequel, we omit the integration domain
[0, 1]d and the integration variable x). We fix such an fr for each r, and
we let M denote the set of all nonnegative r with |r|=m ; note that
|M|=( m+d&1d&1 ). Putting F=r # M fr and applying the CauchySchwarz
inequality, we get
D2 (P)=&D&2
 FD
&F&2
.
We have  FD(2&2d&4n) |M| by the choice of the fr ’s, and
&F&22=r # M & fr &
2
2=|M|, since  fr fs=0 for any r-function fr and any
s-function fs with r{s. Consequently D(P)(2&2d&4n) |M|12 and (4)
follows.
3. AN IMPROVED LOWER BOUND
It turns out that a better lower bound for p* is obtained if one considers
‘‘lower-dimensional’’ r-functions in Roth’s proof (although for d fixed and
n  , these would only give an asymptotically suboptimal bound). Let r
be a vector whose each component is either a nonnegative integer or *;
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write supp(r)=[k # [1, 2, ..., d]: rk{*] and |r|=k # supp(r) rk . Let Rr (x)=
>k # supp(r) Rrk (x), define an r-box as >
d
k=1[ak2
&rk, (ak+1) 2&rk), where
we set 2&*=1 (so ak=0 for rk=*), and let an r-function be defined as one
equal to either Rr or &Rr on each r-box.
Let P and m be as in the outline of Roth’s proof in the previous section,
and for a parameter q # [1, 2, ..., d], let Mq denote the set of all r with
|r|=m and with |supp(r)|=q. This time we have |Mq |=( dq)(
m+q&1
q&1 ). The
analogue of the key lemma in the preceding proof is
Lemma. For any r # Mq , there exists an r-function fr with  fr D
2&d&q&4n.
Proof of the lemma (Sketch). Let B be an r-box. If P & B{< we
choose the sign of fr on B in such a way that B frD0. If P & B=<,
which happens for at least 2m&n2m&1 r-boxes B, we put fr=Rr on B.
Similar to Roth’s proof, we have
|
B
Rr (x) D(x) dx=|
B
Rr (x) x1x2 } } } xd dx&
1
n |B Rr (x) |P & Bx | dx.
The second integral can be shown to be 0 (using P & B=<). The first
integral equals
|
C
(vol(C ) ‘
k  supp(r)
xk) dx, (3)
where C denotes the ‘‘lower left part’’ of B; namely, for B=>dk=1 [ak 2
&rk,
(ak+1)2&rk), we have C=>dk=1 [ak 2
&rk, (ak+$k)2&rk), with $k= 12 for
k # supp(r) and $k=1 otherwise. We have vol(C )=2&m&q, and (6) equals
vol(C )2 2&(d&q)=2&2m&d&q. The lemma follows by summing over at least
all the 2m&1 boxes B with P & B=<.
We now set F=r # Mq fr , with fr as in the lemma. For two distinct
vectors r, s # Mq , we still get the orthogonality  fr fs=0, and so Cauchy
Schwarz gives
D 2 (P)
 FD
&F&2

2&d&q&4
n
|Mq |12=
2&d&q&4
n \
d
q+
12
\m+q&1q&1 +
12
.
To lower-bound p*, we again set n=w2:dx for some constant : and use
(5). Moreover, we put q=w;dx for another suitable constant ; # (0, 1].
With the same estimates of the binomial coefficients and with some
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calculus and numerical calculation, one can find that the best bound for p*
is obtained for ;r0.7473 and :r8.2205, yielding p*1.0669... .
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