Voice input is often required in many new application environments such as telephone-based information retrieval, car navigation systems, and user-friendly interfaces, but the low success rate of speech recognition makes it difficult to extend its application to new fields. Popular approaches to increase the accuracy of the recognition rate have been researched by post-processing of the recognition results, but previous approaches were mainly lexical-oriented ones in post error correction. We suggest a new semantic-oriented approach to correct both semantic and lexical errors, which is also more accurate for especially domain-specific speech error correction. Through extensive experiments using a speech-driven invehicle telematics information application, we demonstrate the superior performance of our approach and some advantages over previous lexical-oriented approaches.
INTRODUCTION
New application environments such as telephone-based retrieval, car navigation systems, and mobile information retrieval, require voice interface to process user queries. In these environments, keyboard input is inconvenient or sometimes impossible because of spatial limitations on mobile devices and instability in manipulating the device.
However, because of the low recognition rate in current speech recognition systems, in order to increase the accuracy of information retrieval, appropriate postprocessing is required, such as post error correction for overcoming speech recognition errors. The average recognition accuracy of the representative continuous speech recognition system is not more than 90% in the word-based and at most 70% in the sentence-based in practical situations [I] . Post-processing can be one of the domain adaptation techniques to improve recognition accuracy, and the primary advantage of post-processing approach is independent on some general-purpose speech recognizer [Z] .
Most previous researches in post-processing have been based on statistical methods utilizing the probabilistic information of words spoken in a speech dialogue situation, and the language models adapted to the application [2, 31. The performance of such systems depends on the size and quality of speech recognition result, or on the database of collected error strings since they are directly dependent on lexical items.
They use the probability of mistakenly recognized words, the cwoccurrence information extracted from the words and their neighboring words, and tagged word bigrams, which are all lexical clues in error strings. Such approaches based on lexical information of words have shown some successful results, but they still have major drawbacks. The error patterns constructed are available but not abundant, because it is expensive to collect them: so in cases they fail to recover the original strings from the lexical error patterns. Also, since they are sensitive to the error patterns, they occasionally misidentify a correct word as an error word.
We suggest a more robust semantic-oriented error correction approach, which improve and are integrated into previous fragile lexical-based approaches. In our approach, in addition to lexical information, we use high level syntactic and semantic information of the words in speech transcription. We obtain semantic information from some knowledge base such as general thesauri and a special dictionary that we construct by ourselves to contain some domain specific knowledge to the target application.
Our semantic-oriented approach has some advantages over lexical based ones, since it is less sensitive to each error pattern. Also, the approach has broader coverage over error patterns, since several similar common error strings in the semantic ground can be reduced to one semantic error pattern, which enables us to improve the 
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Spoken query processing
The major problem of speech-driven information retrieval (IR) and question answering (QA) is the decreasing of performance due to the recognition errors in query sentences by automatic speech recognition (ASR) systems On the other hand, our method takes far a smaller training corpus, and it is possible to implement the method easily and in a short time to obtain the same or a better error correction rate because it utilizes the semantic information of the application domain.
SEMANTIC-ORIENTED ERROR CORRECTION APPROACH
This section presents a semantic-oriented approach to correct erronwus outputs of a speech recognizer using domain knowledge, We focus on real-word error detection and correction, so our approach is based on the domain knowledge for performing semantic level error detection and correction.
Lexico-semantic pattern
A lexico-semantic pattern (UP) is a structure where linguistic entries and semantic types are used in combination to abstract certain sequences of the words in a text. It has been used in the area of natural language interface for database (NLIDB) [lo] and a TFEC QA system for the purpose of matching the user query with the appropriate answer types 111, 121.
In In domain-specific application, well defined semantic concepts are required, and the domain-specific semantic classes represent these requirements. The domainspecific semantic classes include special attribute names in databases, such as '%action' for 'active' and 'inactive,' and semantic category names, such as '%hobby' for 'reading' and 'recreation,' for which the user wants a specific meaning in the application domain.
Moreover, we used the classes to abstract out several synonyms into a single concept. For example, a domainspecific semantic class '%question' represents some words, such as 'question', 'questions', 'asking', and 'answer. ' The words in a query sentence are converted into the LSP through two steps. First, a morphological analysis is performed, which segments a sentence of words into morphemes, and adds POS tags into morphemes [13]. Next, each morpheme of the sentence is converted into a suitable semantic symbol by searching several types in the semantic dictionaries.
Construction of template database
Because Fuji et al. [ 11 have shown the importance of the language model which well describes the domain knowledge, we reflect the domain information viith a template database: template queries of the source statements which are used for the actual error detxtion and correction task after speech recognition. The template queries are automatically acquired by the Query-to-LSP translation from the source statements using two semantic category dictionaries: domain dictionary and an ontology dictionary.
The domain dictionary is a subset of the general semantic category dictionary, and focuses only on the narrow extent of the knowledge it concerns, since it is impossible to cover all the knowledge of the world in implementing an application. On the other hand, the ontology dictionary reflects the pure general knowledge of the world; hence it performs a supplementary role to extract semantic information.
The domain dictionary provides the specific vocabulary which is used in semantic representation tasks of a user query and the template database. Assuming that some speech statements for a specific target domain are predefined, a record of the template database is composed of a fixed number of LSP elements, such as POS tags, semantic tags, and domain-specific semantic classes. Table 1 shows an example of template abstracted by LSP converting in a predefined domain of education.
' Part-of-speech tag denoting a proper noun used in Penn TreeBank.
to-one mapping between queries and an LSP. The transformation consists of two phases: Named entity (NE) recognition and NE tagging [14]. NE recognition discovers all the possible semantic types for each word by consulting a domain dictionary and a thesaurus. When a semantic type for a given word does not exist in the domain dictionary, we attempt to discover the semantic types using the thesaurus. NE tagging selects a semantic type for each word so that a sentence can he mapped into our LSP sequence.
Semantic-oriented correction process
Next we will show the working mechanism of post error correction of a speech recognition result using the domain knowledge of template database and domainspecific dictionary. Figure 2 is a schematic diagram of the post error correction process. Figure 
Semantic-oriented Error Correction Process
The overall process is divided into two stages: a semantic recovery and a lexical recovery stage. In the semantic recovery stage, a recognized query is converted into the corresponding UP. The converted LSP may be ill-formed depending on the recognized query. Semantic recovery is performed by replacing these syntactic or semantic errors using a semantic confusion table. We used a pre-collected template database to recover the semantic level errors, and the technique for searching most similar templates are based on a minimum editdistance dynamic search, which bas been used as a similarity search in many areas such as spelling correction, OCR post correction, and DNA sequence analysis [15]. The semantic confusion table provides the matching cost to the dynamic programming search process. The 'minimum edit distance' between two words is originally defined as the minimum number of deletions, insertions, and substitutions required to transform one word into the other. We compute the minimum edit distances between the erroneous LSPs and the templates in the database using the similar cost functions at the semantic level, and select, as the final template query, the one which has the minimum distance among them.
After this procedure, lexical recovery is performed in the next stage. Recovered semantic tags and the erroneous query produced by ASR are the clues of lexical recovery. Erroneous query and recovered template query are aligned by dynamic programming again, after which some candidates are discovered as the most similar words to the original input words in the domain dictionary or ontology dictionary. As many lexical candidates under the same semantic class may exist, we select the most similar one as the final correction word using the minimum edit distance at the lexical level. In minimum edit distance, the cost function is important to the sensitive matching, so we use a confusion table of lexical variation at this stage. Figure 3 shows an example of semantic error correction process using the same data in TRAIN-95 [2] . We divided the 462 queries into a training set and a test set, and evaluated the results of 6-cross-validation for both our model and the NC-Model. For our postprocessor, we constructed 436 semantic templates for evaluating our system, 3,195 entries of domain dictionary, and 13,154 entries of ontology dictionary. Table 2 According to the comparison of WER and TER, baseline ASR systems alone are not appropriate to process the user's queries in speech-driven IR or QA systems. However, with a post error correction, the error reduction rate of TER is much higher.than that of WER. ASR A With this result, our semantic-oriented error correction method is more appropriate in speech-driven IR and QA applications. Compared with the NC-Model that has been the best approach in the error correction thus far, our semantic-oriented error correction shows other successful possibilities for speech recognition error correction.
EXPERIMENTS
CONCLUSION
We proposed a semantic-oriented approach in speech recognition error correction which shows a superior performance in domain-specific IR applications. Our approach has the following advantages: First, it is fast and easy to develop, and leads to computationally simple implementation. The background knowledge ontology dictionaries are independent of the speech recognition lexicon, and open-vocabulary, and are constructed only once, except for the domain dictionary that depends on a specific application domain, but is very small compared to the ontology dictionary. Second, because the LSP scheme transforms pure lexical entries into abstract semantic categories, the size of the error pattern database can he reduced remarkably, and it also increases the coverage and robustness compared with the previous pure lexical entries that can only deal with the morphological variants.
Third, with all these facts, the LSP correction has a high possibility of generating semantically correct correction due to the massive use of semantic contexts. Hence, it shows a high performance, especially when combined with domain-specific speech-driven natural language IR and QA systems.
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