In this paper a highly modular adaptive lattice algorithm for multichannel least squares FIR filtering and multivariable system identification is presented. Multichannel filters with different number of delay elements per input channel are allowed. The main features of the proposed multichannel adaptive lattice least squares algorithm is the use of scalar only operations, multiplications/divisions and additions, and the local communication which enables the development of a fully pipelining architecture. The tracking capability and the numerical stability and accuracy of the proposed technique are illustrated by simulations. 
Introduction
In this paper a fast adaptive algorithm for an equivalent description of the filter parameters is developed, using lattice structures. Adaptive lattice realizations are popular due to a number of nice properties they share. They offer modular structure suitable for VLSI implementation, decoupling between successive stages which allow for pipelining, and insensitivity to round-off noise [l-3,7-9] . The proposed adaptive lattice least squares algorithm for the multichannel filtering has an additional feature. Although it deals with the multichannel problem, it manages to get free of matrix operations altogether, in contrast to known adaptive schemes that require matrix manipulations [lo] . The multichannel formulation is naturally decomposed into k single channel subsystems and a single block step is replaced by a sequence of k successive phases allowing for full pipelining. Moreover, the proposed scheme is capable for handling multichannel filters with different number of delay elements assigned to each input channel. When the estimation of the filter coefficients is the desired task, supplementary two terms Levinson type recursions can be employed, for the efficient computation of the filter coefficients in a purely order recursive way.
Problem formulation
A multi-input single-output FIR filter is described by the following difference equation:
where k is the number of input channels, and sequences x1(n), x2(n), . . . ,x&t), n > 0, are the input signals. Integer mi, named the order of the filter with respect to input i, is, in general, different for each input signal channel, mi # mj, i, j = 1,2, . . . , k [4-61. For each input i let us define the coefficients vector cb, = [ci cl . . . c&IT and the corresponding data vector x&(n) = [xi(n)xi(n -1) . . . xi(n -mi + l)]', of dimensions mix 1. We insert these vectors into the block vectors c = CCLt,]i=1,2, . . ..k and X,,(n) = @A: (@ d:(n) . rkx;;(n)lT, where the multi-index mk COnSiStS of the individual filter orders, i.e., mk = Cml,mz, . . . . mk]. x,,(n) and c,,,~ are block vectors of block order k, with entries vectors of dimensions mi x 1. They have dimension M x 1, where M is the sum of entries dimensions, M = CF=, mi. Then, Eq. (1) is readily expressed in a compact form as y(n) = -x;t;kc(n)c,L.
The least squares design of a multichannel FIR filter if formulated as follows. Let e:,(n) = z(n) -y(n) = z(n) + xl,(n)c,, be the error between filter's output y(n) and a desired response signal z(n) at time instant n. The optimum filter, in the LS sense, minimizes the total squared error over a finite data horizon, i.e., n E [0, N], weighted by an exponentially decay factor, 0 < ,? G 1, E&(N) = 5 LN-"(e&,(n))2. Both tasks can be accomplished by means of fast transversal and fast lattice adaptive algorithms, as is described in the following sections.
I. The transversal multichannel LS algorithm
Eq. (2) determines the optimal FIR filter in the least squares sense. The pertinent filter is obtained as the solution of the linear system of equations (2). While a standard linear system solver can be utilized, the structure of matrix R,,(N) enables the development of efficient algorithms for the computation of the optimal filter c,,,,(N). The derivation of such fast algorithms is based on the nesting properties of matrix R,,(N) that permits the order recursive estimation of the optimal filter, starting from c,(N) up to the final filter c,,(N) [4-61. Two sets of auxiliary vectors are utilized, a'(N), v = 1,2, . ..) k, and V(N), p = 1,2, . . . , k, corresponding to multi-input single output forward and backward linear predictors, respectively [4, 6] .
Linear prediction can be viewed as a special case of filtering, where the desired response signal is a future value of the underline process. Consider the data vector xc:(n) = [xkT(n -1) xiT(n -1) . . . The basic recursions of the efficient order updating algorithm for the determination of the increased order optimal filter c,,+~(N) in terms of the lower dimensions counterpart c,,(N) are summarized in Table 1 . The derivation of the algorithm Table 1 The multichannel LS filter order recursions. 
,!$+i+ r(N) = -e;;lf="(N)/(1a::,','f!'(N -1)). (8) 3. The lattice-ladder multichannel LS algorithm Adaptive lattice algorithms update the so-called error parameters, that is, the difference between system's output and a desired response signal, for all intermediate filter orders [l-3,7-9] .
The error variables are utilized for the computation of the rejkction coeficients which in turn are used for the update of the error parameters themselves. An efficient adaptive lattice algorithm for LS multichannel filtering was presented in [S] , based on the so-called a posteriori error parameterization for the time update of /I variables and error power variables, CC The reflection coefficients sought were estimated as the ratio jI/or. Following [S] , an alternative adaptive lattice scheme is developed that explicitly update reflection coefficients themselves, utilizing both a priori and a posteriori error variables. As is discussed in [8] the direct updating of the reflection coefficients offers better numerical accuracy and numerical stability.
Let us consider the instantaneous a priori and a posteriori filter error associated with filter c,,,,(N) at time instant N, designated by latin e and greek E typesetting, respectively,
We also define the a priori and the a posteriori prediction errors associated with the multi-input single output forward and backward predictors, Eqs. (4) 
where the data vectors x:,(n) and x&(n) are given by Eq. (3). A priori and a posteriori error variables for the filter as well as for the forward and backward predictors are estimated using a recursive latticeladder scheme. The passage from error variables of order mk to the successive mk + k is accomplished via a set of k single step recursions. The latticeladder equations are obtained using the increased order recursions for the filter and forward and Table 2 Order update recursions for the a priori and a posteriori errors Table 2 . Forward and backward error variables, ef(") and ebo') are coupled together in a similar way as the transversal filter counterparts of Table 1 The lattice-ladder recursions of Table 2 can be transformed to an adaptive algorithm once reflection coefficients designated by the letter k are sequentially updated. It is shown in [S] that the reflection coefficients of order mk+i+l, i=o 1 , , . . . , k -1, are computed as 
(La + &e)k = -(Q + EC?), k = -P/a + (2 + e( -jl/a))k", (19) k" = -q/(,la + ce). (20)
Applying identity (20) to Eqs. (12)- (14) we get the lattice-ladder algorithm of Table 3 . The basic processor units implementing the Iattice and the ladder part of the propose adaptive algorithm are depicted in Fig. 1 . 
I. Algorithm organization
The basic lattice stage of the proposed multichannel adaptive lattice algorithm updates the error variables from order ink to the following IfZk + k, through a sequence of k intermediate steps.
The basic lattice stage and the corresponding signal flow graph illustrating the circulation of the a priori error variables are depicted in Fig. 2 (the remaining parameters are circulated in a similar way). It is built on kZ + k locally interconnected processing units that process single channel signals. Two types of lattice units are used, named LAT I and LAT II. The internal organization of LAT I is described in Fig. 1 . LAT II is identical to LAT I, apart from a unit delay assigned to the backward errors and powers. In addition, a ladder unit, named LAD, is utilized. It is depicted in Fig. 1 . In the case of a multichannel filter having equal filter orders for all channels, i.e., pk = [pp.. . p], p such devices must be interconnected. Then, the overall hardware required is p(k2 -k) LAT I units, pk LAT II units and pk LAD units. When the multi index of the final filter cp* = CP1 Pz ... pk], where pi # pi, in general, a different updating scheme has to be adopted. The order update procedure starting from el (N) to the final e;,(N) consists of k phases. During each phase s, error variables e&(N), e::'::'(N) and ezf'(N), i=l , . . . , s, are updated from stage m, to m,+, via s scalar iterations using the basic lattice cell. The remaining error variables e?:'(N) and e:!:)(N), j=s+ 1, . ..) k, are updated using the ladder type recursions Table 3 is depicted in Fig. 3 , for a special case of a three channel problem, k = 3, and final mutli indexp = [pl pz p3] = [7 4 23.
In the special case when the channel lengths are equal, i.e., pi = pj, pk = [pp . . . p] , the last phase, _Y[k], I'[k] , is only utilized.
The computational complexity of the proposed highly modular adaptive lattice LS algorithm of Table 1 can be transformed to a static memoryless system once Eqs. (6) and (8) that compensate for the time shift in the backward prediction are taken into account. In the latter case, at each time, pure order recursions are performed for the computation of filter parameters.
Simulation
The performance of the proposed adaptive least squares lattice algorithm is illustrated by simulations. A three channel FIR filter of order p3 = [7 4 2] was used as a test system. To investigate the tracking capabilities of the algorithm, the coefficients of the FIR filter were changed in the middle of the observation interval. The input signals xi(n), x2(n) and x3(n) were generated by a three-channel AR model driven by independent white noise signals. A white noise signal of zero mean and unit variance is added at the output of the system, thus resulting to a signal to noise ratio Fig. 4(a) . A comparison between the fast lattice LS adaptive algorithm and the NLMS, when full precision (24 bits of mandissa) is used. number of the autocorrelation matrix associated with Eq. (2) was within the range of [200, 400] , depending on the value of the forgetting factor 1.
The lattice algorithm of Table 3 was implemented in FORTRAN using single precision IEEE floating arithmetic (24-bits of mandissa). In addition, to investigate the effects of finite arithmetic, the experiments were repeated using reduced precision arithmetic. The performance of the algorithm was monitored by the ensemble averaged, squared, a priori prediction error, e:,(N). The ensemble average was taken over 1000 independent realizations of the experiments. The proposed algorithm was tested against the multichannel fast RLS stabilized schemes [S] , and the normalized LMS algorithm (read as the projection algorithm in [7] ). The F-RLS and the proposed fast lattice algorithm were both performed better than the NLMS algorithm, with respect to the convergence speed, the tracking capabilities and the minimum error attained. In fact, when no divergence effect occurred to the fast RLS, both LS algorithm followed the same trajectory. However, the fast lattice scheme were noticed to be more robust compared the fast RLS counterpart, when reduced precision is used and when the forgetting factor takes values not very close to one. The proposed fast lattice LS algorithm performed satisfactory in all experiments, for all A E {0.9,0.95, 0.97X0.99) and for mandissa length up to 8 bits. On the contrary, the 'stabilized' fast RLS was noticed to be sensitive in cases when the forgetting factor was not kept very close to one, i.e, 1 E {0.9,0.95} and when less than 16 bits of mandissa were utilized. In these cases, re-initialization of the F-RLS was very often necessary. The performance of the proposed fast lattice LS algorithm compared to the NLMS algorithm is illustrated in Figs. 4(a) and 4(b), for 24 bits and 12 bits of mandissa precision, respectively. The simulation results indicate that the proposed fast lattice LS adaptive algorithm has a good tracking capability and, in addition, has a nice numerical behavior in reduced arithmetic precision.
Conclusion
A highly efficient adaptive lattice algorithm for least squares multichannel FIR filtering has been developed. The proposed algorithm is explicitly update reflection coefficients, based on a priori and a posteriori error parametrization. It handles filters with different number of delay elements per input channel. Scalar only operations (addition, multiplication and division) are utilized and communications is kept at a local level, allowing for full pipelining. The tracking capability, as well as the numerical stability and accuracy of the method, were experimentally demonstrated. FORTRAN code implementation of the algorithm can be provided by authors.
