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Abstract—Visible light communication (VLC) could provide
short-range optical wireless communication together with illumi-
nation using LED lighting. However, conventional forward error
correction (FEC) codes for reliable communication do not have
the features for dimming support and flicker mitigation which are
required in VLC for the main functionality of lighting. Therefore,
auxiliary coding techniques are usually needed, which eventually
reduce the coding efficiency and increase the complexity. In this
paper, a polar codes-based FEC coding scheme for dimmable
VLC is proposed to increase the coding efficiency and simplify the
coding structure. Experimental results show that the proposed
scheme has the following advantages: 1) equal probability of
1’s and 0’s in codewords, which is inherently supporting 50%
dimming balance; 2) short run length property (about 90% bits
have runs shorter than 5) which can avoid flickers and additional
run-length limited line coding; 3) higher coding efficiency about
twofold than that of other coding schemes; 4) capacity achieving
error correction performance with low-complexity encoding and
decoding, which is about 3 dB higher coding gain than that of
RS(64,32) in IEEE standard for dimming ratio 50% and about
1 dB higher coding gain than that of LDPC codes for dimming
ratio 25% (or 75%).
Index Terms—Dimmable visible light communication, forward
error correction, flicker mitigation, polar codes.
I. INTRODUCTION
V ISIBLE light communication (VLC) has attracted in-creasing attention as a novel short-range wireless com-
munication technology since it can provide both illumination
and communication service simultaneously [1]–[3], especially
with the widespread deployment of LED lighting for energy
saving. VLC is being considered as a supplementary method
for future fifth-generation (5G) wireless communications [4],
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[5] also due to its wide bandwidth and immunization to
electromagnetic interference. Since VLC uses on-off keying
intensity modulation (OOK IM) to convey digital information
into LED light signal, the brightness and the stabilization of
light are affected by the distribution of 1’s and 0’s in data
frames as the LEDs are turned on or off dependent on the data
bits being 1 or 0. Therefore, forward error correction (FEC)
coding scheme for VLC has two main challenges, dimming
support and flicker mitigation, to maintain the functionality
and the stability of illumination [6], [7].
FEC codes usually do not guarantee the equal probability
of 1’s and 0’s (ON and OFF symbols), causing light intensity
unbalance and requiring additional adjustments to support
arbitrary dimming ratio. Besides, FEC codes which cannot
avoid long runs of 1’s and 0’s may cause light intensity fluc-
tuation over a short period, which may exceed the persistence
of the human eye and causes noticeable brightness change,
i.e., flicker. In IEEE VLC standard [8], dimming function is
supported via inserting compensation symbols (CSs) for OOK
modulation to achieve desired average intensity of LED light.
To mitigate the flickers, run-length limited (RLL) line coding,
such as Manchester codes and etc., is suggested to break
long runs of 1’s and 0’s [6]. However, the inserted CSs and
RLL codes significantly reduce the overall coding efficiency
and the bit transmission rate. For example, Manchester code
is a rate-1/2 code which encodes one bit into two symbols.
Besides, these auxiliary coding procedures complicate the
coding structure of VLC system and introduce extra latency.
Several modified FEC coding schemes considering flicker
mitigation and dimming support have been proposed to im-
prove the overall coding efficiency and the error correction
performance [9]–[15]. However, most of these coding schemes
cannot guarantee DC balance and short runs of 1’s and
0’s. Additional coding techniques are still required, such as
code puncturing, scrambling, RLL line codes and etc. As a
consequence, even advanced coding schemes such as low-
density parity check (LDPC) and turbo codes are used [11],
[12], the coding overhead is still relatively high, resulting
in low coding efficiency with complicated coding structure.
Besides, none of these codes are proven to achieve Shannon
capacity for a binary symmetric channel (BSC) and binary
input additive white Gaussian noise channel (BIAWGNC).
In this paper, a capacity-achieving and flicker-free FEC
coding scheme using polar codes is proposed for dimmable
VLC. Polar codes, recently introduced by Arikan [16], are
a family of codes that provably achieve the capacity of
ar
X
iv
:1
60
8.
07
20
2v
1 
 [c
s.I
T]
  2
5 A
ug
 20
16
2symmetric binary memoryless channels with “low encoding
and decoding complexity” in the order of O(NlogN), where
N is the length of the codewords. Taking advantages of polar
codes’ recursive channel combination structure, the proposed
FEC coding scheme could not only achieve a higher coding
efficiency than the other schemes but also provide dimming
support and flicker mitigation functionalities without auxiliary
coding procedures, which significantly simplifies the coding
structure for dimmable VLC system. Experimental results
show that the proposed scheme has the following advantages:
1) equal probability of 1’s and 0’s in codewords, which is
inherently supporting 50% dimming balance; 2) short run
length property which can avoid flickers and additional run-
length limited line coding; 3) higher coding efficiency about
two-fold than that of the other coding schemes; capacity
achieving error correction performance with low-complexity
encoding and decoding, which is about 3 dB higher coding
gain than that of RS(64,32) in IEEE standard for dimming
ratio 50% and about 1 dB higher coding gain than that of
LDPC codes for dimming ratio 25% (or 75%).
The rest of this paper is organized as follows. Section II
reviews and compares previous FEC coding schemes for
dimmable VLC. The details of the proposed FEC coding
scheme are introduced in Section III. The experimental results
are shown and discussed in Section IV. Section V concludes
the paper.
II. RELATED WORKS
From the reliable communication point of view, FEC codes
are indispensable for VLC. However, as the convergence of
illumination and communication, VLC not only aims at data
transmission but also concerns two lighting related problems:
flicker and dimming [6]. To avoid flicker, the changes in
brightness must fall within the maximum flickering time
period (MFTP), defined as the maximum time period over
which the light intensity can change without the human eye
perceiving it. In general, a frequency greater than 200 Hz
(MFTP < 5 ms) is generally considered safe [17]. Dimming
requirement is a practical issue as users may adjust the LED
light intensity according to the needs of the current environ-
ment and themselves. For OOK modulation, VLC dimming
can be achieved by inserting dummy symbols and the average
duty cycle of the waveform can be changed by the insertion
of “compensation” time into the modulation waveform within
the data frame while sacrificing data rate. Therefore, a typical
coding structure for dimmable VLC is illustrated in Figure 1,
which is borrowed from Ref. [12]. In this example, message
m is first encoded by LDPC encoder, and then the codeword is
further encoded via RLL line coding to break long runs of 1’s
or 0’s to erase possible flickers. Finally, some CSs are inserted
to adjust the ratio of “ON” time to “OFF” time to achieve the
targeted dimming ratio.
In IEEE VLC standard [6], [8], either a Reed-Solomon (RS)
code or a concatenated code composed of RS and convolu-
tional codes (CC) is directly used as the error-correcting code
(ECC) for short data frames. No modification of FEC codes is
made in the scheme as it uses CSs for dimming function and
Fig. 1. Typical coding structure for dimmable VLC.
RLL line codes for flicker mitigation. In recent years, several
improved coding schemes have been proposed [9]–[15].
Two coding schemes based on modified Reed-Muller (RM)
codes and minimal use of CSs have been proposed by Kim and
Jung for dimming support in VLC systems [9], [10]. Although
the RM codes-based schemes can guarantee the DC balance
at exact 50%, they cannot achieve high code rate as their code
rates scale with O(log2(N)/N) for codeword length N , and
their error correction performances are also inferior to iterative
decoding codes such as turbo or LDPC codes.
To overcome the limitation of RM codes-based scheme, two
kinds of coding schemes using advanced error correction codes
were proposed. The first one is a turbo codes-based coding
scheme proposed by Lee and Kwon [11]. However, it requires
code puncturing, pseudo-noise sequence scrambling and CSs
inserting to avoid long runs of 1s or 0s and to match the
codewords’ weight with the desired dimming ratio, introducing
high coding overhead. Besides, for the dimming ratios greater
than 1/2, all the binary symbols of the codewords need to
be flipped to obtain those dimming ratios. Otherwise, the
puncturing rate will be too high and make the information
in a message indistinguishable.
The other one is an LDPC codes-based scheme proposed by
Kim to adaptively adjust dimming values in VLC systems [12].
As shown in Figure 1, its dimming function is also provided
via puncturing methods and CSs, and RLL codes are used
to avoid long runs. The significant advantages of the method
include the lower number of codes required to support codes
with different coding rate and the relatively small performance
degradation for dimming control. Nevertheless, with the rate-
1/2 LDPC codes, the effect of the puncturing rate and the
rate-1/2 Manchester line codes, the overall code rate could be
very low. For example, a 3-bit message will be encoded into a
15-bit codeword using the LDPC-based scheme. Furthermore,
these two schemes require iterative decoding algorithm, which
increases the computational cost and latency.
The similar problems also exist in the joint FEC-RLL
coding mechanism proposed by Lu and Li trying to simul-
taneously achieve bandwidth efficiency, error correction and
run-length control [14]. The concatenated convolutional-Miller
coding scheme consists of an OOK modulated Miller code
serving as the inner code and a convolutional code serving as
the outer code. Unfortunately, Miller codes have disappointing
power efficiency and bit error rate (BER) performance, which
cannot be ignored in practice.
A fountain codes-based encoding scheme was also proposed
by Feng et. al. [15] to improve transmission efficiency and
3TABLE I
AN OVERVIEW ON FEC CODING SCHEMES FOR DIMMABLE VLC
Schemes Dimming support Flicker mitigation
RS codes(IEEE) [8] CS Insertion RLL line codes
RM codes [9], [10] CS Insertion Not mentioned
Turbo codes [11] Puncturing Scrambling
LDPC codes [12] CS Insertion + Puncturing RLL line codes
Fountain codes [15] CS Insertion Scrambling
CC-RLL [14] CS Insertion Miller codes
The proposed scheme CS Insertion No need
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Fig. 2. Block diagram of the proposed VLC system.
used the least CSs. However, the coding scheme requires a
feedback link, which may not be available in VLC broadcast-
ing scenario and introduces constraint to the whole system.
Beside, scrambling is also needed.
In a brief summary, the existing FEC coding schemes for
dimmable VLC system have similar problems such as low
coding efficiency and complicated coding structure. Table I
gives a brief overview and comparison of these schemes
including the proposed scheme.
III. DIMMABLE VLC SYSTEM WITH POLAR CODES
A. VLC System Model
Block diagram of dimmable VLC system with the proposed
coding structure is shown in Figure 2. At the transmitting side,
information vector u with k bits is input into the polar codes
encoder to generate encoded codeword x with length N , and
then the following dimming compensator inserts appropriate
number of CSs into the data frame according to dimming
control to achieve desired dimming ratio. The dimming ratio,
d, corresponds to the ratio of the number of “on” OOK
symbols over data frame’s length, e.g., d = 50% means that
the numbers of on-bit and off-bit are equal to half of the data
frame’s length. Denote the number of the inserted dimming
CSs as Ncs. Then, the length of the transmitted data frame is
Nframe = N + Ncs. Therefore, the code rate of the FEC
codes is Rc = k/N and the overall coding efficiency is
given by ηoverall = k/Nframe. Next, an interleaver is utilized
for permuting codeword bits and compensation symbol bits
to mitigate the effect of channel fading which may make
burst errors in received data frames. After the interleaving and
OOK modulating processes, the interleaved codeword will be
emitted via LED luminaires as light signal s(t), which has
the average optical power Pt(= (1/T )
∫ T
0
s(t)dt), where T
denotes the light signal duration.
After passing through the VLC channel h(t), the visible
light signal is received by a photodiode (PD). Then the
received signal is given as r(t) = R · x(t) ∗ h(t) + n(t)
[18], [19], where “∗” denotes the convolution, R is the PD
conversion efficiency, and n(t) is the additive white Gaussian
noise (AWGN) which contains the shot, thermal noise and
intersymbol interference. After the OOK demodulating and
deinterleaving processes, the polar codes decoder estimates
the transmitted information and outputs the decoded message
uˆ.
B. FEC coding Scheme based on Polar Codes
Polar codes were introduced by Erdal Arikan in 2009 and
they provide the first deterministic construction of capacity-
achieving codes for symmetric binary-input discrete memo-
ryless channels (B-DMCs) [16]. Their code construction is
based on a phenomenon called “channel polarization”, with
which individual copies of B-DMCs are combined recursively
in order to form a new set of channels composed of more
and more differentiated channels, such that in the asymptotic
limit channels are either error-free or completely noisy, with a
proportion of error-free channels equal to the channel capacity.
A detailed description and proof of polar codes can be found
in [16].
1) Channel Polarization: In particular, consider a generic
B-DMC W : X → Y with input alphabet X , output alphabet
Y and transition probabilities W (y|x), x ∈ X , y ∈ Y . The
symmetric capacity of this channel W is denoted as I(W ), i.e.,
the highest rate at which reliable communication is possible. In
general, transmitting N bits via channel W could be regarded
as N independent uses of W , denoted by WN : XN → YN
with WN (yN1 |N1 ) =
∏N
i=1W (yi|xi).
Polar codes use WN in a different way, channel polariza-
tion. Channel polarization consists of a channel combining
phase and a channel splitting phase. First, N independent
copies of W are combined in a recursive manner to produce
a vector channel WN : XN → YN . In fact, this process
is to build up correlations among the N channels through
n(= logN) stages of N/2 interleaved binary combinations:
W2(y1, y2|u1, u2) = W (y1|x1)W (y2|x2) = W (y1|u1 ⊕
u2)W (y2|u2). After that, WN are split into N binary-input
coordinate channels W (i)N : X → YN ×X i−1, 1 ≤ i ≤ N that
show a polarization effect in the sense that, as N becomes
large, the symmetric capacity terms I(W (i)N ) tend towards 0
or 1 for all but a vanishing fraction of indices i.
Therefore, information bits could be designed to be trans-
mitted via the noiseless coordinate bit-channels for which
I(W
(i)
N ) is near 1, and frozen bits with preset values could
be designed to be transmitted via the pure noisy coordinate
bit-channels for which I(W (i)N ) is near 0, so as to improve
the transmission rate and the reliability of the system. De-
note Ninfo as the number of capacity near 1 channels and
Nfrozen as that of capacity near 0 channels, then we have
N = Ninfo + Nfrozen, and the code rate could be up to
Rpolar = Ninfo/N = I(W ). Note that in this paper, N equals
to Nc, the length of the encoded codewords x excluding CSs.
2) Polar Encoder: For a given block length N , a message
u is encoded into codeword x in the manner, namely xN1 =
uN1 GN , where u
N
1 is the information bit with index from 1 to
4N and GN is the generator matrix of order N , which is given
as GN = BNF⊗n, where F =
[
1 0
1 1
]
and n = log2(N);
“⊗ “ denotes Kronecker product; BN denotes the N ×N bit
reversal permutation matrix.
For A an arbitrary subset of {1, . . . ,N}, the codeword
can be written as xN1 = uAGN (A) ⊕ uAcGN (Ac) where
GN (A) denotes the submatrix of GN formed by the rows
with indices in A; Ac is the complement of the subset A
in set {1, . . . ,N}; “ ⊕ ” denotes XOR operation. A and Ac
are referred as the information set and the frozen set, i.e., the
optimized coordinate channel set and the degraded coordinate
channel set, respectively. Correspondingly, uA and uAc refer
to information bits and frozen bits. In general, the complexity
of this encoding algorithm is O(NlogN) with O(N) for BN
and O(NlogN) for F⊗n.
3) Polar Decoder: After the encoded codeword xN1 is sent
over the channel WN , a channel output yN1 will be received.
The decoder’s task is to generate an estimate uˆN1 of u
N
1 , given
knowledge of A, uAc (here are all 0’s) and yN1 . Since the bit
values of frozen part were preseted, the decoder can simply
set uˆAc = uAc to eliminate the errors in this part and use
these known bits to help the real decoding task, generating an
estimated uˆA of uA .
Polar codes decoding has a recursive structure similar to that
of encoding. A recursive successive-cancellation (SC) decoder
observes (yN1 , uAc) and computes the likelihood ratio (LR) of
uˆN1 bit by bit from index 1 to N using the recursive formulas
given as
L
(2i−1)
N (y
N
1 , uˆ
2i−2
1 ) =
L
(i)
N/2(y
N/2
1 , uˆ
2i−2
1,o ⊕ uˆ2i−21,e )L(i)N/2(yNN/2+1, uˆ2i−21,e ) + 1
L
(i)
N/2(y
N/2
1 , uˆ
2i−2
1,o ⊕ uˆ2i−21,e ) + L(i)N/2(yNN/2+1, uˆ2i−21,e )
and
L
(2i)
N (y
N
1 , uˆ
2i−1
1 ) =
[
L
(i)
N/2
(
y
N/2
1 , uˆ
2i−2
1,o ⊕ uˆ2i−21,e
)]1−2uˆ2i−1 ·L(i)N/2(yNN/2+1, uˆ2i−21.e )
and decides the bit value by hard decision, where uˆ2i−21 and
uˆ2i−11 mean the previously estimated bits which have indices
before the bit under computation, uˆ2i−21,o and uˆ
2i−2
1,e mean the
estimated bits with odd indices and even indices, respectively.
The above formulas show that computing LR of bits in
N -length polar codes could be decomposed into recursively
calling the polar decoding algorithm for two N/2-length
polar transforms defined by I2 ⊗GN/2, until the length N/2
reaches 1. Besides, the LR computation for uˆi will not be
activated until the decoder finishes the previous decisions
uˆi−11 . The complexity of this decoding algorithm is determined
essentially by the complexity of computing the LRs, which is
O(NlogN) [16].
IV. EXPERIMENTAL RESULTS AND DISCUSSION
A series of experiments were conducted to exemplify the
performance of the proposed scheme in terms of code weight
distribution, run length property, coding efficiency and error
correction. In concrete, the code weight distribution test il-
lustrates the even probabilities of the existences of 0’s and
1’s guaranteed by the proposed scheme, even at different
(arbitrary) code rates, and therefore reflects the dimming
support inherently provided by the coding scheme without
additional coding techniques or constraints. Secondly, the run
length test indicates that the coding scheme holds short run
length features which can mitigate lighting flicker without
the help of RLL line coding. Based on the above two ad-
vantages, the proposed coding scheme could be simplified
and achieves a higher overall coding efficiency than the other
existing schemes. Finally, the error correction test shows that
the coding scheme has outstanding BER performance and
better coding gains, compared with modified RM codes [9],
RS(64,32) codes in IEEE standard 802.15.7 [8], and LDPC
codes [12].
Without loss of generality, the length of the codewords is
1024 bits in these experiments, i.e., 1024 symbols in OOK
modulation.
A. Code Weight Balance for Dimming Support
In the first experiment, we investigate the code weight
distribution of polar codewords with code rate 1/4, 1/2
and 3/4 for comparison. For each code rate, 10,000 1024-
bit codewords were generated by encoding 10,000 random
input messages with polar encoder, and then the codewords’
weights were statistically analyzed. The results are shown as
the histograms in Figure 3a, 3b and 3c, correspondingly.
The first interesting finding in these histograms is that the
weights of most codewords concentrate around 512, the half-
length of the codewords, meaning that the numbers of 0’s and
1’s are almost equal, as well as the probabilities. In details,
there are about 86.4% codewords have weights in the range
of [488, 536], and about 13.6% codewords have weights in
the range of [448, 488] and [536, 560], while no codeword
has a code weight less than 448 or larger than 560. The mean
code weight is 512, and the standard deviation is 16 (about
1.6% of the codeword’s length, 1024). Considering the lowest
optical clock rate of the IEEE VLC standard (200kHz) [8],
1024 symbols are transmitted during at most 5.12 ms. The
standard deviation of the averaged dimming for 5.12 ms is
1.6%. This corresponds to a fluctuation of 50±1.6% at about
200 Hz, which is negligible compared to non-perceptible on-
off pulses of 50± 50% [11].
This is one of the advantages that polar codes possess. Since
the LEDs are turned on or off dependent on the data bits being
1 or 0 in OOK modulation, the weight of codeword represents
the average light intensity over the duration of transmitting
the codeword. Therefore, the equal probability of 1’s and 0’s
mean the balance of ON’s and OFF’s symbols, i.e., 50% light
intensity. Based on this feature, LED light could be dimmed
up or down for any desired brightness by simply inserting ON
or OFF CSs without any bias constraint.
The second interesting finding is that all the three distribu-
tions are almost the same, regardless the different code rates.
This merit significantly enhances the flexibility of the proposed
coding scheme to adapt to different channel qualities of VLC,
while maintaining the stable intensity balance for dimming
support. For any BER of VLC channels, the proposed coding
scheme could freely choose an appropriate code rate without
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Fig. 3. Code weight distribution of polar codes with three code rates.
the constraint of illumination. The experiments in Section IV-D
also illustrate this point.
More importantly, these two advantages could simplify the
system design as the auxiliary coding techniques for weight
balance such as scrambling, DC-balance line coding and code
puncturing are no longer needed in the proposed scheme for
dimming support. Consequently, the proposed scheme could
achieve a higher coding efficiency than the previous schemes,
as analyzed in Section IV-C.
B. Short Run Length Property for Flicker Mitigation
While the codewords’ weight represent the average light
intensity during transmitting data frame, the run length of 0’s
or 1’s represents the intensity over a shorter period, which
may exceed the persistence of the human eye and causes
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Fig. 4. Run Length Distribution of polar codes.
noticeable brightness change, i.e., flicker. Therefore, the run
length of codewords should be carefully limited to mitigate any
potential flicker resulting from modulating the light sources
for communication because flicker can cause negative/harmful
physiological changes in humans [6].
In this experiment, we further investigate the run length
distribution of 10,000 1024-bit polar codewords and the results
of statistics are shown in Figure 4. With the increment of run
length l, the average number (n(l)) of runs being of length l
drops with a fraction of 1/2, e.g., 128, 64, 32, · · · Averagely,
about 912 bits in each 1024-bit codewords are included in the
runs shorter than 5 (l < 5), which means that about 90% bits
in polar codewords hold the property of RLL. The maximum
run length in the 10000 tests is 20 and this case only occurs
twice in the total 10000×1024 bits. Even so, transmitting the
20 bits in the VLC system with the lowest optical clock rate
(200k Hz) only requires 0.1 ms (= 20 ∗ 1/200, 000), which is
far less than the MFTP.
In short, polar codewords have an excellent advantage of
short run length property for flicker mitigation. And this
advantage can further simplify the proposed VLC system
design since RLL line coding is no longer needed in this
system. Moreover, the spectral efficiency of the proposed VLC
system could also be increased by getting rid of the low-
efficiency RLL line coding.
C. Overall Coding Efficiency
Based on the above two advantages, the proposed coding
scheme could achieve a higher overall coding efficiency than
the other existing schemes. The overall coding efficiency of
the proposed scheme is compared in Table II with that in
Ref. [9] and Ref. [12], which uses RM, LDPC codes for
dimmable VLC. Noted that the lengths of the codewords in
those schemes are 32 and 1200, respectively.
Recall that ηoverall = k/Nframe = k/(N + Ncs). There-
fore, when the dimming ratio is increased or decreased from
50%, Ncs is increased and the overall coding efficiency is
reduced, while the code rates are unchanged. However, as the
proposed scheme is inherently DC-balanced, it could have an
arbitrary code rate and a slower decrement than LDPC codes-
based scheme. If code rate Rc = 0.5 is used, the overall
coding efficiency of the proposed scheme for 50% dimming is
6TABLE II
COMPARISON OF CODING EFFICIENCY
Dimming Scheme Code rate Coding efficiency
50%
RM codes [9] 0.156 0.156
LDPC codes [12] 0.5 0.24
The proposed scheme Any Rc Rc
25, 75%
RM codes [9] 0.25 0.125
LDPC codes [12] 0.5 0.12
The proposed scheme Any Rc Rc/2
12.5, 87.5%
RM codes [9] 0.375 0.093
LDPC codes [12] 0.5 0.06
The proposed scheme Any Rc Rc/4
ηoverall = 0.5, about twice higher than that of LDPC codes-
based scheme. Even for the other dimming ratios, the proposed
scheme with Rc = 0.5 code rate could have a coding efficiency
about two-fold to that of LDPC codes-based scheme. If code
rate Rc = 0.75 is used, the overall coding efficiency of the
proposed scheme is about three times higher than that of LDPC
codes-based scheme. And compared with RM codes-based
scheme, which also has a slow coding efficiency decrement
versus dimming ratio but is limited to a specific code rate
log2(N)/N , the proposed scheme could support arbitrary code
rates, which are more practical and higher than the fixed code
rate of RM codes.
D. Error Correction Performance
For VLC channel, we use the channel environment and
parameters for determining noise variances in [3], [9], [12],
in which the BER is also approximated by OOK : BER =
Q
√
SNRrx for OOK modulation assuming a rectangular pulse
shape whose duration equals the bit period. SNRrx denotes
the signal-to-noise ratio of the received signal.
Figure 5a shows the BER performance of the proposed
scheme for 50% dimming with three code rates varying with
SNRrx, compared with that of the uncoded system. For
each code rate and each SNR value, 10,000 1024-bit polar
codewords were randomly generated and the transmission
via AWGN channel was simulated for this experiment. The
numbers following “Polar” in the legend of the figures denote
the code rates of different curves. As shown in the figure, using
polar codes with code rate of 0.25, 0.5 and 0.75, the proposed
VLC system can achieve a near error-free BER (< 10−5) [20]
when SNRrx is about 2.4 dB, 4.9dB and 8.2dB, respectively.
As we discussed above, polar codes could guarantee the
code weight balance regardless code rates, therefore, different
code rates could be freely chosen to suit different application
environments without impact on the dimming function.
To compare the BER performances of the proposed scheme
and that of the other previous FEC schemes considering code
rate and coding gain, the energy per bit to noise power
spectral density ratio (Eb/N0) is used for fair comparison and
Eb/N0 = SNRrx/Rc.
Figure 5b shows the BER performances of the proposed
scheme for 50% dimming with three code rates varying with
Eb/N0, compared with that of the uncoded system. In terms of
coding gain, the polar codes with three code rates have similar
coding gain curve and the one with code rate 0.5 reaches the
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Fig. 5. Error correction performance of polar codes (50% dimming).
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Fig. 6. Error correction performance of polar codes (75% dimming).
near error-free BER at Eb/N0 = 7.9dB, which is about 1 dB
higher coding gain than that of modified RM codes [9] and
about 3 dB higher coding gain than that of RS(64,32) in IEEE
standard 802.15.7 [8]. For dimming ratio 25% (or 75%), the
proposed scheme can achieve about 1 dB higher than that of
LDPC codes [12], as shown in Figure 6.
V. CONCLUSION
VLC is the convergence of illumination and communication.
Traditional FEC coding schemes need to be modified for
VLC to provide two lighting related functionalities: dimming
support and flicker mitigation. These schemes suffer from low
coding efficiency and complicated coding structure due to
7the auxiliary coding procedures to provide these supports. In
this paper, a capacity-achieving and flicker-free FEC coding
scheme using polar codes is proposed for dimmable VLC.
Experimental results show that the proposed scheme has out-
standing advantages in code weight balance, short run length
property, higher coding efficiency and better error correction
performance. Therefore, the dimmable VLC system with the
proposed FEC coding scheme can achieve not only a simplified
system design but also a high coding efficiency with capacity-
achieving error correction performance.
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