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Abstract
Wewill extend a recent result of B. Choi, P. Daskalopoulos and J. King [CDK]. For
any n ≥ 3, 0 < m < n−2n+2 and γ > 0, we will construct subsolutions and supersolutions
of the fast diffusion equation ut =
n−1
m ∆u
m in Rn × (t0,T), t0 < T, which decay at the
rate (T − t)
1+γ
1−m as t ր T. As a consequence we obtain the existence of unique solution
of the Cauchy problem ut =
n−1
m ∆u
m in Rn × (t0,T), u(x, t0) = u0(x) in Rn, which decay
at the rate (T − t)
1+γ
1−m as tր T when u0 satisfies appropriate decay condition.
Key words: existence, Cauchy problem, subsolution, supersolution, super fast vanish-
ing solution, fast diffusion equation
AMS 2010 Mathematics Subject Classification: Primary 35K55, 53C44 Secondary
35A01, 35B44
1 Introduction
Recently there is a lot of interest in the following singular diffusion equation [A], [DK],
[P], [V2],
ut =
n − 1
m
∆um in Rn × (t0,T) (1.1)
which arises in the study of many physical models and geometric flows. When 0 < m < 1,
(1.1) is called the fast diffusion equation. As observed by S. Brendle, P. Daskalopoulos,
1
M. del Pino, J. King, M. Sa´ez, N. Sesum, and others [B1], [B2], [DPKS1], [DPKS2], [PS], the
metric g = u
4
n−2dy2 satisfies the Yamabe flow
∂g
∂t
= −Rg (1.2)
on Rn, n ≥ 3, for 0 < t < T, where R is the scalar curvature of the metric g, if and only if u
satisfies (1.1) with
m =
n − 2
n + 2
.
As observed by L. Peletier [P] and J.L Vazquez [V1] the behaviour of the solutions of
(1.1) for the cases m > 1, (n−2)+
n
< m < 1 and 0 < m < (n−2)+
n
varies a lot. When m > 1, any
solution of 
ut =
n − 2
m
∆um, u ≥ 0, in Rn × (t0,T)
u(x, t0) =u0 in R
n
(1.3)
will have compact support for any time t0 < t < T provided 0 ≤ u0 ∈ L∞(Rn) has compact
support ([A]). On the other hand when (n−2)+
n
< m < 1, M.A. Herrero and M. Pierre
[HP] proved the global existence and uniqueness of positive solution of (1.3) for any
0   u0 ∈ L
1
loc
(Rn). For
n ≥ 3 and 0 < m <
n − 2
n
, (1.4)
it was observed by P. Daskalopoulos, Galaktionov, L.A. Peletier, M. del Pino andN. Sesum
etc. ([DS], [DKS], [GP], [PS]) that (1.3) has positive solutions which vanish in a finite time
T when 0 ≤ u0 ∈ L
∞(Rn) satisfies
u0(x) ≤ C|x|
− 21−m as |x| → ∞
for some constant C > 0. Moreover the finite time extinction solutions of (1.3) considered
in these papers all decay at the rate (T − t)
1
1−m near the extinction time T > 0.
On the other hand itwas proved by S.Y. Hsu in [Hs2] thatwhen n ≥ 3, 0 < m ≤ (n−2)/n,
and 0 ≤ u0 ∈ L
p
loc
(Rn) for some constant p satisfying p > (1 −m)n/2 and
lim inf
R→∞
1
Rn−
2
1−m
∫
|x|≤R
u0 dx = ∞,
(1.3) has a unique global positive solution. Asymptotic large time behaviour of global
solution of (1.3) when (1.4) holds and u0 also satisfies u0(x) ≈ A|x|
−q as |x| → ∞ for some
constants A > 0, q < n/p, was also proved by S.Y. Hsu in [Hs2]. Asymptotic large time
behaviour of global solution of (1.3) when n ≥ 3, m = n−2
n+2
, and
u0(x) ≈
(
(n − 1)(n − 2)
β|x|2
log |x|
) 1
1−m
as |x| → ∞
2
for some constant β > 0 was also proved by B. Choi and P. Daskalopoulos in [CD]. When
n ≥ 3, 0 < m < n−2
n
, m , n−2
n+2
and
u0(x) ≈
(
2(n − 1)(n − 2 − nm)
β(1 −m)|x|2
log |x|
) 1
1−m
as |x| → ∞
for some constant β > 0, asymptotic large time behaviour of global solution of (1.3)
was proved by S.Y. Hsu in [Hs5]. First order symptotic behaviour of the self-similar
solutions of (1.1) when n ≥ 3, 0 < m < n−2
n
, was proved by S.Y. Hsu in [Hs1], [Hs3], [Hs4],
using integral equation technique. Second order asymptotic behaviour of the self-similar
solutions of (1.1) when n ≥ 3, m = n−2
n+2
, was proved by P. Daskalopoulos, J. King and
N. Sesum [DKS]. Second order asymptotic behaviour of the self-similar solutions of (1.1)
when n ≥ 3, 0 < m < n−2
n
, was proved by B. Choi, P. Daskalopoulos, S.Y. Hsu, K.M. Hui
and Soojung Kim [CD], [Hs5], [HK].
In the recent paper [CDK] of B. Choi, P. Daskalopoulos and J. King they proved that
for any n ≥ 3, m = n−2
n+2
and γ > 0, there exist finite time extinction solution of (1.3) which
decay at the rate (T − t)
1+γ
1−m near the extinction time T > 0 when u0 satisfies appropriate
decay condition. They also proved the behaviour of such solutions near the extinction
time and showed that such solutions have type II singularities near the extinction time.
In this paper we will extend their results. For any n ≥ 3, 0 < m < n−2
n+2
and γ > 0, we
will construct subsolutions and supersolutions of (1.1) which decay at the rate (T − t)
1+γ
1−m
as t ր T. As a consequence we obtain the existence of unique solution of the Cauchy
problem (1.3) which decay at the rate (T − t)
1+γ
1−m as t ր T when u0 satisfies appropriate
decay condition.
We will use a modification of the technique of [CDK] to construct subsolutions and
supersolutions of (1.1) using match asymptotic technique glueing some particular in-
ner subsolutions (supersolutions respectively) and outer subsolutions (supersolutions,
respectively) of (1.1). These subsolutions and supersolutions of (1.1) will then be used as
barriers for constructing the unique solution of (1.3) when u0 decays at the rate (T − t)
1+γ
1−m
near the extinction time T > 0.
Unless stated otherwise we will let n and m satisfy (1.4) and
m ,
n − 2
n + 2
for the rest of the paper. Suppose u is a radially symmetric solution of (1.1) in Rn × (0,T).
Let
w(s, t) = r2u(r, t)1−m, s = log r, r = |x|, x ∈ Rn. (1.5)
Then w satisfies
(w
1
1−m )t =
n − 1
m
{
(w
m
1−m )ss +
(
n − 2 −m(n + 2)
1 −m
)
(w
m
1−m )s −
2m(n − 2 − nm)
(1 −m)2
w
m
1−m
}
in R × (0,T)
3
or equivalently
wt = (n − 1)
{
wss
w
+
(
2m − 1
1 −m
) w2s
w2
+
(
n − 2 −m(n + 2)
1 −m
)
ws
w
−
2(n − 2 − nm)
(1 −m)
}
in R × (0,T).
(1.6)
Let γ > 0 and
wˆ(η, τ) = (T − t)−1w(s, t), η = (T − t)γs, τ = − log (T − t). (1.7)
By (1.6) and a direct computation wˆ satisfies
L0(wˆ) = 0 (1.8)
in R × (− logT,∞) where
L0(wˆ) :=wˆτ − (n − 1)
e−2γτ
wˆηηwˆ +
(
2m − 1
1 −m
) wˆ2η
wˆ2
 +
(
n − 2 −m(n + 2)
1 −m
)
e−γτ
wˆη
wˆ

−
(
γηwˆη + wˆ −
2(n − 1)(n − 2 − nm)
1 −m
)
in R × (− log T,∞). (1.9)
Let A > 0 and
φ0(η) = a0
(
1 −A
1
γη−
1
γ
)
∀η > A. (1.10)
where
a0 =
2(n − 1)(n − 2 − nm)
(1 −m)
. (1.11)
Then φ0 is positive in (A,∞) and satisfies
γηφ0,η + φ0 −
2(n − 1)(n − 2 − nm)
1 −m
= 0 in (A,∞).
Hence φ0 can be regarded as a limiting first order approximate solution of (1.8) as τ→∞.
Let
E1 := e
−2γτ
wˆηηwˆ +
(
2m − 1
1 −m
) wˆ2η
wˆ2
 + e−γτ
(
n − 2 −m(n + 2)
1 −m
)
wˆη
wˆ
.
Then
E1 = (wˆe
γτ)−2
(
wˆwˆηη +
(
2m − 1
1 −m
)
wˆ2η
)
+ (wˆeγτ)−1
(
n − 2 −m(n + 2)
1 −m
)
wˆη.
Hence by assuming the boundedness of wˆ, wˆη and wˆηη, the term E1 of (1.9) is negligible in
the space-time region
eγτwˆ(η, τ) = O(1) as τ→∞. (1.12)
This suggest that the domain is divided into the inner region given by (1.12) in which the
diffusion and advection terms of the equation (1.9) are negligible and outer region given
by
eγτwˆ(η, τ) = o(1) as τ→∞ (1.13)
4
in which the diffusion and advection terms of the equation (1.9) are not negligible. This
suggests the transformation
w(ξ, τ) = eγτwˆ(η, τ), η = A + e−γτξ. (1.14)
Then by (1.7) and (1.14),
w(ξ, τ) = e(1+γ)τw(ξ + Aeγτ, t) (1.15)
⇒ w(s, t) = e−(1+γ)τw(s −Aeγτ, τ) (1.16)
⇒ wt = e
−γτ(wτ − (1 + γ)w) − Aγwξ. (1.17)
By (1.6), (1.16) and (1.17),
L1(w) = 0 (1.18)
in R × (− logT,∞) where
L1(w) :=e
−γτ(wτ − (1 + γ)w) − (n − 1)
wξξw +
(
2m − 1
1 −m
) w2ξ
w
2
+
(
n − 2 −m(n + 2)
1 −m
)
wξ
w

+
2(n − 1)(n − 2 − nm)
1 −m
− Aγwξ. (1.19)
Note that by (1.5) and (1.15),
w(ξ, τ) = (T − t)−γ−1r2u(r, t)1−m
with
ξ = log r −A(T − t)−γ, τ = − log (T − t)
or equivalently
u(x, t) =
(
(T − t)1+γ
|x|2
w(ξ, τ)
) 1
1−m
.
Let λ > 0 and v0 be the unique radially symmetric solution of
n − 1
m
∆vm +
2γA
1 −m
v + 2γAx · ∇v = 0, v > 0, in Rn
v(0) = λ
(1.20)
given by Theorem 1.1 of [Hs1] and
φ¯0(s) = e
2sv0(e
s)1−m. (1.21)
Then by (3.4) of [Hs1] φ¯0 satisfies
(n− 1)
φ¯0,ssφ¯0 +
(
2m − 1
1 −m
) φ¯20,s
φ¯2
0
+
(
n − 2 −m(n + 2)
1 −m
)
φ¯0,s
φ¯0
− 2(n − 1)(n − 2 − nm)1 −m +Aγφ¯0,s = 0
(1.22)
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inR. Hence φ¯0 may be considered as a limiting first order approximate stationary solution
of (1.18) as τ → ∞. By adding some correction terms to the functions φ0 and φ¯0 we will
construct subsolutions and supersolutions of (1.8) and (1.18) respectively in the outer
region (1.13) and in the inner region (1.12) respectively.
The plan of the paper is as follows. In section two we will construct subsolutions and
supersolutions of (1.8) in the outer region. In section three we will construct subsolutions
and supersolutions of (1.18) in the inner region usingmatch asymptoticmethod. In section
four we will construct distributional subsolutions and supersolutions of (1.1) and we will
use these as barriers to construct the unique solution of (1.3).
We start with some definitions. For any open set O ∈ Rn × (0,T) we say that a positive
function u on O is a solution (subsolution, supersolution, respectively) of (1.1) in O if
u ∈ C2,1(O) satisfies
∆um = ut in O
(≥, ≤, respectively) in the classical sense. For any 0 ≤ u0 ∈ L
1
loc
(Rn) we say that u is a
solution (subsolution, supersolution, respectively) of (1.3) if u is a solution (subsolution,
supersolution, respectively) of (1.1) in Rn × (t0,T) and satisfies
‖u(·, t) − u0‖L1(K) → 0 as t→ t
+
0 (1.23)
for any compact subset K of Rn. We say that a function u on O is a weak solution
(subsolution, supersolution, respectively) of (1.1) in O if 0 ≤ u ∈ C(O) satisfies
"
O
(
u ft +
n − 1
m
um∆ f
)
dx dt = 0
(≥, ≤, respectively) for any f ∈ C∞0 (O). We say that a function wˆ is a solution (subsolution,
supersolution, respectively) of (1.8) in O if wˆ ∈ C2,1(O) satisfies
L0(wˆ) = 0 in O
(≤, ≥, respectively) in the classical sense. Similarly we say that a function w is a solution
(subsolution, supersolution, respectively) of (1.18) in O if w ∈ C2,1(O) satisfies
L1(w) = 0 in O
(≤, ≥, respectively) in the classical sense.
Let t2 > t1, R > 0, BR = {x ∈ Rn : |x| < R} and QR = BR × (t1, t2). Let 0 ≤ g ∈
C((∂BR×[t1, t2))∪(BR×{t1})). We say that a function ζ onQR is aweak solution (subsolution,
supersolution, respectively) of

∂ζ
∂t
=
n − 1
m
∆ζm in QR
ζ(x, t) = g(x, t) on ∂BR × (t2, t1)
ζ(x, t1) = g(x, t1) on BR
(1.24)
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if 0 ≤ ζ ∈ C([t1, t2]; L1(BR)) ∩ L∞(QR) satisfies
"
QR
(
ζ ft +
n − 1
m
ζm∆ f
)
dx dt =
n − 1
m
∫ t2
t1
∫
∂BR
gm
∂ f
∂n
dσ dt +
∫
BR
ζ(x, t2) f (x, t2) dx
−
∫
BR
g(x, t1) f (x, t1) dx
(≥, ≤, respectively) for any f ∈ C∞(BR(0) × [t1, t2]) which vanishes on ∂BR × [t1, t2] where
∂/∂n is the dervative with respect to the unit outward normal n on ∂BR.
2 Subsolutions and supersolutions in the outer region
In this section we will construct subsolutions and supersolutions of (1.8) in the outer
region. Note that
L0(φ0) = −(n − 1)
e−2γτ
φ0,ηηφ0 +
(
2m − 1
1 −m
) φ20,η
φ2
0
 + e−γτ
(
n − 2 −m(n + 2)
1 −m
)
φ0,η
φ0
 . (2.1)
This suggests one to consider subsolutions and supersolutions of (1.8) of the form
ψ1(η, τ) = φ0(η) + e
−2γτ(φ1(η) + θ1φ2(η)) + e
−γτθ2φ3(η) (2.2)
where θ1, θ2 ∈ R are constants and φ1, φ2 and φ3 are functions on (A,∞) which satisfies
γηφi,η(η) + (1 + 2γ)φi(η) = fi(η) ∀η > A, i = 1, 2 (2.3)
and
γηφ3,η(η) + (1 + γ)φ3(η) = f3(η) ∀η > A (2.4)
respectively with 
f1(η) = −(n − 1)
φ0,ηη
φ0
= (n − 1)
γ + 1
γ2
·
A
1
γη−
1
γ−2
1 − A
1
γη−
1
γ
f2(η) = −(n − 1)
φ20,η
φ2
0
= −
(n − 1)
γ2
·
A
2
γη−
2
γ−2(
1 − A
1
γη−
1
γ
)2
f3(η) = −(n − 1)
φ0,η
φ0
= −
(n − 1)
γ
·
A
1
γη−
1
γ−1
1 − A
1
γη−
1
γ
.
(2.5)
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Let η0 > A. By (2.3), (2.4) and (2.5), ∀η > A,
φ1(η) =
C1
η2+
1
γ
+
1
γη2+
1
γ
∫ η
η0
ρ1+
1
γ f1(ρ) dρ =
C1
η2+
1
γ
+ (n − 1)
(γ + 1)A
1
γ
γ3η2+
1
γ
∫ η
η0
ρ−1
1 − A
1
γρ−
1
γ
dρ
φ2(η) =
C2
η2+
1
γ
+
1
γη2+
1
γ
∫ η
η0
ρ1+
1
γ f2(ρ) dρ =
C2
η2+
1
γ
−
(n − 1)A
2
γ
γ3η2+
1
γ
∫ η
η0
ρ−1−
1
γ(
1 − A
1
γρ−
1
γ
)2 dρ
φ3(η) =
C3
η1+
1
γ
+
1
γη2+
1
γ
∫ η
η0
ρ
1
γ f3(ρ) dρ =
C3
η1+
1
γ
−
(n − 1)A
1
γ
γ2η1+
1
γ
∫ η
η0
ρ−1
1 − A
1
γρ−
1
γ
dρ
(2.6)
for any η > A where C1,C2,C3 ∈ R are constants. As observed in [CDK] by choosing
C2 =
(n − 1)A
2
γ
γ3
∫ ∞
η0
ρ−1−
1
γ(
1 −A
1
γρ−
1
γ
)2 dρ,
we get
φ2(η) =
(n − 1)A
2
γ
γ3η2+
1
γ
∫ ∞
η
ρ−1−
1
γ(
1 − A
1
γρ−
1
γ
)2 dρ > 0 ∀η > A. (2.7)
Now by (2.3) and (2.4),
ψ1,τ −
(
γηψ1,η + ψ1 −
2(n − 1)(n − 2 − nm)
1 −m
)
= − 2γe−2γτ(φ1 + θ1φ2)) − γe
−γτθ2φ3 − e
−2γτ[γηφ1,η + φ1 + θ1(γηφ2,η + φ2)]
− e−γτθ2(γηφ3,η + φ3)
= − e−2γτ( f1 + θ1 f2) − e
−γτθ2 f3.
Hence
L0(ψ1) = (n − 1)
(
e−2γτI1 + e
−γτI2
)
(2.8)
where
I1 =
φ0,ηηφ0 + θ1
φ20,η
φ2
0
 −
ψ1,ηηψ1 +
(
2m − 1
1 −m
) ψ2
1,η
ψ2
1

and
I2 = θ2
φ0,η
φ0
−
(
n − 2 −m(n + 2)
1 −m
)
ψ1,η
ψ1
.
Let
h(η) = φ1(η) + θ1φ2(η) ∀η > A. (2.9)
We now recall some results from [CDK]:
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Lemma 2.1. (cf. Lemma 4.1 of [CDK]) As ηց A, the following holds:
h(η) =
θ1
γA
·
n − 1
η − A
+ o((η − A)−1)
hη(η) = −
θ1
γA
·
n − 1
(η − A)2
+ o((η − A)−2)
hηη(η) =
2θ1
γA
·
n − 1
(η − A)3
+ o((η − A)−3).
Lemma 2.2. (cf. Lemma 4.2 and Lemma 4.3 of [CDK]) As η→∞, the following holds:
h(η) =
(n − 1)(1 + γ)
γ3
A
1
γη−
1
γ−2log η + C4η
− 1γ−2 −
(n − 1)(1 + θ1)
γ2
A
2
γη−
2
γ−2 + o
(
η−
2
γ−2
)
hη(η) = −
(n − 1)(1 + γ)(1 + 2γ)
γ4
A
1
γη−
1
γ−3log η + C5η
− 1γ−3 + o
(
η−
2
γ−2
)
hηη(η) =
(n − 1)(1 + γ)(1 + 2γ)(1 + 3γ)
γ5
A
1
γη−
1
γ−4log η + C6η
− 1γ−4 + o
(
η−
2
γ−3
)
where C4,C5,C6 ∈ R are some constants.
Lemma 2.3. As ηց A, the following holds:
(i)
φ3(η) =
(n − 1)
γA
log
(
1
η − A
)
+ o(log (η −A))
(ii)
φ3,η(η) = −
n − 1
γA
·
1
(η − A)
+ o((η −A)−1)
(iii)
φ3,ηη(η) =
n − 1
γA
·
1
(η − A)2
+ o((η − A)−2).
Proof: By (2.6) and the l’Hosiptal rule,
lim
ηցA
φ3(η)
log (η − A)
= −
(n − 1)
γ2A
lim
ηցA
η−1(η −A)
1 − A
1
γη−
1
γ
=
(n − 1)
γ2A2
lim
ηցA
η − A
A
1
γη−
1
γ − 1
= −
(n − 1)
γA
and (i) follows. By (2.6),
φ3,η(η) = −
(1 + γ−1)C3
η2+
1
γ
−
(n − 1)A
1
γ
γ2η2+
1
γ
(
1 − A
1
γη−
1
γ
) + (n − 1)(1 + γ−1)A 1γ
γ2η2+
1
γ
∫ η
η0
ρ−1
1 − A
1
γρ−
1
γ
dρ. (2.10)
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Hence
lim
ηցA
(η − A)φ3,η(η) = −
(n − 1)
γ2A2
I1 +
(n − 1)(1 + γ−1)
γ2A2
I2 (2.11)
where
I1 = lim
ηցA
η − A
1 − A
1
γη−
1
γ
= γA (2.12)
and
I2 = lim
ηցA
∫ η
η0
ρ−1
1−A
1
γ ρ
− 1γ
dρ
(η −A)−1
= −A−1 lim
ηցA
(η − A)2
1 − A
1
γη−
1
γ
= 0. (2.13)
By (2.11), (2.12) and (2.13),
lim
ηցA
(η − A)φ3,η(η) = −
(n − 1)
γA
and (ii) follows. Differentiating (2.10) with respect to η,
φ3,ηη(η) =
(1 + γ−1)(2 + γ−1)C3
η3+
1
γ
+
(n − 1)(3 + 2γ−1)A
1
γ
γ2η3+
1
γ
(
1 − A
1
γη−
1
γ
) + (n − 1)A 2γ
γ3η3+
2
γ
(
1 − A
1
γη−
1
γ
)2
−
(n − 1)(1 + γ−1)(2 + γ−1)A
1
γ
γ2η3+
1
γ
∫ η
η0
ρ−1
1 −A
1
γρ−
1
γ
dρ. (2.14)
Hence by (2.12), (2.13) and (2.14),
lim
ηցA
(η −A)2φ3,ηη(η) =
n − 1
γA
and (iii) follows.

Lemma 2.4. As η→∞, the following holds:
(i)
φ3 =
(n − 1)
γ2
(
−A
1
γη−
1
γ−1 log η + C7η
− 1γ−1 + A
2
γγη−
2
γ−1 + o(η−
2
γ−1)
)
(ii)
φ3,η =
(n − 1)
γ2
(
A
1
γ (1 + γ−1)η−
1
γ−2 log η + C8η
− 1γ−2 − A
2
γ (2 + γ)η−
2
γ−2 + o(η−
2
γ−2)
)
(iii)
φ3,ηη =
(n − 1)
γ2
(
−A
1
γ (1 + γ−1)(2 + γ−1)η−
1
γ−3 log η + C9η
− 1γ−3
+ 2A
2
γ (2 + γ)(1 + γ−1)η−
2
γ−3 + o(η−
2
γ−3)
)
where C7,C8,C9 ∈ R are constants.
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Proof: Since by the Taylor theorem,
(1 − A
1
γρ−
1
γ )−1 = 1 + A
1
γρ−
1
γ + A
2
γρ−
2
γ + o(ρ−
2
γ ) as ρ→∞, (2.15)
we have∫ η
η0
ρ−1
1 − A
1
γρ−
1
γ
dρ =
∫ η
η0
(
ρ−1 +A
1
γρ−
1
γ−1 + A
2
γρ−
2
γ−1 + o(ρ−
2
γ−1)
)
dρ
= log η − γA
1
γη−
1
γ −
γA
2
γ
2
η−
2
γ + o(η−
2
γ ) + C as η→∞ (2.16)
where C = C(η0) is some constant. By (2.6) and (2.16), (i) follows. By (2.10), (2.15) and
(2.16), (ii) follows. By (2.14), (2.15) and (2.16), (iii) follows. 
Note that byLemma2.1, Lemma2.3, (1.10) and theTaylor theorem, there exist constants
0 < δ1 < 1 and κ1 > 1 > κ2 > 0 such that
|h(η)(η − A)|, |hη(η)(η −A)
2|, |hηη(η)(η − A)
3| < κ1|θ1| ∀A < η ≤ A + δ1, (2.17)
κ2 log
(
1
η − A
)
≤ φ3(η) ≤ κ1 log
(
1
η − A
)
∀A < η ≤ A + δ1
−
κ2
η − A
≥ φ3,η(η) ≥ −
κ1
η − A
∀A < η ≤ A + δ1
κ2
(η − A)2
≤ φ3,ηη(η) ≤
κ1
(η − A)2
∀A < η ≤ A + δ1,
(2.18)

∣∣∣∣∣φ0(η) − a0γA (η − A)
∣∣∣∣∣ < κ1(η − A)2 ∀A < η ≤ A + δ1∣∣∣∣∣φ0,η(η) − a0γA
∣∣∣∣∣ < κ1(η −A) ∀A < η ≤ A + δ1
|φ0,ηη(η)| < κ1 ∀A < η ≤ A + δ1
(2.19)
and
0 <
3a0
4γA
(η − A) ≤ φ0(η) ≤
3a0
2γA
(η − A) ∀A < η ≤ A + δ1. (2.20)
Lemma 2.5. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and ψ1 be given by (2.2). Then there exist constants
ξ1 > 0 and τ1 ≥ 0 such that
ψ1(η, τ) > 0 ∀η ≥ A + ξ1e
−γτ, τ ≥ τ1. (2.21)
Proof: Let a0 be given by (1.11) and
ξ1 =
√
4γκ1A|θ1|
a0
. (2.22)
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By Lemma 2.2 and Lemma 2.4, there exists a constant c0 > 0 such that
|h(η)| ≤ c0, |φ3(η)| ≤ c0 ∀η ≥ A + δ1. (2.23)
On the other hand by (1.10),
φ0(η) ≥ φ0(A + δ1) ∀η ≥ A + δ1. (2.24)
Let
τ1 =
2
γ
max
(
0, log
(
3(1 + θ2)c0
φ0(A + δ1)
)
, log
(
ξ1
δ1
))
.
Since θ2 ≥ 0, by (2.2), (2.17), (2.18), (2.20) and (2.22),
ψ1(η) ≥φ0(η) + e
−2γτh(η) ∀A < η ≤ A + δ1, τ ≥ τ1 (2.25)
≥
3a0
4γA
(η − A) −
κ1|θ1|e−2γτ
η − A
∀A < η ≤ A + δ1, τ ≥ τ1
≥
(
3a0
4γA
−
κ1|θ1|
ξ2
1
)
(η − A) ∀ξ1e
−γτ ≤ η −A ≤ δ1, τ ≥ τ1
≥
a0
2γA
(η − A) > 0 ∀ξ1e
−γτ ≤ η − A ≤ δ1, τ ≥ τ1. (2.26)
By (2.2), (2.23) and (2.24),
ψ1(η, τ) ≥
1
3
φ0(A + δ1) > 0 ∀η ≥ A + δ1, τ ≥ τ1. (2.27)
By (2.26) and (2.27), we get (2.21) and the lemma follows.

Lemma 2.6. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and ψ1 be given by (2.2). Let ξ1 > 0 and τ1 ≥ 0 be as
in Lemma 2.5. Then there exist constants ξ0 ≥ ξ1, 0 < δ0 < δ1 and τ2 > τ1 such that ψ1 is a
subsolution of (1.8) if
θ1 <
2m − 1
1 −m
, θ2 = 0 and 0 < m <
n − 2
n + 2
(2.28)
and a supersolution of (1.8) if
θ1 > max
(
0,
2m − 1
1 −m
)
and θ2 > max
(
0,
n − 2 −m(n + 2)
1 −m
)
(2.29)
in the region
{(η, τ) : ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2}.
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Proof: Let ξ0 ≥ ξ1, 0 < δ0 < δ1, 0 < ε < 1 and
τ2 > max
(
τ1,
1
γ
log
(
ξ0
δ0
))
(2.30)
be constants to be determined later. By the proof of Lemma 2.5, (2.25) and (2.26) holds.
By (1.10) and (2.20),
φ0,η
φ0
≥
a0
γA
1
γη−
1
γ−1
3a0
2γA (η − A)
=
2
3
(
A
A + δ1
) 1
γ+1 1
η − A
∀A < η ≤ A + δ1. (2.31)
Similarly there exists a constant C1 > 0 such that
φ2
0,η
φ0
≥
C1
η −A
∀A < η ≤ A + δ1. (2.32)
By (2.2), (2.17), (2.18) and (2.19),
∣∣∣ψ1,ηη∣∣∣ ≤ κ1 + κ1|θ1|
(η − A)3
e−2γτ +
κ1θ2
(η −A)2
e−γτ ≤
(
κ1δ0 +
κ1|θ1|
ξ2
0
+
κ1θ2
ξ0
)
1
η − A
(2.33)
for any ξ0e−γτ ≤ η − A ≤ δ0, τ ≥ τ2. Let 0 < ε1 < C1ε/4. By (2.33) we can choose δ0 > 0
sufficiently small and ξ0, τ2, sufficiently large such that (2.30) holds and∣∣∣ψ1,ηη∣∣∣ ≤ ε1
η − A
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.34)
By (2.2), (2.17) and (2.18),
ψ1,η
φ0,η
≤
a0A
1
γ
γ η
− 1γ−1 +
κ1|θ1|e
−2γτ
(η−A)2
a0A
1
γ
γ η
− 1γ−1
≤ 1 +
γκ1|θ1|(A + δ0)
1
γ+1
a0A
1
γξ2
0
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.35)
Similarly,
ψ1,η
φ0,η
≥
a0A
1
γ
γ η
− 1γ−1 −
κ1|θ1|e
−2γτ
(η−A)2 −
κ1θ2e
−γτ
η−A
a0A
1
γ
γ η
− 1γ−1
≥ 1 −
(
κ1|θ1|
ξ2
0
+
κ1θ2
ξ0
)
γ(A + δ0)
1
γ+1
a0A
1
γ
(2.36)
holds for any ξ0e−γτ ≤ η − A ≤ δ0, τ ≥ τ2. By (2.17), (2.20) and (2.25),
ψ1(η) ≥ φ0(η)
1 −
κ1|θ1|
η−A e
−2γτ
3a0
4γA (η −A)
 ≥ φ0(η)
(
1 −
4γκ1A|θ1|
3a0ξ20
)
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2.
(2.37)
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By (2.34), (2.35), (2.36) and (2.37), we can choose δ0 > 0 sufficiently small and ξ0, τ2,
sufficiently large such that (2.30) holds and
0 < (1 − ε)
φ0,η
ψ1
≤
ψ1,η
ψ1
≤ (1 + ε)
φ0,η
φ0
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2
ψ2
1,η
ψ2
1
≤ (1 + ε)
φ2
0,η
φ2
0
∀ξ0e
−γτ ≤ η −A ≤ δ0, τ ≥ τ2
(2.38)
and ∣∣∣∣∣ψ1,ηηψ1
∣∣∣∣∣ ≤ 2ε1(η − A)φ0 < C1ε2(η − A)φ0 ∀ξ0e−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.39)
By (2.32) and (2.39), ∣∣∣∣∣ψ1,ηηψ1
∣∣∣∣∣ ≤ εφ
2
0,η
φ2
0
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.40)
Similarly by choosing δ0 > 0 sufficiently small and ξ0, τ2, sufficiently large such that (2.30)
holds we have ∣∣∣∣∣∣φ0,ηηφ0
∣∣∣∣∣∣ ≤ ε
φ2
0,η
φ2
0
∀A < η ≤ A + δ0. (2.41)
We now suppose either (2.28) or (2.29) holds and divide the proof into two cases:
Case 1: (2.28) holds.
Since by (2.28) θ2 = 0, by (2.2), (2.17) and (2.20),
ψ1(η) ≤ φ0(η)
1 +
κ1|θ1|
η−A e
−2γτ
3a0
4γA (η −A)
 ≤ φ0(η)
(
1 +
4γκ1A|θ1|
3a0ξ20
)
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2.
(2.42)
By (2.36) and (2.42), we can choose δ0 > 0 sufficiently small and ξ0, τ2, sufficiently large
such that (2.30) holds and
ψ2
1,η
ψ2
1
≥ (1 − ε)
φ20,η
φ2
0
∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.43)
By (2.38), (2.40), (2.41) and (2.43),
I1 =
(
θ1 −
(
2m − 1
1 −m
)) φ20,η
φ2
0
+
(
2m − 1
1 −m
) φ
2
0,η
φ2
0
−
ψ2
1,η
ψ2
1
 + φ0,ηηφ0 −
ψ1,ηη
ψ1
≤
{
θ1 −
(
2m − 1
1 −m
)
+ ε
∣∣∣∣∣2m − 11 −m
∣∣∣∣∣ + 2ε
} φ2
0,η
φ2
0
(2.44)
and
I2 ≤ −
(n − 2 −m(n + 2))
1 −m
·
ψ1,η
ψ1
≤ 0 (2.45)
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for any ξ0e−γτ ≤ η −A ≤ δ0, τ ≥ τ2. We now choose
0 < ε <
2m−1
1−m
− θ1
2 +
∣∣∣2m−1
1−m
∣∣∣ .
Then by (2.44),
I1 ≤ 0 ∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2. (2.46)
Hence by (2.8), (2.45) and (2.46),
L0(ψ1) ≤ 0 ∀δ2 ≤ η − A ≤ δ1, τ ≥ τ2.
Thus ψ1 is a subsolution of (1.8) in the region {(η, τ) : ξ0e−γτ ≤ η − A ≤ δ0, τ ≥ τ2}.
Case 2: (2.29) holds.
By (2.38), (2.40) and (2.41),
I1 ≥
(
θ1 − 2ε − (1 + ε)max
(
0,
2m − 1
1 −m
)) φ20,η
φ2
0
(2.47)
and
I2 ≥
(
θ2 − (1 + ε)max
(
0,
n − 2 −m(n + 2)
1 −m
))
φ0,η
φ0
(2.48)
for any ξ0e−γτ ≤ η −A ≤ δ0, τ ≥ τ2. We now choose
0 < ε < min
θ1 −max
(
0, 2m−1
1−m
)
2 +max
(
0, 2m−1
1−m
) , θ2 −max
(
0, n−2−m(n+2)
1−m
)
1 +max
(
0, n−2−m(n+2)
1−m
)
 .
Then by (2.8), (2.47) and (2.48),
I1 ≥ 0 and I2 ≥ 0 ∀ξ0e
−γτ ≤ η −A ≤ δ0, τ ≥ τ2
⇒ L0(ψ1) ≥ 0 ∀ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2.
Hence ψ1 is a supersolution of (1.8) in the region {(η, τ) : ξ0e−γτ ≤ η − A ≤ δ0, τ ≥ τ2} and
the lemma follows. 
Lemma 2.7. Let γ > 1, θ1 ∈ R, θ2 ≥ 0 and ψ1 be given by (2.2). Let 0 < δ0 < δ1 be as in Lemma
2.6 and τ1 ≥ 0 be as in Lemma 2.5. Then there exists τ3 > τ1 such that ψ1 is a subsolution of (1.8)
if
θ1 <
2m − 1
1 −m
and θ2 <
n − 2 −m(n + 2)
1 −m
(2.49)
and a supersolution of (1.8) if
θ1 >
2m − 1
1 −m
and θ2 >
n − 2 −m(n + 2)
1 −m
(2.50)
holds in the region
{(η, τ) : η ≥ A + δ0, τ ≥ τ3}.
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Proof: Wewill use amodification of the proof of claim4.6 of [CDK] toprove theproposition.
Suppose either (2.49) or (2.50) holds. By (1.10), Lemma 2.2 and Lemma 2.4, there exist
constants κ3 > e andM1 > 0 such that∣∣∣∣∣∣ h(η)φ0(η)
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ hη(η)φ0,η(η)
∣∣∣∣∣∣ ,
∣∣∣∣∣∣ hηη(η)φ0,ηη(η)
∣∣∣∣∣∣ ≤ κ3 log (3 + η)η2 ≤ M1κ3 ∀η ≥ A + δ0 (2.51)
and
|θ2|
∣∣∣∣∣∣φ3(η)φ0(η)
∣∣∣∣∣∣ , |θ2|
∣∣∣∣∣∣φ3,η(η)φ0,η(η)
∣∣∣∣∣∣ , |θ2|
∣∣∣∣∣∣φ3,ηη(η)φ0,ηη(η)
∣∣∣∣∣∣ ≤ κ3 log (3 + η)η ≤ M1κ3 ∀η ≥ A + δ0. (2.52)
By (2.8),
L0(ψ1) =(n − 1)
e−2γτ

(
φ0,ηη
φ0
−
ψ1,ηη
ψ1
)
+
(
2m − 1
1 −m
) φ
2
0,η
φ2
0
−
ψ2
1,η
ψ2
1
 + (θ1 − (2m − 11 −m
)) φ20,η
φ2
0

+ e−γτ
[(
n − 2 −m(n + 2)
1 −m
) (
φ0,η
φ0
−
ψ1,η
ψ1
)
+
(
θ2 −
(
n − 2 −m(n + 2)
1 −m
))
φ0,η
φ0
]}
.
(2.53)
Let
τ2 > max
(
τ1,
1
γ
log (4M1κ3)
)
(2.54)
be a constant to be determined later. Then by (2.51), (2.52) and (2.54),
1 − e−2γτ
∣∣∣∣∣∣ hφ0
∣∣∣∣∣∣ − e−γτθ2
∣∣∣∣∣∣φ3φ0
∣∣∣∣∣∣ ≥ 1 − (e−2γτ + e−γτ)M1κ3 ≥ 12 ∀η ≥ A + δ0, τ ≥ τ3. (2.55)
By direct computation,
∣∣∣∣∣∣φ0,ηηφ0 −
ψ1,ηη
ψ1
∣∣∣∣∣∣ ≤
e−2γτ
∣∣∣∣ hφ0 − hηηφ0,ηη
∣∣∣∣ + e−γτθ2 ∣∣∣∣φ3φ0 − φ3,ηηφ0,ηη
∣∣∣∣
1 − e−2γτ
∣∣∣∣ hφ0
∣∣∣∣ − e−γτθ2 ∣∣∣∣φ3φ0
∣∣∣∣ ·
∣∣∣∣∣∣φ0,ηηφ0
∣∣∣∣∣∣ ,
∣∣∣∣∣∣∣
φ20,η
φ2
0
−
ψ2
1,η
ψ2
1
∣∣∣∣∣∣∣
≤
2e−γτθ2
∣∣∣∣∣∣φ3φ0 −
φ3,η
φ0,η
∣∣∣∣∣∣ + 2e−2γτ
∣∣∣∣∣∣ hφ0 −
hη
φ0,η
∣∣∣∣∣∣ + e−2γτθ22
∣∣∣∣∣∣∣
φ23
φ2
0
−
φ23,η
φ2
0,η
∣∣∣∣∣∣∣ + 2e−3γτθ2
∣∣∣∣∣∣∣
hφ3
φ2
0
−
hηφ3,η
φ2
0,η
∣∣∣∣∣∣∣
+ e−4γτ
∣∣∣∣∣∣∣ h
2
φ2
0
−
h2η
φ2
0,η
∣∣∣∣∣∣∣
 · 1(
1 − e−2γτ
∣∣∣∣ hφ0
∣∣∣∣ − e−γτθ2 ∣∣∣∣φ3φ0
∣∣∣∣)2 ·
φ20,η
φ2
0
16
and ∣∣∣∣∣∣φ0,ηφ0 −
ψ1,η
ψ1
∣∣∣∣∣∣ ≤
e−2γτ
∣∣∣∣ hφ0 − hηφ0,η
∣∣∣∣ + e−γτθ2 ∣∣∣∣φ3φ0 − φ3,ηφ0,η
∣∣∣∣
1 − e−2γτ
∣∣∣∣ hφ0
∣∣∣∣ − e−γτθ2 ∣∣∣∣φ3φ0
∣∣∣∣ ·
φ0,η
φ0
holds for any η ≥ A + δ0, τ ≥ τ3. Hence by (2.51), (2.52), (2.54), (2.55) and by choosing τ3
sufficiently large we have∣∣∣∣∣∣φ0,ηηφ0 −
ψ1,ηη
ψ1
∣∣∣∣∣∣ ≤ 20e−γτκ3
∣∣∣∣∣∣φ0,ηηφ0
∣∣∣∣∣∣ log (3 + η)η ∀η ≥ A + δ0, τ ≥ τ3, (2.56)∣∣∣∣∣∣∣
φ2
0,η
φ2
0
−
ψ2
1,η
ψ2
1
∣∣∣∣∣∣∣ ≤ 20e−γτκ3
φ2
0,η
φ2
0
log (3 + η)
η
∀η ≥ A + δ0, τ ≥ τ3 (2.57)
and ∣∣∣∣∣∣φ0,ηφ0 −
ψ1,η
ψ1
∣∣∣∣∣∣ ≤ 20e−γτκ3φ0,ηφ0
log (3 + η)
η
∀η ≥ A + δ0, τ ≥ τ3. (2.58)
By (1.10) there exist constants C1 > 0, C2 > 0, such that∣∣∣∣∣∣φ0,ηηφ0
∣∣∣∣∣∣ ≤ C1η− 1γ−2 ∀η ≥ A + δ0 (2.59)
and
φ0,η
φ0
≥ C2η
− 1γ−1 ∀η ≥ A + δ0. (2.60)
By (2.59) and (2.60) and the fact that γ > 1 we have∣∣∣∣∣∣φ0,ηηφ0
∣∣∣∣∣∣ log (3 + η)η ≤ C3
φ20,η
φ2
0
∀η ≥ A + δ0 (2.61)
for some constant C3 > 0. By (2.56), (2.57), (2.58) and (2.61) and by choosing τ3 sufficiently
large we have ∣∣∣∣∣∣φ0,ηηφ0 −
ψ1,ηη
ψ1
∣∣∣∣∣∣ ≤ 14
∣∣∣∣∣θ1 −
(
2m − 1
1 −m
)∣∣∣∣∣ φ
2
0,η
φ2
0
(2.62)
∣∣∣∣∣2m − 11 −m
∣∣∣∣∣
∣∣∣∣∣∣∣
φ20,η
φ2
0
−
ψ2
1,η
ψ2
1
∣∣∣∣∣∣∣ ≤ 14
∣∣∣∣∣θ1 −
(
2m − 1
1 −m
)∣∣∣∣∣ φ
2
0,η
φ2
0
(2.63)
and ∣∣∣∣∣n − 2 −m(n + 2)1 −m
∣∣∣∣∣
∣∣∣∣∣∣φ0,ηφ0 −
ψ1,η
ψ1
∣∣∣∣∣∣ ≤ 12
∣∣∣∣∣∣θ2 −
(
n − 2 −m(n + 2)
1 −m
)∣∣∣∣∣∣ φ0,ηφ0 (2.64)
hold for any η ≥ A + δ0, τ ≥ τ3. By (2.53), (2.62), (2.63) and (2.64) we get that ψ1 is a
subsolution of (1.8) if (2.49) holds or a supersolution of (1.8) if (2.50) holds in the region
{(η, τ) : η ≥ A + δ0, τ ≥ τ3} and the lemma follows. 
By Lemma 2.5, Lemma 2.6 and Lemma 2.7 we have the following result.
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Proposition 2.8. Let γ > 1, θ1 ∈ R, θ2 ≥ 0 and ψ1 be given by (2.2). Let ξ1 > 0 and
τ1 ≥ 0 be as in Lemma 2.5. Then there exist constants ξ0 ≥ ξ1 and τ2 > τ1 such that ψ1 is a
subsolution of (1.8) if (2.28) holds and ψ1 is a supersolution of (1.8) if (2.29) holds in the region
{(η, τ) : η ≥ ξ0e−γτ, τ ≥ τ2}. Moreover (2.21) holds.
We now let
vk, j(η) = η
−k− 1γ (log η) j ∀η > 1, 0 ≤ j ≤ k, k ≥ 3.
and set vk,−1(η) = vk,−2(η) = 0 for any η > 1, k≥ 3. Then vk, j satisfies
(1 + kγ)vk, j + γη(vk, j)η = jγvk, j−1 ∀η > 1, 0 ≤ j ≤ k, k ≥ 3. (2.65)
Lemma 2.9. Let γ > 0, δ0 > 0 and A > 1. Let N be the smallest integer great than (1 + γ−1)/2.
Then for any given constants {ck,0}3≤k≤2N, there exist a constant τ4 > 0 and unique constants
{c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k , such that the function
ψ2(η, τ) =φ0(η) + e
−2γτ(φ1(η) + θ1φ2(η)) + e
−γτθ2φ3(η) +
N∑
k=2
e−2kγτ
k∑
j=0
c2k, jv2k, j(η)
+
N∑
k=2
e−(2k−1)γτ
k∑
j=0
c2k−1, jv2k−1, j(η) (2.66)
is a subsolution of (1.8) if (2.49) holds or a supersolution of (1.8) if (2.50) holds in the region
{(η, τ) : η ≥ A + δ0, τ ≥ τ4}
and
ψ2(η, τ) > 0 ∀η ≥ A + δ0, τ ≥ τ4. (2.67)
Proof: Since the proof of this proposition is similar to the proof of Claim 4.8 of [CDK] and
Lemma 2.7, we will only sketch its proof here. Let h be given by (2.9). Suppose either
(2.49) or (2.50) holds. By (2.65) and a direct computation,
L0(ψ2) =(n − 1)
e−2γτ

(
φ0,ηη
φ0
−
ψ2,ηη
ψ2
)
+
(
2m − 1
1 −m
) φ
2
0,η
φ2
0
−
ψ22,η
ψ2
2
 + (θ1 − (2m − 11 −m
)) φ20,η
φ2
0

+ e−γτ
[(
n − 2 −m(n + 2)
1 −m
) (
φ0,η
φ0
−
ψ2,η
ψ2
)
+
(
θ2 −
(
n − 2 −m(n + 2)
1 −m
))
φ0,η
φ0
]}
−
N∑
k=2
e−2kγτ
k∑
j=1
jγc2k, jv2k, j−1 −
N∑
k=2
e−(2k−1)γτ
k∑
j=1
jγc2k−1, jv2k−1, j−1. (2.68)
Let τ4 > 0 be a constant to be determined later. By (1.10), Lemma 2.2, Lemma 2.4 and the
Taylor theorem, for τ4 sufficiently large we have
ψ2,η
ψ2
=
φ0,η
φ0
+ o(η−
1
γ−1)e−γτ, (2.69)
ψ2
2,η
ψ2
2
=
(
φ0,η
φ0
+ o(η−
1
γ−1)e−γτ
)2
=
φ2
0,η
φ2
0
+ o(η−
2
γ−2)e−γτ, (2.70)
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and
ψ2,ηη
ψ2
−
φ0,ηη
φ0
=
e−2γτhηη + e
−γτθ2φ3,ηη +
∑N
k=2 e
−2kγτ
∑k
j=0 c2k, j(v2k, j)ηη +
∑N
k=2 e
−(2k−1)γτ
∑k
j=0 c2k−1, j(v2k−1, j)ηη
a0
+ o
(
η−
2
γ−2
)
e−γτ (2.71)
hold for any η ≥ A + δ0, τ ≥ τ2. By (2.60), (2.69) and (2.70), for τ4 sufficiently large,∣∣∣∣∣n − 2 −m(n + 2)1 −m
∣∣∣∣∣
∣∣∣∣∣∣φ0,ηφ0 −
ψ2,η
ψ2
∣∣∣∣∣∣ ≤ 12
∣∣∣∣∣∣θ2 −
(
n − 2 −m(n + 2)
1 −m
)∣∣∣∣∣∣ φ0,ηφ0 (2.72)
and ∣∣∣∣∣2m − 11 −m
∣∣∣∣∣
∣∣∣∣∣∣∣
φ20,η
φ2
0
−
ψ22,η
ψ2
2
∣∣∣∣∣∣∣ ≤ 14
∣∣∣∣∣θ1 −
(
2m − 1
1 −m
)∣∣∣∣∣ φ
2
0,η
φ2
0
(2.73)
hold for any η ≥ A + δ0, τ ≥ τ4. Since N > (1 + γ−1)/2, by (2.71),
(n − 1)
(
φ0,ηη
φ0
−
ψ2,ηη
ψ2
)
e−2γτ −
N∑
k=2
e−2kγτ
k∑
j=1
jγc2k, jv2k, j−1 −
N∑
k=2
e−(2k−1)γτ
k∑
j=1
jγc2k−1, jv2k−1, j−1
= −
(n − 1)
a0
e−4γτhηη +
N−1∑
k=2
e−2(k+1)γτ
k∑
j=0
c2k, j(v2k, j)ηη
 −
N∑
k=2
e−2kγτ
k∑
j=1
jγc2k, jv2k, j−1
−
(n − 1)
a0
e−3γτθ2φ3,ηη +
N−1∑
k=2
e−(2k+1)γτ
k∑
j=0
c2k−1, j(v2k−1, j)ηη

−
N∑
k=2
e−(2k−1)γτ
k∑
j=1
jγc2k−1, jv2k−1, j−1 + o
(
η−
2
γ−2
)
e−3γτ
= − e−4γτ
 (n − 1)a0 hηη +
2∑
j=1
jγc4, jv4, j−1
 − e−3γτ
 (n − 1)θ2a0 φ3,ηη +
2∑
j=1
jγc3, jv3, j−1

−
N∑
k=3
e−2kγτ
(n − 1)a0
k∑
j=1
c2k−2, j−1(v2k−2, j−1)ηη +
k∑
j=1
jγc2k, jv2k, j−1

−
N∑
k=3
e−(2k−1)γτ
 (n − 1)θ2a0
k∑
j=1
c2k−3, j−1(v2k−3, j−1)ηη +
k∑
j=1
jγc2k−1, jv2k−1, j−1

+ o
(
η−
2
γ−2
)
e−3γτ ∀η ≥ A + δ0, τ ≥ τ4. (2.74)
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By Lemma 2.2 and Lemma 2.4 we can choose unique constants c3,1, c3,2, c4,1, c4,2, such that
(n − 1)
a0
hηη+
2∑
j=1
jγc4, jv4, j−1 =
(n − 1)θ2
a0
φ3,ηη+
2∑
j=1
jγc3, jv3, j−1 = o
(
η−
2
γ−2
)
∀η ≥ A+δ0, τ ≥ τ4.
(2.75)
Since
(vk, j−1)ηη =
(
k +
1
γ
) (
k + 1 +
1
γ
)
vk+2, j−1 − ( j − 1)
(
2k + 1 +
2
γ
)
vk+2, j−2 + ( j − 1)( j − 2)vk+2, j−3,
we can iteratively choose unique constants {c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k , such that
N∑
k=3
e−2kγτ
 (n − 1)a0
k∑
j=1
c2k−2, j−1(v2k−2, j−1)ηη +
k∑
j=1
jγc2k, jv2k, j−1
 = 0 (2.76)
and
N∑
k=3
e−(2k−1)γτ
 (n − 1)θ2a0
k∑
j=1
c2k−3, j−1(v2k−3, j−1)ηη +
k∑
j=1
jγc2k−1, jv2k−1, j−1
 = 0. (2.77)
By (2.68), (2.74), (2.75), (2.76) and (2.77),
L0(ψ2) =(n − 1)
e−2γτ
(2m − 11 −m
) φ
2
0,η
φ2
0
−
ψ2
2,η
ψ2
2
 + (θ1 − (2m − 11 −m
)) φ2
0,η
φ2
0

+ e−γτ
[(
n − 2 −m(n + 2)
1 −m
) (
φ0,η
φ0
−
ψ2,η
ψ2
)
+
(
θ2 −
(
n − 2 −m(n + 2)
1 −m
))
φ0,η
φ0
]}
+ o
(
η−
2
γ−2
)
e−3γτ ∀η ≥ A + δ0, τ ≥ τ4. (2.78)
By (2.60) for τ4 sufficiently large the last error term of (2.78) is bounded above by
≤
e−2γτ
4
∣∣∣∣∣θ1 −
(
2m − 1
1 −m
)∣∣∣∣∣ φ
2
0,η
φ2
0
∀η ≥ A + δ0, τ ≥ τ4. (2.79)
By (2.72), (2.73), (2.78) and (2.79), is a subsolution of (1.8) if (2.49) holds or a supersolution
of (1.8) if (2.50) holds in the region {(η, τ) : η ≥ A + δ0, τ ≥ τ4}.

Let A > 1 and
φ4(η) = φ3(η) + C10η
− 1γ−1 log η (2.80)
for some constant C10 > 0. By Lemma 2.4 we can choose the constant C10 sufficiently large
such that
φ4(η) ≥
C10
2
η−
1
γ−1 log η ∀η > A. (2.81)
Hence we will assume from now on that C10 is chosen such that (2.81) holds. By an
argument similar to the proof of Lemma 2.5 and Lemma 2.6 we have the following result.
20
Lemma 2.10. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and A > 1. Let N be the smallest integer great
than (1 + γ−1)/2, {ck,0}3≤k≤2N be constants and ψ2 be given by (2.66) for some unique constants
{c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k given by Lemma 2.9. Then there exist constants ξ0 > 0, δ0 > 0
and τ2 > 0 such that ψ2 is a subsolution of (1.8) if (2.28) holds and a supersolution of (1.8) if
(2.29) holds in the region
{(η, τ) : ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ2}.
Moreover
ψ2(η, τ) > 0 ∀η ≥ A + ξ0e
−γτ, τ ≥ τ2. (2.82)
By an argument similar to the proof of Lemma 2.7 and Lemma 2.9 respectively we
have the following two lemmas.
Lemma 2.11. Let γ > 1, δ0 > 0, θ1 ∈ R, θ2 ≥ 0 and φ4 be given by (2.80). Let
ψ3(η, τ) = φ0(η) + e
−2γτ(φ1(η) + θ1φ2(η)) + e
−γτθ2φ4(η) ∀η > A, τ ∈ R. (2.83)
Then there exists τ3 > 0 such that ψ3 is a subsolution of (1.8) if (2.49) and a supersolution of (1.8)
if (2.50) holds in the region
{(η, τ) : η ≥ A + δ0, τ ≥ τ3}.
Lemma 2.12. Let γ > 0, δ0 > 0, A > 1 and φ4 be given by (2.80). Let N be the smallest integer
great than (1 + γ−1)/2. Then for any given constants {ck,0}3≤k≤2N , there exist constant τ4 > 0 and
unique constants {c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k , satisfying
(n − 1)
a0
hηη+
2∑
j=1
jγc4, jv4, j−1 =
(n − 1)θ2
a0
φ4,ηη+
2∑
j=1
jγc3, jv3, j−1 = o
(
η−
2
γ−2
)
∀η ≥ A+δ0, τ ≥ τ4.
(2.84)
and (2.76) , (2.77), such that the function
ψ4(η, τ) =φ0(η) + e
−2γτ(φ1(η) + θ1φ2(η)) + e
−γτθ2φ4(η) +
N∑
k=2
e−2kγτ
k∑
j=0
c2k, jv2k, j(η)
+
N∑
k=2
e−(2k−1)γτ
k∑
j=0
c2k−1, jv2k−1, j(η) ∀η > A, τ ∈ R (2.85)
is a subsolution of (1.8) if (2.49) and a supersolution of (1.8) if (2.50) holds in the region
{(η, τ) : η ≥ A + δ0, τ ≥ τ4}
and
ψ4(η, τ) > 0 ∀η ≥ A + δ0, τ ≥ τ4.
Similarly by an argument similar to the proof of Lemma 2.5 and Lemma 2.6 we have
the following results.
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Lemma 2.13. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and ψ3 be given by (2.83). Then there exist constants
ξ0 > 0, δ0 > 0 and τ5 > 0 such thatψ3 is a subsolution of (1.8) if (2.28) holds and is a supersolution
of (1.8) if (2.29) holds in the region
{(η, τ) : ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ5}.
Moreover
ψ3(η, τ) > 0 ∀η ≥ A + ξ0e
−γτ, τ ≥ τ5. (2.86)
Lemma 2.14. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and A > 1. Let N be the smallest integer great
than (1 + γ−1)/2, {ck,0}3≤k≤2N be constants and ψ4 be given by (2.85) for some unique constants
{c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k satisfying (2.76), (2.77) and (2.84). Then there exist constants
ξ0 > 0, δ0 > 0 and τ6 > 0 such that ψ4 is a subsolution of (1.8) if (2.28) holds and a supersolution
of (1.8) if (2.29) holds in the region
{(η, τ) : ξ0e
−γτ ≤ η − A ≤ δ0, τ ≥ τ6}.
Moreover
ψ4(η, τ) > 0 ∀η ≥ A + ξ0e
−γτ, τ ≥ τ6. (2.87)
By Lemma 2.9, Lemma 2.10, Lemma 2.11, Lemma 2.12, Lemma 2.13 and Lemma 2.14,
we have the following results.
Proposition 2.15. Let γ > 0, θ1 ∈ R, θ2 ≥ 0 and A > 1. Let N be the smallest integer great
than (1 + γ−1)/2, {ck,0}3≤k≤2N be constants and ψ2 be given by (2.66) for some unique constants
{c2k, j}2≤k≤N,1≤ j≤k, {c2k−1, j}2≤k≤N,1≤ j≤k satisfying (2.76), (2.77) and (2.84). Then there exist constants
ξ0 > 0 and τ2 > 0 such that ψ2 is a subsolution of (1.8) if (2.28) and a supersolution of (1.8) if
(2.29) holds in the region
{(η, τ) : η ≥ A + ξ0e
−γτ, τ ≥ τ2}.
Moreover (2.82) holds.
Proposition 2.16. Let γ > 1, δ0 > 0, θ1 ∈ R, θ2 ≥ 0, A > 1 and φ4, ψ3, be given by (2.80) and
(2.83) respectively. Then there exist constants ξ0 > 0, τ2 > 0, such that ψ3 is a subsolution of
(1.8) if (2.28) and a supersolution of (1.8) if (2.29) holds in the region
{(η, τ) : η ≥ A + ξ0e
−γτ, τ ≥ τ2}.
Moreover (2.86) holds with τ5 = τ2.
Proposition 2.17. Let γ > 0, δ0 > 0, A > 1 and φ4, ψ4, be given by (2.80) and (2.85) respectively.
Let N be the smallest integer great than (1 + γ−1)/2. Then for any given constants {ck,0}3≤k≤2N ,
there exist constants ξ0 > 0, τ2 > 0 and unique constants {c2k, j}2≤k≤N,1≤ j≤k , {c2k−1, j}2≤k≤N,1≤ j≤k,
satisfying (2.76), (2.77) and (2.84) such that the function ψ4 is a subsolution of (1.8) if (2.28) and
a supersolution of (1.8) if (2.50) holds in the region
{(η, τ) : η ≥ A + ξ0e
−γτ, τ ≥ τ2}.
Moreover (2.87) holds with τ6 = τ2.
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3 Subsolution and supersolution in the domain
In this section we will construct subsolutions and supersolutions of (1.18) in the inner
region using match asymptotic method. Since the construction is similar to section 6 of
[CDK] we will only sketch the argument here.
Let λ > 0 and φ¯0 be given by (1.21). We first recall some results of [Hs1] and [Hs5].
Theorem 3.1. (cf. Lemma 3.1 of [Hs1], Theorem 1.1, Theorem 2.1 and proof of Lemma 2.3 of
[Hs5]) Let n ≥ 3, 0 < m < n−2
n
and φ¯0 be a solution of (1.22) given by (1.21). Then φ¯0 ∈ C∞(R)
and φ¯0,s(s) > 0 for any s > 0. Moreover if m ,
n−2
n+2
, then the following holds:
(i)
φ¯0(s) =
2(n − 1)(n − 2 − nm)s
(1 −m)γA
−
(n − 1)[n − 2 −m(n + 2)]
(1 −m)γA
log s + K1 + o(1) as s→∞
for some constant K1 = K1 ∈ R depending on λ, m, n and A.
(ii)
φ¯0,s(s) =
2(n − 1)(n − 2 − nm)
(1 −m)γA
−
(n − 1)[n − 2 −m(n + 2)]
(1 −m)γAs
+ o(s−1) as s→∞.
From now on we will assume 0 < m < n−2
n+2
and fix γ > 0, A > 1,
θ−1 <
2m − 1
1 −m
, θ−2 = 0, θ
+
1 > max
(
0,
2m − 1
1 −m
)
, θ+2 >
n − 2 −m(n + 2)
1 −m
. (3.1)
We also let N be the smallest integer great than (1 + γ−1)/2 and {c±
k,0
}3≤k≤2N be some given
constants. Let the unique constants {c±
2k, j
}2≤k≤N,1≤ j≤k , {c2k−1, j}2≤k≤N,1≤ j≤k , be given by (2.76),
(2.77) and (2.84) with ck, j = c
±
k, j
and θ2 = θ±2 . Let ψ
±
3 , ψ
±
4
, be given by (2.83) and (2.85) with
θ1 = θ±1 , θ2 = θ
±
2 , ck, j = c
±
k, j
respectively,
ψ±(η, τ) =
{
ψ±3 (η, τ) if γ > 1
ψ±4 (η, τ) if 0 < γ ≤ 1
and
h± = φ1 + θ
±
1φ2.
Then by Proposition 2.16 and Proposition 2.17 there exist constants
ξ0 >
√
(n − 1)|θ−
1
|
a0
(3.2)
τ2 > 0, such that ψ+, ψ−, are supersolution and subsolution of (1.8) in the region {(η, τ) :
η ≥ A + ξ0e−γτ, τ ≥ τ2}. Moreover
ψ± > 0 ∀η ≥ A + ξ0e
−γτ, τ ≥ τ2. (3.3)
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For the case 0 < γ ≤ 1 by (2.81) we can choose τ2 sufficiently large such that
θ+2
5
φ4(η) ≥
N∑
k=2
e−(2k−1)γτ
∣∣∣∣∣∣∣
k∑
j=0
c±2k, jv2k, j(η)
∣∣∣∣∣∣∣ +
N∑
k=2
e−(2k−2)γτ
∣∣∣∣∣∣∣
k∑
j=0
c±2k−1, jv2k−1, j(η)
∣∣∣∣∣∣∣ ∀η > A, τ ≥ τ2.
(3.4)
Then by (2.7), (2.81), (3.1), (3.3) and (3.4),
ψ+ > ψ− > 0 ∀η ≥ A + ξ0e
−γτ, τ ≥ τ2. (3.5)
Let ξ1 ≥ ξ0 be a constant to be determined later. By (1.21), Theorem 3.1 and the inter-
mediate value theorem, for any 0 ≤ ε < 1, τ ≥ τ2, there exist unique constants C1,ε(τ, ξ1),
C2,ε(τ, ξ1), such that
eγτψ+(A+ξ1e
−γτ, τ) =
φ¯0(ξ1 + C1,ε(τ, ξ1))
1 + ε
, eγτψ−(A+ξ1e
−γτ, τ) =
φ¯0(ξ1 + C2,ε(τ, ξ1))
1 − ε
. (3.6)
When there is no ambiguity we will write C1,ε(τ), C2,ε(τ), for C1,ε(τ, ξ1), C2,ε(τ, ξ1), respec-
tively. For any 0 ≤ ε < 1, let
φ¯+ε (ξ, τ) =
φ¯0(ξ + C1,ε(τ))
1 + ε
, φ˜−ε (ξ, τ) =
φ¯0(ξ + C2,ε(τ))
1 − ε
. (3.7)
Since by Theorem 3.1 φ¯0(s) is a smooth strictly monotone increasing function, C1,ε(τ),
C2,ε(τ), are smooth function of τ ≥ τ2. Let
ψ+ε (ξ, τ) =
{
φ¯+ε (ξ, τ) ∀ξ ≤ ξ1
eγτψ+(A + ξe−γτ, τ) ∀ξ > ξ1
(3.8)
and
ψ−ε (ξ, τ) =
{
φ¯−ε (ξ, τ) ∀ξ ≤ ξ1
eγτψ−(A + ξe−γτ, τ) ∀ξ > ξ1.
(3.9)
Then the following holds.
Lemma 3.2. ψ±ε ∈ C(R × (τ2,∞)) ∩ C
∞((R \ {ξ1}) × (τ2,∞)) and
L1(ψ
+
ε ) > 0 > L1(ψ
−
ε ) in (ξ1,∞) × (τ2,∞)
where L1 is given by (1.19).
We will prove that for sufficiently large ξ1 there exists τ0 > τ2 such that ψ+ε (ξ, τ) and
ψ−ε (ξ, τ) are supersolution and subsolution of (1.18) in the region (−∞, ξ1) × (τ0,∞). We
first observe that since φ¯0(s) is a smooth strictly monotone increasing function of s, by (3.5)
and (3.6) we have the following result.
Lemma 3.3. The following holds:
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(i)
C1,ε(τ) > C2,ε(τ) ∀0 ≤ ε < 1, τ ≥ τ2
(ii)
C1,ε1(τ) > C1,ε2(τ) > C1,0(τ) ∀0 < ε2 < ε1 < 1, τ ≥ τ2
(iii)
C2,ε1(τ) < C2,ε2(τ) < C2,0(τ) ∀0 < ε2 < ε1 < 1, τ ≥ τ2
(iv)
lim
ε→0
C1,ε(τ) = C1,0(τ) ∀τ ≥ τ2
(v)
lim
ε→0
C2,ε(τ) = C2,0(τ) ∀τ ≥ τ2
Lemma 3.4. For any ξ1 ≥ ξ0, the following holds.
(i)
lim
τ→∞
eγτψ+(A + ξ1e−γτ, τ)
τ
=
(n − 1)θ+2
A
(ii)
lim
τ→∞
eγτψ−(A + ξ1e
−γτ, τ) =
a0
γA
ξ1 +
(n − 1)θ−
1
γAξ1
(iii)
lim
τ→∞
∂
∂ξ
[
eγτψ±(A + ξe−γτ, τ)
]∣∣∣∣∣
ξ=ξ1
=
a0
γA
−
(n − 1)θ±2
γAξ1
−
(n − 1)θ±
1
γAξ2
1
where a0 is given by (1.11).
Proof: By (1.10), (2.80), (2.83), (2.85), Lemma 2.1 and Lemma 2.3,
lim
τ→∞
eγτψ+(A + ξ1e−γτ, τ)
τ
= lim
τ→∞
eγτφ0(A + ξ1e−γτ)
τ
+ lim
τ→∞
e−γτh+(A + ξ1e−γτ)
τ
+ θ+2 limτ→∞
φ3(A + ξ1e−γτ)
τ
=a0ξ1γ lim
z→0
A
1
γ (A + z)−
1
γ − 1
z log (z/ξ1)
+ lim
τ→∞
(n − 1)θ+
1
γAξ1τ
+
(n − 1)θ+2
γA
lim
τ→∞
γτ + log (1/ξ1)
τ
= −
a0ξ1/A
limz→0 log (z/ξ1)
+
(n − 1)θ+2
A
=
(n − 1)θ+2
A
,
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lim
τ→∞
eγτψ−(A + ξ1e
−γτ, τ) = lim
τ→∞
eγτφ0(A + ξ1e
−γτ) + lim
τ→∞
e−γτh−(A + ξ1e
−γτ)
=a0ξ1 lim
z→0
1 − A
1
γ (A + z)−
1
γ
z
+
(n − 1)θ−
1
γAξ1
=
a0
γA
ξ1 +
(n − 1)θ−
1
γAξ1
and
lim
τ→∞
∂
∂ξ
[
eγτψ±(A + ξe−γτ, τ)
]∣∣∣∣∣
ξ=ξ1
= lim
τ→∞
ψ±η (A + ξ1e
−γτ, τ)
= lim
τ→∞
φ0,η(A + ξ1e
−γτ) + lim
τ→∞
e−2γτh±η (A + ξ1e
−γτ) + θ±2 limτ→∞
e−γτφ±3,η(A + ξ1e
−γτ)
=
a0
γA
−
(n − 1)θ±2
γAξ1
−
(n − 1)θ±
1
γAξ2
1
and the lemma follows. 
Lemma 3.5. For any ξ1 ≥ ξ0, 0 ≤ ε ≤ 1/2, there exists a constant Mε = Mε(ξ1) > 0 such that
|C′1,ε(τ)| ≤Mε and |C
′
2,ε(τ)| ≤Mε ∀τ ≥ τ2. (3.10)
Moreover there exists a constant M1 =M1(ξ1) > 0 such that
|C2,ε(τ)| ≤M1 ∀τ ≥ τ2, 0 ≤ ε ≤ 1/2. (3.11)
Proof: Let ξ1 ≥ ξ0. By (i) and (ii) of Lemma 3.4, (3.2) and (3.6),
lim
τ→∞
φ¯0(ξ1 + C1,ε(τ))
(1 + ε)τ
= lim
τ→∞
φ¯+ε (ξ1, τ)
τ
=
(n − 1)θ+2
A
∀0 ≤ ε ≤ 1/2 (3.12)
and
lim
τ→∞
φ¯0(ξ1 + C2,ε(τ))
1 − ε
=
a0
γA
ξ1 +
(n − 1)θ−
1
γAξ1
> 0 ∀0 ≤ ε ≤ 1/2. (3.13)
Since φ¯0(ξ) is a strictly monotone increasing function of ξ ∈ R, by (3.12), (3.13) and Lemma
3.3, there exist constants x0, x1 ∈ R such that
C1,ε(τ) ≥ C1,0(τ) ≥ x0 and x0 ≤ C2,1/2(τ) ≤ C2,ε(τ) ≤ C2,0(τ) ≤ x1 ∀τ ≥ τ2, 0 ≤ ε ≤ 1/2
(3.14)
and (3.11) follows. Then by Theorem 3.1 and (3.14) there exist constants C1 > 0, C2 > 0,
such that
φ¯0,η(ξ1 + C1,ε(τ)) ≥ C1 and C1 ≤ φ¯0,η(ξ1 + C2,ε(τ)) ≤ C2 ∀τ ≥ τ2, 0 ≤ ε ≤ 1/2. (3.15)
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Let 0 ≤ ε ≤ 1/2. Differentiating the first term of (3.6) with respect to τ and letting τ→ ∞,
by (1.10), Lemma 2.1 and Lemma 2.3 we get,
lim
τ→∞
φ¯0,η(ξ1 + C1,ε(τ))C′1,ε(τ)
1 + ε
=γ lim
τ→∞
[eγτφ0(A + ξ1e
−γτ) − ξ1φ0,η(A + ξ1e
−γτ)]
− γ lim
τ→∞
[e−γτh+(A + ξ1e
−γτ) + ξ1e
−2γτh+η (A + ξ1e
−γτ)]
− γξ1θ
+
2 limτ→∞
e−γτφ3,η(A + ξ1e
−γτ)
=
(n − 1)θ+2
A
. (3.16)
By (3.15) and (3.16), there exists a constantM1,ε > 0 such that
|C′1,ε(τ)| ≤ M1,ε ∀τ ≥ τ2. (3.17)
Similarly there exists a constantM2,ε > 0 such that
|C′2,ε(τ)| ≤ M2,ε ∀τ ≥ τ2. (3.18)
By (3.18) and (3.17) the lemma follows. 
By Theorem 3.1, Lemma 3.5 and an argument similar to the proof of Proposition 5.1 of
[CDK] we have the following result.
Proposition 3.6. For any 0 ≤ ε < 1/2 and ξ1 ≥ ξ0 there exists a constant τ3 = τ3(ε, ξ1) ≥ τ2
such that ψ+ε (ψ
−
ε respectively) is a supersolution (subsolution, respectively) of (1.18) in the region
(−∞, ξ1) × (τ3,∞).
Lemma 3.7. There exists a constant ξ2 ≥ ξ0 such that for any ξ1 ≥ ξ2 there exist constants
τ4 = τ4(ξ1) ≥ τ2 and ε1 = ε1(ξ1) ∈ (0, 1/4) such that the following holds.
(i)
lim
ξ→ξ1−
∂
∂ξ
ψ+ε (ξ, τ) > lim
ξ→ξ1+
∂
∂ξ
ψ+ε (ξ, τ) ∀τ ≥ τ4, 0 ≤ ε < ε1
(ii)
lim
ξ→ξ1−
∂
∂ξ
ψ−ε (ξ, τ) < lim
ξ→ξ1+
∂
∂ξ
ψ−ε (ξ, τ) ∀τ ≥ τ4, 0 ≤ ε < ε1
(iii)
−2εξ1 < C2,ε(τ, ξ1) < ξ1/4 ∀τ ≥ τ4, 0 ≤ ε < 1/4.
Proof: By (3.1) and Theorem 3.1 there exists a constant
ξ3 ≥ max
(
ξ0, 2e,
4(|θ−
1
| + 1)
n − 2 −m(n + 2)
)
(3.19)
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such that
a0
γA
ξ −
2(n − 1)[n − 2 −m(n + 2)]
(1 −m)γA
log ξ ≤ φ¯0(ξ) ≤
a0
γA
ξ −
(n − 1)[n − 2 −m(n + 2)]
2(1 −m)γA
log ξ
(3.20)
for any ξ ≥ ξ3,
a0
γA
−
(n − 1)[n − 2 −m(n + 2)]
2(1 −m)γAξ
> φ¯0,ξ(ξ) >
a0
γA
−
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γAξ
∀ξ ≥ ξ3, (3.21)
and
2(n − 1)|θ−
1
| + 1
γAξ
+
2(n − 1)[n − 2 −m(n + 2)]
(1 −m)γA
log (5ξ/4) <
a0
4γA
ξ ∀ξ ≥ ξ3. (3.22)
Let ξ2 = 2ξ3 and ξ1 ≥ ξ2. Let
τ5 > max
(
τ2,
a0ξ1
θ+
2
)
. (3.23)
By (3.19) and (3.20),
φ¯0((1 − 2ε)ξ1) ≤
a0(1 − 2ε)
γA
ξ1 −
(n − 1)[n − 2 −m(n + 2)]
2(1 −m)γA
log [(1 − 2ε)ξ1] ∀0 ≤ ε < 1/4
(3.24)
and
φ¯0(5ξ1/4) ≥
5a0
4γA
ξ1 −
2(n − 1)[n − 2 −m(n + 2)]
(1 −m)γA
log (5ξ1/4). (3.25)
By Lemma 3.4 there exists a constant τ4 = τ4(ξ1) ≥ τ5 such that
eγτψ+(A + ξ1e
−γτ, τ) >
(n − 1)θ+2
2A
τ ∀τ ≥ τ4, (3.26)
a0ξ1
γA
−
2(n − 1)|θ−
1
| + 1
γAξ1
< eγτψ−(A + ξ1e
−γτ, τ) <
a0ξ1
γA
+
2(n − 1)|θ−
1
| + 1
γAξ1
∀τ ≥ τ4, (3.27)
and 
∂
∂ξ
[
eγτψ+(A + ξe−γτ, τ)
]∣∣∣∣∣
ξ=ξ1
<
a0
γA
−
(n − 1)θ+2
γAξ1
∀τ ≥ τ4
∂
∂ξ
[
eγτψ−(A + ξe−γτ, τ)
]∣∣∣∣∣
ξ=ξ1
>
a0
γA
−
(n − 1)|θ−
1
| + 1
γAξ2
1
∀τ ≥ τ4.
(3.28)
Since φ¯0 is a strictly monotonce increasing function, by (3.6), (3.23), (3.24) and (3.26),
φ¯0(ξ1 + C1,ε(τ, ξ1)) > φ¯0(ξ1) ∀τ ≥ τ4
⇒ C1,ε(τ, ξ1) ≥ 0 ∀τ ≥ τ4 (3.29)
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and by (3.6), (3.19), (3.22), (3.24), (3.25) and (3.27),
φ¯0((1 − 2ε)ξ1) < φ¯0(ξ1 + C2,ε(τ, ξ1)) < φ¯0(5ξ1/4) ∀τ ≥ τ4
⇒ (1 − 2ε)ξ1 < ξ1 + C2,ε(τ, ξ1) < 5ξ1/4 ∀τ ≥ τ4
and (iii) follows. Then by (3.21) and (3.29) we have
lim
ξ→ξ1−
∂
∂ξ
ψ+ε (ξ, τ) =
φ¯0,ξ(ξ1 + C1,ε(τ))
1 + ε
>
1
1 + ε
 a0γA −
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γA(ξ1 + C1,ε(τ))

>
1
1 + ε
 a0γA −
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γAξ1
 ∀τ ≥ τ4 (3.30)
and
lim
ξ→ξ1−
∂
∂ξ
ψ−ε (ξ, τ) =
φ¯0,ξ(ξ1 + C2,ε(τ))
1 − ε
<
1
1 − ε
(
a0
γA
−
(n − 1)[n − 2 −m(n + 2)]
2(1 −m)γA(ξ1 + C2,ε(τ))
)
<
1
1 − ε
(
a0
γA
−
5(n − 1)[n − 2 −m(n + 2)]
4(1 −m)γAξ1
)
∀τ ≥ τ4. (3.31)
Since by (3.1),
lim
ε→0
1
1 + ε
 a0γA −
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γAξ1
 = a0γA −
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γAξ1
>
a0
γA
−
(n − 1)θ+2
γAξ1
,
and by (3.19),
lim
ε→0
1
1 − ε
(
a0
γA
−
5(n − 1)[n − 2 −m(n + 2)]
4(1 −m)γAξ1
)
=
a0
γA
−
5(n − 1)[n − 2 −m(n + 2)]
4(1 −m)γAξ1
<
a0
γA
−
(n − 1)|θ−
1
| + 1
γAξ2
1
,
there exists ε1 = ε1(ξ1) ∈ (0, 1/4) such that for any 0 ≤ ε < ε1,
1
1 + ε
 a0γA −
(n − 1)
[
θ+2 +
n−2−m(n+2)
1−m
]
2γAξ1
 > a0γA − (n − 1)θ
+
2
γAξ1
, (3.32)
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and
1
1 − ε
(
a0
γA
−
5(n − 1)[n − 2 −m(n + 2)]
4(1 −m)γAξ1
)
<
a0
γA
−
(n − 1)|θ−
1
| + 1
γAξ2
1
, (3.33)
By (3.8), (3.9), (3.28), (3.30), (3.31), (3.32) and (3.33), we get (i) and (ii) and the lemma
follows. 
Lemma 3.8. Let ξ2 be as in Lemma 3.7. Then for any ξ1 ≥ ξ2 there exist constants τ5 = τ(ξ1) ≥ τ2
and ε2 = ε2(ξ1) ∈ (0, 1/4) such that for any 0 ≤ ε < ε2,
ψ+ε (ξ, τ) > ψ
−
ε (ξ, τ) > 0 ∀ξ ∈ R, τ ≥ τ5. (3.34)
Proof: By (3.5) and the definition of ψ±ε ,
ψ+ε (ξ, τ) > ψ
−
ε (ξ, τ) > 0 ∀ξ ≥ ξ1, τ ≥ τ2. (3.35)
Since φ¯0 is a strictly monotone increasing function, by Lemma 3.3 and the definition of
φ¯±ε , for any 0 < ε < 1, ξ ≤ ξ1, τ ≥ τ2,
φ¯+ε (ξ, τ) >
φ¯0(ξ + C1,0(τ))
1 + ε
φ¯−ε (ξ, τ) <
φ¯0(ξ + C2,0(τ))
1 − ε
(3.36)
and by (3.6) and (i) of Lemma 3.4 there exists a constant τ5 = τ(ξ5) ≥ τ2 such that
C1,0(τ) = C1,0(τ, ξ1) ≥ 2ξ1 ∀τ ≥ τ5. (3.37)
Let v0 be the unique radially symmetric solution of (1.20) and
v1(r) = e
4ξ1
1−mv0(e
2ξ1r) and v2(r) = e
ξ1
2(1−m)v0(e
ξ1
4 r) ∀r ≥ 0. (3.38)
Then v1(0) > v2(0) and by (1.21) and (3.38),
v1(r) = e
−
2ξ
1−m φ¯0(ξ + 2ξ1)
1
1−m > e−
2ξ
1−m φ¯0(ξ + (ξ1/4))
1
1−m = v2(r) ∀r = e
ξ > 0. (3.39)
Hence
v1(r) > v2(r) ∀r = e
ξ ≤ eξ1 ⇒ min
r≤eξ1
v1(r)
v2(r)
> 1. (3.40)
Thus by (3.39) and (3.40) there exists ε2 = ε2(ξ1) ∈ (0, 1/4) such that
v1(r)
1−m
v2(r)1−m
>
1 + ε
1 − ε
∀r ≤ eξ1 , 0 ≤ ε < ε2
⇒
φ¯0(ξ + 2ξ1)
1 + ε
>
φ¯0(ξ + (ξ1/4))
1 − ε
∀ξ ≤ ξ1, 0 ≤ ε < ε2. (3.41)
30
By (3.37), (3.41) and (iii) of Lemma 3.7,
φ¯0(ξ + C1,0(τ))
1 + ε
>
φ¯0(ξ + C2,0(τ))
1 − ε
∀ξ ≤ ξ1, τ ≥ τ5, 0 ≤ ε < ε2. (3.42)
By (3.36) and (3.42),
φ¯+ε (ξ, τ) > φ¯
−
ε (ξ, τ) ∀ξ ≤ ξ1, τ ≥ τ5, 0 ≤ ε < ε2. (3.43)
By (3.35) and (3.43) we get (3.34) and the lemma follows. 
4 Subsolutions, supersolutions and solutions inRn× (t0,T)
In this section we will construct weak subsolutions and supersolutions of (1.1). We will
then use these as barriers to construct the unique solution of (1.3) which decays at the rate
(T − t)
1+γ
1−m as tր T.
We will now let ξ2 be given by Lemma 3.7 and let ξ1 ≥ ξ2. Let τ4 = τ4(ξ1), τ5 = τ5(ξ1),
and ε1 = ε1(ξ1), ε2 = ε2(ξ1) ∈ (0, 1/4) be as given by Lemma3.7 andLemma3.8 respectively.
We will fix 0 ≤ ε < min(ε1, ε2) and let τ3 = τ3(ε, ξ1) ≥ τ2 be given by Proposition 3.6. Let
τ0 = max(τ3, τ4, τ5). Then by Proposition 3.6 and Lemma 3.7, ψ+ε (ψ
−
ε respectively) is
a supersolution (subsolution, respectively) of (1.18) in the region (−∞, ξ1) × (τ0,∞) and
(i), (ii), of Lemma 3.7 holds for any τ ≥ τ0. Moreover (3.34) holds in R × (τ0,∞). Let
t0 = T − e
−τ0 ,
u±ε (x, t) =

(
(T − t)1+γ
|x|2
ψ±ε (ξ, τ)
) 1
1−m
∀0 , x ∈ Rn, t0 ≤ t < T
(
(T − t)1+γe2Ci,ε(τ)−2A(T−t)
−γ
1 ± ε
) 1
1−m
v0(0) ∀t0 ≤ t < T,
(4.1)
u¯±ε (x, t) =

(
(T − t)1+γ
|x|2
φ¯±ε (ξ, τ)
) 1
1−m
∀0 , x ∈ Rn, t0 ≤ t < T
(
(T − t)1+γe2Ci,ε(τ)−2A(T−t)
−γ
1 ± ε
) 1
1−m
v0(0) ∀t0 ≤ t < T
with i = 1 for u+ε , u¯
+
ε , i = 2 for u
−
ε , u¯
−
ε , and
v±(x, t) =
(
(T − t)1+γ
|x|2
eγτψ±(A + ξe−γτ, τ)
) 1
1−m
∀0 , x ∈ Rn, t0 ≤ t < T
where
ξ = log |x| −A(T − t)−γ, τ = − log (T − t).
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Let r1(ξ, t) = eξ+A(T−t)
−γ
and r1(t) = r1(ξ1, t). Then
u±ε (x, t) =
{
u¯±ε (x, t) ∀|x| ≤ r1(t), t0 ≤ t < T
v±(x, t) ∀|x| > r1(t), t0 ≤ t < T
and by Lemma 3.8,
u+ε (x, t) > u
−
ε (x, t) > 0 ∀x ∈ R
n, t0 ≤ t < T. (4.2)
Let
D1 = {(x, t) ∈ R
n × (t0,T) : |x| < r1(t)}
D2 = {(x, t) ∈ R
n × (t0,T) : |x| > r1(t)}
D1(ξ) = {(x, t) ∈ R
n × (t0,T) : |x| < r1(ξ, t)}
D2(ξ) = {(x, t) ∈ R
n × (t0,T) : |x| > r1(ξ, t)}
and {
Γ = {(x, t) ∈ Rn × (t0,T) : |x| = r1(t)}
Γ(ξ) = {(x, t) ∈ Rn × (t0,T) : |x| = r(ξ, t)}.
By (1.21), (3.8), (3.9) and (4.1),
u±ε (x, t) =
(
(T − t)1+γe2Ci,ε(τ)−2A(T−t)
−γ
1 ± ε
) 1
1−m
v0(|x|
2e2Ci,ε(τ)−2A(T−t)
−γ
) ∀|x| ≤ eξ1+A(T−t)
−γ
, t0 ≤ t < T
with i = 1 for u+ε and i = 2 for u
−
ε . Hence u
±
ε ∈ C(R
n × [t0,T)) are smooth functions on
D1 ∪ D2. By Lemma 3.2, Proposition 3.6. and the discussion in the introduction section
u+ε (u
−
ε respectively) is a supersolution (subsolution, respectively) of (1.1) in the region
D1 ∪D2.
Theorem 4.1. u+ε is a weak supersolution of (1.1) in R
n × (t0,T) and u−ε is a weak subsolution of
(1.1) in Rn × (t0,T).
Proof: Let f ∈ C∞0 (R
n × (t0,T). By the divergence theorem,"
D1
(
−( f u+ε )t +
n − 1
m
div ( f∇(u+ε )
m)
)
dx dt = lim
ξ→ξ1−
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t)
(4.3)
where ~nξ is the unit outer normal to the surface Γ(ξ) with respect to the domainD1(ξ) and
dσξ is the surface area element on Γ(ξ). Since the left hand side of (4.3) is equal to
=
"
D1
(
− f (u+ε )t − ftu
+
ε +
n − 1
m
(
f∆(u+ε )
m
+ ∇ f · ∇(u+ε )
m)) dx dt
= −
"
D1
(
(u+ε )t −
n − 1
m
∆(u+ε )
m
)
f dx dt −
"
D1
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt
+
n − 1
m
"
Γ
(u+ε )
m
∂ f
∂~nξ1
dσ(x, t)
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where dσ is the surface area element on Γ, by (4.3),
−
"
D1
(
(u+ε )t −
n − 1
m
∆(u+ε )
m
)
f dx dt −
"
D1
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt
= lim
ξ→ξ1−
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t) −
n − 1
m
"
Γ
(u+ε )
m ∂ f
∂~nξ1
dσ(x, t). (4.4)
Similarly
−
"
D2
(
(u+ε )t −
n − 1
m
∆(u+ε )
m
)
f dx dt −
"
D2
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt
= − lim
ξ→ξ1+
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t) +
n − 1
m
"
Γ
(u+ε )
m ∂ f
∂~nξ1
dσ(x, t). (4.5)
Summing (4.4) and (4.5),
−
"
D1∪D2
(
(u+ε )t −
n − 1
m
∆(u+ε )
m
)
f dx dt −
"
D1∪D2
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt
= lim
ξ→ξ1+
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t)
− lim
ξ→ξ1−
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t).
Hence"
Rn×(t0 ,T)
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt =
"
Rn×(t0,T)\Γ
(
n − 1
m
∆(u+ε )
m − (u+ε )t
)
f dx dt + J1 ≤ J1
(4.6)
where
J1 = lim
ξ→ξ1+
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t)
− lim
ξ→ξ1−
"
Γ(ξ)
(
n − 1
m
f∇(u+ε )
m,− f u+ε
)
· ~nξ dσξ(x, t)
=
n − 1
m
(
lim
ξ→ξ1+
"
Γ(ξ)
(
∇(u+ε )
m, 0
)
· ~nξ f dσξ(x, t) − lim
ξ→ξ1−
"
Γ(ξ)
(
∇(u+ε )
m, 0
)
· ~nξ f dσξ(x, t)
)
(4.7)
Now by (4.1), (
∇(u+ε (r1(t)
−, t))m, 0
)
· ~nξ1(r1(t), t)
=
r1(t)
E(r1(t), t)
∂
∂r
(u+ε (r1(t)
−, t))m
=
(T − t)
(1+γ)m
1−m
(1 −m)r1(t)2E(r1(t), t)
(
ψ+ε (ξ1, τ)
r1(t)2
) 2m−1
1−m
(−2ψ+ε (ξ1, τ) + ψ
+
ε,ξ(ξ
−
1 , τ)) (4.8)
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where
E(r, t) =
(
r2 + γ2A2(T − t)−2γ−2e4ξ1+4A(T−t)
−γ
) 1
2
.
Similarly, (
∇(u+ε (r1(t)
+, t))m, 0
)
· ~nξ1(r1(t), t)
=
(T − t)
(1+γ)m
1−m
(1 −m)r1(t)2E(r1(t), t)
(
ψ+ε (ξ1, τ)
r1(t)2
) 2m−1
1−m
(−2ψ+ε (ξ1, τ) + ψ
+
ε,ξ(ξ
+
1 , τ)). (4.9)
By (4.7), (4.8) and (4.9) and Lemma 3.7,
J1 =
n − 1
m(1 −m)
"
Γ
(T − t)
(1+γ)m
1−m
r1(t)2E(r1(t), t)
(
ψ+ε (ξ1, τ)
r1(t)2
) 2m−1
1−m
(ψ+ε,ξ(ξ
+
1 , τ)−ψ
+
ε,ξ(ξ
−
1 , τ)) dσ(x, t) ≤ 0. (4.10)
By (4.6) and (4.10),"
Rn×(t0 ,T)
(
u+ε ft +
n − 1
m
(u+ε )
m
∆ f
)
dx dt ≤ 0 ∀ f ∈ C∞0 (R
n × (t0,T).
Hence u+ε is a weak supersolution of (1.1) in R
n × (t0,T). Similarly by Lemma 3.7 and a
similar argument u−ε is a weak subsolution of (1.1) in R
n × (t0,T). 
By an argument similar to the proof of Theorem 4.1 we have the following result.
Lemma 4.2. For any t0 < t1 < T and R > r1(t1), u+ε is a weak supersolution of
∂ζ
∂t
=
n − 1
m
∆ζm in BR × (t0, t1)
ζ(x, t) = u+ε (x, t) on ∂BR × (t0, t1)
ζ(x, t0) = u
+
ε (x, t0) on BR
(4.11)
and u−ε is a weak subsolution of
∂ζ
∂t
=
n − 1
m
∆ζm in BR × (t0, t1)
ζ(x, t) = u−ε (x, t) on ∂BR × (t0, t1)
ζ(x, t0) = u
−
ε (x, t0) on BR.
(4.12)
By an argument similar to the proof of Lemma 2.3 of [DaK] we have the following
result.
Lemma 4.3. Let t1 > t2 > 0, R > 0 and QR = BR× (t1, t2). Let g1, g2 ∈ C(∂BR× [t1, t2)∪BR×{t1})
be such that g2 ≥ g1 ≥ 0 on ∂BR× [t1, t2)∪BR×{t1}. Suppose v1, v2 ∈ C(QR) are weak subsolution
and supersolution of (1.24) with g = g1, g2, respectively and
min
QR
vi > 0 ∀i = 1, 2.
Then v2(x, t) ≥ v1(x, t) for any (x, t) ∈ QR.
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By Theorem 2.3 of [HP], Lemma 4.2, Lemma 4.3 and an argument similar to the of
proof of Theorem 1.1 of [Hs2] we have the following result.
Theorem 4.4. Let n ≥ 3 and 0 < m < n−2
n+2
. Suppose u0 satisfies
u−ε (x, t0) ≤ u0 ≤ u
+
ε (x, t0) in R
n.
Then there exists a unique solution of (1.3) which satisfies,
u−ε (x, t) ≤ u(x, t) ≤ u
+
ε (x, t) ∀x ∈ R
n, t0 ≤ t < T
or equivalently,
ψ−ε (ξ, τ) ≤
|x|2u(x, t)1−m
(T − t)1+γ
≤ ψ+ε (ξ, τ) ∀x ∈ R
n, t0 ≤ t < T
where
ξ = log |x| − A(T − t)−γ, τ = − log (T − t).
References
[A] D.G. Aronson, The porous medium equation, CIME Lectures in Some problems in
NonlinearDiffusion, LectureNotes inMathematics 1224, Springer-Verlag, NewYork,
1986.
[B1] S. Brendle, Convergence of the Yamabe flow for arbitrary energy, J. Differential Geom. 69
(2005), 217–278.
[B2] S. Brendle, Convergence of the Yamabe flow in dimension 6 and higher, Invent. Math. 170
(2007), 541–576.
[CD] B. Choi and P. Daskalopoulos, Yamabe flow: steady solutions and type II singularities,
Nonlinear Analysis 173 (2018), 1–18.
[CDK] B. Choi, P. Daskalopoulos and J. King, Type II singularities on complete non-compact
Yamabe flow, arXiv:1809.05281v1.
[DaK] B.E.J. Dahlberg and C. Kenig, Nonnegative solutions of the generalized porous medium
equations 2 (1986), Revista Matema´tica Iberoamericana, 267–305.
[DKS] P. Daskalopoulos, J. King and N. Sesum, Extinction profile of complete non-compact
solutions to the Yamabe flow, arXiv:1306.0859v1.
[DPKS1] P. Daskalopoulos, M. del Pino, J. King and N. Sesum, Type I ancient compact
solutions of the Yamabe flow, Nonlinear Analysis, Theory, Methods and Applications
137 (2016), 338–356.
35
[DPKS2] P. Daskalopoulos, M. del Pino, J. King and N. Sesum, New type I ancient compact
solutions of the Yamabe flow, arXiv:1601.05349v1.
[DK] P. Daskalopoulos and C.E. Kenig, Degenerate diffusion-initial value problems and local
regularity theory, Tracts in Mathematics 1, European Mathematical Society, 2007.
[DS] P. Daskalopoulos and N. Sesum, On the extinction profile of solutions to fast diffusion, J.
Reine Angew. Math. 622 (2008), 95–119.
[GP] V.A. Galaktionov and L.A. Peletier, Asymptotic behaviour near finite-time extinction for
the fast diffusion equation, Arch. Rat. Mech. Anal. 139 (1997), 83–98.
[HP] M.A. Herrero and M. Pierre, The Cauchy problem for ut = ∆u
m for 0 < m < 1, Trans.
Amer. Math. Soc. 291 (1985), no. 1, 145–158.
[Hs1] S.Y. Hsu, Singular limit and exact decay rate of a nonlinear elliptic equation, Nonlinear
Analysis TMA 75 (2012), no. 7, 3443-3455.
[Hs2] S.Y. Hsu, Existence and asymptotic behaviour of solutions of the very fast diffusion,
Manuscripta Math. 140 (2013), no. 3–4, 441–460.
[Hs3] S.Y. Hsu, Some properties of the Yamabe soliton and the related nonlinear elliptic equation,
Calc. Var. Partial Differential Equations 49 (2014), no. 1-2, 307–321.
[Hs4] S.Y. Hsu, Exact decay rate of a nonlinear elliptic equation related to the Yamabe flow, Proc.
Amer. Math. Soc. 142 (2014), no. 12, 4239–4249.
[Hs5] S.Y. Hsu, Global behaviour of solutions of the fast diffusion equation, Manuscripta Math.
158 (2019), no. 1–2, 103–117.
[HK] K.M. Hui and Soojung Kim, Vanishing time behavior of the solutions of the fast diffusion
equation, arXiv:1811.04410.
[P] L.A. Peletier, The porous medium equation in Applications of Nonlinear Analysis in the
Physical Sciences, H. Amann, N. Bazley, K. Kirchgassner editors, Pitman, Boston, 1981.
[PS] M. del Pino and M. Sa´ez, On the extinction profile for solutions of ut = ∆u
(n−2)/(N+2),
Indiana Univ. Math. J. 50 (2001), no. 1, 611–628.
[V1] J.L. Vazquez,Nonexistence of solutions for nonlinear heat equation of fast-diffusion type. J.
Math. Pures. Appl. 71 (1992), 503-526.
[V2] J.L. Vazquez, Smoothing and decay estimates for nonlinear diffusion equations, Oxford
Lecture Series in Mathematics and its Applications 33, Oxford University Press,
Oxford, 2006.
36
