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We live in the era of Big Data. Web logs, internet media, social networks and
sensor devices are generating petabytes of data every day. Traditional data stor-
age and analysis methodologies have become insufficient to handle the rapidly
increasing amount of data. The development of complex machine learning tech-
niques has led to the proliferation of advanced analytics solutions. This has led
to a paradigm shift in the way we store, process and analyze data.
The avalanche of data has led to the development of numerous platforms and
solutions satisfying various business analytics needs. It becomes imperative for
the business practitioners and consultants to choose the right solution which can
provide the best performance and maximize the utilization of the data available.
In this thesis, we develop and implement a Big Data architectural framework
called the Lambda Architecture. It consists of three major components, namely
batch data processing, realtime data processing and a reporting layer. We develop
and implement analytics use cases using machine learning techniques for each of
these layers. The objective is to build a system in which the data storage and
processing platforms and the analytics frameworks can be integrated seamlessly.
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Chapter 1
Introduction
The way we store, process and analyze data has undergone a huge paradigm
shift in the last few years. The drastic reduction in the price of computer
storage has led to huge amounts of data being retained for further analysis.
This has led to the development of innovative and cutting edge technologies
for storing, retrieving and analyzing data. The growing awareness of machine
learning techniques has led to the development of a number of advanced
analytics solutions.
As the data explosion continues, especially with the increasing usage of
sensor devices, the need arises to develop an architectural framework which
can cater to various analytics needs. The current Big Data software eco-
system presents a wide array of solutions and frameworks. Thus, it becomes
imperative to have a good understanding of the software solutions to de-
velop a stable umbrella framework which can cater to the data processing
requirements and support advanced analytics needs.
This thesis intends to develop such a framework known as the Lambda
Architecture. The core objectives of this thesis are the following.
• Introduce the various Big Data processing technologies and machine
learning solutions.
• Discuss the machine learning analytics use cases and testing methods.
• Develop the Lambda Architecture framework and implement analytics
use cases.
In addition to building a working protoype, we present multiple analytics
use cases. These use cases, along with the architecture developed, helps to
answer different types of business questions. For example, forecasting is a
widely used technique in almost every industry. A retailer might be interested
7
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in the sales or revenue forecast, while a home consumer might be interested
in the weather forecast. Segmentation, which is inherently grouping similar
items together, is another prevalent use case. In this thesis, we explore the
various machine learning analytics use cases, introduce the techniques used
to solve them and present how it is implemented in a Big Data environment.
Before we delve into the details, a short introduction to the various con-
cepts explored in this thesis, namely Big Data, machine learning, Lambda
Architecture and Internet of Things is provided.
1.1 Big Data
The word data is derived from the Latin word datum, which means to give.
Data can be defined as a representation of a fact or idea. The origins of
databases can be traced back to way before the digital age, when need arose
to collect, index and retrieve data. The major turning point in databases
happened in 1970, when E.F. Codd proposed the relational database model
in his seminal work, A Relational Model of Data for Large Shared Data Banks
[19]. Codd’s rules, as they are known today, form the basis of relational
database design.
Prevalence of cheap computational power, along with massive storage
capabilities has brought a paradigm shift in the field of databases. Gartner
defines Big Data as a high-volume, high-velocity and high-variety information
assets that demand cost-effective, innovative forms of information processing
for enhanced insight and decision making1. The advent of Big Data tech-
nologies has brought a radical change in the fields of data storage, retrieval
and processing.
The need for new and improved storage and retrieval mechanisms has led
to the development and adoption of NoSQL databases such as HBase, Mon-
goDB, Riak, Cassandra and Redis and Big Data platforms such as Hadoop
and Spark. Berg et al [5] provides a brief summary of the history of databases.
Along with machine learning, NoSQL and Big Data platforms form the core
of this thesis and are discussed in further detail in Chapter 2.
1.2 Machine Learning
Encyclopaedia Britannica describes machine learning as the discipline which
concerns the implementation of software that learns autonomously2. In ma-
1http://www.gartner.com/it-glossary/big-data
2http://global.britannica.com/technology/machine-learning
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chine learning, algorithms are developed and applied to data to build models
which are used for making predictions. Data mining and pattern recoginition
are two of the various facets of machine learning. Some of the common uses
of machine learning in the real world are spam filters, speech recognition,
computer vision, search engines and so on.
Machine learning can be broadly classified into two categories - supervised
and unsupervised learning. As the name suggests, in supervised learning,
labeled data is used for training the models. The data contains the attributes
as well as the output class values. The algorithm infers the relation between
the data vectors and their classes and generates a model which is then used
for classifying new data. Classification and regression are the two major fields
of supervised learning. Decision Trees, Nearest Neighbors, Random Forests,
Neural Networks and Bayesian classifiers are some of the methods used in
supervised learning [3, Chapter 2].
In unsupervised learning, there are no class labels present in the training
data. Instead, the models are build on the data. In clustering, which is one
of the most common methods in unsupervised learning, the objective is to
group the objects in such a way that the objects which are similar belongs to
the same cluster. It could therefore be said that it is a data driven learning
mechanism [3, Chapter 7].
Since the objective of this thesis is to provide an understanding of how
various machine learning methods can be utilized in Big Data platforms, it
is imperative that we discuss machine learning in much detail. Therefore, we
provide a very detailed and comprehensive study in Chapter 3.
1.3 Lambda Architecture
Nathan Marz3 proposed an alternative approach to handling large scale data
and coined the term Lambda Architecture. A system designed under the
guidelines of Lambda Architecture serves as a robust and fault tolerant sys-
tem which is capable of handling a wide range of workloads. The system is
built in layers, with each layer performing specific functionalities and builds
upon the previous one. Figure 1.1 shows the three layers or components in
Lambda Architecture model. Each layer has its own defined functionalities
and also builds upon the layer beneath it. The components in the Lambda
Architecture model are discussed in detail in Chapters 2 and 4.
3https://twitter.com/nathanmarz
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Figure 1.1: Layers of Lambda Architecture
1.4 Internet of Things
International Telecommunication Union defines Internet of Things (IoT) as a
global infrastructure for the information society, enabling advanced services
by interconnecting (physical and virtual) things based on existing and evolving
interoperable information and communication technologies4. To put it simply,
IoT is a network of connected devices which can communicate with each other
or with a central server and transfer data and commands using industry
standard protocols. These devices have been widely gaining momentum,
and it has been estimated that by 2020, there will be more than 25 billion
connected devices5. Smart homes, smart cars, agriculture, healthcare and
manufacturing are some of the use cases of IoT.
The use of such devices in the manufacturing industry is commonly re-
ferred to as Industrial Internet. Predictive maintenance of manufacturing
plants, logistics management etc are some examples of industrial internet in
action.
In this thesis, we utilize the data from sensor devices. The device details,
data model and collection methods are explored in Chapter 2. Our intention
is to develop a data storage, retreival and modeling platform for this data,
and we believe this will serve as a guideline for developing such a system for
handling sensor data.
1.5 Structure of the Thesis
This thesis is structured as follows. In the first chapter, the goals of this the-
sis and the core ideas of Big Data, machine learning, Lambda Architecture
4http://handle.itu.int/11.1002/1000/11559
5http://www.gartner.com/newsroom/id/2905717
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and Internet of Things are introduced. Chapter 2 introduces the three lay-
ers of the Lambda Architecture. The different software components needed
to build these layers are described. In Chapter 3, the concepts of machine
learning are introduced. The defining characteristics of a time series are ex-
plained. The various machine learning algorithms and statistical hypothesis
testing methods used in this thesis are analyzed in detail. Chapter 4 tackles
the design and implementation of a Lambda Architecture system. The im-
plementation details of various analytical and statistical testing techniques
are provided. Chapter 5 presents the details of the experiments conducted
and also provides the results from each layer of the Lambda Architecture.
Finally, in Chapter 6, we conclude the design and experiments conducted and
mention the takeway messages from this thesis. We also look at the future
of the Lambda Architecture and Big Data machine learning.
Chapter 2
Big Data
Though the term Big Data was initially used for huge datasets which could
not be processed with traditional database technologies, nowadays it has
grown to encompass a wide range of technologies, platforms and solutions.
The core of Big Data solutions consists of distributed file systems such as
Hadoop Distributed File System (HDFS) and parallel computing platforms
such as Apache Hadoop and Apache Spark. Database solutions such as
Apache Hive (relational database model, analytical processing) and Apache
HBase (non-relational database model, transaction processing) serve in the
framework layer. Analytics and machine learning tools such as Apache Ma-
hout and MLlib help to bring value to the system by providing cutting edge
analytical capabilities.
Since the objective of this thesis is to design and implement a Big Data
machine learning system which follows the principles of the Lambda Archi-
tecture, we assume that the readers have a fundamental idea of the various
terms and technologies which will be mentioned. For a concise survey, we
refer to [16], and to [17] for a very detailed analysis.
2.1 Lambda Architecture
The Lambda Architecture espouses the idea that a single tool or application
cannot serve as a solution for all Big Data processing problems. Instead,
various tools can be utilized to build a layered solution framework, in which
each layer will serve to satisfy specific needs. In this section, we will provide
a bird’s eye view of the Lambda Architecture. We warmly refer to [37] for
a very in-depth analysis of the Lambda Architecture and its implementation
strategies.
The Lambda Architecture strives to satisfy the following three design
12
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principles.
• Fault-tolerance
• Data immutability
• Recomputation
Big Data platforms are designed to be human as well as machine fault
tolerant. Data immutability means that the system will store the data but
will never update data once it is written. Therefore, from the four functions in
CRUD1, we perform Create, Read and Delete, but no updates. This in turn
leads to the third point, which means that it will be possible to recompute
the results at any time.
The CAP theorem is a driving factor for choosing the right shared data
platform for each layer in the Lambda Architecture. CAP theorem postulates
that it is impossible for a distributed computer system to provide all of the
following properties [8] [27]:
• Consistency (C): Each node provides the correct response to each re-
quest.
• Availability (A): Each request eventually receives a response.
• Partition tolerance (P): Properties of the system are maintained even
in the case of network failures.
For consistency, the reads are guaranteed to include all previous writes
and for availability, every query returns an answer. Since it is impossible
to maintain all three properties in a single system, the viable designs for a
distributed data platform are AP and CP (CA is not a coherent option).
When choosing the platforms for each layer, we strive to maintain the CAP
properties which are relevant for the purpose of that particular layer.
In the introductory chapter, the different layers of the Lambda Archi-
tecture were briefly mentioned. Now, we will discuss each of those layers
in detail. We will also cite and describe the Big Data components which
satisfies the functionalities of the respective layer.
1Create, Read, Update, Delete - Four basic functions of persistent storage
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2.2 Batch Layer
The batch layer forms the core of the Lambda Architecture. Ideally, batch
layer should be of high latency. This enables to perform deeper analytics and
heavier computations on the data, as well as allowing full consistency and
fault tolerance.
batch view = function(all data) (2.1)
The Formula 2.1 defines the batch layer. It denotes that the batch layer
stores the master copy of the data and computes the batch views on it.
Section 1.7.1 of [37] cites the following two characteristics for the batch layer
- store an immutable and constantly growing dataset, and compute functions
on this dataset. From the perspective of CAP theorem, the best scenario for
batch layer is consistency and partition tolerance (CP).
For readers familiar with data processing, it should be obvious that the
batch layer is modeled on the traditional approach of batch data processing.
The major difference is with the data being immutable, traditional batch
processing applications will not suffice. Thus, the batch layer of the Lambda
Architecture serves as a classical use case for the Hadoop ecosystem, which
will be now discussed in further detail.
2.2.1 MapReduce
MapReduce is a programming paradigm that allows to massively scale the
data processing using hundreds of servers. A MapReduce program consists of
two components, a Map function which processes a key-value pair and gener-
ates a set of intermediate key-value pairs, and a Reduce function that merges
the intermediate values associated with the same key [20]. The functionality
of a MapReduce computation is explained below [42].
1. Each of the Map task is given one or more chunks of the file. The
Map function generates the key-value pairs from this data based on
the functionality.
2. The key-value pairs are collected together and sorted by key which are
further divided amongst the Reduce functions.
3. For each key, the Reduce function combines the values together.
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Figure 2.1 represents the above computation flow. Initially proposed by
Google in 2004, MapReduce has been widely adopted by the open source
community, especially the Apache Hadoop project2.
Figure 2.1: MapReduce computation flow (from [42])
2.2.2 Apache Hadoop
Apache Hadoop is an open-source project, developed and maintained by
Apache Software Foundation3, a non-profit, community-led software initia-
tive. Hadoop framework consists of multiple components which enables dis-
tributed storage and processing of massive datasets. The two major compo-
nents are:
• Hadoop Distributed File System (HDFS)
• Hadoop MapReduce
HDFS is a distributed and scalable file system. The files are divided into
smaller chunks, and replicated amongst the different nodes. HDFS closely
follows the Google File System, which could be seen as the precursor to
HDFS [26]. Hadoop MapReduce is the open-source implementation of Google
MapReduce, which has been explained in the previous section.
2https://hadoop.apache.org
3https://www.apache.org
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2.2.3 Apache Hive
Apache Hive is an open-source data warehouse platform built on top of
Apache Hadoop. Using Hive, analysis on massive datasets in HDFS for-
mat can be performed using SQL-like query language, known as HiveQL.
Hive also enables to view the data in a more convenient relational table for-
mat. HiveQL queries are compiled into MapReduce jobs during execution.
Last but not the least, Hive supports a wide array of user defined func-
tions (UDFs), using which customized application logic can be coded and
executed on Hive. For a detailed look into Hive architecture, the reader is
referred to [45].
Apache Hadoop (HDFS and MapReduce) and Apache Hive form the back-
bone of the batch layer which is implemented in this project. The implemen-
tation details are covered in Chapter 4.
2.2.4 Alternatives
The current Big Data software ecosystem provides a wide array of solutions
for building the batch layer. Another software worth mentioning is Apache
Spark, which has been touted as an alternative to Hadoop. The compu-
tational model of Spark is built upon resilient distributed datasets, which
is a collection of datasets that are partitioned across the various nodes in
the cluster [50]. Spark is able to cache data in memory, thereby provid-
ing huge performance advantage for iterative machine learning computations
(provided the data fits in memory). Spark SQL integrates relational data
processing in Spark and can also be used to read data from Hive [4].
2.3 Serving Layer
Though Hadoop enables large scale data processing, it is not well-suited for
low-latency reads, which is an often needed performance quality for report-
ing [33]. Therefore, it is important to design a system which enables fast and
random read access to the results computed in batch layer. Serving layer
bridges this gap by providing views on the batch computed data which can
be queried faster.
There are a wide array of solutions available for implementing the serving
layer. Marz et.al [37] recommends ElephantDB4. Impala by Cloudera is an-
other open source analytics database for Hadoop5. In this project, we utilize
4https://github.com/nathanmarz/elephantdb
5http://impala.io
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a much more traditional, but powerful and open source MySQL database.
2.3.1 MySQL
MySQL is an open-source relational database management system6. First
developed in 1995, MySQL has come a long way and has been optimized and
stabilized to support a wide array of database needs.
We chose MySQL for the serving layer for multiple reasons. Firstly, in
this project, the serving layer acts mainly as a source for the processed and
analyzed data. One of the major use of this data is to create visualizations.
MySQL can be connected to any commercial or open-source visualization
softwares without much hassle.
Secondly, from a business implementation perspective, most of the com-
panies will have an existing relational database system. By providing the
serving layer in MySQL makes the integration of the Lambda Architecture
with the existing database systems smoother and easier.
In this thesis, we use a single MySQL cluster which satisfies the CP
property of CAP theorem. Therefore, the system is consistent and partition
tolerant.
2.4 Speed Layer
The batch and serving layers have the ability to provide most of the desired
characteristics of a Big Data system, except for low latency updates. This
is due to the time taken for new data to be processed and made available in
the serving layer. Speed layer is designed to plug this hole by processing the
realtime data.
As mentioned in Chapter 1 of [37], the realtime views in the speed layer
are updated as and when new data is received. This is significantly differ-
ent from the computation performed in batch layer. Therefore, it can be
stated that speed layer performs incremental computation. This is defined
by Equation 2.2.
realtime view = function(realtime view, new data) (2.2)
Often the improved realtime performance is obtained by reducing fault
tolerance to best-effort computing. This means that the speed layer generates
approximations. The best effort estimates by the speed layer are replaced
6https://www.mysql.com
CHAPTER 2. BIG DATA 18
by exact values when batch layer computations are performed on the same
data.
The ideal CAP properties for speed layer are availability and partition
tolerance (AP). In this thesis, we equate the aspect of speed layer with stream
processing paradigm. To put it concisely, we utilize a stream processing
framework to process and analyze the realtime data. This is elaborated
further in the below sections.
2.4.1 Apache Spark
Apache Spark is an open-source cluster computing framework for large-scale
data processing7. An introduction to Spark architecture and processing capa-
bilites can be found in [51]. We make use of the stream processing capabilities
of Spark, which is provided as a library called Spark Streaming8.
Spark streaming provides a mechanism to write scalable, high-throughput
and fault-tolerant stream processing jobs in Scala, Java and Python. It
enables to utilize the powerful semantics provided by the Spark API. The
data received by Spark Streaming is divided into smaller batches, which are
then processed by Spark engine to generate the output stream. Figure 2.2
shows the flow of a Spark Streaming job9.
Figure 2.2: Spark Streaming
2.4.2 Apache Kafka
Apache Kafka is an open-source message broker application. A message bro-
ker is a programming module which translates messages from the messaging
protocol of the sender to the messaging protocol of the receiver. Kafka is a
publish-subscribe messaging system which can handle huge amounts of reads
and writes per second from thousands of clients.10
7http://spark.apache.org
8http://spark.apache.org/streaming/
9http://spark.apache.org/docs/latest/streaming-programming-guide.html
10http://kafka.apache.org
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Figure 2.3: Message flow in Kafka
Figure 2.3 provides a high-level view of a Kafka system. The producers,
which publishes the messages, sends them to the Kafka cluster. The Kafka
cluster serves the messages to the consumers, which are the processes that
subscribe to the messages. In this thesis, Kafka is utilized to collect the data
from the source network and provide to Spark Streaming.
Fault tolerance in the speed layer is achieved using the message persis-
tence feature in Kafka. Instead of deleting the messages after consumption,
they are retained for a configurable period of time. If the stream process-
ing layer misses out on any data, it can always be retrieved from the Kafka
message queue.
2.4.3 Apache Cassandra
Apache Cassandra11 is an open-source distributed database. Cassandra offers
high scalability and continous availability [48]. Data retrieval in Cassandra
is done using Cassandra Query Language (CQL), which is similar to SQL in
syntax and usage [35]. Cassandra values availability and partition tolerance
(AP)12.
In this thesis, the realtime views in the speed layer are implemented using
Cassandra.
2.4.4 Alternatives
As in the case of batch layer, an implementation of speed layer can also be de-
veloped using different software components. Apache Storm is a distributed
11http://cassandra.apache.org
12https://wiki.apache.org/cassandra/ArchitectureOverview
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realtime computing system. Real-time analytics and online machine learning
are two of the various use cases that can be implemented in Storm. Storm
is scalable and fault-tolerant with at least once message processing [46]. Tri-
dent, which provides a higher level abstraction on Storm and exactly once
processing, can be utilized to mix high throughput stream processing with
low latency distributed querying [9]. Storm, together with Trident, can serve
as an alternative to Spark Streaming.
Apache HBase and Riak are two alternatives to Cassandra for developing
the views in the speed layer. HBase is a non-relational distributed database
modeled after Google’s BigTable [14] [24]. HBase is consistent and parti-
tion tolerant (CP). Riak, which is modeled after Amazon’s Dynamo, is a
distributed key-value datastore [12]. Riak supports high availability and is
partition tolerant (AP).
2.5 Visualizations
The real value from any data analytics solution is derived by the judicious
and innovative use of visualizations. In this thesis, we utilize the plotting
functionalities of R graphics package [41] and Tableau Desktop 9.0. Tableau
Desktop is a professional data visualization platform13. It has been rated
as one of the top five data visualization tools by Gartner [43]. Tableau also
offers native drivers to connect to a wide variety of Big Data platforms such
as Spark SQL, Hadoop, Hive, MySQL and so on.
2.6 Data
Table 2.1: Sensor and lane
Sensor id Lane details
4 North-South, right lane
5 North-South, middle lane
6 North-South, left lane
7 South-North, right lane
8 South-North, left lane
The data processing and analysis in this thesis is performed on time series
data (see Section 3.2 for some of the defining aspects of a time series). The
13http://www.tableau.com/products/desktop
CHAPTER 2. BIG DATA 21
time series data is collected from various traffic sensors installed in a five lane
road in a city in Northern Finland. Each lane has its own sensors and collect
various attributes. The placement of the sensors and the lanes is summarized
in Table 2.1.
The attributes of interest are listed in Table 2.2.
Table 2.2: Data Attributes
Attribute name Description
Sensor ID Distinct id for each sensor, starting from 4 till 8
Speed Speed of vehicle in km/h
Height Height of vehicle in centimeters
Length Length of vehicle in meters
Snow Depth Amount of snow on road in millimeters
Timestamp Time when vehicle passed the sensor
The data is collected by Noptel Oy14 and provided for usage through a
web interface. A cron job queries the web server, collects the data and writes
to a file. The data from these files are used for further analysis so that the
web server is not overloaded.
14http://www.noptel.fi/eng2/index.html
Chapter 3
Machine Learning
In this chapter, we discuss the details of various machine learning methods
implemented in this thesis and also provide an overview of how these methods
can be integrated into the Lambda Architecture framework.
3.1 Introduction
As the title of this thesis suggests, the main aim of this work is to design,
develop and implement a Lambda Architecture framework and perform anal-
ysis on the data using various machine learning algorithms. The previous
chapter provided a discussion about the various components of the Lambda
Architecture and the various solutions which were chosen in this thesis for
implementing it.
The intention of this chapter is to explain the various machine learning
and statistical methods that will be utilized in this thesis. We also look
at the various statistical hypothesis tests conducted. The major software
platforms/solutions utilized are also introduced and explained.
Machine learning is a very vast field, with potentially many use cases.
In this chapter, the literature analysis is limited to the use cases which are
explored and experimented in further chapters. We assume that the reader is
familiar with some of the basic aspects of machine learning. We recommend
[6] and [3] for exploring machine learning further.
As mentioned in Chapter 2, the data utilized in this thesis is a time series.
A time series can be defined as a collection of data points recorded over a
period of time such as seconds, minutes, hour, day, month and so on. In
the next few sections, we will describe the various analysis, forecasting and
statistical testing methods which can be used for time series data modeling.
We will also describe the machine learning algorithms and techniques utilized.
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For a much detailed text on time series modeling, we refer to [10].
3.2 Time Series
A time series is a set of observations xt, recorded at time t. For example, the
stock prices of a particular company can be represented as a time series. The
period of time can vary based on how frequently the data is collected. For
the stock price time series, it might be beneficial to collect the price every
minute, but if we are constructing a time series of temperature recorded, it
might be useful to collect the data every hour.
A time series can be said to be composed of the following four different
components:
1. Secular Trend - Secular trend can be defined as the smooth long term
trends in a time series, which can be increasing, decreasing or staying
the same over time.
2. Cyclical Variation - Cyclical variation refers to the rise and fall of a
time series over longer periods, predominantly more than a year.
3. Seasonal Variation - It refers to the pattern of changes in a time series
within a year.
4. Irregular Variation - It can be further subdivided into episodic and
residual variations. Episodic variations are unpredictable and can be
identified, whereas residual variations are unpredictable and cannot be
identified.
Before getting into the statistical testing and forecast modeling, we would
like to present a few characteristics associated with time series data.
3.2.1 Stationarity
A time series can be defined as a stationary time series if the properties do
not depend on the time at which the series is observed [31]. In other words,
the joint probability distribution of the series does not change when shifted
in time. The statistical properties such as mean, variance and so on will
remain constant over time for a stationary time series. A stationary time
series will not have any predictable patterns in the long run. Therefore, if
the time series expresses seasonality or trend, then it is not stationary.
It is important to note that most of the forecasting methods assume the
time series to be stationary. So, it is imperative to test for stationarity
CHAPTER 3. MACHINE LEARNING 24
and take appropriate measures to remove if any non-stationarity is present.
Differencing is one solution and is presented next.
3.2.2 Differencing
The process of differencing involves computing the differences between con-
secutive observations. Differencing helps to stabilize the mean of the series
and eliminates trend and seasonality. The order of differencing refers to the
number of times the series has been differenced. For example, in a second
order differenced time series, the data is differenced a second time in order
to make it stationary.
3.3 Descriptive Statistics
Descriptive statistics refer to the various methods using which the data can
be summarized in a meaningful way so as to understand the quantitative
information present in the data. These are the methods that can be utilized
to understand, summarize and visualize the data. In this thesis, we analyze
the moving average, which is a measure of central tendency, and moving
standard deviation, which is a measure of spread.
3.3.1 Moving Average
Moving average is a statistical method of creating a series of averages of
subsets of the original time series. For a given time series
Y = {y1, y2, ..., yT}, T ∈ Z (3.1)
the n moving average is computed by taking the arithmetic mean of n subse-
quent terms of the series. The first element of the moving average is computed
by taking the arithmetic mean of the first n elements in the series. The se-
ries is shifted forward, excluding the first element of the series and including
the next element, and computing the mean again. This is performed for the
entire series.
For the series defined by Equation 3.1, the moving average can be defined
as:
µt(n) =
1
n
n−1∑
i=0
yt−i (3.2)
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where n denotes the rolling window size.
Moving average is used to smoothen the fluctuations in the data. The
resulting series helps to identify the trends and seasonalities in the data.
Though the concept behind moving averages is simple enough, they form a
crucial basis for more complex time series analysis techniques such as fore-
casting and decomposition [52].
3.3.2 Moving Standard Deviation
Standard deviation is a measure of the spread of values in a series. It mea-
sures the amount of variation of the values in a dataset. In other words,
standard deviation can be defined as how tightly the values are clustered
around the mean.
Standard deviation is calculated by taking the square root of the averages
of the squared deviations of values from their mean. The moving variance
is computed using Equation 3.3 and moving standard deviation using Equa-
tion 3.4.
σ2t (n) =
1
n− 1
n−1∑
i=0
(yt−i − µt(n))2 (3.3)
σt(n) =
√
σ2t (n) (3.4)
3.4 Forecasting Models
Time series forecasting involves the creation of a model to predict the future
values based on the previous values. Forecasting methods itself is a field of
its own. In this section, we will consider the forecasting models which were
used for the prediction tasks. For an in-depth analysis of these models, the
reader is referred to Chapter 6 of [11].
3.4.1 Moving Average Models
A moving average (MA) model is one of the simplest models in time series
forecasting. It is a finite-impulse response filter applied to white noise. In
other words, a MA model is a linear combination of white noise processes so
that the variable yt depends on the current and previous values of a white
noise disturbance term. A moving average process of order q is represented
by Equation 3.5.
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yt = µ+ ut + θ1ut−1 + θ2ut−2 + ...+ θqut−q (3.5)
where ut is a white noise process with zero mean and constant variance and
θ1, θ2, ..., θq are the model parameters.
3.4.2 Autoregressive Models
In an autoregressive (AR) model, the forecast value of the variable depends
on the past value of the variable and a stochastic error term. For a variable
y, the autoregressive model of order p can be written as,
yt = µ+ φ1yt−1 + φ2yt−2 + ...+ φpyt−p + ut (3.6)
where ut is the white noise disturbance term and φ1, φ2, ..., φp are the model
parameters. Equation 3.6 is a stochastic difference equation.
3.4.3 ARMA Models
Autoregressive moving average models, better known as ARMA(p, q), is ob-
tained by combining AR(p) and MA(q) models. An ARMA model explains a
weakly stationary stochastic model using an autoregressive polynomial and
a moving average polynomial. In ARMA, the current value of the variable
y is linearly dependent on the previous values as well as a combination of
current and previous values of the white noise error term. An ARMA(p, q)
model is represented by Equation 3.7.
yt = µ+φ1yt−1+φ2yt−2+ ...+φpyt−p+θ1ut−1+θ2ut−2+ ...+θqut−q+ut (3.7)
It can be readily noted that Equation 3.7 is a combination of AR(p) and
MA(q) models defined by Equations 3.6 and 3.5 repectively. Therefore, the
characteristics of an ARMAmodel will be a combination of the characteristics
of its AR and MA parts. To fit an ARMA model to a time series, the p and
q values need to be computed. Once the values are chosen, the parameters
can be calculated by a least squares regression.
3.4.4 ARIMA Models
Another widely used forecasting method is autoregressive integrated mov-
ing average model, better known as ARIMA(p, d, q). It is a generalization of
ARMA(p, q) model in which the variable is differenced d times. ARIMAmod-
els are useful especially in cases where the time series data is non-stationary.
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In such cases, differencing the data helps to reduce the non-stationarity [31].
The model is represented by the Equation 3.8:
y′t = µ+φ1y
′
t−1+φ2y
′
t−2+ ...+φpy
′
t−p+θ1ut−1+θ2ut−2+ ...+θqut−q+ut (3.8)
where y′ represents the differenced time series, θ1, θ2, ..., θq are the moving
average parameters and φ1, φ2, ..., φp are the autoregressive parameters.
3.5 Statistical Hypothesis Testing
In a big dataset (called population in statistical testing circles), it is im-
practical to observe every single observation. So it is necessary to sample
the population and use that data to understand the population and answer
questions about it. Hypothesis testing is a statistical method which helps to
draw inferences about the population from sample data.
Gravetter and Wallnau [28] defines hypothesis testing as a statistical
method which uses sample data to evaluate a hypothesis about a population.
The steps involved in a hypothesis testing exercise are as follows.
1. A hypothesis about the population is formulated. A null (represented
as H0) and an alternative (represented as H1) hypothesis are formed.
The null hypothesis is a claim of no difference and the alternative hy-
pothesis is a claim of difference in the population [25].
2. Using the hypothesis, predict the characteristics of the sample.
3. Select a random sample from the population.
4. Compute the test statistics. There are various types of test statistics
and they are discussed in the upcoming sections.
The decision to reject or not reject the null hypothesis is made based on
either the p-value or region of acceptance. The p-value measures the strength
of evidence supporting the null hypothesis. Region of acceptance is a range
of values, and if the test statistic falls within it, the null hypothesis is not
rejected.
A one-tailed test is one in which the region of rejection is only on one
side of the sampling distribution, whereas a two-tailed test is one in which
the region of rejection is on both sides of the sampling distribution.
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Chi-squared statistic is a commonly used test statistic. It follows a Chi-
squared (χ2) distribution. A Chi-squared distribution with k degrees of free-
dom is the distribution of the sum of squares of k independent standard
normal variables [2, Chapter 26].
The details of the hypothesis tests used in this thesis are discussed next.
3.5.1 Tests of Normality
Normality tests are used to determine whether the population (dataset) is
normally distributed or not. Testing for normality is important since most
of the statistical tests assume that the underlying data follows a normal
distribution.
A normal distribution is a continuous probability distribution defined by
Equation 3.9.
f(x|µ, σ) = 1
σ
√
2pi
e−
(x−µ)2
2σ2 (3.9)
where µ is the mean and σ is the standard deviation.
The third and fourth moment of the distribution are skewness and kurto-
sis respectively (first and second moments being mean and variance). These
higher moments are needed to characterize the distribution. As the name
suggests, skewness defines the shape of the distribution and measure the ex-
tent to which the distribution is symmetric to its mean. Kurtosis measures
the fatness of the tail of the distribution. A normal distribution is not skewed
and is defined to have a kurtosis of 3 [11, Chapter 2].
Normal distribution is commonly known as bell curve due to its bell
shaped structure. But since there are other distributions which also take
a bell shape, it is imperative to have a statistical test to validate the nor-
mality of the data. Jarque-Bera test is used for normality testing in this
thesis.
3.5.1.1 Jarque-Bera Test
Jarque-Bera (sometimes also refered to as Bera-Jarque) test is developed
based on the property that a normal distribution is characterized by the
first and second moments. Jarque-Bera test defines the coefficients of excess
kurtosis and skewness and tests whether they are jointly zero. The null and
alternative hypothesis are as follows.
Null Hypothesis, H0 : Normal distribution
Alternative Hypothesis, H1 : Non-normal distribution
The coefficients of skewness and kurtosis can be defined as:
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b1 =
E[u3]
(σ2)
3
2
(3.10)
b2 =
E[u4]
(σ2)2
(3.11)
where E denotes the expectation.
Since the kurtosis for a normal distribution is 0, the excess kurtosis is
b2 − 3. For a sample of size T , the Jarque-Bera statistic is given by:
W = T
[
b21
6
+
(b2 − 3)2
24
]
(3.12)
Interested readers are referred to [32] for a derivation of this statistic.
The test statistic, W, is compared with a Chi-squared (χ2(2)) distribution
with two degrees of freedom. The null hypothesis of normality is rejected if
the test statistic exceeds the critical value. Table 3.1 shows the critical values
for a Chi-squared distribution with two degrees of freedom.
Table 3.1: Critical values of Chi-squared distribution
Significance level Critical value
0.10 4.61
0.05 5.99
0.01 9.21
3.5.2 Tests of Stationarity
The concept of stationarity in a time series was discussed in Section 3.2.1.
This section will discuss the various statistical testing methods used to check
for the presence or non-presence of stationarity in a time series. Before
getting into the details of the test, we need to define unit root. Unit root
refers to the existence of characteristic equation of a time series model on the
unit circle. If the characteristic equation of a linear stochastic process has a
root of 1, it is said to have a unit root.
3.5.2.1 Dickey-Fuller Test
The null and alternative hypothesis for Dickey-Fuller test are as follows.
Null Hypothesis, H0 : Series contains a unit root
Alternative Hypothesis, H1 : Series is stationary
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The regression is defined by Equation 3.13.
∆yt = ψyt−1 + ut (3.13)
The test statistic for Dickey-Fuller test is defined as:
test statistic =
ψˆ
SE(ψˆ)
, (3.14)
where SE is the standard error.
The objective of Dickey-Fuller test is to check the null hypothesis that
ψ = 1 in
yt = ψyt−1 + ut (3.15)
The critical values for the Dickey-Fuller test statistic are derived from
simulation experiments. The null hypothesis is rejected if the test statistic is
more negative than the critical value [22] [11, Chapter 13]. The Dickey-Fuller
critical values for sample size of 25 are shown in Table 3.2.
Table 3.2: Dickey-Fuller critical values for sample size of 25
Significance level Critical value
0.10 -1.60
0.05 -1.95
0.01 -2.65
3.5.2.2 Augmented Dickey-Fuller Test
Standard Dickey-Fuller test does not account for autocorrelation in the data.
The augmented Dickey-Fuller test provides an alternative model as shown in
Equation 3.16.
∆yt = ψyt−1 +
p∑
i=1
αi∆yt−1 + ut (3.16)
The lags defined by ∆yt ensures that ut is not autocorrelated. The critical
values for the augmented Dickey-Fuller test are the same as that of Dickey-
Fuller test.
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3.5.3 Error and Residual Analysis
When modeling a regression, it is important to assess the appropriateness
of the model. It is imperative to check how well the model explains the
data. To perform this analysis, there are various statistical testing techniques
available. This section covers the tests that are used in this thesis.
In regression analysis, the following assumptions play a pivotal role in
understanding the adequancy of the model (ut is the error term) [11, Chap-
ter 5].
1. All the relevant variables are included in the model.
2. The functional form is correct.
3. The random error term has zero mean (E(ut) = 0) and constant vari-
ance (var(ut) = σ2 <∞).
4. The errors are not uncorrelated (cov(ui, uj) = 0 for i 6= j).
If the variance of the errors is constant, it is known as homoscedasticity.
Heteroscedasticity refers to the case when the errors do not have a constant
variance. Goldfeld-Quandt test (see Section 3.5.3.1) checks for heteroscedas-
ticity in the error terms. Ljung-Box test (see Section 3.5.3.2) checks for
autocorrelations in a time series. Residual plots (see Section 3.5.3.3) provide
a graphical method to perform the validation of the model.
3.5.3.1 Goldfield-Quandt Test
As mentioned earlier, Goldfeld-Quandt test is a test for heteroscedasticity.
In Goldfeld-Quandt test, the data sample of length T is split into two sub-
samples of length T1 and T2. The regression model is estimated on each of
these sub-samples. The residual variances are calculated by the following
equations (here k is the number of parameters in the model).
s21 =
uˆ1
′uˆ1
T1 − k (3.17)
s22 =
uˆ2
′uˆ2
T2 − k (3.18)
The null and alternative hypothesis are as follows:
Null Hypothesis, H0 : The variances are equal
Alternative Hypothesis, H1 : The variances are not equal
The test statistic is computed by [11, Chapter 5]:
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GQ =
s21
s22
(3.19)
The test statistic follows an F distribution with (T1 − k, T2 − k) degrees
of freedom. Some sample values of the F distribution are shown in Table 3.3.
Table 3.3: F distribution values for significance level of 0.05
Degrees of Freedom Critical value
(2,2) 19.00
(5,5) 5.05
(10,10) 2.98
3.5.3.2 Ljung-Box Test
Ljung-Box test examines the autocorrelations of the residuals. The hypoth-
esis are as follows:
Null Hypothesis, H0 : The model does not exhibit lack of fit
Alternative Hypothesis, H1 : The model exhibits lack of fit
For a time series of length T, the Ljung-Box test statistic is defined as
[11, Chapter 6]:
Q = T (T + 2)
m∑
k=1
τˆ 2k
T − k (3.20)
where τˆ 2k is the estimated autocorrelation of the series at lag k and m is the
number of lags being tested.
The Ljung-Box statistic follows a χ2(m) (Chi-squared) distribution.
3.5.3.3 Residual Plots
Residual plots are a graphical way to identify whether there are any rela-
tionships between the error terms. The current residual and the immediately
previous residuals are plotted over time. Such a plot will help to identify one
of the three following possible patterns.
1. Positive autocorrelation: If the residual at time t - 1 is positive, then
the residual at time t is also positive.
2. Negative autocorrelation: If the residual at time t - 1 is positive, then
the residual at time t is negative and vice-versa.
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3. No autocorrelation: In this case, there is no pattern in the residuals
and the points are randomly spread.
In addition to the graphical methods, it is also possible to check for au-
tocorrelations using statistical testing. Durbin-Watson test is such a method
and is discussed next.
3.5.3.4 Durbin-Watson Test
Durbin-Watson (DW) tests for first order autocorrelation in the residuals (re-
lationship between error and its immediately previous value). The hypothesis
are:
Null Hypothesis, H0 : No autocorrelation present, ρ = 0
Alternative Hypothesis, H1 : Autocorrelation present, ρ 6= 0
Durbin-Watson test statistic is computed by the Equation 3.21:
DW =
∑T
t=2(µˆt − µˆt−1)2∑T
t=2 µˆ
2
t
(3.21)
where T is the sample size.
The DW statistic can also be expressed in terms of ρ as:
DW ≈ 2(1− ρˆ) (3.22)
The DW statistic can take values between 0 and 4. The two critical
values are the upper critical value (dU) and the lower critical value (dL).
The rejection and non-rejection regions are shown in Figure 3.1.
Figure 3.1: Rejection and non-rejection regions of DW test [11, Chapter 5]
The Durbin-Watson test statistic can be summarized as follows.
1. DW = 0 : Perfect positive autocorrelation in the residuals
2. DW = 2 : No autocorrelation in the residuals
3. DW = 4 : Perfect negative autocorrelation in the residuals
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3.6 Clustering
Clustering is an unsupervised machine learning technique in which the objec-
tive is to group similar objects together. In clustering, the aim is that similar
objects are closer to each other than dissimilar objects. It is an unsupervised
learning technique since there is no labeled data assigning an object to a
cluster.
In this section, the clustering methods utilized in this thesis are discussed
briefly. For a comprehensive study on clustering, we refer the reader to [3,
Chapter 7] and [6, Chapter 9].
3.6.1 k-means Clustering
k -means clustering is one of the most popular clustering methods. In k -
means, the primary objective is to cluster the given set of data into k clusters,
where k is pre-defined or fixed a priori. The algorithm tries to find the best k
grouping for the data so that the total distance between the group members
and the group’s centroid is minimized. This criteria can be written as:
k∑
j=1
n∑
i=1
|xji − cj|2 (3.23)
where x1, x2, ..., xn are the data to be clustered and c1, c2, ..., ck are the cluster
centroids.
The various steps in k -means algorithm are as follows.
1. Define the initial centroids. A common way to begin with is to assign
random values.
2. Assign each object to the cluster which has the closest centroid. This
is performed by computing the distance between the object and the
centroid.
3. Recompute the centroid values based on the clusters formed.
4. Repeat steps 2 and 3 iteratively till there is no cluster reassignment for
the objects.
Finding the exact solution for the k -means problem for an arbitrary input
is NP -hard [23]. Therefore, the solutions to k -means are usually heuristic
algorithms which converge to a local optimum. Lloyd’s algorithm is the most
popular algorithmic implementation of k -means [34].
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The number of clusters, k, can be set using various methods. In this
thesis, the elbow-method using sum of squared errors (SSE) is made use of.
SSE is the sum of the squared distance between each cluster member and its
cluster centroid. The idea is to choose the best number of clusters so that
adding another cluster does not improve the model. The SSE for different
number of clusters is plotted. The cluster size for which the reduction in SSE
slows dramatically is chosen as the k value [29].
3.6.2 Streaming k-means Clustering
The k -means algorithm described in Section 3.6.1 is generally used to cluster
already present data. In other words, it can be used to compute the clusters in
batch mode, on a previously collected dataset. But when it comes to real time
data analysis, the need arises for clustering dynamically. A straightforward
approach is to build the model based on the static data and use it to predict
the incoming real time data. But this approach is not sufficient if the patterns
in the data keeps on changing by time. In such a case, a mini-batch k -means
algorithm can be utilized. In this, the k -means steps are performed for each
batch of data. The cluster centers computed are used to perform k -means
clustering on the new batch of data [7].
One important aspect to consider in streaming k -means is the importance
of new data versus old data. It is imperative to balance the importance of
new data against past data. This is handled by a parameter in the k -means,
α. If α is set to 0, then only the most recent data will be used. If α is set
to 1, then the whole available data is used. Equations 3.24 and 3.25 denote
how the cluster centers are updated1.
ct+1 =
ctntα + xtmt
ntα +mt
(3.24)
nt+1 = nt +mt (3.25)
where ct denotes the previous centroid of the cluster, nt is the number of
points assigned to the cluster, xt is the new centroid of the cluster computed
in the current batch, mt is the number of points added to the cluster in the
current batch and α is the decay factor.
3.6.3 Expectation-Maximization
Expectation-Maximization (commonly known as EM ) algorithm is an itera-
tive method to find the maximum likelihood estimate of the parameters. It
1http://spark.apache.org/docs/latest/mllib-clustering.html
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involves two sets of random variables of which one is observable(X ) and the
other is hidden(Z ). The EM algorithm tries to find the parameter vector P
that maximizes the likelihood of observed values of X, L(P |X). The hidden
variable Z is also utilized to generate a joint distribution, L(P |X,Z).
The Expectation step (E ) creates a function for the expectation of the
log-likelihood, and the Maximization step (M ) computes the parameters by
maximizing the expected log-likelihood computed in the E -step. If Lc denotes
the complete likelihood, Q denotes the expectation and l denotes the index
of iteration, then the E and M steps can be defined by Equations 3.26 and
3.27 respectively.
E − step : Q(P |P l) = E[Lc(P |X,Z)|X,P l] (3.26)
M − step : P l+1 = arg max
P
Q(P |P l) (3.27)
For the derivation and further explanation, the reader is referred to [3,
Chapter 7] and [21].
3.7 Technology
In this section, the details of the technology platforms and libraries used for
machine learning in this thesis are discussed. This is intended to be a concise
and quick introduction to the relevant platforms. For further details, we refer
the reader to [49] and [38].
3.7.1 R
R is a programming language which is predominantly used for statistical
computing. Using R, a varied array of statistical and machine learning tasks
such as time series analysis, classification, clustering, graphical techniques
and so on can be performed. The power of R comes with the hundreds of
community developed packages.2
In this thesis, we utilize many R packages to perform various machine
learning tasks and statistical hypothesis testing. Table 3.4 lists the package
names and its version details [30] [47] [41] [36] [39] [13] [15] [18].
2https://www.r-project.org/about.html
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Table 3.4: R packages
Package Name Version
forecast 5.9
tseries 0.10-34
stats 3.2.2
cluster 2.0.1
RHive 2.0-0.2
TSA 1.01
shiny 0.11.1
EMCluster 0.2-4
3.7.2 MLlib
MLlib is an open-source distributed machine learning library which is part of
Apache Spark3. MLlib includes a wide array of machine learning algorithms,
notably classification, clustering, regression and collaborative filtering. MLlib
also provides a wide variety of underlying statistics, linear algebra and op-
timization primitives. MLlib utilizes the scalable processing power of Spark
and thereby enables high speed and large scale learning. MLlib also provides
APIs that operate with Scala, Java and Python [38].
3http://spark.apache.org/mllib/
Chapter 4
Lambda Architecture
In Chapter 2, the three layers of the Lambda Architecture were introduced
and explained. The various software components for each of these layers were
also discussed. Chapter 3 provided a detailed look into the various statistical
analysis and machine learning methods. This chapter will provide the im-
plementation details for the different layers in the Lambda Architecture, as
well as the details on the statistical analysis and machine learning use cases.
The architecture diagram for the Lambda Architecture model developed
in this thesis is shown in Figure 4.1. It shows the different components
which builds the three different layers of Lambda Architecture. The various
software components which are utilized to develop the functionality of each
layer are also shown.
4.1 Batch Layer
The batch layer is implemented using Apache Hadoop and Apache Hive. All
the data collected from the sensors (see Section 2.6) is utilized in this. In the
upcoming sections, the descriptive statistical analysis, speed forecasting and
the clustering of vehicles are explained.
4.1.1 Implementation
As mentioned earlier, the core of batch layer consist of Apache Hadoop and
Apache Hive. The data collected from the sensors is loaded into Hive ta-
bles, with some transformations done. A staging-target table architecture is
followed. The process flow is shown in Figure 4.2.
The following analytical tasks are performed on the data loaded into the
target table.
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Figure 4.1: Lambda Architecture Model
Figure 4.2: Hive data load process flow
4.1.2 Descriptive Statistics
Moving average (Section 3.3.1) and moving standard deviation (Section 3.3.2)
are the two descriptive statistical values computed. To efficiently compute
this, Hive User Defined Functions (UDFs) are utilized. A Hive UDF helps to
extend the functionality written in a high-level programming language (such
as Java) and utilize them as functions in Hive Query Language. In this way,
UDFs help to encapsulate complex programming logic which cannot be easily
expressed using SQL, and at the same time utilizes the parallel processing
capabilities of MapReduce.
In this Lambda Architecture batch layer setup, integration between the
data storage and processing technologies is designed in such a way as to
utilize the best aspects of each. Therefore, the computation of the descriptive
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statistics is performed in Hive and MapReduce, and the plotting of the data
is performed in R. By integrating Hive and R, the following benefits are
achieved.
• Since R is in-memory, it is not well suited for processing big datasets.
So, the data intensive operations can be moved to MapReduce.
• The power of R libraries can be used to full extent.
• Dashboard applications can be easily developed in R Shiny.
The operational flow of the moving average and moving standard devia-
tion UDFs are shown in Figure 4.3.
Figure 4.3: Descriptive statistics process flow
4.1.3 Speed Forecasting
Forecasting is one of the most predominant use cases in time series analysis.
In Section 3.4, some of the forecasting methods were discussed. The sta-
tistical hypothesis testing methods in relation to time series modeling were
discussed in Section 3.5. In this section, the implementation of the forecast-
ing models and the testing methodologies are discussed.
A forecasting model to predict the speed of vehicles was developed using
ARIMA. Before the actual modeling, the stability of the model is ensured by
conducting stationarity test on the time series. Once the model is developed
and speed values are forecast, residual analysis is performed to ensure that
the model is appropriate.
Figure 4.4 shows the overall operational flow for forecasting and statistical
hypothesis testing.
4.1.3.1 Testing for Stationarity
Tests for stationarity were discussed in Section 3.5.2. Augmented Dickey-
Fuller test was conducted on the data using the R function adf.test [47].
If the time series is not stationary, then it has to be differenced till sta-
tionarity is achieved.
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Figure 4.4: Forecasting process flow
4.1.3.2 ARIMA Forecast
An ARIMA forecast model was developed for the time series data using R
package forecast [30].
4.1.3.3 Residual Analysis
The theory behind residual analysis was covered in Section 3.5.3. Ljung-
Box Test (Section 3.5.3.2) was performed on the residuals from the ARIMA
forecast model using the R function Box.test [41].
The results for forecasting are presented in Section 5.2.2.
4.1.4 Clustering of Vehicles
Clustering of the vehicles is performed based on their length and height.
k -means and EM are the two clustering methods used. The objective for
clustering in the batch layer are the following.
• To show that it is possible to integrate the clustering methods into the
batch layer.
• To identify whether the clusters formed relate to other attributes, such
as the lane used by the vehicles. Such understanding of the traffic flow
will help in developing traffic management best practices.
Before the clustering is performed, the number of clusters, k, needs to be
set (see Section 3.6.1). Sum squared of errors method is used for this.
k -means and EM clustering methods were utilized. The k -means function
from stats R package [41] and functions from EMCluster package [18] were
used.
Figure 4.5 provides an overall process flow of clustering. The results from
clustering and the analysis of the clusters are presented in Section 5.2.3.
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Figure 4.5: Clustering process flow
4.2 Speed Layer
The fundamental idea of speed layer is to perform realtime analysis of the
data. A message broker and a streaming data processing framework are
needed for this. In this thesis, Apache Kafka (see Section 2.4.2) is used as
the message broker and Apache Spark Streaming (see Section 2.4.1) is used
as the processing platform. A streaming machine learning use case is also
implemented.
4.2.1 Implementation
A Kafka producer is created with a specific topic name to send the data.
Spark streaming scripts to perform analysis is executed so as to read the
data from the Kafka producer. Machine learning, namely clustering using
streaming k -means, is performed in Spark. The results from the compu-
tations in Spark are stored in Apache Cassandra for reporting. Figure 4.6
shows the process flow.
Figure 4.6: Speed layer process flow
4.2.1.1 Streaming k-means
Streaming k -means algorithm was explained in Section 3.6.2. In this section,
the implementation details are explored. The results are presented in Section
5.3.1.
In streaming k -means, the model is trained on a selected set of data. This
model is further used to cluster the records as they arrive. The vehicles are
clustered based on the two attributes of height and length. The process flow
is presented in Figure 4.7.
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Figure 4.7: Realtime clustering process flow
4.2.1.2 Realtime Views
Apache Cassandra is used to provide realtime views of the cluster results.
Table 4.1 lists the values that are stored in Cassandra for further reporting.
Table 4.1: Columns in Cassandra realtime view
Column name Data type
vehicle time timestamp
sensor id int
speed int
length float
height float
cluster int
Queries can be written using Cassandra Query Language to retrieve data
from this view and visualize as needed.
4.3 Serving Layer
The serving layer provides an interface to index and query the results from
batch layer computations. In this thesis, due to the simplicity of the reporting
requirements, we use a MySQL database. The theoretical background is
covered in Section 2.3. In this section, the MySQL data model is presented.
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4.3.1 Implementation
Section 4.1.4 discusses the cluster analysis performed on the data. Table
4.2 shows the data model created in MySQL to store the cluster results for
further analysis and visualizations.
Table 4.2: MySQL data model
Column name Data type
vehicle time timestamp
Sensor id int
Height decimal
Length decimal
Speed int
Snow Depth decimal
Cluster ID int
Tableau1 is used for visualizing the data from MySQL tables.
1http://www.tableau.com
Chapter 5
Experiments and Results
In this chapter, the experiments from each layer of the Lambda Architecture
is showcased and the results are discussed.
5.1 Experimental Setup
The various Big Data frameworks used in this thesis were discussed in Chap-
ter 2. The machine learning tasks and the technological platforms used were
discussed in Chapter 3. Before the details of the experiments conducted
are presented, the server configuration and the details of the core software
components are provided.
Table 5.1 provides the configuration details of the server on which the
Lambda Architecture layers are setup and the various analysis tasks are run.
Table 5.2 provides the details of the software components that form the core
of the Lambda Architecture system developed in this thesis.
Table 5.1: Server details
OS Ubuntu Linux 12.04 LTS 64-bit
CPU Cores 8
Processors 2 x Intel(R) Xeon(R) E5640 @ 2.67GHz
Memory 8 x 8 GB DIMM DDR3
5.2 Batch Layer
The details of the batch layer and its implementation were covered in Sec-
tions 2.2 and 4.1. This section presents the results of the various use cases
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analyzed in batch layer.
Table 5.2: Software components
Component Name Version
Apache Hadoop 2.6.0
Apache Hive 0.13.1
Apache Spark 1.4.0
Apache Kafka 2.10
Apache Cassandra 2.10
MySQL 5.5.41
R 3.1.3 (Smooth Sidewalk)
Scala 2.10.3
Python 2.7.3
Tableau 9
5.2.1 Moving Average and Moving Standard Deviation
The moving average and moving standard deviation values were computed
using Hive and R. Figures 5.1 and 5.2 visualizes the results for two sensors
for a particular day.
Figure 5.1: Moving Average for Sensors 4 and 5 for 20 March 2015
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Figure 5.2: Moving Std. Deviation for Sensors 4 and 5 for 20 March 2015
5.2.2 Forecasting Speed
The background for forecasting in time series was discussed in Sections 3.4
and 3.5. In this section, the experiments conducted and the results are
presented.
5.2.2.1 Testing for Stationarity
As mentioned in Section 4.1.3, stationarity test was performed on the time
series before the forecast models were developed. Augmented Dickey-Fuller
test was utilized. The null and alternative hypothesis are as follows:
Null Hypothesis, H0 : Series contains a unit root
Alternative Hypothesis, H1 : Series is stationary
The results are shown in Listing 5.1.
Listing 5.1: Augmented Dickey-Fuller test results
Augmented Dickey−Fu l l e r Test
data : data . t s
Dickey−Fu l l e r = −5.8624 , Lag order = 17 , p−value = 0.01
a l t e r n a t i v e hypothes i s : s t a t i ona ry
The small p-value suggests that the null hypothesis can be rejected.
Therefore, the time series data is stationary and ARIMA modeling can be
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performed on it.
5.2.2.2 ARIMA Forecast
Forecasting model was developed using ARIMA. The forecast model details
are provided in Listing 5.2.
Listing 5.2: ARIMA model for speed forecast
S e r i e s : data . t s
ARIMA(1 , 1 , 2 ) ( 1 , 0 , 0 ) [ 2 4 ]
C o e f f i c i e n t s : ar1 ma1 ma2 sar1
0 .6164 −1.1749 0 .2220 −0.0103
s . e . 0 .0341 0 .0392 0 .0338 0 .0140
sigma^2 est imated as 3 0 . 7 3 : l og l i k e l i h o o d =−16412.75
AIC=32835.49 AICc=32835.5 BIC=32868.31
Figure 5.3 shows the actual observed speed values for a day and the speed
values predicted by the ARIMA model. It can be seen that the ARIMA
forecast model is able to predict the trends in the data, but the variance of
the forecast values is not as good as the observed values.
Figure 5.3: Observed speed values and ARIMA model values
Speed values were forecast using this model. Listing 5.3 shows the next
10 future values forecast using the model.
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Listing 5.3: Speed forecast values using ARIMA
Point Forecast Lo 80 Hi 80 Lo 95 Hi 95
219.4167 44.57822 37.47440 51.68203 33.71387 55.44256
219.4583 45.09718 37.33182 52.86254 33.22108 56.97327
219.5000 45.71006 37.62032 53.79981 33.33787 58.08226
219.5417 45.89180 37.61863 54.16498 33.23908 58.54453
219.5833 46.25938 37.86818 54.65057 33.42615 59.09261
219.6250 46.34061 37.86419 54.81703 33.37704 59.30418
219.6667 46.65724 38.11311 55.20138 33.59012 59.72437
219.7083 46.47300 37.87098 55.07502 33.31735 59.62866
219.7500 46.39616 37.74199 55.05032 33.16075 59.63156
219.7917 46.54641 37.84356 55.24926 33.23655 59.85627
Figure 5.4 shows forecast values along with the historical values for a
longer range. It can be noticed that the ARIMA model tends to forecast
values which are closer to the mean speed values when the range of forecast
is increased.
Figure 5.4: Speed forecast values using ARIMA
5.2.2.3 Residual Analysis
Ljung-Box test was used to check for autocorrelation in the residuals. The
hypothesis are as follows:
Null Hypothesis, H0 : The model does not exhibit lack of fit
Alternative Hypothesis, H1 : The model exhibits lack of fit
The test results are shown in Listing 5.4.
CHAPTER 5. EXPERIMENTS AND RESULTS 50
Listing 5.4: Ljung-Box test results
Box−Ljung t e s t
data : speed . f o r e c a s t . a r ima$ r e s i dua l s
X−squared = 0 .016 , df = 1 , p−value = 0.8994
Since the p-value is high, the null hypothesis cannot be rejected. There-
fore, it can be concluded that the ARIMA model developed for speed forecast
shows very little evidence of non-zero autocorrelations in the residuals and
the model does not exhibit lack of fit.
5.2.2.4 Summary
From the forecast model developed and the statistical testing presented in
the previous sections, it can be concluded that by using the speed data of
vehicles, we have been able to develop a fit forecast model using ARIMA.
But the forecast values tend to be closer to the mean values. As shown in
Figure 5.3, we have been able to successfully model the pattern of the speed
for an entire day. Therefore, we believe that the ARIMA model developed
could be used to forecast the speed for the next few vehicles, but not for a
longer range.
5.2.3 Clustering Vehicles
In this section, the results for the clustering tasks presented in Sections 3.6
and 4.1.4 are provided.
The first step in clustering is to identify the number of clusters which will
explain the data best. The sum of squared errors elbow method is utilized.
Figure 5.5 plots the sum of squared errors against the number of clusters. It
can be seen that the reduction in the error slows down after four clusters.
Therefore, we choose the number of clusters (k) to be 4.
k -means and EM clustering were performed on the length and height of
vehicles. Figure 5.6 shows the clustering output from k -means.
In Finland, the maximum allowed height for a vehicle is 4.4 metres and
length is 25.25 metres1. It can be seen from Figure 5.6 that there are anoma-
lies in the data. We believe that these outliers are mostly due to malfunc-
tioning of the sensor or due to very little gap between two vehicles which has
led the sensor to capture the data for more than one vehicle as the data for
one. These outliers are represented by the symbol :.
1https://www.ely-keskus.fi/en/web/ely-en/
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Figure 5.5: Identifying the number of clusters
Figure 5.6: k -means cluster results
The cluster results were analyzed to identify relationships between the
clusters formed and other attributes in the data. Figure 5.7 shows the dis-
tribution of lanes for each cluster. Section 2.6 provided the details of the
sensors and the lanes. Lane 4, which is the right lane, tends to be favored by
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smaller vehicles whereas the middle lane, Lane 5, is used by slightly bigger
and much bigger vehicles. One of the possible reasons is that bigger vehicles
do not need to take the exit and continue further, thereby using more of the
middle lane and less of the left and right lanes.
The cluster analysis performed along with other traffic attributes can po-
tentially help in traffic flow management, especially in the case of diversions
during accidents or road maintenance.
Figure 5.7: Sensor/lane distribution for clusters
5.3 Speed Layer
In Sections 2.4 and 4.2, the theory and the implementation details of the
speed layer were presented respectively. In this section, the results of the
machine learning use case of realtime clustering of vehicles is provided.
5.3.1 Realtime Clustering of Vehicles
As soon as a sensor reading is received, the vehicle is clustered based on the
height and length using the cluster model generated from the past one hour
data. The number of clusters is set to 4 (see Section 5.2.3 for details). The
realtime cluster results are shown in Figure 5.8.
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5.4 Serving Layer
The theory and implementation details of the serving layer were covered in
Sections 2.3 and 4.3. In this thesis, merged views are created in MySQL to
report the cluster results of the batch data along with the cluster results of
realtime data. Figure 5.8 shows a visualization of the data using Tableau.
Figure 5.8: Visualizing in serving layer
Chapter 6
Conclusions
As mentioned in the introductory chapter, the major driving forces behind
this thesis were the following.
• Explosion of data, especially from sensor devices.
• Development of large scale data storage and processing frameworks.
• Utilization of advanced machine learning techniques in Big Data ana-
lytics.
Currently, there is a rapid development and paradigm shift happening
in the fields of data processing and reporting technologies. Traditional ETL
(Extract, Transform, Load) and business intelligence tools and methodologies
tend to be insufficient or non-optimal. This has led to the development of
the Lambda Architecture, which has been described in detail in Section 2.1
and Chapter 4.
With the availability of more data storage and processing capabilities,
the field of analytics has grown from the traditional approaches of business
intelligence to a higher level of analytics, which involves the application of
advanced machine learning algorithms and methods. The development of a
plethora of open-source platforms for storage and analysis that usually runs
on commodity servers, has lowered the cost of adoption of these technologies
and in turn has led to a huge interest in this area.
Since the software community has been developing a huge number of
solutions, it becomes important to make the right decision and choose the
best one which caters to the business needs. This rapidly increasing variety of
solutions calls for a central organization to keep track of the various projects,
merge similar ones and provide documentation and support. The Apache
Software Foundation1 has been the front-runner in this aspect. But the
1http://www.apache.org
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current environment is still a bit disorganized and cluttered which makes the
decision making process of choosing the best solutions a little complicated.
While developing the Lambda Architecture model in this thesis, this as-
pect was one of the driving forces for choosing the appropriate solution for
each layer. Apart from the functionality offered by a solution, the applicabil-
ity of implementing it in a production environment was thoroughly consid-
ered while choosing the solution. The software components used in this thesis
are proven and stable releases, which will be beneficial for anyone trying to
productionize this architecture.
Table 6.1 lists some of the major users of the various software solutions
discussed in this thesis2. It can be noted from this list that almost all of these
solutions are used by companies from various industries, and some of them
are processing petabytes of data per day. This could be seen as a benchmark
of how well these systems will scale and be productionized successfully.
Table 6.1: Big Data solutions and users
Solution Prominent users
Apache Hadoop eBay, Facebook, LinkedIn, Yahoo!, Quantcast
Apache Hive eBay, Facebook, Twitter, Scribd
Apache Spark Alibaba Taobao, Baidu, eBay, Groupon, Yandex
Apache Kafka LinkedIn, Spotify, Netflix, Cloudflare, Airbnb
Apache HBase eBay, Adobe, Facebook, Twitter, Yahoo!
Apache Cassandra Netflix, Comcast, GitHub, GoDaddy
MLlib Act Now, AsiaInfo, Concur, OpenTable
R Facebook, Bank of America, Ford, FDA
MySQL Uber, Walmart, Nokia, Youtube, Bank of Finland
Tableau Audi, The World Bank, US Army, Target
As mentioned earlier, there are many solutions available for storage and
analytics in the Big Data realm. It is imperative that the decision to use
a particular solution has to be taken based on the needs of the project. A
listing of open-source machine learning software can be found at MLOSS3,
[40] and [44]. For Big Data benchmarks, we refer to AMPLAB4 and Daytona
sort benchmark5. For NoSQL databases, we refer to [48] and [1].
Another aspect in this field is the increasing adoption of cloud comput-
ing platforms. Amazon Web Services and Microsoft Azure enables anyone
2http://pastebin.com/tJ5xG5Aj
3http://mloss.org/software/
4https://amplab.cs.berkeley.edu/benchmark/
5http://sortbenchmark.org
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to setup Big Data processing platforms with little effort and low cost. The
machine learning offerings such as Microsoft Azure Machine Learning6 and
Amazon Machine Learning7 brings the power of advanced analytics to every-
one.
This thesis has explored the design of the three layers of the Lambda Ar-
chitecture - batch layer, serving layer and speed layer. Open source platforms
and solutions which fit the needs of each of these layers were analyzed. Vari-
ous machine learning applications and statistical hypothesis testing methods
were described in detail. The implementation of a Lambda Architecture sys-
tem and the analytics use cases were explored and results were presented.
It can be summarized that a Lambda Architecture system was desgined and
implemented and machine learning applications were developed and executed
on it.
As more and more home and business users embrace Internet of Things,
the storage and analytical options need to be re-evaluated. We believe that
this thesis will serve as a good baseline and starting point for further research
and development in this area.
6http://azure.microsoft.com/en-us/services/machine-learning/
7https://aws.amazon.com/machine-learning/
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