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ABSTRACT
The use of simulation technologies in Warfighter training will need to increase as resource constraints tighten on the US 
military. Multiple studies have shown that simulation-based training promotes faster skills acquisition and assessment at 
greatly reduced cost and time.  However, as these technologies become more pervasive, in a wider variety of training 
tasks, integrating them into a cohesive environment is increasingly complex.
Industries such as medical and construction use single purpose trainers to teach welding or suturing, but Warfighter 
training requires multiple systems, with unique capabilities, to interoperate. For example, it may be necessary for a 
ground-based Soldier trainer to be connected to fighter and tank trainers to adequately prepare for actual missions. The 
setup, running, debugging, and maintenance of these systems is a very difficult task that can use up resource savings 
achieved through simulation. As each training system is composed of multiple components (e.g., projectors, computers, 
and motion trackers), it is imperative to understand items such as: 1) input parameter initialization (e.g., scenario, 
number of Soldiers, etc.), 2) the real-time status of individual systems, 3) data flow and timing between systems, and 4) 
software and hardware malfunctions.
In this paper,  the Mixed Reality Toolbox (MRT), developed to perform these operations, is presented. A review of current 
research and products available to the training community will be presented. In addition, the issues involved with 
combining physical,  mixed-reality, and virtual reality environments into a single training system will be discussed. 
Lastly, results will be presented showing the effectiveness of the MRT when used to run two simulated training exercises 
with systems comprised of five to fifteen different technology and/or real components.  In both exercises, the MRT 
allowed a significant reduction in system setup and runtime compared to comparable setups done previously.
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INTRODUCTION 
The technology required to train our Warfighters is advancing at a breakneck pace.  Simulations of all sorts can 
make trainees feel as though they are part of the action while reducing the cost of expendables, such as fuel and 
ammunition.  Modern virtual and mixed reality training simulations incorporate a wide number of hardware devices, 
such as tracking systems and displays, and software applications, such as aircraft simulators and first-person training 
applications. Setting up, running, and reconfiguring these simulations can be a huge task, especially if they use 
hardware and software systems that were not initially designed to operate with each other.  There are many types of 
simulations, including shooting galleries, vehicle simulators (USMC, 2012a), and Military Operations on Urban 
Terrain (MOUT) (Filkins & Burns, 2006).
Shooting gallery type trainers typically involve a single large display and a weapon equipped with infrared lasers, 
such as Camp Pendleton’s Indoor Simulated Marksmanship Trainer.  These trainers can simultaneously support five 
Warfighters using different types of weapons,  from pistols to mortars, and even support infrared vision.  In addition 
to marksmanship training, they are useful for shoot/no-shoot judgement and employment tactics training (USMC, 
2008, 2012b). In South Africa,  the Laser Shot training system (Figure 1) has significantly reduced the cost of 
marksmanship and other types of training such as dealing with hostage situations (Martin, 2013).
Vehicle simulators, including flight simulators and ground vehicle simulators, employ advanced visualization 
techniques, realistic mock controls,  and sometimes motion feedback to provide a realistic experience.  Flight 
simulators have been around for nearly as long as airplanes themselves(Moore, 2006). Modern versions have 
cockpits that are nearly identical to those of the real plane, but which are mounted on motion platforms to simulate 
the feelings of acceleration that are so important for pilots 
(Choi, 2010).    Closer to the ground, convoy simulators such 
as the Virtual Convoy Combat Simulator (VCCS) (USMC, 
2012a), allow multiple trainees to participate in a virtual 
convoy mission, shooting simulated weapons at enemy 
targets from both on and off their vehicles.
For dismounted Warfighters, MOUT exercises provide 
realistic urban experiences.  MOUT training takes place in 
physical environments designed to mimic real-life urban 
areas.   Buildings,  roads, and other features are used to 
construct a training site that can be the size of a small town. 
These towns are then populated by paid actors, as well as 
Warfighters, to emulate the local population.  Finally, 
pyrotechnics  and other props are added, creating a realistic, 
highly immersive simulated environment.  Warfighters 
training in some MOUTs even report experiences very close 
to those of actual combat (Filkins & Burns, 2006).  These 
MOUT scenarios also offer the advantage of cultural, as well 
as physical, immersion.  This is an important aspect of 
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Figure 1:  South African Warfighters train 
using Laser Shot (Martin, 2013)
training, as a major part of a Warfighter’s duties include directly interacting with civilians of an occupied territory 
(Benedetti,  2008). While MOUT training is extremely engaging and realistic,  it requires a tremendous amount of 
work.   Each time it is used, a MOUT site must be prepared.  Actors must learn their roles, don their costumes, and 
take their positions.  Pyrotechnic effects must be primed.  An entire town’s worth of props must be put into place. 
After the exercise, everything must be cleaned up including explosion residue, shell casings, props, and people 
(Visser, 2007).  In short, conducting a MOUT exercise is very costly and time consuming, but prepares soldiers 
psychologically to operate in potentially overwhelming situations..
Live, Virtual, Constructive (LVC)
LVC, or Live, Virtual, and Constructive training is on the forefront of training technology.  LVC training combines 
trainees in different simulations into a single shared exercise.  Live entities are those in which trainees use real or 
simulated equipment and perform tasks as if they were real.  Virtual entities are humans interacting through 
computers, often via first-person shooter video games.  Finally, constructive entities are simulated forces that are not 
under direct control of human operators.  LVC scenarios can involve multiple types of technology, from Remotely-
Operated Vehicles (ROV)s, to mobile devices, to PC training games.  Live forces used in LVC training can be 
dismounted infantry, aircraft, or other military vehicles (Per M Gustavsson, 2009). The overarching theme, however, 
is that the training takes place in a shared reality, common to all forces,  whether live, virtual,  or constructive.  LVC 
is often distributed, meaning the forces that are working together (or against each other) are in separate locations.
LVC Training is a popular paradigm for training because it can connect multiple forces and types of forces in a 
single, virtually contiguous scenario.  This allows for more complex training situations, such as those where air and 
ground forces must work together to achieve an objective,  or where an aircraft works with a virtual wingman to 
combat constructive hostile aircraft (Rob Lechner, 2008).  However, LVC training is not without its challenges.  The 
most common of these is communication among components.  Fortunately, protocols and standards, such as 
Distributed Interactive Simulation (DIS) and High Level Architecture (HLA) (Dahmann, Fujimoto, & Weatherly, 
1997), exist to help components communicate in a common language.
While LVC, and other associated paradigms, have significantly advanced training efficacy while reducing costs, 
significant challenges,  old and new, exist. Using simulation technologies is becoming commonplace, but managing 
and understanding the amount of data to setup, run, and maintain a modern day training system can easily become 
unmanageable for a variety of specific reasons. This is the overarching problem this research seeks to address.
BACKGROUND
Before getting into the specific research challenges and proposed solutions, a brief background section in commonly 
used Warfighter training technologies is presented.
The Reality Continuum
To properly present the research introduced in this paper, it is necessary to discuss the primary categories of reality 
technologies: Virtual Reality (VR), Mixed Reality (MR), and Augmented Reality (AR).   It is impossible to cleanly 
differentiate between these three categories.  For the sake of this paper,  AR is considered to be images or data 
overlaid onto the user’s view of the real world, as in Figure 2.  Virtual reality, seen in Figure 3,  is considered to be 
instances where all or nearly all simulation-related visuals are computer-generated, with the exception of input 
devices, and take up all or nearly all of the user’s visual field. Input devices are actual or simulated versions of their 
real-life counterparts, as opposed to a keyboard or mouse.  Finally, MR simulations are defined as those where the 
real world is extended and enhanced by computer displays depicting virtual elements, as shown in Figure 4.
Mixed Reality, Virtual, and Constructive (MRVC)
Some LVC training setups involve detailed physical sets and combine MR with the distributed simulation.  For the 
scope of this paper, we will differentiate these by referring to them with a new term:  MRVC (Mixed Reality, Virtual, 
and Constructive).  The hallmarks of MRVC, in addition to the basic elements of LVC, are VR-type technologies, 
such as 3D tracking systems, stereo displays, and instrumented hardware.  The latter category includes physical 
objects with virtual analogs,  like movable walls, as well as simulated weapons with sensors connected to their 
triggers.   MRVC attempts to combine the benefits of LVC, MR, and MOUT into a flexible, immersive, multimodal 
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training setup approaching that envisioned by Dean 
(Dean, Garrity, & Stapleton, 2004). As in traditional 
LVC, participants in an MRVC scenario can include 
players on PCs interacting via video games engines, 
live trainees, and users of other simulated vehicles and 
hardware.  The Marine Corps’  Immersive Infantry 
Trainer is an MRVC system at Camp Pendleton.  It is 
based on systems developed through the Flatworlds 
project (Pair, Neumann, Piepol, & Swartout, 2003; 
Schwetje, 2009) and features live actors, pyrotechnics, 
and constructive entities projected onto walls.
The most important benefit of MRVC is its flexibility. 
Scenarios can, in theory, be quickly reconfigured to suit 
the immediate training needs of the users.  For 
example, before a squad performs a real-life raid on a 
building occupied by hostiles, the building could be 
fabricated using movable walls in an MRVC trainer and 
the squad could practice against simulated opponents in 
it.   This flexibility does have a cost.  In the case of 
MRVC, the aforementioned technical difficulties 
inherent to LVC can be encountered, as well as those 
associated with MR systems. For example, the scenario of recreating a building prior to a raid involves physical 
changes to the real world.  The virtual world must then be reconfigured to precisely match those changes or the 
effectiveness of the training will be compromised.  This could mean simply switching out 3D models of different 
physical layouts, but these 3D models must be created and customized for each scenario.  What’s more, once the 3D 
models are created, their virtual counterparts must be carefully repositioned each time to match the physical world.
The VR and MR aspects of MRVC provide additional complications to training.  A traditional VR system with fixed 
screens, one or two input devices, and a relatively small tracking area requires many hours, if not days, to set up. 
However, once set up, they are fairly reliable and unchanging.  A multi-user MRVC environment is constantly in 
flux.  Displays and input devices alike are added, removed, and repositioned, and configuration files or hard-coded 
scenario information must be updated to match.  In addition to setup tasks,  runtime problems are also a daunting 
obstacle.  The physical nature of military training necessitates a level of ruggedness that is difficult to reach in most 
Commercial Off The Shelf (COTS) input devices or those created in a research laboratory. Finally, every action or 
event in an MRVC environment is preceded by a chain of events, each of which must work correctly.  In summary, 
there are many critical things that can go wrong while a scenario is running including: software problems, 
configuration problems, latency, or other hardware issues.
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Figure 2:  Augmented reality involves overlaying data onto our view of the real world.
Photo Credit:  (Google, 2013)
Figure 3:  VR immerses the user in a virtual world. 
Photo Credit: Kevin Teske
While fixing these issues is a challenge in of itself, 
determining exactly where, when, how, and why they 
occurred is often a more complex challenge.  Examples 
and potential solutions to this problem will be presented 
in depth later in this paper, as will a testbed MRVC 
environment, Iowa State University’s (ISU) MIRAGE.
The MIRAGE
The research in this paper was tested on an MRVC 
system at ISU: the Mixed Reality Adaptive Generalizable 
Environment, (MIRAGE), system.  The research 
outcomes were designed to be applicable to other 
systems, but basic knowledge of the system is beneficial 
for understanding what was completed.
The MIRAGE, shown in Figure 5, is a complex yet 
flexible MRVC environment.   Developed in cooperation 
with the U.S. Army Research Laboratory and taking cues 
from Hollywood set design, it features twelve moveable wall sections with interchangeable facades.  These sections 
can be put together to form a variety of rooms and urban scenarios in the 3D-tracked 40’ x 40’ physical environment. 
The virtual world is presented on multiple stereo displays, including several mobile displays that simulate windows 
as well as a large, fixed 39’  x 12’ stereo display that forms the back wall of the room.  Simulated weapons come in 
the form of modified airsoft rifles.   These rifles are fitted with radio frequency (RF) transmitters that relay trigger 
information to a central receiver.  The rifles,  along with other movable objects in the MIRAGE, are tracked using 
multiple optical tracking systems. Intended to be a flexible, extensible system, the MIRAGE currently incorporates a 
variety of software libraries and game engines.
DeltaJug
The first of the MIRAGE’s game engines, DeltaJug, runs the VR and MR aspects of the simulation.  DeltaJug is a 
hybrid of two platforms: Delta3D (Delta3D) and VRJuggler (VRJuggler_Team).  Delta3D is based on 
OpenSceneGraph and other open source technologies and was developed specifically with simulation and training in 
mind.   Its modular design incorporates components for basic model loading and rendering, terrain generation, 
particle effects, physics simulation, networking, and many other important aspects of the simulation. 
VRJuggler
Most applications in the MIRAGE are based on the open-
source VRJuggler VR software. Originally created at ISU, 
VRJuggler is designed to handle all aspects of VR on 
systems from desktop computers to fully immersive 
projective systems and Head-Mounted Displays (HMDs). 
VRJuggler can interface with a wide variety of hardware, 
such as tracking systems, gamepads, and keyboards, as 
well as manage data sharing and synchronization of 
clustered applications.
VRJuggler’s strength lies in its use of configuration files. 
These describe the hardware upon which the application 
should be run, including tracking systems,  screens, cluster 
nodes, and input devices.  A single application can run on 
a desktop computer or on a clustered immersive system 
simply by changing the XML-based configuration files. 
This feature makes VRJuggler an extremely flexible tool, 
but it also adds another point of failure.  Problems in 
configuration files are often very difficult to track down, 
and can result in an application behaving in strange ways 
or not running at all. These shortcomings of VRJuggler, 
and others, are addressed in the methodology section.
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Figure 5:  Part of the MIRAGE LVC training 
environment
Figure 4:  Mixed reality uses displays such as a 
tablet computer to add virtual content to the real 
world. 
VBS2
Bohemia Interactive Simulations’ Virtual BattleSpace 2 (BohemiaInteractive,  2013) is a training and simulation 
platform featuring advanced graphics and Artificial Intelligence (AI) functionality, as well as scenario authoring 
capabilities,  after-action review, and an extensive library of models and other assets.  It can be used for controlling 
constructive entities through AI as well as providing an interaction point for virtual trainees, who can participate in a 
simulation as a first-person shooter on a desktop or laptop computer.  The platform has also been integrated with 
more specialized systems, such as flight simulators and gunnery trainers.
Communications Server
The final component of the MIRAGE system is the communications server (B. Pollock, 2011).   This application acts 
as a go-between for the different applications running in the MIRAGE.  Currently, the communications server 
distributes entity information between DeltaJug’s master node and all instances of VBS2 (or other game engines or 
simulations) using the DIS (Distributed Interactive Simulation) protocol.   It was designed to be extendable, however, 
and can easily be upgraded to handle more protocols and applications.
DIS
The DIS protocol was originally developed by the University of Central Florida’s Institute for Simulation and 
Training.  Its intention is to allow simulations to be carried out on multiple devices, without a central “simulation 
authority”.  Simulation events are packed into Protocol Data Units (PDUs) and sent over the network, usually via 
User Datagram Protocol (UDP) datagrams. Every entity involved in a DIS exercise is owned and controlled by one 
of the simulation applications.  When the state of an entity changes, those changes are broadcast by that application. 
To reduce network traffic,  the DIS protocol supports dead reckoning, allowing entity states to be reported less often 
(McCall 2010). A wide variety of programs, such as VBS2, use DIS as a means of communicating simulation data. 
CHALLENGES OF MRVC
Having discussed the components of a typical MRVC system we can now focus on the specific issues addressed in 
this research.  The complexity of MRVC systems creates a number of issues that must be dealt with to successfully 
operate training scenarios. Before beginning an exercise,  and between runs of the same exercise,  a scenario must be 
initialized.  Interactive props must be set, simulated weapons must be configured, and applications must be started. 
All real-word objects must be synchronized with their virtual counterparts. If run on a cluster, simulations may need 
to be launched on each node, sometimes with differing commands. Changing the setup of an MRVC simulation also 
requires significant activity. Applications must be re-launched with new settings and command-line arguments. 
Physical props must be moved into places that correspond to their new virtual positions.  Hardware devices such as 
tracking systems may also need to be reconfigured to work with a different set of objects.   This reconfiguration can 
be very time-consuming and require significant downtime for an MRVC system.
Tracking what is occurring during a training simulation has its own unique challenges. Many types of tracking 
systems exist, including optical (ART, 2013a), radio-frequency (Ubisense, 2013), magnetic (Ascension), and inertial 
(InterSense,  2013).  Optical systems, for example, require line-of-sight between cameras and tracked objects, while 
inertial systems must regularly re-calibrate themselves to avoid “drift” (Ali Soroush,  2013).  Accurately tracking 
multiple participants as they move from room to room is a difficult task for any one type of system to accomplish 
and is a major hurdle in using this technology for training simulation.
Lastly, there is constant communication among simulation components.  In MRVC as well as LVC exercises, 
different simulators involved must share data in real-time and in common formats.  While several protocols have 
been created for this purpose (e.g.,  DIS and HLA), when MRVC scenarios are composed of multiple devices which 
rely on each other to function properly, there are numerous data streams flowing simultaneously. Monitoring them 
for problems is a task that is extremely complex.  If a problem does occur with a component, the task of finding the 
point of failure might be much more daunting than fixing the problem, which can be complex or as simple as a dead 
battery, loose wire, or unplugged Ethernet cable.
PROPOSED SOLUTIONS
As stated in the previous section, the challenges of MRVC addressed in this paper are the following:
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• Setup, initialization, and reconfiguration
• Device monitoring
• Object tracking under non-ideal conditions
The solutions presented in this paper consist of four components:  MetaTracker, GadgetProbe, Overview,  and 
Launcher.  Together they are called the Mixed Reality Toolset, or MRT.
MetaTracker
A traditional VR system is designed for use with only a single tracking system and two to three tracked objects (e.g., 
a pair of stereographic shutter glasses and an input device).  While some VR libraries (e.g.,  VR Juggler)  support the 
use of multiple tracking systems simultaneously, none support tracking individual objects with multiple systems 
simultaneously.  This is problematic in an MRVC system where multiple tracking systems may be needed for proper 
object interaction.   MetaTracker is a tracking data aggregator that identifies all of its objects by name, combining 
data when multiple tracking systems report data for the same object.   It also stores offset matrices for each system, 
allowing all object transformation information to exist in the same frame of reference.   With properly calibrated 
tracking systems, objects can smoothly transition from one system to another without disrupting the simulation.  
MetaTracker gets its name from its ability to use one tracking system to automatically adjust input from another. For 
example, in the MIRAGE, MetaTracker allows a ceiling-mounted MotionAnalysis (2013) tracking system to track 
the position and orientation of a self-contained ART SmartTrack system (ART, 2013b) and the markers within.  The 
ART system can be moved around the simulation area without interrupting the MRVC application, and MetaTracker 
automatically applies its new transformation offset to data received from the SmartTrack.  This allows tracking to be 
improved in areas that are occluded or are otherwise difficult to track with the ceiling-mounted system.
MetaTracker is deployed as three separate types of application:  1) the server, which stores and disseminates tracking 
data; 2) clients, which receive and use tracking data; and 3) sources, which interface with an actual tracking system, 
sending its data in realtime to the MetaTracker server.  Connections can use either Transmission Control Protocol 
(TCP) sockets for reliability, or UDP sockets for speed. MetaTracker supports three basic types of data used in 
motion capture and 3D tracking applications: 3 DOF (Degrees Of Freedom) markers, 6 DOF objects, and higher 
DOF skeletal bodies.  The latter of these is a feature not found in VRJuggler. Skeletal tracking combines a transform 
for a jointed object, such as a human, with relative transformations for “bones” such as arms and legs.  This type of 
data is needed for motion capture and for knowing how a trainee’s body is positioned and oriented in the simulation 
space. MetaTracker was designed with ease of implementation in mind.  It is composed of only a handful of code 
files and does not rely on any dynamic libraries.  This lets applications access 3D positioning data without dealing 
with individual drivers for tracking systems or integrating with larger VR frameworks.
GadgetProbe
The next integral component of MRT is GadgetProbe. This was designed specifically to interface with VR Juggler. 
While VRJuggler’s Gadgeteer device integration system is well-engineered and provides easy access to many 
different input devices, it is difficult and confusing to configure and nearly devoid of runtime inspection capabilities. 
If,  for example, the virtual pointer in a VR application isn’t moving along with its real-life tracked analog, it can be 
difficult to determine if the problem lies in the application itself, the VRJuggler configuration file, or the tracking 
system. In short, it is very difficult to determine what VRJuggler “knows” about the state of its input devices. 
GadgetProbe is a VRJuggler-based application that masquerades as the VR application that is to be run on the 
system. It analyzes the configuration files used to run the application and then displays, on a graphical screen, all 
information about an MRVC system. These include the exact state of digital buttons and analog triggers, positions 
reported by tracking systems, layout of the virtual viewports used to draw its 3D views, and the positions of the 
virtual users. Because it is built for VRJuggler, GadgetProbe is able to gather tracking, button, and other dynamic 
data using the VRJuggler APIs. GadgetProbe provides clear information which can help to quickly determine if data 
from external devices is reaching the application in the expected manner.  While GadgetProbe was originally 
designed to work specifically with VRJuggler, it could be modified to work with other VR APIs, if those APIs 
provide a way of accessing device configuration data.
Overview
MRT’s Overview can be seen in Figure 6.  This multipurpose OpenSceneGraph-based scenario viewer provides a 
valuable “birds-eye-view” of the MRVC simulation. It visualizes data from GadgetProbe and MetaTracker, 
classifying objects as static, semi-static, dynamic, and virtual.  Static and semi-static objects represent structures and 
other physical items in the training space that either don’t move (static) or rarely move (semi-static).  Dynamic 
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objects are defined as realtime-tracked objects, such as people,  weapons, and other input devices.  These are added 
to Overview only if position data for them is received from MetaTracker or GadgetProbe.  Finally, virtual objects 
have no real-world analog.  They appear in Overview to represent DIS entities created in VBS2 or other engines/
simulations.  All objects in Overview can have 3D models associated with their name.  These model associations are 
persistent, even if the object itself is removed from the scenario.  For example, if a 3D model has been associated 
with an object called “helmet”,  that model will be attached to any tracked object named “helmet” for which 
Overview receives data. By combining data from its inspection portals and associating 3D models with all of the 
objects in a scenario, Overview can automatically construct a 3D scene similar to whatever is happening in the 
training environment, regardless of the scenario or application that is running.
Overview divides the simulation into “rooms” so the entire MRVC training exercise can be monitored.  Each room 
represents one of the distributed physical spaces that are part of the MRVC training simulation. These spaces may be 
actual equipment (i.e.  humvees, etc.) or simulation systems such as VR devices (e.g.,  CAVE™ systems). Associated 
with each room are 3D models representing the objects inhabiting the real space.  In the case of tracked, moveable 
objects in a room, the last known position and orientation of the objects is saved for later launches of the application.  
Next, one or more rooms are combined into a scenario.  The scenario assigns each room a position, corresponding to 
its relative location in the scenario.  In other words, even if two VR systems lie across the street from each other, in 
the scenario they could be considered adjacent or a thousand miles apart, depending on the characteristics of the 
training exercise. The scenario also stores its own set of 3D models.  These are specific to the scenario and may or 
may not correspond to real-world objects.  Objects stored in the scenario could include 3D buildings or vehicles that 
aren’t directly interacted with in the simulation, but serve as visual references.  Scenarios can also store preset 
positions for objects.   This is particularly useful in MRVC systems, where objects such as walls are rearranged for a 
given scenario.   The wall sections can be laid out in Overview and will appear in their last-known actual locations, 
as in Figure 7.  This method of storing actual object positions with the rooms, accessible to all scenarios, and storing 
desired object positions with the scenarios is ideal for rapid creation and deployment of new training scenarios.
Overview is able to integrate scenarios and rooms together by using eXtensible Markup Language (XML) files that 
reference objects by a human-readable name.  For example, a scenario file will call for objects, such as moveable 
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Figure 6:  MRT’s Overview
walls, to be located at set positions.  These objects are then shown at their last known locations (if this data exists), 
and, if specified, at the intended location using a green hologram-like shading visible on the right side of Figure 7.
To allow Overview to display new 3D objects with minimal user effort,  3D model files corresponding to common 
objects, such as guns, helmets, or moveable walls,  are listed in an XML database called ModelDB.  Each entry in 
ModelDB contains a path to a 3D model file, any necessary transformations to position, rotate, and scale the model 
to local space, as well as keywords that can be used as search tags.  Overview uses this information to attach 3D 
models to new objects as soon as it receives data on them.  For example, MetaTracker might report data on a new 
object named “helmetA”.  Overview can combine this data with a 3D model file obtained by searching ModelDB for 
“helmetA” to display this new information without user intervention.  By combining scenario planning capabilities 
with realtime and non-realtime position information, Overview provides powerful MRVC inspection functionality.  
Launcher
As more numerous and higher resolution displays are required in VR facilities, cluster-based applications have 
become more common.  To use a clustered application, it must be (almost) simultaneously launched on each node of 
a cluster.   This task is fairly straightforward on an established VR system that always runs on the same computers, 
thanks to command line-based launcher scripts.   However, a reconfigurable MRVC application may run on different 
sets of computers for different scenarios. MRVC systems also will use different configuration files for different 
scenarios.  To further complicate things, different applications running on the same system with the same hardware 
configuration may still need other scripts to be run at launch-time to set up environment and other variables.  Finally, 
it is not uncommon for applications to not terminate correctly over a cluster.  This is difficult to detect, and the 
fastest fix is running yet another script to log in to each node and terminate the application.  In short, launching, 
running, and terminating clustered applications has significant challenges. The final component of MRT, Launcher, 
addresses these issues.
Launcher, seen in Figure 7, wraps a Graphical User 
Interface (GUI) around the command line task of 
application launching.  This tool makes running an 
MRVC application simple, yet retains much of the 
flexibility of command line launching.  To launch an 
application, the user need only select the its scenario 
file, choose the desired cluster nodes, select launch 
options, and choose configuration files for other 
properties (such as specific tracking systems or input 
devices).  This eliminates the ambiguity of 
monolithic configuration files that include the 
tracking system, all cluster nodes, and input devices 
in one long file.  As a further option, the user can 
click the “Use GadgetProbe” checkbox to 
automatically include GadgetProbe in the 
application’s configuration and launch script.  Upon 
clicking “Go!”, custom configuration files are 
created using all the options specified in Launcher. 
The necessary launch scripts are created and 
executed,  and the application is launched on all the 
selected cluster nodes. Additional features of Launcher include live pinging of cluster nodes, to give an estimate of 
connectivity and latency, as well as realtime checking if the application is currently running.  It also includes a kill 
button for easy application termination.  To check the output of the application on a particular cluster node, buttons 
are provided that directly open the appropriate log file.  Between all these features, Launcher delivers an application 
configuration and running experience that has already proven itself invaluable for day-to-day use.
RESULTS
The components of MRT have been used extensively for multiple demonstrations and user studies.  Prior to using 
Launcher, separate command line launch scripts were created for each application, and sometimes for each different 
setup of each application.  Changing these was an exhausting exercise,  as multiple script files would have to be 
searched for the parameters to modify.  To make things worse, these scripts often only worked for one particular 
user, requiring that person to be on-hand every time a particular application was used.  With a small amount of initial 
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Figure 7:  MRT’s Launcher
setup, Launcher now allows operators to quickly launch any of the available applications and to change 
configurations without modifying existing files.  Launcher is used frequently to run MRVC applications when 
configurations and applications need to be quickly changed and re-launched.  For example, one user study required 
switching back and forth between two different VRJuggler viewpoint configurations.  Launcher’s GUI allowed the 
study operators to change configurations and re-launch the application in under a minute. Likewise, demos of the 
MIRAGE facility generally involve showing multiple applications to visitors. Launcher allows each application to 
be run in succession without the operator being 
versed in specific command line arguments and 
environment setups.
MetaTracker has proven useful for situations in 
which a single tracking system cannot fully cover the 
area needed for a simulation or activity.  Tests with 
three tracking systems covering the area around a 
door through a wall showed smooth transitions of 
object tracking from one system to the next.  The 
actual tracking data is visualized in Figures 8 and 9, 
with different colors representing the different 
tracking systems. The figures show smooth 
transitions between areas, with  no pauses of the flow 
in tracking data except on the far edges of the 
trackable area.  In a recent user study, MetaTracker 
combined data from two tracking systems to provide 
tracking coverage for the entire area required by the 
study.  If not for MetaTracker, the study could not 
have been performed as integrating the two distinct 
tracking systems would not have been possible.  
Finally, GadgetProbe has also helped to verify device 
functionality many times since its first uses.  User 
studies and demonstrations involving simulated 
weaponry occasionally run into problems with 
communication between the application and the 
weaponry.  GadgetProbe tells the simulation operator 
at a glance if the problem lies in the weapon itself or 
the 3D tracking system.  Its numerical output of 3D 
positions has been useful when tracking systems are 
added or recalibrated, allowing the user to verify the 
MRVC system is receiving correct data.  Problems 
have been diagnosed and solved in minutes whereas 
previously it took hours or days to solve similar 
problems.
CONCLUSIONS
MRT has proven itself to be very useful in real-world 
testing but still has potential for improvement. 
Occasional stability issues need to be addressed,  and 
further verification and validation of each of the 
components must be pursued.  Future versions might 
be made to work with VR and MR frameworks other 
than VRJuggler.  In its current state,  MRT  is designed 
for an environment similar to the MIRAGE, but in 
the future it will take a more generic approach and be 
easier to deploy in other virtual/mixed environments. 
In addition,  updating the user interface to be more 
intuitive will be investigated.  
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Figure 8:  MetaTracker results for three tracking 
systems.  Data points are color-coded by system.  Thick 
lines indicate continuous tracking data, while thin lines 
indicate jumps between data points.
Figure 9:  Closeup of the transition between two 
tracking systems.  The measured discrepancy between 
systems is only about 2-3 inches.
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