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The excess work required to drive a stochastic system out of thermodynamic equilibrium through a
time-dependent external perturbation is directly related to the amount of entropy produced during
the driving process, allowing excess work and entropy production to be used interchangeably to
quantify dissipation. Given the common intuition of biological molecular machines as internally
communicating work between components, it is tempting to extend this correspondence to the
driving of one component of an autonomous system by another; however, no such relation between
the internal excess work and entropy production exists. Here we introduce the ‘transduced additional
free energy rate’ between strongly coupled subsystems of an autonomous system, that is analogous to
the excess power in systems driven by an external control parameter that receives no feedback from
the system. We prove that this is a relevant measure of dissipation—in that it equals the steady-
state entropy production rate due to the downstream subsystem—and demonstrate its advantages
with a simple model system.
I. INTRODUCTION
Over the past twenty-five years, the development of
stochastic thermodynamics has generalized the classi-
cal laws of macroscopic thermodynamics to strongly
fluctuating microscopic systems [1–3]. The theoreti-
cal framework of stochastic thermodynamics provides
a method to assign physical quantities–such as work,
heat, and entropy–to fluctuating systems in contact with
thermodynamic reservoirs, even far from equilibrium.
These physical quantities can be identified along a single
stochastic trajectory, or at the level of probability distri-
butions, allowing for a diverse set of methods to under-
stand the physics of thermodynamic systems across all
scales [4].
In parallel with the formulation of stochastic thermo-
dynamics, a variety of experimental techniques have been
developed that directly test and verify its predictions
through passive observation, or direct manipulation of
an external control parameter [5]. For instance, measure-
ments of heat and work fluctuations have been made in
microscopic systems like an AFM cantilever [6], a torsion
pendulum [7], or an electrical resistor [8]. Additionally,
the widespread utilization of optical tweezers for single-
molecule force spectroscopy has allowed for the direct
verification of theoretical predictions in biological sys-
tems, such as a DNA hairpin [9, 10].
Within this experimental paradigm, where a stochas-
tic system is manipulated using an external device, there
is a convenient correspondence between the excess work
done on the system and the total entropy production [11].
Specifically, the entropy production fluctuation theo-
rem [12] and the Crooks fluctuation theorem [13] are
equivalent for a stochastic system—initially at thermo-
dynamic equilibrium—driven by an external control pa-
rameter that receives no feedback from the system [11].
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Here, the excess work and entropy production can be
used interchangeably when referring to dissipation. This
correspondence is a powerful tool, granting the freedom
to quantify dissipation either through work done in ex-
cess of free energy changes, or system entropy changes
not compensated by heat flows. However, the same such
correspondence does not hold in more complex coupled
systems [14].
While initial experimental tests of stochastic thermo-
dynamics focused primarily on verifying the so-called
fluctuation theorems [5], the use of stochastic thermody-
namics in ever-more complex systems has become com-
monplace. In fact, a central motivation for the field
of stochastic thermodynamics has been to better under-
stand the complex molecular machines in biological sys-
tems [2]. These nanoscale machines consist of strongly
interacting protein complexes, which interconvert be-
tween different forms of energy to perform useful func-
tions within the cell [15]. For instance, the rotary ma-
chine FoF1 ATP synthase makes use of a proton gradient
across the mitochondrial membrane to catalyze the pro-
duction of the chemical energy currency ATP [16, 17],
while the transport motor kinesin utilizes the energy
stored in ATP to directionally transport cargoes through-
out the cell [18].
Entropy production represents a fundamental loss in
the operation of a machine: low-entropy states of a sys-
tem (all gas molecules confined to one half of a cylinder,
a fully extended polymer) or of thermal baths (baths
at different temperatures) can be harnessed to do use-
ful work (push a piston during expansion, exert a force
during compaction, drive a heat engine during heat flow),
whereas high-entropy states have reduced capacity to do
so [19]. Thus in biophysical molecular machines, entropy
production serves as an important performance measure.
Although such machines operate autonomously, there
are many natural comparisons between controlled sys-
tems and molecular machines. For instance, it is concep-
tually straightforward to view the chemical hydrolysis of
ATP as driving the processive motion of the molecular
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2motor kinesin [20], or the Fo component of ATP syn-
thase as mechanically driving the rotation of a central
crankshaft, inducing the F1 component to catalyze the
production of ATP [16]. Thus there is a natural appeal
to quantifying the work (and the excess work) done by
one component of an autonomous biomolecular machine
on another. Indeed, such internal energy flows have been
used to aid in the identification of reaction coordinates
in biomolecular dynamics [21].
Given the biophysical importance of entropy produc-
tion, and the mathematical constraints imposed on it
by fluctuation theorems and second-law-like inequali-
ties, it is tempting to use the correspondence between
excess work and entropy production in systems driven
by an external control parameter to aid in the concep-
tual and quantitative understanding of biomolecular ma-
chines [22–24]. However, while it is still possible to define
excess work internal to such systems as an energy flow,
it has no direct relationship to the entropy production.
In this article, we investigate excess work and entropy
production in strongly coupled autonomous systems, and
present an alternative measure of dissipation—the trans-
duced additional free energy rate—which plays the same
thermodynamic role in autonomous systems as excess
power does in externally driven systems. Specifically, the
steady-state transduced additional free energy rate (dif-
fering from the excess power by an information rate that
captures the effects of inter-system coupling) equals an
entropy production rate. We then illustrate our results in
a simple model of a cyclic mechanochemical motor, where
a mechanical system is driven via its strong coupling to
a stochastic nonequilibrium chemical reaction.
II. STRONGLY COUPLED
MULTI-COMPONENT SYSTEMS
Throughout this article, we consider a bipartite sys-
tem described by two coordinates X and Y , with states
x and y, respectively. The system’s joint dynamics are
described by a discrete-state master equation [14, 25]
dtpxy =
∑
x′,y′
Rxx
′
yy′ px′y′ , (1)
where pxy is the joint probability of state (x, y), dt ≡
d/dt is the time derivative, and Rxx
′
yy′ is the transition
rate matrix element quantifying the rate of the transition
(x′, y′)→ (x, y).
The assumption of bipartite dynamics restricts the en-
tries of the transition rate matrix [14, 25]:
Rxx
′
yy′ =

Rxyy′ if y 6= y′ and x = x′
Rxx
′
y if y = y
′ and x 6= x′
0 otherwise
. (2)
Thus, for the ensemble average AXY ≡
∑
x,y pxyaxy
of the fluctuating quantity axy that depends on the
joint state (x, y), the time rate of change dtAXY =∑
x,x′,y,y′ R
xx′
yy′ px′y′(axy − ax′y′) can be decomposed into
contributions due to the individual dynamics of each sub-
system:
dtAXY =
∑
x,x′,y
Rxx
′
y px′y(axy − ax′y)
+
∑
x,y,y′
Rxyy′pxy′(axy − axy′) (3a)
= A˙X + A˙Y . (3b)
The overdot indicates that—unlike the time derivative
dtAXY —the individual rates (A˙
X and A˙Y ) cannot be
written as the time derivative of a function. Upper-case
letters indicate ensemble-averaged quantities.
A. Entropy production
The entropy production rate (for unitless entropy) of
the joint system is [14]
Σ˙ =
∑
x,y,x′,y′
Rxx
′
yy′ px′y′ ln
Rxx
′
yy′ px′y′
Rx
′x
y′ypxy
≥ 0 . (4)
The total entropy production can be conveniently split
into separate contributions arising from the respective
transitions among subsystems Y and X:
Σ˙ = Σ˙Y + Σ˙X (5a)
=
∑
x,y,y′
Rxyy′pxy′ ln
Rxyy′pxy′
Rxy′ypxy
(5b)
+
∑
x,x′,y
Rxx
′
y px′y ln
Rxx
′
y px′y
Rx′xy pxy
.
Each RHS entropy production rate obeys a second-law-
like inequality,
Σ˙X = dtSX + S˙
X
e − I˙X ≥ 0 (6a)
Σ˙Y = dtSY + S˙
Y
e − I˙Y ≥ 0 . (6b)
dtSX (dtSY ) is the rate of change of the entropy of sub-
system X (Y ). S˙Xe (S˙
Y
e ) is the rate of entropy flow
from the system to the heat reservoir due to X (Y ) dy-
namics, which for a thermodynamic system coupled to
a heat bath (all systems considered here) equals −βQ˙X
(−βQ˙Y ), the negative rate of heat flow into the system—
and hence entropy increase in the heat reservoir—due to
X (Y ) dynamics. (By convention, positive work and heat
correspond to energy flow into the system.)
The information rates are
I˙X =
∑
x,x′,y
Rxx
′
y px′y ln
py|x
py|x′
(7a)
I˙Y =
∑
x,y,y′
Rxyy′pxy′ ln
px|y
px|y′
, (7b)
3for conditional probability px|y ≡ pxy/
∑
x pxy of state x
given state y. I˙X (I˙Y ) represents the rate of change of
mutual information between subsystems X and Y due to
transitions in X (Y ) [14, 25]. Thus, a positive (negative)
information rate I˙X implies that, on average, dynamics
of X increase (decrease) the mutual information between
the two subsystems.
At steady state, the joint-system entropy is unchanging
(dtSXY = 0), as are the entropies of each subsystem
(dtSX = dtSY = 0). Thus, the combined effect of X and
Y dynamics leaves the mutual information unchanged,
so the information rates are opposite (I˙X = −I˙Y ) and
cancel when summing the entropy production rates Σ˙X
and Σ˙Y of each subsystem [Eq. (6)] [14]. Therefore, the
total steady-state entropy production is the sum of each
subsystem’s heat flows:
Σ˙ = −βQ˙Y − βQ˙X . (8)
However, unlike the entropy productions of each subsys-
tem in Eq. (6), neither RHS term is lower bounded by
zero.
B. Excess work
To quantify the energy flow in such a system, we now
treat subsystem Y as a work source for subsystem X, so
that the average rate of work (the average power) done
by Y on X is
βW˙ exY→X =
∑
x,y,y′
β (xy − xy′)Rxyy′pxy′ , (9)
for energy xy of state (x, y). Throughout this article we
exclusively deal with average power and average work, so
for the remainder we omit explicit mention of averages.
For fixed y, the conditional equilibrium distribution of
X is pix|y = exp(−βxy +βFX|y), for conditional equilib-
rium free energy FX|y ≡ −kBT ln
∑
x exp(−βxy). Thus,
the energy can be expressed in terms of the conditional
equilibrium distribution and free energy as
xy = −kBT lnpix|y + FX|y . (10)
The power done onX is the sum of the reversible power
and the excess power,
βW˙Y→X = βW˙ revY→X + βW˙
ex
Y→X (11a)
= β
∑
x,y,y′
Rxyy′pxy′(FX|y − FX|y′)
+
∑
x,y,y′
Rxyy′pxy′ ln
pix|y′
pix|y
. (11b)
The excess power quantifies the rate of energy flow from
subsystem Y into subsystem X which exceeds the rate of
change of the conditional equilibrium free energy of X.
The excess power can be simplified by separating the
X and Y summations,
βW˙ exY→X =
∑
y,y′
Vyy′py′
[∑
x
Rxyy′px|y′
Vyy′
ln
pix|y′
pix|y
]
(12a)
=
∑
y,y′
Vyy′py′βW
ex
yy′ , (12b)
where the X-summation is simply the excess work on X
during transition y′ → y. The coarse-grained rate
Vyy′ ≡
∑
x
Rxyy′px|y′ (13)
is the rate of y′ → y, averaged over the conditional dis-
tribution of X [26]. Vyy′ normalizes the switching-state
distribution
psw,xyy′ ≡
Rxyy′px|y′
Vyy′
, (14)
the conditional distribution of X during a y′ → y transi-
tion.
The excess work per y′ → y transition can be expressed
using Eq. (14) as the difference between the relative en-
tropies of the switching-state distribution with the re-
spective conditional equilibrium distributions after (pix|y)
and before (pix|y′) the transition:
βW exyy′ = D
(
psw,xyy′ ||pix|y
)
−D
(
psw,xyy′ ||pix|y′
)
. (15)
The relative entropy is defined as D(px||qx) ≡∑
x px ln(px/qx) [27].
III. CLASSES OF UPSTREAM DYNAMICS
A. External control parameter
Insofar as it relates to entropy production, the excess
power is a quantity of interest in many systems driven
by an external control parameter. Many experimental
manipulations of machines drive the system according
to dynamics of an experimental apparatus that do not
depend on the system response, i.e., with no feedback.
This corresponds to the special case of the above frame-
work where the Y dynamics are independent of the cur-
rent state of X. Here, we consider stochastic Y dynam-
ics [22–24]; however, in general they could alternatively
be deterministic [28–31].
Since such independent Y dynamics ensure the con-
ditional independence of the target state y and the
current mechanical state x (conditioned on the source
state y′), the data-processing inequality [27] requires
that the Y dynamics reduce the mutual information be-
tween subsystems: I˙Y ≤ 0. Mathematically, for inde-
pendent Y dynamics the information rate I˙Y [Eq. (7b)]
can be written as a negative relative entropy, I˙Y =
4−∑y,y′ Vyy′ py′D (px|y′ ||px|y) ≤ 0, and thus is neces-
sarily non-positive. Therefore, at steady state (where
I˙ = 0), I˙X ≥ 0, and the form of the second law βQ˙X ≤ 0
holds for the heat flow βQ˙X due to X dynamics [32].
For independent Y dynamics, the switching-state dis-
tribution is the conditional distribution px|y′ of x given
the source state y′, independent of the target state y, and
the excess work for transition y′ → y is
βW exyy′ = D
(
px|y′ ||pix|y
)−D (px|y′ ||pix|y′) . (16)
In the timescale-separated limit [26], where the X dy-
namics are much faster than the Y dynamics, the con-
ditional distribution over X equilibrates between each
Y transition, so the second RHS term is zero, reducing
Eq. (16) to the infinite-time excess work [28],
βW exyy′ = D
(
pix|y′ ||pix|y
) ≥ 0 . (17)
This excess work is non-negative for any transition, and
thus the excess power [Eq. (12)] is positive, even for no
net Y flux, Vyy′py′ = Vy′ypy (App. A gives details) [33].
B. Thermodynamically complete system
In autonomous systems (such as molecular machines
consisting of multiple strongly interacting subcompo-
nents) not subject to temporal variation of an external
control parameter, thermodynamic consistency requires
that the entries of the transition rate matrix Rxx
′
yy′ satisfy
generalized detailed balance [4, 34],
ln
Rxx
′
yy′
Rx
′x
y′y
= −β(ωxy − ωx′y′) , (18)
where ωxy is the thermodynamic potential of the joint
state (x, y). Complementary to the joint system’s ener-
getic potential xy which governs its interaction with a
thermal reservoir, the thermodynamic potential ωxy can,
in addition, quantify the coupling between the joint sys-
tem and other types of thermodynamic reservoir—such
as chemical reservoirs through a chemical potential.
We call systems thermodynamically complete when all
rates satisfy local detailed balance [Eq. (18)]. Conversely,
we call systems (such as the independent Y dynamics in
Sec. III A) thermodynamically incomplete when the tran-
sition rates violate Eq. (18), as some external influences
are required to ensure thermodynamic consistency.
In detailed-balanced dynamics—or any dynamics
where subsystem Y receives feedback from X—the excess
work [Eq. (15)] associated with a particular Y transition
is not lower bounded by zero, and can be negative.
We present the transduced additional free energy rate
or TAFER (the name will become clear),
βF˙ addY→X ≡ βW˙ exY→X + I˙Y , (19)
as a measure of dissipation between strongly coupled sub-
systems that is analogous to the excess power [Eq. (12)] in
systems driven by an external control parameter. Much
like the excess power, βF˙ addY→X averages over Y transi-
tions while X remains fixed. Appendix B gives a detailed
derivation.
Unlike the excess power, however, at steady state
TAFER is lower bounded by zero: βW˙ exY→X = −βQ˙X
(see App. C) and I˙Y = −I˙X , so Eq. (19) coincides with
Eq. (6a). In terms of the underlying probability distri-
butions,
βF˙ addY→X =
∑
y,y′
Vyy′py′
[∑
x
psw,xyy′ ln
pix|y′px|y
pix|ypx|y′
]
. (20)
TAFER modifies the excess power in Eq. (12) by the ad-
ditional average of the log-ratio of nonequilibrium condi-
tional distributions over the switching-state distribution
psw,xyy′ . This form clarifies that TAFER vanishes for all
transitions y′ → y in the timescale-separated limit, where
px|y → pix|y.
TAFER can also be written as (see App. D)
βF˙ addY→X = βF˙
neq,Y
X|Y − β dtFX|Y , (21)
where F˙ neq,YX|Y is the change of conditional nonequilibrium
free energy [35] due to the Y dynamics, and dtFX|Y is the
change in equilibrium free energy of X given Y . Thus,
the transduced additional free energy rate is indeed the
rate of change due to the Y dynamics of the additional
free energy in X [35] (above the equilibrium free energy)
F addX|Y ≡ F neqX|Y − FX|Y . (22)
This clarifies that TAFER quantifies how much the Y
dynamics contribute to X being out of conditional equi-
librium.
IV. MODEL SYSTEM
We now illustrate our theory in a minimal model of a
mechanochemical molecular machine. Figure 1 shows a
schematic.
The chemical coordinate Y evolves on a 3-state cycle,
while the mechanical coordinate X contains N discrete
states, evolving on a periodic energy landscape imposed
by the current value of Y . Subsystem X only has transi-
tions between nearest-neighbor states, and obeys periodic
boundary conditions. The instantaneous transition rates
for X and Y are
Rxyy′ = Γchem exp
{− 12β (∆µyy′ + ∆xyy′)} (23a)
Rxx
′
y = Γmech exp
{
− 12β∆xx
′
y
}
, (23b)
where Γchem and Γmech are kinetic prefactors for the
chemical and mechanical rates, quantifying the bare rates
of each process in the absence of any differences in
state energies xy or chemical potentials µy [36]. Thus
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FIG. 1. Schematic of the model mechanochemical sys-
tem. (a) 3-state chemical reaction network representing Y
dynamics. (b) The imposed energy landscape on the mechan-
ical coordinate X (with equidistant discrete states) for Y = y2
and N = 3 mechanical states (Sec. IV A). Each specific chem-
ical state y imposes on X a periodic energy landscape, with
either (c) a single minimum (Sec. IV A) or (d) two local min-
ima (Sec. IV B).
chemical transitions—indicated by changes in chemi-
cal potential—and energy changes fully determine the
transition-rate asymmetries, making the system thermo-
dynamically complete.
We further assume identical chemical potential differ-
ences (∆µyy′ = ∆µ) for each chemical transition, and
(without loss of generality) that positive ∆µ induces net
clockwise rotation of the chemical coordinate. Physically,
the chemical potential differences are generated by out-
of-equilibrium concentrations of products and reactants,
such as ATP and ADP for many molecular machines.
A. Excess power does not equal entropy production
First, we consider a periodic monostable potential,
E(x|y) = 12E‡ cos 2pi (x− y) , (24)
with barrier height E‡ (see Fig. 1b,c). Figure 2 shows
numerical calculations (App. E presents details) of the
steady-state excess power βW˙ exY→X , transduced addi-
tional free energy rate βF˙ addY→X , and mechanical entropy
production rate Σ˙X , as functions of the chemical driving
strength ∆µ. For N = 3 mechanical states, across all
barrier heights the excess power is less than the entropy
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FIG. 2. At steady state, transduced additional free en-
ergy rate equals entropy production rate, but excess
power need not. The excess power βW˙ exY→X (green), trans-
duced additional free energy rate βF˙ addY→X (blue), and entropy
production rate Σ˙X (red dashed) due to X dynamics, each as
a function of the chemical driving strength β∆µ, for a range of
barrier heights βE‡ = 4, 8, 16 (rows) and numbers N = 3, 12
of mechanical states (columns). For all panels, the system
is at steady state for potential (24), Γmech/Γchem = 100,
and rates are nondimensionalized by the chemical bare rate:
Rate∗ ≡ Rate/Γchem.
production rate, while for N = 12, the excess power is
greater. Thus, even for the simple case of N = 3 and X
tracking the current state of Y , the excess power βW˙ exY→X
can significantly differ from the entropy production rate.
In contrast, the transduced additional free energy rate
[Eq. (19)] equals (as expected) the entropy production
rate Σ˙X by the mechanical system’s dynamics, for all en-
ergy barriers βE‡ and numbers N of mechanical states.
B. Excess power can become negative
At steady state, the excess power equals the negative
heat flow −βQ˙X due to X dynamics, and is therefore not
lower bounded by zero (see App. C). To illustrate this,
we consider the periodic bistable potential (see Fig. 1d)
βEPMF(x|y) = (25)
− ln
[
e−
1
2βE
‡ cos 2pi(x−y) + e−
1
2βE
‡
2 cos 2pi(x−y−φ)+β∆E
]
.
the potential of mean force [37] of two offset sinusoidal
potentials. φ and ∆E represent, respectively, the relative
phase shift and energy offset.
Figure 3 shows the steady-state transduced additional
free energy rate βF˙ addY→X , excess power βW˙
ex
Y→X , and en-
tropy production rate Σ˙X due to X dynamics, as a func-
6−15
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FIG. 3. Steady-state excess power can become neg-
ative. Excess power βW˙ exY→X (green), transduced addi-
tional free energy rate βF˙ addY→X (blue), and entropy produc-
tion rate Σ˙X (red dashed), as a function (a) of chemical po-
tential difference β∆µ at fixed ratio Γmech/Γchem = 10
4 of
bare chemical and mechanical transition rates, and (b) of
the ratio Γmech/Γchem for fixed chemical potential difference
β∆µ = 5. Different rows show βE‡ = 4, 8, 16. All calcula-
tions are at steady state for potential (25) and use N = 12,
E∗ ≡ E‡/E‡2 = 1, φ = 1/3, and ∆E/E‡ = 3/8. Rates
are nondimensionalized by the chemical bare rate: Rate∗ ≡
Rate/Γchem. Dotted gray vertical lines indicate in (a) the
chemical potential used in (b), and in (b) the bare rate ratio
used in (a).
tion of (a) chemical potential difference and (b) the ra-
tio Γmech/Γchem of bare mechanical and chemical transi-
tion rates. Once again, TAFER equals the entropy pro-
duction. The excess power is negative for intermediate
chemical potential differences and for large rate ratios:
Γmech/Γchem ' 103.
Physically, the excess power drops below zero because
the switching-state distribution psw,xyy′ for clockwise Y
transitions is dominated by mechanical states x that lose
energy during the transition. As a result, the excess
power required to drive the system via Y dynamics be-
comes negative.
Thus even though the mathematical forms of the trans-
duced additional free energy rate and the entropy produc-
tion rate of the mechanical system are quite different—
one involving a summation over Y transitions at fixed
mechanical state x, the other involving a summation over
X transitions at fixed chemical state y—they are equal
at steady state. The excess power βW˙ exY→X by itself
is not lower bounded by zero and can become negative
(Fig. 3). This reinforces the mathematical demonstration
(Sec. III B) that TAFER is the thermodynamic general-
ization of excess power to autonomous systems.
V. DISCUSSION
Autonomous stochastic systems are models for many
molecular machines, where strong coupling between mul-
tiple stochastic coordinates is central to their functioning.
It is intuitively appealing to view the interacting compo-
nents of a molecular machine as driving one another.
For (non-autonomous) systems where the driver–
subsystem Y in Sec. IV–receives no feedback from the
driven subsystem (X), the excess power flowing from Y
to X equals the entropy produced by the driven subsys-
tem’s dynamics. It is tempting to make use of this corre-
spondence between excess power and entropy production,
but excess power does not play the same role in coupled,
thermodynamically complete, autonomous systems and
has no simple relationship with entropy production.
We introduced here the transduced additional free en-
ergy rate βF˙ addY→X as a measure of dissipation in strongly
coupled stochastic systems that plays the same thermo-
dynamic role as the excess power in systems driven by an
external control parameter. In particular, βF˙ addY→X equals
the steady-state entropy production rate during subsys-
tem X’s dynamics. Furthermore, our investigation of the
transduced additional free energy rate provides a conve-
nient generalization beyond the reversible limit of the
work associated with stochastic driving protocols [38],
and an analysis of the trade-offs between control work
and mutual information complementary to Ref. [39].
We expect that these insights will be useful for on-
going research in stochastic thermodynamics, extend-
ing theoretical results for systems driven by an exter-
nal control parameter [23, 28–31] to autonomous models
of molecular machines. A better understanding of dis-
sipation in thermodynamically complete systems–where
inter-system feedback satisfies local detailed balance–
will clarify the functional capabilities and limitations of
molecular machines. By consistently incorporating feed-
back into the control schema, we can further elucidate
the rich physics in strongly coupled systems.
ACKNOWLEDGMENTS
We thank Steven Blaber (SFU Physics) and Miranda
Louwerse (SFU Chemistry) for insightful comments on
the manuscript. This work is supported by Natural
Sciences and Engineering Research Council of Canada
(NSERC) Canada Graduate Scholarships–Masters and
Doctoral (SJL), the Foundational Questions Institute
grant FQXi-RFP-2019-IaF (JE), an NSERC Discovery
Grant (DAS), and a Tier-II Canada Research Chair
(DAS).
7[1] C. Jarzynski, Equalities and inequalities: Irreversibility
and the second law of thermodynamics at the nanoscale,
Annu. Rev. Condens. Matter Phys. 2, 329 (2011).
[2] U. Seifert, Stochastic thermodynamics, fluctuation the-
orems and molecular machines, Rep. Prog. Phys. 75,
126001 (2012).
[3] U. Seifert, From stochastic thermodynamics to thermo-
dynamic inference, Annu. Rev. Condens. Matter Phys.
10, 171 (2019).
[4] C. Van den Broeck and M. Esposito, Ensemble and tra-
jectory thermodynamics: A brief introduction, Physica
A 418, 6 (2015).
[5] S. Ciliberto, Experiments in stochastic thermodynamics:
Short history and perspectives, Phys. Rev. X 7, 021051
(2017).
[6] J. R. Gomez-Solano, L. Bellon, A. Petrosyan, and
S. Ciliberto, Steady-state fluctuation relations for sys-
tems driven by an external random force, EPL 89, 60003
(2010).
[7] F. Douarche, S. Joubaud, N. B. Garnier, A. Petrosyan,
and S. Ciliberto, Work fluctuation theorems for harmonic
oscillators, Phys. Rev. Lett. 97, 140603 (2006).
[8] N. Garnier and S. Ciliberto, Nonequilibrium fluctuations
in a resistor, Phys. Rev. E 71, 060101(R) (2005).
[9] S. Tafoya, S. J. Large, S. Liu, C. Bustamante, and D. A.
Sivak, Using a system’s equilibrium information to reduce
its dissipation in nonequilibrium processes, Proc. Natl.
Acad. Sci. USA 116, 5920 (2019).
[10] D. Collin, F. Ritort, C. Jarzynski, S. B. Smith,
I. Tinoco Jr, and C. Bustamante, Verification of the
Crooks fluctuation theorem and recovery of RNA fold-
ing free energies, Nature 437, 231 (2005).
[11] M. Esposito and C. Van den Broeck, Three detailed fluc-
tuation theorems, Phys. Rev. Lett. 104, 090601 (2010).
[12] U. Seifert, Entropy production along a stochastic tra-
jectory and an integral fluctuation theorem, Phys. Rev.
Lett. 95, 040602 (2005).
[13] G. E. Crooks, Entropy production fluctuation theorem
and the nonequilibrium work relation for free energy dif-
ferences, Phys. Rev. E 60, 2721 (1999).
[14] J. M. Horowitz and M. Esposito, Thermodynamics with
continuous information flow, Phys. Rev. X 4, 031015
(2014).
[15] A. I. Brown and D. A. Sivak, Theory of nonequilibrium
free energy transduction by molecular machines, Chem.
Rev. 120, 434 (2020).
[16] S. Toyabe, T. Watanabe-Nakayama, T. Okamoto,
S. Kudo, and E. Muneyuki, Thermodynamic efficiency
and mechanochemical coupling of F1-ATPase, Proc.
Natl. Acad. Sci. USA 108, 17951 (2011).
[17] H. Noji, R. Yasuda, M. Yoshida, and K. Kinosita Jr,
Direct observation of the rotation of F1-ATPase, Nature
386, 299 (1997).
[18] M. T. Valentine, P. M. Fordyce, T. C. Krzysiak, S. P.
Gilbert, and S. M. Block, Individual dimers of the mi-
totic kinesin motor Eg5 step processively and support
substantial loads in vitro, Nat. Cell Biol. 8, 470 (2006).
[19] D. V. Schroeder, An Introduction to Thermal Physics
(Pearson, 2000).
[20] J. Wagoner and K. Dill, Mechanisms for achieving high
speed and efficiency in biomolecular machines, Proc.
Natl. Acad. Sci. USA 116, 5902 (2019).
[21] W. Li and A. Ma, Reaction mechanism and reaction co-
ordinates from the viewpoint of energy flow, J. Chem.
Phys. 114, 114103 (2016).
[22] S. J. Bryant and B. B. Machta, Energy dissipation
bounds in autonomous thermodynamic cycles, Proc.
Natl. Acad. Sci. USA 117, 3478 (2020).
[23] S. J. Large, R. Chetrite, and D. A. Sivak, Stochastic con-
trol in microscopic nonequilibrium systems, EPL 124,
20001 (2018).
[24] B. B. Machta, Dissipation bounds for thermodynamic
control, Phys. Rev. Lett. 115, 260603 (2015).
[25] D. Hartich, A. C. Barato, and U. Seifert, Stochastic ther-
modynamics of bipartite systems: transfer entropy in-
equalities and a Maxwell’s demon interpretation, J. Stat.
Mech. , P02016 (2014).
[26] M. Esposito, Stochastic thermodynamics under coarse
graining, Phys. Rev. E 85, 041125 (2012).
[27] T. M. Cover and J. A. Thomas, Elements of Information
Theory, 2nd ed. (Wiley, 2006).
[28] S. J. Large and D. A. Sivak, Optimal discrete control:
minimizing dissipation in discretely driven nonequilib-
rium systems, J. Stat. Mech. , 083212 (2019).
[29] D. A. Sivak and G. E. Crooks, Thermodynamic metrics
and optimal paths, Phys. Rev. Lett. 108, 190602 (2012).
[30] E. Aurell, C. Mej´ıa-Monasterio, and P. Muratore-
Ginanneschi, Optimal protocols and optimal transport
in stochastic thermodynamics, Phys. Rev. Lett. 106,
250601 (2011).
[31] T. Schmiedl and U. Seifert, Optimal finite-time pro-
cesses in stochastic thermodynamics, Phys. Rev. Lett.
98, 108301 (2007).
[32] This insight allows some intriguing interpretations in the
context of the thermodynamics of sensing, where a sys-
tem X collects information about an external and inde-
pendent stochastic variable Y . Rearranging the second
law with the information rate on the RHS of Eq. (6)
yields a refined lower bound on the steady-state dissipa-
tion for the system in terms of the nostalgia [40, 41] or
learning rate [42, 43].
[33] Reference [23] found similar behavior, where the excess
power (Eq. (9) in Ref. [23]) to drive a system through an
ensemble of stochastic control protocols–independent of
the system response–contains a term that is independent
of the driving strength.
[34] P. G. Bergmann and J. L. Lebowitz, New approach to
nonequilibrium processes, Phys. Rev. 99, 578 (1955).
[35] M. Esposito and C. Van den Broeck, Second law and
Landauer principle far from equilibrium, Europhys. Lett.
95, 40004 (2011).
[36] A. I. Brown and D. A. Sivak, Allocating dissipation
across a molecular machine cycle to maximize flux, Proc.
Natl. Acad. Sci. USA 114, 11057 (2017).
[37] D. Frenkel and B. Smit, Understanding molecular simula-
tion: from algorithms to applications, 2nd ed. (Academic
Press, 2002).
[38] G. Verley, C. Van den Broeck, and M. Esposito, Work
statistics in stochastically driven systems, New J. Phys.
16, 095001 (2014).
[39] A. C. Barato and U. Seifert, Thermodynamic cost of ex-
ternal control, New. J. Phys. 19, 073021 (2017).
8[40] S. Still, D. A. Sivak, A. J. Bell, and G. E. Crooks, Ther-
modynamics of prediction, Phys. Rev. Lett. 109, 120604
(2012).
[41] M. E. Quenneville and D. A. Sivak, Energy dissipation
and information flow in coupled Markovian systems, en-
tropy 20, 707 (2018).
[42] A. Barato, D. Hartich, and U. Seifert, Efficiency of cel-
lular information processing, New J. Phys. 16, 103024
(2014).
[43] R. A. Brittain, N. S. Jones, and T. E. Ouldridge, What
we learn from the learning rate, J. Stat. Mech. 2017,
063502 (2017).
[44] N. G. van Kampen, Stochastic processes in physics and
chemistry, 3rd ed. (Elsevier, 2007) Chap. V.2.
Appendix A: Entropy production in
thermodynamically complete or incomplete systems
Here we show how the entropy production of a subsys-
tem differs under dynamics that are detailed balanced
compared to dynamics that are not. In particular, for
the model system in Sec. IV A we show that the entropy
production rate only vanishes at zero driving when the
system is thermodynamically complete. To start, we gen-
eralize the Y transition rates,
Rxyy′ = Γchem exp
{− 12β (∆µyy′ + α [∆xyy′])} (A1)
where the feedback parameter α ∈ [0, 1] interpolates the
chemical dynamics between detailed balanced (α = 1,
Sec. III B) and feedback-free (α = 0, Sec III A). For
all α 6= 1 the system is thermodynamically incomplete,
breaking local detailed balance (18), and for decreasing
α the feedback from the mechanical subsystem X to the
chemical dynamics decreases.
Figure 4 shows the entropy production rate due to sub-
system X dynamics as a function of the chemical driv-
ing strength β∆µ, for energy barriers βE‡ = 4, 8, 16.
As β∆µ→ 0, for a thermodynamically complete system
(α = 1) the entropy production rate Σ˙X vanishes, while
for a thermodynamically incomplete system (α 6= 0), Σ˙X
approaches a nonzero asymptotic value. The asymptotic
value monotonically increases with decreasing α, and is
largest for α = 0, when Y dynamics receive no feedback
from X.
Appendix B: Detailed derivation of transduced
additional free energy rate
At steady state, the rate of change of internal energy
EXY is zero, thus
0 = dtEXY (B1a)
=
∑
x,y,y′
β(xy − xy′)Rxyy′pxy′ (B1b)
+
∑
x,x′,y
β(xy − x′y)Rxx′y px′y .
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FIG. 4. Dynamics that break detailed balance pro-
duce nonzero steady-state entropy production, even
at β∆µ = 0. Across all energy barriers βE‡ = 4, 8, 16, only
detailed-balanced joint dynamics (α = 1, orange curves) pro-
duce vanishing entropy production rate Σ˙X as β∆µ→ 0. For
all other α (blue and gray curves), the entropy production rate
approaches a nonzero value as β∆µ → 0. Y transitions that
are independent of X (α = 0, blue) have the greatest asymp-
totic value, while increasing feedback parameter α monoton-
ically decreases the asymptotic entropy production rate. For
all panels, the number of mechanical states is N = 12, and
the entropy production rate is nondimensionalized by the bare
chemical transition rate: Σ˙X/Γchem.
Substituting this into the entropy production due to X
dynamics [Eq. (5)], we separate the energetic contribu-
tion:
Σ˙X = β
∑
x,y,y′
Rxyy′pxy′ (xy − xy′)− β dtEXY
+
∑
x,x′,y
Rxx
′
y px′y ln
px′|y
px|y
. (B2)
We identify the first RHS term as the power defined in
Eq. (9), while the second and third RHS terms can only
be combined to a derivative of free energy if we include
I˙Y , capturing the change in mutual information due to
the Y dynamics:
β dtEXY −
∑
x,x′,y
Rxx
′
y px′y ln
px′|y
px|y
= β dtEXY −
∑
x,x′,y,y′
Rxx
′
yy′ px′y′ ln
px′|y′
px|y
(B3a)
+
∑
x,y,y′
Rxyy′pxy′ ln
px|y′
px|y
= β dtF
neq
X|Y − I˙Y . (B3b)
Here, we used the definition [Eq. (7b)] of the information
rate due to Y dynamics, and introduced the conditional
nonequilibrium free energy [35],
βF neqX|Y ≡ βEXY − SX|Y . (B4)
EXY ≡
∑
x,y xypxy and conditional entropy SX|Y ≡
−∑x,y pxy ln px|y represent averages of the stochastic en-
ergy and conditional stochastic entropy, over the joint
distribution pxy.
9Consequently, we find:
Σ˙X = βW˙Y→X − β dtF neqX|Y + I˙Y ≥ 0 . (B5)
The transduced additional free energy rate is then defined
using the conditional equilibrium free energy FX|Y (the
average over Y of FX|y) instead of its nonequilibrium
counterpart:
βF˙ addY→X = βW˙Y→X − β dtFX|Y + I˙Y . (B6)
We can now more fully appreciate the similarity be-
tween transduced additional free energy rate and en-
tropy production rate: For processes starting and end-
ing in equilibrium, integrating the entropy production
rate and the excess power give the same result. For
steady-state systems, both measures agree because both
the equilibrium and nonequilibrium free energy are un-
changing. Furthermore, using the equilibrium free energy
in Eq. (B6) results in an expression for the transduced
additional free energy rate which is independent of X dy-
namics, while the same is not true if the nonequilibrium
free energy F neqX|Y [Eq. (B4)] is used, as its rate of change
depends on the X dynamics through the conditional en-
tropy SX|Y .
Appendix C: At steady state, excess power equals
heat flow
Here we derive–for detailed-balanced dynamics–the
equality of the entropy production in the reservoir (heat
flow) due to the dynamics of subsystem X, and the ex-
cess power done on subsystem X by subsystem Y . We
use Eq. (B1) to rewrite the excess power [Eq. (9)] as
βW˙ exY→X =
∑
x,y,y′
β(xy − xy′)Rxyy′pxy′ (C1a)
= −
∑
x,x′,y
β(xy − x′y)Rxx′y px′y (C1b)
=
∑
x,x′,y
Rxx
′
y px′y ln
pix|y
pix′|y
(C1c)
=
∑
x,x′,y
Rxx
′
y px′y ln
Rxx
′
y
Rx′xy
(C1d)
= −βQ˙X . (C1e)
In Eq. (C1c) we use Eq. (10) and the fact that the rate
of change of conditional free energy is zero, as the con-
ditional distributions are unchanging. In Eq. (C1d) we
relate the log ratio of conditional equilibria to the mi-
croscopic rates. Finally, in Eq. (C1e) we substitute the
definition of heat flow from Ref. [14].
Appendix D: Transduced additional free energy rate
and nonequilibrium free energy
Substituting Eq. (14) and Eq. (10) into Eq. (20), the
transduced additional free energy rate can be written as
βF˙ addY→X =
∑
x,y,y′
Rxyy′pxy′ ln
pix|y′px|y
pix|ypx|y′
(D1)
=
∑
x,y,y′
Rxyy′pxy′
[
β
(
xy − FX|y − xy′ + FX|y′
)
+ ln px|y − ln px|y′
]
. (D2)
We now define a stochastic nonequilibrium free energy
βfneqx|y ≡ βxy + ln px|y , (D3)
which is the specific quantity that, when averaged over
the joint distribution pxy, gives the conditional nonequi-
librium free energy [Eq. (B4)].
This definition allows us to rewrite Eq. (D2) as
F˙ addY→X =
∑
x,y,y′
Rxyy′pxy′
[
fneqx|y − fneqx|y′ −
(
FX|y − FX|y′
)]
= F˙ neq,YX|Y − dtFX|Y , (D4)
where F˙ neq,YX|Y is the change of conditional nonequilibrium
free energy that is due to the Y dynamics. Here, we uti-
lized the splitting of rates of change introduced in Eq. (3).
Finally, note that X dynamics don’t modify the average
equilibrium free energy FX|Y , thus dtFX|Y is only due to
Y dynamics.
Appendix E: Simulation details
With rates given by Eqs. (23), for a given (fixed) chem-
ical driving ∆µ, we calculate the steady-state distribu-
tion by solving for the unique right eigenvector pssx′y′
corresponding to the zero eigenvalue of the rate matrix
Rxx
′
yy′ [44]:
Rxx
′
yy′ p
ss
x′y′ = 0 . (E1)
We use the eigenvalue solver in the scipy.linalg python
package to numerically calculate the steady-state dis-
tribution at each chemical driving strength. From this
steady-state distribution, we directly calculate all the dis-
sipation measures: Σ˙X , βW˙ exY→X , and βF˙
add
Y→X .
