





































































































The	 Global	 Financial	 Crisis	 triggered	 a	 severe	 hold	 on	 credit	 lending	 due	 to	 the	 financial	
institutions’	inability	to	assess	credit	applicants	risk	levels	properly.	Based	on	U.S.	data	from	
Lending	 Club,	 we	 conducted	 a	 study	 to	 evaluate	 the	 consequences	 of	 including	


























































According	 to	 the	U.S.	Federal	Reserve,	consumer	 loans	held	by	banks	 in	 late	2017	was	
$1,415bn,	whereas	commercial	and	industrial	loans	amounted	to	$2,125bn1.	The	retail	credit	
business	is	therefore	considered	economically	significant	as	it	represents	around	7.5%	of	the	
























models	which	 are	 designed	 to	 obtain	 a	 lending	 decision	whenever	 a	 consumer	 applies	 for	
credit;	and	behavioural	models	that	predict	the	delinquency	rate	of	consumers	on	their	current	
loans	or	of	credit	portfolios	as	a	whole.	The	first	carries	severe	impact	since	it	rules	the








provision	 of	 credit	 for	 recent	 customers,	 whereas	 the	 latter	 is	 of	 extreme	 importance	 for	
financial	institutions	since	it	is	a	crucial	input	for	capital	requirements	calculations	according	
to	the	Basel	III	banking	regulation.	
The	 first	 reference	 to	 credit	 scoring	 analysis	 was	 made	 by	 Durand	 [1942]	 where	 he	
analysed	a	dataset	containing	good	and	bad	loans	and	computed	a	credit	rating	formula,	based	





institutions.	 These	 methods	 can	 be	 neural	 networks,	 support	 vector	 machine,	 linear	
regression,	decision	trees,	logistic	regression,	fuzzy	logic,	genetic	programming,	discriminant	
analysis,	 Bayesian	 networks,	 hybrid	methods	 and	 ensemble	methods.	 Although	 there	 exist	
various	classification	methods	to	build	credit	scoring	models,	for	the	purpose	of	this	study,	we	
will	 focus	on	 logistic	 regressions	and	tree	ensemble	methods,	given	their	explainability	and	
wide	adoption	throughout	banks	and	credit	institutions.			
Albeit	much	 research,	 credit	 scoring	 literature	 has	 revealed	 itself	 to	 be	 insufficient	 to	
reflect	 recent	 advancements	 in	 state-of-the-art	 predictive	 learning	models	 [Lessman	 et	 al.,	
2015].	More	specifically,	after	the	2007	financial	crisis,	there	 is	a	gap	in	 literature	review	in	





financial	 institutions	 had	 in	 mortgage	 related	 securities.	 It	 is	 characterized	 by	 the	 worst	
financial	 crisis	 since	 the	 Great	 Depression	 and	 its	 consequences	 were	 a	 stagnated	 world	
economy	and	liquidity	constraints	across	the	majority	of	the	financial	markets.		














that	 each	 day,	 banks	 could	 drop	 the	 oldest	 observations	 from	 the	 dataset	 used	 to	 build	 a	
model,	and	include	the	latest	observations,	we	find	that	such	procedure	is	not	feasible	given	
the	regulatory	agencies	mechanisms.	As	so,	in	order	to	accommodate	for	newer	information,	
































adaptability	 of	 credit	 scoring	 models	 by	 allowing	 them	 to	 accommodate	 macroeconomic	
sensibility	 based	 on	 a	 point-in-time	 probability	 of	 default.	 Overall,	 the	 validation	 of	 these	
results	is	carried	out	through	a	misclassification	cost	analysis	with	statistical	metrics	such	as	
the	Gini	coefficient	and	the	ROC-AUC.	
To	 briefly	 present	 our	 key	 results,	 the	 efficiency	 gains	 derived	 from	 the	 inclusion	 of	
macroeconomic	 risk	 factors	 is	 in	 the	 order	 of	 2%	 for	 models	 developed	 in	 a	 stable	
macroeconomic	scenario	and	tested	in	an	extreme	scenario	such	as	the	2007	financial	crisis.	
This	discriminatory	power	improvement	is	given	to	the	inclusion	of	specific	features	to	each	





available	 information.	 Chapter	 4	 presents	 the	 dataset	 used	 in	 this	 study	 and	 the	 empirical	
results	 drawn	 out	 of	 the	 experiment.	 Chapter	 5	 concludes	 on	 the	 analysis	 performed	





























the	 framework	 of	 Cox	 Proportional	 Hazard	 models,	 revealing	 that	 default	 intensities	 of	
consumers	are	significantly	influenced	by	macroeconomic	factors	and	the	inclusion	of	time	of	
origination.	
Even	 in	 more	 classical	 credit	 scoring	 literature,	 several	 attempts	 have	 been	 made	 to	
accommodate	 cyclicality.	 The	use	of	 rating	 transition	matrices	 paired	with	 a	 subdivision	of	




a	 result	of	negative	macro	 shocks,	when	unemployment	 increases,	people	 tend	 to	 support	
their	loss	of	income	by	increasing	credit	card	debt,	which	leads	them	to	become	delinquent	on	
their	monthly	payments	in	case	they	do	not	find	a	job	in	the	next	few	months.		
According	 to	 the	 variety	 of	models	 addressed	 in	 the	 Basel	 III	 accord	 requirements,	we	






approach	 was	 in	 line	 with	 Basel	 II	 requirements	 for	 LGD	 models	 to	 be	 able	 to	 forecast	
accurately	in	downturn	conditions	and	enabling	stress	testing.	Their	findings	were	that	interest	
rates	and	the	unemployment	level	affected	significantly	the	LGD	forecast.		










extreme	 scenario	 in	 the	 first	 place.	 Since	 the	motivation	 of	 our	work	 arises	 from	 extreme	







































When	 considering	 explainability,	 models	 with	 linear	 parameters	 are	 easier	 to	 explain	 and	
understand	since	one	can	quickly	grasp	the	 impact	of	each	parameter	 in	 the	 final	 result	by	
assessing	 its	 coefficient.	 On	 the	 other	 hand,	 recent	 developments	 in	 machine	 learning	













where	𝜋 = 𝑃(𝑌 = 𝑦$)	and	𝜃	is	the	vector	representing	the	model	factors.	Since	we	are	trying	



























𝐹* 𝑥 = 	𝐹$ 𝑥 +	ℎ$(𝑥)	
	
This	 process,	 however,	 is	 then	 repeated	 several	 times	 through	 an	 iteration	 that	 will	 keep	
improving	the	classifier:	
	
















classifier	 by	 implementing	 a	 process	 of	 recursive	 feature	 elimination.	 Secondly,	 since	 this	
method	 is	 relatively	biased	 towards	 variables	with	more	 categories,	we	will	 also	 select	 the	





































The	 descripted	 mechanism	 will	 be	 applied	 to	 both	 the	 data	 set	 that	 includes	 the	
macroeconomic	risk	factors	and	the	one	that	does	not.	Such	procedure,	will	not	only	enable	









𝐺𝑖𝑛𝑖	𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 ≈ 2	×	𝐴𝑈𝐶 − 1	
	








































of	a	model.	For	this	study	 in	particular,	 the	Gini	will	be	the	metric	taken	 into	consideration	













the	 9,5-year	 period,	 01/06/2007	 to	 01/03/2017,	 from	 the	 Lending	 Club	 database.	 Lending	
Club6	is	a	peer-to-peer	lending	company	which	makes	his	data	available	to	the	general	public.	
































When	considering	 the	data	set	 in	which	we	will	develop	the	credit	 scoring	models,	 it	 is	
important	to	assess	the	stability	of	the	populations	from	the	different	partitions	that	we	will	
make	to	test	our	hypothesis.	Hence,	the	distribution	of	observations	is	a	limitation	that	we	shall	
consider	 in	 our	 inferences.	 Given	 that	 Lending	 Club	 started	 its	 operations	 in	 2007,	 the	





Each	 observation	 presents	 regularly	 the	 32	 features	 above	 mentioned,	 which	 are	








However,	 as	 Louzada	 et	 al.	 [2016]	 correctly	mentioned,	 as	much	 as	 current	 information	 is	
widely	available,	given	the	modernization	of	the	internet	and	the	establishment	of	large	data	




of	 observations,	 a	 characteristic	 that	 contributes	 favourably	 for	 the	 stability	 of	 the	models	
being	built.	Finally,	it	is	very	important	to	consider	that	credit	data	sets	only	have	information	
available	 from	 the	 individuals	 to	whom	they	have	provided	 loans,	 thus,	 rejection	 inference	
plays	a	very	important	role	in	the	credit	risk	landscape.	Fortunately,	through	a	rare	sample	that	
includes	 rejected	 applicants,	 Crook	 and	 Banasik	 [2004]	 were	 able	 to	 prove	 that	 rejection	
inference	tends	to	leave	regression	coefficients	unchanged,	making	this	study	valid	to	conclude	
from.	
Since	 our	 study	 is	 based	 on	 the	 premise	 of	 adding	macroeconomic	 risk	 factors	 to	 the	
original	data	set,	we	resorted	to	a	credited	U.S.	database7	to	obtain	our	pre-selected	features	




































In	 order	 to	 build	 a	 binary	 classifier,	 it	 is	 crucial	 that	 the	 target	 feature,	 in	 this	 case	 an	



























































































Validation	set	 45.14%	 41.29%	 41.52%	
Test	set	 25.91%	 23.57%	 25.76%	
Macroeconomic	
Models	
Validation	set	 47.61%	 42.68%	 43.11%	
Test	set	 28.10%	 25.05%	 27.96%	
Differential	
(Macro	-	Raw)	
Validation	set	 +	2.47%	 +	1.39%	 +	1.59%	

































Validation	set	 39.20%	 36.58%	 38.03%	
Test	set	 30.18%	 24.76%	 29.02%	
Macroeconomic	
Models	
Validation	set	 39.50%	 36.62%	 38.19%	
Test	set	 31.83%	 27.28%	 30.77%	
Differential	
(Macro	-	Raw)	
Validation	set	 +	0.30%	 +	0.04%	 +	0.16%	































1) The	 increase	 in	performance	resulting	 from	the	 inclusion	of	macroeconomic	risk	




there	 is	also	evidence	that	 for	models	built	 in	 their	current	economic	cycle,	 few	
variations	 of	 the	 macroeconomic	 indicators	 can	 increase	 the	 sensitivity	 of	 the	
model	to	better	score	credit	applicants.		
3) Finally,	 among	 the	 three	 included	 macroeconomic	 indicators,	 the	 civilian	
unemployment	 rate	and	 the	 industrial	production	 index	present	more	 statistical	
significance	than	the	GDP	growth,	as	proven	by	the	feature	selection	approach	that	













capital	 requirements.	 Ignoring	 economic	 cycles	 has	 a	 great	 impact	 on	 credit	 institutions	
balance	sheets	and	the	overwhelming	process	that	goes	from	developing	a	model	until	having	
it	approved	and	ready	for	deployment	varies	according	to	the	specific	business	of	the	credit	
lender.	 For	 instance,	whilst	 credit	unions	have	more	 flexibility	 since	 they	are	not	 as	 tightly	



















under	 the	 described	 situation.	 Adding	 to	 this,	 our	 test	 set	 contains	 a	 small	 amount	 of	
observations	when	compared	to	the	development	set.	Although	there	is	no	harm	in	testing	a	
model	under	a	restricted	number	of	observations,	in	this	case	the	fact	that	there	were	only	so	
few	 observations	 for	 the	 testing	 period,	 might	 indicate	 a	 more	 cautious	 selection	 of	 the	
population	to	whom	it	was	conceived	credit.	This	might	result	in	a	through-the-door	population	
slightly	different	than	the	one	we	have	developed	our	models	on.	Such	fact	does	not	depend	




we	 could	 include	 in	 the	 development	 of	 our	model.	 Such	 feature	would	 be	 of	 interest	 to	
consider,	 since	we	believe	 that	an	excellent	credit	 scoring	model	 should	have	 training	data	
across	 the	entire	economic	cycle.	We	could	however,	have	 included	part	of	 the	population	
from	the	global	financial	crisis	period,	but	such	approach	would	lead	our	analysis	to	a	bias,	in	





























The	 course	 of	 this	 study	 makes	 us	 advocate	 for	 further	 work	 on	 the	 inclusion	 of	
macroeconomic	 risk	 factors	 in	 credit	 scoring	models.	 Firstly,	 further	 study	 to	 discover	 the	
impact	of	our	approach	to	the	financial	institutions	capital	requirements	is	needed	to	assess	
the	potential	consequences	that	arise	from	it.	Secondly,	the	uniqueness	of	our	data	set	calls	
for	 additional	 testing	 of	 the	 used	 methodology	 among	 different	 data	 sets	 and	 recessions	
characterized	by	diverse	economic	conditions.	Finally,	 although	 living	 in	a	 rather	globalized	
world,	each	country’s	reaction	to	a	recession	is	different,	and	other	macroeconomic	indicators	
should	be	considered	when	assessing	different	populations’	risk	levels.	
 
 
 
 
	
 18	
References	
	
Agarwal,	S.,	&	Liu,	C.	(2003).	Determinants	of	Credit	Card	Delinquency	and	Bankruptcy:	Macroeconomic	Factors.	Journal	of	
Economics	and	Finance,	27(1),	75–84.	
Ali,	A.,	&	Daly,	K.	(2010).	Macroeconomic	determinants	of	credit	risk:	Recent	evidence	from	a	cross	country	study.	
International	Review	of	Financial	Analysis,	19(3),	165–171.		
Banasik,	J.,	Crook,	J.,	&	Thomas,	L.	(2003).	Sample	selection	bias	in	credit	scoring	models.	Journal	of	the	Operational	Research	
Society,	54(8),	822–832.	
Bellotti,	T.,	&	Crook,	J.	(2012).	Loss	given	default	models	incorporating	macroeconomic	variables	for	credit	cards.	
International	Journal	of	Forecasting,	28(1),	171–182.		
Berge,	T.	J.,	&	Jorda,	O.	(2011).	Evaluating	the	classification	of	economic	activity	into	recessions	and	expansions.	American	
Economic	Journal:	Macroeconomics,	3(2),	246–277.	
Crook,	J.,	&	Banasik,	J.	(2004).	Does	reject	inference	really	improve	the	performance	of	application	scoring	models?	Journal	
of	Banking	and	Finance,	28(4),	857–874.	
Desai,	V.	S.,	Crook,	J.	N.,	&	Overstreet,	G.	A.	(1996).	A	comparison	of	neural	networks	and	linear	scoring	models	in	the	credit	
union	environment.	European	Journal	of	Operational	Research,	95(1),	24–37.		
Durand,	D.	(1942).	Risk	Elements	in	Consumer	Instalment	Financing.	Journal	of	Marketing,	6(4),	407–408.	
Fei,	F.,	Fuertes,	A.-M.,	&	Kalotychou,	E.	(2012).	Credit	Rating	Migration	Risk	and	Business	Cycles:	CREDIT	RATING	MIGRATION	
RISK	AND	BUSINESS	CYCLES.	Journal	of	Business	Finance	&	Accounting,	39,	229–263.		
Figlewski,	S.,	Frydman,	H.,	&	Liang,	W.	(2012).	Modeling	the	effect	of	macroeconomic	factors	on	corporate	default	and	credit	
rating	transitions.	International	Review	of	Economics	and	Finance,	21(1),	87–105.		
Good,	J.	(1944).	Application	of	the	Logistic	Function	to	Bio-Assay.	Journal	of	the	American	Statistical	Association,	77(378),	
342–344.	
Hand,	D.	J.,	&	Henley,	W.	E.	(1997).	Statistical	Classification	Methods	in	Consumer	Credit	Scoring:	a	Review.	Royal	Statistical	
Society,	523–541.		
Huang,	C.-L.,	Chen,	M.-C.,	&	Wang,	C.-J.	(2007).	Credit	scoring	with	a	data	mining	approach	based	on	support	vector	
machines.	Expert	Systems	with	Applications,	33(4),	847–856.		
Hume,	M.,	&	Sentance,	A.	(2009).	Journal	of	International	Money	The	global	credit	boom :	Challenges	for	macroeconomics	
and	policy.	Journal	of	International	Money	and	Finance,	28(8),	1426–1461.		
Kosow,	H.,	&	Gassner,	R.	(2008).	Methods	of	Future	and	Scenario	Analysis.	
Lan,	Y.,	Janssens,	D.,	Chen,	G.,	&	Wets,	G.	(2006).	Improving	associative	classification	by	incorporating	novel	interestingness	
measures.	Expert	Systems	with	Applications,	31,	184–192.		
Lessmann,	S.,	Baesens,	B.,	Seow,	H.	V.,	&	Thomas,	L.	C.	(2015).	Benchmarking	state-of-the-art	classification	algorithms	for	
credit	scoring:	An	update	of	research.	European	Journal	of	Operational	Research,	247(1),	124–136.	
Louzada,	F.,	Ara,	A.,	&	Fernandes,	G.	B.	(2016).	Classification	methods	applied	to	credit	scoring:	Systematic	review	and	
overall	comparison.	Surveys	in	Operations	Research	and	Management	Science,	21(2),	117–134.		
Louzada,	F.,	Ferreira-Silva,	P.	H.,	&	Diniz,	C.	A.	R.	(2012).	On	the	impact	of	disproportional	samples	in	credit	scoring	models:	
An	application	to	a	Brazilian	bank	data.	Expert	Systems	with	Applications,	39(9),	8071–8078.		
Malik,	M.,	&	Thomas,	L.	C.	(2010).	Modelling	credit	risk	of	portfolio	of	consumer	loans.	Journal	of	the	Operational	Research	
Society,	61(3),	411–420.		
Mileris,	R.	(2012).	Macroeconomic	Determinants	of	Loan	Portfolio	Credit	Risk	in	Banks.	Inzinerine	Ekonomika-Engineering	
Economics,	23(5),	496–504.	
Nickell,	P.,	Perraudin,	W.,	&	Varotto,	S.	(2000).	Stability	of	rating	transitions.	Journal	of	Banking	&	Finance,	24(1–2),	203–227.	
Shi,	Y.	(2010).	Multiple	criteria	optimization-based	data	mining	methods	and	applications:	A	systematic	survey.	Knowledge	
and	Information	Systems,	24(3),	369–391.	
Stepanova,	M.,	&	Thomas,	L.	C.	(2002).	Survival	Analysis	Methods	for	Personal	Loan.	Operations	Research,	50(2),	277–289.	
Taylor,	P.,	Härdle,	W.,	Mammen,	E.,	Müller,	M.,	Hardle,	W.,	&	Muller,	M.	(2012).	Testing	Parametric	versus	Semiparametric	
Modeling	in	Generalized	Linear	Models.	Journal	of	American	Statistical	Association,	(February	2013),	37–41.
References	
	
 19	
Thomas,	L.	C.	(2000).	A	survey	of	credit	and	behavioural	scoring:	forecasting	financial	risk	of	lending	to	consumers.	
International	Journal	of	Forecasting,	16(2),	149–172.	
Vanek,	T.	(2016).	Economic	Adjustment	of	Default	Probabilities.	European	Journal	of	Business	Science	and	Technology,	2(2),	
122–130.	
West,	D.	(2000).	Neural	network	credit	scoring	models.	Computers	and	Operations	Research,	27(11–12),	1131–1152.	
Xu,	X.,	Zhou,	C.,	&	Wang,	Z.	(2009).	Credit	scoring	algorithm	based	on	link	analysis	ranking	with	support	vector	machine.	
Expert	Systems	with	Applications,	36(2	PART	2),	2625–2632.		
Ziari,	H.	A.,	Leatham,	D.	J.,	&	Ellinger,	P.	N.	(1997).	Development	of	statistical	discriminant	mathematical	programming	model	
via	resampling	estimation	techniques.	American	Journal	of	Agricultural	Economics,	79(4),	1352–1362.	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
 20	
Appendix	
	
Table	A.1:	Data	dictionary	of	features	included	in	the	final	sample	
	
	
	
	
	
	
	
	
	
	#	 Feature	 Description	
1	 acc_now_delinq	 The	number	of	accounts	on	which	the	borrower	is	now	delinquent.	
2	 addr_state	 The	state	provided	by	the	borrower	in	the	loan	application	
3	 annual_inc	 The	self-reported	annual	income	provided	by	the	borrower	during	registration.	
4	 application_type	 Indicates	whether	the	loan	is	an	individual	application	or	a	joint	application	with	two	co-borrowers	
5	 chargeoff_within_12_mths	 Number	of	charge-offs	within	12	months	
6	 collections_12_mths_ex_med	 Number	of	collections	in	12	months	excluding	medical	collections	
7	 default	 Flag	indicating	if	the	borrower	defaulted	on	his	loan	or	successfully	completed	the	payment	plan.	
8	 delinq_2yrs	 The	number	of	30+	days	past-due	delinquencies	in	the	borrower's	credit	file	for	the	past	2	years	
9	 delinq_amnt	 The	past-due	amount	owed	for	the	accounts	on	which	the	borrower	is	now	delinquent.	
10	 dti	 The	borrower’s	debt-to-income	ratio,	excluding	mortgage	and	the	LC	loan.	
11	 emp_length	 Employment	length	in	years.	Possible	values	are	between	0	and	10.	
12	 grade	 LC	assigned	loan	grade	
13	 home_ownership	 The	home	ownership	status.	Our	values	are:	RENT,	OWN,	MORTGAGE,	OTHER	
14	 initial_list_status	 The	initial	listing	status	of	the	loan.	Possible	values	are	–	W,	F	
15	 inq_last_6mths	 The	number	of	inquiries	in	past	6	months	(excluding	auto	and	mortgage	inquiries)	
16	 installment	 The	monthly	payment	owed	by	the	borrower	if	the	loan	originates.	
17	 issue_d	 The	month	which	the	loan	was	funded	
18	 loan_amnt	 The	listed	amount	of	the	loan	applied	for	by	the	borrower.	
19	 mths_since_earliest_cr_line	 Months	since	the	borrower's	earliest	reported	credit	line	was	opened	
20	 mths_since_last_delinq	 The	number	of	months	since	the	borrower's	last	delinquency.	
	21	 open_acc	 The	number	of	open	credit	lines	in	the	borrower's	credit	file.	
22	 pub_rec	 Number	of	derogatory	public	records	
23	 pub_rec_bankruptcies	 Number	of	public	record	bankruptcies	
24	 purpose	 A	category	provided	by	the	borrower	for	the	loan	request.	
25	 pymnt_plan	 Indicates	if	a	payment	plan	has	been	put	in	place	for	the	loan	
26	 revol_bal	 Total	credit	revolving	balance	
27	 revol_util	 Revolving	line	utilization	rate.	
28	 tax_liens	 Number	of	tax	liens	
29	 term_in_mths	 The	number	of	payments	on	the	loan.	Values	are	in	months	and	can	be	either	36	or	60.	
30	 title	 The	loan	title	provided	by	the	borrower	
	31	 total_acc	 The	total	number	of	credit	lines	currently	in	the	borrower's	credit	file	
32	 verification_status	 Indicates	if	income	was	verified	by	LC,	not	verified,	or	if	the	income	source	was	verified	
Appendix	
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Table	A.2:	List	of	selected	features	according	to	the	method	applied		
	
	
	
	
	
	
	
	
	
	
	
	
																							
	
															*Macroeconomic	Risk	Factors	
	
	
	
	
	
	
	
	
		
Feature	 Feature	Selection	Metric	 Individual	Gini	
dti		 0.076	 0.189	
revol_bal	 0.068	 Lower	than	threshold.	Not	included	
revol_util	 0.067	 0.103	
mths_since_earliest_cr_line	 0.067	 0.058	
annual_inc	 0.065	 0.120	
instalment	 0.065	 0.070	
total_acc	 0.055	 Lower	than	threshold.	Not	included	
loan_amnt	 0.051	 0.089	
grade	 0.051	 0.361	
addr_state	 0.049	 Lower	than	threshold.	Not	included	
open_acc	 0.046	 Lower	than	threshold.	Not	included	
mths_since_last_delinq	 0.042	 Lower	than	threshold.	Not	included	
ind_pro*	 0.041	 0.056	
unem_rate*	 0.036	 0.087	
emp_length	 0.032	 Lower	than	threshold.	Not	included	
title	 0.027	 Lower	than	threshold.	Not	included	
gdp_gro*	 0.027	 0.042	
term_in_mths	 0.021	 0.185	
verification_status	 Lower	than	threshold.	Not	included	 0.113	
home_ownership	 Lower	than	threshold.	Not	included	 0.103	
inq_last_6mths	 Lower	than	threshold.	Not	included	 0.076	
purpose	 Lower	than	threshold.	Not	included	 0.041	
