We study the simultaneous approximation properties of the well-known Phillips operators. We establish the rate of convergence of the Phillips operators in simultaneous approximation by means of the decomposition technique for functions of bounded variation.
Introduction
Phillips operators (see, e.g., [5] ) are defined as May [4] estimated some direct and inverse results for certain combinations of these operators. Very recently Finta and Gupta [1] studied some direct and inverse results for the second-order Ditzian-Totik modulus of smoothness. The rates of convergence in ordinary approximation for function of bounded variation for these operators and similar types of operators were estimated in [2, 3, 7] . Very recently Srivastava and Gupta [6] proposed a general family of linear positive operators, which include the Phillips operators as special case, but they have estimated the rate of convergence in ordinary approximation. In the present paper we investigate and estimate the rate of convergence of the Phillips operators in simultaneous approximation by means of the decomposition technique for functions of bounded variation.
2 Simultaneous approximation for the Phillips operators
Auxiliary results
In this section we give the following lemmas, which will be needed to prove our main result, given in Section 3. 
where
and Lemma 2.1 is thus proved.
Remark 2.2.
The above lemma can be utilized to give better estimate over the main results of [2, 3, 6] .
Proof. First by the definition,
Using the identity p
Thus the result is true for r = 1. We prove the result by induction hypothesis, and for this we suppose it is true for r = i. Then
Again using the identity p
Integrating by parts, we obtain
which was proved and this completes the proof of Lemma 2.3.
Also, there holds the following recurrence relation: Consequently, by the recurrence relation, for all x ∈ [0,∞),
(2.15)
Integrating by parts, we get the required recurrence relation. The other consequences easily follow from the recurrence relation.
Remark 2.5. In particular by Lemma 2.4, for given any number λ > 2 and 0 < x < ∞, we get for n ≥ 2, Lemma 2.7. Suppose x ∈ (0,∞), r ∈ N, and K r,n (x,t) = n ∞ k=0 p n,k (x)p n,k+r−1 (t). Then for λ > 2 and for n ≥ 2, there hold
(2.18)
Proof. We first prove (2.17) as follows:
by using (2.16). The proof of (2.18) follows along similar lines.
Rate of convergence
We denote the class B r,α by B r,α = { f : ± (x) we mean f (x±). Now we are ready to prove and state our main theorem.
Theorem 3.1. Let f ∈ B r,α , r = 1,2,..., α > 0. Then for every x ∈ (0,∞) and n≥max{2,4α},
1)
where g r,x is the auxiliary function defined by
and V b a (g r,x (t)) is the total variation of g r,x (t) on [a, b] . In particular g 0,x (t) ≡ g x (t) as defined in [3] .
Simultaneous approximation for the Phillips operators
Proof. Clearly
In order to prove the result we need the estimates for P (r) n (g r,x ,x) and P (r) n (sign(t − x),x). We first estimate P (r) n (sign(t − x),x) as follows:
It is easily verified that A r,n (x) + B r,n (x) = 1. Thus P (r)
Using the fact that
Proceeding along similar lines as in [3] , we get
Next we estimate P (r) n (g r,x ,x), and for this, note that by Lebesgue-Stieltjes integral representation, we have where (3.12)
