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Upper and lower bounds for the covering number of a graph are obtained. It is shown, by 
probabilistic methods, that there exists a large class of graphs for which the upper bound 
obtained is essentially best possible. 
Let G be a finite graph with vertex set V. If u, 2, E V, u is said to cover 2) if u = 2, 
or u and 2, are adjacent. If A and B are subsets of V, B is said to cover A if 
every point of A is covered by some point in B. Let 
6(G) =min {IBI: B covers V}. 
6(G) is called the covering number of G. (The terms dominance number and 
,\bsorption number are also used; see [ 1, 3, 41.) It is clear that 6(G) depends 
heavily on the structure of G, In [6] bounds for 6(G) are given in terms of 
mzximal spanning 2-forests of G. In this paper we investigate the problem of 
determining bounds for 6(G) in terms of the maximal and minimal degrees. 
First we state the following result. 
Theorem 1. Let G be a graph with vertex set V, 1 V! = n. Suppose eckch v E V has 
degree at least d - 1 &rnd at most D - 1. Then 
We do not give the proof of Theorem 1 here. The lower bound given in (1) is 
obvious, and we point out that the upper bound may be established via the 
methods of [5] where a similar result is proved for the vertex-edge covering 
number. See also [7] and [S] for further discussions. 
Simple examples show that the lower bound in (1) cannot, in general, be 
improved. It is natural to ask to what extent the upper bound may be sharpened. 
We shall show, in fact, that no improvement is possible by showing that if d is 
moderatively large c:in a sense to be made precise later) the upper bound given by 
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( I) is the right order of magnitude of S(G) for a large class of graphs G. More 
precisely, we prove the following theorem. 
Theorem 2. Let 0 < E C 3 and 0 C y C 1. Then f0r all sz.#cientCy large n and any d 
satisfying 
n (2’3’ tr < d < vn (2) 
there exists a graph G on n uertices, having minimal degree -d and for which 
where c 
n logn 
8(G)-y--, 
is any positive constant satisfying 
~log(1-~)+2rE>o. 
Y 
(3 
(4) 
Proof. Let V={l,2 ,..., n}. Suppose n is odd and put n = 2N + 1. For u, u E V 
let 
(u(u, U) = lu-VI 
if Iu-v(sN, 
2N+ 1 -]u--ul if ]u-ul3ZV+ 1. 
(We may think of 1,2, . . . , n as equispaced points on a circle of circumference n. 
~1 (u, v) is then the distance between u and U, measured along the circle.) Let Xi, 
i=1,2,. . , , N be mutually independent random variables with values 0 and 1 
such that, for each i, 
P,(& = l):=p and Pr(Xi =O)= l-p 
where p = d/n. Note that, by (2), 
n -( 1/3He < p ( ‘y. (5) 
Let SN =x,+x:!+* l l +X,. SN is then a random variable with mean Np and 
variance Np(1 -p) (see [2, p. 2141). For each of the 2N sequences A = 
( - -- Al’, 112, * * *, &) let GA be the graph with vertex set V and edge set 
EA ‘{(IA, u):a(u, II)= t,X, = 1). 
G,., is a regular graph of degree 2SN. By Chebychev’s inequality [‘see [2, p 2191) 
p,(Np - N”‘” < S, < Np + N3”) > 1 - pJN”” 
and it follows, via (2) and (5) that, as n -+ 00, 
P,(d-2n3”<2SN<d+2n3”)-, 1. 
Thus almost all GA are rcgtiar of degree -d. 
Let (c is a constant satisfying (4)) 
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Let B ={b,, &,. . . , 6,,,} be a subset of V. Let V, ={o,, u2,. . . , u,} be a maximal 
subset of V with the property that the numbers cy (t.+, 6,) i = 1,2, . . . , r, j = 
192 9***9 m are distinct. Then every o E V must satisfy one of the m2r equations 
a(u,b,)=a(q,bl), i,l=l,2 ,..., m; j=l,2,...,r, (7) 
since, otherwise, we could put v,+~ =o and this would contradict he maximality 
of V,. Each of the equations given by (7) has at most two solutions in U. Thus we 
must have 2m2ra n. So that 
r 3 n/2m2. (8) 
For fixed i and j, 
P,( bi does not cover ui ) = Pr(Xg(h,,u,) = 0) = 1 - p. 
Since the random variables X1, X2,. . . , X,, are independent, 
P&B does not cover (Ui}) = ( I- p)“. 
Thus 
P,(B covers { 2~)) = 1 - (1 - p)? 
The independence of the Xi again gives 
P,(B covers V,) = (1 - (1 - p)“‘)‘. 
Thus 
P,(B covers V&(1-(l-p)“)‘, 
and, finally, 
P.(At least one B of size m covers V)S i (1 -(l -p)“)’ = T. 
0 
If we can show that T + 0 as n -+ 00, it will follow that almost all of the graphs 
GA cannot be covered by any set of vertices of size m, and this will complete the 
proof of the theorem. We have 
T= ’ 0 (1-(1-p)m)r<nm(l-(1-p)m)n’2m’, by (8), m 
= nm((l _ (1 _ p)m)l/~l-p~m)n~l-p~~/2m2 < nme-n(l-p)m/2m2 
=exp{mlogn-n(l-p)“/2m2}. 
Thus to show that T-0, it suffices to show that 23 = n( 1 -p)” - 2m” log n 300 
as n ---9 a~. One can readily verify, using (2), (6) and the relation p = d/n, that the 
following inequality hol& 
H> n<c/v)log(l-_y)+2E 
and the desired result follows from (4). This completes the proof of Theorem 2. 
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We have not been able to exhibit explicitly graphs whose covering number 
satisfy (3). 
Our results extend easily to hypergraphs. Let G be an r-uniform hypergraph. 
Two vertices of G are adjacent if they both belong to some edge. The degree of a 
vertex is the number of vertices to which it is adjacent. A vertex u is said to cover 
a vertex u if u = u or u and ZI are adjacent. The definition of the covering number 
6(G) of G is as for ordinary graphs. Theorem 1 then carries over with no change. 
Furthermore the upper bound for 6(G) afforded by (1) is, to within a constant 
fact, best possible. In order to see this let H be a Z&graph obtained via the method of 
Theorem 2. If r = 2t let G be the r-uniform hypergraph obtained by juxtaposing 
t vertex disjoint copies of H. For example, if t = 4 and the edges of H are (a, b}, 
(a, c}, (6, c}, then G is the graph whose edges are {a,, b,, a2, b3, (a,, c,, u2, c,}, 
(b,, cl, b2, c?). It is easy to see that 8(G) = 6(H). If r =2t+ 1 the situation is 
slightly more complicated. Let B be a minimal covering set for H and let G be 
formed by first juxtaposing f + 1 copies of H and then deleting a vertex from each 
edge of the last copy, subject to the condition that if an edge contains exactly one 
member of B, then this is the vertex which is deleted. One easily verifies that 
6(G)= 80-9) and thus if 6(H) satisfies (3) so does 8(G). 
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