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This thesis explores data fusion and distributed robotic perception through a series
of theoretical developments, analyses and experiments. First, a GSF with com-
ponent extended Kalman filters (EKF) is proposed as an approach to localize an
autonomous vehicle in an urban environment with limited GPS availability. The
GSF is used because of its ability to represent the posterior distribution of the ve-
hicle pose with better efficiency (fewer terms, less computational complexity) than
a corresponding bootstrap particle filter with various numbers of particles due to
the interaction with measurement hypothesis tests. A series of in-depth empirical
studies are performed using 37 minutes of recorded data from Cornell University’s
autonomous vehicle driven in an urban environment, including a 32 minute GPS
blackout.
Second, a distributed grid-based terrain mapping algorithm using Gaussian
Mixture Models is developed for use in tree connected and arbitrary connected
sensor networks. The distributed data fusion rules are developed that operates di-
rectly on the sufficient statistics summarizing the grid-cell height and uncertainty.
The distributed grid-based terrain mapping algorithms is demonstrated in an ex-
perimental environment involving 8 autonomous robots operating in an indoor
environment for 120 seconds.
Third, an algorithm to segment 3D points in dense range maps generated from
the fusion of a single optical camera and a multiple emitter/detector laser range
finder is presented. The algorithm is demonstrated on data collected with the
Cornell University DARPA Urban Challenge vehicle.
Finally, two information theoretic procedures for fusing multiple distributions
with unknown correlation are developed. The first approach developed is Entropy
Weighted Chernoff fusion; this fusion procedure biases the WEP fusion weight to-
wards the distribution with the lowest entropy. An information loss for the WEP
conservative fusion rule is introduced and an approximation derived by comput-
ing the Kullback-Leibler divergence between the Naive Bayes and WEP fused
distributions. The approximation is minimized for the second fusion approach:
Minimum-Information-Loss fusion; the procedure generates the least conservative
fused distribution in the family of WEP results. Experimental results include
the fusion of multiple occupancy grid maps over an optimally connected sensor
network, demonstrating consistent map estimates.
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CHAPTER 1
INTRODUCTION
This thesis addresses data fusion and distributed robotic perception through a
series of papers. Mobile robotics are moving into society in areas including house-
hold chores, driving and agriculture. The proliferation will continue as actuators
and sensors continue to fall in cost. Additional, data networks are expanding in
capacity and coverage. The data networks include Wifi network and cellular data
networks capable of connecting mobile robots together in an unprecedented fash-
ion. As mobile robotics and data networks continue to evolve, the goal is to enable
always-on and always-collaborating robotics.
To enable this goal, a question to address is what is the best way to fuse and
share information collected from networked mobile robots. The robotics today
operate in isolation and are responsible for obtaining, processing and acting on
self-collected information. In a mobile robot network, the agents have the ability
to share data, decisions, and processed results. This thesis begins to address the
goal of always-on and always-collaborating robotics and focuses on the question of
how to fuse and share the information available to each agent in the network.
The first area to address is a methodology for multi-sensor fusion and multi-
modal estimation. The multi-sensor fusion question arises as individual robots
contain different sensors that can be used for a common process, such as local-
izing a vehicle. The multi-modal aspect arises, because sensor error models are
not well-modeled by a single Gaussian distribution (Anderson and Moore, 1979).
Therefore, the multi-sensor fusion and multi-modal estimation problem is solved
via a formal, real-time Gaussian Sum Filter (GSF) using a novel combination of a
GSF with Runnalls’ condensation algorithm. The algorithm properties are inves-
1
tigated for representational efficiency of the posterior distribution compared to a
particle filter. The work is in Chapter 2 and is derived from (Schoenberg et al.,
2009) and (Schoenberg et al., 2012). The compact posterior representation enables
networked robots to efficiently share information about their own localization for
probabilistic fusion in a sensor network.
The second area to address is a technique for sharing and fusing rich prob-
abilistic environment representations. Mobile robots can independently collect
dense probabilistic representations of the environment that are useful for planning
and exploration (Miller and Campbell, 2006). The goal is to share the environ-
mental maps with other agents to expand the domain information contained at
each agent. To efficiently share the information, a minimal set of data should
be exchanged that captures the content at each agent. Additionally, a robust and
flexible network configuration such as an optimally connected network is desired to
avoid brittle topologies such as a centralized configuration that have a single point
of failure. Working towards these goals, a distributed grid-based terrain mapping
algorithm for multi-robot mapping is developed. The work is in Chapter 3 and is
derived from (Schoenberg and Campbell, 2009) and (Schoenberg and Campbell,
2012b).
The third area to address is techniques to exploit sensor modality for higher-
level tasks such as object tracking and path planning. Different sensors capture
different types of information about the environment where a mobile robot is op-
erating. In particular, vision sensors capture rich optical intensity information
projected into a 2D image. By contrast laser sensors capture sparse 3D informa-
tion and intensity in the IR domain. The efficient and effective combination of
the two sensor modalities is explored for segmentation. An effective segmentation
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of an scene where a mobile robot is operating clusters like objects or surfaces to-
gether, but separates distinct objects. The segments are efficient building blocks
for target tracking or path planning algorithms. An algorithm to efficiently and
accurately segment dense range maps produced by the fusion of camera and range
data in a complete urban environment in near real-time is developed. The work is
in Chapter 4 are is derived from (Schoenberg et al., 2010).
The final area to address is consistent data fusion with unknown correlation
in robust sensor networks. As mobile robots become ubiquitous and share infor-
mation freely on an unconstrained network, the problem of rumor propagation
persists. Rumor propagation is the transmission and acceptance of unverified or
falsely attributed information. In the case of mobile robots, rumor propagation
occurs when the same data completes a cycle around the sensor network, but is
accepted as novel information. If the repeated data is treated as novel informa-
tion and fused without regard for pedigree, the estimate using that information
becomes optimistic and inconsistent. An alternative approach is to data-tag all
information and only count novel unseen data, but this leads to transmission re-
dundancies and inefficient communication utilization. It is possible to fuse data
with unknown correlation in a conservative, but consistent manner. These data
fusion schemes discount exclusive information in each estimate, but maintain all
common information. The approaches have drawbacks that include the inability
to adjust the fusion based on the information content of each distribution and a
guaranteed conservative fusion if the two distributions are uncorrelated. Therefore,
two novel generalized fusion approaches for fusing distributions with unknown cor-
relation are developed. The two approaches are Entropy Weighted Chernoff Fusion
and Minimum-Information-Loss Fusion. The work is in Chapter 5 and is derived
from (Schoenberg and Campbell, 2012a).
3
1.1 Thesis Contributions
The first section focuses on data fusion of multiple sensors to localize an au-
tonomous vehicle in a sparse GPS environment and addresses a methodology for
multi-sensor fusion and multi-modal estimation. The contributions from Chapter
2 are:
• Formal, real-time GSF implementation using novel combination of a GSF
with Runnalls’ condensation algorithm to solve fundamentally multi-model
problem of localizing an autonomous vehicle in a sparse GPS environment
• Adaptive number of Gaussians in the GSF posterior using the MMSE esti-
mate
• Robust empirical evaluation of performance and computation of the RT-GSF
• Statistical demonstration GSF better represents the posterior distribution of
the vehicle pose compared to the bootstrap particle filter
• Analysis of the number of terms in the particle filter posterior distribution
shows small term Gaussian mixture adequately describes the posterior dis-
tribution in real-time
• RT-GSF outperforms the particle filter regardless of location on the map due
to interaction of the measurement hypothesis tests
The second section focused on distributed robotic perception in the area of the
collaborative terrain mapping and develops a technique for sharing and fusing rich
probabilistic environment representations. The contributions from Chapter 3 are:
• Developed two distribution grid-based terrain mapping algorithms for use in
multi-robot mapping
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• Develop technique to utilize the channel filter based on compact information
sets representing in-cell height estimate
• Develop novel approach for consistent, but conservative fusion for arbitrary
network topologies based on fusion of sufficient statistics
• Evaluate information gain using channel filter based on tree topology
• Evaluate distributed mapping technique on optimally connected network to
generate quality terrain maps with consistent, but conservative fusion
• Develop two novel metrics for information content in a network performing
distributed terrain mapping
• Derive bound on information loss when performing distributed data fusion
• Evaluate map dependent location of information loss for use in planning
exploration vs verification activities
The third section focused on data fusion and robotic perception in the area of
fusion of range and camera data and the segmentation of the scenes for higher-level
processing and the exploiting sensor modality. The contributions from Chapter 4
are:
• Efficiently and accurately segment dense range maps produced by fusion of
camera and range data in a complex urban environment in near real-time
• Novel combination of Markov Random Field to create dense range maps and
segmentation using range, color intensity and surface normals
• Demonstrate efficacy of using dense range maps as opposed to incorporating
color intensity and surface normal estimates into the sparse data
5
The fourth section focused generalized distributed data fusion approaches for
arbitrary distributions with application to fusion of multi-robot occupancy grid
over arbitrary networks and addresses consistent data fusion with unknown corre-
lation. The contributions from Chapter 5 are:
• Develop two novel generalized fusion approaches for fusing distribution with
unknown correlation, Entropy Weighted Chernoff Fusion and Minimum-
Information-Loss Fusion
• Develop information loss metric resulting from fusion for arbitrary distribu-
tions
• Derive an approximate information loss metric for arbitrary distributions
• Analysis of different fusion rules for the Bernoulli distribution
• Demonstration of applicability of generalized fusion rules to distributed map-
ping using occupancy grids
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CHAPTER 2
POSTERIOR REPRESENTATION WITH A MULTI-MODAL
LIKELIHOOD USING THE GAUSSIAN SUM FILTER FOR
LOCALIZATION IN A KNOWN MAP
Abstract
A Gaussian Sum Filter (GSF) with component extended Kalman filters (EKF) is
proposed as an approach to localize an autonomous vehicle in an urban environ-
ment with limited GPS availability. The GSF uses vehicle relative vision-based
measurements of known map features coupled with inertial navigation solutions
to accomplish localization in the absence of GPS. The vision-based measurements
have multi-modal measurement likelihood functions that are well represented as
a weighted sum of Gaussian densities. The GSF is used because of its ability to
represent the posterior distribution of the vehicle pose with better efficiency (fewer
terms, less computational complexity) than a corresponding bootstrap particle fil-
ter with various numbers of particles due to the interaction with measurement
hypothesis tests. The Expectation-Maximization algorithm is used oﬄine to de-
termine the representational efficiency of the particle filter in terms of an effective
number of Gaussian densities. By comparison, the GSF, which uses an iterative
condensation procedure after each iteration of the filter to maintain real-time capa-
bilities, is shown through a series of in-depth empirical studies to more accurately
maintain a representation of the posterior distribution than the particle filter using
37 minutes of recorded data from Cornell University’s autonomous vehicle driven
in an urban environment, including a 32 minute GPS blackout.
2.1 Introduction
Autonomous vehicles provide opportunities to remove humans from operating in
dangerous civilian and military scenarios. The autonomy relies critically on accu-
rate localization of the vehicle in diverse environments, including urban environ-
ments where absolute position information is not available from a Global Naviga-
tion Satellite System (GNSS). The urban environment is challenging for reliable
position estimation from GNSS signals due to multi-path reflections, obstruction
of direct path signals and absolute denial. In the absence of absolute position
information, autonomous vehicles rely on dead reckoning from an inertial naviga-
tion system (INS) to localize the vehicle. Unfortunately, small errors in the INS
solution accumulate into large position deviations after a few minutes, which in
turn, prevent the vehicle from localizing itself within a lane.
The PosteriorPose algorithm (Miller and Campbell, 2008) demonstrates a boot-
strap particle filter (PF) to be effective in providing map relative localization in
the absence of absolute measurements. The techniques do not constrain the vehicle
to the road, but use vision data to observe features in the known map for localiza-
tion. The map-aided localization problem is fundamentally multi-modal because
the segmented vision data provides measurements of closely-space landmarks with
unknown correspondence to the known map. This is similar to the data association
problem in SLAM (Bailey and Durrant-Whyte, 2006), where incorrect assignments
cannot be reversed and can lead to failure of the SLAM algorithm. The problem
solved here differs from SLAM because an accurate map enables prediction of
data assignment mistakes that manifest as multiple modes in the measurement
and posterior densities. Additionally, the state vector is small because the map is
known; multiple modes can be maintained in the posterior density that would be
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less feasible in a SLAM approach with a large unknown map.
The PosteriorPose algorithm (Miller et al., 2011), (Miller and Campbell, 2008)
utilizes the bootstrap PF as the approximate recursive Bayesian estimation algo-
rithm to handle nonlinear vehicle motion and multi-modal vision-based measure-
ment functions. The PF relies on a point mass representation of the posterior
density; there are several drawbacks of the PF including finite support over the
posterior state space, particle degeneracy, difficulty in selecting an appropriate
importance density, and sample impoverishment after resampling (Arulampalam
et al., 2002). Despite the successful real-time implementation in the DARPA Ur-
ban Challenge (DUC) (Miller and Campbell, 2008), the PosteriorPose algorithm
still suffers from these drawbacks. The Gaussian Sum Filter (GSF) is proposed as
a solution to the map-aided localization problem to avoid the drawbacks of the PF
while handling the multiple modes of the vision-based measurement and posterior
densities.
The theoretical convergence results of the particle filter have been studied ex-
tensively (Crisan and Doucet, 2002) since the bootstrap particle filter was intro-
duced (Gordon et al., 1993). The accepted conclusion is that given enough parti-
cles, the bootstrap particle filter will converge to the true optimal filter posterior
density (Crisan and Doucet, 2002). Unfortunately, this requires the assumption
that the importance density (the prior in the case of the bootstrap particle filter) is
‘close’ to the posterior and the particle variance introduced in the resampling step
used to avoid particle impoverishment is ‘small.’ Improved importance densities
and resampling schemes (Doucet and Johansen, 2009), (Douc and Cappe, 2005)
have been proposed to combat these issues. In this paper, the posterior representa-
tional efficiency of the bootstrap particle filter, which was run in real-time for the
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PosteriorPose algorithm (Miller and Campbell, 2008) is evaluated and compared
to a GSF solution.
The availability of recognizable street markings around an autonomous vehicle
motivates the development of map-aided localization techniques. The Map-Aided
GPS (MAGPS) method (Syed and Cannon, 2005) is proposed where road seg-
ment information derived from a robust map-matching technique is tightly cou-
pled into the GPS solution as a set of constraints. Also addressing the problem
of self-localization, (Cui and Ge, 2003) and (Fouque and Bonnifait, 2008) propose
techniques that tightly couple GPS signals with a known map. Cui and Ge strictly
restrict motion to the map, while Fouque and Bonnifait treat the road as a noisy
measurement. Localization in the context of simultaneous localization and map-
ping (SLAM) by constraining the platform to a set of known road segments is shown
(Wijesoma et al., 2005). Other areas of map-aided estimation include (Cheng and
Singh, 2007) who perform target tracking with a particle filter for ground moving
targets constrained to a road network and (Levinson et al., 2007) who built a map
of ground reflectivity in infrared and used a particle filter to localize the vehicle in
that map. In addition, (Fosbury et al., 2007) use terrain potential functions based
on trafficability to constrain the motion of an off-road ground mover during track.
The Stanford University entry into the DARPA Urban Challenge (Montemerlo
et al., 2008) utilized lidar sensor reflectivity and curb identification to perform
map relative localization with a one-dimensional histogram of the vehicle’s lateral
offset within a lane. Overhead map imagery was used to correct a SLAM-based
locally accurate trajectory generated from relative bundle adjustment by match-
ing local vision images to the known map (Napier et al., 2010), however false data
associations were identified as a cause of divergent results. Each of these algo-
rithms make strong assumptions about correlations between vehicle motion along
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the known road map and correctness about data association. Unfortunately, au-
tonomous vehicles are required to operate free from the strict constraints of road
maps and therefore require localization techniques that account for this freedom
of motion off the map. The motivating example may be a road block or disabled
car that requires the autonomous vehicle to pass on the wrong side of the road,
complete an impromptu U-turn, or drive off the road around the obstacle.
The Gaussian Sum Filter (GSF) has been used to solve nonlinear recursive
Bayesian estimation problems since it was introduced (Sorenson and Alspach,
1971), this describes the GSF by representing the desired a priori, transition, mea-
surement, and posterior densities as a summation of component Gaussians. The
primary problem with the GSF is computational intractability: the number of com-
ponent Gaussians grows geometrically with each iteration of the GSF. (Alspach
and Sorenson, 1972) recognized this failure to manage the number of terms as a
limit in the utility of the GSF, and proposed combining components with equal
means and covariances and eliminating terms with neglectable weights.
Several tractable approaches to managing the growing number of component
Gaussians in recursive GSF implementations have arisen as solutions to probabilis-
tic data association in target tracking, where the GSF has been used to account
for highly-maneuvering targets amidst considerable clutter (Kozak and Maybeck,
2006), (Maybeck and Smith, 2005), (Williams, 2003). The GSF framework has
been applied to multi-modal probabilistic data association problem in target track-
ing (Bar-Shalom and Tse, 1975). The Gaussian Sum framework is used for joint
probabilistic data association in multi-target tracking in clutter (Fortmann et al.,
1983). The probabilistic data association techniques manage the number of terms
by collapsing the Gaussian mixture to a single Gaussian at each iteration. Outside
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of the data association problem, (Peach, 1995) and (Kronhamn, 1998) apply the
GSF to bearing-only target tracking and each use a pruning approach to manage
the number of terms in the posterior density. Similarly, (Kwok et al., 2005) use the
GSF to solve the initialization problem in bearing-only SLAM. The mixture re-
duction is performed by truncation, and component Gaussians are removed based
on a sequential probability ratio test. As a computational alternative and approx-
imation to the GSF, (Sola et al., 2005) propose Federated Information Sharing
(FIS) to solve the problem of the computational intractability of the GSF for un-
delayed initialization in bearing-only SLAM and for SLAM with panoramic vision
(Lemaire and Lacroix, 2007).
Another area of the literature which is relevant is mixture reduction algorithms,
which propose to reduce the number of mixands in a Gaussian sum mixture using
some metric, but not in real-time. Two mixture reduction algorithms, joining
and clustering, are presented (Salmond, 1988) as alternatives to collapsing to a
single Gaussian when using Gaussian sums for data association in single target
tracking. A different mixture reduction technique based on the integrated square
distance (Williams and Maybeck, 2003) to manage the number of components
when performing probabilistic data association is developed. Iteratively merging
terms of a Gaussian mixture using a pair-selection criteria based on the upper
bound of the Kullback-Leibler divergence (Runnalls, 2007) between the reduced
and original mixture was shown.
This paper proposes a formal, real-time GSF (RT-GSF) implementation us-
ing a novel combination of a GSF with Runnalls’ condensation algorithm and an
adaptive number of Gaussians using the MMSE estimate of the filter, to solve
the fundamentally multi-modal problem of localizing an autonomous vehicle with
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a known map in a sparse GPS environment. This paper empirically evaluates
the performance and computation of the RT-GSF in general and the scheme for
adjusting the number of terms in the posterior distribution more specifically. In
addition, this paper statistically shows the GSF is able to better represent the
posterior distribution of the vehicle pose when compared to the bootstrap particle
filter. An analysis of the number of effective number of terms in the particle filter
representation of the posterior distribution reveals a small term Gaussian mixture
is capable of adequately describing the posterior distribution in real-time. The
PF performance when the likelihood model and number of particles is changed is
evaluated against the RT-GSF and the RT-GSF outperforms the PF regardless
of location on the map due to the complex interaction of the measurement hy-
pothesis tests. The computational load of the RT-GSF and PF is evaluated. The
empirical evaluation uses experimental data recorded from the Cornell University
autonomous vehicle (Miller et al., 2008a).
This paper is outlined as follows. Section 2.2 shows the RT-GSF and Runnalls’
condensation technique. Section 2.3 describes the RT-GSF applied to the problem
of map aided localization of the autonomous vehicle. Section 2.4 describes an
experimental data collection with the Cornell University autonomous vehicle and
metrics for comparing the RT-GSF and a PF implementation. Section 2.5 describes
a detailed analysis of the RT-GSF with different number of terms in the posterior
and the PF with different the number of particles. Finally, Section 2.6 summarizes
with conclusions.
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2.2 The Real-Time Gaussian Sum Filter
2.2.1 The Gaussian Sum Filter for Localization
The Bayesian estimation paradigm desires to determine the posterior density of
the state xk given a sequence of measurements Z
k = {z0, . . . , zk} from t = 0
to t = tk. In the Gaussian Sum Filter (GSF), the posterior probability density
p(xk|Zk) is approximated as a sum of Gaussian densities (Anderson and Moore,
1979),(Alspach and Sorenson, 1972),(Sorenson and Alspach, 1971):
p(xk|Zk) ≈
N∑
i=1
ωik · N
{
xk; xˆ
i
k, P
i
k
}
(2.1)
where N is the number of components in the mixture, ωik is the weight associ-
ated with the ith Gaussian component, given as the multivariate normal density
N {xk; xˆik, P ik} with mean xˆik, and covariance P ik. The weights are constrained such
that
∑N
i=1 ω
i = 1. In the limit, as the number of Gaussians N approaches infinity
and the covariance P ik goes to the zero matrix, the approximation in (2.1) can
be used to represent any probability distribution with arbitrarily small statistical
divergence (Sorenson and Alspach, 1971).
The discrete time state space system is modeled via nonlinear process and
measurement functions:
xk = f (xk−1, uk−1, vk−1) (2.2)
zk = h (xk,M) + wk (2.3)
where in the process model (2.2), xk−1 is the state, uk−1 is the input to the system,
vk−1 is the process noise, all at time tk−1. In the measurement model (2.3), zk is
the measurement, xk is the state and wk is the measurement noise at time tk. The
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map-aided localization problem is then specifically considered by including M to
represent the known map features.
The GSF uses the approximation that the dth state transition density and
mth measurement likelihood are sums of Gaussian densities with Nvd and Nwm
terms respectively, this formulation allows for d unique transition densities and m
measurement functions:
pd(xk|xk−1,M) ≈
Nvd∑
j=1
ηjk−1 · N
{
xk; f
j
(
xk−1, uk−1, vˆ
j
k−1
)
, Qjk−1
}
(2.4)
pm(zk|xk,M) ≈
Nwm∑
l=1
γlk · N
{
zk;h
l (xk,M) + wˆlk, Rlk
}
(2.5)
where the jth term of the transition probability from time tk−1 to tk is normally
distributed with mean f j
(
xk−1, uk−1, vˆ
j
k−1
)
and covariance Qjk−1 with component
weight ηjk−1. The known map information M is included for completeness, but
the transition model is assumed independent of the known map, i.e. the vehi-
cle is not constrained to lie on roads in the known map. In the measurement
likelihood equation, the lth component at time tk is normally distributed with
mean hl (xk,M) + wˆlk and covariance Rlk with component weight γlk. Sorenson
and Alspach (Sorenson and Alspach, 1971) assumed the process noise vk−1 and
measurement noise wk were Gaussian mixtures, but assumptions here generalize
the entire state transition probability and measurement likelihood to be Gaussian
mixtures. The added benefit of this representation is that the process model f j(·)
and measurement model hl(·) are allowed to be different for each component, as
are the means {vˆj, wˆl} and covariances {Qj, Rl} of the process and sensor noises.
The filter starts at time tk−1 with an initial Ngk−1 term Gaussian mixture rep-
resenting the a priori probability density of the state xk−1:
p(xk−1|Zk−1) ≈
Ngk−1∑
i=1
ωik−1 · N
{
xk−1; xˆik−1, P
i
k−1
}
(2.6)
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where Zk−1 represents any a priori information in the system at initialization. The
development here allows Ngk−1 , the number of components in the approximation of
the posterior density, to vary as a function of time (Section 2.3.3). The prediction
step of the GSF uses the EKF prediction step on each component of the prior
mixture, although the Sigma Point Filter could be used. This gives a predicted
density through the dth transition density that is also a sum of Gaussian densities:
p(xk|Zk−1) ≈
Ngk−1 ·Nvd∑
q=1
ω¯qk · N
{
xk; x¯
q
k, P¯
q
k
}
(2.7)
where {x¯qk, P¯ qk } is the one-step ahead predicted state and error covariance from the
qth EKF, where the index q iterates using the ith prior component (2.6) and jth
transition probability component (2.4):
x¯qk = f
j
(
xˆik−1, uk−1, vˆ
j
k−1
)
(2.8)
P¯ qk = F
q
k−1P
i
k−1F
qT
k−1 + Γ
q
k−1Q
j
k−1Γ
qT
k−1 (2.9)
where F qk−1 and Γ
q
k−1 are the Jacobians of (2.2) with respect to the state xk−1 and
process noise vk−1, evaluated at the current state estimate, input, and process noise
mean of the ith state component mixture and the jth noise component mixture:
F qk−1 =
∂f j(xk−1, uk−1, vk−1)
∂xk−1
∣∣∣∣∣
xˆi
k−1
,uk−1,vˆ
j
k−1
(2.10)
Γqk−1 =
∂f j(xk−1, uk−1, vk−1)
∂vk−1
∣∣∣∣∣
xˆi
k−1
,uk−1,vˆ
j
k−1
(2.11)
Finally, the predicted weights on the Gaussian components are given by:
ω¯qk =
1
c¯k
ωik−1η
j
k−1 (2.12)
where c¯k is a normalization constant to ensure
∑Ngk−1 ·Nvd
q=1 ω¯
q
k = 1. For complete-
ness, the indices in (2.7)-(2.12) are i ∈ [1, Ngk−1 ], j ∈ [1, Nvd ] and q = Nvd ·(i−1)+j.
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The update step for the GSF follows similarly to the prediction step, where
each component is updated with the measurements according to the EKF update
step. The posterior density is approximated as:
p(xk|Zk) ≈
Ngk−1 ·Nvd ·Nwm∑
r=1
ωrk · N {xk; xˆrk, P rk} (2.13)
where {xˆrk, P rk} is the one-step ahead updated state and error covariance from the
EKF with the mth measurement, where the index r iterates using the qth prior
(2.7) and lth measurement likelihood component (2.5):
xˆrk = x¯
r
k +K
r
k
[
zk − hl(x¯qk,M)
]
(2.14)
P rk = [I −KrkHrk ] P¯ qk (2.15)
and the Kalman gain Krk for the r
th filter is computed as:
Krk = P¯
q
kH
rT
k
[
HrkP¯
q
kH
rT
k +R
l
k
]−1
(2.16)
The matrix Hrk in (2.15) and (2.16) is the Jacobian of the measurement function
(2.3) with respect to the state xk evaluated at the current best state estimate for
the particular mixture component:
Hrk =
∂hl(xqk,M)
∂xk
∣∣∣∣∣
x¯
q
k
(2.17)
Lastly, the posterior component weight is computed with the measurement likeli-
hood function as:
ωrk =
1
ck
ω¯qkγ
l
kΛ
r
k (2.18)
where Λrk = p(z
l
k|xqk) is the likelihood function evaluated using the rth predicted
measurement and ck is a normalization constraint to ensure
∑Ngk−1NvdNwm
r=1 ω
r
k = 1.
For completeness, the indices in (2.13)-(2.18) are q ∈ [1, Ngk−1Nvd ], l ∈ (1, Nwm)
and r = Nwm · (q − 1) + l.
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2.2.2 Gaussian Mixture Condensation
The objective of condensation is to represent a Gaussian mixture with fewer com-
ponents, but minimize the statistical difference between the full and reduced prob-
ability density representations. (Sorenson and Alspach, 1971) propose combining
and eliminating components when the action induces an L1 error below a given
threshold. This is a form of truncation that does not preserve the overall mean and
covariance of the entire mixture. Instead, (Salmond, 1988) proposes an iterative
first and second moment preserving merging of components based on joining or
clustering. The decision on which components to merge is based on an L2-norm
metric. Other methods that involve iterative merging use different metrics, includ-
ing Williams’ Integrated Square Difference similarity measure (Williams and May-
beck, 2003) and Runnalls’ Kullback-Leibler Divergence Bound (Runnalls, 2007).
Another technique proposed (Upcroft et al., 2004) draws random samples from
the full-term Gaussian mixture and then uses Expectation-Maximization to fit a
reduced term Gaussian mixture to the data points. Runnalls’ joining algorithm is
used here as the most accurate in terms of Kullback-Leibler divergence between
the original and reduced mixture, preserves the first and second moments of the
distribution, yet is computationally efficient for real-time mixture reduction during
recursive estimation.
The moment preserving merge of any two weighted Gaussian densities (ωi ·
N (x; xˆi, P i)) and (ωj ·N (x; xˆj, P j)) from a Gaussian mixture consists of computing
a merged mean, covariance, and weight (ωij ·N (x; xˆij , P ij)) given that ωi+ωj < 1
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(Williams and Maybeck, 2003):
ωij = ωi + ωj (2.19)
xˆij =
ωi
ωij
xˆi +
ωj
ωij
xˆj (2.20)
P ij =
ωi
ωij
P i +
ωj
ωij
P j +
ωiωj
(ωij)2
(
xˆi − xˆj
) (
xˆi − xˆj
)T
(2.21)
The condensation approach proposed by Runnalls’ iteratively merges compo-
nents based on a bounded approximation of the Kullback-Leibler divergence be-
tween the original and reduced mixture. The bound Bij is given by:
Bij = 0.5 ·
[(
ωi + ωj
)
log det(P ij)− ωi log det(P i)− ωj log det(P j)
]
(2.22)
where P ij is the covariance from (2.21).
The RT-GSF proposed here performs the condensation algorithm at the end
of each time step in the recursive RT-GSF. The goal is to reduce the number
of mixands in (2.13) from Ngk−1 · Nvd · Nwm back down to Ngk . The merging is
initialized by computing the bounded difference metric Bij from (2.22) between
each of the Ngk−1 ·Nvd ·Nwm components in the posterior mixture (2.13). Then, the
two components with the smallest metric are merged according to (2.19)-(2.21).
The routine continues by computing the difference metric Bij between the new
merged component and the remaining components, and then merging components
with the smallest Bij until the desired number of terms (i.e. Ngk) is reached.
The computational requirements are O(N2), where N is the number of terms in
the Gaussian mixture prior to condensation. In addition, a time-varying desired
number of terms is included in this formulation; the desired number of terms is
adapted depending on the estimate uncertainty.
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2.3 Real-Time GSF Application to Map Aided Localiza-
tion
2.3.1 Vehicle Prediction
The vehicle state xk = [ek;nk;hk] is defined with respect to the map center, where
ek and nk are the position in the map, and hk is the heading. The RT-GSF requires
predicting the previous posterior density (2.6) forward to generate the a priori
density (2.7) for measurement fusion. The single transition probability density
(2.4) is well represented with a single Gaussian density, Nvmotion = 1, because the
high update rate of the odometry information results in very small nonlinearities
during state prediction and d = 1, because this process model represents the vehicle
for all motion. A fourth element is added to the vehicle state to allow prediction
using a 4× 4 rotation and translation matrix:


ek
nk
hk
1


=


cos(hk−1) − sin(hk−1) 0 ek−1
sin(hk−1) cos(hk−1) 0 nk−1
0 0 1 hk−1
0 0 0 1


νˆk−1 (2.23)
where νˆk−1 = [νˆxk−1 , νˆyk−1 , νˆhk−1 , 1]
T is the measured incremental position and head-
ing input change in the vehicle coordinate system (front, drive door, roof) measured
from the odometry system (INS) as a summation of the true system input uk−1
and the process noise vk−1. Each component in the Gaussian mixture is predicted
forward using (2.23) and the state covariance is computed according to (2.9). The
Jacobian of (2.23) with respect to the state xk and the process noise vk is actually
4× 4, but only the upper left 3× 3 block is used in the covariance propagation.
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2.3.2 Measurement Update
The Ngk−1 term predicted density from (2.7) is updated with absolute, stopline and
lane offset measurements using (2.14)-(2.18) to yield the posterior density (2.13)
as a Gaussian mixture. This process expands the number of components in the
Gaussian mixture to Ngk−1 · Nvd · Nwm . There are m = 4 different types of mea-
surements; absolute position (a), stopline (s) and two lane-offset (o) measurements
that are described below. Each with a number Nwϑ of component Gaussians, where
ϑ ∈ {a, s, o}. In the implementation discussed here, the high rate odometry data
is used as a time synchronizer. The RT-GSF is allowed to run asynchronously be-
tween odometry measurements and expands the number of Gaussians to as many
components as are successfully updated in between odometry updates, but be-
fore each new odometry update condensation is performed. This allows a variable
number of terms to represent the posterior density before condensation, but a fixed
number after condensation.
Absolute Position Measurements
The tightly coupled GPS / INS system provides absolute position measurements
zak that are used to update the vehicle state estimate. The measurement likelihood
for the absolute position measurements is well modeled as a single Gaussian given
a component of the predicted Gaussian mixture:
p(zak |x¯qk) ∼ N {zak ; x¯qk, Raak} (2.24)
where Raak is the covariance of the absolute position measurement at time tk.
Unfortunately, as in (Miller and Campbell, 2008), the absolute position estimates
generated via the recursive information filter are correlated from one time step
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to the next, because they are the output of a model based filter. To account for
this autocorrelation, the measurements are whitened by augmenting the state with
East and North GPS biases βqk = [β
q
ek
, βqnk ] that have the following dynamics:
βqk = λβ
q
k−1 + v
q
βk−1
(2.25)
where λ = exp (−∆T/Tb) accounts for the bias’s autocorrelation time Tb during
the time interval from tk−1 to tk, and v
q
βk−1
∼ N (0, Qββ). The addition of the
bias terms now enables the assumption that the likelihood of the absolute position
measurements is Gaussian and white:
p(zak |x¯qk, βqk) ∼ N {zak ; x¯qk + βqk, Raak} (2.26)
The absolute position measurement is used to update each component of the pre-
dicted Gaussian mixture according to (2.14)-(2.18).
Map Relative Position Measurements: Stopline and Multi-Modal Lane
Offset
Unlike absolute position measurements, relative position measurements are not
straightforward projections of the vehicle position. Instead, the measurements are
accurate ranges to nearby stoplines or distances from lane boundaries relative to the
vehicle. The relative measurements are combined with the known map to generate
weak absolute position information that is fused into the global state estimate.
The relative measurements generated from the vehicle cameras allow the vehicle
to maintain a global estimate in the absence of absolute position measurements.
The first relative position measurement comes from the stopline camera that
detects the range from the vehicle to a stopline in the camera field-of-view. The
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measurement likelihood for the stopline detection is given by a single Gaussian as:
p(zsk |x¯qk,M) ∼ N (zsk ; z¯qsk , Rssk) (2.27)
where z¯qsk is the Euclidean distance from the q
th component of the predicted density
to the nearest stopline in the map M.
The second type of relative position measurement is generated from the lane
finding system that detects bounding lines in the vision image. The measurement
zok is the perpendicular distance from the detected lane boundaries and the camera
heading with respect to the occupied lane. The challenge in incorporating the lane
offset measurement is that the vision processing algorithms generate errors that are
not well-modeled with a single Gaussian. Manual analysis of the vision processing
algorithm revealed the errors occur depending on the modality of the lane iden-
tification. Therefore, the measurement likelihood function is best represented as
sum of Gaussians, making the RT-GSF an ideal filter for these measurements. The
different components of the measurement likelihood come from the different lane
detection modes that arise in the vision processing algorithm. There are NwLane = 6
different modes of detection by the lane-finding algorithm: detecting the correct
lane; detecting the lane to the left of the true lane; detecting the lane to the right
of the true lane; the combination of the left and correct lane; the combination of
the right and correct lane, and the sixth is the combination of the left, correct, and
right lane (Miller et al., 2011). The key insight with these uncertainties is that
when conditioned on the specific detection mode, the measurement likelihood is
well-modeled as a single Gaussian:
p(zok |x¯qk, µl,M) ∼ N{zok ; z¯rk, Rlook} (2.28)
where µl indicates the l
th measurement mode, and z¯rk is the predicted measurement
with respect to the mapM from the qth component and lth detection mode (recall :
23
r = (Nwm ·q+l)). The overall measurement likelihood function for the vision system
is then given by the Gaussian mixture:
p(zok |xqk,M) ∼
NwLane=6∑
l=1
γlk · N{zok ; z¯rk, Rlook} (2.29)
2.3.3 Adaptive Condensation Components
A key element of the GSF is the condensation of components in the posterior
distribution after each time step. For a static update, where the same update
occurs at each time step, the number of components in the posterior density after
condensation must be less than or equal (on average) to the number of components
in the original mixture before prediction to avoid a geometrically growing number
of Gaussians, or Ngk ≤ Ngk−1 . The formulation presented here however, considers
an adaptive update of the number of components.
The number of components in the posterior density after condensation at time
tk, given the number of components at tk−1 is adjusted according to:
Ngk = Ngk−1 + 1, if : tr [PkMMSE ] > τup, Ngk−1 < Ngmax
Ngk = Ngk−1 − 1, if : tr [PkMMSE ] < τdn, Ngk−1 > Ngmin
Ngk = Ngk−1 , otherwise (2.30)
where Ngk is the number of components after condensation at time tk, and Ngk−1 is
the number components in the posterior at the previous time step. The thresholds
are τup and τdn, and Ngmax and Ngmin are integer numbers for the maximum and
minimum number of components allowed to represent the posterior. The specific
values for τup and τdn were determined using a cross-validation approach. The val-
ues were tuned on half the dataset and evaluated using the other half of the dataset.
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This enables the number of Gaussians to expand/contract based on the needs of
the filter (i.e. representing the posterior), yet caps the number of Gaussians so the
filter does not grow without bound.
The number of components should be enough to accurately represent a multi-
modal density, but not too many such that they are representing the same infor-
mation. In this light, the number of components after condensation is increased
or decreased based on the trace of the MMSE covariance matrix PkMMSE computed
from the entire Gaussian mixture according to (2.32). The trace tr [PkMMSE ] is used
because it is fast to compute and indicates increased variance requiring additional
mixands or reduced variance requiring fewer mixands.
To generate a single estimate at the end of the predict-update cycle, which is
usually required for planning in autonomous systems, one approach is to compute
the MMSE estimate. The MMSE estimate is computed for the state and state
error covariance as a metric for evaluation, although it is not necessary for the
RT-GSF itself:
xˆkMMSE =
Ngk−1 ·Nvd ·Nwm∑
r=1
ωrk · xˆrk (2.31)
PkMMSE =
Ngk−1 ·Nvd ·Nwm∑
r=1
ωrk
[
P rk + (xˆ
r
k − xˆkMMSE)(xˆrk − xˆkMMSE)T
]
(2.32)
This completes one cycle (predict, update) of the RT-GSF.
2.3.4 Statistical Testing
In real-time implementations, it is necessary to perform statistical testing on mea-
surements prior to incorporating into the posterior to determine if they are sta-
tistically viable (Bar-Shalom et al., 2001). This avoids problems of divergence in
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a real-time filter due to spurious measurements that are not well-modeled by the
sensor likelihoods. For example, in the urban environment, multipath on the GPS
signals may cause erroneous position measurements to be fused into the state.
To prevent any Gaussian sum component from being updated with an erroneous
measurement, a probabilistic hypothesis test is performed on each component and
mode of the measurement likelihood before the mixture component is updated.
First, an innovation statistic is computed for the rth mixture component in the
predicted density (2.7):
ǫrϑk =
(
zϑk − z¯rϑk
) (
Srϑk
)−1 (
zϑk − z¯qϑk
)T
(2.33)
where z¯rϑk is the mode-conditioned predicted measurement, S
r
ϑk
is the innovation
covariance (bracketed term in (2.16)) and ϑ ∈ {a, s, o} is each measurement type.
The innovation statistic for each component is distributed according to a χ2 random
variable with nz degrees of freedom (Bar-Shalom et al., 2001), where nz is the
cardinality of the measurement space. The threshold is set at the 95% bound of
χ2nz random variable and tests if the measurement was likely to have come from
the predicted state. The absolute position, stopline and lane offset measurements
have 3, 1, and 2 degrees of freedom respectively. If the hypothesis test fails,
the measurement is not fused into the vehicle state estimate, and the algorithm
continues to the next component.
The probabilistic hypothesis test is performed for each component and each
likelihood mode. This is an important distinction for the RT-GSF proposed here,
because each mixand of the prior density (2.7) can be independently pairwise eval-
uated according to the mode of the predicted distribution and likelihood function.
Ideally, the number of updated states moves from Ngk−1 ·Nvd to Ngk−1 ·Nvd ·Nwm ,
but not all measurements are fused with each component. Instead, only the
mode-conditioned measurements that pass the hypothesis test are updated. If
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a measurement-mode and component pair are rejected, that is equivalent to as-
signing the weight in (2.18) to zero. If all of the measurement detection modes are
rejected for a given component, that component is not updated and the measure-
ment is rejected entirely.
2.4 Experiment and Metrics for Comparison
A field experiment was conducted to demonstrate the Real-Time GSF as applied
to the multi-modal localization problem. Sensor-data was collected in order to
systematically evaluate and study the RT-GSF with respect to a truth measure.
The RT-GSF is evaluated with different values on the minimum and maximum
number of terms in the posterior after condensation. In addition, a systematic
comparison is made with the bootstrap PF implementation (Miller and Campbell,
2008) in terms of both performance and computation. Two different weighting
functions on the importance samples and the number of particles in the PF was
varied to quantify the differences between the RT-GSF and PF. The posterior
distribution representation of the PF is evaluated oﬄine by computing an effective
number of Gaussians which enables direct comparison with the RT-GSF.
2.4.1 Autonomous Testbed
Experimental data was collected to analyze the RT-GSF using Cornell Univer-
sity’s autonomous Chevrolet Tahoe (Miller et al., 2008a), shown in Figure 2.1.
The autonomous Tahoe is equipped with a Septentrio PolaRx2e@ tri-antenna GPS
receiver providing GPS position, velocity, and attitude, a Northrop Grumman LN-
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Figure 2.1: Cornell University’s autonomous Chevrolet Tahoe, equipped with
GPS, inertial navigation, and vision-based lane sensing, line sens-
ing, and stopline detection. The Tahoe is shown here on Cornell
University? autonomous vehicle test course at the Seneca Army
Depot in Romulus, NY, where data collection for these experi-
ments was performed.
200 tactical grade inertial measurement unit (IMU) and anti-lock brake (ABS)
wheel encoders. The GPS antennas are mounted on the Tahoe’s roof, and they are
tightly coupled with the IMU and wheel odometry in an Extended Square Root In-
formation Filter to produce the filtered GPS/INS navigation solution (Miller et al.,
2008b). This filter provides PosteriorPose with absolute position measurements.
The Tahoe is also equipped with a Basler A622F camera, mounted in the
center of the roof, running MobilEye SeeQ software and vision module providing
road lane and line estimates, and Cornell’s own texture and edge-based vision
algorithms providing redundant road and lane line estimates. The Tahoe also has
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a Basler A311F camera, mounted in the Tahoe’s front bumper, with a Cornell
stopline detection system (Miller et al., 2008a).
The tightly-coupled GPS / INS solution provides vehicle position and odometry
measurements at 100 Hz. The GPS/INS navigation solution, including fused data
from the vehicle wheel encoders, is provided in the absence of GPS signals and
when GPS signal is absent is referred to as the ‘integrated INS solution.’ The
MobilEye runs at ≈ 18 Hz, Cornell’s lane detection system runs at ≈ 3 Hz, and
the stopline algorithm runs at ≈ 20 Hz.
2.4.2 Experimental Data Collection
The RT-GSF as applied to the localization problem was evaluated using Cornell
University’s autonomous vehicle driving on a vehicle test course. The test course
consists of several miles of accurately surveyed roads, including road segments with
accurately painted road lines / stoplines as well as segments with no road lines; an
overhead view of the course is shown in Figure 2.2. In addition, there are features
on the course that are not included in the known map, including additional painted
stoplines and railroad tracks. Experimental data was collected for 37 minutes
in an area with a clear view of the sky which provided continuous collection of
OmniSTAR high precision differential (HP) corrections signal, accurate to 10 cm;
this signal is used as ground truth, and neither the PF nor RT-GSF has access to
this signal after initialization. The tests were performed driving at city speeds up
to 30 mph (13.4 m/s). The sensor data was collected and logged for post-processing
to evaluate different filter configurations oﬄine. Each filter uses the known map
and observations of the features in the map to perform global localization. The
estimator is not constrained to have the solution lie on the known map, however the
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Figure 2.2: Overhead view of a portion of Cornell’s autonomous test site,
which consists of road segments and stoplines. An integrated
inertial navigation solution overlaid on the map shows the degra-
dation of vehicle pose estimates in the absence of additional lo-
calization information such as GPS or map information.
observability of features from the map is required for consistent global localization.
Figure 2.2 shows the integrated INS solution overlaid on the road network. The
INS solution diverges significantly from the road during the artificial GPS blackout,
since there are no absolute position measurements to correct numerical integration
of small incremental acceleration and angular velocity errors. A further discussion
of INS performance is in Section 2.5.1. This demonstrates the need for relative
position measurements to maintain accurate global positioning in an extended GPS
blackout.
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2.4.3 Filter Localization Accuracy Performance
To evaluate the performance of the various filters for localization, the filter estimate
is compared against truth data. The truth data is the east and north position
of the vehicle. The truth data is obtained from the High Precision GPS signal
localization estimate available during the experiment. The High Precision solution
has an absolute error less than 0.10 m. The filter estimates are compared against
the truth data using position errors at a rate of 10 Hz according to the RMS of
the position errors:
EFilterk =
∣∣∣∣∣∣[eHPk , nHPk ]T − [eˆFilterk , nˆFilterk ]T ∣∣∣∣∣∣ (2.34)
where ‘HP’ denotes the High Precision signal taken as truth and ‘Filter’ is the
MMSE estimate of the algorithm being evaluated. The heading portion of the
state is discarded for statistical analysis as it did not have a statistically significant
relationship.
2.4.4 Estimate Effective Number of Gaussians in a PF for
Comparison
A key contribution of this work is to systematically compare the RT-GSF with
the bootstrap PF (sections 2.5.3 - 2.5.8); in order to do that, however, a common
representation and performance metric is required. Following condensation the RT-
GSF approximates the posterior density as a weighted sum of Gaussians. However,
the PF implementation represents the posterior density as a discrete set of weighted
samples. In an effort to evaluate the accuracy and applicability of the RT-GSF and
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make direct comparison with the PF, an off-line fitting procedure is run where the
samples from the PosteriorPose PF (Miller and Campbell, 2008) at each time step
are fit to a Gaussian mixture using the Expectation-Maximization (EM) algorithm
(Bishop, 2006). The EM algorithm is initialized using the K-Means clustering
technique (Bishop, 2006) and is used along with the Bayesian Information Criterion
(BIC) (Bishop, 2006) to determine the effective number of Gaussians in the PF
posterior samples. This idea of fitting the PF data to a Gaussian mixture is
similar to the Gaussian Particle Filter (Kotecha and Djuric, 2003a) and Gaussian
Sum Particle Filter (Kotecha and Djuric, 2003b), where the particles at each time
step are approximated with a Gaussian distribution that is used for resampling.
The EM and K-Means algorithms require performing the Gaussian mixture fit
with a set number of mixture components. To determine the number of terms
required to represent the particle filter posterior density, the EM algorithm is run
repeatedly with an increasing number of components M in the Gaussian mixture.
Then, the Bayesian Information Criterion (BIC) (Bishop, 2006) is used to deter-
mine the M -term Gaussian mixture that best fits the PF data:
BIC ≈ −2 ln p(X|µ,Σ, π) + 1
2
M lnN (2.35)
where ln p(X|µ, P, ω) is the log-likelihood from the EM algorithm (Bishop, 2006),
M is the number of free parameters, and N is the number of data points. The
number of components in the Gaussian mixture with the minimum BIC is the
effective number of Gaussians for the particle filter posterior density. Note that the
BIC penalizes overly complex models more heavily than the Akaike Information
Criterion (AIC) (Bishop, 2006) and for this reason was chosen as the metric to
determine the effective number of Gaussians.
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2.5 Experiment Results and Analysis
2.5.1 RT-GSF Localization Performance
To demonstrate the localization accuracy when using vision based relative land-
mark measurements with the RT-GSF, the RT-GSF was run over the same dataset
as the integrated INS solution shown in Figure 2.2 in order to estimate the global
east and north positions. These estimates are compared against the truth data
according to (2.34).
After a 5 minute stationary initialization period during which GPS measure-
ments are available, the RT-GSF then estimates the vehicle pose while no GPS
signal is present. In the first case presented here, the number of Gaussians after
each cycle collapses back to Ngmin = Ngmax = 5. An additional analysis varying
the number of mixands in the posterior after condensation is described in Section
2.5.2.
Figure 2.3 shows the RMS position error of the RT-GSF and integrated INS
solution over the entire course including a 32 minute extended GPS blackout.
Notice that the INS solution (also shown in Figure 2.2) diverges as the vehicle
travels from the initial position, leading to errors of up to 114 m. The INS error
oscillates, because of a bias error in the heading. The errors is maximized when the
vehicle is furthest from the point of the initial blackout and minimized when the
vehicle returns to its initial configuration. The peak error is reduced due to drift in
the error bias, but if the GPS blackout were to persist, the integrated error would
grow without bound. The RT-GSF, however, remains converged and the average
error is 1.35 m, standard deviation is 0.90 m and the maximum error is 4.74 m,
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which occurs after maneuvering through an intersection. This demonstrates the
RT-GSF is able to solve the fundamentally multi-modal localization problem.
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Figure 2.3: Plot of the position error over the entire data collection from the
INS solution and RT-GSF. RT-GSF uses weak localization infor-
mation provided by vision-based camera measurements of lane
lines and stoplines to remain converged over a 32 minute GPS
blackout. The INS solution, which does not use map informa-
tion, diverges due to incorrect inertial estimates that cannot be
corrected after losing GPS signals.
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2.5.2 Varying the Number of Mixands in the RT-GSF Af-
ter Condensation
To investigate the impact of varying the number of mixands in the RF-GSF af-
ter condensation, a trade study was performed that varied Ngmax ∈ [1, 15] for
Ngmin ∈ {1, 2, 5} from equation (2.30). The objective is to demonstrate the need
to maintain a small number of term multi-modal posterior distribution in order to
enable convergence of the localization solution. Figure 2.4 shows the average RMS
position error of the RT-GSF MMSE estimate compared to the ‘HP’ truth data.
The average error is shown along with the standard deviation as a function of the
maximum number of mixands Ngmax (horizontal axis). In addition, the study is
performed using three different values of the minimum number of mixands Ngmin
(different color bars). The maximum error when Ngmin = 1 was at least 18 m
regardless of the value for Ngmax . In addition, the performance for Ngmin = {2, 5}
shows little variation regardless of the value of Ngmax . This demonstrates it is nec-
essary to maintain a small term Ngmin ≥ 2 multi-modal posterior distribution to
ensure capture of the true data and the best performance.
2.5.3 Comparison of Performance Between RT-GSF and
PF
The RT-GSF’s state estimates are compared to the PF PosteriorPose (Miller and
Campbell, 2008) algorithm using 2000 particles run on the same data. The same
measurement likelihood functions are used along with the same hypothesis tests
for each case, although the outcome of the hypothesis tests can be different. The
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Figure 2.4: RT-GSF average position error over the entire data collection for
different values of Ngmin and Ngmax . The best performance occurs
with at least 2 terms in the posterior and increasing the number
of terms has similar performance.
RMS position error for each of the algorithms is shown over the entire 37 minute
run in Figure 2.5. There are times where each algorithm performs better than
the other. The PosteriorPose PF algorithm average error is 1.85 m (compared to
1.3 m for the RT-GSF), the standard deviation is 1.6 m and the maximum error
is 11.3 m, after exiting a turn. This shows both algorithms are able to remain
converged in the presence of an extended GPS blackout. Figure 2.5 shows the PF
diverges shortly before and after the GPS blackout. If this error is excluded, the
average error is 1.63 m, the standard deviation is 1.3 m and the maximum error is
5.6 m. Excluding this region does not change the conclusions for the remainder of
the paper and is included in the remaining analysis.
36
0 500 1000 1500 2000
0
1
2
3
4
5
6
7
8
9
10
11
Time (sec)
Er
ro
r (
m)
 E kP
F ,
 E
kG
SF
 
 
PosteriorPose PF
PosteriorPose GSF
Initialization
Period
GPS Blackout
Begins
Figure 2.5: RT-GSF and particle filter position errors over the entire data
collection, including the GPS blackout. Both solutions remain
converged over the entire 32 minute blackout.
A more direct comparison can be made by subtracting the PF error at each
time step EPFk from the RT-GSF error at each time step E
GSF
k to create a difference
in error ∆k = E
PF
k − EGSFk . The histogram of the difference in the error between
the RT-GSF and PF is shown in Figure 2.6. On average, over the entire run,
the RT-GSF performs ∆¯ = 0.52 m better than the PF. When a paired t-test
is performed, the 0.52 m average performance improvement of the RT-GSF is
statistically significant at the p = 0.05 level. In fact, the t-test concludes the RT-
GSF outperforms the PF over the 37 minute run by at least 0.51 m at the 5%
significance level. The histogram in Figure 2.6 has a sub-mode around 2.5 m. This
indicates the RT-GSF is 2.5 m closer than the PF to the true position. This occurs
when the PF has converged to the incorrect lane and the RT-GSF converges to
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Figure 2.6: Histogram of the difference in the position error (∆k) between
the RT-GSF and PF. The RT-GSF outperforms the PF with
statistical significance.
the correct lane.
An interesting and insightful area of comparison between the RT-GSF and PF
is when the autonomous vehicle approaches and completes a 90◦ right turn. This
is a particularly challenging case for localization because the map information is
sparse and the lane of the new road segment the vehicle occupies is uncertain.
Figure 2.7 is an example of this case and shows the RMS position error of the
RT-GSF and the PF 1054 seconds into the data capture (676 seconds after GPS
blackout). Figure 2.7 shows the vehicle approach a corner and after maneuvering
through the corner, the PF converges to the incorrect lane. The PF remains
converged to the incorrect lane until encountering a stop sign 58 seconds later.
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The RT-GSF, however remains converged to the correct lane the entire time. This
incorrect convergence is the primary reasons the RT-GSF is able to statistically
out-perform the PF.
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Figure 2.7: Plot of the position error from the RT-GSF and PF over a subset
of the data collection. The autonomous vehicle makes a right turn
and the PF converges to the incorrect lane, while the RT-GSF is
able to converge to the correct lane. The PF remains diverged
until observing a stopline at 1112 seconds.
Figure 2.8 depicts the RT-GSF (left) and PF (right) posterior density approx-
imations at three time snapshots just before (first row), during (second row) and
after (third row) encountering the corner; this corresponds to the beginning of
Figure 2.7. Figure 2.8 (first row) shows a nearly unimodal and consistent poste-
rior distribution prior to the corner for the RT-GSF and PF. Figure 2.8 (second
row) shows the PF converges to two distinct clusters in the turn, but the RT-GSF,
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using Ng = 5 terms in the Gaussian mixture, overlaps both these distinct modes.
Figure 2.8 (third row) shows the estimated vehicle pose posterior three seconds
after the turn. The RT-GSF MMSE estimate converges to the correct lane and
the PF converges to the incorrect lane. As a result of this better representation
during the turn, the RT-GSF converges to the correct lane three seconds after the
vehicle has moved through the corner. Thus, because the PF fails to maintain an
accurate representation of the posterior density as the vehicle moves through the
corner, the PF position estimate converges to the incorrect lane after the turn.
The sequence of frames in Figure 2.8 demonstrates the difficulty that the PF has
in representing the true posterior density in complex scenarios.
2.5.4 Effective Number of Gaussians
It is insightful to interpret the PF with a Gaussian mixture representation in order
to understand how the effective number of Gaussians that match the PF data varies
over the data run. The effective number of Gaussians of the PF is calculated
following the description of the EM algorithm in Section 2.4.4; this process is
run oﬄine, over the stored PF data at each time step in order to estimate the
effective number of Gaussians in the posterior distribution. The EM algorithm is
run 100 times with different initial means and covariances for each of the K-terms
in the Gaussian mixture to encourage convergence to a global minimum. Each
iteration is allowed to run to convergence for each M -term Gaussian mixture,
where M ∈ [1, 15]. The number of occurrences for each M -term Gaussian mixture
representation of the PF is shown in Figure 2.9. The average effective number of
Gaussian distributions in the PF posterior density is 2 and fewer than 5 components
for the majority of the data, despite the particle filter using 2000 particles. This
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Figure 2.8: Sequence of frames beginning 1054 seconds into the experiment,
showing the autonomous vehicle maneuvering through a corner,
comparing the performance and behavior between the RT-GSF
and PF. The PF converges to the incorrect lane, while the RT-
GSF converges to the correct lane after the corner, because the
PF posterior distribution does not represent the true errors.
suggests the PF is inefficient for this application; it uses 2000 particles to represent
a posterior distribution equivalent to a Gaussian mixture with as few as 2 terms.
Figure 2.10 shows the areas on the map where the RT-GSF adaptively increases
the number of terms in the posterior distribution prior to condensation. For this
analysis, the case where Ngmin = 1 and Ngmax = 8 was used. Many of the occur-
rences are around corners, but of particular interest is the area of the map with
the poorest lane markings in the lower right portion of the course that shows the
RT-GSF increasing the number of terms in the posterior. This is caused, because
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Figure 2.9: Histogram showing the effective number of Gaussian components
in the PF data over the entire 37 minute data collection. The
PF uses 2000 particles and a M -term Gaussian mixture is fit to
the data. The majority of the PF data is well represented with
fewer than 5 Gaussians.
the uncertainty in the MMSE estimate grows as few quality vision measurements
are fused. This allows the RT-GSF to adaptively increase the number of terms in
the posterior to account for the added uncertainty.
In order to examine when the PF has the most multi-modal content, and thus
the most challenging areas, the points where the effective number of Gaussians
is greater than 4 are extracted, and plotted with the true vehicle position on the
test course in Figure 2.10. The majority of the complex PF posterior distributions
occur around intersections, which is where the vehicle has the most opportunity
to predict incorrect measurement-feature data assignments.
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Figure 2.10: Plot of location where adaptation occurs in the RT-GSF
(Ngmin = 1, Ngmax = 8) and the most complex PF posterior
densities. The majority of the points occur around intersec-
tions on the map or areas of poor lane markings. The RT-GSF
adapts the number of terms in the posterior based on uncer-
tainty caused from poor lane-markings and data association er-
ror. The PF posterior complexity increases in areas of ambiguity
in data association around corners.
In summary, the posterior density is well represented by a relatively small term
Gaussian mixture at each sample in the collected data. This compactness explains
how the RT-GSF with 5 terms in the posterior density is able to outperform the
PF with 2000 particles (Figure 2.6).
43
2.5.5 Artificial Increase in Likelihood of Particle Filter
An inexpensive, heuristic method for increasing the ability of a particle filter to
represent the true posterior distribution is to artificially increase the size of the
measurement likelihood, thereby changing the weights on the importance samples
of the bootstrap PF. In this analysis, the component covariances (equation 2.5)
are increased by a factor of 10 in the likelihood function. Figure 2.11 shows the
histogram of differences between the RT-GSF (with the original measurement co-
variances) and the PF with an increased measurement likelihood uncertainty. On
average, over the entire run, the RT-GSF performs ∆¯ = 0.28 m better than the
PF. When a paired t-test is performed, the 0.28 m average performance improve-
ment of the RT-GSF is statistically significant at the p = 0.05 level. In fact,
the t-test concludes the RT-GSF outperforms the PF with increased measurement
variance over the 37 minute run by at least 0.27 m at the 5% significance level. The
increased measurement uncertainty in the likelihood function allows the particle
filter weights to avoid being overly peaked and misrepresenting the posterior distri-
bution. Furthermore, this better representation allows the filter to avoid divergent
behavior. This shows the PF to be more sensitive to the choice of likelihood model.
Another suggestion that the particle filter is not representing the true posterior
distribution comes 120 seconds after the start of the GPS blackout when the vehicle
approaches the second turn. Figure 2.12 shows an overhead view of the true pose
and the estimated pose from the RT-GSF, the PF and the PF with increased mea-
surement variance. Figure 2.12 shows the particle filter estimate diverges from the
truth and, as a result, the vision measurements along the straight section of road
are rejected as statistically improbable under the χ2 hypothesis test from (2.33).
This causes the filter to remain diverged along the entire straightaway. However,
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Figure 2.11: Histogram of the difference in the position error (∆k) between
the RT-GSF and PF with a larger measurement variance. The
PF has improved performance, but the RT-GSF still outper-
forms the PF with statistical significance.
the RT-GSF is able to incorporate the vision measurements and avoid diverging.
The measurement rejection is a direct result of an incorrect representation of the
posterior distribution, further showing the RT-GSF is more accurately representing
the posterior distribution. It is noted that increasing the measurement likelihood
by a factor of 10 in the posterior allows the particle filter to remain converged.
2.5.6 Increasing the Number of Particles in the PF
To evaluate the influence of increasing the number of particles on the size of the ef-
fective number of mixands in the Gaussian mixture approximation of the posterior,
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Figure 2.12: Plot of the RT-GSF and two variants of the PF, as the vehicle
is turning through an intersection and onto a straight road.
In the PF with the nominal likelihood, vision measurements
are continuously rejected when the posterior distribution is not
accurately representing the true error in the pose estimates.
the number of particles was varied over 1000− 10000 particles. Figure 2.13 shows
the average and standard deviation of the difference (∆k = E
PF
k − EGSFk ) between
the RT-GSF and the PF with varied number of particles . The plot shows the
RT-GSF on average outperforms the PF. The paired t-test confirms the RT-GSF
performance is statistically significant better than the PF at p = 0.05 confidence
level. This demonstrates the ‘solution’ to increasing the performance of the PF
is not to simply increase the number of particles. In fact, the RT-GSF is able
to better represent the posterior distribution regardless of the number of particles
used.
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Figure 2.13: Plot of the average improved performance of the RT-GSF com-
pared to the PF with increasing number of particles. The RT-
GSF statistically outperforms the PF regardless of the number
of particles used.
To further evaluate any consequences of the different number of particles, the
percentage of measurements rejected as a result of the χ2 hypothesis tests (2.33)
are shown in Figure 2.14. The results highlight the impact of the posterior repre-
sentation in each implementation. The RT-GSF has the lowest overall fraction of
measurements rejected from the χ2 hypothesis tests, which suggests the best repre-
sentation of the true posterior density. The different in performance as a function
of the different number of particles in the PF is also attributed to the fraction
of measurements that is rejected. The implementations with few particles have
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the most rejections. In addition, as the number of particles increases, the fraction
of measurements rejected decreases, except for the implementation with 10, 000
particles. This shows a complex interaction between the hypothesis tests and the
specific implementation. However, the hypothesis tests are necessary, because each
implementation diverges without hypothesis testing. This is because there are nu-
merous features in the world that are not represented in the known map, including
unmapped stopped signs and railroad tracks that are often confused for stoplines
or lane markers.
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Figure 2.14: Plot of the percentage of measurements rejected under the χ2
hypothesis test for different number of particles. The differ-
ence in performance from increasing the number of particles is
attributed to the increased hypothesis rejections.
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2.5.7 Environmental Sensitivities between RT-GSF and
PF
To evaluate the posterior representation on different portions of the map, the
number of Gaussians in the RT-GSF and effective number of Gaussians in the PF is
examined based on the type of road the vehicle is traversing. Figure 2.15 shows the
overall average number of Gaussian mixtures terms in the RT-GSF posterior prior
to condensation for Ngmin = 2 and Ngmax ∈ [2, 15] and PF posterior distribution for
1000− 10000 particles (horizontal axis). The different bars represent the different
areas of the map, including straight roads, areas within 10 m of a corner and all
areas of the map. Figure 2.15 shows the average number of Gaussians in the RT-
GSF posterior prior to condensation increases linearly with the maximum number
of allowed terms in the posterior after condensation. The number of terms in the
RT-GSF prior to condensation is approximately the same on the straight-away road
and in the corners. This is because the number of terms in the posterior density
of the RT-GSF is allowed to adapt regardless of the location on the map. The
increased average number of Gaussians in the posterior distribution as a function
of Ngmax does not have an impact on performance (Figure 2.4), so a low number
of terms is appropriate for this application.
However, for the PF effective Gaussian mixture, Figure 2.15 shows a larger
difference in the straight-away section compared to the corners. This show when
the vehicle was within 10 m of an intersection the complexity of the posterior dis-
tribution increases. This is expected behavior, because there is less uncertainty on
the straight roads and more uncertainty about correct measurement-feature data
assignment after exiting corners. Figure 2.15 shows that increasing the number of
particles does not change the average effective number of mixands in the PF pos-
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terior distribution. This shows the particle filter is not representing the posterior
distribution effectively, because a small term Gaussian mixture is equivalent (in
terms of performance) to the thousands of particles.
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Figure 2.15: Plot of the average number of Gaussians in the posterior distri-
bution of the RT-GSF and PF as a function of the vehicle loca-
tion on the map. The average number of terms in the RT-GSF
posterior increases linearly with Ngmax and is similar regardless
of the location on the map. The average number of effective
Gaussians in the PF data is small despite increasing the num-
ber of particles and has larger variation between the different
sections of the map.
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2.5.8 Computational Comparison Between RT-GSF and
PF
To evaluate whether the enhanced performance of the RT-GSF is at the cost of
additional computation, a timing analysis was conducted and compared against
the bootstrap PF. The RT-GSF and PF are implemented in C++ and run on
a dual-core PC. Figure 2.16 shows the computation time for the RT-GSF with
different values ofNgmax forNgmin = 5 and the PF with different number of particles.
The total computation time is shown along with the predict-update time and the
resampling or condensation time. Note that the computation time is normalized
by the total run-time of the particle filter with 2000 particles. The overall PF
computation time increases quadratically in the number of particles. The overall
RT-GSF computation time also increases quadratically, due to the condensation
algorithm. However, the RT-GSF scales at a lower rate than the PF. This shows the
added performance of the RT-GSF is not at the expense of increased computation.
2.6 Conclusion
A Real-Time implementation of a general Gaussian Sum filter was developed to
perform localization in a known map using multi-modal vision measurements in
the absence of GPS with map relative measurements. The RT-GSF uses Runnalls’
condensation technique to maintain the number of Gaussian components in the
posterior density over time; varying the number of terms according to the MMSE
state covariance. The RT-GSF performance remains constant as a function ofNgmax
as long as Ngmin > 1. The RT-GSF remains converged with a precise global posi-
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Figure 2.16: Plot of the RT-GSF and PF computational time as implemented
in C++ and running on a dual-core PC. The computation scales
quadratically for both filters, but the RT-GSF scales slower than
the PF.
tion estimate over an extended 32 minute GPS blackout. The RT-GSF requires a
multi-modal posterior distribution to avoid divergence, although a lower number of
mixands in the posterior is required to solve the localization problem. The RT-GSF
performs statistically better than the particle filter; in addition, using additional
particles does not improve the filter performance due to complex interaction with
the measurement hypothesis tests. The RT-GSF performance improvements are
driven by time segments where the PF converges to the incorrect road lane. This
is typically the result of a misrepresentation of the posterior distribution, which is
further shown by the PF continuously rejecting vision measurements after diver-
gence. Artificially increasing the likelihood variance in the PF enables the filter
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to remain converged, but the RT-GSF is still able to perform statistically better.
The PF posterior distribution is inefficient in that it can be sufficiently represented
with a small number of terms in a Gaussian mixture, regardless of the number of
particles used in the filter. The largest area of complexity in the PF posterior distri-
bution is located around corners in the map, where few map-aided measurements
are available. The RT-GSF and PF computation time both scale quadratically,
but the RT-GSF scales at a slower rate. Finally, the added performance of the
RT-GSF does not come at the expense of additional computation.
Acknowledgments
The authors would like to thank Peter Moran and Aaron Nathan for assistance in
collecting data and the members of the Cornell DARPA Urban Challenge Team for
providing sensors, sensor interfaces, and other data collection support. This work
is supported under the Northrop Grumman Electronic Systems Scholars Program
and ARO Grant #W911NF-09-1-0466.
53
CHAPTER 3
GENERALIZED DATA FUSION FOR DISTRIBUTED TERRAIN
ESTIMATION
Abstract
A distributed grid-based terrain mapping algorithm using Gaussian Mixture Mod-
els is developed for use in tree connected and arbitrary connected sensor networks.
The distributed data fusion rules are developed that operate directly on the suffi-
cient statistics summarizing the grid-cell height and uncertainty. The exact solu-
tion, equivalent to a centralized solution, is achieved through use of channel filters
if the sensor network topology is a tree. Three different tree topologies are in-
vestigated for the channel filter solution for evaluation of information gain. For
arbitrary networks, a novel distributed data fusion solution is developed through
use of a generalized data fusion technique based on combination of a sufficient
statistic information set for each grid-cell. The computation of the generalized
fusion weight is investigated and three techniques explored to compute the weight.
For evaluating the distributed grid-based terrain mapping techniques two novel
definitions of the cumulative information content in the map and the entire sensor
network are developed. A bound on the maximum amount of information lost per
grid-cell is derived for the generalized data fusion process. Finally, the maximum
information loss metric is shown on the map and can be used to balance exploration
and verification of areas with large uncertainty due to information loss. The dis-
tributed grid-based terrain mapping algorithm is demonstrated in an experimental
environment involving 8 autonomous robots operating in an indoor environment
for 120 seconds. The data are recorded and the algorithms demonstrated using
tree connected and optimally connected network topologies and compared against
the exact centralized solution.
3.1 Introduction
Mobile robots require an accurate representation of their operating environment
for path planning, localization, and exploration. The representation of the envi-
ronment required by the robots depends on both the mission and capabilities of the
mobile robot. Planetary exploration robots (Se et al., 2005), or Unmanned Ground
Vehicles (UGVs) performing security functions (Ani Hsieh et al., 2007) require rich
representations of the environment, including 3D terrain maps. The terrain maps
can be generated via a variety of different sensors which provide depth informa-
tion, including laser-line scanners, stereo vision, or depth from camera motion
algorithms (Fregene et al., 2005).
Robots equipped with laser range finders that scan a single line have been used
to generate 2D occupancy grid maps (Elfes, 1989) which represent the terrain as
a planar grid, with each cell having a probability of being occupied or unoccu-
pied. A natural extension of 2D occupancy grids was identified (Elfes, 1989) and
implemented (Moravec, 1996) with stereo-vision using voxels (3D pixels) to rep-
resent the occupancy status of a given rectangular prism. Alternative techniques
have been developed for terrain mapping that have a more compact representation
than 3D occupancy grid maps. A technique was presented for translating point
data, such as that obtained from laser line scanners, to triangular meshes that
handle spurious data and holes in the point clouds (Roth and Wibowo, 1997). A
3D mapping technique was also introduced based on fine-grained multi-polygon
surface models (Thrun et al., 2000). The polygon representation was made more
compact (Thrun et al., 2004) by using a real-time variant of the EM algorithm to
cluster range data and simultaneously estimate the number and shape of planes in
the scan data. While these techniques provide rich and dense maps, they do not
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provide online evaluation about the accuracy of the maps. The most compact true
3D occupancy grid work appears to be Octomap (Wurm et al., 2010) and provides
rich 3D maps for large volumes with minimal memory requirements compared to
the full 3D version; however, the limitation is that no accuracy is represented in the
estimated map. Octomap does motivate a memory saving technique in the current
grid-based implementation to use a quadtree that avoids instantiating cells until
they are observed with the lidar sensor.
Other 3D mapping techniques include 2.5D representations that model the
height of grid cells in a planar map assuming independence of heights in neighbor-
ing grid cells. A 2.5D map was created using laser range finders that assigns the
maximum height return in each grid cell to the terrain height (Bares et al., 1989).
A similar technique was used after creating Gaussian distributed terrain height es-
timates for each grid cell (Kleiner and Dornhege, 2007). The mixture-model based
technique used here was introduced (Miller and Campbell, 2006), where the eleva-
tion of each grid cell is modeled as a mixture of Gaussian terrain height estimates
and provides an estimate of the elevation uncertainty in each grid cell. A modified
elevation map technique to handle environments with multiple dominant elevations
was presented (Pfaff et al., 2007) where a dominant terrain height in each grid cell
is selected. The proposed multi-level surface maps, where multiple elevations in a
grid cell are represented by vertical and horizontal patches, was likewise presented
(Triebel et al., 2006). A combination of the techniques of (Miller and Campbell,
2006) and (Triebel et al., 2006) was used to create probabilistic multi-level sets (Ri-
vadeneyra and Campbell, 2011). An approach to incorporate pose uncertainty into
Gaussian Processes used to represent terrain maps via contextual occupancy was
introduced (O’Callaghan et al., 2010), but does not incorporate sufficient statis-
tics and introduces a large computational burden. All of these mapping techniques
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create dense maps that are different from those created from point obstacles (Lu
and Milios, 1997) which are common in simultaneous localization and mapping
(SLAM) procedures. Miller’s mixture model based representation is used in this
paper, because a dense elevation map is represented probabilistically; the develop-
ment to multiple robots in arbitrary sensor networks is subsequently presented.
Multi-platform mapping has been performed using a variety of different tech-
niques. In the context of SLAM, when the initial robot positions are known, or
the robots are operating in a common coordinate system, multi-robot mapping
is a simple extension of single robot mapping for centralized map creation (Fox
et al., 2006). Multi-robot 3D mapping was performed where the 3D map (poly-
gons) from each local sensor node is broadcast to all other nodes and the received
local map is inserted into the global map and fused using a quadratic error mea-
sure (Thrun, 2001). This technique relies on each robot localizing themselves in
the map of the other robot prior to transmitting map information, which may be
made easier through localization with 2D bar codes (Olson, 2011). Also, 3D oc-
cupancy grid maps were joined from different sensor nodes through an exhaustive
search process (Ryde and Hu, 2006). A technique based on spectral information in
occupancy grid maps was used to fuse local maps into a global estimate (Carpin,
2008). Another technique forced each robot to share a common map while per-
forming marginal-SLAM, and fuses maps by matching features (Martinez-Cantin
et al., 2007). Another multi-robot SLAM technique does not require the initial
positions of the robots to be known, but instead have the robots actively seek
each other to determine their relative locations in order to fuse maps (Fox et al.,
2006). All of these approaches essentially insert local maps into a global map, but
none allow uncertainty or confidence associated with the map to be updated in the
process and none ensure consistency in the presence of loops in the local sensor
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network without data-tagging (Ceruti et al., 2006).
The objective of sensor networks employing distributed data fusion (DDF)
networks is to generate globally consistent estimates on each sensor node with-
out the use of a centralized processing node, without a common communication
bus (node-to-node communication only) and without requiring each node to have
global knowledge of the network topology (neighborhood knowledge only) (Nettle-
ton et al., 2000). The advantages of DDF in a sensor network include robustness
and modularity (Makarenko and Durrant-Whyte, 2006). The channel filter (Grime
et al., 1992) (Grime and Durrant-Whyte, 1994) is a convenient approach to per-
forming DDF for general probability distribution representations (Makarenko and
Durrant-Whyte, 2006). None of the dense multi-robot mapping techniques de-
scribed above adhere to the DDF paradigm. However, discrete feature maps, such
as those generated in the SLAM paradigm, can be fused in a distributed data
fusion paradigm (Nettleton et al., 2000).
In an distributed data fusion architecture that does not propagate measure-
ments, the optimal fusion solution must factor common information (Liggins et al.,
1997). An earlier approach based on linear opinion pools was used to merge with
a weighted average two distributions (Genest and Zidek, 1986) The channel filter
approach accomplishes this only when the global network topology is acyclic or
tree connected (Grime and Durrant-Whyte, 1994). For maximally robust sensor
networks (Dekker and Colbert, 2004), cyclic topologies are preferred. In order
to avoid data-tagging or sending pedigree information along with each estimate,
generalized data fusion techniques with unknown correlations are required. An
early approach for conservative fusion of Gaussian distributions with unknown
correlation was the covariance intersection approach (Julier and Uhlmann, 1997).
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The covariance intersection method was extended to general distributions (Mahler,
2000) and recognized as similar to the Chernoff information metric (Hurley, 2002)
that finds a fused distribution half-way (in the Kullback-Leibler sense) between
the two distributions to fuse (Cover and Thomas, 1991). The Chernoff fusion ap-
proach was studied for use with Gaussian Mixtures and several approximations
introduced (Julier, 2006), the most accurate was a pseudo-Chernoff covariance in-
tersection technique. The generalized Chernoff fusion technique for fusing multiple
distributions with unknown correlations without performing sequential Chernoff
fusion was subsequently introduced (Farrell and Ganesh, 2009). Additional recent
techniques include an effort to estimate and exploit common information (Julier,
2009). A fusion approach using Schur dominance was introduced for discrete dis-
tributions, and is more accurate than Chernoff fusion because it can find solutions
off the Kullback-Leibler chord between the two distributions (Rendas and Leita,
2010). A message passing approach that solves the double counting problem in
2-tree network topologies was presented (Thompson and Durrant-Whyte, 2010).
The generalized data fusion approach here is a hybrid approach between linear
opinion pools and generalized Chernoff fusion, because it operates on a set of suf-
ficient statistics, but also maintains a conservative approximation, without double
counting mutual information.
This paper develops an algorithm for generating dense terrain maps from mul-
tiple robots in a common coordinate system in arbitrary networks. It expands
an earlier conference paper (Schoenberg and Campbell, 2009) that considers dis-
tributed fusion in only tree connected networks with a limited data set. The terrain
maps local to each sensor are generated using Miller’s mixture-model based ap-
proach, which is good for memory scaling, accuracy, and formally dealing with
measurement errors introduced by the robot pose estimation and sensor.
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Two distributed grid-based terrain mapping algorithms are developed for use
in multi-robot mapping. Compact information sets representing the in-cell height
estimate are fused in a distributed sensor network. The first algorithm uses a chan-
nel filter for DDF and three different tree topologies (chain, star and bridge) are
utilized and the impact on information gain based on topology is evaluated with
insights into information gain rates based on topology. The second distributed
mapping technique is a novel approach for consistent, but conservative fusion for
arbitrary network topologies based on fusion of sufficient statistics. The general-
ized distributed terrain mapping technique is evaluated on an optimally connected
network. A bound on the information loss is derived and shown to be a function
of the terrain map location; this representation will be potentially important in
planning. For all distributed fusion mapping approaches, each local sensor node
updates and maintains a terrain map and formally incorporates accuracy informa-
tion from other sensor nodes in a distributed fashion. The algorithms are examined
using a laboratory experiment and the generation of quality terrain maps with con-
sistent, but conservative fusion is observed.
The remainder of the paper includes a summary of the mixture-model based
terrain estimation algorithm for a single sensor node in Section 3.2. Section 3.3
extends the algorithm to the distributed data fusion paradigm for tree connected
topologies using the channel filter in Section 3.3.1 and arbitrary topologies using a
generalized fusion rule in Section 3.3.2 along with the maximum information loss
bound. Sections 3.4 and 3.5 describe the laboratory experiments and results, and
Section 3.6 finishes with conclusions.
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3.2 Grid-Based Terrain Mapping Using Gaussian Mixture
Models
The mixture-model based terrain estimation algorithm introduced by Miller and
Campbell (Miller and Campbell, 2006) translates laser scanner terrain detections
into an elevation distribution for the height of the terrain in each cell in a planar
grid. The algorithm begins by transforming the terrain detections into an iner-
tial coordinate system accounting for uncertainties in the sensor alignments and
measurements errors. Next, the terrain detections are probabilistically associated
to cells in the terrain grid. An estimate of the elevation distribution in the cell is
then generated from the measurements associated in each grid cell. The elevation
density in each grid cell is assumed independent from one grid cell to the next. The
key feature of (Miller and Campbell, 2006) is representing each cell as a mixture,
which greatly eases the ability to accumulate additional measurements into the
terrain estimate, as shown in the remainder of this section.
The mixture model terrain estimation algorithm in (Miller and Campbell, 2006)
begins by defining a planar grid of Nc cells in an inertial coordinate system. Each
rectangular grid cell is defined such that the lth cell extends from El− to El+ in the
Easting direction and Nl− to Nl+ in the Northing direction. This places the center
of grid cell l at ENl = [El Nl]
T where El =
1
2
(El− + El+) and Nl = 12(Nl− +Nl+).
The extent of each grid cell is also easily defined such that ∆El = (El+−El−) and
∆Nl = (Nl+ − Nl−). The planar grid need not have a uniform cell size, but it is
convenient to assume one without loss of generality.
The transformation of range and angle laser scanner measurements r to an
inertial Cartesian coordinate system requires knowing the orientation of the sensor,
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defined by parameters p, in the inertial coordinate system. For an East-North-Up
(ENU) coordinate system, the transformed laser measurements are defined by a
nonlinear function f(p, r) defined in (3.1).
rENU
∆
=


E
N
U
1


= f(p, r) (3.1)
where defining rENU as a 4 × 1 vector allows for the use of 4 × 4 transformation
matrices when converting between coordinate systems.
Unfortunately, no sensor measurement or alignment parameters are perfect. In
fact, errors can arise from a variety of reasons including miss-calibration, thermal
noise, and encoder quantization for gimbaled sensors. The observed sensor orien-
tation parameters and laser measurements are corrupted by noise from the truth
as defined in (3.2) and (3.3).
pˆ = p+ νp (3.2)
rˆ = r + νr (3.3)
where νp and νr are the Gaussian distributed measurement errors that are assumed
independent from each other with zero mean and covariances Qp and Qr.
The transformed laser measurements with errors, are defined by f(p+νp, r+νr),
which is linearized about the observed values pˆ and rˆ in (3.2) and (3.3):
rENU ≈ f(pˆ, rˆ) + ∂f
∂p
∣∣∣∣∣
p=pˆ,r=rˆ
νp +
∂f
∂r
∣∣∣∣∣
p=pˆ,r=rˆ
νr (3.4)
= f(pˆ, rˆ) + Jp(pˆ, rˆ)νp + Jr(pˆ, rˆ)νr (3.5)
where Jp and Jr are the Jacobians of the measurement function f taken with
respect to p and r.
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Using the linearized measurement function, it is possible to generate the
posterior distribution of the terrain detection in the inertial coordinate sys-
tem rENU ∼ p(E,N,U) that is approximated with a Gaussian distribution
p(E,N,U) ≈ N (rˆENU , PENUrˆ ). The mean and covariance of the posterior dis-
tribution of the terrain detection is given in (3.6) and (3.7), conditioned on all the
information available (I).
rˆENU =


eˆ
nˆ
uˆ
1


= E
[
rENU |I
]
= f(pˆ, rˆ) =

 rˆ
EN
uˆ

 (3.6)
PENUrˆ = E
[
(rENU − rˆENU)(rENU − rˆENU)T |I
]
(3.7)
= Jp(pˆ, rˆ)QpJ
T
p (pˆ, rˆ) + Jr(pˆ, rˆ)QrJ
T
r (pˆ, rˆ)
=

 P
EN
rˆ P
EN,u
rˆ
P u,ENrˆ P
u
rˆ


where rˆENU and PENUrˆ are written in block form to identify specific portions that
are used later in the algorithm. Equations (3.6) and (3.7) represent the terrain
detection with Gaussian uncertainty associated with the source; the next step is
to perform measurement-to-grid association.
The U dimension is marginalized out of each one of the M transformed terrain
measurements {rˆENUm , PENUrˆm }Mm=1 in order to generate a planar distribution of the
terrain measurement uncertainty (3.8):
pm(E,N) =
∫ ∞
−∞
pm(r)dU =
∫ ∞
−∞
pm(E,N,U)dU (3.8)
=
∫ ∞
−∞
N
(
rˆENUm , P
ENU
rˆm
)
dU
= N
(
rˆENm , P
EN
rˆm
)
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where each of the M terrain measurements from a single scan of the laser range
finder is assumed independent.
This gives the in-plane Gaussian distribution of the terrain measurement, where
rˆENm and P
EN
rˆm
are the mean and covariance respectively. The probability of the
terrain measurement originating from a specific cell l is then computed as:
Pr
(
rˆENm ∈ l
)
=
∫ El+
El−
∫ Nl+
Nl−
pm(E,N)dNdE (3.9)
≈ (∆El) (∆Nl) pm(El, Nl)
where the probability is approximated using a single Riemann sum.
Next, the in-cell height distribution of the mth terrain measurement given it
occurred at the center of the lth grid cell is computed. The univariate in-cell height
distribution is found by taking the conditional distribution of the Gaussian defined
by the mean (3.6) and covariance (3.7):
p(um∈l|E = El, N = Nl) ≈ N
(
uˆm∈l, σ2uˆm∈l
)
(3.10)
where the mean and covariance are found via standard conditioning rules of the
Gaussian distribution (Bar-Shalom et al., 2001):
uˆm∈l = uˆm + P u,ENm
(
PENm
)−1 [
ENl − rˆENm
]
(3.11)
σ2uˆm∈l = P
u
m − P u,ENm
(
PENm
)−1
PEN,um (3.12)
Now, the set of all laser scanner measurements rK
∆
=
{
{ρkm, θkm}Mm=1
}K
k=0
up
to time K is defined, assuming M measurements per scan of the range ρkm and
angle θkm, along with a set of sensor alignment measurements p
K =
{
p
k
}K
k=0
. Each
laser scanner measurement in the set rK and sensor alignment measurement pK
have been mapped to each grid cell l with an association probability and height
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estimate
{
pkm∈l, uˆkm∈l, σ2uˆkm∈l
}K
k=0
. In practice, it is only necessary to compute the
association probability and height estimates for a certain number of cells around
the original laser scanner measurement(Miller and Campbell, 2006).
The next step is to compute the distribution of the elevation in the lth cell
given all of the terrain detections, denoted as p(Ul|rK , pK). This is approximated
as a Gaussian mixture:
p(Ul|rK , pK) ≈ 1
cl
K∑
k=0
M∑
m=1
pkm∈l · N
(
uˆkm∈l, σ2uˆkm∈l
)
(3.13)
where cl =
∑K
k=0
∑M
m=1 pkm∈l is a normalizing constant. Considering just the first
and second moments of this Gaussian mixture, the lth cell’s terrain height is cat-
egorized by the mean and covariance of the Gaussian mixture (Bar-Shalom et al.,
2001):
UˆGM l =
1
cl
K∑
k=0
M∑
m=1
pkm∈luˆkm∈l (3.14)
σ2
UˆGMl
=
1
cl
K∑
k=0
M∑
m=1
pkm∈l
(
uˆ2km∈l + σ
2
uˆkm∈l
)
− Uˆ2GM l (3.15)
This allows each sensor node to maintain a recursively calculated information set
with sufficient statistics for each grid cell, as:
ZKl
∆
=
{
ZKp =
K∑
k=0
M∑
m=1
pkm∈l, ZKpuˆ =
K∑
k=0
M∑
m=1
pkm∈luˆkm∈l,
ZKpuˆ2 =
K∑
k=0
M∑
m=1
pkm∈luˆ2km∈l, Z
K
pσ2
uˆ
=
K∑
k=0
M∑
m=1
pkm∈lσ2uˆkm∈l
}
(3.16)
From these sufficient statistics, the Gaussian mixture first and second moment are
computed:
UˆGM l =
1
ZKp
· ZKpuˆ (3.17)
σ2
UˆGMl
=
1
ZKp
·
(
ZKpuˆ2 + Z
K
pσ2
uˆ
)
−
(
ZKpuˆ
ZKp
)2
(3.18)
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The information set ZKl is defined to be all of the accumulated information from
the initial time up to and including time tk. The update of the information set
takes a simple recursive form for subsequent time steps; for example, the update
for κ additional time steps of data is:
Zκp = Z
K
p + Z
K+1,K+κ
p
= ZKp +
K+κ∑
k=K+1
M∑
m=1
pkm∈l (3.19)
Zκpuˆ = Z
K
puˆ + Z
K+1,K+κ
puˆ
= ZKpuˆ +
K+κ∑
k=K+1
M∑
m=1
pkm∈luˆkm∈l (3.20)
Zκpuˆ2 = Z
K
puˆ2 + Z
K+1,K+κ
puˆ2
= ZKpuˆ2 +
K+κ∑
k=K+1
M∑
m=1
pkm∈luˆ2km∈l (3.21)
Zκpσ2
uˆ
= ZKpσ2
uˆ
+ ZK+1,K+κ
pσ2
uˆ
= Zpσ2
uˆ
+
K+κ∑
k=K+1
M∑
m=1
pkm∈lσ2uˆkm∈l (3.22)
The information set for each grid cell allows a dense map with probabilistic ac-
curacy information to be stored using four constants for each grid cell. More im-
portantly, as new independent information becomes available from the local sensor
node or remote sensor nodes, the information sets are updated with (3.19)-(3.22)
and constant memory for a given grid cell is used.
In addition, an information set for the centralized solution across the entire
sensor network is computed by summing the local node information sets (3.16)
from each of the N nodes together:
Z =
N∑
n=1
Zn (3.23)
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3.3 Distributed Terrain Mapping Using Gaussian Mixture
Models
The distributed terrain estimation algorithm proposed here allows each sensor
node to maintain an estimate of the global environment, in a form identical to
the local mixture based terrain map on a single sensor node. The distributed data
fusion approaches eliminate a central fusion center, to provide enhanced scalability
and survivability in the presence of network disturbance. In addition, distributed
data fusion requires only local knowledge of the network topology at a given node,
instead of requiring global knowledge. Two approaches are developed here for
distributed terrain estimation. The first maintains an optimal distributed solution
that is equivalent to the centralized solution, but requires a tree network topology.
The second approach is a distributed solution that is statistically consistent, avoids
rumor propagation and is used for arbitrary network topologies, but is conservative
in its estimate.
3.3.1 Optimal Distributed Solution Using the Channel Fil-
ter
A goal for distributed data fusion is that as all information is communicated around
the network, the distributed solution approaches the centralized data fusion solu-
tion. The channel filter (Makarenko and Durrant-Whyte, 2006) provides a con-
venient framework to perform DDF. The channel filter keeps track of common
information shared between sensor nodes on opposite ends of a data link. The
network topology influences the implementation of the channel filter, and in the
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proposed approach, a tree-connected, acyclic network topology is assumed. The
desire is for each sensor node i and j on a communication link to estimate the
state x (terrain height of an individual cell) given the union of the information sets
available at each node (Makarenko and Durrant-Whyte, 2006):
p(x|ZKi
⋃
ZKj ) =
1
c
p(x|ZKi )p(x|ZKj )
p(x|ZKi
⋂
ZKj )
(3.24)
where p(x|ZKi ) and p(x|ZKj ) are the posterior distributions including all infor-
mation received at sensor nodes i and j, and p(x|ZKi
⋂
ZKj ) is the posterior dis-
tribution given all the common information contained in both information sets.
One description of the channel filter (Makarenko and Durrant-Whyte, 2006) as-
sumes the posterior distributions are Gaussian and uses the information form of
the Kalman filter to maintain an estimate of (3.24). A similar technique could be
used here for each grid cell, where the mean (3.14) and covariance (3.15) of the
Gaussian mixture are used in the channel filter that assumes Gaussian posterior
distribution. Fortunately, the mixture-model algorithm represents the terrain map
with a succinct information set in each grid cell that enables tracking the union of
the information sets in sensor nodes i and j directly using the channel filter.
The union of the information on a communication channel between sensor node
i and j up to time k, is given by (Makarenko and Durrant-Whyte, 2006):
ZKi
⋃
ZKj = Z
K
i\j + Z
K
j\i + Z
K
i
⋂
j (3.25)
= ZKi + Z
K
j − ZKi⋂ j (3.26)
where ZK
i
⋂
j
is the common information contained in sets ZKi and Z
K
j . The tree-
connected network topology is now advantageous, because all common information
between nodes i and j is assured to have come across the i−jth communication link.
Therefore, the common information up to time K is the union of the information
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shared previously:
ZKi
⋂
j = Z
K−1
i
⋃
ZK−1j (3.27)
The local information set at node i up to time k, given all of the information sets
in the neighborhood Ni (sensor nodes connected to i) where i /∈ Ni can now be
updated:
ZKi = Z
K−1
i + Z
K−1,K
i +
∑
j∈Ni
[
Z˜ki←j − ZK−1i⋂ j
]
(3.28)
where ZK−1,Ki is the new information accumulated at sensor i locally (i.e. from
new laser measurements) from tk−1 to tk and Z˜ki←j is the information received at
node i from neighboring sensor node j at time tk.
The channel filter is robust to communication failure and does not need to
verify receipt of a transmitted message from one node to another. Instead, the
channel filter operates consistently if two rules are followed. First, each sensor
node vows not to send back any information already received over a given channel:
Z˜ki→j = Z
K
i − ZK−1i⋂ j (3.29)
= ZKi − ZK−1i←j (3.30)
where, ZK−1i←j indicates the information received at node i from node j up to tk−1,
this may not be the same as ZK−1j→i , because of communication failure. Second, each
sensor node is required to keep track of all information received from a given node.
These two rules allow the estimate of the common information between nodes i
and j at node i to be a simple assignment of the received information:
ZKi
⋂
j =


Z˜ki←j if Z˜
k
i←j 6= ∅
ZK−1
i
⋂
j
if Z˜ki←j = ∅
(3.31)
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These rules ensure that the channel filter always accounts for the common infor-
mation and the unique information contained at each node. The consequence is
that at each node, the estimate of the common information are not necessarily
symmetric across the i− jth channel depending on communication loss:
ZKi
⋂
j 6= ZKj⋂ i (3.32)
where the first node index indicates the estimation of common information between
nodes i and j resides on that particular node.
In the case of communication failure, the local information set at node i is up-
dated (3.28) without information Z˜kj from nodes whose communication links have
failed such that the updated information is ZKi = Z
K−1
i + Z
K−1,K
i . The chan-
nel filter for the i − jth communication link remains unchanged while the link is
down according to (3.31). If communication failure persists for κ time steps, the
local sensor nodes continue to update local information (3.28) and when commu-
nication is restored, the information from neighboring nodes Z˜K+κj is received and
assimilated at node i into ZK+κi .
Theorem 3.3.1. The channel filter counts independent and mutual information
exactly once regardless of communication failure without message receipt notifica-
tions.
Proof. Decompose the information contained at node i into constituent parts with
the last successful communication from i to j n time steps ago, and m time steps
from j to i.
ZKi = Z
K
i\j + Z
K−m
i←j + Z
K−n
j←i (3.33)
(3.34)
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Node i communicates with node j, following rule one (3.29) does not send back
any previously received information:
Z˜ki→j = Z
K
i − ZK−mi←j (3.35)
= ZKi\j + Z
K−n
j←i (3.36)
Node j assimilates the received information from node i but subtracting any pre-
viously received information:
ZKj = Z
K−1
j + Z
K−1,K
j +
[
Z˜kj→i − ZK−nj⋂ i
]
(3.37)
= ZKj\i + Z
K
i\j + Z
K−n
j←i + Z
K−m
i←j (3.38)
= ZKj\i + Z
K
j←i + Z
K−m
i←j (3.39)
Theorem 3.3.1 shows that by following these two rules (3.29) and (3.31), the
channel filter maintains a consistent estimate without double counting any in-
formation at all nodes regardless of communication failure and without message
arrival confirmation notifications.
To summarize the distributed terrain algorithm, the information set for each
grid cell is updated and received information assimilated locally (3.28), while the
channel filter keeps track of the common information (3.31) on any communication
link for each of the four parameters in each grid cell. Using the locally updated and
assimilated information set (3.28), the final distribution of the in-cell terrain height
estimate is computed using (3.14) and (3.15). The channel filter implementation
used here requires a tree-connected topology to ensure all information received from
node j at node i comes across link i− j. In addition, sensor node i must maintain
a channel filter for each neighboring node. While the global network topology is
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unknown to each node, it must be specified to maintain a tree topology to avoid
double counting information, even with the channel filter. The tree topology is
brittle, because any node or communication failure creates a disconnected network.
To avoid these short-coming and increase robustness and survivability, a general
data fusion solution is developed for the distributed terrain mapping.
3.3.2 Generalized Distributed Solution
The general distributed data fusion solution is designed to operate in arbitrary
network topologies without need for knowledge of the global network topology.
In addition, the distributed system desires to avoid data-tagging (Ceruti et al.,
2006) and only transmit information after assimilation into the local sensor node.
The general solution should also maintain consistency and avoid double counting
information in the fused solution.
A number of possible generalized data fusion rules are possible, including the
weighted exponential product from (Mahler, 2000):
p(x|ZKA
⋃
ZKB ) =
1
c
p(x|ZKA )ω · p(x|ZKB )(1−ω) (3.40)
0 ≤ ω ≤ 1
Another option is linear opinion pools created from a linear combination of prob-
ability densities (Genest and Zidek, 1986):
p(x|ZKA
⋃
ZKB ) = ω · p(x|ZKA ) + (1− ω) · p(x|ZKB ) (3.41)
0 ≤ ω ≤ 1
which for each grid-cell j, is a linear combination of the Gaussian mixture (3.13)
from sensor nodes A and B.
73
Unfortunately, the fusion approaches in (3.40) and (3.41) lead to intractable
computations and an inability to maintain an additive sufficient statistic set (3.16)
for the fused density. Instead, an alternative is to operate directly on each of the
four sufficient statistics (3.16):
Zf = ωZi + (1− ω)Zj (3.42)
0 ≤ ω ≤ 1
which provides a means to fuse the sufficient statistics directly, instead of the
underlying probability distributions in each grid cell in a consistent manner.
Theorem 3.3.2. The linear combination fusion rule (3.42) discounts exclusive
information, but conserves all common information in the sufficient statistics for
the first and second moments of the fused Gaussian mixture.
Proof.
Zi
∆
=Zi\j + Zi
⋂
j (3.43)
Zj
∆
=Zj\i + Zi
⋂
j (3.44)
Zf = ωZi + (1− ω)Zj (3.45)
= ωZi\j + (1− ω)Zj\i + Zi⋂ j (3.46)
After applying these fusion rules between nodes i and j, the Gaussian mix-
ture mean and covariance for the lth cell at time tk are computed using the same
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sufficient statistics (3.16):
UˆGMfl =
1
ZKpfl
· ZKpuˆfl (3.47)
=
1
ωZKpil
+ (1− ω)ZKpjl
·
(
ωZKpuˆil
+ (1− ω)ZKpuˆjl
)
(3.48)
(3.49)
σ2
UˆGMfl
=
1
ZKpfl
·
(
ZKpuˆ2
fl
+ ZKpσ2
uˆfl
)
− Uˆ2GMfl (3.50)
=
ω
(
ZK
puˆ2
il
+ ZK
pσ2
uˆil
)
+ (1− ω)
(
ZK
puˆ2
jl
+ ZK
pσ2
uˆjl
)
ωZKpil
+ (1− ω)ZKpjl
− . . .

ωZKpuˆil + (1− ω)ZKpuˆjl
ωZKpil
+ (1− ω)ZKpjl


2
(3.51)
This results in a unique fusion result by operating directly on the sufficient statistics
and is not equivalent to performing data fusion according to (3.40) nor (3.41) nor
covariance intersection on the corresponding Gaussian mean and covariance for
each cell on sensor nodes i and j. There are multiple ways to select ω in the fusion
rule for the sufficient statistics. Several possibilities include a fixed ω (3.52), a
weighted average of the fusion nodes grid cell association probabilities Zp (3.53)
or a minimization of the fused covariance σ2
UˆGMf
from (3.51) for each cell (3.54):
ωl = constant (3.52)
ωl =
ZKpil
ZKpil
+ ZKpjl
(3.53)
ωl = argmin
ω
σ2
UˆGMfl
(3.54)
The fusion weight is calculated independently for each grid cell, l, and defined as
ωl.
The choice of fusion weight ω does not affect the conservative fusion properties
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from Theorem 3.3.2. In addition, the correct fusion rule is additive if the distribu-
tions of the height are uncorrelated from one node to another. This provides an
opportunity to bound the maximum information loss as a result of the fusion rule
(3.42) in the sufficient statistic set (3.16) for each variable:
Zfuncorrelated
∆
=Zi + Zj (3.55)
Zmax loss bound
∆
=Zfuncorrelated − Zf (3.56)
= (1− ω) · Zi + ω · Zj (3.57)
This novel information loss bound provides a means to track the quality of the
fusion process. The information loss is computed for each individual grid cell
and a information loss map is built as part of the distributed terrain mapping
experiment. This provides an input to a planning process that guides agents to
actively explore regions of the map where large information loss occurs in an effort
to verify the map.
3.4 Laboratory Experiment
The data collection was performed in Cornell University’s Autonomous Systems
Laboratory (ASL) using the Pioneer P3-DX differential drive mobile robot from
Mobile Robots Inc. shown in Figure 3.1. The P3-DX robot base is equipped
with a custom built Mini-ITX computer running the Orca Robotics (Makarenko
et al., 2007) software framework for sensor integration and control. The primary
sensor for the terrain height estimation task is the compact Hokuyo URG-04X
laser scanner which features a 240o field-of-view and angular resolution of 0.36o.
The laser is pitched downward 45o and scans along the ground as the robot moves
forward in a push-broom fashion.
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Figure 3.1: Mobile robot used in Cornell University’s ASL equipped with
Hokuyo laser scanner and on-board computer. The robot is used
to explore and perform terrain mapping in the laboratory exper-
iment.
The test environment is 15× 8 meters and is instrumented with a Vicon MX+
precision tracking system that determines position and attitude of 3D objects
(notice tracking markers on the mobile robot in Figure 3.1) in the test environment
and is used to localize the robots. In certain areas of the test environment, precision
tracking is not available and integrated odometry is used to localize the robots
with a corresponding increase in pose uncertainty. The terrain features in the
environment consist of boxes between 10 and 25 cm tall that are meant to simulate
traffic cones or other similarly sized obstacles for a full-size traffic vehicle.
Eight robots are run in different paths around the environment for a 120 second
data collection. The robots are run sequentially to avoid sensing another robot
(dynamic terrain) during the terrain mapping. The paths of the robots are shown
in Figure 3.3.
The paths of the robots allow each one to cover a different portion of the entire
space with some overlap and the distributed terrain estimation algorithm combines
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Figure 3.2: Laboratory environment for the distributed terrain mapping ex-
periment covers 15×8 meters and contains boxes of different sizes.
The experiment environment is representative of large obstacles
relative to the robot on an otherwise flat terrain.
Figure 3.3: The overhead paths of the eight mobile robots exploring the en-
vironment for distributed terrain mapping experiment. The data
collection interval is 120 seconds and different robots to explore
different region of the environment with some overlap to demon-
strate the benefit of the distributed terrain mapping techniques.
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data from each sensor. The data from each sensor is run oﬄine over a distributed
computer network. Each computer is a standard PC and acts as an agent process-
ing the recorded data. The communication between agents is performed using UDP
over Ethernet. The UDP communication is lossy and communication is attempted
after 5% of the local updates. This causes an asynchronous communication be-
tween agents and forces a distributed data fusion scheme that handles many local
updates between communication. In addition, information from only a subset of
the grid-cells are communicated at each attempted send. The grid-cells selected for
communication are sorted according to length of time from last send and largest
cumulative laser-to-grid-cell measurement association Zp. The data from the local
agents is saved in order to conduct important studies detailed below oﬄine.
To analyze the data fusion problem, the total available information in the ter-
rain map during the data collection is computed. The mixture-model based terrain
estimation algorithm provides two convenient metrics for tracking the total avail-
able information. The first is the measurement-to-grid cell association probability
ZKp (3.16), referred to as the Association Probability Metric (APM), and is used to
compute the information content of any grid cell. For the terrain mapping problem
the information content according to the APM at sensor node i in the grid cells
observed CO through time step k is:
IKpi
∆
=
∑
l∈CO
ZKpil
(3.58)
The APM in node i is monotonically increasing, because there is no way to remove
association probability from a given grid cell. This provides a finite and countable
measure of the total information content in the sensor system at any given time
and provides the ability to quantify accumulated information at each sensor node
to assess the quality of the distributed data fusion algorithms. Therefore, the total
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information available in the entire sensor network through time step k is:
IKp ∆=
∑
i
IKpi (3.59)
and the information available over the entire data collection I∗Kp ∆= IKfp is given at
the final time step Kf .
A second information theoretic method for computing the total information in
the terrain map is the inverse of the cumulative entropy of the height distribution
p(Ul|rK , pK), referred to as the Cumulative Entropy Metric (CEM), in each grid
cell l over time at sensor nodes i in the grid cells observed CO through time step
k:
IKei
∆
=
1∑
l∈CO H[p(Ul|rK , pK)]
(3.60)
≈ 1∑
l∈CO 0.5 · log
(
2π · e · σ2
UˆGMl
) (3.61)
The CEM for the entire network is computed by first finding the centralized infor-
mation sets according to (3.23) and the terrain map cell height variance according
to (3.15) and then computing the CEM (3.61).
The approximation in the CEM (3.61) follows from computing the entropy of
a Gaussian distribution resulting from computing the first and second moments of
the Gaussian mixture. This is not the exact entropy of a Gaussian Mixture, but it
is a conservative approximation (Huber et al., 2008). The summation is performed
over each cell, because each cell is conditionally independent of one another. The
CEM has two competing properties. First, as each cell is observed more, the
variance in the cell decreases, and the summation in the denominator decreases.
Second, as more cells are observed, the summation increases. Therefore, the desired
behavior is to reach a stable equilibrium where all cells have been observed and
have the smallest possible variance corresponding to the Cramer-Rao lower bound.
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3.5 Experimental Results
The laboratory experiment is used to study several aspects of the distributed ter-
rain mapping algorithm. The first analysis shows the terrain maps generated by
each individual agent and presents a centralized solution as a benchmark. The
next study examines the distributed terrain mapping approach using the channel
filter over three different tree topologies to asses the quantitative information gain
in terms of the Association Probability Metric (APM) and Cumulative Entropy
Metric (CEM) at each node across the network. Another study is performed for
the optimally connected network to evaluate the APM and CEM information gain
with the generalized distributed terrain mapping technique using different fusion
weight computation techniques. Finally, an evaluation of map dependent maxi-
mum information loss bound is presented for the optimally connected network..
The independent terrain maps generated for each agent after collecting data
over the paths in Figure 3.3 are shown in Figure 3.4. The height displayed for
the lth cell in the centralized map is Uˆl
∆
= UˆGM l + σ
2
UˆGMl
. The bright red areas of
the map around the edges are a set of walls surrounding the experiment area, the
red areas inside the map are boxes placed in the environment and gray cells are
unexplored by the agent.
The centralized terrain map is shown as the benchmark in Figure 3.5. The
centralized terrain map is computed using the centralized solution information
sets (3.23), which are computed from the individual node information sets (3.16).
The outer walls exhibit smearing because of pose-uncertainty that occurs when the
robot is localized using integrated wheel odometry. The green areas of the map
represent areas that are safe for the robot to transit.
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Figure 3.4: Final terrain map from each of the 8 robots without using the dis-
tributed terrain mapping algorithm. The maps show each robot
only explores a subset of the entire area.
Figure 3.5: Final centralized terrain map from the 8 robots. The map shows
the majority of the area is explored and the objects are recogniz-
able, including the outer wall blurring demonstrate incorporating
robot uncertainty in the terrain mapping technique. This map is
used as a baseline for the distributed terrain mapping techniques.
82
For the centralized data fusion case, the information according to the APM and
CEM available at each sensor node over the 120 second data collection is shown
in Figure 3.6. The centralized solution APM and CEM provide a benchmark for
the distributed data fusion algorithms and experiments. The top plot shows the
Association Probability Metric (APM) for each node (3.58) and for the entire
network (3.59). The monotonic increasing behavior of the metric is visible in
the individual nodes and the centralized solution. The centralized solution APM
provides a finite and countable measure of the total information content in the
sensor network. Each sensor node contributes approximately equally to the APM
of the entire network. The bottom plot shows the Cumulative Entropy Metric
(CEM) (3.61) and that the centralized solution reaches the equilibrium, because
the entire map is explored and the variance is reduced in each grid cell.
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Figure 3.6: Information content as defined by APM (3.58) and CEM (3.61)
for each sensor node without fusion and the centralized network
solution (3.59). Each agent contributes nearly equally to the
total information content.
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3.5.1 Channel Filter Distributed Terrain Mapping on a
Tree Topology
The distributed terrain mapping approach is studied using a chain, bridge and
star tree topologies shown in Figure 3.7 to investigate the affect of the topology
on information rate of gain at each node. For each tree topology, the channel filter
ensures that the solution at each node converges to the globally optimal solution
(Theorem 3.3.1). Said another way, the terrain map results for each topology
eventually converge to the centralized solution shown in Figure 3.5. Each topology
is selected for different properties. All of the topologies have the same order and
size. The chain topology has nodes with the minimum degree; the star topology
has the lowest graph diameter; and the bridge topology has properties between the
other two. In any tree topology, a non-leaf node failure results in a disconnected
graph. The chain topology is the least robust to node failure (fewest leafs); the
star topology is least robust to a given node failure (the central node); and again
the bridge topology is a balance between the two.
For the chain topology, the APM and CEM are shown in Figure 3.8 and the
APM (top sub-plot) shows the delay across the network because the information
must propagate along the maximum diameter graph. The leaf nodes (1 and 8) are
lagging in information content compared to the other nodes, this demonstrates the
delayed arrival of information content at the extreme nodes of the graph. At the
end of the simulation, additional communication steps are required to propagate
the latest collected local information across the entire network to reach the exact
centralized solution; this was not done for clarity. The stair steps visible in the
APM (top sub-plot) show the robustness to communication failure (failure to send
or received) using the channel filter, because the local information continues to
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Figure 3.7: Different channel filter tree graph topologies; the chain (A),
bridge (B), and star (C) topologies. The different topologies are
used to investigate the impact of topology on information rate of
gain at the different nodes in the network.
assimilate, until the remote information is received and the information content is
updated without double counting. It is clear there is no double counting, because
the APM (top sub-plot) does not exceed the centralized solution at any point. The
CEM (bottom sub-plot) shows that each node converges to a similar plateau as
the centralized solution, but the solutions are not exact because of delay in the
network.
The star topology shows similar information consistency and convergence to
the centralized solution as the chain topology and is shown in Figure 3.9. However
the central node (Agent 8) always has the most information (according to the
APM) of any node because all information must flow through node 8 before being
sent onto any other node. The final solution is closer to the centralized solution
than the bridge topology, because of the reduced diameter of the network. The
amount of missing information at any node (difference between the centralized and
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Agents 1 and 8: 
Lag Behind Information Content
Agent 1  − Communication Drops and Restored
Figure 3.8: APM and CEM for the channel filter chain topology at each
individual node is shown along with the centralized solution. The
information is delayed propagating across the network as the leaf
nodes (Agents 1 and 8) trail the information content of the non-
leaf nodes from the APM (top sub-plot).
node solution) is reduced in the star topology compared to the chain, because the
maximum eccentricity of the graph is 2. This implies that all information in the
sensor network is within 2 communication steps from any other node.
The bridge topology exhibits hybrid results compared to the chain and star
topologies and is shown in Figure 3.10. The bridge topology has no node with
significantly more or less information content (according to the APM) than the
other nodes as observed in the chain and star topologies, but the information
content at the central nodes (Agents 7 and 8) is slightly higher than the remaining
nodes.
The different topologies have slightly different characteristics in the informa-
tion gain according to the APM and CEM achieved at each node depending on
the topology. Unfortunately, the tree topology and channel filter have several lim-
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Agent 2 − Communication Drops and Restored
Agent 8:
Obtain Highest Information 
Figure 3.9: APM and CEM for the channel filter star topology at each in-
dividual node is shown along with the centralized solution. The
results show that information at the central node (Agent 8) has
the most information of any node from the APM (top sub-plot).
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Agent 4  − Communication Drops and Restored
Agents 7 and 8: 
Obtain Highest Information
Figure 3.10: APM and CEM for the channel filter bridge topology at each
individual node is shown along with the centralized solution.
The results show that information at the central nodes (Agent
7) and (Agent 8) have the most information from the APM (top
sub-plot).
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itations. The graph becomes disconnected with a single node or link failure. In
addition, the network must enforce a tree topology, which make reconfiguration
difficult. The Distributed Bellman-Ford algorithm (Awerbuch et al., 1994) can be
used to discover cycles in the graph and break the links artificially, but because the
channel filter cannot recover from double counted information, it must re-initialize
on a reconfiguration. This implies that either performing generalized fusion for a
step or taking one node estimate instead of the other is required. These issues are
all formally handled with the generalized fusion approach presented next.
3.5.2 Generalized Fusion on an Optimal Connected Topol-
ogy
To study the application of the generalized distributed terrain mapping technique,
the laboratory data is analyzed with the sensor network configured in an arbitrary
connected topology. This enables the examination of the information content ac-
cording to the APM and CEM when applying the generalized fusion techniques.
Additionally, the maximum information loss bound (using the APM) is examined
when applying the generalized fusion technique.
In the generalized fusion approach, as applied to the experiment, it is setup
that the nodes are connected according to the topology with maximum robustness
(Dekker and Colbert, 2004). The topology is symmetric, has equal node connec-
tivity and link connectivity that is equal to the minimum degree, and each node
is a central vertex of the graph. The topology shown in Figure 3.11 consists of 12
links: each node has degree 3 and requires a minimum of 3 nodes to fail to become
disconnected. By comparison, any of the tree topologies required for the channel
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filter require just 1 node or link to fail to become disconnected, unless the node is
a leaf node.
1
2 3
4 5 6
7 8
Figure 3.11: Network topology for the generalized distributed terrain map-
ping technique. The graph is optimal for 8 nodes and has an
equivalent node and link connectivity and requires 3 nodes to
fail to become disconnected.
The first analysis performed with the generalized data fusion approach is to
examine the influence of how the fusion weight ωl is computed (3.52)-(3.54) for
each grid cell. In the first approach, the weight is fixed ωl = 0.5. This is the
simplest approach and requires no additional calculations. The resulting terrain
maps for each node are shown in Figure 3.12. The results are qualitatively similar
to the optimal centralized solution and each node achieves a representation of the
full-environment. Quantitatively, however, there are differences from the optimal
solution, as shown in Figure 3.13. The APM, Ip, in the top sub-plot, is approxi-
mately equivalent at each node to the total content available without fusion. This
is primarily because of discounting the exclusive information during fusion. The
fusion rule is in fact conservative, because the APM of individual nodes never ex-
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ceeds the centralized solution. The CEM, Ie, in the bottom sub-plot, shows that
the maps are qualitatively the same because nearly all of the information that is
observed in a given cell is accounted for in the fused solution.
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Figure 3.12: The final distributed terrain map at each of the 8 nodes when
using a fixed ω = 0.5 fusion weight (3.52) with the optimally
connected topology in Figure 3.11. The results show the terrain
maps at each node are qualitatively similar to the optimal cen-
tralized fusion Figure 3.5 providing a more robust method for
estimating the distributed terrain map.
The next approach computes the fusion weight based on the cell-association
probability of the corresponding nodes (3.53). This approach has a nice property
that if a given node has not observed a cell, that node simply takes the result
from the neighboring cell without any special computations because ω = 0. The
resultant terrain maps are not qualitatively different from Figure 3.12, so they are
not repeated here. Quantitatively, the results of the information content according
to the APM and CEM are shown in Figure 3.14. The APM (top sub-plot) shows
the rule is conservative and an interesting quality about the APM is that it rewards
nodes that are not exploring the same area of the world. The CEM (bottom sub-
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Figure 3.13: The APM and CEM at each of the 8 nodes when using a fixed
ω = 0.5 fusion weight (3.52) with the optimally connected topol-
ogy in Figure 3.11 along with the centralized result. The results
shows, by the APM (top sub-plot), that the fusion result is lossy,
but the CEM (bottom sub-plot) shows each node approaches
the centralized solution in total cells observed and approximate
variance of the height estimate in those cells.
plot) converges to the centralized solution, because there is an estimate of the
height and corresponding uncertainty is obtained in each grid-cell over the entire
map that matches the centralized solution.
The final approach for computing the fusion weight is to minimize the Gaussian
Mixture covariance for each grid cell (3.54). This can be computed in closed form,
because the Gaussian Mixture covariance (3.15) is a scalar. Again, the resulting
terrain maps at each node are qualitatively similar to the centralized solution are
are not shown here. The APM and CEM are shown in Figure 3.15. The APM
(top sub-plot) is equivalent to the fixed weight generalized fusion solution (Figure
3.13). The interesting artifact of this fusion rule is observed as the CEM (bottom
sub-plot) begins to reach an equilibrium around 50 seconds. The subsequent fusion
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Figure 3.14: The APM and CEM at each of the 8 nodes when using a proba-
bilistic fusion weight (3.53) with the optimally connected topol-
ogy in Figure 3.11 along with the centralized result. The results
shows that the APM (top-subplot) is increased compared to a
fixed weight Figure 3.13, because information is not discounted
when there is no conflict of observations.
steps result in reducing the variance of the resulting height estimate after fusion.
This causes the denominator in (3.54) to decrease in magnitude, which causes a
subsequent increase in magnitude (more negative) of the entropy metric. This
suggests that while not receiving all of the information, the conservative fusion
rule can achieve reduced variance estimates for the terrain height in each grid cell.
3.5.3 Maximum Information Loss Bound
After applying the generalized distributed terrain mapping algorithm, the maxi-
mum information loss bound is computed for each of the agents across the entire
map using the Association Probability Metric (APM). The study of the maximum
information loss bound evaluates and demonstrates the location dependent nature
92
0 20 40 60 80 100 120
0
0.5
1
1.5
2
2.5
3 x 10
6
To
ta
l I
nf
or
m
at
io
n
I pK Σl∈ C
o
 Zp
l
 
 
Agent 1
Agent 2
Agent 3
Agent 4
Agent 5
Agent 6
Agent 7
Agent 8
Centralized
0 20 40 60 80 100 120
−101
−100
−10−1
−10−2
−10−3
Time (sec)
To
ta
l I
nf
or
m
at
io
n
I eK
 
 
1/Σl∈ C
o
 0.5 log(2pi e σ2l )
Minimized Variance Drives 
Entropy Information Metric
Figure 3.15: The APM and CEM at each of the 8 nodes when using a mini-
mize variance fusion weight (3.54) with the optimally connected
topology in Figure 3.11 along with the centralized result. The
results show the benefit of the minimum variance fusion weight
in the CEM (bottom sub-plot) after approaching steady state,
as the covariance is driven down the CEM is conversely made
larger in magnitude.
of the information loss. An analysis to of the cumulative information loss bound
shows that the bound is not tight. However, an empirical cumulative probability
distribution across all of the agents and map cells of the maximum information loss
is computed to show that while the bound is conservative, it is small for a majority
of cells and therefore could be used to balance exploration and verification of the
few cells with potentially large information loss.
The maximum information loss bound, equation (3.57) is evaluated over each
grid cell in the map and cumulatively over the entire map over time. The proba-
bilistic weighting fusion approach (3.53) is used in this study, because if one node
observes a cell and the other has not, the maximum loss is correctly computed
as 0. The cells that are observed the most have the highest maximum informa-
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tion loss. The plot of the maximum information loss for each grid cell is shown
in Figure 3.16 for each sensor node. Each node converges to the same estimate
of the maximum information loss, because nodes share and fuse the information
similarly. The areas in red have the highest potential loss and represent the areas
that are actually observed by the most sensor nodes. This presents an interesting
dichotomy: the most information is potentially missing, but since the cells have
been observed the most the variance in the height estimate is driven to the lowest
level. These maximum information loss map and the uncertainty in the terrain
map can be used for planning to balance verification and exploration.
Figure 3.16: The estimated maximum information loss map at each of the
8 nodes when using a probabilistic fusion weight (3.53) with
the optimally connected topology in Figure 3.11. The results
show grid-cells commonly observed by multiple agents (dark
red) have the maximum information loss bound under the gen-
eralized fusion scheme, because there is the greatest number of
fusion events discounting exclusive information.
The cumulative information loss according to the APM over the entire map is
shown in Figure 3.17 and is computed from summing the maximum information
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loss bound (3.57) that is computed after each fusion step. Figure 3.17 demon-
strates that the maximum loss information bound is not tight (since it far exceeds
the cumulative information in the centralized solution) and is actually growing
increasingly further from the true value over time. This is because each estimate
of maximum information loss is an overestimate. To make best use of the cu-
mulative information loss bound, the bound could be used as a synchronizer to
trigger reset of the terrain map between any two neighboring nodes to be equal
to the map with the lowest variance in each grid cell. This approach would allow
the maximum information loss bound to be reset to zero and avoid accumulating
increasingly conservative estimates of the bound.
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Figure 3.17: The cumulative estimated information loss bound (3.57) using
the APM at each of the 8 nodes when using a probabilistic
weight (3.53) with the optimally connected topology in Figure
3.11 along with actual information content (according to the
APM) of the individual nodes and centralized result. The re-
sults show that the cumulative bound is not tight as it grossly
exceeds the actual cumulative centralized information.
A nice feature of the maximum information loss is that it can be computed for
each grid-cell. The loose bound for the cumulative maximum information loss can
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be used as a reset trigger, but individual grid cell loss bounds can be used to guide
exploration. Figure 3.18 shows the cumulative distribution function approximation
for the maximum information loss across every grid cell of a particular node in the
generalized fusion. The interesting part is that the majority of the cells have a
very small maximum information loss and can be safely regarded as having all the
information available in the entire network. The small number of cells on the tail
of the distribution can therefore become the focus of verification efforts.
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Figure 3.18: The estimated CDF, across all 8 nodes of the maximum infor-
mation loss when using a probabilistic weight (3.53) with the
optimally connected topology in Figure 3.11. The results show
that the bound is generally small for individual grid cells, but
has a long tail due to cells that are repeatedly fused and discount
exclusive information, leading to a potentially large information
loss.
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3.6 Conclusions
The grid-based terrain mapping algorithm that maintains a probabilistic accuracy
assessment of the height estimate in each grid-cell is successfully developed and
demonstrated in laboratory experiment in the distributed data fusion paradigm.
Two approaches were developed for distributed data fusion using sufficient statis-
tics of the cell height Gaussian Mixture computed for each grid-cell in the map.
First, the exact solution is recovered through tracking of the common information
in the sufficient statistic through use of the channel filter when the network is tree
connected. The chain, bridge and star topologies were shown to have similar, but
slightly different information gain characteristics over according to the Association
Probability Metric (APM) and Cumulative Entropy Metric (CEM) over the sensor
network. Each topology quantitatively converges in terms of both information met-
rics to the global optimal solution. The difficulties in terms of network robustness
and reconfiguration ease motivate the use of arbitrary connected networks.
Second, an approach for fusion in arbitrary networks was derived that uses
weighted combination of the sufficient statistic set of the Gaussian Mixture for
each grid cell. The fusion rule operates on the sufficient statistics of the Gaussian
Mixture height distribution and provides a unique resultant Gaussian Mixture
mean and covariance. The fusion rule is shown to be quantitatively consistent,
but conservative in terms of the APM and CEM using an optimally connected
network.
Three different techniques for computing the fusion weight are presented for
the generalized fusion. The resultant maps are qualitatively similar to the opti-
mal centralized solution regardless of the weight calculation technique. The fixed
weight and minimum variance weight computations are shown to discount the most
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information according to the APM in the network, but still have convergence to
the global solution in terms of the CEM. The probabilistic weight computation
conserves the most information according to the APM in the network compared
to the other techniques, which encourages sensor nodes to explore disjoint areas of
the map. The conservative fusion rule is shown to discount information available
in the sensor network and a bound of the maximum information loss for each grid
cell is derived.
The cumulative maximum information loss is shown to be a loose bound, be-
cause it is an accumulation of repeated over-estimates. The maximum loss is
shown on the terrain map and demonstrates the dichotomy that repeated fusion of
the same grid-cells leads to reduced variance, but increases the apparent informa-
tion loss. The cumulative distribution of the maximum information loss across cells
shows heavy tails and motivates the ability to plan paths in the environment based
on verification of cells with potentially high loss and exploration and previously
unobserved cells.
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CHAPTER 4
SEGMENTATION OF DENSE RANGE INFORMATION IN
COMPLEX URBAN SCENES
Abstract
In this paper, an algorithm to segment 3D points in dense range maps generated
from the fusion of a single optical camera and a multiple emitter/detector laser
range finder is presented. The camera image and laser range data are fused using
a Markov Random Field to estimate a 3D point corresponding to each image
pixel. The textured 3D dense point cloud is segmented based on evidence of a
boundary between regions of the textured point cloud. Clusters are discriminated
based on Euclidean distance, pixel intensity and estimated surface normal using
a fast, deterministic and near linear-time segmentation algorithm. The algorithm
is demonstrated on data collected with the Cornell University DARPA Urban
Challenge vehicle. Performance of the proposed dense segmentation routine is
evaluated in a complex urban environment and compared to segmentation of the
sparse point cloud. Results demonstrate the effectiveness of the dense segmentation
algorithm to avoid over-segmentation better than incorporating color and surface
normal data in the sparse point cloud.
4.1 Introduction
Large scale autonomous vehicles operating in human-populated areas are required
to accurately perceive their environment to make safe and robust decisions. One
challenge in perception is the accurate identification of objects in the environment.
Identification of objects requires accuracy and robustness to maintain target track,
avoid collisions, minimize phantom objects, and predict future intent of objects
(Fletcher et al., 2008). The autonomous vehicle must rely on its on-board sensors
to perceive the environment and data processing techniques to identify objects of
interest.
The available sensors on many autonomous vehicles include laser range finders
and high precision optical cameras. Most autonomous vehicles segment sensor data
because of the large amount of data, but have done so independently with each
sensor (Miller et al., sion). Miller et al. (Miller et al., 2008a) describe the existing
algorithm for performing laser range finder point clustering on the Cornell Univer-
sity DARPA Urban Challenge Vehicle. In particular, the algorithm creates ground
models from lidar data to identify drivable paths and reason about objects in the
environment (Miller et al., 2008a). This algorithm fails to utilize the richness of
information available from optical sensors. For example, a common mistake occurs
when the vehicle determines the road is blocked, when in fact the car is moving
along a road with a large change in pitch. One solution to these problems is data
fusion, which has been shown to increase robustness for urban based perception
(Miller et al., 2008a). Here, it is proposed to fuse lidar and vision to create a
dense range map with more information than one sensor alone. This dense range
map is segmented and can be used for ground detection or as a pre-processing step
for object tracking. This paper is concerned with segmentation of point clouds
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that have not undergone any temporal filtering at a higher level to ensure uncorre-
lated measurements that are passed to higher level functions such as stable cluster
tracking (Miller et al., sion).
Diebel and Thrun (Diebel and Thrun, 2006) model the correlations between the
camera image and laser range data using a Markov Random Field (MRF). Gould
et al. (Gould et al., 2008) relax the fronto-parallel planes assumption in Diebel and
also use a Huber cost instead of the l2 cost; better results are claimed because
of the first-order model. Harrison and Newman (Harrison and Newman, 2009)
add an extrapolation capability to Diebel’s MRF approach and were the first to
find the MRF maximum a posteriori (MAP) estimate with a direct method (using
Matlab R©) instead of an iterative method. Andreasson et al. (Andreasson et al.,
2007) identify five methods for interpolation of 3D laser scans on pixel density that
are outside the MRF framework and introduce a confidence measure. However,
mixed performance results of the different methods are seen when comparing to
Diebel’s MRF. The algorithm presented here uses Diebel’s original MRF formula-
tion to produce a textured 3D dense point cloud, but uses an efficient direct solver
to move towards real-time performance. In this work, real-time performance is
the goal because the entire frame of laser data overlapping the image is captured
in near simultaneity with a multiple emitter/detector laser range finder, enabling
dense ranging in dynamic scenes.
After the lidar and camera data are fused, the next step is segmentation of the
textured 3D dense point cloud. A segmentation algorithm that is deterministic,
runs efficiently, and incorporates information about the 3D geometry and pixel
intensity is desired. Besl and Jain (Besl and Jain, 1988) introduce segmentation of
point clouds using variable order functions to model the surface and an iterative
101
refinement of groups, but the algorithm presented here use a non-iterative and non-
parametric segmentation technique. Gachter et al. (Gachter et al., 2006) present
an algorithm for extracting planes by first extracting lines segments in an indoor
environment. However, the algorithm presented here does not make assumptions
about the environment. Rusu et al. (Rusu et al., 2007) demonstrate segmentation
of lidar returned in an indoor environment based on surface normal and curvature
estimates, but the algorithm also relies on the structure of the indoor environment
and sequentially registered 3D point clouds. Klasing et al. (Klasing et al., 2008)
present a deterministic radially bounded segmentation scheme. For performance
comparison, the algorithm in (Klasing et al., 2008) is evaluated on the data col-
lected in this study and the algorithm is modified to incorporate information about
pixel intensity and estimated surface normal. Lim and Suter (Lim and Suter, 2008)
use Conditional Random Fields (CRF) to segment point clouds of terrestrial fea-
tures, but the computations require accurate registration of sequential scans and
several hours of run-time. Felzenszwalb and Huttenlocher (Felzenszwalb and Hut-
tenlocher, 2004) introduce a fast greedy predicate based segmentation algorithm
for computer vision. The algorithm is extended to arbitrary points clouds, instead
of images. The algorithm in (Felzenszwalb and Huttenlocher, 2004) is used here
because of its fast, nearly linear run-time, deterministic segmentation, global guar-
antees on segment size, and ease of incorporating pixel intensity and 3D geometry
into the segmenter predicate.
The novelty of this paper is the ability to efficiently and accurately segment
dense range maps produced by the fusion of camera and range data in a com-
plex urban environment in near real-time. The algorithm is demonstrated on
experimental data recorded from the Cornell University DARPA Urban Challenge
vehicle. Section 4.2 describes the fusion of the camera and laser range finder data,
102
segmentation of the textured dense point cloud and an efficient implementation.
Section 4.3 shows the algorithm applied to experimental data collected in an urban
environment from a moving platform. Finally, Section 4.4 summarizes with con-
clusions demonstrating the success of the algorithm to segment dense point clouds
in a complex urban environment.
4.2 Segmentation of Dense Range Maps
The 3D textured point cloud segmentation algorithm begins by fusing cam-
era images with a multiple emitter/detector laser range finder. Multiple emit-
ter/detectors enable the near simultaneous capture of an entire sparse 3D point
cloud that overlays the camera image (Figure 4.1). The camera and laser range
finder data are fused to produce a textured dense point cloud. A graph G(V,E)
is formed from the dense point cloud where the vertices (V) are the 3D points
and edges (E) connect vertices. An edge cost function is computed for all edges in
the graph. The segmentation algorithm proceeds linearly over the edges and joins
vertices into segments if the edge cost falls below an adaptive threshold. The final
segments are available for object tracking or other high-level processing.
4.2.1 Fusion of Camera and Laser Range Finder Data
The fusion of camera and laser range finder data is accomplished by using an
MRF to model the correlations between changes in the pixel intensity and depth
changes in the corresponding laser range finder (Diebel and Thrun, 2006). The
MRF defined to interpolate the sparse laser range finder data at the image pixel
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Figure 4.1: Color camera image shows four pedestrians and another vehicle
on a bridge near Cornell University’s campus.
resolution is:
p(y|x, z) = 1
Z
exp
{
−1
2
(Φ + Ψ)
}
(4.1)
Ψ =
∑
i∈L
k[yi − zi]2
Φ =
∑
i
∑
j∈Ni
wij[yi − yj]2
wij = exp (−c · uij)
uij = ‖xi − xj‖2
where y is the desired interpolated 3D point cloud, x is the image intensity data,
and z is the sparse laser range finder returns. Additionally, k and c are tuning
constants, the set L corresponds to the pixels that have aligned laser range data,
and Ni corresponds to the cardinal neighbors of pixel i in the image.
The first step in interpolating the laser range finder data (range r, yaw θ, and
pitch φ) is to align the sparse laser range finder data to the image:
~vi = C(x, y, f) · T (~p) · f(r, θ, φ) (4.2)
u = ⌊~vix/~viz⌋
v =
⌊
~viy/~viz
⌋
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where f(·) is the transform from spherical to Cartesian space, T (~p) is the transfor-
mation matrix from the laser range finder to camera coordinates, parameterized by
a translation and rotation in ~p, C(x, y, f) is the 3D to 2D camera projection ma-
trix and u and v are the corresponding width and height image pixels, as shown in
Figure 4.2. The calibration of the camera to laser range finder transformation was
performed by placing colored IR reflective markers at various points in a stationary
image and recording laser range finder points and determining the transformation
that aligned the high-intensity IR returns with the color markers in the image.
Figure 4.2: Aligned sparse laser range finder data (falsely colored points) on
an image of an urban scene.
The desired 3D point cloud y in (4.1) is found by determining the maximum
a posteriori estimate of p(y|x, z), which is equivalent to minimizing the negative
exponential cost function J(y) = 0.5(Φ + Ψ). The minimization of J(y) is cast as
an unconstrained quadratic program f(y) = 1
2
yTAy− bTy, where A = (Aφ+Aψ) ∈
ℜnpix×npix is a large sparse symmetric positive definite matrix (npix is the number
of pixels in the image) with b = ATψz. The solution y is found by solving the
linear system Ay = b. The large sparse linear system is solved via a direct method
using the Intel R©Math Kernel Library DSS sparse matrix solver (Intel R©, 2011)
that takes advantage of the banded matrix structure to produce dense 3D point
clouds efficiently. The final dense textured 3D point cloud is shown in Figure 4.3
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and is passed on to the segmenter.
Figure 4.3: Interpolated dense 3D point cloud textured according to the orig-
inal image.
4.2.2 Segmentation of Textured Dense Point Cloud
A predicate based segmentation routine (Felzenszwalb and Huttenlocher, 2004)
is utilized to segment the 3D points in the textured dense point cloud. Unlike
the algorithm in (Felzenszwalb and Huttenlocher, 2004), the segmentation routine
uses 3D geometry, pixel intensity and estimated surface normal at each point in
the dense cloud to discern segments. The segmentation algorithm operates on
an undirected graph G(V,E), where the vertices are the 3D points and the edges
correspond to connections between vertices. The algorithm is initialized by com-
puting the edge cost ωij between neighbors i and j in the graph, which is defined
as a weighted combination of Euclidean distance, pixel intensity difference and the
estimated surface normal divergence:
ωij = ke · ‖~vi − ~vj‖2 + ki · ‖xi − xj‖2 + kN · (1.0− ~NTi ~Nj) (4.3)
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where ~N is the estimated surface normal at the 3D point, and ke, ki and kN are
the relative weights of the Euclidean distance between points, the pixel intensity
difference and surface normal distance. The relative weights are hand-tuned for
this implementation; the results presented below were insensitive to small changes
in weights, but could be determined via cross-validation. Note that the lower edge
weight implies that it is easier to merge two clusters.
The algorithm is initialized with each vertex (3D point) as a disjoint set and
proceeds linearly along edges merging vertices into a cluster if the edge weight
is below the cluster threshold ηi. The key to the algorithm is the update of the
cluster threshold as vertices are joined. This has the effect that smaller clusters
require greater evidence of a boundary to avoid being merged. The benefits of this
segmentation routine are that it runs in near linear time to the number of pixels,
is deterministic, and guarantees clusters of a certain size based on the tuning
parameter σk listed in Algorithm 1.
The primary difference between the approach in (Klasing et al., 2008) and
Algorithm 1 is the traversal over the edges, instead of vertices, and the adaptive
threshold as a function of cluster size. There are many possible choices of edges
(E) between the vertices (V ) on the graph G(V,E) when the vertices are 3D points
in space. One approach uses k−nearest neighbor, where edges are created between
the closest k vertices using any desired cost function. Another approach is to
choose vertices that lie within a radial bound of each other, similar to (Klasing
et al., 2008). The algorithm presented here begins by creating a dense range map,
where a 3D point is estimated for each pixel in the underlying image. As a result, it
is possible to create edges between 3D points corresponding to neighboring pixels
in the image. It is important to note that two vertices not connected with an edge
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Algorithm 1: Minimal Spanning Tree Segmentation (Felzenszwalb and Hut-
tenlocher, 2004)
1: Compute edge weights according to (4.3)
2: Initialize cluster thresholds: ηi = 1/σk, ∀i ∈ V
3: for all Edges in Graph G(V,E) do
4: Extract set A and B along the edge
5: if ROOT{A} != ROOT{B} then
6: if ωij < ηi then
7: A← A⋃B
8: ηi = ηi + SIZE(A)/σk
9: end if
10: end if
11: end for
may end up in the same cluster through intermediate vertices and two vertices
connected with an edge will not necessarily be in the same cluster.
4.2.3 Surface Normal Estimation
The surface normal is computed using Principle Component Analysis
(PCA)(Klasing et al., 2009). Similar to (Klasing et al., 2009), the analysis pre-
sented here found the PCA method performed better than the area averaging
method (Klasing et al., 2009) to estimate the surface normal. The surrounding
points used to determine the surface normal can be determined from the N -nearest
neighbors, where nearest is a Euclidean norm. The estimated surface normal is
ambiguous in terms of sign; to account for this ambiguity the dot-product between
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estimated surface normals is repeated using the negative estimated surface normal
of one of the vectors and the minimum result of the term multiplied by kN in (4.3)
is selected. For the sparse data set, if all nearest neighbors lie on a single laser
scan line, the surface normal estimate is invalid. Therefore, these points have no
valid surface normal estimate and kN in (4.3) is set to zero. For the dense data
set, the neighboring points used to estimate the surface normal are not from the
same laser scan line, therefore all points have a valid surface normal.
4.3 Experimental Results
4.3.1 Autonomous Vehicle Testbed
Experimental data were collected for evaluation of the textured dense 3D point
cloud segmentation routine using Cornell University’s DARPA Urban Challenge
vehicle (Miller et al., 2008a), shown in Figure 4.4. The optical camera mounted
along the center roofline is a color Basler A622f with a 4.8mm lens and a 30-deg
horizontal and 30-deg vertical field of view. The Basler camera produces 1280 x
1024 pixel images at 16Hz. The multiple emitter/detector laser range finder located
on top of the vehicle is the Velodyne HDL-64E. The Velodyne scanner receives 64
vertical lines over 26.8 degrees of laser range finder data over 360 degrees at 15 Hz
with a maximum detection range of 50 m. The scan rate of the laser range finder
means all the laser range data overlapping the image is collected in 5.56 msec,
at an interval of 61 msec. The portion of the image with overlapping laser range
data is 1280 x 330 pixels, corresponding to an estimation of 422, 400 3D points in
the dense range map, which is more than 60 times greater than the number of 3D
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Figure 4.4: Cornell University’s autonomous Chevrolet Tahoe, equipped with
a high precision optical camera and a multiple emitter/detector
laser range finder.
points in the original laser range scan overlapping the image.
4.3.2 Urban Environment Data Collection
The algorithm was run on data collected near Cornell University in Ithaca, NY
with the vehicle under human control on a busy afternoon. The scenes observed
include moving cars, pedestrians, parked cars and standard urban features such
as buildings, newspaper stands, and street signs. The initial sequence of analyzed
scenes correspond to the vehicle passing by pedestrians on the side of the road
and another vehicle while on a bridge (Figure 4.1). As a performance metric, the
object-level consistency error (OCE) introduced by Polak et al. (Polak et al., 2009)
is used to compare the segmented images with hand-labeled truth. The OCEmetric
weights segmentation performance as a function of the segment size. The OCE
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heavily penalizes over-segmentation, so the global consistency error (GCE) and
local consistency error (LCE) introduced by Martin et al. (Martin et al., 2001) are
also shown. These metrics favor segmentation that is intuitively reasonable. There
are 13 frames analyzed for segmentation performance, 9 proceeding and 3 following
the frame in Figure 4.1. The textured dense 3D point cloud segmentation routine
described in Section 4.2 is run and performance summarized. To demonstrate the
importance of densifying the sparse 3D point cloud, the radially-bounded nearest
neighbor (RBNN) algorithm from (Klasing et al., 2008) and a modification of the
RBNN algorithm to incorporate pixel intensity and estimated surface normals are
used to segment the sparse data and performance presented.
4.3.3 Segmentation with Sparse Range Data Only
The sparse laser range finder data from the Velodyne HDL-64E sensor is shown
in Figure 4.5 with false coloring and hand-labeled truth segments to indicate the
ideal segmentation of the scene. The scene contains four pedestrians, two walking
next to each other and two near the bridge walls and another car on the road
surface. The difficulty in segmenting this scene using the sparse range data alone
is illustrated in Figures 4.6 and 4.7. The sparse range data is segmented using
the RBNN approach from (Klasing et al., 2008). The RBNN performs well with
a lower threshold (Figure 4.6) in identifying the pedestrians, but has difficulty
creating a coherent cluster for the road surface because successive range scans are
intersecting the road surface at increasing distance. To correct this problem, a
potential solution is to increase the radial threshold, but the smallest threshold
that clusters the road leads to nearly the entire range scan being segmented into
a single cluster (Figure 4.7). The other problem is that the vehicle is in contact
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with the road and this leads to difficulty in separating the vehicle from the road
surface.
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Figure 4.5: Labeled truth data of the sparse laser range finder data.
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Figure 4.6: RBNN algorithm from (Klasing et al., 2008) shows over segmen-
tation of the road surface due to increasing distance between
scans intersecting the road.
112
12
14
16
18
20
22
−4−2
02
46
8
−0.5
0
0.5
1
Front−Distance (m)Side−Distance (m)
Up
−D
is
ta
nc
e 
(m
)
Car, Road and Pedestrians 
Clustered Together
Figure 4.7: In order to cluster the road surface, the RBNN algorithm from
(Klasing et al., 2008) creates nearly a single large cluster.
4.3.4 Segmentation with Sparse Range Data Augmented
with Color and Surface Normal Estimates
To attempt to solve the problem of a large threshold causing nearly a single cluster
and a low threshold on the range data causing over segmentation, a modification
to the RBNN algorithm is presented. The color of each sparse point and the
estimated surface normal at each point are used to construct the cost metric in
(4.3) for use as the radial bound in the RBNN algorithm. The surface normals are
estimated at each point using the PCA technique (Klasing et al., 2009) by joining
the 8 nearest neighbors. Figure 4.8 shows the result from including pixel intensity
and estimated surface normal into the segmentation of the sparse range data. The
segmentation result shows the car is maintained as a set of separate clusters from
the road, but that the road is not clustered into a coherent segment. Augmenting
the sparse range data with the pixel intensity and surface normal estimates are
not enough to achieve adequate segmentation performance.
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Figure 4.8: Including color and estimated surface normal with only the sparse
range data still creates over-segmented range scans, motivating
the use of the dense range map achieved through interpolation
with the MRF.
4.3.5 Segmentation of the Textured Dense Range Map
Finally, the full textured dense point cloud performance is shown using the algo-
rithm described in Section 4.2. The hand-labeled segments for the dense point
cloud are shown in Figure 4.9. The final results of the segmentation of the dense
range map are shown in Figure 4.10. The ability to estimate a 3D point at ev-
ery pixel in the image provides contextual information for the algorithm to make
decisions on what to segment. The road surface is a prime candidate to benefit
from the algorithm due to the near continuous estimated points along the surface,
thereby avoiding the need to handle increasingly larger spaces between successive
line scans. The pedestrian along the left side of the image is joined with the wall
because the interpolated range samples reduce the distance metric between the
pedestrian samples and the wall.
Table 4.1 shows the computed performance calculated from hand-labeled truth
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Figure 4.9: Labeled truth data of the dense laser range finder data shows
continuity between the vehicle and the road, which provides a
challenge for accurate segmentation.
Figure 4.10: Final result of the newly proposed algorithm shows segmenta-
tion of the dense range data achieves separation of the car and
a coherent road segment.
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data over 13 frames around the one presented in detail. The ideal performance
for each of the performance metrics is 0 for perfect segmentation and 1 for the
worst segmentation. As expected, the RBNN algorithm with the low threshold is
penalized in the OCE metric for over-segmentation and has a higher score for the
GCE and LCE as well. The RBNN algorithm with the high threshold segments
nearly the entire scene into a single cluster. This is also penalized in the OCE
metric, but less penalized in the GCE and LCE metrics, leading to a lower score.
The modified RBNN algorithm, which includes the color and estimated surface
normal, has worse performance than the simpler RBNN algorithm because the
scene is still heavily over-segmented. The benefit of segmenting the full dense 3D
point cloud developed using Algorithm 1 is clear in the OCE, GCE, and LCE
metrics, because the point cloud is not over-segmented nor clustered into a single
segment. The largest cluster in all the frames analyzed is the road, therefore, when
using the full dense 3D point cloud the accurate segmentation of the road leads to
better performance in the OCE metric. The performance benefit when utilizing
the dense map instead of the sparse map is apparent, because the sparse map is
not adequately segmented even when the color and surface normal information is
included.
Table 4.1: Segment performance for 13 total frames as compared with various
metrics.
Algorithm OCE GCE LCE
RBNN-Low 0.79 0.30 0.27
RBNN-High 0.80 0.14 0.09
Modified RBNN 0.89 0.16 0.14
Full Dense 0.53 0.06 0.07
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4.3.6 Algorithm Run-Time
The algorithm run-time is dependent on the size of the camera image, because find-
ing the MAP estimate to the MRF (4.1) requires the solution of npix simultaneous
equations and the segmentation routine is linear in the number of pixels. The
algorithm is run on a desktop computer with a 2.7GHz Intel R©CoreTMi7 processor
which enables different portions of the algorithm to be run as different threads
each on separate cores. The run-time is summarized in Table 4.2 and shows that
near real-time performance is achieved at full resolution with an update rate of 0.5
Hz; however, the half resolution image achieves a 2 Hz update rate. The 2 Hz up-
date rate for this rich information is equivalent to the lane-finding algorithm used
on the Cornell University DARPA Urban Challenge vehicle (Miller et al., 2008a),
while providing much more operational usefulness.
Table 4.2: Dense point cloud segmentation algorithm run-time at full reso-
lution and half resolution, along with sparse data segmentation
routine run-time (msec).
Full Half
Modified Res. Res.
Process RBNN RBNN 337,920 84,480
pixels pixels
Align Range Data - 7 7 7
Solve MAP Estimate - - 385 100
Compute Normals - 120 1170 320
Segment Point Cloud 116 51 291 86
Total (msec) 116 178 1852 513
117
4.4 Conclusion
An algorithm to segment textured dense 3D point clouds is presented and demon-
strated in a complex urban environment. Textured dense point clouds are gener-
ated from interpolating sparse laser range finder data constrained by an aligned
optical image. The dense point cloud is found using efficient matrix solver routines
that enable near real-time performance. The segmentation is performed using an
efficient and deterministic algorithm that utilizes the pixel intensity and 3D point
geometry data. The algorithm is demonstrated in a complex urban environment
which shows the successful ability to segment the road surface as a coherent clus-
ter. The benefit of using the dense range data for interpolation is demonstrated
by examining the segmentation performance with the sparse range data alone and
augmenting the sparse range data with pixel intensity and surface normal estimates
prior to segmentation. Finally, fast run-time of the algorithm provides operational
usefulness for large-scale real-time autonomous vehicles.
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CHAPTER 5
CONSISTENT GENERALIZED DATA FUSION FOR MULTIPLE
ROBOT OCCUPANCY GRID MAPPING
Abstract
This paper describes two information theoretic procedures for fusing multiple dis-
tributions with unknown correlation. In particular, the focus is finding fusion rules
consistent with weighted exponential product (WEP) conservative fusion. A com-
mon approach to selecting the WEP fusion is to select the weight that equates the
Kullback-Leibler divergence between the fused and constituent distributions; this
is commonly called Chernoff Fusion. Chernoff Fusion does not account for any
known discrepancy in the information used to form the constituent distributions.
To account for this, the first information theoretic fusion approach developed here
is Entropy Weighted Chernoff fusion; this fusion procedure biases the WEP fu-
sion weight towards the distribution with the lowest entropy. This produces a
fusion rule that accounts for the difference in exclusive information content in
each distribution. An information loss for the WEP conservative fusion rule is
also introduced and an approximation derived by computing the Kullback-Leibler
divergence between the Naive Bayes and WEP fused distributions. The second
information theoretic fusion approach is found by minimizing the approximation
on information loss that occurs during WEP fusion. The resultant Minimum-
Information-Loss Fusion rule generates the least conservative fused distribution in
the family of WEP results. The two fusion rules are studied for the application of
multi-robot occupancy grid mapping. Experimental results include the fusion of
multiple occupancy grid maps over an optimally connected sensor network, demon-
strating consistent map estimates.
5.1 Introduction
For sensor agents in a network to share information and perform distributed data
fusion, it is desired to establish a scalable, flexible and robust network over which
the robots can transmit and receive information. An ad-hoc and arbitrary con-
nected network provides scalability for nodes to join and drop off the network, flex-
ibility to allow nodes to join at any point and robustness to ensure multiple links
or nodes must fail before the network becomes unconnected (Dekker and Colbert,
2004). To perform distributed data fusion over an arbitrary network topology re-
quires conservative data fusion techniques to create consistent estimates that avoid
rumor propagation (Chang et al., 2008). The techniques are conservative (or sub-
optimal), because they avoid double counting common information and discount
exclusive information in the fused solution relative to the union of the information
available in a centralized solution (Chang et al., 2010).
A common conservative fusion rule for Gaussian distributions with unknown
correlation is Covariance Intersection (CI) (Julier and Uhlmann, 1997). For fusion
of general probability distributions with unknown correlation, a conservative fusion
technique, satisfying the rules of no double counting and discounting exclusive
information, is the weighted exponential product (WEP) (Bailey et al., 2011).
The WEP is a generalization of the CI method for non-Gaussian distributions
(Hurley, 2002) and several approaches to determine the fusion weight to use for
WEP have been proposed, leading to different fusion rules.
The simplest approach is to assign the WEP fusion weight to 0.5 and the re-
sulting fusion rule is referred to as Bhattacharyya Fusion (Chang et al., 2008). If
the WEP is motivated from decision theory, the weight applied during fusion is de-
termined to minimize the error probability between two hypothesis corresponding
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to the constituent distributions (Cover and Thomas, 1991). From this context, the
WEP fusion weight is set to equate the Kullback-Leibler divergence metric between
the resulting fused distribution and the each constituent distribution, this is called
Chernoff Fusion (Cover and Thomas, 1991). The Chernoff Fusion nomenclature is
from the fact that the resultant WEP fusion weight is equal to the Chernoff In-
formation of the two constituent distributions. The WEP fusion approach is used
here, but the weight does not correspond to the Chernoff Information, instead two
novel fusion techniques are developed.
The first technique applies a factor, corresponding to the Entropy of each con-
stituent distribution, to the desired equality of the Kullback-Leibler divergence
between the resulting WEP fused distribution and the constituent distribution
assumed in Chernoff Fusion. This biases the Chernoff Fusion resultant weight to-
wards the distribution with lower entropy, thereby attempting to account for the
additional exclusive information present in that distribution if a common prior is
assumed. The resulting distribution from WEP fusion is shown to discount exclu-
sive information and contains an information loss compared to the optimal fusion
rule if the correlation between the two distributions were known. The second fu-
sion technique is to minimize an approximate information loss metric that is later
derived. Unlike Chernoff fusion, this approach determines the least conservative
WEP fusion distribution. The WEP fusion is applicable to fusion of general dis-
tributions and the fusion of probabilistic environmental maps from autonomous
robots across an arbitrary network is the focus here.
Mobile robots equipped with active sensors are effective at building proba-
bilistic representations and maps of the environment in which they are operating
(Thrun, 2002). As multiple robots operate in the same environment, it is advanta-
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geous to share independently observed information with the other agents across a
sensor network to form a more complete representation of the environment. This
sharing accomplishes two goals. The first is to more completely cover the spatial
environment when the received information contains a space of the environment
previously unobserved by the receiving agent. The second is to reduce uncertainty
about jointly observed and overlapping areas of the environment. The distributed
mapping paradigm seeks to establish a data fusion procedure that builds a sta-
tistically consistent global map, using the information from each agent, without
a centralized server, using only agent-to-agent communication and without global
knowledge of the network topology.
In order to build a statistically consistent global map, the distributed data fu-
sion procedure must avoid double counting common information between agents
when performing fusion (Grime and Durrant-Whyte, 1994). One approach to avoid
double counting information during fusion is to append pedigree information to
all measurements (Ceruti et al., 2006). However, this approach requires redundant
transmission of information to ensure it is received at all agents in the network
and bandwidth constraints may preclude this action (Schoenberg and Campbell,
2009). Another approach is to constrain the global network topology to a tree and
utilize the channel filter (Grime et al., 1992) to explicitly track common informa-
tion between nodes and avoid double counting during fusion. The approach was
extended to 2-tree and mixed 1&2-tree networks (Thompson and Durrant-Whyte,
2010) to increase network robustness. Unfortunately, these approaches violate the
tenant that there is no global knowledge of the network topology, because the
global network must be a tree topology. The Distributed Bellman-Ford algorithm
(Awerbuch et al., 1994) can be invoked to discover the global network topology
and artificially break links that violate the topological constraints. In practical
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operation this network discovery algorithm must run in parallel to the data fusion
process and requires reset procedures upon network reconfiguration.
To utilize generalized fusion across an ad-hoc network, the environmental rep-
resentation should be a self-consistent probabilistic map. One possible metric
map representation is the occupancy grid (Elfes, 1989), where the environment is
partitioned into a lattice and each cell represents a probabilistic estimate of the
occupancy. The lattice can be fixed or variable (Kraetzschmar et al., 2004) res-
olution, and either 2D or 3D (Fournier et al., 2007). A memory and throughput
efficient 3D occupancy grid implementation (Wurm et al., 2010) is utilized in this
work, because it provides the ability to create large scale, dense 3D maps with a
reasonable computational and memory footprint. The multi-robot occupancy grid
mapping problem has been evaluated previously, with focus on determining the
unknown transformation between independent maps (Konolige et al., 2003). The
problem can be solved with stochastic search to solve the optimization problem for
the transformation between the two map to maximize the overlap (Carpin et al.,
2005). The approach was later refined and error detection added (Birk and Carpin,
2006) and a new deterministic algorithm based on spectral decomposition of the
map image (Carpin, 2008) was developed. However, none of these approaches dealt
with the probabilistic fusion of maps after the best possible transformation was
found. This work does consistent generalized probabilistic fusion using the WEP
fusion rule and the transformations between maps are assumed known, but could
be found via the above approaches.
The remainder of this paper introduces data fusion and generalized fusion in
Section 5.2. A novel method for computing the WEP generalized fusion weight
based on Entropy Weighted Chernoff fusion is presented in Section 5.2.1. A new
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approximation on the information loss resulting from generalized fusion is derived
in Section 5.2.2. A second novel WEP fusion weight computation approach based
on minimizing the information loss resulting from generalized fusion is presented
in Section 5.2.3. Section 5.4.1 introduces generalized fusion for occupancy grid
maps and shows the fusion results for the new fusion techniques.
5.2 Generalized Data Fusion with Unknown Correlation
When the correlation between two probability distribution is unknown, the chal-
lenge in fusing the two distributions is a trade between maximizing resulting in-
formation content, yet maintaining consistency. In the information theoretic view
of consistency, it is sufficient to avoid double counting information that is common
between the two distribution. The resultant Bayes optimal closed form fusion rule
that avoids double counting information is (Grime et al., 1992):
p(x|ZKi
⋃
ZKj ) =
1
c
p(x|ZKi )p(x|ZKj )
p(x|ZKi
⋂
ZKj )
(5.1)
In practice, keeping track of the denominator in (5.1) is difficult for a distributed
data fusion system on an arbitrary network without sharing pedigree about each
distribution to fuse. The alternatives for consistent fusion include the weighted
exponential product (WEP) conservative fusion rule (Cover and Thomas, 1991):
pwep(x|ZKi
⋃
ZKj ) =
1
c
p(x|ZKi )ω · p(x|ZKj )(1−ω) (5.2)
0 ≤ ω ≤ 1
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which is generalizable to any probability distributions. However, the choice of
WEP fusion weight ω is an open to trade.
If the weight ω in (5.2) is computed to equate the Kullback-Leibler divergence
(Dkl) between the fused distribution pwep(x|ZKi
⋃
ZKj ) and the individual distri-
butions (5.3):
Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)||p(x|ZKi )
]
= . . .
Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)||p(x|ZKj )
]
(5.3)
the resultant ω = ω∗ corresponds to the Chernoff Information (5.4) between
p(x|ZKi ) and p(x|ZKj ) (Cover and Thomas, 1991):
w∗ = C
[
p(x|ZKi ), p(x|ZKj )
]
= − argmin
ω∈[0,1]
log
(∫
pω(x|ZKi )p1−ω(x|ZKj )dx
)
(5.4)
and the WEP fusion rule (5.2) is called Chernoff Fusion (Julier, 2006).
An assumption as part of Chernoff Fusion is that the number of measurements
used to estimate the probability distributions p(x|ZKi ) and p(x|ZKj ) is assumed
unknown and equal (Hurley, 2001). If there is a measure of the total number of
measurements used to estimate the density, this is used to bias the WEP fusion
weight towards the distribution with more measurements. The focus of the sequel
now turns to finding alternatives to Chernoff Fusion. The first fusion rule (Section
5.2.1) relaxes the assumption about equal measurements and applies a factor to
(5.3) corresponding to the Entropy of the constituent distribution, thereby biasing
the fusion weight towards the distribution with the lowest Entropy without ex-
plicitly counting measurements as suggested in (Hurley, 2001). The WEP fusion
rule is shown to discount exclusive information (Rendas and Leita, 2010) from
the constituent distributions, therefore, a second fusion approach (Section 5.2.3)
is developed to shift the optimization criterion away from equating the Kullback-
Leibler divergence between the resulting fused and constituent distributions (5.3)
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to minimizing an approximation on the information lost as a result of fusion Section
5.2.3.
5.2.1 Entropy Weighted Chernoff Fusion
A commonly overlooked criterion for Chernoff fusion from a Bayesian decision
theoretic viewpoint is that the number of measurements used to estimate the con-
stituent distributions p(x|ZKi ) and p(x|ZKj ) for fusion are equal (Hurley, 2001).
This is the case from the standpoint of hypothesis testing, but is not always true
for arbitrary data fusion. Instead, Hurley suggests a means for finding ω by mini-
mizing the total probability of error. This can be accomplished by selecting ω such
that:
ci ·Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)||p(x|ZKi )
]
= . . .
cj ·Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)|p(x|ZKj )
]
(5.5)
where ci and cj are the number of measurements used to estimate the probability
distributions p(x|ZKi ) and p(x|ZKj ) respectively. In this work, there is a desire to
avoid explicitly counting the number of measurements used to estimate probability
distributions to fuse. Therefore, the ci and cj are estimated to be the reciprocal of
the entropy of the initial distributions:
ci =
1
H[p(x|ZKi )]
(5.6)
cj =
1
H[p(x|ZKj )]
(5.7)
where H[p(x)] is the entropy of the corresponding distribution p(x). Therefore,
the Entropy Weighted Chernoff Fusion solution uses a weight ω∗ ∈ [0, 1] that
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equates the entropy weighted Kullback-Leibler Divergence between the WEP and
the original distributions:
1
H[p(x|ZKi )]
·Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)||p(x|ZKi )
]
= . . .
1
H[p(x|ZKj )]
·Dkl
[
p(x|ZKi )ω · p(x|ZKj )(1−ω)||p(x|ZKj )
]
(5.8)
This results in a bias towards the distribution with the lowest entropy along the
chord that connects the two distributions, according to the Kullback-Leibler di-
vergence metric.
5.2.2 Information Loss and Approximation
The fused density resulting from WEP fusion (5.2) discounts exclusive informa-
tion (Rendas and Leita, 2010), while maintaining common information. The WEP
method discounting of exclusive information ensures there is no double counting
of common information from the two distributions during the fusion process, when
the correlation between the distributions is unknown. Therefore, there is an in-
formation loss between the optimal fusion (5.1) and the WEP fusion (5.2). This
information loss is defined here using the Kullback-Leibler divergence between the
optimal (5.1) and the WEP solutions (5.2):
Iloss ∆=Dkl
[
poptimal(x|ZKi
⋃
ZKj )||pwep(x|ZKi
⋃
ZKj )
]
(5.9)
(5.10)
Unfortunately, without knowing the optimally fused distribution, it is not possible
to compute the information loss metric (5.9). However, if the correlation between
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the two distributions to fuse is known to be zero, the optimal fusion rule simplifies
to the Naive Bayes (NB) fusion (5.11):
pnb(x|ZKi
⋃
ZKj ) =
1
c
p(x|ZKi )p(x|ZKj ) (5.11)
In the case of an unknown correlation between the two distributions to fuse,
the discounting of exclusive information resultant from WEP fusion (5.2) leads to
information loss if the true correlation between the distribution is zero. There-
fore, an approximation to the information loss is the Kullback-Leibler divergence
between the Naive Bayes fusion and WEP fusion:
Iloss ≈ I¯loss(ω) = Dkl
[
pNB(x|Zi
⋃
Zj)||pwep(x|Zi
⋃
Zj)
]
(5.12)
It is now possible to compute this information loss approximation and to derive a
fusion rule based on minimizing the amount of information loss compared to the
Naive Bayes fusion.
5.2.3 Minimum Information Loss Weight Fusion
Given that the information loss is approximated by the Kullback-Leibler divergence
between the Naive Bayes solution and the WEP fusion, the choice of fusion weight
ω∗ ∈ [0, 1] is selected to minimize the information loss (Minimum-Information-Loss
Fusion).
ω∗ = argmin
ω∈[0,1]
I¯loss(ω) (5.13)
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which is expanded to:
= argmin
ω∈[0,1]
Dkl [Pnb(x|Zi, Zj)||Pwep(x|Zi, Zj)] (5.14)
= argmin
ω∈[0,1]
∫ 1
cnb
p(x|Zi)p(x|Zj) log
[
cwepp(x|Zi)p(x|Zj)
cnbp(x|Zi)ωp(x|Zj)1−ω
]
dx (5.15)
= argmin
ω∈[0,1]
∫ 1
cnb
p(x|Zi)p(x|Zj) log
[
cwep
cnb
p(x|Zi)(1−ω)p(x|Zj)ω
]
dx (5.16)
The advantage of the Minimum-Information-Loss Fusion (5.13) scheme is that
while the WEP fusion rule (5.2) is still conservative and consistent, the weight is
selected to minimize the possible information loss (5.9) that results should the two
distributions be truly uncorrelated. In practice, Minimum-Information-Loss Fusion
drives the solution towards Naive Bayes fusion in the case when the distributions
to fuse are significantly different (in a Kullback-Leibler sense), thereby indicating
the two do not share a significant amount of common information. The Minimum-
Information-Loss Fusion scheme provides an automatic method for trading between
the Naive Bayes and conservative fusion rules, without resorting to a heuristic
decision.
5.3 Consistent Generalized Fusion
To evaluate the impact of the newly developed generalized fusion rules, an in-
depth evaluation of the rules applied to Bernoulli distributions is performed. The
Bernoulli distribution provides a simple distribution to compute the fusion rules
in closed and show the general trend differences that occur between the different
fusion rules. The analysis includes examination of Chernoff Fusion (5.4), Entropy
Weighted Chernoff Fusion (5.8) and Minimum-Information-Loss Fusion (5.13).
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5.3.1 Generalized Fusion of Bernoulli Distributions
This section analyzes the WEP fusion weight, resulting fused distributions and
approximate information loss across all possibilities of two Bernoulli distributions.
Applying the Weighted Exponential Product (WEP) generalized fusion rule (5.2)
to two Bernoulli distributions (5.27) with unknown correlation results in a closed
form solution:
p(x|ZKi ) = pi (5.17)
p(x|ZKj ) = pj (5.18)
pwep(x|ZKi
⋃
ZKj ) = pω =
pωi p
1−ω
j
pωi p
1−ω
j + (1− pi)ω(1− pj)1−ω
(5.19)
To numerically evaluate the outcome of consistent generalized fusion over a
Bernoulli distribution, two Bernoulli probabilities pi and pj are discretized in steps
of 0.01 from [0, 1]. For each step of each probability, the resulting WEP fusion
weight is computed according to the desired fusion rule. The resulting WEP fused
density (probability) (5.19) is computed for all combinations of pi and pj. The ap-
proximate information loss I¯loss(ω) (5.12) is computed based on the fusion weight
and fused density.
In the case of Chernoff Fusion (CF) (5.4), the optimal weight fusing of two
Bernoulli distributions is solved in closed form:
ω∗
cf
=
log [log(1−pi)−log(1−pj)]
[log(pi)−log(pj)] − log pj + log(1− pj)
[log pi − log pj − log(1− pi) + log(1− pj)] (5.20)
Figure 5.1 shows the resultant Chernoff fusion weight (a), fusion result pω (b)
and approximate information loss (c). The Chernoff fusion weight (Figure 5.1
a) is close to 0.5 for almost all combinations of pi and pj. The exceptions are
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when pi ≈ 0.5 and pj ≈ 0, 1 and the weight moves away from 0.5 to select the
distribution with lowest entropy, because the Kullback-Leibler equality constraint
requires more weight on the distribution with lower entropy. The resulting Chernoff
Fusion probability (Figure 5.1 b) shows a smooth variation towards a fusion result
that selects the distribution with more extreme (towards 0 or 1) probability. This
is evidence from the large area that the fusion result pω ≈ 1.0 or pω ≈ 0.0 that
occurs regardless of the probability of the other distribution. Finally, as pi = 1−pj
the resulting fused density is pω = 0.5 demonstrating how the fusion rule selects
the fusion distribution equidistant from each constituent distribution, which is
necessarily pω = 0.5 for Bernoulli distributions. The approximate information loss
for the Chernoff fusion (Figure 5.1 c) shows the potential problem with Chernoff
fusion. The approximate information loss I¯loss ≈ 0.0 when pi ≈ 1−pj , which shows
the Chernoff Fusion result tends towards the Naive Bayes Fusion in that case.
However, when pi >> pj or pj >> pi the loss increases. This loss occurs, because
the Chernoff solution discounts the maximum amount of exclusive information
in each constituent distribution to find the fused distribution equidistant (in the
Kullback-Leibler sense) from the two distributions to fuse. The Entropy-Weighted
Chernoff Fusion and Minimum-Information-Loss Fusion will address this short-
coming in Chernoff fusion.
For the Entropy Weighted Chernoff Fusion (EWCF) (5.8), the weight ω∗ equat-
ing the entropy weighted Kullback-Leibler divergence cannot be solved for in closed
form, therefore, numerical equation-solving is necessary for the following function:
1
H[pi]
[
pω log
pω
pi
+ (1− pω) log (1− pω)
(1− pi)
]
− . . .
1
H[pj]
[
pω log
pω
pj
+ (1− pω) log (1− pω)
(1− pj)
]
= 0 (5.21)
where pω is found from (5.19) and the entropy of a Bernoulli distribution is H[p] =
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Figure 5.1: Chernoff Fusion over two Bernoulli distributions with the optimal
weight (a), fusion result (b) and approximate information loss (c).
−p log p − (1 − p) log(1 − p). When the entropy of the two distributions is equal,
the Entropy Weighted Chernoff Fusion collapses to Chernoff Fusion and the weight
is solved for in closed form according to (5.20). The entropy of two Bernoulli
distributions is equal H[pi] = H[pj], when pi = pj or (1 − pi) = pj, because the
entropy is symmetric about p = 0.5.
Figure 5.2 shows the resultant Entropy Weighted Chernoff fusion weight (a),
fusion result pω (b) and approximate information loss (c). The results of the
EWCF weight (Figure 5.2 a) are similar to the CF (Figure 5.1 a), but have a
sharper transition away from ω∗ = 0.5 when the two distributions are significantly
different from one another. Although difficult to visualize, for a fixed pi, the weight
as a function of pj ∈ [0, 1] (and vice versa) is asymmetric about pj = 0.5, due to
the bias introduced by the entropy weighting factor. In addition, as pi ≈ 0, 1 or
pj ≈ 0, 1 the weight more quickly (compared to CF) tends to select the distribution
at the extreme through the bias introduced by the entropy. The resulting EWCF
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probability (Figure 5.2 b) again shows a similar trend to the CF. The difference is
that the transition from the fusion result being at the extreme pω ≈ 0, 1 is a sharper
transition than in Chernoff Fusion. In addition, as pi >> pj or pj >> pi the fusion
result tends towards maximum uncertainty pω ≈ 0.5 less quickly compared to
CF. The impact of the bias towards the distribution with lowest entropy is visible
in the approximate information loss of the EWCF (Figure 5.2 c) that shows a
reduced information loss compared to CF. The areas of higher information loss in
CF (Figure 5.1 c) occur when pi >> pj or pj >> pi and the solution maximally
discounts exclusive information. The EWCF accounts for the possible difference in
exclusive information and computes a fused density that is closer to Naive Bayes
and the resulting information loss is reduced. The EWCF has the same information
loss when pi ≈ pj or pi ≈ (1 − pj), because EWCF reduces to CF in these cases.
This includes the tendency towards zero information loss when pi ≈ (1− pj).
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Figure 5.2: Entropy Weighted Chernoff Fusion over two Bernoulli distribu-
tions with the optimal weight (a), fusion result (b) and approxi-
mate information loss (c).
In the case of the Minimum-Information-Loss Fusion (M-LF), the optimal
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weight is again solved for in closed form:
ω∗
m-l
=
log pj − log(1− pj)− log
[
pipj
(pi−1)(pj−1)
]
log pj − log(1− pj)− log pi + log(1− pi) (5.22)
Figure 5.3 shows the resultant Minimum-Information-Loss WEP fusion weight
(a), fusion result pω (b) and approximate information loss (c). The Minimum-
Information-Loss Fusion exhibit markedly different tendencies in the fusion weight
(Figure 5.3 a) compared to the CF and EWCF. In particular, there is a boundary
at pi = 0.5 or pj = 0.5 and if pi and pj are both less than or greater than 0.5.
In the case when both pi < 0.5 and pj < 0.5 or pi > 0.5 and pj > 0.5 the
optimal Minimum-Information-Loss weight (5.22) violates the constraint ω ∈ [0, 1]
and therefore equals extreme ω = 0, 1 in an effort to minimize the approximate
information loss. When pi < 0.5 and pj > 0.5 or pi > 0.5 and pj < 0.5, the
M-LF weight is mirrored symmetric about pi = 1 − pj and the weight is found
to minimize the approximate Information Loss to zero. The M-LF result (Figure
5.3 b) shows similar trends to CF and EWCF, but in the cases where pi < 0.5
and pj < 0.5 or pi > 0.5 and pj > 0.5, the M-LF weight goes to ω = 0, 1 and
therefore just selects one distribution or the other in the fusion result, instead of
using a combination of the two distributions. This discounts all of the exclusive
information in one distribution in favor of keeping all the exclusive (and common)
information in the other distribution. The resulting approximate information loss
for M-LF (Figure 5.3 c) shows the benefit of the M-LF where the information loss
goes to zero where pi < 0.5 and pj > 0.5 or pi > 0.5 and pj < 0.5. This shows
the M-LF result is equal to the Naive Bayes solution, because the Kullback-Leibler
divergence defining the information loss (5.12) is zero if and only if the WEP fused
and Naive Bayes fused distributions are equal. This shows the M-LF rule provides
a means to avoid discounting exclusive information for fusion of two Bernoulli
distributions.
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Figure 5.3: Minimum-Information-Loss WEP Fusion over two Bernoulli dis-
tributions with the optimal weight (a), fusion result (b) and ap-
proximate information loss (c).
Examining Figures 5.1-5.3 (c) shows qualitative differences in the fusion rules
and the resulting information loss (5.12). To compute the effectiveness of each
fusion approach, the empirical cumulative distribution function (CDF) is com-
puted for the approximate information loss I¯loss for each of the three fusion rules:
Chernoff Fusion (5.20), Entropy Weighted Chernoff Fusion (5.21) and Minimum-
Information-Loss Fusion (5.22). In addition, the empirical CDF of I¯loss for Bhat-
tacharyya fusion is computed for reference, because of the simple fusion rule
ω∗ = 0.5 for all possible combinations of pi and pj.
Figure 5.4 plots the empirical CDF for I¯loss from (5.12) for each of the different
fusion rules. The plot shows the probability of occurrence for each amount of I¯loss.
The Bhattacharyya Fusion, Entropy Weighted Chernoff Fusion, and Minimum-
Information-Loss Fusion all have the same largest approximate information loss
I¯loss = 0.08, while Chernoff Fusion has a larger maximum I¯loss = 0.19. The CDF
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curves show the Minimum-Information-Loss Fusion approach drives the approxi-
mate information loss to zero for 50% of the possible combinations of pi and pj,
whereas the other fusion rules have a longer tail probability for larger I¯loss.
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Figure 5.4: The CDF for the approximate information loss over Cher-
noff, Bhattacharyya, Entropy Weighted Chernoff and Minimum-
Information-Loss WEP fusion.
5.3.2 Generalized Fusion of Arbitrary Distributions
The Bernoulli distribution was studied in-depth in Section 5.3.1, because of the
simplicity of the Bernoulli distribution, the ability to solve in closed form for the
Chernoff Fusion and Minimum-Information-Loss Fusion results, and the ability to
visually and quantitatively examine trends in the different fusion rules over all
possible Bernoulli probabilities. The WEP fusion (5.2) is general and can be used
with any probability distributions p(x|ZKi ) and p(x|ZKj ). For arbitrary probability
distributions there are three challenges associated with Chernoff Fusion, Entropy
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Weighted Chernoff Fusion and Minimum-Information-Loss Fusion. The first is to
compute the resultant WEP fusion (5.2) distribution. Not all probability distri-
butions have a proper representation when raised to an arbitrary power and the
product is not necessarily a proper distribution in the same family. The second
challenge is computation of the fusion weight. In the case of Chernoff Fusion (5.4),
and Minimum-Information-Loss Fusion (5.13) a minimization must be performed
that is not always able to be solved in closed form. For Entropy-Weighted Chernoff
Fusion solving directly for the weight in the equality (5.5) does not have a closed
form. Therefore, numerical equation-solving of the objective functions is necessary.
Finally, the third challenge is that simply evaluating the objective functions asso-
ciated with each fusion approach is not always possible in closed form. Therefore,
sampling methods might be necessary to evaluate and then solve or minimize the
objective function via numerical techniques.
For example, if the constituent distributions to fuse are Gaussian, the resulting
WEP fusion (5.2) is a Gaussian, where the mean and variance are found via the
formulas given for Covariance Intersection (Julier and Uhlmann, 1997). However,
solving for the weight to use in Covariance Intersection requires numerical calcula-
tion of a cost metric such as the determinant or trace of the fused covariance. The
computation of the Chernoff Fusion (5.4), Entropy Weighted Chernoff Fusion (5.5)
and Minimum-Information-Loss Fusion (5.13) weight for Gaussian distributions is
not closed form and requires numerical optimization. However, in each case, the
resultant optimization function can be evaluated in closed form. If the constituent
distributions are Gaussian mixtures, the WEP fusion is not closed form, although
approximations have been proposed (Julier, 2006). In addition, sampling tech-
niques are necessary to evaluate the objective functions used in the different fusion
rules that cannot be written in closed form. Future work is necessary and has
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already begun toward this goal.
5.3.3 Conservativeness of WEP Fusion
WEP fusion is a conservative fusion rule that avoids double-counting common
information contained in the two distributions to fuse. Consider the case of a
fusion of two normal distributions p(x|Zi) ∼ N (µi, Pi) and p(x|Zj) ∼ N (µj, Pj).
In the case of WEP fusion (5.2), the resultant fused Gaussian distribution has
mean and covariance (Hurley, 2002):
µwep = Pwep
[
ωP−1i µi + (1− ω)P−1j µj
]
(5.23)
Pwep =
[
ωP−1i + (1− ω)P−1j
]−1
(5.24)
If the common information between the two distributions is the empty set, such
that Zi
⋃
Zj = ∅, then the optimal fusion rule (5.1) collapses to the Naive Bayes Fu-
sion (5.11) and the resultant fused Gaussian distribution has mean and covariance
(Chang et al., 2008):
µnb = Pnb
[
P−1i µi + P
−1
j µj
]
(5.25)
Pnb =
[
P−1i + P
−1
j
]−1
(5.26)
To illustrate the conservativeness of WEP fusion, consider a case where the two
distributions are identical standard normal distributions N (0, 1) . In the case
of WEP fusion, regardless of the choice of fusion weight ω, the resulting fused
distribution is an identical standard normal: pwep(x|Zi ⋃Zj) ∼ N (0, 1). In the case
where there is no exclusive information, such that Zi = Zj, then the WEP fusion
result is the correct optimal fusion. However, in the case that the two distributions
do not share any common information, the Naive Bayes fusion produces a fused
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distribution: pnb(x|Zi ⋃Zj) ∼ N (0, 1√2). The resulting distributions are shown
in Figure 5.5 and graphically demonstrate the conservativeness of WEP fusion,
because of the increase variance in the WEP fusion compared to the Naive Bayes
fusion that is correct when there is no common information. This example provides
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Figure 5.5: WEP and Naive Bayes Fusion results from fusion of two identical
standard normal distributions.
a cautionary note about the conservativeness of WEP fusion, because while the
mean remains the same in both cases, the standard deviation of the WEP fused
estimate is conservative by a factor of
√
2.
5.4 Mulit-Robot Occupancy Grid Map Fusion
The generalized fusion of the Bernoulli distribution is directly applicable to fusion
of multi-robot occupancy grid maps. The probability of a voxel of space being
occupied is represented as a Bernoulli probability and each voxel is assumed inde-
pendent. As a result, the fusion of occupancy grid maps from multiple robots can
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be accomplished by sequentially performing fusion across each of the grid cells in
the map.
The occupancy grid concept is reviewed in Section 5.4.1. Next in Section
5.4.2 a laboratory experiment demonstrates the fusion of occupancy grid maps
based on the different fusion rules derived, including Chernoff Fusion, Entropy
Weighted Chernoff Fusion and Minimum-Information-Loss fusion and compares
the resulting approximate information loss as a function of map location for the
different techniques.
5.4.1 Generalized Fusion of Occupancy Grid Maps
The occupancy grid mapping paradigm establishes a consistent metric map of the
environment using noisy measurements from sensors. The occupancy grid repre-
sents each cell in the environment via a probability density of a binary variable:
the cell is occupied or empty. The posterior probability of the cell c occupancy
using all data Zk up to time K is assumed to be Bernoulli distributed:
p(c|ZK) =


q = 1− p empty
p occupied
0 otherwise
(5.27)
p ∈ [0, 1]
The typical occupancy grid map implementation stores the log-odds of the
posterior probability of the cell c occupancy, which can be updated efficiently
140
through recursive operations(Thrun, 2002):
cKlog-odds = log
[
p(c|ZK)
1− p(c|ZK)
]
(5.28)
= log
[
p(c|Zk)
1− p(c|Zk)
]
+ log
[
p(c|ZK−1)
1− p(c|ZK−1)
]
+ log
[
1− p(c)
p(c)
]
(5.29)
= clog-oddsk + c
K−1
log-odds (5.30)
where (5.30) is the recursive Bayes update of the log-odds of the posterior probabil-
ity of the cell c occupancy that arrives from setting the prior occupancy probability
p(c) = 0.5. The map is updated from the inverse sensor model p(c|Zk) (Wurm
et al., 2010) and the cell occupancy probability for the Bernoulli distribution in
(5.27) is found via:
p(c|ZK) = exp c
K
log-odds
exp cKlog-odds + 1
(5.31)
An important assumption in occupancy grid maps that is used here is that the
individual cells are independent of one another. This assumption enables general-
ization fusion of the occupancy grid maps to collapse to the fusion on individual
grid cells occupying the same space.
5.4.2 Multi-Robot Laboratory Experiment
The data collection was performed in Cornell University’s Autonomous Systems
Laboratory (ASL) using the Pioneer P3-DX differential drive mobile robot from
Mobile Robots Inc. shown in Figure 5.6. The primary sensor for the occupancy
grid mapping is the Hokuyo URG-04X laser scanner which features a 240o field-
of-view and angular resolution of 0.36o and maximum range of ≈ 5 m. The laser
is pitched downward 45o and scans along the ground as the robot moves forward
in a push-broom fashion.
141
Figure 5.6: Mobile robot used in Cornell University’s ASL equipped with
Hokuyo laser scanner and on-board computer. The robot is used
to explore and generate occupancy grid maps for distributed fu-
sion in the laboratory experiment.
The test environment is 15× 8 meters and is instrumented with a Vicon MX+
precision tracking system that determines position and attitude of 3D objects
(notice tracking markers on the mobile robot in Figure 5.6) in the test environment
and is used to localize the robots. In certain areas of the test environment, precision
tracking is not available and integrated odometry is used to localize the robots with
a corresponding increase in pose uncertainty. The features in the environment
consist of boxes between 10 and 25 cm tall that are meant to simulate traffic cones
or other similarly sized obstacles for a full-size traffic vehicle.
Eight robots are run in different paths around the environment for a 120 second
data collection (Figure 5.8). The robots are run sequentially to avoid sensing
another robot (dynamic objects) during the map construction. The paths of the
robots are shown in Figure 5.8.
The robots each construct a 3D occupancy grid map using the Octomap (Wurm
et al., 2010) implementation. The occupancy grid resolution is 0.05 m. To establish
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Figure 5.7: Laboratory environment for the occupancy grid mapping exper-
iment is 15× 8 meters and contains boxes of different sizes.
a baseline occupancy grid map, the data from all the mobile robots is processed to
make the centralized solution that is equivalent to all agents sending each laser scan
and position report to a central server for processing. The resulting centralized
map is shown in Figure 5.9. The map is rendered displaying only the voxels that
are occupied or have a p(c|ZK) > 0.8, the empty and unknown voxels are not
shown and the voxels are falsely colored according to height; a 0.05 m grid is
shown in gray for reference. The green voxels indicate areas of the maps that are
safe for the robot to traverse. The line of small skinny boxes to the left of the
environment are clearly visible along with the larger boxes towards the right of the
environment and the outer walls. There are gaps in the center of the map where
no robot explored. The centralized solution establishes a baseline map for use in
the distributed occupancy grid mapping approaches.
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Figure 5.8: The overhead paths of the eight mobile robots exploring the en-
vironment for distributed occupancy grid mapping experiment.
The data collection interval is 120 seconds and different robots
explore different regions of the environment with some overlap
to demonstrate the benefit of the generalized fusion rules to dis-
tributed mapping.
Figure 5.9: 3D centralized occupancy grid map displaying the occupied vox-
els with false coloring based on height.
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5.4.3 Distributed Occupancy Grid Fusion on Optimally
Connected Network
To evaluate the application of the distributed generalized fusion rules to occupancy
grid mapping, the mobile robots are connected in a network. The mobile robots
are the sensor nodes that are connected to form a sensor network. The network
is connected according to the topology with maximum robustness (Dekker and
Colbert, 2004). The topology is symmetric, has equal node connectivity and link
connectivity that is equal to the minimum degree, and each node is a central vertex
of the graph. The topology shown in Figure 5.10 consists of 12 links: each node
has degree 3 and requires a minimum of 3 nodes to fail to become disconnected.
The robust network precludes use of a channel filter for distributed data fusion,
because it violates the tree topology. The network robustness makes it difficult
to track common information during fusion without data tagging and generalized
data fusion for unknown correlations will be used.
1
2 3
4 5 6
7 8
Figure 5.10: Network topology for the generalized distributed mapping ex-
periments. The graph is optimal for 8 nodes and has an equiv-
alent node and link connectivity and requires 3 nodes to fail to
become disconnected.
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The individual sensor nodes collect and process local scans to build a local
occupancy grid map that will be updated with map data passed along the network
from other agents. An example of map constructed via local updates only is in
Figure 5.11, which shows the maps from Agent 1 (Figure 5.8 Red Path). The map
is rendered showing the occupied cells falsely colored according to height and the
empty cells are shown in a ghost gray; the unknown cells are not shown. The
final pose of the robot is shown using a solid red box. The map shows Agent 1
explores only a portion of the map. To enable a full representation of the map,
the distributed data fusion techniques are used with the sensor network in Figure
5.10.
Figure 5.11: 3D Occupancy grid map from Agent 1 using only local updates.
The occupied (falsely colored by height) and empty cells (ghost
gray) are shown along with the final pose of the robot (red box).
To evaluate the distributed data fusion techniques, the nodes share map infor-
mation across the bi-directional links shown in Figure 5.10. The agents are required
to share the following information for each voxel: the center coordinate and the
log-odds probability. This implies each cell requires 32 bytes of data (if all numbers
are in double precision) transmitted for each communication. The nodes commu-
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nicate aperiodically as they collect information. The final occupancy grid map
after Minimum-Information-Loss Fusion is shown in Figure 5.12. The distributed
data fusion technique is successfully utilized to build a map that is qualitatively
similar to the centralized solution (Figure 5.9). The results for Chernoff Fusion
and Entropy Weighted Chernoff Fusion are similar and are not shown.
Figure 5.12: 3D Occupancy grid map from Agent 1 after Minimum-
Information-Loss Fusion. The occupied (falsely colored by
height) are shown along with the final pose of the robot (red
box). The map is qualitatively similar to the centralized solu-
tion shown in Figure 5.9.
5.4.4 Approximate Information Loss Maps
The approximate information loss I¯loss (5.12) is computed after fusion for each
of the different fusion rules. The resulting information loss maps can be used for
planning purposes to balance exploration vs verification of cells that may have
contained substantial information loss as a result of fusion. The information loss
map resulting from Chernoff Fusion is shown in Figure 5.13. The map is falsely
colored according to the resulting information loss metric. The minimum values are
green and reflect I¯loss = 0.0 loss. The maximum values are red and reflect I¯loss =
0.2. This reflects the maximum range of values according to the empirical CDF for
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the different fusion rules (Figure 5.4). The areas where the largest information loss
occurs when fusing with information coming from remote nodes clashes with the
content estimate locally at Agent 1 and are in the left hand portion of the map.
The areas of information loss to the right hand portion of the map are resulting
from the sequential application of the fusion rule as information is received on the
three links connected to Agent 1.
Figure 5.13: Approximate information loss I¯loss on the occupancy grid after
Chernoff Fusion for Agent 1.
The resulting information loss map for Entropy Weighted Chernoff Fusion at
Agent 1 is shown in Figure 5.14. The false coloring is the same as the Chernoff
Fusion (Figure 5.13). The results shows a decrease in the information loss as a
result of Entropy Weighted Chernoff Fusion. The resulting fused map (although
not shown) is similar to Figure 5.11. This suggests that the Entropy Weighted
Chernoff Fusion will result in a more efficient exploration and verification of the
environment, because the resulting map is similar with a reduced information loss.
However, the Minimum-Information-Loss Fusion rule is significantly better than
either approach in terms of reducing the need for verification due to potential
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information loss.
Figure 5.14: Approximate information loss I¯loss on the occupancy grid after
Entropy Weighted Chernoff Fusion for Agent 1.
The resulting information loss map for Minimum-Information-Loss Fusion at
Agent 1 is shown in Figure 5.15. The false coloring is the same as the Chernoff
Fusion (Figure 5.13). The results show a dramatic improvement in the potential
information loss, because the fusion rule has zero loss for 50% of the possible
combinations of Bernoulli distributions. The Minimum-Information-Loss Fusion
rule generates consistent and quality occupancy grid maps and has the lowest
information loss. Therefore, this fusion rule is the best for distributed data fusion
of occupancy grid maps.
5.5 Conclusions
The generalized weighted exponential product approach for fusing two arbitrary
distributions with unknown correlation was addressed. The common approach
for finding the fusion weight is to equate the Kullback-Leibler divergence between
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Figure 5.15: Approximate information loss I¯loss on the occupancy grid after
Minimax-Loss Fusion for Agent 1.
the fused distribution and the two constituent distribution; this leads to Cher-
noff Fusion. Chernoff Fusion does not account for unequal sources of information
content used to estimate the two constituent distributions in determining the fu-
sion rule. To account for this potential disparity, but without explicitly count-
ing the number of measurements used to estimate the distribution, the Entropy
Weighted Chernoff Fusion is developed as a consistent, but conservative fusion
approach. Next, a metric for the information loss as a result of WEP fusion is
derived and an approximation developed and shown to be the Kullback-Leibler
divergence between the Naive Bayes and fused distribution. A second novel fusion
rule Minimum-Information-Loss Fusion is developed to minimize the approximate
information loss. An in-depth analysis of the three fusion approaches is performed
for Bernoulli distributions because they are simple, the fused density, optimal fu-
sion weights and objective functions are computed in closed form. The fusion of
multi-robot occupancy grids for agents in an optimally connected sensor network
is performed as an application of the generalized data fusion schemes derived.
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CHAPTER 6
CONCLUSION
This thesis addressed the issues associated with enabling an always-on and always
collaborating network of mobile robots by examining data fusion and distributed
robotic perception. The question of what is the best way to fuse and share in-
formation collected from network mobile robots was examined through theoretical
development, empirical analysis and applied experiment.
A methodology for multi-sensor fusion and multi-modal estimation was devel-
oped. A Real-Time implementation of a general Gaussian Sum filter was developed
to perform localization in a known map using multi-modal vision measurements in
the absence of GPS with map relative measurements. The RT-GSF uses Runnalls’
condensation technique to maintain the number of Gaussian components in the
posterior density over time; varying the number of terms according to the MMSE
state covariance. During experiment, the RT-GSF remains converged with a pre-
cise global position estimate over an extended 32 minute GPS blackout. The RT-
GSF requires a multi-modal posterior distribution to avoid divergence, although
a lower number of mixands in the posterior is required to solve the localization
problem. The RT-GSF performs statistically better than the particle filter; in
addition, using additional particles does not improve the filter performance due
to complex interaction with the measurement hypothesis tests. The RT-GSF per-
formance improvements are driven by time segments where the PF converges to
the incorrect road lane. This is typically the result of a misrepresentation of the
posterior distribution, which is further shown by the PF continuously rejecting
vision measurements after divergence. The PF posterior distribution is inefficient
in that it can be sufficiently represented with a small number of terms in a Gaus-
152
sian mixture, regardless of the number of particles used in the filter. The largest
area of complexity in the PF posterior distribution is located around corners in
the map, where few map-aided measurements are available. The RT-GSF and PF
computation time both scale quadratically, but the RT-GSF scales at a slower rate.
The RT-GSF provides an effective multi-sensor and multi-modal estimation scheme
that enables networked robots to efficiently collaborate after self-localization.
A technique for sharing and fusing rich probabilistic environment represen-
tations was developed for tree and arbitrary connected networks. A grid-based
terrain mapping algorithm that maintains a probabilistic accuracy assessment of
the height estimate in each grid-cell is successfully developed and demonstrated in
laboratory experiment in the distributed data fusion paradigm. Two approaches
were developed for distributed data fusion using sufficient statistics of the cell
height Gaussian Mixture computed for each grid-cell in the map. First, the exact
solution is recovered through tracking of the common information in the sufficient
statistic through use of the channel filter when the network is tree connected. Two
information metrics were introduced: the Association Probability Metric (APM)
and Cumulative Entropy Metric (CEM) to qualitatively evaluate the distributed
data fusion schemes. Second, an approach for fusion in arbitrary networks was de-
rived that uses weighted combination of the sufficient statistic set of the Gaussian
Mixture for each grid cell. The fusion rule operates on the sufficient statistics of
the Gaussian Mixture height distribution and provides a unique resultant Gaus-
sian Mixture mean and covariance. The fusion rule is shown to be quantitatively
consistent, but conservative in terms of the APM and CEM using an optimally
connected network. Three different techniques for computing the fusion weight
are presented for the generalized fusion. The fixed weight and minimum variance
weight computations are shown to discount the most information according to the
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APM in the network, but still have convergence to the global solution in terms of
the CEM. The probabilistic weight computation conserves the most information
according to the APM in the network compared to the other techniques, which
encourages sensor nodes to explore disjoint areas of the map. The conservative
fusion rule is shown to discount information available in the sensor network and
a bound of the maximum information loss for each grid cell is derived. The cu-
mulative maximum information loss is shown to be a loose bound, because it is
an accumulation of repeated over-estimates. The maximum loss is shown on the
terrain map and demonstrates the dichotomy that repeated fusion of the same
grid-cells leads to reduced variance, but increases the apparent information loss.
The fusion of rich probabilistic environment representations in tree and arbitrary
connected networks is a step towards multiple robots coordinating and efficiently
exploring and collaborating to share knowledge about their current environment.
An algorithm to exploit sensor modality for higher-level tasks such as object
tracking and path planning was developed. An algorithm to segment textured
dense 3D point clouds was presented and demonstrated in a complex urban en-
vironment. Textured dense point clouds are generated from interpolating sparse
laser range finder data constrained by an aligned optical image through a Markov
Random Field. The dense point cloud is found using efficient matrix solver routines
that enable near real-time performance. The segmentation is performed using an
efficient and deterministic algorithm that utilizes the pixel intensity and 3D point
geometry data. The algorithm is demonstrated in a complex urban environment
which shows the successful ability to segment the road surface as a coherent clus-
ter. The benefit of using the dense range data for interpolation is demonstrated
by examining the segmentation performance with the sparse range data alone and
augmenting the sparse range data with pixel intensity and surface normal estimates
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prior to segmentation. The exploitation of different sensor modalities enable mobile
robots to maximize the perception of a given environment and make available rich
data for higher-level algorithms. The higher-level algorithms can operate collabo-
ratively and maximize utilization of the information extracted from the low-level
sensors.
Consistent data fusion with unknown correlation in robust sensor networks was
addressed to mitigate the rumor propagation problem. The generalized weighted
exponential product approach for fusing two arbitrary distributions with unknown
correlation was examined. The common approach for finding the fusion weight is
to equate the Kullback-Leibler divergence between the fused distribution and the
two constituent distribution; this leads to Chernoff Fusion. Chernoff Fusion does
not account for unequal sources of information content used to estimate the two
constituent distributions in determining the fusion rule. To account for this poten-
tial disparity, but without explicitly counting the number of measurements used to
estimate the distribution, the Entropy Weighted Chernoff Fusion is developed as
a consistent, but conservative fusion approach. Next, a metric for the information
loss as a result of WEP fusion is derived and an approximation developed and
shown to be the Kullback-Leibler divergence between the Naive Bayes and fused
distribution. A second novel fusion rule Minimum-Information-Loss Fusion is de-
veloped to minimize the approximate information loss. An in-depth analysis of
the three fusion approaches is performed for Bernoulli distributions because they
are simple, the fused density, optimal fusion weights and objective functions are
computed in closed form. The fusion of multi-robot occupancy grids for agents
in an optimally connected sensor network is performed as an application of the
generalized data fusion schemes derived. The generalized data fusion schemes en-
able consistent fusion of environment representations within a network of mobile
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robots. The sharing and fusion of environmental representations enables collabo-
rative robotics for exploration and planning.
As mobile robots become more ubiquitous, the expectations on their capabilities
will increase. The capability of any one robot is expanded via collaboration with
other robots. The collaboration possible includes sharing knowledge about the
environment which the robots are operating or past experiential information that
proves helpful for the current task. The collaboration with heterogeneous robots
is going to be enabled with schemes that operate on ad-hoc networks that utilize
the existing data network infrastructure, including Wifi and cellular networks.
The usefulness of sharing information relies on the ability to integrate diverse
information consistently and provides a limitless potential to assist and enhance
the lives of humans who operate alongside the robots.
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