In this work, an explicitly task-oriented approach to the active vision problem is presented. The system tries to reduce the most relevant components of the uncertainty in the world model, for the task the robot is currently performing. It is task oriented in the sense that it explicitly considers a task-specific value function. As test-bed for the presented active vision approach, we selected a robot soccer attention problem: goalcovering by a goalie player. The proposed system is compared with information-based approaches. Experimental results show that it surpasses them in the tested application. We conclude that, when the goal is not the uncertainty reduction itself, the minimization of the belief entropy is not a useful optimality criterion, and that for such cases, task-oriented optimality criteria are better suited.
Introduction
A mobile robot that is performing a task must make decisions based on information of the state of the environment and itself, often called the world model. Unfortunately, a mobile robot has always some degree of uncertainty in its world model. This uncertainty comes from the incomplete information of its environment and the noise in the sensors and actuators. One of the key questions in mobile robotics is how to measure, reduce, and handle this uncertainty. Since this uncertainty may have a tremendous negative impact on the performance of the task that the robot is executing, one important issue is how the robot can select actions to reduce it. Active vision basically consists of executing control strategies with the purpose of improving the perception performance by focusing on the most relevant parts of the sensor data. An active vision system may control physical variables, such as gaze direction and camera parameters, and/or the way data is processed such as the considered vision methodology, region of interest (ROI), resolution, and parameters. The relationship between perception and action has been studied in several fields apart from robotics such as neurosciences, psychology, and cognitive science. For instance, experiments have shown that the task that a human is executing has a strong influence on his/her gaze selection. 1 In robotics, this suggests that the selection of the most relevant information must be based on the task the robot is performing.
An autonomous mobile robot must estimate the state of a complex and dynamic world: it must pay attention to landmarks in order to self-localize and to other relevant objects it must interact with, such as obstacles to avoid, objects to manipulate, and targets to pursuit. The process of estimating the absolute pose of the robot from landmark observations is known as localization, while the process of estimating a mobile object position from observations of the object is known as object tracking. A mobile robot often must perform localization and object tracking simultaneously, which is a problem because these two processes require the observation of different objects; localization requires the observation of landmarks, while object tracking requires the observation of other objects defined by the current task.
In this work, we present a task-oriented approach to the active vision problem, which tries to reduce the most relevant components of the uncertainty in the world model for the execution of the current task the robot is performing. The presented approach is task oriented because it intends to optimize some statistics that depend on a task-specific value function or simply a task value function. A task value function is defined as a function of the world state that increases with the degree of convenience of the world state for the execution of the current task. The output of the system is a selected sensing control action, which will determine the most convenient part of the data to focus on. The proposed approach is generally applicable for problems where the following assumptions hold: (i) the robot has some degrees of freedom that can directly influence the observations but not the state (e.g. neck motors), (ii) there is a world-modeling stage that uses a Bayesian filter to estimate the world state, and (iii) the task being performed has a task value function defined. The existence of a task value function is held by a wide variety of applications since it is difficult even to make decisions without a measurement of the convenience of each state.
We test our general approach on a specific application taken from robot soccer: goal covering by a goalie player. Robot soccer is a very interesting platform for testing robotic methodologies and algorithms since it presents a challenging environment and complex tasks.
2 This problem makes the selected application interesting for testing the proposed active vision approach.
The structure of the article is as follows. First, in Sec. 2, the related work is reviewed. Then, Sec. 3 presents the general statement of the proposed approach, while Sec. 4 studies a particular case taken from the robot soccer problem. In Sec. 5, experimental results are presented and discussed. Finally, in Sec. 6, conclusions of the presented work are drawn.
Related Work
The basic ideas of the active vision paradigm were introduced under different names such as active vision, 3 active perception, 4 and animate vision. 5 The contribution of
The existent active vision approaches may be classified from different viewpoints. First, they can be classified between probabilistic and nonprobabilistic approaches. Probabilistic approaches estimate the probability density function (pdf) of the state, often called belief, based on the past observations and actions, and try to reduce the belief's uncertainty. Most probabilistic approaches reduce the belief uncertainty regardless of the task being performed. As a result, they are well suited for applications where the task is the uncertainty reduction itself, but they are not generally optimal from the task performance viewpoint. These approaches are often based on the information theory (e.g. see Refs. 6, 7, 10, and 15). On the other hand, some active vision systems are focused on the task execution performance. They have been called behavioral. 18 Typically, they learn a mapping, between the last observation and the next sensing control action, which intends to maximize some measurement of the task execution performance.
13 By doing so, they neglect the information contained in the past observations and actions.
There are works that combine both probabilistic and behavioral features. For example, in Refs. 9 and 12, both a belief is estimated and a task-specific cost function is taken into account. In both works, the actions have influence on the task being executed and an observational cost function is defined. The cost function is finally balanced with the information gain using a heuristic combination. In Ref. 16 , the entropy of the localization is linearly combined with the entropy of the estimation of a task-relevant object (a soccer ball), which does not influence the localization. In Ref. 14, we proposed an active vision method, which takes into account the past observations and actions, and the task being performed. In that previous work, an intuition-based optimality criterion, the minimum variance of the task value function, was introduced. In this work, we present a better formalization of that system and present more complete experimental results, which include a comparison with information theory-based systems. Additionally, in this paper, we present a novel theoretically based criterion for the selection of sensing actions.
Proposed Approach

Basic definitions
In time step k, the world state, x k , is the set of the relevant variables of the world model (robot localization, other objects position, etc.) for the robot to make decisions. Let us note u k the robot's action and z k the robot's observation. Let us define U k = {u 1 , . . . , u k } and Z k = {z 1 , . . . , z k } as the respective sets of actions and observations up to instant k. Then, we can define the state belief, or simply the belief,
, as the pdf of x k given all the observations and actions up to time step k.
For any task that the robot is performing, we should be able to define a task value function, V k (x k ), which tells the robot how convenient is the state x k for the accomplishment of this task. Depending on the complexity of the task, V k (x k ) might be obtained from simple ad-hoc heuristics or calculated using popular methods such as Markov Decision Processes or Reinforcement Learning. 19 Note that the function
a In the case when V k (x k ) does not depend on k, the subscript can be omitted.
In order to model the dynamics of the state and the observations, we define two probabilistic models: the process model, p(x k+1 | x k , u k+1 ), which models the effect of the robots' actions in the state transitions, and the observation model, p(z k | x k , u k ), which models the relationship between the current state and the current observation. The state is typically expected to fulfill the Markov property, which means that it contains all the information provided by the past observations and actions. In other words, given the state x k at time k, the actions' and observations' sets, U k and Z k , do not provide information about the next state, x k+1 . Put in equations,
If the next state and the observation do not depend on additional known variables, the process and observation models become functions, respectively:
with w k and v k respectively the process and observational noises. In the Gaussian case, w k and v k are zero-mean Gaussian noises with their respective covariance matrices Q k and R k . The Jacobians of f and h functions are noted as F k and H k , and we can refer to them as the process and observation Jacobians.
Main assumptions
Sensing actions existence
The system needs the existence of a subset of the robot's degrees of freedom that influences the observations but not the state. This assumption holds in many mobile robots, where the action at time k, u k , can be factorized into two parts: one, u act k , that influences directly x k and indirectly z k trough x k , and other, u sen k , that influences directly z k but not x k (see Fig. 2 ). For example, in a legged robot with a camera mounted on an articulated neck, whose movements does not influence the world state, u sen k corresponds to the vision parameters selection and the movements a An example of tasks in which V k depends on k is when the task has a finite time horizon, because V k might depend on how much time is still available for the task execution.
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of the neck and u act k corresponds to the movements of the rest of the robot. The former condition is equivalent to:
In the Gaussian case, the former condition is equivalent to:
When this assumption holds, it makes sense to select u sen in order to make more useful observations, and that u sen is selected in function of the last selection of u act . For this purpose, the selection of u act k may be performed before that of u sen k , and then the selected u act k may be known in the u sen k selection process.
Task value function existence
The proposed approach assumes that the robot is executing a task and it has defined a task value function for it. A task value function is defined as the expected accumulated reward that the robot will obtain given state x k :
With γ ∈ (0, 1] a discount factor that makes the rewards weight decay exponentially with time.
For several decision-making schemes in the literature, such as Markov Decision Processes (MDP) and some kinds of reinforcement learning, the robot is able to estimate the task value function. Even when there is not any theoretically task value function defined, it can be learned using any appropriate reinforcement-learning method such as Q-Learning. 
Functional modules
Apart from the active vision module, the proposed approach assumes that the robotcontrol system has at least four additional functional modules: (i) vision, where the camera images are processed in order to get the observation z k , (ii) world modeling, where u act k and z k are used to update the belief, (iii) decision making, where the belief is used to select the action u act k that the robot will execute, and (iv) actuation, where u act k is executed. See a block diagram of the complete system in Fig. 1 . The following paragraphs contain a short description of these functional modules and the particular implementations we have chosen for performing the experiments. The reader should note that the presented active vision method is not restricted to these particular implementations of the modules. 
Vision
The vision module processes the camera images in order to detect interesting objects. The output of the vision module is a vector containing the relative positions of the detected objects. This vector is the observation, z k . Landmarks and other objects of interest are perceived using a color-based vision method. Robot relative distances and angles are estimated using a segmented image that is built using a look up table and the a-priori knowledge of the field objects colors. Context-dependent color segmentation has been included in our library. Our color-based vision system is described in detail in Refs. 20 and 21.
World modeling
The world-modeling module processes the observation and odometry measures in order to filter the observation and odometric noises. Bayesian methods are currently the most used for this purpose. Among them, Kalman filters and particle filters are the most popular ones. Our particular implementation 22 of this module uses extended Kalman filters (EKF) for estimating both the robot localization and the relative position of the objects.
Decision making
The decision-making module processes observations and the state belief in order to generate commands that the actuation module should execute. The decision-making system must fit with the task being executed. In applications such as robot soccer, where complex tasks must be solved, the behavior-based approach is often selected. Our particular implementation 23, 24 is based on behaviors of different levels of abstraction. Higher-level behaviors, such as "play soccer," select and parameterize lower-level behaviors such as "go to ball," and so on. Finally, the lowest level behaviors, such as "walk," generate action commands that are carried out by the actuation module.
Actuation
This module is in charge of controlling the robot motors according to instructions provided by the decision-making module and it is also in charge of generating odometric estimations of the robot displacements. The module is able to move independently subsets of the robot motor set (for example, the head may be independent of the legs) and eventually coordinate different subsets for performing special movements. Of course, this module is very dependent on the robot platform. Our actuation 25 for humanoid robots (tested on Aldebaran Robotics NAO and Hajime HR-18) uses omnidirectional gaits provided by the robot manufacturers.
Problem definition
Without loss of generality, we assume that for each time step k, the events occur in the following chronological order ( Fig. 2 ):
• Based on b k−1 , the decision-making module decides the best action u act k , which should maximize the expectation of the task value function:
is executed and according to the process dynamics it moves the state from x k−1 to x k .
States Observations Actions
Beliefs
Time
Step k • The world-modeling module makes a prediction about
• From the knowledge of b − k , the robot decides the optimal sensing action u sen k . This decision should be made considering some optimality criterion regarding the resulting belief b k .
• The robot executes the sensing action u sen k and gets the observation z k , which is influenced by u sen k .
• The world-modeling module uses the observation z k to update the belief and thus obtain b k .
In practice, these events are generally asynchronous. For example, for a legged robot with neck, u act k is selected before every robot step, while u sen k could be modified for every image. The former sequence of events is defined using the frequency of selection of u Since u sen k cannot directly influence the future states, its main goal is to reduce the uncertainty of the state. If the robot has a set U sen of N u sen sensing action possibilities, we define the active vision problem as the selection of a sensing action u sen * k ∈ U sen , which is optimal according to some criterion. In a probabilistic framework, the optimality criteria should be a function of the predicted belief b 
Sensing action space
The sensing action space U sen can be selected from several options, from which we mention two.
Sensing control actions
The action space may be defined as the direct commands that are set to the actuators or the vision module. For example, in a gaze-selection system, the action space could include tilt, pan, and/or zoom of the camera. In an ROI-selection system, the actions could be defined as the parameters of the ROI. If the resulting action space is continuous, it can be discretized in order to simplify the resolution of the active vision problem.
Object to focus on
If there is a limited set of objects that the vision module can focus on, then the action space may be defined as the set of observable objects. This alternative is Task-Oriented Probabilistic Active Vision 459 feasible only if the state contains enough information to select the control actions that will result in the system focusing on some object. In this case, the system relies also in an object-focusing behavior that must select an adequate control action.
Optimality criteria
In order to select a sensing action u sen * k that is considered "optimal," it is necessary to define an optimality criterion. The selection of this criterion will strongly determine the behavior of the system, and here is where we believe that the task can have an explicit influence on the system. If we consider a discrete sensing action space, U sen , then u sen * k can be found by iterating over U sen and for each u sen k calculating the value of the selected optimality criterion.
With the aim of making explicit the influence of z k in b k (x k ), we will write the latter as b k (x k | z k ). Additionally, we can define the policy π(b k ) as a function that, given some belief b k , returns the following action u act k+1 that is optimal for a given criterion. Note that the functions b k (· | z k ) and π(b k ) correspond respectively to the correction stage of the world-modeling module and the decision-making process in the decision-making module. Thus, the active vision module has to simulate the operation of those modules in order to evaluate some of the optimality criteria (see examples in Secs. 3.8 and 4.4).
The probability
and Z k−1 may be calculated as:
Since u
Information theory criteria
In the literature, two information-based optimality criteria for the active vision problem have been proposed. These criteria are the minimum conditional entropy 6 and the maximum mutual information (MI).
15
The continuous conditional entropy,
The MI I(
where En − (x k ) is the differential entropy of x k before the observation z k :
These criteria have a wide applicability since they do not depend on the task, but they intend to reduce the belief entropy. This generality comes at the cost of taking no care of what are the important components of the state uncertainty.
In the following subsections, we will present two task-oriented optimality criteria (TOOC). These optimality criteria have the aim of reducing the uncertainty in the most relevant components from the task viewpoint. The dependence of the task is accomplished by means of considering the task value function as a way of weighting the uncertainty costs. The use of the task value function, by definition (see Eq. (4)), considers the long-term effects of the sensing action. The first TOOC was introduced previously, 14 while the second one is introduced in this article.
Minimum expected task value variance
This criterion is based on the intuition that the most important components of the uncertainty are those that make the task value function vary the most. Therefore, it intends to minimize the expected variance V var k (u sen k ) of the task value function after the next observation:
and
Note that another possibility would be using the maximization of the expected mean V E k (u sen k ) of the task value function as an optimality criterion.
This optimality criterion may be tempting at a first glance. However, it aims to be as optimistic as possible about the future task values but not to reduce the uncertainty.
Maximum expected action task value
This criterion intends to help the selection of the next acting action u 
See Appendix A for the proof.
State and observation spaces integration
If the state and observation spaces are discrete, the integrals become sums and then they are computable. If some of these spaces are continuous, the integrals are not computable and then some approximation techniques must be used. 
In many practical applications, the pdf's are considered to be Gaussians. Furthermore, as is argued in Ref. 15 , almost any continuous pdf can be approximated by a sum of Gaussians, and then it is possible to obtain samples from them using Gaussian sampling. We consider two alternatives for sampling from a Gaussian's pdf N (µ a , Σ a ): random sampling and deterministic sampling. In the following subsections, we will detail these procedures.
Random sampling
This method is also known as Monte Carlo, and it has been widely used over the last decades for several applications, including active vision. 11, 15, 16 There are several methods for obtaining a random sample from a Gaussian (see for example Ref. 
The corresponding weights are:
where η is a scaling's parameter that determines the spread of the samples. In our particular implementation, we have set the scaling parameter η to 1. Note that in this case, N a = 2D a + 1. Two methods for obtaining S a from Σ a , which derive in two different sigma point methods, are mentioned. The first one is called the unscented transform (UT), 27 and in this case, S a is selected as the Cholesky decomposition 26 of Σ a . In this case, S a is a triangular square root of Σ a . The second one is based on the singular value decomposition (SVD), 26 which for a covariance matrix is equivalent to the eigenvalue decomposition.
c Then, from the SVD, we get a decomposition of the form Σ a = V a Λ a V T a where Λ a is a diagonal matrix with the eigenvalues of Σ a in its diagonal. There is a trivial square root L a of Λ a , which is a diagonal matrix where each diagonal element is the square root of the corresponding eigenvalue in Λ a . Thus, S a may be selected as S a = V a L a , which is obviously a square root of Σ a .
Approximated optimality criteria
In the following subsections, approximated versions of the TOOCs are presented. An approximated version of the MI algorithm using the Monte Carlo sampling scheme is presented in Ref. 15. c Since the covariance matrix is symmetric and positive semi-definite, SVD and the eigenvalue decomposition are equivalent.
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Approximated minimum expected task value variance
For approximating V Var k (u sen k ), the following algorithm may be employed:
Approximated maximum expected action task value
For approximating V E k+1 (u sen k ), the following algorithm may be employed:
m,j,i ).
Computational cost considerations
Note that in both approximated TOOCs, the algorithm steps up to 2.b.i. are identical. Since the optimality criterion must be calculated for all of the sensing actions in U sen , the steps in 2.b of both approximated TOOCs must be executed N u sen N x − k N z k times, which may make these procedures too computationally expensive. One alternative to make them computationally cheaper is to make N x − k and/or N z k equal to 1 by using the mean sampling scheme. For example, in Ref. k . Then, using EKF, the update step becomes:
where K k is the Kalman gain:
See a description of the Jacobian and covariance matrices in Sec. 3.1.
Connection to POMDPs
Partially observable MDPs (POMDPs) 28 are a very active research topic. Differing from regular MDPs, in POMDPs, the state is assumed to be only partially observable and it must be estimated through noisy observations. In the general POMDP solution, instead of a state-value function,
is known in advance, the active vision problem in the terms we have presented it, consists of selecting the u
29 Several approximations that lead to suboptimal solutions of the POMDP problem have been presented in the literature.
In this work, the presented task-oriented approach is closely related to an approximated solution to POMDPs known as QMDP.
30 QMDP approximates the POMDP by assuming that the uncertainty will disappear after the next action. Therefore, the next action is selected considering only the uncertainties in the current state and in the result of the next action. If the QMDP assumption holds for u act k+1 (i.e. the state uncertainty will disappear after executing u act k+1 ), then the taskoriented approach presented here for active vision appears as the natural solution for selecting u sen k . There are several other approximations for solving the POMDP problem. For example, approximated solutions with a reasonable performance and time consumption on problems with hundreds of states have been developed recently. 31 However, they are based on estimating V k (b k (x k )) only in a subset of the whole b k (x k ) space. Therefore, there is no guarantee that by using these methods, the problem under study can be solved in practice. The applicability of those methods must be further studied.
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Case Study: Goal Covering by a Goalie Player
With the purpose of showing the applicability of the proposed approach, we analyze a robot soccer-related problem: goal covering by a goalie player. Basically, this task consists of maintaining the robot position between the ball and the own goal. For an illustration of a robot performing this task, see Fig. 3 .
State space
For the goal-covering task, the state of the world may be defined as
T is the absolute d pose of the goalie andB k = (B T , is convenient from the world-modeling viewpoint since G k may be estimated using observations of the existent landmarks andB k may be estimated using observations of the ball. From these definitions, the localization and ball-tracking processes are independent, which is not a requisite but is convenient for the simplicity of the problem formulation.
We consider the beliefs to have a Gaussian form, with
, and we update the beliefs following the EKF equations as is shown in Sec. 3.8.
Observation and sensing action spaces
We selected the "object to focus on" sensing action space (see Sec. 3.4.2). Then, u sen k corresponds to an intended object o k to observe. For the sake of simplicity, we will assume that the observation z k will always contain the object o k and no other.
f The zero-error observation of o k may be defined as its relative position Fig. 3 . Geometry of the goal-covering task.
d By absolute we mean with respect to a coordinate system that is fixed to the field. e By relative we mean with respect to a coordinate system that is fixed to the robot. f This assumption can easily be discarded if necessary, with slight modifications in the observation sampling procedure.
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We also consider that the observational model is affected by additive Gaussian noise. Then, the observation model for o k is:
where, O i k is the fixed and known absolute position of o k , and Rot(α) is the rotation matrix for angle α. Now, given a sample of the state, χ
We will make explicit the dependence between H k and o k :
The reader should note that different selections of o k will possibly result in different observation Jacobians H(o k ) and observation noise covariance matrices R k , and consequently, in different beliefs b k .
Action space
Our definition of u act k+1 corresponds to the intended robot-relative displacement. The robot-relative displacement ∆G k+1 = (∆G
T is defined as the resulting pose of the robot G k+1 with respect to its previous pose G k . We also consider that the process model is affected by additive Gaussian noise. Put in equations, we define ∆G k+1 = u act k+1 + w k , and then
with,
T (25) and,
where
T is the position of the robot, and ∆G
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From these definitions, given samples of the state, χ 
Task value function and policy
For the goal-covering task, V (x k ) is independent of the instant k and is defined as:
where the free goal angle β k corresponds to the maximum angle, defining an origin in the position of the ball, in which the own goal is not obstructed (see Fig. 3 ) and β 0 = 0.514 is a quantity related to the angle variance of the ball velocity after executing one of our available kicks. To calculate β k , it is necessary to previously calculate B k :
Our policy π for this task consists of positioning the robot over the bisector of the goal angle from the ball. With this, the potential attacker has two equal free goal angles to each side of the robot. The goalie must select then, to which distance d * from the goal it should position itself. There is always a minimum distance d
from the goal where the goalie can position itself to make β k = 0. We will call d max zone the maximum distance to the goal where the goalie is still inside its penalty area. Then, we will select d
max zone ) to add the restriction that the goalie should stay inside its penalty area. The policy also intends to maintain the robot oriented toward the ball. Then, u act k+1 corresponds to the displacement that moves the robot toward the desired pose as fast as possible considering the robot dynamics' restrictions. For the evaluation of the policy, we only take into account the mean of the belief. In the next section, the results of simulated experiments for this application are presented.
Results and Discussion
In this section, we will show the applicability of the presented active vision method by testing it in the goal-covering task. Experiments are carried out using a simulator that allows the replicability of the results and a fair comparison of active vision methods.
Experiment description
To show the effect of the selected active vision method, we only allow the robot to observe one object at a time, which is directly selected from u sen k . Additionally, we only allow the robot to change u sen k after 300 ms since the last selection. The experiments shown in this section have been carried out in a high-level simulator, which simulates the world-modeling and decision-making processes and takes into account process and observation noises as well as observation probabilities. Only the goalie and the ball are inside the field. The goalie executes the goal-covering task for about three minutes, while the ball rolls cyclically (ten repetitions) among seven fixed positions. The robot has no knowledge of the trajectory that the ball will follow. Figure 4(a) shows the layout of the field and its fixed objects. Figure 4 For analysis purposes, we consider each of the ten cycles of the ball movement as one separated experiment realization. For each experiment, we have calculated the meanV of the task value function V (x k ) (unknown for the robot) evaluated in the actual state. The performance measures are the average and standard deviation ofV over the ten experiments. With the aim of making the presented results easier to interpret, we have added two artificial extreme situations that should serve as a lower and an upper bound for the active vision performance: (i) a situation in which the robot has a very high uncertainty and then it is not even able to cover any portion of the goal (Lost) and (ii) a situation, which is only possible in simulations, without uncertainty (Certain), i.e., in which the robot has a perfect estimate of its state and thus, executes the described policy with high accuracy. The reader should note that this performance upper bound is very idealistic and cannot be achieved by any active vision system with the current sensors. 
Task-Oriented Probabilistic Active Vision 469
In order to compare the computational resources consumed by each of the active vision methods, we have measured the mean time required by each of them to select u sen k . These processed times may have considerable variations depending on the computer they are executed. Therefore, we give more attention to the ratios among them than to their absolute values.
While the robot moves, odometry noise introduces errors in the estimations of both the localization and the relative position of the ball. If the robot only focuses in one object, either the localization or the ball estimation will diverge because it will not receive new observations. Therefore, any reasonable policy for selecting u sen k should alternate between observing the ball and observing the landmarks. In addition, due to the fact that different landmarks can help to reduce different components of the localization error, it is also expected that the robot alternates between the observations of different landmarks. All the compared policies are in theory able to alternate between the ball and different landmarks.
Method and approximation scheme comparison
The first experiment aims to compare the performance of the presented active vision methods, and their approximation alternatives, for the goal-covering task. The methods to be compared are: (i) MI, (ii) minimum expected task value variance (VV), and (iii) maximum expected action task value (EAV). As is usual in the active vision literature, 8, 15 these methods will be compared to (iv) a random strategy (Ran). The MI method does not need to be approximated, h but VV and EAV do, so we have tested different combinations of approximation schemes for the state pdf approximation and the observation pdf approximation: (i) mean state, mean observation (ExEz), (ii) SVD for the state, mean observation (Ez), (iii) mean state, SVD for the observation (Ex), and (iv) SVD for the state, SVD for the observation (Full). For the EAV case, since we only use the mean of b k (·) for the policy evaluation, using the mean observation does not allow to discriminate between the different alternatives for u sen k . Therefore, we only consider the Ex and Full sampling schemes for EAV. Both VV and EAV have a third sampling step (for the calculation of the task value variance in VV and of the mean in EAV), which in all cases is performed using SVD. In Sec. 5.3, we will analyze different sampling strategies. Table 1 shows a performance comparison between the mentioned methods and their approximation alternatives.
As can be seen in Table 1 , MI performs worse than the random strategy. This result may seem contradictory with those obtained in the literature where MI always performs better than a random strategy. Then, in what does this experiment differ from all those presented before? The answer is very simple: in this case, the performance measure is not the entropy reduction itself. In fact, MI achieves the On the other hand, TOOC-based methods perform better than the random strategy. EAV performs better than VV for each of the approximation schemes they have in common. Regarding the approximation schemes, the better the pdf's are approximated, the better the performance. This improvement in performance comes at the cost of higher computational resources consumption. For our application requirements, an interesting tradeoff between performance and computational cost is achieved by EAV-Ex. For this application, the performance of TOOC-based methods is approximately in the middle between a random strategy and the execution of the task without uncertainty. Note that Certain operates in conditions that are unreachable for any active vision system. Table 2 shows the percentage of the time that each method and approximation scheme looked at each of the observable objects. From the analysis of Table 2 , the first noticeable fact is that the random behavior has very different time percentages among different objects. This is due to the fact that the active vision system is only able to select among the observable objects. The ball, for example, is always observable given the policy explained before. On the other hand, the own goal is almost never observable. The opposite goal is observable most of the time, while 
Sampling scheme comparison
The objective of the second experiment is to compare the different presented sampling schemes.
For that purpose, we tested all the presented sampling schemes (excepting mean) using the EAV-Ex method. We selected EAV-Ex method because it is the best of the methods consuming an affordable processor time for our application (considering that we select u sen k every 300 ms and other modules need to share the same computational resources). The two sampling steps of EAV-Ex, namely the calculation of {(χ
m,j,i )}, were performed using different sampling schemes. For the random sampling scheme, we considered three alternatives for the number of samples that correspond to approximately: {0.5, 1, 2} times the number of samples resulting in the sigma-point schemes.
As can be seen in Table 3 , all the presented sampling schemes have a similar performance (∼ 0.65), excepting UT that performs worse (0.57). It is interesting to note that the random strategy performs close to SVD, having the same number of samples. They also have very similar computational costs. If the number of random samples is duplicated in both sampling stages, the performance does not improve noticeably, but of course the computational cost is higher. On the other hand, if the number of particles is reduced to approximately a half in each sampling stage, then the computational cost is noticeably reduced, with a consequent reduction in performance. Table 4 shows the percentage of the time that each method and approximation scheme looked at each of the observable objects.
Conclusions
We have presented a probabilistic and task-oriented active vision system that is able to select which object the robot should focus on. The system is applicable in a wide variety of tasks. A particular robot soccer application, the goal-covering task, is selected for showing its applicability.
From the experimental results, we can conclude that minimizing the belief entropy is not guaranteed to be a useful optimality criterion when the task is not the uncertainty reduction itself. On the one hand, we believe that the poor performance showed by MI for this application is caused by the fact that the entropybased methods are not able to discriminate which components of the uncertainty are more relevant for the execution of the task, given the current belief. In other words, they try to reduce the uncertainty blindly. On the other hand, TOOC methods explicitly intend to reduce the uncertainty in the relevant components from the task execution viewpoint and this explains their superior performance. For example, as might be intuitive, to correctly execute the goal-covering task, looking to the ball and to the landmarks must be reasonably balanced in order to simultaneously track the ball and self-localize. Regarding the sampling strategies, for this application, there is no noticeable performance difference between using SVD and the random strategy with any of the tested sample numbers, but UT showed a lower performance.
One of the interesting potential improvements for the proposed system is making the implementation of the methods that showed a better performance more efficient. One possible alternative to achieve this purpose is to use an augmented state that includes the state and noises in one single vector, and making a single sampling step from this vector instead of making two or three nested sampling steps.
As a future work, we plan to allow the system to consider the possibility of focusing in more than one object with the same sensing action, for example when the field of view of the camera is able to show more than one object of interest. In that case, the sensing action space should be the gaze direction. We also plan to apply a similar reasoning structure inside the decision-making module. Finally, a further research on the use of different POMDP approximation assumptions and solution methods should be carried on in the future.
Then,
Reordering and applying the integral of a Dirac delta function:
Replacing all the terms, and reordering, we get Eq. (14):
