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PRÓLOGO 
Hoy en día, ia competitividad del mercado ha llevado a las empresas a buscar 
mecanismos que les permitan medir la calidad de los productos y servicios que ofrecen; 
la medición de la calidad de un producto o servicio está vinculada a la productividad de 
los trabajadores que intervienen en la producción o desarrollo de dicho bien. 
Hoy en día, las herramientas para medir la productividad de un grupo de 
programadores y para medir la calidad del software, son escasas. Dada esta escasez, se 
pretende contribuir para encontrar una herramienta que permita llenar el vacío que ahora 
existe. 
Por otro lado, es común que algunos analistas de sistemas, al menos en nuestro 
entorno regional, hagan estimaciones de software en base a su experiencia. Esto puede 
dar buenos resultados si el analista tiene mucha experiencia, pero, en primer lugar, deja 
ver que falta una metodología formal que permita hacer tales estimaciones de software, y 
en segundo lugar, no es posible medir el grado de confianza que unas estimaciones 
puedan tener, cuando se hacen sólo en base a la experiencia. 
Una de la fases más descuidada del desarrollo de software es la relativa al 
mantenimiento. Así, podemos encontrar que a algunos analistas sólo les interesa que el 
software "funcione", y se olvidan que el desarrollo de software está ligado al 
establecimiento de una relación con el cliente a postventa. 
Por otro lado, una buena parte de los programadores creen que es suficiente hacer 
programas que arrojen los resultados correctos y se olvidan que un buen programa es el 
que es fácil de entender, fácil de modificar y desde luego que arroje resultados correctos. 
Todo programador tiene la responsabilidad social de preguntarse a sí mismo, si el 
programa que ha desarrollado, puede ser entendido por una persona que tenga 
conocimiento medios-avanzados del lenguaje en el que se ha desarrollado. Esto con la 
finalidad de buscar que los programas se hagan de tal forma que permitan la facilidad de 
mantenimiento. 
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Otro vacío que se ha encontrado, es la falta de herramientas que permitan el 
establecimiento de estándares tal que una organización pueda pedir a los desarrolladores 
de software se ajusten a ellos. 
La literatura previa nos indica que se ha demostrado que los estudiantes que han 
recibido una enseñanza en las métricas de software producen programas que exhiben 
menos complejidad, requieren menos tiempo de codificación y prueba, y además es más 
fácil de darle mantenimiento. Esto no se ha comprobado en nuestro entorno regional y 
menos teniendo como herramienta de desarrollo el lenguaje FOXPRO. 
En 1997, el lenguaje más solicitado por las empresas regiomontanas, en las 
ofertas de empleo, fue precisamente el FOXPRO, es por eso, que en la presente tesis se 
decidió investigar cuál es el impacto que tiene la enseñanza de las métricas de software 
sobre la calidad del software, teniendo como herramienta de desarrollo el lenguaje 
anteriormente mencionado. 
El impacto encontrado fue contundente, por lo que podemos decir, he aquí una 
herramienta que ayuda a mejorar la calidad del software, que permite medir la 
productividad de los programadores y establecer estándares de calidad. 
Es importante recalcar que el instrumento de medición utilizado, fue desarrollado 
en una investigación anterior y aunque se le hizo una muy mínima actualización, 
podemos decir que tal instrumento está completamente validado, ese instrumento es 
llamado: Analizador de Código. 
Por último, espero que esta tesis pueda dar algunas guías para hacer mejores 
estimaciones en cuanto a la medición de la productividad de los programadores y la 
calidad de software. 
Edgar Danilo Domínguez Vera 
Septiembre de 1998. 
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SÍNTESIS 
En la presente tesis se determina que impartir un curso de métricas de software a 
los estudiantes de Sistemas Computacionales, sí contribuye para que se genere código 
fuente de mejor calidad. 
La metodología de la investigación se realizó de la siguiente manera: 
1. La herramienta de desarrollo de software que se utilizó fue el lenguaje 
F0XPR02.6 para Windows. 
2. Se hicieron un grupo experimental y uno de control constituidos por seis 
estudiantes cada uno. Los estudiantes son alumnos de la carrera de I.A.S. en la 
FIME-UANL, del quinto semestre. 
3. Cada estudiante desarrollo 10 programas en F0XPR02.6 para Windows; los 
programas fueron los mismos para ambos grupos. 
4. Se utilizó un analizador de código fuente realizado en una investigación 
anterior. 
5. Se hicieron pruebas Z para comparar medias entre los grupos. La comparación 
se hizo en cuanto el volumen de los programas, el nivel de los programas, el 
contenido de inteligencia en los programas, el esfuerzo de programación, el 
tiempo estimado de programación y el nivel del lenguaje. 
Mediante un análisis de los datos obtenidos se lograron resultados que permiten 
la aceptación de 4 de las 6 hipótesis propuestas con diferentes grados de confiabilidad. 
Es importante destacar que la dos hipótesis no aceptadas, si bien no hay suficiente 
prueba estadística que permita su aceptación sí hay tendencias a favor de cada una de 
ellas. 
En conclusión, los resultados encontrados fueron: 
1. Se encontró que en la Hipótesis que establece que la media del volumen del 
programa de los programas hechos por el grupo de experimental es menor que 
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la media del volumen del programa de los programas hechos por el grupo de 
control, hay una tendencia a favor del 61.83%, esto con un nivel de confianza 
del 80%. Sin embargo, no hay suficiente prueba estadística que permita 
aceptar dicha hipótesis. 
2. Hay suficiente prueba estadística, con una confiabilidad del 90%, que permite 
aceptar que la media del nivel del programa de los programas hechos por el 
grupo experimental es mayor a la media del nivel del programa de los 
programas hechos por el grupo de control. 
3. Se encontró que en la hipótesis que establece que la media del contenido de 
inteligencia de los programas hechos por el grupo experimental es mayor a la 
media del contenido de inteligencia de los programas hechos por el grupo de 
control, hay una tendencia a favor del 34.48%, esto con una confiabilidad del 
80%. Sin embargo, no hay suficiente prueba estadística que permita aceptar 
dicha hipótesis. 
4. Hay suficiente prueba estadística, con una confiabilidad del 80%, que permite 
aceptar que la media del esfuerzo de programación de los programas hechos 
por el grupo experimental es menor a la media del esfuerzo de programación 
de los programas hechos por el grupo de control. 
5. Hay suficiente prueba estadística, con una confiabilidad del 80%, que permite 
aceptar que la media del tiempo estimado de programación de los programas 
hechos por el grupo experimental es menor a la media del tiempo estimado de 
programación de los programas hechos por el grupo de control. 
6. Hay suficiente prueba estadística, con una confiabilidad del 90%, que permite 
aceptar que la media del nivel del lenguaje de los programas hechos por el 
grupo experimental es mayor a la media del nivel del lenguaje de los 
programas hechos por el grupo de control. 
CAPITULO 1 
INTRODUCCION 
1.0 PLANTEAMIENTO DEL PROBLEMA 
Una de las áreas más descuidadas, en el desarrollo de software, es el 
mantenimiento del mismo. El mantenimiento del software existente puede llevarse hasta 
el 70% del esfuerzo gastado por una organización de desarrollo, por eso es necesario que 
se desarrolle con calidad. 
La calidad del software se entiende como la facilidad con la que se le puede dar 
mantenimiento, entendiendo esto último como la facilidad de comprender, corregir y/o 
mejorar el software [Pressman,1993]. 
Hoy en día, la globalización mundial ha llevado a la administración moderna a 
medir la calidad y la productividad dentro de sus compañías para poder ser competitivos. 
En particular, las compañías que desarrollan software han realizado esfuerzos dirigidos a 
medir la calidad del mismo, así como para medir la productividad del personal 
involucrado en tales proyectos. 
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En la mayoría de los desafíos técnicos que implique la producción de un bien o 
servicio, la medición y las métricas ayudan a entender tanto el proceso técnico que se 
utiliza para desarrollar un producto, como el propio producto. El proceso se mide para 
intentar mejorarlo. El producto se mide para intentar aumentar su calidad. 
Sin embargo, la medición del software es más controvertida por ser un elemento 
lógico y no físico, por lo que es más difícil y hasta subjetivo determinar: i) las métricas 
apropiadas para el proceso y para el producto, ii) la utilización de los datos que se 
recopilan y iii) las medidas para comparar gente, procesos o producto. 
Por otra parte, debido a la naturaleza subjetiva de la calidad del software es 
común obtener medidas poco precisas, por lo que debemos estar conscientes que no se 
puede esperar medir la calidad del software de forma exacta, ya que cada medida es 
parcialmente imperfecta. 
Sin embargo, para poder medir directamente la calidad del software, existe un 
conjunto de métricas que se pueden aplicar para garantizar cuantitativamente su calidad. 
En todos sus casos, las métricas representan medidas indirectas, es decir, nunca medimos 
realmente la calidad, sino algunas de sus manifestaciones [Pressman,1993]. 
Así mismo, para medir la calidad del software se deben tomar en cuenta los 
factores que lo afectan en su desarrollo, estos incluyen: Su tipo, su tamaño, el lenguaje 
de implementación, la experiencia de los programadores involucrados, las técnicas de 
programación involucradas y el ambiente computacional [Martínez,1994], 
Dentro de las métricas propuestas para medir la calidad del software está la 
Teoría de Halstead sobre la Ciencia del Software, que es probablemente la más conocida 
y la más estudiada de las métricas que se pueden aplicar para garantizar 
cuantitativamente la calidad del software [Pressman,1993]. 
La Ciencia del Software [Halstead, 1977] es un modelo del proceso de 
programación que se basa en un número manipulable de los principales factores que 
afectan la programación. Esto ofrece una guía hacia estimadores que pueden ser útiles a 
los administradores de proyectos de software. Los resultados de esta teoría se han 
utilizado y se siguen utilizando [Wrigley,1991], [Bowman, 1990] con sus 
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correspondientes críticas y evaluaciones [Shen,1983], [Weyucker,1988] y 
[Ramamurthy,1988]. 
Los resultados de la Ciencia del Software de Halstead se basan en muestras de 
programas escritos en lenguaje máquina, ensamblador y de tercera generación; la cual 
usa un conjunto de primitivas de medida que se pueden obtener una vez que se ha 
generado el código o estimar una vez que se ha terminado el diseño. Halstead [1977] usa 
las primitivas de medidas para desarrollar expresiones para: la longitud total de un 
programa, el mínimo volumen potencial de un algoritmo, el volumen real, el nivel 
del programa, el nivel del lenguaje y otras características tales como el esfuerzo de 
desarrollo, el tiempo de desarrollo e incluso el número previsto de fallos en el 
software. 
Se ha demostrado empíricamente que el estimador de la longitud de un programa 
es válido para lenguajes de cuarta generación, tales como: DBASE y F0XPR02 
[Martínez, 1994]. La investigación que determinó lo anterior consistió en realizar un 
analizador de código que examinó un grupo de programas en código fuente. La validez 
de los resultados obtenidos es, en el caso de F0XPR02, para programas que están en el 
rango de 12 a 4,610 como longitud de un programa [Martínez, 1994]. 
Por lo tanto, disponemos de una herramienta que nos permite medir la calidad del 
software desarrollado en F0XPR02. 
Por otra parte, desde un punto de vista académico, nos preguntamos ¿qué 
debemos enseñar a nuestros alumnos para desarrollar software de calidad?. 
En EE.UU. se hizo un estudio tratando de responder esta pregunta y se llegó a la 
conclusión de que los estudiantes que han recibido enseñanza en métricas de software, 
producen (desarrollan) programas que exhiben menos complejidad, requieren menos 
tiempo de codificación y prueba, y además, es más fácil de darle mantenimiento 
[Bowman,1990], 
Por lo anterior, es importante que se haga un estudio similar para saber si la 
enseñanza de métricas de software produce el mismo efecto en nuestro entorno, es decir, 
deseamos saber si la enseñanza de métricas de software contribuye para que un grupo de 
1.1 JUSTIFICACIÓN DEL ESTUDIO 
La importancia de la presente investigación es que actualmente, en la carrera de 
Ingeniero Administrador de Sistemas de la F.I.M.E. - U.A.N.L. los temas 
correspondientes a la Ingeniería del Software y las Métricas de Software no han tenido el 
lugar e importancia que requieren. Este estudio se realiza con el fin de justificar, 
empíricamente, que tales temas deben ser incluidos en el programa de estudios de tal 
carrera, ya que una de las áreas de oportunidad del I.A.S es precisamente el desarrollo de 
software. 
En el área educativa, se ayudará a determinar cuáles son los temas que se deben 
incluir en un curso que vaya dirigido a estudiantes de sistemas de computación, al 
personal de desarrollo de software y a todo profesionista que esté interesado en la 
generación de software de calidad. 
En la parte financiera, se contribuirá para que se encuentren áreas de oportunidad 
que permitan bajar los costos de desarrollo y mantenimiento de software. 
En el área administrativa, se contribuirá para que la medición de la productividad 
del personal que se desenvuelve en un proyecto de desarrollo de software se realice con 
bases objetivas y además para que se fortalezcan las bases que permitan la planeación de 
proyectos de desarrollo de software en cuanto a presupuestos de costo y tiempo. 
1.2 OBJETIVO DEL ESTUDIO 
Dado lo anterior, el Objetivo General de la presente tesis es determinar si 
impartir un curso de métricas de software a los estudiantes de Sistemas Computacionales 
contribuye para que se genere código fuente de mejor calidad. 
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La presente tesis trata de dar respuesta a la pregunta anteriormente formulada 
mediante el logro de los siguientes objetivos específicos: Determinar si impartir un curso 
de Métricas de Software a los estudiantes de Sistemas Computacionales contribuye para: 
Objetivo 1: Que se genere código cuya media del volumen del programa sería 
más bajo que si no se hubiera impartido el curso. 
Objetivo 2: Que se genere código cuya media de nivel del programa sería más 
alta que si no se hubiera impartido el curso. 
Objetivo 4: Que se genere código cuya media del contenido de inteligencia sería 
más alta que si no se hubiera impartido el curso. 
Objetivo 5: Que se genere código cuya media del esfuerzo de programación sería 
más bajo que si no se hubiera impartido el curso. 
Objetivo 6: Que se genere código cuya media del tiempo estimado de 
programación sería más bajo que si no se hubiera impartido el curso. 
Objetivo 7: Que se genere código cuya media del nivel del lenguaje sería más 
alta que si no se hubiera impartido el curso. 
1.3 LIMITACIONES DEL ESTUDIO 
Se puede clasificar a los programas por su longitud (TV) como pequeños 
(^<=100), medianos (7V>100 y 7V<=500) , grandes (7V>500 y 7V<=1500) y muy grandes 
(./V>T500), entendiéndose como longitud de un programa (N) a la suma de los 
operadores1 y operandos2 que se utilizan en la codificación de un algoritmo. 
Por lo tanto, una de las limitaciones de este estudio es que la dispersión de los 
programas, en cuanto a la longitud (/V), está restringida a programas que son medianos. 
De este modo para el grupo experimental el 3.33% de los programas son 
pequeños, el 88.33% son medianos y el 8.33% son grandes. Para el grupo de control el 
1.66% de los programas son pequeños, el 88.33% son medianos y el 10% son grandes 
1 Operador: Cualquier símbolo en un programa que especifique una acción algorítmica. 
2 Operando: Cualquier símbolo en un programa que represente datos. 
C a p i t u l o 1: I n t r o d u c c i ó n . 
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Se cree que si los programas tienen una mejor dispersión, en cuanto a N, y si 
tienen rangos más grandes se puede hacer un mejor análisis [Martínez, 1994] 
Otra limitación es que la función, de todos los programas, es para hacer reportes, 
es decir, lista que siempre presenta los datos con el mismo formato [Navarro,1997]. 
Entonces, en esta investigación no se incluyen programas de actualizaciones, consultas, 
administración de bases de datos, funciones matemáticas, menús y otros. Se comenta lo 
anterior porque se ha comprobado que la función de un programa influye en la 
correlación entre N y N"3, y en el nivel del lenguaje4 [Baez-Casselyn,1997]. 
También, podemos agregar dentro de la limitaciones, que si bien la muestra en 
cuanto a número de programas se considera, estadísticamente hablando, grande; la 
muestra, en cuanto a número de estudiantes en cada grupo (el experimental y el de 
control), es pequeña (seis estudiantes por cada grupo). 
1.4 RESUMEN DEL CAPÍTULO 
En este capítulo se planteó el problema en el que está inmerso el estudio, la 
justificación, el objetivo general, los objetivos específicos y las limitaciones de la 
investigación. En el siguiente capítulo se da a conocer el marco teórico. 
3 Longitud Estimada de un Programa [Pressman,1993] 
4 Expresa el poder del lenguaje [Martínez,19941. Los lenguaje con alto nivel permiten una especificación 
del código a un mayor nivel de abstracción que el lenguaje ensamblador (orientado a la máquina) 
[Pressman,1993] 
CAPITULO 2 
ANTECEDENTES 
2.0 INTRODUCCIÓN 
Dada la importancia que las métricas de Halstead .tienen, se explicará el lugar en 
que se ubican dichas métricas, así como los conceptos que nos conducen a su 
significado. 
El presente capítulo se conducirá de la siguiente forma. En 2.1 se dará una 
explicación del concepto de software, de su desarrollo y de sus problemas. En 2.2 se dará 
una explicación de lo que es la ingeniería de software. En 2.3 se dará una explicación de 
lo que son las métricas de software, su clasificación y sus dimensiones. En 2.4 se dará 
una explicación de las métricas de calidad del software, y su clasificación, y en 2.5 se 
dará un resumen del capítulo. 
2.1 SOFTWARE 
2.1.1 CONCEPTO DE SOFTWARE 
El Software es un concepto muy difícil de definir, aunque se le diera una 
definición formal se podrían encontrar otras definiciones más completas. Se necesita 
algo más que una definición formal para poder comprender lo que es el software. Sin 
embargo, podemos definir software como: Programas o conjunto de instrucciones que 
dirigen las operaciones de procesamiento de información ejecutadas por medio del 
hardware [Athey,1988] . 
Para comprender lo que es el software, es importante examinar sus características 
que lo hacen ser diferente de otras cosas que el hombre puede construir, como el 
hardware. El software es un elemento del sistema que es lógico , en lugar de físico, por 
lo tanto: 
1) El software se desarrolla, no se fabrica en un sentido clásico. 
2) El software no se estropea con el tiempo, en cambio el hardware sí se estropea ( 
ver Fig. 2.1 y Fig. 2.2) [Pressman,1993] 
Fig. 2.1 Curva de Fallas del Hardware . 
Fig. 2.2 Curva Idealizada de fallas del Sof tware . 
Sin embargo, durante su vida, el software sufre cambios (mantenimiento). 
Conforme se hacen los cambios, es bastante probable que se introduzcan nuevos 
defectos, haciendo que la curva fallos tenga picos como se ve en la figura 2.3. 
Tiempo 
Fig. 2 .3 Curva Real de Fallas del S o f t w a r e 
3) La mayoría del software se construye a la medida, en vez de ensamblar 
componentes existentes. Esta característica tiende a desaparecer. La 
reusabilidad del software va a ser en la presente década de los noventa, uno de 
los principales contribuidores en la productividad y calidad del software 
[Yourdon,1992], 
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2.1.2 DESARROLLO DE SOFTWARE 
El software se desarrolla mediante un lenguaje de programación que tiene un 
vocabulario limitado, una gramática definida explícitamente y reglas bien formadas de 
sintaxis y semántica. Las clases de lenguajes que se utilizan actualmente son los 
lenguajes de alto nivel de tercera y cuarta generación. 
2.1.3 PROBLEMAS CON EL DESARROLLO DE SOFTWARE 
Los problemas que afligen al desarrollo de software se pueden caracterizar bajo 
perspectivas diferentes, pero se centran en las siguientes [Pressman,1993]. 
1) La planificación y estimación de costos son frecuentemente imprecisas. 
2) La productividad de los désarroi 1 adores de software no satisface lo que los 
usuarios demandan. 
3) La calidad del software es cuestionable. 
2.1.4 CAUSAS DE LOS PROBLEMAS DEL DESARROLLO DE SOFTWARE 
Los problemas con el desarrollo de software se han producido por la propia 
naturaleza del software y por los errores de las personas encargadas de su desarrollo. 
Como se dijo anteriormente, el software es un elemento lógico en vez de físico y por lo 
tanto, el éxito se mide por la calidad de él como un todo. 
El software no se rompe. Si se encuentran fallas, lo más probable es que se 
introdujeran inadvertidamente durante el desarrollo y no se detectaran durante la prueba. 
Reemplazamos las partes defectuosas durante el mantenimiento del software, es decir, el 
mantenimiento incluye normalmente la corrección o modificación del diseño. 
Frecuentemente, los responsables del desarrollo de software han sido ejecutivos 
de nivel medio y alto, sin conocimientos de software. El administrador de software debe 
comunicarse con todas las partes implicadas en el desarrollo del software: clientes, 
desairolladores, equipo de soporte, y otros. La comunicación puede romperse debido a 
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que se comprenden mal las características especiales del software y los problemas 
particulares asociados con su desarrollo. 
Los programadores (ingenieros de software) han tenido muy poco entrenamiento 
formal en las nuevas técnicas del desarrollo de software. Cada individuo enfoca su tarea 
de programación con la experiencia obtenida en trabajos anteriores. Algunas personas 
desarrollan un método ordenado y eficiente del desarrollo de software mediante prueba y 
error, pero muchos desarrollan malos hábitos que dan como resultado una pobre calidad 
y mantenibilidad del software1. 
2.2 LA INGENIERÍA DEL SOFTWARE 
2.2.1 DEFINICIÓN 
No existe un enfoque que sea el mejor para la solución de los problemas del 
software. Sin embargo, mediante la combinación de métodos completos para todas las 
fases del desarrollo de software, mejores herramientas para automatizar estos métodos, 
bloques de construcción más potentes para la implementación de software, mejores 
técnicas para la garantía de calidad del software y una filosofía predominante para la 
coordinación, control y administración, podemos encontrar una disciplina para el 
desarrollo de software: Ingeniería de Software. 
Una definición de ingeniería de software es la siguiente: 
La ingeniería de software es el enfoque sistemático hacia la especificación, 
desarrollo, operación, mantenimiento y retiro del software [Sigwart,1990] 
Como se comentó en el concepto de software, se necesita comprender lo que es la 
ingeniería de software más que su definición formal. La ingeniería de software abarca un 
conjunto de tres elementos clave: métodos, herramientas y procedimientos. Estos 
1 Mantenibil idad: la facilidad con que se le puede dar mantenimiento al software 
C a p í t u l o 2 : A n t e c e d e n t e s . 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
elementos ayudan al administrador a controlar el proceso de desarrollo de software y a 
suministrar, a los que practican dicha ingeniería, las bases para construir software de alta 
calidad de una forma productiva [Pressman,1993]. 
Los métodos de la ingeniería de software indican "cómo" construir técnicamente 
el software. Los métodos abarcan un amplio espectro de tareas que incluyen: 
planificación y estimación de proyectos, análisis de los requisitos del sistema y del 
software, diseño de estructura de datos, arquitectura de programas y procedimientos 
algorítmicos, codificación, prueba y mantenimiento. 
Las herramientas de la ingeniería de software suministran un soporte 
automático o sem i automático para los métodos. Cuando se integran las herramientas de 
tal manera que la información creada por una herramienta pueda ser usada por otra, se 
establece un sistema para el soporte del desarrollo de software llamado ingeniería de 
software asistida por computadora (C.A.S.E.) 
Los procedimientos de la ingeniería de software son el aglutinante de los 
métodos y herramientas, que facilita un desarrollo racional y oportuno del software. Los 
procedimientos definen la secuencia en la que se aplican los métodos, las entregas 
(documentos, reporte, formas, etc.) que se requieren, los controles que ayudan a asegurar 
la calidad y coordinar los cambios, y las directrices que ayudan a los administradores de 
software a evaluar el progreso. 
2.3 MÉTRICAS DE SOFTWARE 
La medición es muy común en el mundo de la ingeniería. Medimos potencias de 
consumo, pesos, dimensiones físicas, temperaturas, voltajes, etc. Desafortunadamente, la 
medición se aleja de lo común en el mundo de la ingeniería de software. Encontramos 
dificultades en ponernos de acuerdo sobre qué medir y cómo evaluar las medidas. 
Algunas de las razones para medir el software son las siguientes: 
1) Para indicar la calidad del producto. 
2) Para evaluar la productividad de la gente que desarrolla, el producto. 
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3) Para evaluar los beneficios (en términos de productividad y calidad) que se derivan 
del uso de nuevos métodos y herramientas de la ingeniería de software. 
4) Para establecer una línea de base para la estimación. 
5) Para ayudar a justificar el uso de nuevas herramientas o la formación de otras 
herramientas. 
Las medidas de software pueden clasificarse en dos categorías: medidas directas 
y medidas indirectas. Entre las medidas directas se encuentran: el costo y el esfuerzo 
requerido para construir el software, el número de líneas de código, etc. Entre las 
medidas indirectas del proceso de ingeniería del software se encuentran: la calidad y 
funcionalidad del software, la eficiencia y facilidad de mantenimiento. 
El campo de las métricas del software se puede clasificar en dos dimensiones 
(Fig. 2.4) [Pressman,1993]. En una dimensión tenemos las siguientes métricas: 
1) Métricas de productividad. Estas métricas se centran en el rendimiento del proceso de 
la ingeniería de software. 
2) Métricas de calidad. Estas métricas proporcionan una indicación de cómo se ajusta el 
software a los requisitos implícitos y explícitos del cliente. 
3) Métricas técnicas. Estas métricas se centran en las características del software más 
que en el proceso a través del cual ha sido desarrollado el software. 
Métricas técnicas 
Métricas de calidad 
Métricas del y 
software S Métricas de productividad 
Métricas orientadas al tamaño 
Métricas orientadas a la función 
Métricas orientadas a la persona 
/ 
/ 
/ 
/ 
/ 
/ 
/ 
Fig. 2.4 Clasif icación de Métricas. 
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En otra dimensión tenemos las siguientes métricas: 
1) Métricas orientadas al tamaño. Estas métricas son medidas directas del software y del 
proceso por el cual se desarrolla. Por ejemplo líneas de código (LOC), esfuerzo y 
costo. 
2) Métricas orientadas a la función. Estas métricas son medidas indirectas del software y 
del proceso por el cual se desarrolla. En lugar de calcular las LOC, las métricas 
orientadas a la función se centran en la funcionalidad o utilidad del programa. 
3) Métricas orientadas a las personas. Esta métricas proporcionan información sobre la 
forma en que la gente desarrolla el software y sobre el punto de vista humano de la 
efectividad de las herramientas y métodos. 
2.4 MÉTRICAS DE CALIDAD DEL SOFTWARE 
2.4.1 CALIDAD DEL SOFTWARE 
Pressman [1993] define la calidad del software como la concordancia con los 
requisitos funcionales y de rendimiento explícitamente establecidos, con los estándares 
de desarrollo explícitamente documentados y con las características implícitas que se 
espera de todo software desarrollado profesionalmente. 
La definición de calidad del software hace énfasis en tres puntos importantes: 
1) Los requisitos (funcionales) del software son la base de las medidas de la calidad. La 
falta de concordancia con los requisitos es una falta de calidad. 
2) Los estándares especificados definen un conjunto de criterios de desarrollo que guían 
la forma en que se aplica la ingeniería de software. Si no se siguen esos criterios, casi 
siempre habrá falta de calidad. 
3) Existe un conjunto de requisitos implícitos que a menudo no se mencionan (por 
ejemplo, el deseo de un buen mantenimiento). Si el software se ajusta a sus requisitos 
explícitos pero falla en alcanzar los requisitos implícitos, la calidad del software deja 
mucho que desear. 
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2.4.2 FACTORES DE CALIDAD DEL SOFTWARE 
Los factores que afectan la calidad del software se clasifican, principalmente, en 
dos categorías: 
1) Factores que pueden ser medidos directamente, tal como los errores/LOC/unidad 
tiempo. 
2) Factores que sólo pueden ser medidos indirectamente, tal como la facilidad de uso o 
de mantenimiento. 
Una clasificación de los factores que afectan la calidad del software ha sido 
propuesta por McCall [1977]. Estos factores de calidad del software, que se pueden ver 
en la Fig. 2.5, se centran en tres aspectos importantes de un producto de software: sus 
características operativas, su capacidad de soportar los cambios y su adaptabilidad de 
nuevos entornos. 
F a c i l i d a d d e P o r t a b i l i d a d ( ¿ P o d r é u s a r l o 
m a n t e n i m i e n t o ( ¿ P u e d o c o r r e g i r l o ? ) e n o t r a m á q u i n a ? ) 
F l e x i b i l i d a d ( ¿ P u e d o c a m b i a r l o ? ) R e u s a b i l i d a d ( ¿ P o d r é r e u s a r a l g u n a 
F a c i l i d a d d e p r u e b a ( ¿ P u e d o p r o b a r l o ? ) p a r t e d e l s o f t w a r e ? ) 
j j ^ I n t e r o p e r a b i l i d a d ( ¿ p o d r é h a c e r i c i n t e r a c -
/ ' ' - A t u a r c o n o t r o s i s t e m a ? ) 
Corrección ( ¿Hace lo que quiero? ) 
Fiabilidad ( ¿Lo hace de forma fiable todo el tiempo?) 
Eficiencia ( ¿Se ejecutará en mi hardware lo mejor que pueda?) 
Integridad ( ¿Es seguro? ) 
Facilidad de uso ( ¿Esta diseñado para ser usado? ) 
Fig. 2.5 Factores de Calidad del Sof tware de McCal l 
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Es difícil, y en algunos casos imposible, desarrollar medidas directas de los 
anteriores factores de calidad. Por tanto, se define un conjunto de métricas usadas para 
medir en forma indirecta las factores de calidad del software. 
Existen dos tipos de métricas: 
1) Métricas Cualitativas. Esta métricas sólo pueden ser medidas en forma subjetiva. 
2) Métricas Cuantitativas. Estas métricas sí pueden medirse en forma objetiva. 
2.4.3 MÉTRICAS CUALITATIVAS DE LA CALIDAD DEL SOFTWARE 
Entre las métricas cualitativas de la calidad del software encontramos las 
siguientes métricas definidas por McCall [1977]: 
Facilidad de Auditoría. La facilidad con que se puede comprobar la conformidad con 
los estándares. 
Exactitud. La precisión de los cálculos y del control. 
Normalización de las comunicaciones. El grado en que se usan el ancho de banda, los 
protocolos y las interfases estándar. 
Completitud. El grado en que se ha conseguido la total implementación de las funciones 
requeridas. 
Concisión. Lo compacto que es el programa en términos de líneas de código. 
Consistencia. El uso de un diseño uniforme y de técnicas de documentación a lo largo 
del proyecto de desarrollo de software. 
Estandarización de los datos. El uso de estructuras de datos y de tipos estándar a lo 
largo de todo el programa. 
Tolerancia de errores. El daño que se produce cuando el programa encuentra un error 
Eficiencia en la ejecución. El rendimiento en tiempo de ejecución de un programa. 
Facilidad de Expansión. El grado en que se puede ampliar el diseño arquitectónico, de 
datos o procedimental. 
Generalidad. La amplitud de aplicación potencial de los componentes del programa. 
Independencia del hardware. El grado en que el software es independiente del 
hardware sobre el que opera. 
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Instrumentación. El grado en que el programa muestra su propio funcionamiento e 
identifica errores que aparecen. 
Modularidad. La independencia funcional de los componentes del programa. 
Facilidad de Operación. La facilidad de operación de un programa. 
Seguridad. La disponibilidad de mecanismos que controlen o protejan los programas o 
los datos. 
Autodocumentación. El grado en que el código fuente proporciona documentación 
significativa. 
Simplicidad. El grado en que un programa puede ser entendido sin dificultad. 
Independencia del sistema de software. El grado en que el programa es independiente 
de características no estándar del lenguaje de programación, de las características del 
sistema operativo y de otras restricciones del entorno. 
Facilidad de Traza. La posibilidad de rastrear la representación del diseño o de los 
componentes reales del programa hacia atrás, hacia los requisitos. 
Formación. El grado en que el software ayuda para permitir que nuevos usuarios 
apliquen el sistema. 
El esquema de graduación para estas métricas, propuesto por McCall [1977], va 
en una escala de 0 (bajo) a 10 (alto). La relación entre los factores de calidad del 
software y las métricas cualitativas de calidad se muestran en la tabla 2.1. El peso dado 
en cada métrica dependerá de los productos particulares, y de otros aspectos. 
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Tabla 2.1 Factores y Métricas de Cal idad. 
2.4.4 MÉTRICAS CUANTITATIVAS DE LA CALIDAD DEL SOFTWARE 
Algunas de la métricas cuantitativas de la calidad del software son: 
1) índices de calidad del software. 
2) Medida de complejidad de McCabe. 
3) Métricas de Halstead. 
Indices de calidad del software. 
El US Force Systems Command ha desarrollado una serie de indicadores de 
calidad del software basados en las características de diseño medibles para un programa 
de computadora. La Air Force utiliza información obtenida a partir del diseño 
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arquitectónico y de datos, para obtener un índice de calidad de la estructura del diseño, 
cuyo valor está entre 0 y 1. 
El estándar de IEEE 982.1 sugiere un Índice de madurez del software, el cual 
proporciona una indicación de la estabilidad de un producto de software (basada en los 
cambios que se producen en cada versión del producto). 
Medida de complejidad de McCabe. 
Esta medida propuesta por Thomas McCabe [McCabe 1976] se basa en la 
representación del flujo de control de un programa. Para describir el flujo de control se 
usa una red del programa (Fig. 2.6) [Preesman,1993]. Cada círculo representa una tarea 
de procesamiento (una o más sentencias de código); el flujo de control (ramificaciones) 
se representa mediante flechas correctivas. 
Fig. 2.6 Complej idad de la red de flujo de control . 
McCabe [1976] define una medida de la complejidad del software que se basa en 
la complejidad ciclomática de la red del programa de un módulo. Una técnica que se 
puede usar para calcular la métrica de complejidad ciclomática, es la de determinar el 
número de regiones que forma la red en el plano. 
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Métricas de Halstead. 
La teoría del Halstead sobre la ciencia del software asigna leyes cuantitativas al 
desarrollo de software de computadora. La teoría de Halstead se deriva de la suposición 
fundamental: "El cerebro humano sigue un conjunto de reglas más rígido (al desarrollar 
algoritmos) del que nunca ha tenido consciencia . . ." [Halstead, 1977, p.15]. En esta 
teoría se usa un subconjunto de medidas básicas que se pueden obtener una vez que se 
generado el código fuente o estimar una vez que se terminado el diseño. 
En el siguiente capítulo se aborda más a fondo la ciencia del software de Halstead 
2.5 RESUMEN DEL CAPÍTULO 
En este capítulo se ha presentado una breve explicación del lugar en 
que se ubican las métricas de Software, así como de los conceptos que nos conducen 
hacia ellas. En el siguiente capitulo se analizarán en forma más detallada las métricas de 
Halstead, la cuales son utilizadas en nuestro estudio para medir la calidad del software 
desarrollado 
CAPÍTULO 3 
METRICAS DE HALSTEAD Y 
PREGUNTAS DE LA INVESTIGACIÓN 
3.0 INTRODUCCIÓN 
Este capítulo se divide en dos parte fundamentales. La primera parte trata la 
descripción explícita de las métricas de Halstead, en base a la teoría de la Ciencia de 
Software [Halstead, 1977], como herramienta que permitirá evaluar la calidad del 
software. La segunda parte trata las preguntas e hipótesis de la investigación. 
El presente capitulo se dirige de la siguiente forma. En la sección 3.1 se definen 
los conceptos básicos de la Ciencia del Software. En 3.2 se explica el estimador de 
longitud de un programa. En 3.3 se explica el estimador del volumen potencial de un 
programa. En 3.4 se explica el estimador del nivel/dificultad y se define el contenido de 
inteligencia de un programa. En 3.5 se explican el estimador del esfuerzo y del tiempo 
de programación de un programa. En 3.6 se define el nivel del lenguaje de un programa 
y se explica su estimador. En 3.7 se da una clasificación de los niveles de lenguaje para 
3.1 DEFINICIONES BÁSICAS 
Un programa computacional se considera, en la Ciencia del Software, como una 
serie de partículas elementales que pueden ser clasificadas como operadores ú 
operandos. Esto se basa en el hecho de que todos los programas pueden ser reducidos en 
una sucesión de instrucciones de lenguaje máquina, cada una de las cuales contiene un 
operador y un número de direcciones de operandos. Todas las medidas de la ciencia del 
software están en función de la cantidad de estas partículas elementales. La métricas 
básicas se definen como: 
n, = número de operadores diferentes (1) 
n2 = número de operandos diferentes (2) 
N,= número total de operadores (3) 
N2 = número total de operandos (4) 
Generalmente, se considera operador cualquier símbolo en un programa que 
especifique una acción algorítmica, mientras que un símbolo usado para representar 
datos se considera un operando. La mayoría de las señales de puntuación se clasifican 
como operadores. El vocabulario de un programa, que consiste del número de las 
diferentes partículas elementales usadas para construir un programa, se define como: 
n = n, + n2 (5) 
La longitud de un programa, en términos del número total de partículas 
elementales usado, se define como: 
N = N¡ + N2 (6) 
Obsérvese que N está estrechamente relacionada con la tradicional medida de 
líneas de código (LOC) de la longitud de un programa. Para los programas en lenguaje 
máquina donde cada una de las líneas consiste de un operador y de un operando, se tiene 
que N=2xLOC. 
Se definen adicionalmente otras métricas usando estos términos básicos. Una 
métrica interesante para el tamaño del programa es la llamada volumen. 
La unidad de medida del volumen es la unidad común para tamaño, a saber, 
"bits". El volumen es el tamaño actual de un programa en una computadora si se utiliza 
una codificación binaria uniforme para el vocabulario. 
El volumen también se puede interpretar como el número de comparaciones 
mentales que se necesitan para escribir un programa de longitud iV, suponiendo que se 
usa un método de inserción binaria para seleccionar un miembro del vocabulario del 
tamaño n. 
Como un algoritmo se puede implementar de diferentes maneras, pero en 
programas equivalentes, un programa que tiene el tamaño mínimo se dice que tiene el 
volumen potencial, el cual denotaremos por V . 
Cualquier programa con un volumen V se considera que se implementa en el 
nivel del programa/-, el cual se define por: 
El valor de L se encuentra en el intervalo semiabierto ( 0,1], donde L = 1 
representa un programa escrito en el más alto nivel posible (i.e., con tamaño mínimo ). 
Lo inverso del nivel del programa se llama dificultad 
V = Nlog2(n) (7) 
L= V/V (S) 
D = l / L 
Cuando el volumen de una implementación de un programa crece, el nivel del 
programa decrece y la dificultad se incrementa. De este modo, las prácticas de 
programación tales como el uso redundante de operandos ó el error de usar frases de 
control de nivel más alto tenderán a incrementar el volumen así como la dificultad. 
El esfuerzo que se requiere para implementar un programa de computadora se 
incrementa cuando el tamaño del programa crece. También toma más esfuerzo 
implementar un programa en un nivel más bajo (dificultad más alta) comparado con otro 
programa equivalente en un nivel más alto (dificultad más baja). Por ejemplo, toma más 
esfuerzo implementar un programa que despliegue una pantalla en PASCAL que 
implemenarlo en F0XPR02. De ese modo. Se define el esfuerzo en la ciencia del 
software como: 
La unidad de medida E es "discriminaciones binarias mentales elementales" 
[Halstead,1977]. 
3.2 ESTIMADOR DE LA LONGITUD DE UN PROGRAMA 
La primera hipótesis de la ciencia del software es que la longitud de un programa 
bien estructurado solamente es función del número de operadores y operandos 
diferentes. Esta es llamada la ecuación de longitud, donde Nest es la longitud estimada 
del programa. 
Hay evidencia empírica de que Nest es un estimador aceptable de N cuando se 
aplica a un amplio rango de programas escritos en Fortran, Cobol, PL/S, DBASE III, 
F0XPR02, C++, PROGRESS6 y ORACLE [Shen,1983], [Martínez, 1994], 
E= V/L =D V (10) 
Nest = n, log2 (n¡) + n2 log2 (nj (W 
3.3 ESTIMADOR DEL VOLUMEN POTENCIAL DE UN PROGRAMA 
Como se discutió antes, un programa que implementa un algoritmo en su forma 
más breve tiene el volumen potencial V*. Si la función que se desea está ya definida en 
el lenguaje de programación o en su librería de subrutinas como un procedimiento, el 
volumen potencial se logra especificando el nombre del procedimiento y dando una lista 
de parámetros entrada/salida. El vocabulario de este programa consiste en dos 
operadores de n2* operandos. Uno de los operadores es el nombre del procedimiento, ya 
que define una acción; el otro operador es un símbolo de agolpamiento que se necesita 
para separar la lista de parámetros del nombre de procedimientos. De este modo 
V = (2+n2') log2 (2+ n2) (12) 
Donde «2* e s e l número de parámetros entrada/salida para un procedimiento. 
Esta fórmula, aunque es útil para muchos programas, no es aplicable umversalmente, ya 
que hay programas que no tienen una lista explícita de parámetros entrada/salida. Por 
ejemplo, muchos de los programas escritos en F0XPR02 o DBASE III, no traen 
consigo esta lista de parámetros. 
3.4 ESTIMADOR DEL NIVEL/DIFICULTAD DE UN PROGRAMA Y 
DEFINICIÓN DEL CONTENIDO DE INTELIGENCIA DE UN 
PROGRAMA. 
El nivel (8) de una implementación particular depende de la razón entre el 
volumen potencial y el volumen actual. Ya que el volumen potencial, usualmente, no 
está disponible, una fórmula alternativa que estima el nivel se define como: 
Lest = 1/Dest = (2/n,) (n2/NJ (13) 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
Un argumento intuitivo para esta fórmula es que la dificultad de la programación 
se incrementa si se introducen operadores extra (aumenta n/2) y si un operando se usa 
repetidamente (aumenta N2 /n2). Cada parámetro en (13) se puede obtener contando los 
operadores y operandos en un programa computacional. El volumen potencial V*. 
entonces, se puede deducir usando (8) con L igual a Lest. 
La ecuación (8) sugiere que para un algoritmo dado, diferentes implementaciones 
pudieran tener volúmenes y niveles diferentes, mientras que el producto de estos dos 
pudiera mantenerse constante. Esto es, el volumen potencial V*~L V, depende 
solamente del algoritmo, no sobre las características de una implementación particular. 
Cuando Lest de (13) se utiliza para estimar L, el producto (Lest)x(V) es llamado 
inteligencia I, esto es: 
/ = Lest V (14) 
Se espera, también, que el contenido de inteligencia / se mantenga constante en 
diferentes implementaciones del mismo problema, ya que es un estimador de V*. 
3.5 ESTIMADOR DEL ESFUERZO Y DEL TIEMPO DE 
PROGRAMACIÓN DE UN PROGRAMA 
Una de las mayores demandas por la ciencia del software es su capacidad para 
relacionar sus métricas básicas al tiempo común de implementación. El psicólogo, J. 
Stroud, sugirió que el humano es capaz de hacer un número limitado de discriminaciones 
elementales por segundo [Halstead,1977]. Stroud afirmó que este número S (ahora 
llamado número Stroud) está clasificado entre 5 y 20. Como el esfuerzo E tiene como 
unidad de medida "el número de discriminaciones elementales", el tiempo de 
programación T, en segundos, de un programa es : 
T=E/S (15) 
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S está normalmente colocado en 18, ya que esto pareció dar el mejor resultado en 
los experimentos de Halstead comparando los tiempos de predicción con los tiempos de 
programación observados que incluyeron: tiempo de diseño, codificación y prueba. 
De (10) tenemos que E=V/L, pero utilizando la estimación de L, Lest en (13), y 
Vde (7) tenemos que el estimador del esfuerzo Eest es: 
E est = ( n, N2 N log2(n) )/(2n2) (16) 
y por lo tanto, de (15) y (16), el tiempo estimado de programación es: 
Test = (n,N2Nlog2(n))/(36n2) (17) 
La ciencia del software sostiene que esta fórmula puede ser usada para estimar el 
tiempo de programación cuando un problema dado es resuelto por un sólo programador 
hábil y concentrado que escribe un programa de un sólo módulo. 
3.6 DEFINICIÓN DEL NIVEL DEL LENGUAJE DE PROGRAMACIÓN 
Y SU ESTIMADOR 
La proliferación de lenguajes de programación sugiere la necesidad de una 
métrica que exprese el poder de un lenguaje. Halstead hipotetizó que si el lenguaje de 
programación se mantiene fijo, entonces V crece, L decrece de tal forma que el producto 
L x V se mantiene constante. Así, este producto llamado nivel del lenguaje (X), se puede 
usar para caracterizar un lenguaje de programación. 
X = L V = V V (18) 
sustituyendo, Lest por L de la ecuación (13) y V de la ecuación (7), tenemos que el 
estimador para el nivel del lenguaje Xest es: 
Zest = [(2/n})(n2/N2)]2 N log2(n) (19) 
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3.7 NIVELES DE LENGUAJE PARA DIFERENTES LENGUAJES Y 
SUS DISTRIBUCIONES DE FRECUENCIA 
Analizando un número de programas diferentes escritos en lenguajes diferentes, 
se determinó los niveles de lenguaje para cada uno de ellos (Tabla 3.1) [Martínez, 1994] 
[Espinosa, 1997], [Navarro, 1997] y [Baez-Ventura 1997] 
Lenguaje A. C72 
Inglés 2.16 0.74 
FoxPro2 1.97 3.28 
Progress 1.97 3.34 
Dbase III 1.95 2.90 
C++ 1.84 2.94 
PL/1 1.53 0.92 
Algol 58 1.21 0.74 
Fortran 1.14 0.81 
Pilot 0.92 0.43 
Assembly 0.88 0.42 
Tabla 3.1 Media y Varianza del Nivel del Lenguaje 
Estos valores promedio obedecen a la mayoría de las clasificaciones intuitivas de 
los programadores para estos lenguajes, pero todos ellos tienen grandes varianzas. Tales 
fluctuaciones en un valor fijo hipotetizado no son completamente inesperadas ya que el 
nivel del lenguaje no sólo depende del lenguaje en sí mismo, sino también de la 
naturaleza del problema que está siendo programado así como de la habilidad y estilo del 
programador. 
En la tabla 3.2 se pueden ver las distribuciones de frecuencia de los niveles de 
lenguaje para diferentes lenguajes. [Halstead,1977], [Martínez, 1994], [Espinosa,1997], 
[Navarro, 1997] y [Baez-Casselyn,1997]. 
I n t e r v a l o C o m p P i lo t F o r t A lg 5 8 PL/I C + + D B III P R O G 6 F x P r o 2 Ing 
(0,0.99] 71 78 57 43 43 44.35 26.92 35.50 34.19 0 
(1,1.99] 28 14 36 50 35 22.91 42.31 31.50 26.50 40 
(2,2.99] 0 7 0 0 21 9.65 15.38 15.20 20.51 44 
(3,3.99] 0 0 7 7 7 13.42 7.69 5.50 10.26 17 
(4,4.99] 0 0 0 0 0 3.27 0.00 3.90 5.31 0 
(5,5.99] 0 0 0 0 0 4.41 3.85 4.40 0.85 0 
(6,6.99] 0 0 0 0 0 0.65 0 . 0 0 1.60 0 . 0 0 0 
(7,7.99] 0 0 0 0 0 0.32 0 . 0 0 1.00 0.85 0 
(8,8.99] 0 0 0 0 0 0.49 3.85 0.40 0.85 0 
(9,9.99] 0 0 0 0 0 0 . 0 0 0 . 0 0 0.50 0 . 0 0 0 
(10,10.99] 0 0 0 0 0 0.16 0 . 0 0 0.10 0 . 0 0 0 
(11,11.99] 0 0 0 0 0 0.16 0 . 0 0 0.20 0 . 0 0 0 
(12,12.99] 0 0 0 0 0 0 . 0 0 0 . 0 0 0.20 0 . 0 0 0 
(13,13.99] 0 0 0 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 
(14,14.99] 0 0 0 0 0 0.16 0 . 0 0 0 . 0 0 0.85 0 
Tabla 3.2 Distribuciones de frecuencia de los niveles de lenguaje para diferentes lenguajes 
3.8 PROPUESTA DE PREGUNTAS E HIPÓTESIS DE 
INVESTIGACIÓN. 
En el área de educación se ha demostrado que los estudiantes que han recibido 
una enseñanza en las métricas de software producen programas que exhiben menos 
complejidad, requieren menos tiempo de codificación y prueba, y además, es más fácil 
de darles mantenimiento [Bowman,1990]. 
En consecuencia, la primer pregunta de la investigación es: Si se imparte un 
curso de métricas de software a un grupo de estudiantes de Sistemas computacionales 
que están involucrados en un proyecto de desarrollo de software donde utilizan el 
lenguaje F0XPR02.6 para Windows, ¿puede contribuir para que ellos, posteriormente, 
generen código de mejor calidad tal que permita su facilidad de mantenimiento?. 
Para poder dar respuesta a la pregunta que anteriormente se formuló, se contará 
con dos grupos de seis estudiantes; un grupo será el experimental y otro de control. Al 
grupo experimental se le impartirá un curso de métricas de software con una duración 
de seis horas. Después, los estudiantes harán 10 programas cada uno; los programas 
serán los mismos. A esos programas se les aplicarán las métricas de Halstead y, 
Hl: La media del volumen del programa de los programas hechos por el grupo 
experimental será más bajo que la media del volumen del programa de los programas 
hechos por el grupo de control. 
H2: La media de nivel del programa de los programas hechos por el grupo 
experimental será más alta que la media de nivel del programa de los programas hechos 
por el grupo de control. 
H3: La media del contenido de inteligencia de los programas hechos por el grupo 
experimental será más alta que la media del contenido de inteligencia de los programas 
hechos por el grupo de control. 
H4: La media del esfuerzo de programación de los programas hechos por el 
grupo experimental será más bajo que la media del esfuerzo de programación de los 
programas hechos por el grupo control. 
H5: La media del tiempo estimado de programación de los programas hechos por 
el grupo experimental será más bajo que la media del tiempo estimado de programación 
de los programas hechos por el grupo de control. 
H6: La media del nivel del lenguaje de los programas hechos por el grupo 
experimental será más alta que la media del nivel del lenguaje de los programas hechos 
por el grupo de control. 
3.9 RESUMEN DEL CAPÍTULO 
En este capítulo se presentó el marco teórico en el que se basa esta investigación, 
y se propusieron las preguntas e hipótesis de la investigación. En el siguiente capítulo 
discutiremos el enfoque que se tomó para investigar las hipótesis propuestas. 
CAPITULO 4 
METODOLOGÍA DE LA 
INVESTIGACIÓN 
4.0 INTRODUCCIÓN 
En el capítulo anterior se discutió el marco teórico de la investigación y se 
propusieron las preguntas e hipótesis de la investigación. En este capitulo se discute la 
metodología empleada para desarrollarla. 
El presente capítulo se dirige de la siguiente forma. En la sección 4.1 se da a 
conocer el diseño de la investigación. En la 4.2 se definieron las variables de la 
investigación. En la 4.3 se da a conocer el instrumento de medición. En la 4.4 se da a 
conocer cómo se formaron el grupo experimental y de control. En la 4.5 se dan a conocer 
las razones de la elección del lenguaje de programación. En la 4.6 se da a conocer como 
se obtuvo la equivalencia del grupo experimental con el grupo de control a través del 
emparejamiento. En la 4.7 se da a conocer cómo se realizó la recolección de datos. En la 
4.8 se dan a conocer las hipótesis de causalidad bivariada. En la 4.9 se da a conocer la 
4.1 DISEÑO DE INVESTIGACIÓN 
El tipo de estudio realizado en la presente tesis es del tipo explicativo1, donde se 
establecieron una variable dependiente y una independiente. Luego, se formó un grupo 
experimental y un grupo de control, el grupo experimental fue expuesto a la presencia de 
la variable independiente. La equivalencia entre los grupos fue realizado por el método 
de emparejamiento2. 
De esta manera, nos disponemos a explicar por qué el conocimiento sobre las 
métricas de software influye para que genere software de mejor calidad. 
Para que un estudio explicativo se pueda dar, es necesario que antes se haya 
establecido causalidad entre las variables que intervienen, misma que ya ha sido 
demostrada por Bowman [1990]. 
Por otro lado, un estudio explicativo establece causalidad, por tanto se hipotetiza 
que hay una causalidad entre las variables que intervienen en este estudio, donde la 
causa es la enseñanza de las métricas de software y el efecto es una mejor calidad en el 
software desarrollado. 
4.2 DEFINICIÓN DE VARIABLES 
En este caso particular hay una variable dependiente y una independiente. 
• La variable independiente es el curso de métricas de software que se le 
impartió al grupo experimental. 
• La variable dependiente es la Calidad de los Programas, que se va a medir en 
ambos grupos: el experimental y el de control. 
1 Explicativo: Se centra en explicar por que dos o más variables están relacionadas. 
2 El emparejamiento intenta hacer los grupos inicialmente equivalentes (Experimental y Control). 
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4.2.1 VARIABLE INDEPENDIENTE. 
La variable independiente es el curso de métricas de software, el cual se impartió 
al grupo experimental en un lapso de seis horas. Los temas incluyeron los capítulos 
1,2,3,20 del libro: Ingeniería de Software: un enfoque práctico de Roger S. Pressman, 
1993, Tercera Edición; se incluyó el tema de la Ciencia del Software de Halstead, que es 
el capítulo 3 de esta tesis. Además, se incluyó un programa de prueba, en dos versiones, 
donde se mostraba los resultados después de someterlos a las métricas de Halstead. Para 
ver el contenido especifico de este curso favor de remitirse al Anexo E de esta tesis (en 
el disquete). 
4.2.2 VARIABLE DEPENDIENTE. 
La variable dependiente es la calidad de un programa, la cual se entiende como la 
facilidad de mantenimiento, es decir, es fácil de corregir, adaptar y/o mejorar. 
4.3 INSTRUMENTO DE MEDICIÓN 
La variable dependiente no se manipula, sólo se mide para ver el efecto de la 
manipulación de la variable independiente sobre ella , entonces lo que se mide es el 
efecto de la variable independiente sobre la variable dependiente [Hernández, 1995]. 
La calidad de los programas fue medida con el analizador de código que fue 
desarrollado por Martínez [1994], El analizador antes mencionado fue utilizado para 
programas de F0XPR02; por lo cual no necesitó actualización puesto que las 
diferencias existentes entre los mandatos de la versión 2 con la 2.5 para DOS y Windows 
son escasas pero importantes sobre todo en lo referente al diálogo entre ventanas 
[García-Badell,1997] y la diferencia con la versión 2.6 son todavía menores. Se hizo una 
prueba para validar si el instrumento era confiable. La prueba de validación se constató 
al someter varios programas hechos en F0XPR02.6 para Windows. Una muestra para 
4.4 GRUPO EXPERIMENTAL Y DE CONTROL 
Los grupos estuvieron compuestos por seis alumnos cada uno. Todos los 
participantes fueron alumnos en la materia de programación III (F0XPR02.6 para 
Windows) en el semestre de febrero-julio de 1998. El reclutamiento de los alumnos se 
gestó desde noviembre de 1997, a través de una convocatoria abierta cuyo requisito fue: 
ser alumno que iba a cursar la materia de Programación III de la carrera de Ingeniero 
Administrador de Sistemas. 
En el experimento se prefirió alumnos de la carrera de I.A.S. dado que los 
alumnos más interesados serían los de esta carrera, y así todos los participantes tendrían 
los mismos intereses. Antes de ingresar al semestre normal en febrero del '98, se les 
impartió, en el mes de enero del '98, un curso de 20 horas de F0XPR02.6 para 
Windows. La intención de impartirles dicho curso, fue el de asegurarse que al finalizar el 
semestre, estos participantes tuvieran una exposición más alta al lenguaje de 
programación que se utilizaría en el experimento que el resto de compañeros. 
Por tanto, teniendo en mente su nivel académico, podemos decir que eran buenos 
programadores en F0XPR02.6 para Windows, con lo que eliminamos posibles 
argumentaciones de invalidación interna, por lo menos en este sentido. 
4.5 SELECCIÓN DEL LENGUAJE DE PROGRAMACIÓN. 
Se eligió el lenguaje de programación F0XPR02.6 para Windows por las 
siguientes razones: 
1) En el ambiente regional, es uno de los dos lenguajes de programación 
(F0XPR02) más utilizados en la mediana empresa[Crespo,1992]. 
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2) Porque en 1997 fue el lenguaje de programación más solicitado en los 
anuncios de oferta de empleos en el periódico EL NORTE y en la bolsa de 
trabajo de la F.I.M.E.-U.A.N.L. para la carrera de I.A.S.[Gutiérrez,1998]. 
3) Porque ya existía una investigación anterior que había demostrado que las 
métricas de Halstead eran válidas para el lenguaje F0XPR02 y se había 
desarrollado el analizador de código [Martínez,1994]. 
4) Porque se llegó a la conclusión que el analizador de código de la investigación 
anterior era válido para F0XPR02.6 para Windows [García-Badell,1997] 
5) Porque F0XPR02.6 para Windows es impartido actualmente en la materia de 
Programación III en la F.I.M.E.-U.A.N.L. 
4.6 EQUIVALENCIA DE LOS GRUPOS (EMPAREJAMIENTO). 
En un estudio explicativo se debe buscar la validez interna y esto se logra 
mediante: 
1) Varios grupos de comparación (dos como mínimo) 
2) Equivalencia de los grupos en todo, excepto la manipulación de la variable o 
las variables independientes. 
Es decir, para tener control no basta con tener dos o más grupos, sino que éstos 
deben ser similares en todo excepto la manipulación de la variable independiente 
[Hernández,1995] . Para lograr lo anterior, se recurrió al método de emparejamiento el 
cual consiste en igualar a los grupos en relación con alguna variable, que se piensa puede 
influir en forma decisiva en la variable dependiente o variables independientes. 
El emparejamiento en esta investigación se realizó a través de la calificación que 
los alumnos obtuvieron en la materia, dado que es una variable que evalúa su habilidad 
para programar. Los grupos quedaron como a continuación se muestra. (Tabla 4.1). 
Grupo Experimental Grupo de Control 
A lumno Calif icación A lumno Calif icación 
A 70 A 70 
B 73 B 81 
C 85 C 81 
D 85 D 85 
E 88 E 89 
F 93 F 90 
Suma 494 Suma 496 
Promedio 82.33 Promedio 82.67 
Tabla 4.1 Grupos Equivalentes. 
4.7 RECOLECCIÓN DE DATOS. 
Los programas que cada uno de los participantes desarrollaron fueron los mismos 
diez, esto es, en total hablamos de 60 algoritmos (codificaciones) del grupo de control y 
60 del grupo experimental. Los programas fueron reportes de un Sistema de 
Administración Comercial (Anexo A, en el disquete) que viene en un curso de 
Progressó. Se eligió este sistema porque es un sistema hecho por personas expertas con 
fines educativos pues ya se tiene probado que sirve para un curso de capacitación y 
además ya tiene el diagrama entidad-reí ación. 
Antes de hacer los programas que sirvieron para la investigación, los 
participantes hicieron los programas de "altas" para este Sistema Comercial de 
Administración, por lo que podemos decir que los alumnos tuvieron una buena 
exposición al sistema del cual se hicieron los reportes finales (programas). Esto ayudó a 
la validación interna en cuanto al conocimiento del sistema en cuestión. 
Los programas que sirvieron para la investigación fueron hechos después de 
concluir el semestre normal, en julio de 1998. Es bueno destacar que todos los 
participantes aprobaron la materia de programación III. 
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4.8 HIPÓTESIS DE CAUSALIDAD BIVARIADAS 
Las hipótesis de causalidad no solamente afirman las relaciones entre dos o más 
variables y cómo se dan dichas relaciones, sino que además proponen un "sentido de 
entendimiento" entre ellas [Hernández,1995]. 
En la presente investigación se desea saber si impartir un curso de métricas de 
software a los estudiantes de Sistemas Computacionales contribuye para que ellos, 
posteriormente, generen código de mejor calidad tal que permita su facilidad de 
mantenimiento. 
Por lo tanto, se han generado seis hipótesis de diferencia de medias entre grupos 
con un cierto sentido de entendimiento. La explicación, en caso de encontrarse que son 
ciertas, es que el curso de métricas del software sí contribuye para que se genere código 
de mejor calidad permitiendo su facilidad de mantenimiento. 
Las hipótesis son: 
Hl : La media del volumen del programa de los programas hechos por el grupo 
experimental será más bajo que la media del volumen del programa de los programas 
hechos por el grupo de control. 
H2: La media de nivel del programa de los programas hechos por el grupo 
experimental será más alta que la media de nivel del programa de los programas hechos 
por el grupo de control. 
H3: La media del contenido de inteligencia de los programas hechos por el grupo 
experimental será más alta que la media del contenido de inteligencia de los programas 
hechos por el grupo de control. 
H4: La media del esfuerzo de programación de los programas hechos por el 
grupo experimental será más bajo que la media del esfuerzo de programación de los 
programas hechos por el grupo control. 
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H5: La media del tiempo estimado de programación de los programas hechos por 
el grupo experimental será mas bajo que la media del tiempo estimado de programación 
de los programas hechos por el grupo de control. 
H6: La media del nivel del lenguaje de los programas hechos por el grupo 
experimental será más alta que la media del nivel del lenguaje de los programas hechos 
por el grupo de control. 
4.9 PRUEBA ESTADÍSTICA 
Las hipótesis anteriormente formuladas son llamadas de diferencia entre grupos y 
se formulan en investigaciones dirigidas a comparar grupos. Ahora bien, si las hipótesis 
de diferencias entre grupos, además de establecer tales diferencias explican el por qué 
de las diferencias (las causas o razones de estas), entonces son hipótesis de estudios 
explicativos [Hernández,1995]. 
La prueba estadística que suele utilizarse para comparar las medias de dos grupos 
con muestras grandes, mayor que 30, es la prueba Z, que además indica la dirección y el 
grado en que un valor individual obtenido se aleja de la media en una escala de unidades 
de desviación estándar. 
La prueba Z tiene la hipótesis nula y la hipótesis alternativa [Mendenhall, 1986] 
donde: 
H o l s t e y Ha: {ß,> (i2> //,< ß2 ó 
• ß i > (j.2 (alternativa de cola superior) 
• ¡j.} < /^(alternativa de cola superior) 
• ß , * fi2 (alternativa de dos colas) 
Estadístico de Prueba: Z = ¡j." - /i/ cr^-
Región de Rechazo de la Ho { Z > Za cola superior, Z < -Za cola inferior y \Z\ > Za 
dos colas. 
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Donde a es el nivel de significancia asociada con una prueba. La selección del a 
es arbitrario, aunque se recomienda valores pequeños. En este caso se ha elegido valores 
de 0.10 y 0.20. El valor más usado para trabajos de ingeniería es 0.05, pero dado que el 
software es un elemento lógico y no físico, y lo que estamos midiendo son procesos muy 
complejos de la mente humana, se considera que encontrar una significancia igual o 
mayor al 80% es prueba suficiente para aceptar las hipótesis de investigación (Ha). 
4.10 RESUMEN DEL CAPÍTULO 
En este capítulo discutimos acerca del tipo de estudio realizado y el diseño de la 
investigación. Se definieron las variables de la investigación. Se discutió acerca del 
instrumento de medición. Se dieron a conocer la razones para elegir el lenguaje de 
programación. Se discutió el proceso de hacer equivalentes el grupo de control y el 
grupo experimental. Se dio a conocer como se obtuvo la muestra a ser examinada. Se 
propusieron las hipótesis de esta tesis y finalmente se definió la prueba estadística que se 
utilizará. 
CAPITULO 5 
ANALISIS DE DATOS 
5.0 INTRODUCCIÓN 
Este capítulo presenta el análisis de datos que se efectuó para responder a las 
hipótesis de investigación. El capítulo se dirige de la siguiente forma. En la sección 5.1 
se hace una revisión de la exactitud de los datos. En la 5.2 se presentan algunas 
abreviaturas utilizadas en este capítulo. En la 5.3 se muestran las tabla generales de datos 
para ambos grupos. En la 5.4 se dan las estadísticas descriptivas. En la 5.5 se hace el 
análisis de la primera hipótesis de la investigación. En la 5.6 se hace el análisis de la 
segunda hipótesis de la investigación. En la 5.7 se hace el análisis de la tercera hipótesis 
de la investigación. En la 5.8 se hace el análisis de la cuarta hipótesis de la investigación. 
En la 5.9 se hace el análisis de la quinta hipótesis de la investigación. En la 5.10 se hace 
el análisis de la sexta hipótesis de la investigación, y en la 5.11 se hace un resumen del 
capítulo. 
5.1 REVISIÓN DE LA EXACTITUD DE LOS DATOS 
La flexibilidad del lenguaje Foxpro2.6 para Windows permite al programador 
escribir las primeras cuatro letras (al menos) del comando para obtener la ejecución 
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completa del mismo. Por ejemplo, para ejecutar el comando BROWSE, el programador 
puede escribir solamente BROW. Si esto fuera así el analizador de código contabilizaría 
el comando BROW como operando y no como operador[Martínez,1994]. Para evitar 
este error se les pidió a los programadores que escribieran el nombre del comando. 
También, con el objetivo de que el analizador hiciera el conteo correcto, se le 
pidió a los programadores que escribieran las instrucciones de FoxPro2.6 con letra 
mayúscula y que los nombres de los identificadores (variables, campos y procedimientos 
o funciones definidas por el usuario) los escribieran con letra minúscula. 
Con todo lo anterior, se buscó eliminar inexactitud de los datos en caso de que 
estuviera mal escrito el programa fuente. 
Por otro lado, se debe reconocer, que no es posible eliminar todas las impurezas a 
los programas porque el número de operadores que podemos formar dentro del lcguaje 
es demasiado grande. Por ejemplo, sólo el comando BROWSE tiene al menos 16 
subcomandos, los cual significa alrededor de 100 billones de forma distintas de construir 
el comando BROWSE [Pinter,1992]. Por lo tanto, es prácticamente imposible escribir 
cada uno de los comandos que podemos formar en F0XPR02.6 para Windows 
[Martínez, 1994], 
La exactitud de los datos también depende del número total de operadores que 
estamos considerando. En efecto, si un operador no se encuentra en la lista de operadores 
asignada, éste será considerado como un operando. Sin embargo, se trató de eliminar 
este problema dando una lista de operadores lo suficientemente grande para que 
involucrara a todos los comandos. Además, en el conteo que se lleva a cabo en el 
analizador se trata también de eliminar este problema [Martínez,1994]. 
Por último, después de analizar los programas, en ninguno se suscitó el problema 
anteriormente formulado, es decir, ningún operador fue contabilizado como operando o 
viceversa. 
5.2 ABREVIATURAS DEL CAPÍTULO 
En este capítulo utilizaremos algunas abreviaturas: 
• GE. Grupo Experimental 
• GC. Grupo de Control 
• Progr. Programador que hizo los programas. 
• #Prog. Número de Programa del 1 al 10 solamente. 
• LOC. Líneas de Código. 
• ni. Número de Operadores Diferentes. 
• n2. Número de Operandos Diferentes. 
• NI. Total de Operadores. 
• N2. Total de Operandos. 
• N. Longitud del Programa 
• N". Longitud Estimada del Programa. 
• Nivel Prog. Nivel del Programa 
• Coní. Int. Contenido de Inteligencia. 
• Tpo. Est. Prog. Tiempo Estimado de Programación. 
• Nivel Leng. Nivel del Lenguaje 
5.3 TABLAS GENERALES DE DATOS DE LOS GE. Y GC. 
A continuación mostraremos las tablas generales para el GE. y GC. donde se 
muestra cada uno de los rubros medidos por el analizador de código fuente. 
En la tabla 5.1 se muestran los datos de los programas para el GE. ordenado por 
programador. 
En la tabla 5.2 se muestran los datos de los programas para el GC. ordenado por 
programador. 
En la tabla 5.3 se muestran los datos de los programas para el GE. ordenado por 
N. 
En la tabla 5.4 se muestran los datos de los programas para el GC. ordenado por 
N. 
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5.4 ESTADÍSTICAS DESCRIPTIVAS 
Mediante el análisis de los datos obtenidos, se lograron resultados que permiten 
la aceptación de 4 de las 6 hipótesis propuestas con diferentes grados de confiabilidad. 
Es importante destacar que de las dos hipótesis no aceptadas, si bien no hay suficiente 
prueba estadística que permita su aceptación, sí hay tendencias a favor de cada una de 
ellas. 
Antes de hacer el análisis de cada una de las hipótesis se dará una descripción 
estadística general para comparar el GE. y el GC. 
Aunque no es parte de la investigación, es interesante ver la correlación entre N y 
N" para cada uno de los grupos; la correlación que Martínez [1994] encontró para 
F0XPR02 fue de 0.96215. En este caso en particular se encontró. 
Grupo Corr. Pearson 
Gpo. Experimenta! 0.8858 
Gpo. Control 0.8519 
Tabla 5.5: Coeficiente de Correlación Pearson 
entre N yiV" para GE. y GC. 
Por otro lado, las diferencias pueden notarse también en las LOC, ni, n2, NI, 
N2,n, NyN\ 
Gpo. Exp. LOC n1 n2 N1 N2 
S U M A 2,856 1,801 2,440 8,661 6,176 
PROMEDIO 47.60 30.01 40.66 144.35 102.93 
DESV. EST. 19.38 4.40 14.71 76.12 56.03 
VARIANZA 375.76 19.40 216.59 5,794.90 3,139.55 
Tabla 5.6 Resultados de LOC, n i , n2, NI , N2 para el Grupo Experimental . 
Gpo. Control LOC n1 n2 N1 N2 
SUMA 3,256 1,934 2,553 8,995 6,495 
PROMEDIO 54.26 32.23 42.55 149.91 108.25 
DES.EST. 21.14 4.90 15.56 77.92 59.72 
VARIANZA 447.08 24.01 242.35 6,072.41 3,567.41 
Tabla 5.7 Resultados de LOC, n i , n2, NI , N2 para el Grupo Control. 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
En las tablas 5.6 y 5.7 podemos ver, por ejemplo, que el GE. tiende a usar menos 
líneas de código que el GC, la desviación estándar es menor, lo cual habla de mayor 
estabilidad. Así, para cada uno de los rubros, el GE tiende a usar menos operandos y 
menos operadores. 
Gpo. Exp. n N N" 
SUMA 4,241 14,837 22,115.53 
PROMEDIO 70.68 247.28 368.59 
DESV. EST. 15.09 131.69 105.41 
VARIANZA 227.94 17,343.79 11,111.92 
Tabla 5.8 : Resultados n, N y N" para el grupo de Experimental . 
Gpo. Cont. n N N" 
SUMA 4,487 15,490 23,819.29 
PROMEDIO 74.78 258.16 396.98 
DES.EST. 16.87 137.21 117.50 
VARIANZA 284.85 18,827.02 13,808.04 
Tabla 5.9 : Resultados n, N y N* para el grupo de Control. 
De esta manera, en las tablas 5.8 y 5.9 podemos observar la misma tendencia; la 
razón de este comportamiento es que entre la N y la N" del GC hay más desviación que 
en el GE, confirmando por consecuencia, que los programas del GC tienen más 
impurezas que los del GE tal como Halstead lo hipotetizó [Harrinson W, 1998]. Tales 
impurezas son: 
• Operadores de Cancelación (canceling of operators) 
• Operandos Ambiguos 
• Operandos Sinónimos 
• Subexpresiones Comunes 
• Reemplazos innecesarios 
• Expresiones no Factorizadas 
Con esto podemos decir que el GE tuvo más disciplina al usar tanto operadores 
como operandos, tal disciplina está directamente relacionada con el curso de métricas de 
software que se les impartió. 
Las hipótesis planteadas son: 
Ho: La media del volumen del programa de los programas hechos por el GE. es 
igual a la media del volumen del programa de los programas hechos por el GC. 
Ha: La media del volumen del programa de los programas hechos por el GE. es 
menor que la media del volumen del programa de los programas hechos por el 
GC. 
Prueba z para medias de dos muestras 
a=0.20 Gpo. Exp. Gpo.Cont. 
Volumen Volumen 
Media 1,544.16 1,632.35 
Varianza (conocida) 820,011.07 902,541.70 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z -0.52048086 
P(Z<=z) una cola 0.30136422 
Valor crítico de z (una cola) 0.84162139 
P(Z<=z) dos colas 0.15068211 
Valor crítico de z (dos colas) 1.28155079 
Tabla 5.10: Prueba Z para el Volumen del Programa 
Dado que tenemos una alternativa de cola inferior, el área de rechazo está cuando 
Z < -Za, entonces tenemos que: -0.52048086< -0.84162139. Como la condición anterior 
es falsa, entonces se acepta la Ho y se rechaza la Ha. Sin embargo, el valor de Z tiende 
hacia el área de rechazo, es decir hay una tendencia en favor de la Ha; si el valor de Z 
fuera positivo, no habría tendencia en favor de la Ha. 
Conclusión #1: Se encontró que la tendencia a favor de la Ha, con un nivel de 
confianza del 80%, es del 61.83%. Sin embargo, no hay suficiente prueba estadística que 
permita aceptar que la media del volumen del programa de los programas hechos por el 
grupo experimental sea menor que la inedia del volumen del programa de los programas 
hechos por el grupo de control. 
C a p í t u l o 5: A n á l i s i s d e D a t o s . 
Las distribuciones de Frecuencia para el Volumen del Programa para cada Grupo 
son: 
Gpo. Exp. Volumen 
Clase Frecuencia Porcentaje % acumulado 
500-1000 15 25.00 25 .00% 
1001-1500 28 46.67 71.67% 
1501-2000 5 8.33 80.00% 
2001-2500 1 1.67 81.67% 
2501-3000 6 10.00 91.67% 
3001-3500 1 1.67 93.33% 
3501-4000 2 3.33 96.67% 
4001-450U 2 3.33 100.00% 
Tabla 5.11: Distribución de Frecuencia para el Volumen del Programa 
del Grupo Experimental 
Gpo. Control Vo lumen 
Clase Frecuencia Porcentaje % acumulado 
500-1000 15 25.00 25.00% 
1001-1500 25 41.67 66 .67% 
1501-2000 6 10.00 76 .67% 
2001-2500 4 6.67 83.33% 
2501-3000 4 6.67 90.00% 
3001-3500 1 1.67 91.67% 
3501-4000 2 3.33 95.00% 
4001-4500 3 5.00 100.00% 
Tabla 5.12: Distribución de Frecuencia para el Volumen del Programa 
del Grupo de Control. 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
5.6 ANÁLISIS DE DATOS DE LA SEGUNDA HIPÓTESIS DE 
INVESTIGACIÓN 
Las hipótesis planteadas son: 
Ho: La media del nivel del programa de los programas hechos por el GE. es igual 
la media del nivel del programa de los programas hechos por el GC. 
Ha: La medía del nivel del programa de los programas hechos por el GE. es 
mayor que la media del nivel del programa de los programas hechos por el GC. 
Prueba z para medias de dos muestras 
a=0.10 Gpo. Exp. Gpo.Cont. 
Nivel Prog Nivel Prog 
Media 0.02908333 0.02703333 
Var ianza (conocida) 5.8993E-05 4.488E-05 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z 1.55803762 
P(Z<=z)una cola 0.05961218 
Valor crítico de z (una cola) 1.28155079 
P(Z<=z) dos colas 0.02980609 
Valor crítico de z (dos colas) 1.644853 
Tabla 5.13: Prueba Z para el Nivel del Programa 
Dado que tenemos una alternativa de cola superior, el área de rechazo está 
cuando Z > Za, entonces tenemos que: 1.55803762> 1.28155079. Como la condición 
anterior es verdadera, entonces se rechaza la Ho y se acepta Ha. 
Conclusión #2: Hay suficiente prueba estadística, con una confiabilidad del 90%, 
que permite aceptar que la media del nivel del programa de los programas hechos por el 
grupo experimental es mayor que la media del nivel del programa de los programas 
hechos por el grupo de control. 
Las distribuciones de Frecuencia para el Nivel del Programa para cada Grupo 
son: 
Gpo. Exp. Nivel Prog. 
Clase Frecuencia Porcentaje % acumulado 
0.000-0.010 0 0 .00% 
0.011-0.020 5 8.33 8 .33% 
0.021-0.030 31 51.67 60 .00% 
0.031-0.040 19 31.67 91.67% 
0.041-0.050 4 6.67 98 .33% 
0.051-0.060 1 1.67 100.00% 
Tabia 5.14: Distribución de Frecuencia para el Nivel del Programa 
del Grupo de Experimental. 
Gpo. Control Nivel Prog. 
Clase Frecuencia Porcentaje % acumulado 
0.00-0.010 0 0 .00% 
0.011-0.020 9 15.00 15.00% 
0.021-0.030 32 53.33 68 .33% 
0.031-0.040 16 26.67 95 .00% 
0.041-0.050 3 5.00 100.00% 
0.051-0.060 0 0.00 100.00% 
Tabla 5.15: Distribución de Frecuencia para el Nivel del Programa 
del Grupo de Control. 
Las hipótesis planteadas son: 
Ho: La media del contenido de inteligencia de los programas hechos por el GE. 
es igual la media del contenido de inteligencia de los programas hechos por el 
GC. 
Ha: La media del contenido de inteligencia de los programas hechos por el GE. 
es mayor que la media contenido de inteligencia de los programas hechos por el 
GC. 
Prueba z para medias de dos muestras 
cc=0.20 Gpo. Exp. Gpo. Control 
Cont Int Cont. Int. 
Media 41.6705167 40.6337667 
Variariza (conocida) 407.13717 358.369707 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z 0.29025193 
P(Z<=z) una cola 0.38581182 
Valor crítico de z (una cola) 0.84162139 
P(Z<=z) dos colas 0.19290591 
Valor crítico de z (dos colas) 1.28155079 
Tabla 5.16: Prueba Z para el Contenido de Inteligencia 
Dado que tenemos una alternativa de cola superior, el área de rechazo está 
cuando Z > Za, entonces tenemos que: 0.29025193> 0.84162139. Como la condición 
anterior es falsa, entonces se acepta la Ho y se rechaza Ha. Sin embargo, el valor de Z 
tiende hacia el área de rechazo, es decir hay una tendencia en favor de la Ha; si el valor 
de Z fuera negativa, no habría tendencia en favor de la Ha. 
Conclusión #3: Se encontró que la tendencia a favor de la Ha, con un nivel de 
confianza del 80%, es del 34.48%. Sin embargo, no hay suficiente prueba estadística que 
permita aceptar que la media del contenido de inteligencia de los programas hechos por 
el grupo de experimental sea mayor que la media del contenido de inteligencia de los 
programas hechos por el grupo de control. 
C a p í t u l o 5: A n á l i s i s d e D a t o s . 
Las distribuciones de Frecuencia para el Contenido de Inteligencia para cada 
Grupo son: 
Gpo. Exp. Cont. Inteligencia 
Clase Frecuencia Porcentaje % acumulado 
0-10 0 0.00 .00% 
11-20 0 0.00 .00% 
21-30 17 28.33 28.33% 
31-40 25 41.67 70.00% 
41-50 5 8.33 78.33% 
51-60 5 8.33 86.67% 
61-70 0 0.00 86.67% 
71-80 3 5.00 91.67% 
81-90 2 3.33 95.00% 
91-100 2 3.33 98.33% 
101-110 0 0.00 98.33% 
111-120 1 1.67 100.00% 
Tabla 5.17: Distribución de Frecuencia para el Contenido de Inteligencia 
del Grupo de Experimental. 
Gpo. Control Cont. Inteligencia 
Clase Frecuencia Porcentaje % acumulado 
0-10 0 0.00 .00% 
11-20 0 0.00 .00% 
21-30 20 33.33 33.33% 
31-40 21 35.00 68 .33% 
41-50 6 10.00 78.33% 
51-60 6 10.00 88.33% 
61-70 1 1.67 90.00% 
71-80 1 1.67 91.67% 
81-90 4 6.67 98.33% 
91-100 0 0.00 98.33% 
101-110 0 0.00 98.33% 
111-120 1 1.67 100.00% 
Tabla 5.18: Distribución de Frecuencia para el Contenido de Inteligencia 
del Grupo de Control. 
Las hipótesis planteadas son: 
Ho: La media del esfuerzo de programación de los programas hechos por el GE. 
es igual la media del esfuerzo programación de los programas hechos por el GC. 
Ha: La media del esfuerzo de programación de los programas hechos por el GE. 
es menor la media del esfuerzo programación de los programas hechos por el GC. 
Prueba z para medias de dos muestras 
a=0.20 Gpo.Exp. G po. Control 
Esfuerzo Esfuerzo 
Media 60,081.3784 68,661.2701 
Varianza (conocida) 1,924,678,967 2,555,900,284 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z -0.99286534 
P(Z<=z) una cola 0.1603878 
Valor crítico de z (una cola) 0.84162139 
P(Z<=z) dos colas 0.0801939 
Valor crítico de z (dos colas) 1.28155079 
Tabla 5.19: Prueba Z para el Esfuerzo de Programación 
Dado que tenemos una alternativa de cola inferior, el área de rechazo está cuando 
Z < -Za, entonces tenemos que: -0.99286534 < -0.84162139. Como la condición 
anterior es verdadera, entonces se rechaza Ho y se acepta la Ha. 
Conclusión #4: Hay suficiente prueba estadística, con una confiabilidad del 80%, 
que permite aceptar que la media del esfuerzo programación de los programas hechos 
por el grupo experimental es menor que la media a la media del esfuerzo de 
programación de los programas hechos por el grupo de control. 
Las distribuciones de frecuencia del Esfuerzo de Programación para cada Grupo son: 
Gpo. Exp. Esfuerzo 
Clase Frecuencia Porcentaje % acumulado 
0 - 2 0 , 0 0 0 5 8.33 8 .33% 
20,001 - 4 0 , 0 0 0 22 36.67 45.00% 
40,001 - 6 0 , 0 0 0 15 25.00 70 .00% 
60,001 - 8 0 , 0 0 0 4 6.67 76.67% 
80,001 - 100,000 4 6.67 83.33% 
100,001 - 120,000 3 5.00 88.33% 
120,001 - 140,000 2 3.33 91 .67% 
140,001 - 160,000 3 5.00 96 .67% 
160,001 - 180,000 1 1.67 98 .33% 
180,001 -200 ,000 0 - 98.33% 
200,001 -220 ,000 1 1.67 100.00% 
220,001 -240 ,000 0 - 100.00% 
Tabla 5.20: Distribución de Frecuencia para el Esfuerzo de Programación 
del Grupo de Experimental. 
Gpo. Control Esfuerzo 
Clase Frecuencia Porcentaje % acumulado 
0 - 2 0 , 0 0 0 2 3.33 3.33% 
20,001 - 4 0 , 0 0 0 18 30.00 33.33% 
40,001 - 6 0 , 0 0 0 16 26.67 60 .00% 
60,001 - 8 0 , 0 0 0 7 11.67 71.67% 
80,001 - 100,000 4 6.67 78.33% 
100,001 - 120,000 3 5.00 83.33% 
120,001 - 140,000 3 5.00 88.33% 
140,001 - 160,000 3 5.00 93.33% 
160,001 - 180,000 1 1.67 95.00% 
180,001 - 2 0 0 , 0 0 0 1 1.67 96.67% 
200,001 - 220,000 1 1.67 98 .33% 
220-001 -240 ,000 1 1.67 100.00% 
Tabla 5.21: Distribución de Frecuencia para el Esfuerzo de Programación 
del Grupo de Control. 
Las hipótesis planteadas son: 
Ho: La media del tiempo estimado de programación de los programas hechos por 
el GE. es igual a la media de tiempo estimado programación de los programas 
hechos por el GC. 
Ha: La media del tiempo estimado de programación de los programas hechos por 
el GE. es menor a la media del tiempo estimado programación de los programas 
hechos por el GC. 
Prueba z para medias de dos muestras 
<x=0.20 Gpo. Exp. Gpo. Control 
Tiempo Est. Prog. Tiempo Est. Prog. 
Media 3,337.8542 3,814.504033 
Var ianza (conocida) 5,940,367.67 7,888,637.43 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z -0.992840769 
P(Z<=z) una cola 0.160393782 
Valor crítico de z (una cola) 0.841621386 
P(Z<=z) dos colas 0.080196891 
Valor crítico de z (dos colas) 1.281550794 
Tabla 5.22: Prueba Z para el t iempo Estimado de Programación 
Dado que tenemos una alternativa de cola inferior, el área de rechazo está cuando 
Z < -Za, entonces tenemos que: -0.99286534 < -0.841621386. Como la condición 
anterior es verdadera, entonces se acepta la Ha y se rechaza Ho. 
Conclusión #5: Hay suficiente prueba estadística, con una confiabilidad del 80%, 
que permite aceptar que la media del tiempo estimado programación de los programas 
hechos por el grupo experimental es menor que la media del tiempo estimado de 
programación de los programas hechos por el grupo de control. 
Las distribuciones de Frecuencia del Tiempo Estimado de Programación para cada 
Grupo son: 
Gpo. Exp. Tpo. Est. Prog. 
Clase Frecuencia Porcentaje % acumulado 
0 - 1 , 0 0 0 3 5.00 5 .00% 
1,001 - 2 , 0 0 0 16 26.67 31.67% 
2,001 - 3,000 19 31.67 63 .33% 
3,001 - 4 , 0 0 0 6 10.00 73.33% 
4,001 - 5,000 3 5.00 78.33% 
5,001 - 6 , 0 0 0 5 8.33 86 .67% 
6,001 - 7,000 1 1.67 88.33% 
7,001 - 8,000 2 3.33 91 .67% 
8,001 - 9,000 3 5.00 96 .67% 
9,001 - 10,000 1 1.67 98 .33% 
10,001 - 11,000 0 - 98.33% 
11,001 - 12,000 1 1.67 100.00% 
12,001 - 13,000 0 - 100.00% 
Tabla 5.23: Distribución de Frecuencia para el Tiempo Estimado de Programación 
del Grupo de Experimental. 
Gpo. Control Tpo.Est.Prog. 
Clase Frecuencia Porcentaje % acumulado 
0 - 1 , 0 0 0 2 3.33 3.33% 
1,001 - 2 , 0 0 0 16 26.67 30.00% 
2,001 - 3 , 0 0 0 17 28.33 58.33% 
3,001 - 4 , 0 0 0 5 8.33 66 .67% 
4,001 - 5,000 5 8.33 75 .00% 
5,001 - 6 , 0 0 0 4 6.67 81 .67% 
6,001 - 7 , 0 0 0 1 1.67 83.33% 
7,001 - 8,000 4 6.67 90.00% 
8,001 - 9 , 0 0 0 2 3.33 93 .33% 
9,001 - 10,000 1 1.67 95 .00% 
10,001 - 11.000 1 1.67 96 .67% 
11,001 - 12,000 1 1.67 98.33% 
12,001 - 13,000 1 1.67 100.00% 
Tabla 5.24: Distribución de Frecuencia para el Tiempo Estimado de Programación 
del Grupo de Control. 
Las hipótesis planteadas son: 
Ho: La media del nivel del lenguaje de los programas hechos por el GE. es igual 
la media del nivel del lenguaje de los programas hechos por el GC. 
Ha: La media del nivel del lenguaje de los programas hechos por el GE. es mayor 
que la media del nivel del lenguaje de los programas hechos por el GC. 
Prueba z para medias de dos muestras 
a=0.10 
Nivel Leng Nivel Leng 
Media 1.18763333 1.06518333 
Var ianza (conocida) 0.3101298 0.22368863 
Observaciones 60 60 
Diferencia hipotética de las medias 0 
z 1.29818814 
P(Z<=z) una cola 0.09711141 
Valor crítico de z (una cola) 1.28155079 
P(Z<=z) dos colas 0.04855571 
Valor crit ico de z (dos colas) 1.644853 
Tabla 5.25: Prueba Z para el Nivel del Lenguaje 
Dado que tenemos una alternativa de cola superior, el área de rechazo está 
cuando Z > Za, entonces tenemos que: 1.29818814 > 1.28155079. Como la condición 
anterior es verdadera, entonces se acepta la Ha y se rechaza Ho. 
Conclusión #6: Hay suficiente prueba estadística, con una confiabilidad del 90%, 
que permite aceptar que la medía del nivel del lenguaje de los programas hechos por el 
grupo experimental es mayor que la media del nivel del lenguaje de los programas 
hechos por el grupo de control. 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
Las distribuciones de Frecuencia del Nivel del Leguaje para cada Grupo son: 
Gpo. Exp. Nivel Leng. 
Clase Frecuencia Porcentaje % acumulado 
0-0.5 2 3.33 3 .33% 
0.51-1.00 24 40.00 43 .33% 
1.01-1.50 21 35.00 78 .33% 
1.51-2.00 9 15.00 93.33% 
2.01-2.50 2 3.33 96.67% 
2.51-3.00 1 1.67 98 .33% 
3.01-3.50 1 1.67 100.00% 
Tabla 5.26: Distribución de Frecuencia para el Nivel del Lenguaje 
del Grupo de Experimental. 
Gpo.Control Nivel Leng. 
Clase Frecuencia Porcentaje % acumulado 
0-0.5 2 3.33 3 .33% 
0.51-1.00 33 55.00 58.33% 
1.01-1.50 16 26.67 85.00% 
1.51-2.00 7 11.67 96.67% 
2.01-2.50 1 1.67 98 .33% 
2.51-3.00 0 - 98.33% 
3.01-3.50 1 1.67 100.00% 
Tabla 5.27: Distribución de Frecuencia para el Nivel del Lenguaje 
del Grupo de Experimental. 
5.11 RESUMEN DEL CAPÍTULO 
En este capítulo se presentó el análisis de los datos que se recolectaron. El 
resumen es el siguiente: 
1) La diferencia en la correlación de N y N" entre el GE y GC es del 3.39% donde la 
correlación más alta fue para el GE. 
2) Se puede ver que los programas del GC tienen más impurezas que los del GE. y en 
general, en todos los rubros, los programas del GE mostraron una menor 
desviación estándar que los programas del GC. 
U n i v e r s i d a d A u t ó n o m a de N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
3) Se encontró que en la hipótesis que establece que la media del volumen del 
programa de los programas hechos por el grupo de experimental es menor que la 
media del volumen del programa de los programas hechos por el grupo de control, 
hay una tendencia a favor del 61.83%, esto con un nivel de confianza del 80%. Sin 
embargo, no hay suficiente prueba estadística que permita aceptar dicha hipótesis. 
4) Hay suficiente prueba estadística, con una confiabilidad del 90%, que permite 
aceptar que la media del nivel del programa de los programas hechos por el grupo 
experimental es mayor a la media del nivel del programa de los programas hechos 
por el grupo de control. 
5) Se encontró que en la hipótesis que establece que la media del contenido de 
inteligencia de los programas hechos por el grupo experimental es mayor a la 
media del contenido de inteligencia de los programas hechos por el grupo de 
control, hay una tendencia a favor del 34.48%, esto con una confiabilidad del 
80%. Sin embargo, no hay suficiente prueba estadística que permita aceptar dicha 
hipótesis. 
6) Hay suficiente prueba estadística, con una confiabilidad del 80%, que permite 
aceptar que la media del esfuerzo de programación de los programas hechos por el 
grupo experimental es menor a la media del esfuerzo de programación de los 
programas hechos por el grupo de control. 
7) Hay suficiente prueba estadística, con una confiabilidad del 80%, que permite 
aceptar que la media del tiempo estimado de programación de los programas 
hechos por el grupo experimental es menor a la media del tiempo estimado de 
programación de los programas hechos por el grupo de control. 
8) Hay suficiente prueba estadística, con una confiabilidad del 90%, que permite 
aceptar que la media del nivel del lenguaje de los programas hechos por el grupo 
experimental es mayor a la media del nivel del lenguaje de los programas hechos 
por el grupo de control. 
9) En conclusión, la enseñanza de métricas de software sí permite, a los 
estudiantes, generar código de mejor calidad que si no hubieran recibido tal 
enseñanza. 
CAPITULO 6 
CONCLUSIONES Y 
RECOMENDACIONES 
En este capítulo se discuten los resultados del análisis de datos que fueron 
presentados en el capítulo anterior. Además, se dan las conclusiones y algunas 
sugerencias para investigaciones futuras. 
El objetivo principal del estudio fue: determinar si impartir un curso de métricas 
de software a los estudiantes de Sistemas Computacionales contribuye para que se 
genere código fuente de mejor calidad. 
Se encontró que impartir un curso de métricas a los estudiantes de Sistemas 
Computacionales sí contribuye para que generen software con calidad. 
La calidad del software se puede ver en que los programas tienen menos 
impurezas tales como: una menor utilización de operandos y operadores, menos 
reemplazos innecesarios, más expresiones matemáticas factorizadas, menos operandos 
sinónimos y/o ambiguos (que se llaman igual pero tienen una función diferente dentro 
de un programa), menos instrucciones innecesarias, etc. 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
Si un programa cumple con lo anterior, será mas fácil de entender, más fácil de 
modificar y por lo tanto será más económico en tiempo, dinero y esfuerzo, para darle 
mantenimiento. 
6.1 DISCUSIÓN SOBRE LAS LIMITACIONES DEL ESTUDIO 
Se deben tomar en cuenta las limitaciones del estudio, por lo que sería 
recomendable confirmar los resultados encontrados en esta investigación, repitiendo el 
experimento con programas que tengan una mejor dispersión en cuanto a la longitud del 
programa (TV) se refiere. Además que se involucren programas con diferentes funciones 
como: administración de bases de datos, consultas, actualizaciones, funciones 
matemáticas, menús y otros, no sólo de reportes como lo fue en este estudio. 
También se podría aumentar en forma considerable al número de participantes 
en el grupo de control y el experimental; por decir un número entre 15 a 20. 
Por lo tanto, si clasificáramos a los programas por su longitud (N) como 
pequeños (7V<=100), medianos <7V>100 y ,/V<=500) , grandes (7V>500 y 7V<=1500) y 
muy grandes (/V>1500), los resultados de esta investigación sólo son validos para 
programas medianos, más específicamente, cuya longitud oscila entre 90 y 642, y su 
función sea de reportes. 
Por último, para quien desee repetir este mismo experimento, recomiendo que 
procure que la realización de los programas por parte del grupo experimental sea 
inmediatamente después que reciban el estimulo experimental, es decir, después que 
tomen el curso de métricas de software. 
6.2 SUGERENCIAS PARA PROGRAMACIÓN ORIENTADA A 
OBJETOS 
El tipo de programación que se utilizó en este estudio es la llamada procedural, 
hoy, la programación que viene empujando fuerte es la orientada a objetos, que es una 
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filosofía muy distinta a la programación procedural. Además, investigaciones realizadas 
han encontrado que las métricas de Halstead son válidas para el lenguaje de 
Programación Orientado a Objetos C++ [Espinosa, 1997]. En una posterior investigación 
se puede ver si los resultados son válidos para otros lenguajes orientados a objetos como 
Visual FoxPro. 
6.3 SUGERENCIAS PARA LA CALIDAD DEL SOFTWARE POR 
PUNTOS DE FUNCIÓN. 
Otro tema para futuras investigaciones es que sería conveniente ver la medición 
de la calidad del software a través de los puntos de función [Preessman,1993]. Hay un 
Grupo Internacional de Usuarios de Punto de Función (International Function Point 
User's Group UFPUG) que ofrecen información al respecto, para contactarlos accesar: 
http://www.bannister.com/ifpug/home/docs/comm.htm, otras referencias son: 
webmaster@softwaremetrics.com, http ://www. softwaremetrics. com/esp/fivemaj or.htm, 
http://www.spr.com/library/Ofuncmet.htm. 
Por otro lado, Warren Harrinson del PSU Center for Software Quality Research 
de Portland State University y Gene Miluk de Denver Metrics Gruop realizan 
investigaciones para usar La Ciencia del Software como una aproximación a los Puntos 
de Función para Código Fuente Existente. (Using Software Science as a Proxy for 
Function Points for Existing Code Assets) para más información en 
http://www.cs.pdx.edu/~warren/Papers/FP_PR.htm 
6.4 OTRAS SUGERENCIAS 
1) Se puede medir el desempeño de un grupo de programadores en alguna organización; 
esto ayudaría a establecer políticas para el estímulo a la productividad. El desempeño 
puede medirse utilizando el analizador de código para evaluar los programas 
desarrollados por cada uno de los programadores. Los programas tendrán un nivel del 
lenguaje diferente debido a las características individuales; entre más alto sea este 
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valor, los programas tendrán una mejor calidad y por consecuencia la productividad 
será más alta. 
2) Se pueden establecer, utilizando el analizador de código, niveles de lenguaje para el 
desarrollo de programas, esto es, estándares de programación a los cuales los 
programadores se deben apegar. Estos estándares se pueden establecer de acuerdo a 
la función de los programas (reportes, actualizaciones, menús etc.). 
3) Se puede evaluar, utilizando el analizador de código, la calidad del software 
existente, de esta manera se puede crear un registro histórico de la calidad con que se 
ha desarrollado el software y usarlo como referencia para futuros desarrollos. 
4) El analizador de código se puede utilizar como herramienta que sirva de referencia en 
los concursos de programación que se realizan en algunas instituciones educativas. 
5) Se puede repetir este mismo estudio utilizando PROGRESS, ORACLE etc. 
ANEXO A 
Sistema de Administración Comercial 
Para desarrollar la presente tesis se utilizó el Sistema de Administración 
Comercial que se encuentra en un manual de Curso de PROGRESS 6.2 [Curso Progres. 
P3-3], donde está la explicación, el Análisis y Diseño del Sistema y el modelo entidad-
relación. Para mayores detalles refiérase al archivo FILES.DOC que está en el 
subdirectorio ANEXOA del disquete que acompaña a esta tesis. 
Los programas de este anexo son para dar de altas los registros a las bases de 
datos. Todos los estudiantes que participaron en el experimento (grupo de control y 
grupo experimental) hicieron los programas del presente anexo. El lenguaje de 
programación que utilizaron fue FOX PRO 2.6 para Windows. 
La intención de que hicieran estos programas fue para que los participantes se adentraran 
al sistema sobre el cual se basaría el experimento. 
Los programas de este anexo están hechos en el lenguaje PROGRESS6.2 porque 
se facilitó hacerlos en este lenguaje; por lo tanto si desea verlos funcionar deberá 
correrlos desde el ambiente antes mencionado. 
En el disquete que acompaña a la presente tesis encontrará un directorio llamado 
ANEXOA, en él se contiene 14 archivos: PROVEDOR.P, ORDEN.P, COMPONEN.P, 
COMPO-F.F, ARTICULO.P, ARTICULO.F, ARTDEPRO.P, ARTDEPRO.F, 
FILES.DOC, SISTEMA.BI, SISTEMA.DB, SISTEMA.DF, SISTEMA.LG y 
ANEXOA.DOC. Los archivos con extensión *.P son programas en PROGRESS 6.2, los 
archivos con extensión *.F son archivos incluidos de los programas *.P y los archivos 
con extensión *.DOC son archivo en WORD de MSOFFICE. 
El sistema tiene 6 tablas: PROVEEDOR, ARTICULO, ArtDeProv, 
COMPONENTE, OrdenDeCompra, y DetalleDeOdeC. ( para mayor detalle refiérase 
al archivo FILES.DOC). 
Descripción de los archivos del directorio ANEXOA. 
a) PROVEDOR.P : Hace altas de los proveedores en la tabla PROVEEDOR. 
U n i v e r s i d a d A u t ó n o m a d e N u e v o L e ó n F a c u l t a d d e I n g e n i e r í a M e c á n i c a y E l é c t r i c a 
b) ORDEN .P : Hace las altas de las ordenes de compra en las tablas 
OrdenDeCompra y DetalleDeOdeC. 
c) COMPONEN.P : Hace altas de los componentes de los artículos en la tabla 
COMPONENTE, tiene el archivo incluido COMPO-F.F. 
d) ART1CULO.P : Hace altas de los artículos en la tabla ARTICULO, tiene el 
archivo incluido ART1CULO.F. 
e) ARTDEPRO.P : Hace altas, en la tabla ArtDeProv, de ios artículos que 
venden los proveedores , tiene el archivo incluido ARTDEPRO.F. 
f) FILES.DOC : Contiene una explicación del Sistema de Administración 
Comercial. 
g) SISTEMA.* f -BI. ,DB. .DF. y .LG ) : Contiene las estructuras de las bases de 
datos y el contenido de las bases de datos. 
h) ANEXOA.DOC : Texto del Anexo A. 
Nota.- Para ver estos programas deberá correrlos desde el ambiente PROGRESS 6.2. 
ANEXO B 
Solución a los Programas del Experimento 
Para el desarrollo de ésta tesis, se hicieron diez programas que fueron 
programados por el grupo de control y el grupo experimental. Antes de pedir a los 
participantes de la tesis que hicieran estos programas, un servidor los programó 
personalmente en PROGRESS62 con la finalidad de constatar que los programas no 
fueran a estar más difíciles de lo que los participantes pudieran resolver; se 
PROGRESS6.2 porque fue el lenguaje que se me facilitó, no hay ninguna otra razón 
La intención de éstos programas, como lo menciono anteriormente, es que el 
grupo de control haga estos programas en F0XPR02.6 para Windows sin haber tomado 
el curso de métricas que está en al Anexo E, y el grupo experimental hará éstos mismos 
programas después de haber el curso. 
En el disquete que acompaña a la presente tesis encontrará un directorio llamado 
ANEXOB, en él se contiene 17 archivos: UNO.P, DOS.P, TRES.P, CUATRO.P, 
CINCO.P, SEIS.P, SIETE.P, OCHO.P NUEVE.P, DIEZ.P, TRES.SAL, CINCO.SAL, 
SEIS.SAL, OCHO.SAL, NUEVE.SAL, PROGRAMS.DOC y ANEXOB.DOC. 
Descripción de los archivos del directorio ANEXOB. 
a) Los archivos con extensión *.P, son programas es PROGRESS 6.2. 
b) TRES.SAL : es la solución al programa TRES.P 
c) CINCO.SAL : es la solución al programa CINCO.P 
d) SEIS.SAL : es la solución al programa SEIS.P 
e) OCHO.SAL : es la solución al programa OCHO.P 
f) NUEVE.SAL : es la solución al programa NUEVE.P 
g) PROGRAMS.DOC : son indicaciones generales para los participante de la 
tesis para hacer los programas. 
h) ANEXOB.DOC : Texto del Anexo B. 
Para ver la solución a los programas UNO.P, DOS.P, CUATRO.P, SIETE.P Y 
DIEZ.P deberá correrlos desde el ambiente de PROGRESS 6.2. 
ANEXO C 
Analizador de Código Fuente 
El instrumento de medición en esta tesis es un programa que se le llama 
analizador de código. Este analizador fue desarrollado por el Dr. José Luis Martínez 
Flores cuando obtuvo su título de Maestría en 1994. 
El analizador de código fue implementado en lenguaje PASCAL 6.0. Este 
instrumento de medición fue diseñado originalmente para obtener las métricas de 
Halstead para cualquier programa hecho en DBASE III y F0XPR02; ahora bien, la 
presente tesis está dirigida para programas en F0XPR02.6 para Windows. Sin embargo, 
las diferencias entre la versión 2 y la 2.5 para Windows de FOXPRO son más que nada 
en las ventanas (José Javier García Badell 1997) y dado que entre la versión 2.5 y 2.6 de 
FOXPRO para Windows las diferencias son todavía más pequeñas se considera que el 
analizador es válido para esta investigación, por lo que la única actualización que se le 
realizó al analizador fue incluir la instrucción CLOSE DATA en el archivo 
ARCH_FOX.TXT para que fuera reconocida como operador. 
No conforme con lo anterior, el analizador fue probado con varios programas 
hechos en F0XPR02.6 para Windows y mostró resultados satisfactorios. Un ejemplo de 
esta prueba se localiza en el Anexo E de esta misma tesis. 
En el disquete que acompaña a la presente tesis encontrará un subdirectorio 
llamado ANEXOC, ahí están todos los archivos que son parte del analizador de código; 
para más información acerca del análisis y diseño del analizador remítase a la tesis del 
Maestría del Dr. José Luis Martínez Flores, 1994. 
ANEXO D 
Programa hechos por los Grupos del Experimento 
En el disquete que acompaña a la presente tesis encontrará un subdirectorio 
llamado ANEXOD que a su vez contiene los subdirectorios EXPERIME y CONTROL; 
en el subdirectorio EXPERIME encontrará los programas hechos por los participantes 
del grupo experimental y en el subdirectorio CONTROL encontrará los programas 
hechos por los participantes del grupo de control. 
Los subdirectorios de cada grupo son A, B, C, D, E y F que se refiere a los 
alumnos correspondientes. 
ANEXO E 
Curso de Métricas del Software 
Este curso fue impartido únicamente al grupo experimental en un lapso de 6 
horas, posteriormente se les pidió que hicieran los programas del Anexo B. 
El curso está basado en los capítulos 1, 2, 3 y 20 del libro Ingeniería del 
Software: Un Enfoque Práctico de Roger S. Pressman, tercera edición. El tema de la 
ciencia del software de Halstead está en el capitulo 17, sección 17.4 del mismo libro 
aunque está más ampliamente explicado en la tesis de maestría del Dr. José Luis 
Martínez Flores. 
En el disquete que acompaña a la presente tesis encontrará un directorio llamado 
ANEXOE, en él se contiene 9 archivos: Capl.doc, Cap2.doc, Cap3.doc, Cap20.doc, 
Halstead.doc, Anexoe.doc, Corte2.doc, Corte2.prg, Corte2a.prg. 
Descripción de los archivos del directorio ANEXOE. 
a) CAPI .DOC : Capitulo # 1, Ingeniería del Software, Roger S. Pressman. 
b) CAP2.DOC : Capitulo # 2, Ingeniería del Software, Roger S. Pressman. 
c) CAP3.DOC : Capitulo # 3, Ingeniería del Software, Roger S. Pressman. 
d) CAP2Q.DOC : Capitulo # 20, Ingeniería del Software, Roger S. Pressman. 
e) HALSTEAD.DOC : Capitulo # 3, Tesis de Maestría del Dr. José Luis 
Martínez Flores. 
f) ANEXOE.DOC : Texto del Anexo E. 
g) CORTE2.DOC : Redacción del programa de prueba. 
h) CORTE2.PRG : Codificación del programa de prueba, primera versión. 
i) CORTE2A.PRG : Codificación del programa de prueba, segunda versión. 
Al curso se agregó el ejemplo de un programa hecho en F0XPR02.6 para 
Windows el cual se hizo en dos versiones diferentes, es decir, ambos programas hacen 
exactamente lo mismo; los dos programas fueron sometidos al analizador de código y 
mostraron resultados significativamente diferentes. Por ejemplo el programa 
C0RTE2.PRG tiene un nivel del lenguaje de 0.387 y el programa C0RTE2A.PRG tiene 
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un nivel del lenguaje 0.656. La diferencia entre ambos programas, en cuanto a 
codificación se refiere, es poca, por ejemplo CORTE2.PRG tiene 4 instrucciones IF 
mientras que CORTE2A.PRG tiene 3 instrucciones IF, entre otras diferencias. Se 
recomienda ver la redacción del programa en el archivo CORTE2.DOC y las 
codificaciones de los programa, así como someter ambos programas al analizador para 
ver otras diferencias interesantes. 
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