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Abstract 
This paper studies an inverse coefficient problem of a parabolic equation where the final observation is 
given, the unknown coefficient depends on both the space variable x  and the time variable . Based on 
the optimal control framework, the inverse problem is transformed into an optimization problem and a 
new cost functional is constructed in the paper. The existence of the minimizer of the cost functional is 
proved, and the necessary conditions which must be satisfied by the minimizer are also given.  
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1. Introduction 
The identification of coefficients in parabolic equations is an ill-posed problem that has received 
considerable attention from many researchers in a various fields by using different methods. Some 
detailed treatments of problems in these areas can be found in [2-9]. However, most of the available 
results are based on the basic assumption that the inverse coefficient term depends only on the space 
variable or the time variable  by using the Tikhonov regularization method. In this paper, we view the 
problem P as a whole and construct a new cost functional to replace the old one in [3]. By using the the 
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optimal control method, the existence of the minimizer for the cost functional is established. Such 
problems have been considered carefully in [2-7]. 
In this work, we study an inverse coefficient problem of a parabolic equation when the final 
observation is given, which has important application in a large field of applied science. The problem can 
be stated in the following form: 
Problem P. Consider an initial-boundary value problem for a second-order parabolic equation as 
follows: 
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where ( )xφ is a given smooth function on interval ( , and is an unknown coefficient in 
(1.1).  Assume that          
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(0 ,g x t is a known function in .  By the interpolation and smoothing technique, we can obtain a 
new smooth function ，such that  
TQ
( ,g x t
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hence  we give a kind of extra condition form: 
                                                   .                                                     (1.3) ( ) ( ) ( ), , ,    , Tu x t g x t x t Q=
the extra condition (1.3) facilitates theoretical analysis, while in practice the appropriate form is (1.2).We 
shall determine the functions and q satisfying (1.1)- (1.3). u
2. Optimal control problem  
Assume that ( ) [ ]2, 0, ,  0< <1x C lαφ α∈ ,  , is a given function which is 
consistent with the homogeneous Neumann boundary condition. We consider the following optimal 
control problem P1. 
( ) 0xφ ≥ ( ) 0xφ ≠
Problem P1: Find  q ∈ A    such that: 
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where                                                 
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here andα β  are two given positive constants. we denote the usual Sobolev spaces [1],  i.e., 
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)here is the solution to equations (1.1)- (1.3) for a given  and is the regularization 
parameter. 
( , ;u x t q q A∈ N
For the sake of convenience we use the symbol  C to denote different constants throughout the paper. 
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Theorem 2.2  Assume that ,then there exists a minimizer ( ) (2, Tg x t L Q∈ q A∈ , such that 
( ) min ( ).
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Proof. The idea of the proof is similar to that of [3] . So we omit the detailed proof.  
Theorem 2.3 Let q ∈ A  be the solution of the optimal control problem (2.1), Then there exists a triple 
of functions ( , ,u v q )  satisfying the following systems: 
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for any .h A∈
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From (2.9) we have 
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which implies that  
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Combining (2.12) and (2.14),  we can easily obtain that 
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This completes the proof of Theorem2.3. 
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