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Quantum spin systems with strong geometric restrictions give rise to rich quantum phases such
as valence bond solids and spin liquid states. However, the geometric restrictions often hamper
the application of sophisticated numerical approaches. Based on the stochastic series expansion
method, we develop an efficient and exact quantum Monte Carlo “sweeping cluster” algorithm
which automatically satisfies the geometrical restrictions. Here we use the quantum dimer model
as a benchmark to demonstrate the reliability and power of this algorithm. Comparing to existing
numerical methods, we can obtain higher accuracy results for a wider parameter region and much
more substantial system sizes.
PACS numbers: 02.70.Ss,75.10.Kt,73.43.Nq,75.10.Jm
I. INTRODUCTION
Frustrated quantum spin systems display rich quan-
tum phases such as valence bond solids[1], resonating va-
lence bond (RVB) states[2], spin ice[3], and some novel
topological states of matter. However, these systems al-
ways hamper numerical approaches: exact diagonaliza-
tion (ED) is limited to finite cluster, quantum Monte
Carlo (QMC) has sign problems, and density matrix
renormalization group (DMRG)[4] works only for (quasi)
one-dimensional lattices. So it is challenging to study nu-
merically three-dimensional spin liquids and other non-
trivial phases on larger lattices. Nonetheless, such ex-
citing quantum phases are also found in models without
geometrical frustration but with strong geometric restric-
tions. For example, there is no spin liquid in the J-Q
model[5], but it can be in the quantum dimer model
(QDM)[6]. These models are similar, but the QDM has
a strong geometric restriction, i.e., there must be only
one dimer that belongs to one site. Quantum spin mod-
els with geometric restrictions are hard problems even
by using sophisticated numerical approaches: it is chal-
lenging to do sampling in QMC although it has no sign
problem, and it is almost impossible to add blocks in
DMRG.
Usually, the wave function of QDM is written on the
link basis(or dimer basis). If the wave function QDM
is expressed on the local spin basis which we are fa-
miliar with, i.e., every link corresponds to a spin site,
then up spin indicates that there is a dimer, and down
spin suggests that there is a link without dimer, as de-
picted in Fig. 1(a). In terms of local spin basis, geo-
metric restrictions require that six down spins must sur-
round each up spin on a square lattice. This constraint
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FIG. 1. (a). The mapping between the link basis and local
spin basis. Every link corresponds to a spin site, then up spin
indicates that there is a dimer, and down spin indicates that
there is a link without dimer. (b). Flip a plaquette (the bot-
tom one) affects the properties of its surrounding plaquettes.
doesn’t exist in conventional spin models, like the Heisen-
berg model or more complicated spin models with 4 spins
ring exchange[7]. On the other hand, in terms of dimer
basis, because two plaquettes share a common link, flip
a plaquette will affect the properties of its surrounding
ones, such as from a flippable plaquette, i.e. plaquette
with two parallel dimers, to an unflippable one as shown
in Fig. 1(b). So the update of dimer configuration is not a
local effect but a global one. In the classical dimer model,
one may use a regular loop update to change dimer con-
figurations as illustrated in Fig. 2(a). Connect the thick
and thin links into a loop, and flip all the links to get a
new configuration which obeys the geometric restrictions.
It can be seen that the dimer model is a strongly corre-
lated model. Flipping a link at a location will cause links
elsewhere to be flipped to ensure geometric constraints.
The world-line quantum Monte Carlo method maps
an n-dimension quantum system into an n+1-D classical
system. The +1-D here means the imaginary time dimen-
2sion. If we want to develop a new QMC method for spin
models with constraints such as QDM, its schematic dia-
gram of update must be the same as shown in Fig. 2(b):
The intersection of all imaginary time update lines and
each imaginary time surface must be a classic loop up-
date as the blue loops in this figure. The problem now is
how to construct an update method as Fig. 2(b) shown
following the QMC rules.
In this paper, within the stochastic series expansion
(SSE) framework [8, 9], we develop an efficient QMC al-
gorithm which automatically satisfies the geometric re-
strictions. In principle, this method works as long as the
Hamiltonian does not destroy the geometric constraints.
This condition allows us to construct novel quantum
states through geometric constraints and study them by
QMC. In particular, we use the QDM on square and tri-
angular lattices as examples to elaborate the details of
this new algorithm and show that it is efficient by calcu-
lating the order parameter on large lattices.
QDMs play an important role as low energy effec-
tive descriptions of quantum spin systems [6, 10, 11].
The Rokhsar-Kivelson (RK) QDM was first introduced
to study quantum spin liquids, and in particular, the
physics of the short-range RVB state is probably related
to high-Tc cuprates [2, 12, 13]. Later it was discov-
ered that QDMs also provide particularly simple real-
izations of topological phases of matter, including a two-
dimensional gapped phase with Z2 topological order [14],
and a three-dimensional Coulomb phase described by an
emergent U(1) symmetry [15, 16]. Recently, a QDM for
the metallic state of the hole-doped cuprates was also
proposed to describe the mysterious pseudogap state at
low hole density [17].
II. NUMERICAL METHOD
The QDM Hamiltonian can be written as
H = −
∑
plaq
(
| 〉〈 |+H.c.
)
+V
∑
plaq
(
| 〉〈 |+ | 〉〈 |
)
(1)
where the summations are taken over all elementary pla-
quettes of the lattice. A dimer represents an SU(2) sin-
glet bond between two spins located at its endpoints,
and the kinetic term describes a resonance between the
two dimerization of a plaquette. This seemingly simple
Hamiltonian contains strong geometric constraint which
requires every site on the lattice to be covered by one and
only one dimer.
The SSE method is a generalization of Handscomb’s
power series expansion method [18] for the isotropic S =
1/2 Heisenberg ferromagnet and antiferromagnet [19–21]
to a much wider range of systems. The starting point
of the SSE method is the power series expansion of the
partition function in a particular basis {|α〉}. Generally
the Sz basis is chosen for spin systems. For QDMs we
choose the dimer basis, and write a dimer basis state
as |α〉 = |D1, D2, . . . , DN 〉, where Di takes value 1(0) if
there is (not) a dimer on link i.
              (a)                                              (b)
FIG. 2. (a). Classical loop update of classical dimer mod-
els. After flipping all the links enclosed by the dashed lines,
you can get a new configuration that obeys the geometric
constraints. (b). Schematic diagram of an update for quan-
tum dimer models. Each imaginary time surface is a classical
dimer configuration. Red lines are update-lines of world-line
QMC. The blue loops are the intersection of all imaginary
time update lines and each imaginary time surface which are
the same as the classical loop in (a).
We write the Hamiltonian in terms of plaquette op-
erators Hp, H = −
∑Np
p=1Hp, where p labels a specific
plaquette on the lattice. The plaquette operators are fur-
ther decomposed into two operators: Hp = H1,p +H2,p,
where H1,p is diagonal and H2,p is off-diagonal:
H1,p = −V
(
| 〉〈 |+ | 〉〈 |
)
+ V + C, (2)
H2,p =
(
| 〉〈 |+ | 〉〈 |
)
. (3)
In this Hamiltonian, we have subtracted a constant
Np(V + C) from Eq. (1), which should be kept in mind
when calculating the energy. We do this because the con-
stant V + C makes all matrix elements of H1,p positive
provided C > min(−V, 0). We will choose C = 1 here for
simplicity.
The powers of H in the series expansion of the parti-
tion function Z can be expressed as sums of products of
the plaquette operators (2) and (3). Such a product is
conveniently referred to by an operator-index sequence:
Sn = [a1, p1], [a2, p2], . . . , [an, pn], where ai ∈ {1, 2} cor-
responds to the type of operator (1=diagonal, 2=off-
diagonal) and pi ∈ {1, . . . , Np} is the plaquette index. It
is also convenient to work with a fixed-length operator-
index list with M entries and to include the identity op-
erator [0, 0] as one of the operator types.
The expanded partition function takes then the same
form as that for the spin models [8, 9],
Z =
∑
α
∑
SM
βn(M − n)!
M !
〈
α
∣∣∣∣∣
M∏
i=1
Hai,pi
∣∣∣∣∣α
〉
, (4)
where n is the number of operators [ai, pi] 6= [0, 0]. By
inserting complete sets of states between all the plaquette
3operators, the product can be written as a product of the
following non-zero plaquette matrix elements
〈 |H1,p| 〉 = 〈 |H1,p| 〉 = 1,
〈 |H2,p| 〉 = 〈 |H2,p| 〉 = 1, (5)
〈others|H1,p|others〉 = 1 + V,
the |others〉 here means that plaquette p has 1 or 0 dimer.
Such matrix elements are depicted in Fig. 3 where the
plaquette below(above) is the ket(bra).
（a）
（b）
（c）
（d）
（e）
（f）
FIG. 3. Some of the vertices and their update prescriptions.
The horizontal bar represents the full plaquette operator Hp
and the lines of the squares represent the dimer states (thick
and thin lines for dimer 1 or 0) on either side of the operator.
Update-lines are shown as lines with an arrow. (c) and (d)
are different updates of the same configuration.
In the Monte Carlo sampling of the partition function
we insert or delete a diagonal operator in the operator-
index sequence just like the diagonal update for spins
models: We accept the insertion/deletion according to
the Metropolis acceptance probabilities,
Pins =
Npβ〈α|H1,p|α〉
M − n , (6)
Pdel =
M − n+ 1
Npβ〈α|H1,p|α〉 . (7)
The presence of Np in these probabilities reflects the fact
that there are Np random choices for the plaquette p
in converting [0, 0] → [1, p], but only one way to replace
[1, p]→ [0, 0] when p is given. These diagonal updates are
attempted consecutively for all 1, . . . ,M , and at the same
time the state |α〉 is updated when plaquette flipping
operators [2, p] are encountered.
Cluster(loop) updates [9, 22] can accomplish substitu-
tions [1, p] ↔ [2, p] in the standard scheme applied to
spin models. There are several kinds of cluster-update
schemes: operator loop[9], directed loop[22], cluster-like
loop[23] and others to solve different models. However,
due to the geometric restrictions of the QDM, regular
cluster updates cannot be applied. The main result
described below is a new kind of cluster update obey-
ing imaginary time order to change operators more ef-
ficiently. We call it the “sweeping cluster” method. It
works as follows.
First, choose a starting operator vertex randomly with
flippable plaquettes(FPs) on both sides, either diagonal
or off-diagonal. FP means that the plaquette contains
two parallel dimers. Next, create a cluster of four update-
lines, one for every link of the plaquette, each emanating
from the starting vertex in the positive imaginary-time
direction. The update-lines serve as guiding lines in the
imaginary-time direction on where to change the con-
figuration: The dimer at the end of each update-line is
toggled on/off in the proposed new configuration as they
sweep simultaneously upwards in imaginary-time. Thus
the four initial update-lines rotate the two dimers of the
original FP as they go along. The update-lines are ex-
tended until they meet another operator vertex from be-
low. Then, after updating the plaquette beneath on the
new operator vertex according to the update-lines, we
need to decide how to create or destroy update-lines to
update the plaquette above and continue sweeping, see
Fig. 3.
For this, there are three different processes to consider:
(1) The new plaquette beneath is an FP, and the old
plaquette above is not an FP. We can then change the
plaquette above into an FP in two ways: either the re-
sulting vertex will become diagonal or off-diagonal. We
choose between these two possibilities shown in (c) and
(d) in Fig. 3 with probability 1/2. (2) The new plaquette
beneath is not an FP. Then the change of the upper pla-
quette is equivalent to the change of one underneath, as
shown in (a), (b), (e) and (f) in Fig. 3 and the operator
should be diagonal. (3) Both the new plaquette beneath
and the old plaquette above are FPs. Then there are
two choices: the cluster-update ends if the number of to-
tal lines is four. If not, the four update-lines continue
through the vertex and sweep on. The reason that we
keep the operator unaltered in the latter case is to keep
a detailed balance regarding its reversed process.
As an example, we draw Fig. 4 where (a) and (b) are
the configurations before/after cluster update. Compare
the dimer configuration between (a) and (b) at a certain
imaginary time, and it returns to loop update in the clas-
sical dimer model, i.e., every link passed by loop has to
be flipped.
At the end of the sweeping cluster update, when the
last four update-lines are deleted, we get a new configu-
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FIG. 4. Configurations of QDM in imaginary time space. Each picture is a dimer configuration at a certain imaginary time,
and the long arrows indicate the increasing imaginary time. The ”D” and ”N” means a diagonal and off-diagonal operator.
(a) and (b) stand for dimer configurations snapshots before and after the sweeping cluster-update respectively. The red ”D” or
”N” means half-chance to be a diagonal or off-diagonal operator and we choose the red one randomly. The circle here means
an update-line exist on the link,i.e., the dimer has to be toggled on/off.
ration B with weightWB to replace the old configuration
A with weight WA. To ensure detailed balance, we must
invoke a Metropolis accept/reject step[24] on the whole
cluster update with an acceptance probability
Paccept(A→ B) = min(W (B)Pselect(B → A)
W (A)Pselect(A→ B) , 1), (8)
where Pselect(A→ B) is the probability for the sweeping
cluster update to change configuration A into B. This
step involves both the random choice of starting vertex
and the random choices in update type (1). If we de-
note the number of operator vertices in configuration A
with FPs on both sides by NFP, and the same amount in
configuration B by NFP +∆, then
Paccept(A→ B) = min( NFP
NFP +∆
(
2
1 + V
)∆
, 1). (9)
At low temperature, the first term NFP
NFP+∆
≈ 1. At RK
point, any new configuration can be accepted. That’s
because the wave function of the RK point is an equal
weight overlap of all configurations.
III. RESULTS
To demonstrate the potential of our new method, we
first show its efficiency. All the following results were ob-
tained under the condition of T = 0.01. If we want to
solve QDM by the old world-line QMC scheme, we can
only use “pair update” which means flipping two FPs
face to face [8]. This update technique is neither ergodic
nor efficient, as can be seen from Fig. 5, which shows how
much the “pair update” and our cluster update deviate
from ED for the same number of Monte Carlo steps. Our
algorithm matches the ED results much better than the
“pair update” does. This is because the “pair update”
only changes a few operators which give long autocorre-
lation times resulting in statistical errors that are smaller
than the real error.
It is also important to check ergodicity (in a certain
winding sector) of the method by tracking the movement
of the columnar order parameter as defined in Ref. [25],
Ψcol =
1
L2
∑
r
{
(−1)rx [n(r+ x
2
)− n(r− x
2
)]+
i(−1)ry [n(r+ y
2
)− n(r− y
2
)]
}
,
(10)
where x and y are unit vectors and L is the linear system
size. The dimer number operator n(r+e/2) is 1 if the site
at r and its nearest neighbor at r+e form a dimer, and
zero otherwise. As depicted in the inset of Fig. 5, the evo-
lution of Ψcol in a complex plane is circularly distributed
even far from the RK point, here we choose V = 0.5.
On the triangular lattice, there is a novel phase called
5FIG. 5. Correctness and ergodicity(in a certain winding sec-
tor) check: The energy difference between ED and QMC with
two distinct updates, pair update and cluster update, on tri-
angle lattice. Inset: Evolution of Ψcol in a complex plane at
V = 0.5 of 16×16 square lattices by serial computing.
√
12 × √12 phase between columnar phase and RVB
phase of quantum dimer model [26]. By employing our
algorithm, we calculate the dimer correlation function
as Eq.(11) of QDM on triangular lattice and obtain this
phase as shown in Fig. 6. Red bonds in this figure cor-
responds to dimers and blue ones mean no dimer. We
can clearly observe the periodic
√
12 × √12 structure
unit encircled with the black dashed line. According to
the principle of Monte Carlo method, the computational
complexity of this algorithm is the same order of magni-
tude on different lattices, because the units are rotated
plaquettes.
Hereby we define the dimer correlation function as
Cij =
〈ninj〉 − 〈ni〉〈nj〉
〈nini〉 − 〈ni〉〈ni〉 , (11)
ni = 1(0) means link i has a(no) dimer. Furthermore, to
verify the accuracy of our algorithm, we also reproduce
high precision results for the dimer correlation functions
on an 8 × 8 square lattice given in Ref. [27] which is
obtained by ED method. As depicted in Fig. 7, we don’t
label the error bar since our results are within 0.1 percent
difference comparing with the ED results.
Having established its numerical efficiency and accu-
racy, we use the method to obtain high-precision results
for the QDM. The averaged modulus of the columnar
order parameter, χcol =
√
〈|Ψcol|2〉, as a function of V
is shown in Fig. 8 for different lattices sizes. The error
bars are smaller than the size of symbol. If long-range
columnar order exists, χcol remains finite as L → ∞.
From Fig. 8 it is seen that χcol decreases as L gets larger.
However, as shown in the inset of Fig. 8, an extrapola-
tion carried out for the special value V = 0, including
the results for larger systems up to L = 160, indicates
that χcol may converge to a finite value for L→∞.
Our new method presented here allows the study
of QDM on large lattices at finite temperatures. This
method is in contrast to zero temperature projector
FIG. 6. The dimer correlation function of QDM on 12×12
triangle lattice at V = 0.5. We can see a
√
12 ×
√
12 phase
clearly. The dashed line helps us to capture the periodic struc-
ture.
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FIG. 7. The correlation function of QDM on 8 × 8 square
lattice at V = 0. Red bond (positive number) means
dimer strength, blue one (negative number) means no-dimer
strength.
Monte Carlo methods that have only been applied
to QDMs of smaller system sizes than used here
to keep the statistical errors under control [28–30].
Other quantum cluster algorithm for Ising model
with restrictions [31, 32] can be applicable only on
specific lattices and certain parameter regions. An-
other drawback with these methods is that one must
“throw away” configurations which don’t obey the geo-
metric restrictions. This ratio may be as high as 3/4 [31].
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FIG. 8. The columnar order parameter as a function of V on
L×L square lattices with L = 8, 16, 32, 64. Inset shows finite
size extrapolation at V = 0 including also data for L = 128
and 160.
IV. CONCLUSIONS AND OUTLOOK
Numerical study of the quantum spin model with
strong geometric restrictions is important and notori-
ously difficult. We have introduced the sweeping cluster
SSE method to calculate them. The technique keeps the
geometric configuration satisfied by sweeping vertices in
imaginary-time order. It is the first finite temperature
QMC method for QDMs that samples the dimer space
directly, which provides a positive all-around solution to
this hard problem. The algorithm is valid and efficient
for the whole parameter region of QDMs in principle. It
works on any lattice geometries and can be generalized
to other models such as quantum loop model [33]. Fur-
thermore, all existing numerical algorithms for quantum
dimer model can only do sampling in the same winding
sector. We have made progress on realizing the sampling
of all winding sectors based on our sweeping cluster algo-
rithm. Besides, our algorithm is a world-line algorithm.
This method provides us with access to the (imaginary-
time) dynamic behavior of the quantum dimer model and
other spin models with strong geometrical restrictions.
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