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Abstract 
Wenzel, W., Pfaffian forms and d-matroids, Discrete Mathematics 115 (1993) 253-266. 
In this paper it is shown that skew-symmetric n x n-matrices with coefficients in a field K correspond 
via Pfaffian forms in a canonical one-to-one fashion to K-valued maps defined on the power set 
‘@({l, . . . . n}), which satisfy certain identities. As an application, we describe representability of 
d-matroids by skew-symmetric matrices in terms of these maps. This suggests a definition of 
orientable and valuated d-matroids or, more generally, of d-matroids with coefficients which is 
analogous to the corresponding concept studied in matroid theory. 
1. Introduction 
Pfaffian forms have played an important r81e in many branches of algebra and 
geometry, in particular in determinant theory, in symplectic geometry and in differen- 
tial geometry (see, for instance, [l, Chapt. III; 14, Kapitel 9; 16, 11, $34, 15, 
Chapt. 13, 931). 
In the present paper I want to show (cf. Theorem 2.2) that for no N, E := { 1,. . . , PI} 
and any field K there exists a canonical one-to-one correspondence between skew- 
symmetric n x n-matrices A = -A’ with coefficients in K and maps P : “Q(E) + K 
satisfying P(O)= 1 and the following two conditions: 
For I G E with #I= 1 mod2 one has P(Z)=O. (Pl) 
For Zl,Z,&E and Z1dZ2:=(Z1uZ2)\(ZlnZz)={i1,...,ik} with 
. 
Zj<Zj+l for 1 <j<k-I one has (P2) 
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Such maps will be called Pfaffian maps. Given the skew-symmetric matrix 
A =taij)i, jeE7 the associated map P is defined in terms of its Pfaffian form Pf; that is 
P(Z)= Pf((aij)i,j,,) for I c E. In Section 2, Theorem 2.2 will be proved in a version 
which holds not only for fields, but also for arbitrary commutative rings. The theorem 
will turn out to be a consequence of the fact that the map P, induced by a Pfaffian 
form, satisfies (P2) - an identity which, even though it looks very classical, appears to 
have been overlooked so far. As an immediate consequence of Theorem 2.2 we see that 
in case of a field K the study of maps P: ‘i@(E) --) K with P(0) = 1 and satisfying (Pl) 
and (P2) is closely related to the theory of symplectic geometries over K. 
As a combinatorial application representability of A-matroids by skew-symmetric 
matrices is described in Section 3 in terms of the associated Pfaffian maps. In 1987, 
Bouchet introduced A-matroids in [3] and then studied representability problems for 
A-matroids in [4]. The representability criterion for A-matroids derived from 
Theorem 2.2 is completely analogous to the representability criterion for ordinary 
matroids derived from the Grassmann-Plucker identity (cf. [7]). This is particularly 
remarkable because oriented or valuated matroids can be defined by relaxing the 
conditions which define Grassmann-Plucker maps with values in an ordered or 
a non-archimedian valuated field, respectively (cf. [, 6, 8, 9, 131). Consequently, the 
result suggests a definition of oriented and valuated A-matroids, using corresponding 
relaxations of (Pl) and (P2). It is also worth noting that Theorem 2.2 allows to extend 
the strong exchange condition for bases in matroids to those A-matroids, which are 
representable by skew-symmetric matrices. 
In a forthcoming paper representations of ( W, P)-matroids as introduced by 
Gelfand and Serganova in [12] will be studied, thereby unifying the theories of 
representable matroids and of A-matroids representable by a skew-symmetric matrix. 
(W, P)-matroids encompass in particular the concepts of a matroid and of a 
A-matroid. 
2. Skew-symmetric matrices and Pfaffian forms 
In the sequel we assume that R is a commutative ring with leR, and we put 
E:={l, . . ..n} for some fixed ngN. 
For a skew-symmetric matrix A = (aij)i,jeE with coefficients in R and I c E the 
Pfaffian Pf ((aij)i,jsr) is defined by 
Pf((aij)i,j,l):=O for #I=lmod2 (Pf I) 
and in case I={il, . . . . i2,,,) withOdm<n/2andij<ij+i for l<j<2m-1 by(cf. [14, 
960, 16, PI ) 
Pf((aij)i,jcI):= C @no. fi uio,2r_,,io,2k~~ 
OES;, k=l 
Pf2) 
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where 
o~&,Ia(2k-l)= min o(j) for 
2k-l<j$2m 
255 
ldk<m , 
I 
that is, S&,, is the set of all permutations 0 of { 1, . . ,2m) with a(2k- l)< rr( j) for 
l<k<m, 2k-l<j<2m. 
As usual, we assume that the empty set has exactly one permutation 00, which 
satisfies ag~Sb and sign ~0 = 1. Thus (Pf 2) makes also sense in case m = 0 and means 
that 
Pf((aij)i,jEO)= l. 0-w 
Note that for rneN there is a one-to-one correspondence between permutations 0 of 
(1, . . . . 2m) belonging to S$, and fix-point free involutions r of { 1, . . . ,2m} or ~ equiva- 
lently - partitions rc of { 1, . . . , 2m) into m disjoint subsets of cardinality two. 
Indeed, given CJES;,,, the partition rc, associated with D is {{o(l), o(2)), {o(3), 
a(4)}, . . ..{a(2m-l). a(2m)}}, and the involution z, associated with CJ exchanges 
o(2k-1) and a(2k) for k=l, . . ..m. 
Vice versa, given a partition rt = { { i1 ,ji}, { i2,jz}, . . . , (i,,j,)} of { 1, . . ., 2m) into 
m subsets of cardinality two, we may assume without loss of generality iI < iz < ... < i, 
and i,<j, for k=l, . . . . m. Then the permutation on defined by a,(2k- 1) := ik, 
a,(2k) := j, for k = 1, . . . , m belongs to S;, in view of ik < i, < j, for 1 <k d 1 d m. 
It is obvious that for YES;, and TC as above we have CJ = cn if and only if rt = rcn,, as 
claimed. 
As is well known one has 
sign 0 = sign 
[ 
I<kQl<n (o(l)-o(k)) 
. . 1 
for any permutation YES,, HEN, where the sign on the right-hand side means, of 
course, the usual function sign: [w + (0, 1, - l}. Thus for a partition rr as above we have 
sign fzrn = sign 
[ 
kfil (j,-&). n ((il- ik).(G-jk).(jl-ik).(jl-jk)) , 
ICk<l<m 1 
and since ik < il <j, for k < 1 this means 
sign gn= sign 
[ 
,Ck~~Cm((il-jk).(j~-j~)) . 1 (2.1) . . 
From this last formula we derive the following result which will be needed later. 
Lemma 2.1. Assume 7c= { { iI ,jl}, . . . . { im,jm}} is a partition of (1, . . . . 2m) with 
ik<il<jl for k<Z, $x some p with ldpbm, let z:{l, . . ..2m}\{i.,j,}-+(l, . . ..2m-2) 
denote the unique bijection with z(k) < z( 1) for all possible values k, 1 with k < 1, and let IT’ 
denote the partition 
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of{L ..., 2m-2). Then one has 
sign on= sign on,. (- l)jp-ip-l. (2.la) 
Proof. Put 
E1,E2 and E, are pairwise disjoint and satisfy E1uE2uE3={p~N li,,<p<jp}, 
because ik < i, < il < j, for k <p < 1. Thus we obtain 
(_l)jp-ip-l=(_l)#El.(_l)#El.(_l)#Es. 
(2.2) 
On the other hand, (2.1) applied to cr+ instead of cn yields 
sign B,, = sign 
[ 
I<kJ<m (r(i+r(jk)).(r(j+r(jk)) 
i#P& 1 = sign 
[ 
l<kQl<m ((iI-j,).(j,-j,)) , Z#PA 1 
because r is strictly increasing. Combining this with (2.1) we get 
p-1 
sign cr,. (sign 0,,)- 1 = sign kvI ((ip-jk)‘(_h-jk)) 1 
. sign 
[ 
I =k 1 (h -&)I. 69 [ jjl (,i,)] 
Together with (2.2) the result follows. 0 
For a skew-symmetric matrix A we define the PfafJian map P = PA : v(E) + R by 
P(I):=Pf((aij)i,j.r) for I GE. (2.3) 
Then we have P(Z) = 0 whenever #I = 1 mod 2, and it follows from [ 14, #59,60] that 
for I G E with # I=0 mod 2 we can also define P(Z) recursively by 
P(O):= 1; (APl) 
P({i,j)):=aij=-aji for l<i<j<n; (AP2) 
P({iI,...,i2,}):= 5 (-l)‘,P({i,,ij})~P((i2,...,i2,}\{ij}) W3) 
j=2 
for 26mdnJ2 and ij<ij+l for 16 j<2m-1 
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and that 
det((aij)i,j.r)=Pf((aij)i,j,l)‘=p(Z)* 
holds for all Z s E. 
(AP4) 
(AP4) makes also sense in case I = 0, once we put det((aij )i,jeo) := 1 as usual. 
In [14] Pfaffian forms are considered only for skew-symmetric matrices with 
coefficients in a field; however, the proofs of (APl)-(AP4) work also if the coefficient 
domain is a ring. 
We would also like to mention that for all skew-symmetric matrices (APl) and 
(AP2) are trivial consequences of the definition of the Pfaffian form, that (AP3) is 
a special case of the identity (P2) stated in the following Theorem 2.2 and that a more 
modern proof of (AP4) may for instance be found in [16, Proposition 2.21. 
Now we are able to state the following. 
Theorem 2.2. Assume R, n and E are as above, and suppose furthermore 3 G ‘p(E) with 
0~s. Then we have: 
(i) The following two statements are equivalent: 
(A) There exists a skew-symmetric n x n-matrix A=(aij)i,j,, with coefhcients in 
R such that for all I c E we have 
(Al) Pf((a;j)i,jc,)ER* ifand only ifr~$J, 
(A2) Pf((Uij)i,j,l)=O if and only ifZ#s. 
(P) There exists some map P : ‘p(E) -+ R* u (0) with the following properties: 
(PO) For Z G E we have P(Z)ER* ifand only iffr~g, and we have P(0)= 1. 
(Pl) For ZGE with #I= 1 mod2 we have P(Z)=O. 
(P2) ZfZ1,Z2~EandZ1AZz={iI,...,ik} withij<ij+l for l<j<k-1,thenwehaue 
More precisely, we have 
(ii) Zf a skew-symmetric matrix A satisfies (Al) and (A2), then the corresponding 
PfafZian map P = PA : v(E) + R satisJies condition (P). 
(iii) ZJ vice versa, a map P : ‘$(E) + R* u (0) satisfies condition (P), then the skew- 
symmetric matrix Ar = A = (aij)i,jsE given by 
aii:=O for l<i<n, 
Uij’ -LZji= P( { i,j}) 
satisfies (Al) and (A2). 
for 1 <i<j<n 
(iv) The correspondence between the skew-symmetric matrices A = (aij)i, jsE satisfying 
(A) and the maps P : (V(E) + R* u (0) satisfying (P) as given in (ii) and (iii) is one-to-one. 
Remark. By (AP4) the condition (Al) may be replaced by 
dct((aij)i,jsr)ER* if and only if 1~5. 
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If, moreover, for all xER\{O} we have x2 # 0, then similarly (A2) may be replaced by 
det((aij)i,jEl)=O if and only if Z$g. (A2’) 
If, in particular, R is a field, then of course all four properties (Al), (A2), (Al ‘), (A2’) are 
equivalent. 
Theorem 2.2 yields at once that in case of a field K there is a close connection 
between the maps P: $3(E) + K with P(O) = 1 and satisfying (Pl) and (P2) to the 
theory of symplectic geometries over K. 
The proof of Theorem 2.2 is the subject of this section. The main part is the proof of 
the following. 
Proposition 2.3. If A = (aij)i,jeE is a skew-symmetric n x n-matrix with coeficients in 
a commutative ring R, then the corresponding Pfajtian map P= PA satisfies (P2). 
Proof. Assume Z1,Z2 and il, . . . . ik satisfy the assumptions of (P2). Since P(Z)=0 for 
#I = 1 mod 2 we may, of course, assume that # I1 E # Zz = 1 mod 2. 
First we consider the case I1 n Z2 = 8 and put 
B,:={(vl,~C11)EZflV1<~L1), 
BZ:=((V*,~2)EZtIV2<~~}, 
&:={(%,p+(Z1 xZ,);(Z,xZ,)Iv,<k). 
Moreover, we consider the polynomial ring 
R’:=R[X,,I(V,~)EB~ for some 1 with 161<3]. 
If #Z1=2p+1 and #Z2=2q+1, then for i~ZldZz=Z1i,Zz we may write 
Z,d(i}={l:‘) ,..., A!&)}, Z2d{i)={K:i),...,IC:ihi} 
with (pi,qi)E((p,q+l),(p+l,q)} and 1l”<n~!‘,~I”<rcl! for Z<l’. Finally, we put 
(2.4a) 
(2.4b) 
Now we prove 
jil (-l)j’P”(Z~d{ij})‘P”(Z~Lt{ij})=O, 
which, of course, implies (P2). 
@2) 
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For every jE{l, . . . . k} the jth summand of the left-hand side of (p2) is a sum of 
monomials of the form 
(- l)j. sign cl . sign (TV. n x,,,> . n xv*p* .XVSP., (~,,PI)~B’I IC (v>,p)~B; 1 
with B; C_ Bl, B; c B2, (v3,p3)~B3, ijE(Vs,p3) and ol~Sipi, (TEES&, . Every such 
monomial occurring at all occurs ~ up to the coefficient- exactly twice, Gamely exactly 
once for both of the indices j, j’ with ij = v3 and ij, =p3. In this case put 
r:=#{i~Zl(v,<i<~3} and s:=#(iEZ21v3<i-cp3}. 
Then we have j’ -j = Y + s + 1. Therefore, by applying twice Lemma 2.1 it turns out 
that the two occurring coefficients of the monomial we look at differ by the factor 
(-1) r+s+l.((- l)V.(_ l)“)= - 1, 
where the factors (- 1)’ and (- 1)” arise from (2.la). 
This proves (P2) in the special case I1 n Z2 = 0. 
In the general case we shall proceed by induction on # (I, nZ,). Assume 
# (I1 nZ,)> 1, choose some IEZ, nZ2, put E’:=Eu {n+ I), and define the injections 
fi,&:E+E’ by 
h(j):= j ( for j<l j+l for j>l’ h(j):= ( i+l kz iz: / 
Thus, if hefl (E) nf2 (E), we have h =fl ( j) =f2 ( j) for one and the same je E. 
Furthermore, we define the skew-symmetric (n + 1) x (n + l)-matrix A’= 
(a;j)l<i,j<n+l bY 
LZi(i)f,(j):=Uij Y for 1 Gi, jdn; V,pLE{1,2} 
Let t denote the unique integer with 0 < t < k and i, < 1~ i, + 1, where, of course, t = 0 in 
case 1 <i, and t = k in case I>&. Now we apply our induction hypothesis to the 
Pfaffian map P’=PA8: !Q(E’)+R and Z; :=fi(Z,),Z;:=f,(Z,) and obtain, because of 
#(Z;nZ;)= #((ZlnZ2)\{l))-c #(Z,nZ,), the identity 
O= i: (-l)“P’(Z;d{ij))‘P’(I;do) 
j=l 
+(-l)‘+‘. P’(Z;\{l)).P’(Z;u{l)) 
+(- 1)‘+2. P’(z;u{l+l})~P’(z;\{1+1}) 
+ i: (-l)‘+2~P’(Z~d{ij+1})‘P’(Z~d{ij+1}) 
j=t+ 1 
=f (-l)j’P(Z,d(ij})‘P(Z~~(ij}), 
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because by definition we have P’(fi(Z,))=P’(f2(Z2))=P(Z) for ZcE, and (Pf2) 
applied to A’ and P’ yields P’(Z’)=O whenever (Z,Z+ l} c I’ E E’, which means in 
particular that P’(Z; u(l})=P’(Z; u{Z+ l})=O. This establishes (P2) for all 
Z,,Z,cE. 0 
Remark. With a slight increase of notational complexity the computations used in the 
first part of this proof could, of course, be extended to cover the situation I, nZ, # 8, 
too, in which case the induction executed in the second part would not be needed any 
more. 
As an immediate consequence of Proposition 2.3 we point out that for any map 
P: v(E) + R the conditions (PO), (Pl) and (AP3) imply (P2). 
Now we come to the following. 
Proof of Theorem 2.2. If a skew-symmetric matrix A = (Uij)i,jpE satisfies condition (A), 
then (Al), (A2) and (2.3) imply P(Z)ER*U(O} for the Pfaffian map P=P*:(P(E)+R 
and every Z E E. Moreover, it follows trivially from (2.3) and the definition of 
the Pfaffian form that P satisfies (PO) and (Pl), while (P2) is just the content of 
Proposition 2.3. 
Now assume that vice versa P: ‘$3(E) + R * u (0) is some map satisfying condition 
(P), and put A := AP. Then P’ := PA = P,ApI satisfies (API), (AP2) and (AP3). Trivially, 
also P satisfies (APl) and (AP2), while (AP3) follows from (P2) by putting I1 := {ii > 
andZ,:=(iz,...,i2m},Since,furthermore,P((i,j})=aij=P’((i,j})for ldi<j<n,we 
obtain P=P’=P,, and thus (PO) and (2.3) imply that A satisfies (Al) and (A2). 
Since for a skew-symmetric matrix A satisfying condition (A) we have obviously 
ACpA) = A, we obtain also part (iv) of our Theorem, and the proof is complete. 0 
Assume R and E are as in Theorem 2.2 and put 
)Il:={A=(Uij)i,js~(A is skew-symmetric and Pf((aij)i,jsr)ER* u (0) 
for all Z E E}. 
As a consequence of Theorem 2.2 we get the following surprising corollary. 
Corollary 2.4. Assume P = PA : Q(E) + R * u (0) is the PfafJian map associated to some 
AEIU. ZfZ,, c E satisfies P(Z,)eR*, then P’:Q(E)+R*u{O} dejined by 
is also a PfaJffian map associated to some A’&L 
Proof. By definition we have P’(Z)ER*U{O} for all Z E E and P’(g)= 1. Thus by 
Theorem 2.2 we have only to verify that P’ satisfies also (Pl) and (P2). (Pl) holds for 
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P’ since it holds for P, because P(&)ER* implies # I0 SOmod 2. (P2) follows also 
since it holds for P, because for II, I2 E E we have 
(I,Al,)A(I,AZ,)=Z,AZ,. 0 
By Theorem 2.2 and Corollary 2.4 from a given AE% we can derive many further 
A’E2I in a canonical way. 
3. Representability of A-matroids 
As an application of Theorem 2.2 we want to describe representability of 
A-matroids by skew-symmetric matrices in terms of Pfaffian maps. 
First we recall the following two basic definitions. 
Definition 3.1 (cf. [3, $6, 4, $11). Assume E is some finite set and 5 is a non-empty 
family of subsets of E. The pair M =(E, 5) is a A-matroid, if 5 satisfies the following 
‘symmetric exchange axiom’: 
For Fi, &ES and eEFlAF2 there exists some 
(SW 
feF, AF2 such that F1 A{e,f}Eg. 
5 is called the system of free (or feasible) subsets of E relative to M. 
For 3 E ‘$(E) and T 5 E we put 
SAT:={FATIFE~}. (3.1) 
Note that MA T:=(E, 5 A T) is a A-matroid for every T G E, if M =( E, 5) is a 
A-matroid. 
Definition 3.2 (cf. [4, 943). Assume K is a field and M = (E, 3) is a A-matroid. M is 
representable over K by a skew-symmetric matrix A =(Q);,~~~, if there exists some 
T E E such that 
~AT=S(A):={E’G El A’=(aij)i,jeE, is nonsingular}, (3.2) 
where (aij)i,jeB is considered to be nonsingular. The matrix A is then called a repre- 
sentation of M. 
If (3.2) holds for T=@, A is called a strong representation ofM. 
Remark. By definition a A-matroid M = (E, $J) can have a strong representation only 
in case 0~5. 
The main result of this section is the following. 
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Theorem 3.3. Assume K is a field, no N, E = { 1, . . . , a> and M = (E, 5) is a A-matroid. 
Then (E, 5) is strongly representable over K by a skew-symmetric matrix if and only if 
there exists some map P: p(E)+ K such that the following three properties hold: 
(PO) 
(Pl) 
w4 
For IEE we have P(Z)#O ifand only ifIe%, and we have P(Q))=l. 
For I c E with #I = 1 mod2 we have P(I)=O. 
Zf I,,Z,CE and ZIA12={iI,...,ik} with ij<ij+l for l<j<k-1, then 
Zf (E, 5) is strongly representable by some skew-symmetric matrix A=(aij)i,jeE, then 
P may be chosen to be the corresponding Pfaffian map P= PA. 
Vice versa, $P satisfies (PO), (Pl) and (P2), then (E, 5) is strongly representable by the 
matrix Ap= A=(aij)i,jEE given by 
&I=0 for l<iQn, 
aij=-aji=P({i,j}) for l<i<j$n. 
Proof. All assertions are now trivial consequences of Theorem 2.2 and (AP4). 0 
As a direct consequence of Theorem 3.3 and Corollary 2.4 we obtain (cf. also 
[4, 4.31) the following. 
Corollary 3.4. If a A-matroid M =( E, 5) with 01~5 is representable by some skew- 
symmetric matrix, then it is strongly representable. 
In analogy to the strong exchange property for bases in matroids we get the 
following. 
Corollary 3.5. A A-matroid (E, g), representable by some skew-symmetric matrix with 
coeficients in some jield, satisfies the following strong exchange property: 
For F,,F,E$J and eEF,AF2 there exists some fE(F,AF,)\{e} with 
F,A{e,f)G and F~A{e,f}~i5 
Proof. Assume P: ‘$(E)-+K and (E, iJA T) satisfy (PO), (Pl) and (P2). Then (P2) 
applied to I1 := F1 A TA {e} and Z, := F2 ATA {e} yields the result. 0 
Remarks. (i) In [4, $41 representations of A-matroids by symmetric matrices with 
coefficients in some field are considered, too. However, if K is any field, and, say, 
A:=[; A], then the induced A-matroid (E, g(A)) with E = (1,2} and 
5(A)={0,{1}& d oes not satisfy the strong exchange property. 
(ii) Assume as above that K is a field and E = { 1, . . . , a}. By [4, 4.43 a matroid 
M defined on E is representable over K in the sense of matroid theory if and only if 
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M is representable in the sense of A-matroid theory by a skew-symmetric matrix over 
K.IfinthiscaseB:={l,..., m} is a base of the matroid M, then the proof of the cited 
result shows that a matrix of the type (1, A,) represents M as a matroid if and only if 
[-z Ago] 
represents M as a A-matroid, where, of course Z, is the unit-matrix of rank m and 
A0 has m rows and n--m columns. This suggests that (P2) implies the 
Grassmann-Plucker relations 
i$O(-l)i.det(e, ,..., &i ,..., e,).det(ei,fi ,... ,fm)=O 
for all e o, . . ..e.,fi , . ..J&Km. (3.3) 
Indeed, to obtain (3.3) from (P2) we may by symmetry assume that det(e,, . . . , e,) # 0 
and thus furthermore by the multiplication theorem for determinants that 
ei =(O, . . ,O, l,O, . .O)‘, where the 1 appears on the ith place, for 1 d idm. 
Now put Ao:=(eo,fi, . . . . fm). If furthermore, E’ := { 1, . . . ,2m}, 
and P = PA : ‘?j3( E’) --f K denotes the corresponding Pfaffian map, then we get 
(-l)‘-‘.det(e, ,...) e*i )... ,e,)=P({i,m+l}) for lQi<m, (3.3a) 
det(e& ,..., jYm)=(-l)m’cm-1)‘2.P(E’), (3.3b) 
(-l)i~1~det(~~,f2,...,fm)=(-l)~m~1~~~m~2~’2~P(E’\{i,~+l}) 
for ldidm, (3.3c) 
where (3.3a) is trivial, and (3.3b) and (3.3~) are simple consequences of the definitions 
of the determinant and the Pfaffian map. Thus (P2) yields for I, :=(m+ l} and 
Z,:=E’\{m+l} because of P({m+l,i))=O for m+2,<i<2m the identity 
0=(-l)im-1r’rm-‘ri2.~~~ (-l)‘~P(Z,d{i})~P(12d{i}) 
=i~~(-l)i~P({~,~+l})~[(-1)‘m-““m-2”2~P(E’\{~,~+1})] 
+(_l)“+‘.l.[(_l)‘“-1”‘“-2,‘&P(E’)] 
=i$l (-l)‘.det(eo ,..., ki, . . . . e,)+det(ei,& ,..., fm) 
+(- l)m+’ .(-l)“-‘.det(eo,f2,...&) 
=i$O(-l)i-det(e, ,..., &i ,..., e,,,).det(ei,fi ,..., fm). 
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The given proof of (3.3) is of course not the standard one; however, it shows that the 
Grassmann-Plucker elations are a special case of (P2). 
Theorem 3.3 (or - as well - Theorem 2.2) suggests furthermore to introduce 
d-matroids representable over some ring as well as orientable and valuated A- 
matroids. 
Definition 3.6. Assume that A4 =( E, 5) is a d-matroid with E= { 1, . . ., n} for some 
nEN. 
(i) Suppose R is some commutative ring with 1eR. A4 is strongly representable 
ouer R, if there exists some map P : Q(E) + R* u {0} satisfying the three properties 
(PO), (Pl) and (P2) as stated in Theorem 3.3. 
(ii) A4 is a strongly orientable A-matroid, if there exists some map 
P:!IJ(E)+{O,l,-1) satisfying 
For I L E we have P(I)E{ 1, -l} if and only if IE& and we have 
P(0)= 1. @PO) 
For I s E with #I E 1 mod2 we have P(I)=O. (OPl) 
If Ii, I2 E E, II A Z2 = { i l,...,ik} with ij<ij+l for l<jdk-1, and 
if for some w~(l,-- l} we have (GP2) 
Kj:=W.(-l)~~P(Z~A{ij})~P(l~A{i~})~O for l<j<k, 
then ‘Cj = 0 for every such j. 
In this case P is called a strong orientation of (E, 5). 
(iii) Assume P:5JJ(E)+[W+i,{O} is some map. Then P is called a strong valuation of 
M if 
For I G E we have P(I)>0 if and only if ZE& and we have 
P(0)= 1. (VPO) 
For IcE with #I z 1 mod2 we have P(I)=O. WI) 
If I,, I2 E E with #I1 = # Iz E 0 mod2, then for every klI Al, there 
exists some jE(I1 AZ,)\(i) with P2) 
P(I1).P(~~)~P(l,A{i,j}).P(l,d(i,j}). 
In this case the pair (E, P) is called a strongly valuated A-matroid. 
(iv) The A-matroid M = (E, 5) is representable over some ring R or orientable if the 
corresponding strong properties hold for (E, SAT) for some TE& respectively. 
Similarly, a map P : ‘p(E) --f [w + 6 (0) is a ouluution of M if and only if for some T c E 
with P(T)>0 the map PO:‘@(E)+[W+~{O} given by P,,(Z):=P(T)-‘.P(lAT) is 
a strong valuation of M. 
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Note that a A-matroid M =(E, 3) with kkFj is representable over a ring R or 
orientable if and only if it is strongly representable over R or strongly orientable, 
respectively. Moreover, every A-matroid M = (E, 3) with # T1 z # T2 mod 2 for all 
T,, T2e$j and satisfying the strong exchange property as described in Corollary 3.5 
gives rise to the trivial valuation PO : ‘Q(E) + Iw + CJ (0) defined by 
P,(I):= 
i 
1 for 1~3, 
0 for 16%. 
If, in particular, 8~3, then P,, is a strong valuation of M. 
As a direct consequence of Theorem 3.3 and (AP4) we get the following. 
Proposition 3.7. Assume as above E = (1, . . . , n > and K is a field. 
(i) If K is ordered, P: ‘$3(E) + K is a Pfafian map and P’=sign 0 P, then 
(E,P’-‘({L- 1))) IS a strongly orientable A-matroid with P’ as a strong orientation. 
(ii) If A = (aij)i,jsE is a skew-symmetric matrix with coefficients in K, v : K + Iw ’ i, (0) 
is a non-archimedian valuation (that is v(a)=Ooa=O, v(a.b)=v(a).v(b), and 
v(a+b)bmax(v(a), v(b)) for all a, bEK), and P, P’:‘p(E)-+[W+i,{O} are dejined by 
P(F):= vW((aij)i, jcF)L 
P’(F):=t~(det((aij)~,j,~))=P(F)~, 
then (E, P) and (E, P’) are strongly valuated A-matroids with one and the same system of 
feasible sets. 
In [lo] we shall give a ‘Greedy-Algorithm Characterization’ of valuated A- 
matroids. 
Final remarks 
As is easily verified, representability over a ring and orientability do not depend on 
the natural order of { 1,. . . , n}. This can simultaneously be proved by using the concept 
of fuzzy rings, which was introduced in [S], where Dress started to build up the theory 
of matroids with coefficients with the intention to unify the theories of regular, binary, 
ternary, oriented, valuated, etc. matroids. Since then this theory has been studied in 
several papers, see, for instance, [7]. In forthcoming papers I want to develop a theory 
of A-matroids with coefficients in arbitrary fuzzy rings, which allows a unified 
treatment of the three cases considered in Definition 3.6, and - still more gener- 
ally - I want to establish a theory of ( W, P)-matroids with coefficients in such 
domains, which in turn will include the theories of matroids and of A-matroids with 
coefficients. ( W, P)-matroids are introduced in [12]. They encompass - among 
other combinatorial structures - ordinary matroids as well as A-matroids. In par- 
ticular, it will be shown that Corollary 3.5 holds also in this much more general 
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framework. Moreover, it will turn out that - as is to be expected - for any fuzzy ring 
K the matroids with coefficients in K coincide with those A-matroids with coefficients 
in K, whose free subsets define a matroid. This generalizes not only [4, 4.41, but it 
shows also that those oriented or valuated A-matroids, whose free subsets define 
a matroid, are exactly the oriented or valuated matroids, respectively. This, of course, 
could also be proved directly; however, that would be a bit more cumbersome. 
Finally, as suggested by results concerning (valuated) matroids and (affine) build- 
ings associated with linear geometries, a relation between (valuated) A-matroids and 
(affine) buildings associated with symplectic geometries will be studied in further 
papers. 
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