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We have evaluated excitation energy transfer rates in photosyntetic complexes using the exact HEOM method
and various approximate methods frequently used in the literature, namely, the Fo¨rster method, the Redfield
method, the modified Redfield method and the variational master equation. The rates are evaluated for
the case of a simple dimer and a trimer photosynthetic complex, with vibrational environment characterized
by the Drude-Lorentz spectral density. Comparing approximate rates to the exact ones, we have confirmed
the validity of approximate methods within appropriate limits, however these limits are often well outside
parameter ranges that are relevant for the dynamics in real photosynthetic complexes.
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I. INTRODUCTION
In recent years, the role of quantum mechanics in the
excitation energy transfer (EET) in photosynthesis has
been widely debated, following the observations of long-
lived oscillations in the two-dimensional (2D) spectra in
various photosynthetic complexes (PPCs)1–4. Possible
mechanisms that could be employed in nature to improve
the efficiency of the process were investigated5–13. How-
ever, the relation between the experimentally measured
dynamics of the PPC and the in vivo dynamics due to
incoherent light illumination was not clear14–19. In our
recent work20 we have shown that the efficiency of the
EET process in vivo is completely determined by the rate
kernel K, being equal to the time-integral of the memory
kernel K(t) of population dynamics of electronic excita-
tions. The rate kernel K already includes all contribu-
tions due to quantum mechanical nature of dynamics.
Therefore it can be conveniently used for the compari-
son of various approximations. Evaluation of rate kernel
K from the underlying microscopic model is however far
from trivial. In this paper we are considering different
approaches for its evaluation, comparing exact results ob-
tained by the HEOM method to the various perturbative
approaches.
The rate kernel is difficult to evaluate due to a specific
strength of the environmental interaction, i.e., coupling
between electronic and vibrational degrees of freedom
(DOFs), which is of comparable magnitude as other en-
ergy scales in the system. Thus one can not reliably em-
ploy perturbation theory with respect to environmental
interaction, nor with respect to the inter-pigment cou-
pling. At the same time, due to large number of envi-
ronmental DOFs, the exact treatment of all vibrational
modes is usually not feasible – the dimensionality of the
corresponding Hilbert space grows exponentially with the
number of normal modes considered. For small num-
a)Electronic mail: simon.jesenko@fmf.uni-lj.si
ber of pigment molecules and specific forms of environ-
mental interaction, we can nonetheless calculate dynam-
ics exactly using various numerical methods. Examples
of such methods include the quasi-adiabatic propagator
path integral (QUAPI)21–23, the multiconfiguration time-
dependent Hartree (MCTDH)24–26, and the hierarchical
equations of motion (HEOM)27–29. We will adapt the
HEOM method for the evaluation of the kernel K. The
analysis will be limited to the Drude-Lorentz spectral
density as the HEOM method is less efficient for other
spectral densities.
Exact methods are computationally very demanding
and also rather involved to implement. Also, they usu-
ally do not provide simple and intuitive picture of pro-
cesses involved in the EET. Thus, various approximate
descriptions of EET dynamics were introduced, that are
believed to encapsulate the main characteristics of the
exact dynamics. They are based on the perturbation
theory, where one tries to separate Hamiltonian to the
exactly solvable part and small interaction part, which
can then be treated as a perturbative contribution to the
exact dynamics. We will derive expressions for the rate
kernel K within these approximations. We will focus
on methods that are frequently used in studies of EET
dynamics, namely the Fo¨rster theory30, the Redfield the-
ory31, the modified Redfield theory32 and the variational
master equation33–36. A unified derivation of kernels for
all these methods based on a projection operator formal-
ism will be presented. Where possible, we will formulate
a method by deriving the quantum Markovian kernel K,
which can then be mapped to the classical rate kernel K
in an arbitrary basis. Some of the approximate methods
are however from the very beginning limited to the de-
scription of dynamics in terms of populations via classical
rate kernel K in a specific basis. Results from approx-
imate methods will be compared to the exact HEOM
calculations, providing a critical assessment of their ap-
plicability in the context of EET dynamics.
Some aspects of approximate methods were already
analyzed in the literature. EET rates for the Fo¨rster,
Redfield and modified Redfield theory were analyzed in
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2the work of Yang and Flemming37, however, they were
not compared to the rates obtained from an exact cal-
culation. These three approximate approaches were also
compared in Ref. 38 for the case of a B800 ring in the LH2
antenna complex, focusing on the absorption spectra and
population dynamics. Generalization of the Fo¨rster the-
ory, intended for a description of weakly coupled clusters
of PPCs, was also considered in the analysis in Ref 39.
Applicability of approximations was also discussed by
Ishizaki et al.8 Various approximate methods were com-
pared in terms of resulting absorption spectra in Refs. 40
and 41. For the variational master equation, approxi-
mate density matrix dynamics was compared to the ex-
act one for the super-Ohmic spectral density in Ref. 42.
Our analysis complements the existing results by consid-
ering the approximations on the basis of the rate kernel,
comparing the approximate rates to the exact ones.
The outline of the paper is as follows. In section II
we first introduce the relevant microscopic model of the
EET, and then review the mapping of full-system dy-
namics to the description at the level of electronic ex-
citations, leading to the corresponding quantum kernel
K and the rate kernel K. In section III we will present
the exact HEOM method and various approximate meth-
ods, all adapted for the calculation of the rate kernel K.
Then, in section IV, the exact and approximate kernels
will be compared for a two site PPC (dimer) and a three
site PPC (trimer). We will conclude in section V with
a discussion of the applicability of various approximate
methods in different parameter regimes.
II. MODEL
A. Microscopic model
The main constituents of photosynthetic complexes
are pigment molecules with electronic transitions in the
range of visible light, and solvent molecules (proteins,
water molecules, etc.), which provide structure to the
PPC. Note that we also consider proteins as the solvents,
although they can be of comparable size or even larger
than the pigment molecules. The microscopic state of the
PPC is specified by a set of electronic and nuclear coordi-
nates of all constituents, and the dynamics of the system
is determined by the corresponding molecular Hamilto-
nian, accounting for their kinetic energy and Coulomb
interaction among them. Employing the usual approxi-
mations43, we end up with the Hamiltonian
H = Hel +Hel−ph +Hph, (1)
which is comprised of electronic, phonon and interaction
part,
Hel =
N∑
m=1
Em|m〉〈m|+ 1
2
N∑
m,n=1
Vmn|m〉〈n|, (2)
Hph =
N∑
m=1
∑
ξ
ωmξb
†
mξbmξ, (3)
Hel−ph =
N∑
m=1
∑
ξ
gmξ(b
†
mξ + bmξ)|m〉〈m|. (4)
The summation goes overN pigment molecules in a PPC.
Vector denoted by |m〉 corresponds to the state in which
the mth pigment molecule is excited, while the others are
in the ground state, namely |m〉 = |ϕme〉
∏
n 6=m |ϕng〉,
with |ϕme〉 denoting the first excited electronic state of
the pigment molecule, and |ϕmg〉 the ground electronic
state of the pigment molecule. We can limit the discus-
sion to this single-excited subspace due to low sunlight
intensity, leading to negligible probability of more than
one pigment molecule being excited simultaneously. The
basis spanned by {|m〉} is known as the site basis. Site
energy Em corresponds to the energy difference between
the ground and the excited electronic state of the pigment
molecule in the absence of the interaction term Hel−ph.
Exciton coupling Vmn is governed by the transition dipole
moments for the transition from the ground to the first
excited state of given molecules.
The vibrational HamiltonianHph is given by a set of vi-
brational modes enumerated by ξ, with frequencies ωmξ,
while b†mξ in bmξ are usual creation/annihilation bosonic
operators. Coupling between electronic and vibrational
DOFs is determined by parameters gmξ. The strength
of this coupling can be characterized by a reorganization
energy λm =
∑
ξ g
2
mξ/ωmξ, which largely determines the
properties of EET dynamics. The reorganization energy
is equal to the difference between equilibrium energy of
vibrational modes in the ground state and the excited
state of the pigment molecule.
Summation over individual vibrational modes can be
replaced by frequency-integration via introduction of a
spectral density
Jm(ω) =
∑
ξ
g2mξδ(ω − ωmξ), (5)
where individual vibrational mode correspond to Dirac
delta function at frequency ωmξ. If the environment
consists of a large number of closely-spaced vibrational
modes, the spectral function can be approximated by a
continuous function. We limit the analysis to the Drude-
Lorentz spectral density,
Jm(ω) =
2
pi
λm
γmω
ω2 + γ2m
, (6)
where λm is the reorganization energy defined above, and
γm determines the cut-off frequency for the vibrational
modes.
3B. Equations of motion
Dynamics of the whole PPC is governed by the Hamil-
tonian H from Eq. (1) via quantum Liouville equation
dR(t)
dt
= −i[H,R(t)] ≡ LR(t), (7)
where R(t) is the density matrix for all DOFs, includ-
ing electronic and vibrational part, while L is the full-
system Liouvillian. If we are interested only in the state
of electronic DOFs, we can obtain the electronic density
matrix by taking a partial trace over vibrational DOFs,
ρ(t) = trphR(t). However, it is more insightful if we
describe the dynamics of ρ(t) directly, without referring
to the vibrational DOFs in R(t) – this is specially true
when one is considering the efficiency of EET process,
for details see also Ref. 20. Equations of motion on a
given subspace can be obtained via the projection opera-
tor technique (i.e., the Nakajima-Zwanzig formalism)44.
Such equations reproduce dynamics within a given sub-
space exactly. We can employ the projection operator
formalism to either obtain the description on the level
of electronic density matrix ρ(t), or even at the level of
populations, i.e. diagonal elements of the density matrix
ρ in a certain basis. In the following we present both
mappings.
We define projection operator to the electronic density
matrix P via relation
PR = (trphR)⊗ ρph. (8)
where ρph is some reference state of the phonon environ-
ment. Projection operator formalism enables us to write
a dynamical equation for ρ(t) in the form of a generalized
quantum master equation,
dρ(t)
dt
=
∫ t
0
dsK(s)ρ(t− s), (9)
where the kernel K(t) is given by
K(t) = PLPδ(t) + PLGQ(t)QLP, (10)
with the propagator GQ(t) = exp [QLt], where Q is a
projector to the irrelevant part, given by Q = 1 − P.
When describing dynamics via a generalized master equa-
tion, the effect of vibrational DOFs on the dynamics of
electronic excitations is encoded in time-dependence of
kernel K(t). Note that description with the generalized
master equation (9) is valid only when the initial condi-
tion for the whole system is chosen such that QR(0) = 0,
e.g., product state of electronic and vibrational density
matrices R(0) = ρ(0) ⊗ ρph. Otherwise, the explicit de-
pendence on the irrelevant part of the initial condition
QR(0) must also be taken into account.
When the density matrix ρ(t) is changing at time-scales
much longer than the time-span of the time-dependent
kernel K(t), the Markovian approximation can be em-
ployed, which treats ρ(t) as being constant for the du-
ration of the kernel. This results in a quantum master
equation,
dρ(t)
dt
= Kρ(t). (11)
where the Markovian kernel K is obtained as K =∫∞
0
dtK(t). Even when the Markovian approximation
is not justified on the basis of time-scale separation, the
given Markovian kernel is still relevant for the analysis
of EET, as it exactly determines the stationary currents
and the efficiency of the process (see Ref. 20 for details).
Thus we will be comparing different approximations with
respect to the resulting Markovian kernels K.
Analogous projection operator formalism as above can
be also employed to obtain dynamics of populations only,
i.e. the dynamics of diagonal elements of density matrix
ρ(t) in some basis, p = (ρ11, . . . , ρNN ). In this case, we
employ the projection operator
PcR =
∑
m
|m〉〈m| trph 〈m|R|m〉 ⊗ ρmph, (12)
where ρmph are some reference states of the environment.
We have included possible site-dependence of the ref-
erence environmental states ρmph to enable derivation of
Fo¨rster and related approaches from this formalism in
the following sections. Projector to the irrelevant part is
again defined as Qc = I−Pc. The corresponding projec-
tion operator formalism results in a generalized classical
master equation
dp(t)
dt
=
∫ t
0
dsK(t− s)p(s), (13)
which reproduces dynamics of populations exactly (for
the appropriately chosen initial conditionR(0)). The ker-
nel K(t) is given by the expression analogous to Eq. (10),
replacing projectors P and Q with Pc and Qc. The term
“classical” only denotes the fact that the equation does
not include off-diagonal elements of the density matrix,
while the quantum nature of the underlying model is still
completely accounted for via the time-dependence of the
kernel K(t).
Employing the Markovian approximation, a classical
master equation is obtained,
dp(t)
dt
= Kp(t), (14)
where the Markovian kernel is given by K =
∫∞
0
dtK(t).
We will call K the rate kernel, as its individual entries
Knm can be interpreted as probability rates for the trans-
fer of excitation from the mth to the nth pigment. Sim-
ilarly as in the case of quantum master equation, the
Markovian kernel K is of physical relevance also when
the Markovian approximation does not lead to appro-
priate short-time dynamics – it nonetheless completely
determines the stationary currents between populations
and with it the efficiency of the EET process.
4III. METHODS
In this section, we present the methods that will be
used in the calculation of the rate kernel K. Where possi-
ble, we will first derive the expression for the full Marko-
vian quantum kernel K, from which the corresponding
rate kernel K in an arbitrary basis can be obtained from
the Nakajima-Zwanzig equation for the projection to the
diagonal elements,
Ppρ =
∑
m
|m〉〈m| 〈m|ρ|m〉 . (15)
The exact HEOM method will be adapted for the cal-
culation of the exact kernel K by employing projection
operator formalism on the hierarchy of equations which
determines the exact evolution of electronic density ma-
trix ρ(t).
All approximate approaches that will be compared to
the HEOM method are based on perturbation theory,
where the complete Hamiltonian H from Eq. (1) is de-
composed to an exactly solvable part H0 and a small
perturbative part HI . Depending on this decomposition,
approximative approaches are valid in different parame-
ter regimes. An approximate Markovian quantum ker-
nel can be obtained from the exact expression for K(t),
Eq. (10), by a second order expansion of HI contribution,
resulting in the approximate kernel
K ≈ PL0P +
∫ ∞
0
dtPLI exp (L0t)LIP, (16)
where Liouvillians L0 a LI correspond to H0 in HI . The
reference state of phonons in P, Eq. (8), is given by
ρph = trel{e−βH0}/Z, where we have denoted a partial
trace over electronic subspace and Z = tr{e−βH0}. This
expression will be employed in the case of the Redfield
theory and the variational master equation.
For other two approximate methods, namely the
Fo¨rster theory and the modified Redfield theory, the ref-
erence state of the phonon environment is chosen to be
site-dependent. We are thus limited to the description in
terms of the rate kernelK, as projection operator Pc from
Eq. (12) can account for the site-dependence of phonon
reference states. In this case a second-order expansion
of HI in the expression for K(t) results in equation for
individual elements of the rate kernel37
Kab ≈ 2 Re
∫ ∞
0
dt trph{eiHb0t 〈b|HI |a〉 e−iHa0 t 〈a|HI |b〉 ρbph},
(17)
where Ha0 = 〈a|H0|a〉 and ρaph = e−βH
a
0 /Z, while {|a〉}
are some basis vectors spanning the electronic subspace.
A. Exact HEOM method
The exact HEOM (hierarchical equations of motion)
method was initially used in the context of EET for the
calculation of time-dependence of density matrix ρ(t).28
Here we adapt it for the evaluation of the time-dependent
kernel K(t) and the Markovian kernel K. In the HEOM
method the effect of vibrational DOFs on the dynamics
of electronic excitations is encoded in auxiliary opera-
tors, the dynamics of which is governed by a system of
linear differential equations. The system of differential
equations has a convenient hierarchical structure, which
is practical for numerical evaluation. The usual deriva-
tion of the HEOM method is based on the the Feynman
path integral formalism27,45–47, or, alternatively, on the
stochastic approach48–50.
The exact solution for the electronic density matrix
in interaction picture, defined by the relation ρ˜(t) =
exp(L0t)ρ(t) with L0 = Lel+Lph, can be formally written
as ρ˜(t) = U˜(t)ρ(0), where we have introduced propagator
U˜(t) = trph
{
T+ exp
(∫ t
0
ds L˜el−ph(s)
)
ρeq
}
, (18)
with ρeq = e
−βHph/Z being equilibrium state of the
phonon environment, and T+ is the usual time ordering
operator. Operators in interaction picture are given by
X˜(t) = exp(−L0t)X, and the superoperators are given
by X˜ (t) = exp(−L0t)X exp(L0t). Assuming that each
pigment is coupled only to its own independent set of
vibrational DOFs and using the Wick theorem for har-
monic oscillators51 the propagator factorizes,
U˜(t) = T+
N∏
m=1
exp
(∫ t
0
ds W˜m(s)
)
, (19)
where we have introduced
W˜m(s) =−
∫ s
0
dτ V˜m(s)
××[
C ′m(s− τ)V˜m(τ)× + iC ′′m(s− τ)V˜m(τ)◦
]
.
(20)
The functions C ′m(t) and C
′′
m(t) are the real and imag-
inary part of the correlation function of the electron-
phonon interaction, Cm(t) = trph {u˜m(t)u˜m(0)ρeq}, with
u˜m = 〈m|H˜el−ph(t)|m〉. This correlation function can be
related to the spectral density via
Cm(t) =
∫ ∞
0
dωJm(ω)[cos(ωt) coth(βω/2)− i sin(ωt)].
(21)
We have introduced notation for the commutatorX×Y =
XY − Y X and the anticommutator X◦Y = XY + Y X,
and the short-hand notation Vm = |m〉〈m|.
A direct numerical evaluation of ρ(t) according to the
propagator U˜(t) would require application of the time-
ordering operator T+. This can be avoided by introduc-
tion of auxiliary operators, resulting in a system of dif-
ferential equations which can be solved by standard nu-
merical approaches. For the correlation functions which
5can be written as a sum of exponential contributions,
Cm(t) =
∑
k cmke
−νkt, the system of differential equa-
tions has a hierarchical structure. The system of differ-
ential equations that we obtain is in principle infinite,
and thus must be truncated in a numerical evaluation.
Truncating the hierarchy at an appropriate level, and
treating only k ≤ K terms in the decomposition Cm(t)
exactly, and others with the Markovian approximation45,
we obtain the following system of HEOM equations,
dρn(t)
dt
= −i
N∑
m=1
K∑
k=0
√
nmk
|cmk|
(
c′mkV
×
m + ic
′′
mkV
◦
m
)
ρn−mk
(t)
+
(
Lel−
N∑
m=1
K∑
k=0
νknmk−
N∑
m=1
∞∑
k=K+1
c′mk
νmk
V ×m V
×
m
)
ρn(t)
−i
N∑
m=1
K∑
k=0
√
(nmk + 1)|cmk|V ×m ρn+mk(t).
(22)
Auxiliary operators ρn are indexed by a matrix n with
integer entries nmk, wherem ∈ [1, N ] and k ∈ [0,K]. Ma-
trix indexes denoted by n+mk and n
−
mk correspond to the
matrix index n with element nmk increased/decreased
by one. The electronic density matrix ρ(t) in the above
system of differential equations is equal to ρn=0(t), i.e.,
with operator indexed by the zero matrix.
The level at which the hierarchy of equations is trun-
cated can be predetermined by specifying a fixed hi-
erarchy depth8 Nmax, in which case the total number
of auxiliary operators is given by Nρ = ([N(K + 1) +
Nmax]!)/([N(K+1)]!Nmax!). Hierarchy depth Nmax must
be chosen large enough to obtain converged result. The
number of auxiliary operators Nρ however grows very
fast with increasing number of pigments N and number
of exponential terms K. Alternatively, the truncation
level can be chosen adaptively29 in the process of solving
the system of HEOM equations, based on the norm of
the auxiliary operators. Such truncation scheme reduces
number of required auxiliary operators significantly and
was thus also employed in our analysis.
The exact time-dependent kernel K(t) as well as the
corresponding Markovian kernel K can be obtained from
the above system of differential equations (22) with the
help of the Nakajima-Zwanzig formalism. The system of
equations (22) can be formally written as dρ(t)dt = Aρ(t),
where ρ is a vector of all auxiliary operators, ρ = (ρn),
and A is the HEOM operator defined by Eq. (22). In-
troducing projection operator to the electronic density
matrix as PH(ρ, ρn1 , ρn2 , . . . ) = (ρ, 0, 0, . . . ), the exact
time-dependent kernel can be written as
K(t) = PHAPHδ(t) + PHAGH(t)QHAPH (23)
with the projector QH = 1 − PH and the propagator
GH(t) = exp[QHAt]. Taking into account properties of
projection operators, relation (23) enables efficient cal-
culation of K(t).
The method can be further optimized for the cal-
culation of the Markovian kernel K by formal time-
integration of Eq. (23), resulting in
K = PHAP0PH , (24)
where P0 is a projector to the null-space of the QHA
defined as P0 =
∑
i |PRi 〉〉〈〈PLi |, with QHA|PRi 〉〉 = 0,〈〈PLi |QHA = 0, and 〈〈PLi |PRj 〉〉 = δij , where δij is the
Kronecker delta. All N2 left zero-eigenvectors 〈〈PLi | can
be determined directly from 〈〈PLi |QH = 0. Thus to eval-
uate K, only N2 right zero-eigenvectors |PRj 〉〉 must be
determined numerically.
B. Fo¨rster theory
The Fo¨rster theory is applicable when the exciton cou-
pling between pigments is smaller that the coupling with
the environment, namely, Vmn  λ in Eqs. (2) and (4).
Appropriate partitioning of the Hamiltonian H for the
perturbative treatment is thus H0 =
∑
mEm|m〉〈m| +
Hph + Hel−ph and HI = 12
∑
mn Vmn|m〉〈n|. Employing
Eq. (17) we obtain37
Kmn = 2|Vmn|2 Re
∫ ∞
0
dtAm(t)F
∗
n(t). (25)
where Am(t) = e−iEmte−gm(t) and Fn(t) =
e−i(En−2λn)te−gn(t)
∗
are related to the absorption and
fluorescence spectra of individual pigment molecules.
The function gm(t) =
∫ t
0
dt1
∫ t1
0
dt2 Cm(t2) is known as a
line broadening function, because it determines the shape
of the absorption/fluorescence spectral line via Am(t)
and Fm(t).
C. Redfield theory
The Redfield theory is applicable when the coupling
of electronic and vibrational DOFs is small. The Hamil-
tonian H is thus partitioned to H0 = Hel + Hph and
HI = Hel−ph. For the Redfield theory, the quantum ker-
nel K can be evaluated according to Eq. (16). We shall
evaluate it in the exciton basis, spanned by eigenvectors
of the electronic Hamiltonian Hel |α〉 = Eα |α〉. In this
basis we obtain
Kµν,µ′ν′ =− iδµµ′δνν′ωµν + Γν′ν,µµ′(ων′µ) + Γ ∗µ′µ,νν′(ωµ′ν)
− δνν′
∑
κ
Γµκ,κµ′(ων′κ)− δµµ′
∑
κ
Γ ∗νκ,κν′(ωµ′κ),
(26)
where we have introduced Γµν,µ′ν′(ω) =∑
m 〈µ|Vm|ν〉〈µ′|Vm|ν′〉 C˜m(ω), and C˜m(ω) =∫∞
0
dt eiωtCm(t). From the quantum kernel K, the
corresponding rate kernel K in an arbitrary basis can be
obtained using the Nakajima-Zwanzig formalism with
the projection operator Pp from Eq. (15). Note that
6the Redfield rate kernel K in the exciton basis can be
also obtained directly from Eq. (17), resulting in rates37
Kαβ = Kαα,ββ .
D. Modified Redfield theory
The modified Redfield theory extends the validity of
the perturbative treatment to the range of parameters
where the coupling of electronic and vibrational DOFs
is not small, by including a part of Hel−ph interaction
into the exactly solvable H0 via a prescription H0 =
Hel +Hph +
∑
α |α〉〈α|Hel−ph|α〉〈α|, with the remaining
perturbative part HI =
∑
α6=β |α〉〈α|Hel−ph|β〉〈β|. The
basis {|α〉} is the exciton basis Hel |α〉 = Eα |α〉. In
this basis the rate kernel can be evaluated according to
Eq. (17) as37
Kαβ = 2 Re
∫ ∞
0
dt A˜α(t)F˜
∗
β (t)N˜αβ(t) (27)
where we have introduced functions
A˜α(t) = e
−iEαte−gαααα(t) (28)
F˜β(t) = e
−i(Eβ−2λββββ)te−g
∗
ββββ(t) (29)
N˜αβ(t) = [g¨βααβ(t)− {2iλββαβ − g˙αααβ(t) + g˙ββαβ(t)}
{2iλβββα − g˙ααβα(t) + g˙βββα(t)}] e2(iλββααt+gααββ(t))
(30)
with gαβα′β′(t) =
∑N
m=1 a
m
αβa
m
α′β′gm(t) and λαβα′β′ =∑N
m=1 a
m
αβa
m
α′β′λm. The function gm(t) is the line broad-
ening function introduced above, while g˙m(t) and g¨m(t)
are its first and second time-derivative. Variables amαβ =
〈α|m〉〈m|β〉 characterize the overlap between the exciton
and the site basis states.
E. Variational master equation
The variational master equation is supposed to extend
the validity of perturbative approach by first transform-
ing the Hamiltonian H → H˜, and then fixing the exactly
solvable part H˜0 and the perturbative part H˜I . Choosing
the transformation appropriately, the perturbative part
H˜I might be kept small over a wide range of parameters.
In the context of EET variatonal polaron transformation
is usually employed, which is defined via relation H˜ =
eGHe−G, with G =
∑
m,ξ |m〉〈m|ω−1mξ(fmξb†mξ−fmξbmξ),
where fmξ are free parameters of the transformation (i.e.,
displacement parameters). The transformed Hamilto-
nian is then decomposed to the exactly solvable part
H˜0 = H˜el +H˜ph and perturbative part H˜I = H˜L+H˜D.
52
Transformed electronic Hamiltonian is given by
H˜el =
N∑
m=1
(Em +Rm)|m〉〈m|+ 1
2
N∑
m,n=1
B¯mB¯nVmn|m〉〈n|,
(31)
while the phonon part is unchanged, H˜ph = Hph. The
perturbative part consists of H˜L and H˜D where the for-
mer is linearly dependent on bosonic operators b†mξ and
bmξ,
H˜L =
N∑
m=1
∑
ξ
|m〉〈m|
[
(gmξ − fmξ)(b†mξ + bmξ)
]
, (32)
while the latter is exponentially dependent on the bosonic
operators,
H˜D =
1
2
N∑
m,n=1
Vmn|m〉〈n|Bmn. (33)
In the above expressions we have introduced
the operator Bmn = BmB
†
n − B¯mB¯n, with
Bm = exp
[∑
ξ ω
−1
mξfmξ(b
†
mξ − bmξ)
]
and equilib-
rium expectation value B¯m = trph{Bmρph} =
exp
[
− 12
∑
ξ
f2mξ
ω2mξ
coth
βωmξ
2
]
, where the equilibrium
density matrix is given by ρph = exp(−βH˜ph)/Z. The
shift of site energies Rm is expressed as
Rm =
∑
ξ
ω−1mξ
[
f2mξ − 2fmξgmξ
]
. (34)
For the validity of the perturbative treatment, param-
eters fmξ must be chosen such that the contribution of
H˜I to the dynamics of the system will be small. A
standard approach is to minimize the contribution of
H˜I to the free energy of the system, given by A =
−β−1 ln(tr exp(−βH˜)). To achieve this, we write the
free energy as a sum of contributions due to the exactly
solvable and the perturbative part, A = A0 + AI . We
have introduced the free energy of exactly solvable part
A0 = − 1β ln
[
tr{e−βH˜0}
]
, while AI is the term we are try-
ing to minimize. Using the Feynman-Bogoliubov upper
bound35,36 we obtain inequality A ≤ A0. To minimize AI
we must thus minimize A0, leading to the minimization
condition with respect to all transformation parameters,
∂A0
∂fmξ
=
∂A0
∂Rm
∂Rm
∂fmξ
+
∂A0
∂B¯m
∂B¯m
∂fmξ
= 0. (35)
For a continuous distribution of environmental oscilla-
tors J(ω) we can introduce a frequency-dependent dis-
placement function Fm(ω), which determines displace-
ment parameters via relation fmξ = Fm(ωmξ)gmξ, lead-
ing to the minimization condition (35) in the form
Fm(ω, {Rm, B¯m}) =
2ω ∂A0∂Rm
2ω ∂A0∂Rm − B¯m ∂A0∂B¯m coth(βω/2)
,
(36)
which defines a set of 2N coupled integral equations,
which must be solved self-consistently for the unknown
Fm(ω).
7The approximate quantum kernel K˜ for the perturba-
tive treatment of H˜I is obtained from Eq. (16), resulting
in a somewhat lengthy expression as different combina-
tions of perturbative Hamiltonians HL and HD must be
accounted for in the expansion. The final expression in
the site basis K˜mn,m′n′ is given in Appendix A, Eq. (A1).
Note that the final expression for the kernel is not iden-
tical as the one in Ref. 52, where the resulting equations
are obtained employing the Markovian approximation in
interaction picture, thus describing short-time dynamics
of the electronic density matrix.
The kernel K˜ determines stationary states and currents
in the transformed frame. To obtain description in the
original site basis, we have to transform it back to the
original frame. The inverse polaron transformation in
the system subspace ρ˜ → ρ depends on the state of the
whole system R˜, which was however projected out. We
thus have to assume the form of R˜. If the variational
polaron transformation is indeed such that H˜I is small,
R˜ can be approximated as R˜ ≈ ρ˜⊗ρph. In such case, the
inverse polaron transformation for the density matrix is
given by ρmn(t) =
(
[1− δmn]B¯mB¯n + δmn
)
ρ˜mn(t), and
thus the kernel in the original frame is related to the
kernel in the transformed frame by
Kmn,m′n′ = [1− δmn]B¯mB¯n + δmn
[1− δm′n′ ]B¯m′B¯n′ + δm′n′ K˜mn,m
′n′ . (37)
IV. COMPARISON
In this section we employ the methods presented above
to evaluate rate kernels for two simple PPCs, consist-
ing of two (dimer) and three (trimer) pigment molecules.
When the underlying method provides us with the quan-
tum kernel K, the corresponding rates in the site basis
Kmn and the exciton basis Kαβ are evaluated using the
Nakajima-Zwanzig formalism with the projection opera-
tor Pp, Eq. (15). This is possible for the Redfield theory
and the variational master equation. From the Fo¨rster
theory however, we can only obtain rates in the site ba-
sis Kmn, and from the modified Redfield theory only in
the exciton basis Kαβ . For the comparison of approxi-
mate rates with the exact rates obtained by the HEOM
method, we observe a ratio between them,
σmn =
Kmn
K
exact
mn
. (38)
The expression in the exciton basis σαβ is defined analo-
gously.
A. Dimer
The electronic Hamiltonian Hel for a dimer system is
uniquely determined by two parameters, the site energy
E = E2−E1, and the exciton interaction between the two
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FIG. 1. Exact rates K21 for dimer in site basis (a),(c) and
exciton basis (b),(d), at two values of exciton coupling V .
The rates were obtained using the HEOM method. Other
parameters are T = 300 K, γ−1 = 166 fs.
pigments V = V12. For simplicity, each site is coupled to
an independent phonon bath with a Drude-Lorentz spec-
tral density (6) with the same value of the reorganiza-
tion energy λ and the cutoff frequency γ. We evaluate
rate kernels for a range of reorganization energies λ and
site energies E, for weakly (V = 20 cm−1) and strongly
(V = 100 cm−1) coupled pigment molecules, and all at
fixed bath relaxation time γ−1 = 166 fs and temperature
T = 300 K.
Exact rates were obtained using the HEOM method in
both site and exciton basis, K
exact
mn and K
exact
αβ . Results
are shown in Fig. 1. Parameters for the HEOM method
(i.e., truncation depth of the hierarchy and the number of
exactly treated correlation function expansion terms K)
were chosen such that the relative error of the obtained
rates is less than 10−4 within the whole parameter space
considered. Differences in the overall behavior of rates in
the site and the exciton basis as λ→ 0 and E → 0 can be
understood by considering unitary dynamics of isolated
electronic part, governed by Hel. Two electronic eigen-
states |α〉 of the dimer system at E = 0 have the same
overlap with both site basis states |m〉. Thus, choosing
the initial state as a singly-occupied site, ρ(0) = |m〉〈m|,
results in oscillations of the population of the other site,
leading to large transfer rates in the site basis. If one in-
stead takes a singly-occupied exciton as an initial state,
ρ(0) = |α〉〈α|, population of the other exciton does not
change with time, leading to vanishing transfer rates in
the exciton basis.
In Fig. 2 ratios in the site basis σmn between approxi-
mate and exact rates are shown for the Fo¨rster method,
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FIG. 2. Ratios between approximate and exact rates in the
site basis σ21 for a dimer, obtained for a range of λ and E at
two exciton coupling strengths V . Solid contours correspond
to σ = (1.1−1, 1.1), dashed contours to σ = (1.05−1, 1.05) and
dash-dotted contours to σ = (1.01−1, 1.01). Other parameters
are T = 300 K, γ−1 = 166 fs.
the Redfield method and the variational master equation.
In Fig. 3 ratios in the exciton basis σαβ are shown for the
modified Redfield method, the Redfield method and the
variational master equation. Colors in the plots signify
how well each approximate method reproduces the ex-
act rates. Color coding is chosen such that regions with
blue color correspond to approximate rates that are less
than half of the exact rate, while regions with red color
denote approximate rates that are more that twice as
large as the exact rate, while intermediate colors denote
ratios in-between. White color denotes regions where ap-
proximate method matches the exact rate. Contour lines
provide detailed information on the accuracy of approxi-
mate methods, denoting regions where approximate rate
is within 10% (solid line), 5% (dashed line) or 1% (dash-
dotted line) of the exact value.
Fo¨rster rates match the exact rates reasonably well if
λ V or E  V , which is what is expected from the sep-
aration of the exact and perturbative part in the deriva-
tion. For weak pigment coupling V = 20 cm−1, in the pa-
rameter ranges of real PPCs (λ & 10 cm−1), the Fo¨rster
theory results in rates that are within ∼ 20% of the ex-
act rates. Increasing pigment coupling strength V , the
validity of the Fo¨rster theory moves out of the range of
relevant reorganization energies λ, e.g., at V = 100 cm−1,
rates obtained at λ ∼ 100 cm−1 are off by a factor of 2.
Nonetheless the overall dependence of the Fo¨rster rate
K21 on the parameters λ and E is the expected one - it
reaches maximal value going from small to large λ, and
decreases with increasing site energy difference E.
The Redfield rates are expected to be valid for small re-
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FIG. 3. Ratios between approximate and exact rates in
the exciton basis σ21 for a dimer, obtained for a range of
λ and E at two exciton coupling strengths V . Solid con-
tours correspond to σ = (1.1−1, 1.1), dashed contours to σ =
(1.05−1, 1.05) and dash-dotted contours to σ = (1.01−1, 1.01).
Other parameters are T = 300 K, γ−1 = 166 fs.
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FIG. 4. Comparison of rate σ21 obtained from two different
versions quantum kernel for the Redfield theory, (a) the one
obtained in this work K, Eq. (26), and (b) the standard Red-
field tensor R, Eq. (39). Fig. (c) is showing a relative error
in the site basis rates σmn obtained from the Redfield tensor
R. For E → 0, invalid rates are obtained even for small en-
vironmental coupling λ → 0. Parameters are the same as in
Fig. 2, with interaction strength V = 20 cm−1.
organization energies λ V . For the parameters consid-
ered, this corresponds to quite small reorganization ener-
gies (smaller than one can realistically expect in PPCs).
E.g., for a weak pigment coupling V = 20 cm−1, the
rates are within 20% of the exact values for λ . 1 cm−1,
and for a strong pigment coupling V = 100 cm−1 for
λ . 10 cm−1. Within this limited range range of valid-
ity, the Redfield theory results in correct rates in both,
the site and the exciton basis. Also, the overall depen-
dence of rates on parameters λ and E is again as expected
(see Fig. 4, first plot). The results in Fig. 4 however do
not comply with the analysis for the Redfield equation
9in Ref. 28 (see, e.g., Fig. 2 in the cited reference), where
the Redfield rate has a plateau at large reorganization
energies λ. Such behavior at large λ is indeed observed
when rates are obtained from the standard Redfield ten-
sor, given by28,43,44
Rµν,µ′ν′ =− iδµµ′δνν′ωµν + Γν′νµµ′(ωµ′µ) + Γ ∗µ′µνν′(ων′ν)
− δνν′
∑
κ
Γµκκµ′(ωµ′κ)− δµµ′
∑
κ
Γ ∗νκκν′(ων′κ).
(39)
The rates corresponding to R are shown in Fig. 4b. The
observed behavior for R is due to the Markovian ap-
proximation being done in the interaction picture, which
results in a correct short-time dynamics of the density
matrix ρ(t), however, it does not result in the appro-
priate steady-state rates. Even for small λ, where the
perturbative Redfield approach is expected to work well,
the site-basis ratesKmn obtained from the standard Red-
field tensor R, Eq. (39), do not match the exact rates.
This is demonstrated in Fig. 4c, where a ratio between
rates in the site basis obtained from R and exact rates is
shown in a region of small λ and E. As the site energy
difference E approaches zero, the standard Redfield ten-
sor results in wrong site-basis rates independently of the
reorganization energy λ. Note, however, that the rates in
the exciton basis Kαβ obtained from the Redfield tensor
R comply with the exact rates at λ ∼ 0 for an arbitrary
site energy E.
Whenever the site energy E  V , the modified Red-
field theory extends the range of validity of the Red-
field equation into the region of large reorganization en-
ergies λ (see Fig, 3). In such case the exciton basis
states |α〉 are well approximated by the site basis states
|m〉, leading to small values of amαβ in the corresponding
perturbative Hamiltonian HI . At small pigment cou-
pling V = 20 cm−1 improvement in the accuracy of ob-
tained rates is evident for E & 150 cm−1, where rates
are within 20% of the exact value for arbitrary reorgani-
zation energies λ. However, increasing pigment coupling
to V = 100 cm−1 and for large λ, the modified Redfield
equation already fails to provide significant improvement
compared to the ordinary Redfield theory. Also, the mod-
ified Redfield equation only enables calculation of rates
in the exciton basis.
Variational master equation was devised to extend the
validity of perturbative treatments into the range of ar-
bitrary reorganization energies. However, for the Drude-
Lorentz spectral density, it merely combines together the
rates obtained by the Redfield method at small λ and
the rates obtained by the Fo¨rster method at large λ,
with a discontinuous jump at some intermediate value
λc. Analogous behavior was observed in Refs. 35 and 36.
For λ > λc, the minimization condition (36) results in
a displacement function F (ω) = 1. Variational master
equation in this regime is equivalent to the polaron mas-
ter equation, which in fact exactly reproduces rates of
the Fo¨rster theory for the Ohmic spectral densities.35
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FIG. 5. Exact rates Kmn in the site basis for a trimer with
variable site energy E2 and reorganization energy λ. Blue-to-
red color coding denotes positive rates, while white-to-black
coding denotes negative rates. Other parameters are T =
300 K, γ−1 = 166 fs.
B. Trimer
In this section we extend the analysis of the rate kernels
to a trimer system in order to identify possible nontrivial
effects due to multiple sites taking part in the EET pro-
cess. To uniquely specify an arbitrary trimer electronic
Hamiltonian Hel, 6 parameters have to be chosen. Sys-
tematic inspection of the whole parameter space would
thus be cumbersome and not very insightful. Therefore,
we limit ourself to Hel of the form
Hel =
240. 87.7 5.5E2 30.8
0.
 , (40)
which is the FMO Hamiltonian from Ref. 53 for sites
1, 2 and 3 with a variable site energy E2. Each site
is coupled to an independent phonon bath with Drude-
Lorentz spectral density (6) with γ−1 = 166 fs.
We have evaluated the exact rates for a range of val-
ues λ and E2 using the HEOM method such that the
relative errors are within . 10−3. As in the dimer case,
we consider rates in the site and the exciton basis. Var-
ious rates Kmn in the site basis are shown in Fig. 5.
Rates between most strongly coupled sites, i.e., 1 → 2
and 2 → 3, are peaked at resonant values of site en-
ergy E2, while with respect to the reorganization energy
λ, a maximum is again attained at intermediate λ. For
a weakly coupled sites 1 and 3 however, rates between
them can be negative (denoted by white-to-black color
coding in plots). Negative rates prevent a simple inter-
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FIG. 6. Exact rates Kαβ in the exciton basis for a trimer
with variable site energy E2 and reorganization energy λ.
Blue-to-red color coding denotes positive rates, while white-
to-black coding denotes negative rates. Other parameters are
T = 300 K, γ−1 = 166 fs.
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FIG. 7. Ratio between approximate rates and exact rates
σ21 in (a) the site basis and (b) the exciton basis for a
trimer. Rates were obtained by approximate methods for a
range of λ and E2. Solid contour denotes σ = (1.1
−1, 1.1),
dashed contour σ = (1.05−1, 1.05) and dash-dotted contour
σ = (1.01−1, 1.01). Rates were evaluated for parameters
T = 300 K, γ−1 = 166 fs.
pretation of the classical master equation (14) as a hop-
ping process between sites, where the probability of a
jump is given by a product of a rate and a population
of the site. For a discussion of possible interpretation
of negative rates see Ref. 54. Nonetheless, the kernel
Kmn determines the appropriate stationary state, which
further determines the efficiency of the EET. Note that
with increasing reorganization energy λ, the EET process
becomes more incoherent, rendering rates Kmn positive
again. For an example see second plot of Fig. 5 showing
rate K31. The reverse rate K13 however remains negative
for the whole range of reorganization energies considered,
λ < 200 cm−1. Negative rates are also obtained in the
exciton basis, shown in Fig. 6. Exciton states are num-
bered according to their energy, starting from the lowest
energy exciton state. Negativity of rates in the exciton
basis however appears at large reorganization energies –
just in the opposite regime as in the site basis. Thus, at
small λ, dynamics can be interpreted as a jump process
between excitons.
Comparing the exact rates to the approximate rates,
Fig. 7, we observe behavior analogous to that in the dimer
system, with each perturbative method being valid in its
corresponding regime. However, as we approach the lim-
its of validity, one can not reliably state whether the ap-
proximate method will result in the overestimated or un-
derestimated rates. For example, while the Fo¨rster and
the modifier Redfield method generally overestimated
rates in the case of the dimer system, for the trimer sys-
tem they can either overestimate or underestimate them,
depending on the parameters of the model. Rates ob-
tained by the variational master equation now display
multiple discontinuous jumps as Hel and λ is varied, due
to various local minima of A0 becoming global minima in
different parameter regimes, resulting in a sudden change
of the displacement function Fm(ω).
42,52
V. CONCLUSION
We have compared EET rates obtained by various per-
turbative approaches to the exact rates obtained by the
HEOM method on the basis of a common criteria, namely
the rate kernel K. The exact HEOM method was opti-
mized for the calculation of the time-integrated kernel,
translating the problem to the evaluation of a null-space
of large sparse matrix, for which efficient numerical pro-
cedures exist. Together with the adaptive truncation
scheme, the method can be used for determination of
exact rates for relatively large PPCs at intermediate reor-
ganization energies, e.g., rates for the FMO complex with
7 pigment molecules can be obtained within hours on a
standard PC. Numerical aspects of the HEOM method
were inspected for the Drude-Lorentz spectral density,
where a hierarchical structure of the HEOM operator is
obtained.
The exact rates were calculated for a dimer and a
trimer system. In the case of a dimer system, the ob-
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tained rates are positive both in the site and in the ex-
citon basis, independently of the parameters of the sys-
tem. Positive rates enable interpretation of the process
as a classical jump-process, where each rate determines
probability of a jump to the corresponding state. In the
trimer system however, some rates can become negative,
depending on the basis in which they are evaluated and
on the parameters of the model. For example, rates in
the exciton basis become negative when the reorganiza-
tion energy λ is increased, while at small λ rates in the
site basis become negative. This suggests that at in-
termediate values of the reorganization energy λ there
might exist a basis |M〉, interpolating between the site
and the exciton basis, such that the corresponding rate
kernel KMN would result in positive rates between the
basis states, enabling a jump-like interpretation of the
EET process withing the whole parameter regime. De-
termination of the appropriate basis might be related to
the notion of preferred55 (or global56) basis.
Perturbative approaches for the calculation of EET
rates have the advantage of being numerically efficient,
while also providing more insight into the underlying pro-
cesses in the corresponding parameter regime. However,
based on the analysis presented here, none of the approx-
imate approaches considered can be reliably used for the
determination of EET rates in the relevant intermediate
electron-phonon coupling regime. Even more, one can
not say whether a given approximate method will either
overestimate or underestimate rates. This depends in-
tricately on the parameters of the model, as seen in the
trimer example.
Variational master equation, which was devised to
work for an arbitrary reorganization energy λ, also re-
sults in inaccurate rates for intermediate reorganization
energies λ. It could be that the variational polaron trans-
formation is not sufficiently general to render interac-
tion Hamiltonian H˜I small enough for perturbative treat-
ment at arbitrary λ. Alternatively, the criteria based on
free energy A may not give the appropriate minimization
condition, resulting in suboptimal displacement function
F (ω). The underlying cause of the failure of the varia-
tional polaron transformation could be possibly identified
with the help of exact calculations. With this knowledge,
variational master equation could be in principle further
improved to work reliably also in the region of intermedi-
ate reorganization energies λ. Such improvement would
be very beneficial for the analysis of EET in larger PPCs,
where exact calculations become inefficient.
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Appendix A: Quantum kernel K˜ for variational master
equation
In the following, we present the expression for the
quantum kernel K˜ for the variational master equation,
obtained from Eq. (16) with appropriate separation of
exact and perturbative Hamiltonians H0 and HI . In the
site basis {|m〉} we obtain
K˜mn,m′n′ =I0mn,m′n′ +
∫ ∞
0
dt
[
ILLmn,m′n′(t) + I
DD
mn,m′n′(t) + I
LD
mn,m′n′(t) + I
DL
mn,m′n′(t)
]
, (A1)
ILLmn,m′n′(t) =− Un
′n
mm′(t)
[
Cmm
′
LL (t)− Cm
′n
LL (−t)− Cnm
′
LL (t) + C
n′n
LL (−t)
]
, (A2)
IDDmn,m′n′(t) =
∑
q,p
[
−Un′nqp (t)Cmqpm
′
DD (t) + U
pn
qm′(t)C
n′pmq
DD (−t) + Un
′p
mq (t)C
pnqm′
DD (t)− Uqpmm′(t)Cn
′qpn
DD (−t)
]
, (A3)
ILDmn,m′n′(t) =
∑
p
[
−Un′nmp (t)Cmpm
′
LD (t) + U
pn
mm′(t)C
mpn′
LD (−t) + Un
′n
mp (t)C
npm′
LD (t)− Upnmm′(t)Cnpn
′
LD (−t)
]
, (A4)
IDLmn,m′n′(t) =
∑
p
[
−Un′npm′(t)Cm
′pm
LD (t) + U
n′n
pm′(t)C
n′mp
LD (−t) + Un
′p
mm′(t)C
m′np
LD (t)− Un
′p
mm′(t)C
n′pn
LD (−t)
]
, (A5)
where I0mn,m′n′ = −i 〈m|[H˜el, |m′〉〈n′|]|n〉 is the con-
tribution due to unitary dynamics, while the re-
maining terms are resulting from different combi-
nations of perturbative Hamiltonians H˜L and H˜D.
We have also introduced a short-hand notation
Upqmn(t) = 〈m|e−iH˜elt|n〉〈p|eiH˜elt|q〉. In above ex-
pressions various correlation functions have been in-
troduced, defined as CmnLL (t) = trph{H˜mL (t)H˜nLρph},
CmnpqDD (t) = trph{H˜mnD (t)H˜pqD ρph} and CmpqLD (t) =
trph{H˜mL (t)H˜pqD ρph}, where the time argument denotes
the interaction picture H˜mL(D)(t) = e
iHphtH˜mL(D)e
−iHpht.
Correlation functions can be further expressed with the
spectral density Jm(ω) and the displacement function
Fm(ω) as
CmmLL (t) =
∫ ∞
0
dωJm(ω)[1− Fm(ω)]2
(
cosωt coth
βω
2
− i sinωt
)
, (A6)
CmnpqDD (t) =VmnVpqB¯mB¯nB¯pB¯q
(
e−δmpφ
m
DD(t)−δnqφnDD(t) + eδmqφ
m
DD(t)+δnpφ
n
DD(t) − 2
)
, (A7)
CmpqLD (t) =(δmpVmqB¯mB¯q − δmqVmpB¯mB¯p)φmLD(t), (A8)
with
φmDD(t) =
∫ ∞
0
dω
Jm(ω)
ω2
Fm(ω)
2
(
cosωt coth
βω
2
− i sinωt
)
, (A9)
φmLD(t) =
∫ ∞
0
dω
Jm(ω)
ω
Fm(ω)[1− Fm(ω)]
(
cosωt− i sinωt coth βω
2
)
. (A10)
Appendix B: Correlation functions
In this appendix, we collect some analytical expres-
sions for correlation functions for Drude-Lorentz spec-
tral density (6), which can be obtained using, e.g., con-
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tour integration57. For the correlation function C(t) from
Eq. (21), we obtain real and imaginary part of the corre-
lation function C(t) = C ′(t) + iC ′′(t) as
C ′(t) = λγ cot
(
γβ
2
)
e−γ|t| +
∞∑
k=1
4λγ
β
νk
ν2k − γ2
e−νk|t|,
(B1)
C ′′(t) = − t|t|λγe
−γ|t|, (B2)
where the k-terms are known as Matsubara terms and
νk = 2piki/β are Matsubara frequencies. In the Redfield
theory the half-sided Fourier transform of this correla-
tion function is required, C˜m(ω) =
∫∞
0
dt eiωtCm(t). It
can be calculated by integration of the above expressions,
resulting in
C˜ ′(ω) =
pi
2
J(ω)
(
coth
βω
2
+ 1
)
, (B3)
C˜ ′′(ω) =
λγ
ω2 + γ2
(
ω cot
βγ
2
− γ
)
+
4λγ
β
∞∑
k=1
νk
ν2k − γ2
ω
ω2 + ν2k
.
(B4)
