Using kinematic resolution, the optimal path planning for two redundant cooperative manipulators carrying a solid object on a desired trajectory is studied. The optimization problem is first solved with no constraint. Consequently, the nonlinear inequality constraints, which model obstacles, are added to the problem. The formulation has been derived using Pontryagin Minimum Principle and results in a Two Point Boundary Value Problem (TPBVP). The problem is solved for a cooperative manipulator system consisting of two 3-DOF serial robots jointly carrying an object and the results are compared with those obtained from a search algorithm. Defining the obstacles in workspace as functions of joint space coordinates, the inequality constrained optimization problem is solved for the cooperative manipulators.
INTRODUCTION
Cooperation among robots to perform a common task has increasingly developed and created a new field of study in Robotics. The capability of cooperative robot systems to perform complicated, accurate and high performance functions, not expected of single robots, has attracted a lot of attention by researchers. When two (or more) robots are cooperating, they create a closed kinematic chain. Regarding the kind of object grasping, the closed chain is usually redundant.
In addition to a basic motion task, redundant manipulators can achieve additional tasks by utilizing their degrees of redundancy. However, as a result of kinematic redundancy, path planning for redundant manipulators is a complicated job. There are two main aspects of path planning: motion planning, which deals with the existence of a feasible path; and redundancy resolution, which deals with selecting a single configuration among all possible ones. The common idea in redundancy resolution is that redundancy should be resolved in such a way that the mechanism optimizes a performance measure of system while carrying out its given task.
Two possible approaches to resolving the redundancy are the local optimization methods and the global optimization methods. Numerous studies on redundant manipulators have involved instantaneous redundancy resolution at velocity level using pseudo inverse of Jacobian matrix [1] [2] [3] . It has been shown that pure pseudo inverse control to most manipulator geometries is not conservative in that a closed trajectory in the Cartesian space may not necessarily result in a closed joint space trajectory [4] . A Jacobian pseudo inverse approach, modified to include the null space solution, could make the control of a kinematically redundant robot conservative [4, 5] . A lot of effort has been put into finding the null space solution including the approaches of least square joint velocities. All the methods developed can only rely on local information. They are not capable of sacrificing local interests so that the trajectories are globally optimized. However, they are adequate for real time implementation. An alternative method involves the optimization of an integral performance index with the forward kinematics as constraints. The integral is over the length of the path. Therefore, the history of cost function is taken into account, which yields a global optimal. The chosen cost function can be a kinematic or kinetic index. The former is a function of kinematic parameters and the kinematic equations are, therefore, considered as constraints of optimization problem; the latter is a function of kinematic parameters such as joint torques or consumed energy and power; hence, the motion equations are used as constraints.
This global method is based on calculus of variation and leads to a set of ODEs with split boundary conditions (BCs). Accordingly, to obtain the optimal solution, one should solve a boundary value problem [6] [7] . The price one pays in order to 
IMECE2003-42100

DSC TOC
use a global optimization scheme is the increase in computation time. So, the global methods can not be used in real time applications. Other authors attempted to find the optimal path by solving parameter optimization problem extracted from abstract optimization problem. In these approaches, rather than solving the differential equations, the optimal path is approximated by polynomial of finite dimensions and numerical schemes are used to solve for unknown coefficients [8] [9] . A few researchers have dealt with redundancy resolution methods incorporating inequality constraints (ICs) including improved configuration control scheme using active ICs [10] , using Kuhn Tucker condition considering only one active IC at a time [11] and more than one active ICs simultaneously [12] . Section 2 of the paper is dedicated to explaining the problem formulation. The kinematic index of joint velocity norm is used in this study and kinematic redundancy of the closed chain of cooperative robots is solved based on Optimal Control Theory. The theory has been expressed completely by [13] and is extensively used in the present study. In addition, Kuhn-Tucker condition is merged with variational methods to find a global constrained optimal solution to under-determined kinematic equations with nonlinear configuration-dependent ICs. This method is applied when more than one active ICs are imposed simultaneously. In section 3, illustrative examples are described for each case to demonstrate the effectiveness of these approaches. Finally, section 4 provides some conclusions.
OPTIMAL PATH PLANNING PROBLEM FORMULATION
Optimization Under Equality Constraints
Let n ℜ ∈ q be the joint space coordinates of a redundant cooperative robot system. Also,
represents the variables of end effectors, which jointly carry the object and is called end effector space in this paper. This vector should not be confused with the vector of object task space. In single robot systems, these two are usually the same. But when the number of robots exceeds unity, each manipulator has its own work space that can be different from the work space of the object. It is worth noting that the number n represents the summation of joint variables of all robots involved. And, it is different from the number of DOF of the system.
The relation between X and q variables is given by the kinematic function
The path planning problem can be stated as: 
is the Jacobian matrix of cooperative manipulator system. The general solution to Eq. (2) can be written as the sum of a particular solution and a homogeneous solution:
where # J is the pseudo inverse matrix,
is an arbitrary vector and n I indicates identity matrix of order n. If the rows of J are linearly independent, then
If X & belongs to the range space of J, then (3) is an exact solution to (2) . Else, it is a Least Square Solution. Since Eq. (2) represents a physical model, X & will be defined in the end effector space and (3) is the exact and general solution to kinematic equations. Eq. (3.b) indicates a particular solution, which comes from orthogonal compliment of null space of J. Eq. (3.c) indicates a homogeneous solution, which comes from null space of J and generates those configurations that make no motion in the end effector space by mapping any arbitrary vector into null space. In fact, h q & indicates the redundancy property of the system and can generate an infinite variety of solutions of ) (t q & . Using this property, one can choose a solution that optimizes an index of system among all possible ones.
In the present study, the following index is chosen
The resolution in Eq. (3) allows us to transform the optimal path planning problem to an optimal control problem by defining the arbitrary vector from null space as a forcing control vector.
, which causes the n-th order system
to follow an admissible trajectory that minimizes the performance index
is sought. Considering adjoint vector of n ℜ ∈ ψ , the Hamiltonian of the system is defined as
The necessary conditions for * u to be an optimal control involve:
Eqs. (9.a) through (9.c) are algebraic and differential equations. Solving Eq. (9.c) for ) (t * u and substituting in (9.a) and (9.b), one can calculate optimal path of ) ( * t x . It should be emphasized that Eqs. (9) and (10) constitute a set of necessary conditions for optimality; these conditions are not, in general, sufficient.
When the Hamiltonian is a linear or quadratic function of u, then the nonlinear Eq. (9.c) has an analytic solution to ) (t * u . Otherwise, it should be solved numerically for every step of integration of Eqs. (9.a) and (9.b). In our case, the index P is a quadratic function of q & and so of β . Therefore, β can be found analytically in a closed form. Rewriting the necessary conditions (9) for the system (3) and solving equation (9.c) for β , we have:
Derivation of Eq. (11) is provided in Appendix. Eventually, the governing equations of optimal control problem are constituted as follows: should belong to row space of Jacobian matrix. Using the concepts of Linear Algebra, the transversality condition can be stated mathematically as in [13] 0 , ]
It can be shown that when J is full rank, the rank of the coefficient matrix in Eq. (14) is m n − . Hence, Eq. (14) has m n − independent BCs. Accordingly, 2n BCs have been achieved and the problem has been reduced to a Two Point Boundary Value Problem (TPBVP) with n condition at each end points. A systematic method to TPBVP is the Shooting Method. This technique is used to simulate numerical examples in section 3. (15) In fact, the shooting method is a zero finding problem, and we should find the roots of e, where e is a function of guessed BCs. 
Optimization Under Inequality Constraints
Eq.
(1) describes a basic motion task for a redundant cooperative robot system to follow. As mentioned in section 1, redundancy resolution can be achieved by satisfying additional requirements such as optimizing a proper performance index. Joint limits and obstacle avoidance can be considered also as additional tasks. Both the joint limits and obstacles to be avoided may be presented by p nonlinear ICs such as: A Lagrangian function is defined as
where m ℜ ∈ λ and p ℜ ∈ µ . Considering the variation of augmented index
and applying the Kuhn Tucker condition, the necessary conditions for optimization are:
While a manipulator moves around to perform its task, it may encounter the boundary of an obstacle. This makes the corresponding IC active. So, ICs can be partitioned into two categories: Those that are to be taken care of, and those that may be essentially ignored [15] . According to Eq. 
Eq. (26) consists of l m n − − equations. Adding m equality constraints and l active ICs, it can be used to calculate n unknown 1 q through n q . The number of active ICs, l, is not always constant and an intelligent algorithm is used to determine the reduced order equations at each step of integration. At each moment, the number of active constraints should be less than or equal to the number of degree of redundancy (DOR) of the system:
Otherwise, no solution is guaranteed.
NUMERICAL RESULTS
In this section, the numerical results are presented for optimal path planning, first under equality constraints and, then, under ICs. A cooperative robot system is employed to generate the optimal joint space variables, which consists of two 3-DOF serial robots carrying a common object (Fig. 1) The trajectory of the center of mass of the object is known in cartesian space as
with respect to the reference coordinate frame attached to the base of Robot 1 (Fig. 1) . θ is defined as the angle between the line, which connects two end effectors and the horizontal axis of the reference coordinate frame. The object is connected to each end effector by a revolute joint where ) , ( are the coordinates of the end effectors P1 and P2 in Fig. (1) , respectively. The joint space variables are defined as
. Having trajectory of the center of mass of the object, the task space of each serial robot; i.e., ) , ( can be specified. Hence, n = 6 and m = 4. And so, it has 2 degrees of redundancy.
Path Planning Under Equality Constraints
The mass center of the object is supposed to move along the following trajectory:
which is a symmetric trajectory with respect to Robots 1 and 2. Since DOR = 2, only two variables are needed to be guessed at So the guessed values must be chosen from the above intervals. Other variable can be obtained from kinematic equations. It should be mentioned that kinematic equations yield to two sets of elbow up and elbow down solutions for each manipulator based on admissible s ' q 1f and s ' q 4f . The simulation results are presented in Table (1) . Also, for the first example, the generated path in joint space and the corresponding overall behavior of manipulators are shown in The obtained results are checked with a search algorithm, which is explained following.
Considering each manipulator as a single robot system, the optimal control problem can be divided into two optimal control problems, one for each robot; while each end effector moves along the same trajectory during cooperation action. Since each of the serial manipulators has one degree of redundancy, the cost function for each robot can be calculated as a function of one of the corresponding joint space coordinates; e.g. 1f q for Robot 1 and 4f q for Robot 2. Cost functions P u and P d are evaluated for all feasible elbow up and elbow down configurations, correspondingly. Fig. (4) presents P u1 and P d1 versus 1f q for Robot 1 and, P u2 and P d2 versus 4f q for Robot 2. Since velocities are excessively large near singular configurations, the value of P is also too large in these neighborhoods and the plots of Fig. (4) are zoomed on the lower parts of the curves. It has been observed that the generated optimum paths in the joint space of each manipulator are exactly the same as the joint space optimum paths for cooperating robots.
An interesting point is that if the cost function of cooperative system is separable for each individual robot; i.e.,
then for simplicity, each robot can be treated separately and the simulation results may be used for the whole system. It yields, consequently, a slighter burden of calculation and so, a faster convergence. Table ( 2) presents the results obtained form this approach. As can be seen, the evaluated optimum indices of each manipulator are exactly the same and equal to one half of its value during cooperation. 
Path Planning Under ICs
The inequality constrained optimization problem is applied to the above-mentioned 5-DOF system of cooperating robots. The main task is to move the object along the same path of Eq. (28). Let an additional task minimize the cost function in Eq. (5) and the other additional task avoid joint limits or obstacles in the work space, both of which can be expressed as ICs. The illustrated method has been implemented for each of these two kinds of ICs. To shorten the discourse, only the case of obstacle avoidance is mentioned here.
Two obstacles are defined in the work space of the cooperative robot system: 1) A circle with a radius of 0. 15 (6) and (7) . The overall behavior of the manipulators in Fig. (6) shows that the object tracks its desired trajectory while robots avoid assumed obstacles. Fig. (8) demonstrates that Eqs. (32) activate at 0.46 and 0.61 sec., correspondingly and, remain active during the rest of the trajectory.
CONCLUSIONS
This paper proposed a method of kinematic resolution of redundant cooperative manipulators using Optimal Control Theory with kinematic equations as equality constraints and a cost function of kinematic parameters. The resulting TPBVP's are solved using shooting method. Since the proposed method uses an integral form of cost function, the results are globally optimal. Also, additional tasks such as joint limits and obstacle avoidance are applied as ICs to resolve kinematic redundancy. To this end, an intelligent algorithm is employed to obtain reduced order differential equations utilizing active ICs. The results and some numerical considerations have been presented through numerical simulations for a system containing two 3-DOF cooperating manipulators The above equation shows a necessary condition for optimal control law.
