In this paper subordination and inclusion relations are studied for some subclasses of multivalent meromorphic functions in the punctured unit disc having a pole of order p at the origin. The subclasses under investigation are defined through combinations and iterations of a meromorphic analogue of the Cho-Kwon-Srivastava operator for normalized analytic functions. Specially, emphasis is given in this study on the effect of the increase of different parameters on the size of the subclasses. Applications are indicated for the subordination results to electromagnetic cloaking.
Introduction and definitions

Let
where ⋆ denotes the usual Hadamard product (or convolution) of analytic functions. Liu and Srivastava (cf. [1] ) studied meromorphic analogue of the Carlson-Shaffer operator [2] by introducing the function φ p (a, where (λ) n is the Pochhammer symbol (or shifted factorial) given by (λ) 0 := 1 and (λ) n := λ(λ + 1)(λ + 2) · · · (λ + n − 1), (n ∈ N := {1, 2, 3, . . .}).
They defined the operator L(a, c) : 
(
1.3)
We recall that the holomorphic analogue of the function φ Ď p (a, c; z) and the corresponding transform, which is popularly known as the Cho-Kwon-Srivastava operator, have been studied earlier by many authors (see for example [3] [4] [5] ). and for n = 1, 2, 3 · · ·
(1.5)
We now define the operator I n,m λ,p (a, c):
(z ∈ U * ), (1.6) which generalizes several previously studied familiar operators as well as provides meromorphic analogue for certain well known operators for analytic functions. The following are some of the interesting particular cases:
λ,p (a, c) is the inverse (in the sense of the Hadamard product) of the operator studied by Liu and Srivastava [1] (also see [7, 8] );
λ+p−1 has been studied in [9] ;
λ,p (a, c) is a meromorphic analogue of an operator I λ p (a, c) studied by Patel et al. [4] ; • for n = 0, t = 1, yields a meromorphic analogue of the Sǎlǎgean operator [10] .
• for n = 0, m = 0, the operator I 0,0 λ,p (a, c)f (z) = f (z) is the identity operator and n = 0, m = 1, t = 1 give the Alexander transform for meromorphic functions.
• Al-Oboudi and Al-Amoudi [11, 12] studied interesting families of holomorphic functions associated with n-times superimpositions of the combinations of the Owa-Srivastava differential operators Ω λ z , which corresponds to the case
In the particular case n = 1, we use the notation
Let the functions f and g be analytic in the unit disc U. We say that f is subordinate to g (cf. [14] ) and write
if there exists a Schwarz function w(z), which (by definition) is analytic in U with w(0) = 0 and |w(z)| < 1, such that
It follows from the Schwarz lemma that
Furthermore, if the function g is univalent in U, then (see, e.g. [14] )
For some recent work related to meromorphic functions and subordination see, for example, [15] [16] [17] [18] [19] [20] [21] . In this sequel to earlier work, we introduce the following class of meromorphic functions and study inclusion properties. 
(1.7)
In the particular case n = 1, we denote
. We note that, by specializing the parameters p, m, n and α we obtain the following subclasses studied by various authors. In the present paper, in Section 3, we find several inclusion theorems for the class M 
hold for f ∈  p and for suitable univalent function q in U. We also elaborate on interesting particular cases of these results in several corollaries. Possible applications of the subordination results to electromagnetic cloaking are discussed in Section 5.
Preliminaries
To establish our main results we shall need each of the following.
Lemma 2.1 (Cf. [14] ). Let A, B, β, γ ∈ C with β ̸ = 0, |B| ≤ 1, A ̸ = B, and suppose that these constants satisfy
Then the differential equation
If φ(z) is regular in U and satisfies
and q(z) is the best dominant. 
If the function H(z) is defined by
(|z| ≤ r < 1). 
Proof. These identities can be verified by considering series expansions of individual functions involved.
Lemma 2.5 (Cf. [14]). Let the function q(z) be univalent in the unit disc U and let θ and ϕ be analytic in a domain D containing q(U) with
and q(z) is the best dominant.
Lemma 2.6 (Cf. [25]). Let q be a convex univalent function in U and let
ψ ∈ C, γ ∈ C * = C \ {0} with ℜ  1 + zq ′′ (z) q ′ (z)  > max  0, −Re  ψ γ  .
If p(z) is analytic in U with p(0) = q(0) and
and q is the best dominant.
Inclusion results
Unless otherwise mentioned, we assume throughout the sequel that
We prove the following. 
and q 1 (z) is the best dominant of (3.3). Consequently,
are satisfied then
where
The bound on ρ 1 is the best possible.
Using standard technique it can be proved that φ(z) is analytic in U and φ(0) = 1. An application of the identity (2.11) of Lemma 2.4 in (3.7) yields
Next, the logarithmic differentiation of both sides of (3.8) with respect to z, gives
Therefore by an application of Lemma 2.1,
where the best dominant q 1 (z) is defined by (3.3). The proof of (i) of Theorem 3.1 is complete.
In order to establish (3.5) of (ii), we observe that an application of the principle of subordination in (1.7) gives
which is precisely the left hand inequality in (3.5). Also, by the principle of subordination
The rest of the proof is devoted to find inf z∈U ℜ(
). By hypothesis B ̸ = 0, therefore by (3.2) we have
B , β = λ + p and γ = β + 1. Also since γ > β > 0, by successively using (2.5)-(2.7) of Lemma 2.3, we get 
and
Hence, in view of (3.9), the right hand inequality of (3.5) follows from (3.11), in the case
Further, by taking
the proof of (ii) is completed. The bound on ρ 1 is sharp by the principle of subordination. The proof of Theorem 3.1 is thus completed.
Remark 3.2.
A recent result of [6] is included in Theorem 3.1(i) in the particular case p = 1, α = 0 and m = 0.
The next theorem gives inclusion relation with respect to variation of the parameter a. 
and q 2 (z) is the best dominant of (3.14). Consequently, are satisfied then
The bound on ρ 2 is the best possible.
Proof. The proof of this theorem is similar to the proof of Theorem 3.1. Therefore we omit the details and give only the main steps. Consider
In this case using (2.10) of Lemma 2.4, we get
Hence, by Lemma 2.1 20) where the best dominant q 2 is given by (3.14). The proof of (i) of Theorem 3.3 is completed.
In order to establish (3.16) of (ii), we write
The right hand inequality of (3.16) now follows from (3.21). The bound on ρ 2 is sharp by the principle of subordination. The proof of Theorem 3.3(ii) is thus completed.
We next prove an inclusion theorem with respect to variation of the parameter c. 
where The bound on ρ 3 is the best possible.
Using (2.12) of Lemma 2.4 we get
(3.29)
Hence by Lemma 2.1, we have
where the best dominant q 3 is given by (3.24) . The proof of the remaining part of Theorem 3.4 is similar to that of Theorem 3.1 and we choose to omit the details. The proof of Theorem 3.4 is completed.
Theorem 3.5. Suppose that in addition to the usual constraints at (3.1), A, B, t, p and α satisfy
λ,p (a, c; α; A, B) and the function Q be defined on U by
and q 4 (z) is the best dominant of (3.33). Consequently,
λ,p (a, c; α; A, B).
Using (2.9) of Lemma 2.4 we get
Hence by using Lemma 2.1, we have
where the best dominant q 4 is given by (3.33) . The proof of Theorem 3.5 is thus completed. 
and q is the best dominant of (4.9).
Proof. Differentiation with respect to z of the function
followed by applications of the identities (2.9)-(2.12) yield respectively 
is the best dominant of (4.26).
Proof. Taking q(z)
we see that 
is the best dominant.
Theorem 4.4. Let q(z) be a non zero univalent function in U with q(
and suppose that f and q satisfy the conditions:
and q is the best dominant of (4.
29). (The power is the principal one.)
Proof. With a view to apply Lemma 2.5, we set
By hypothesis (4.27), the function Q (z) is univalent starlike in U. We furthermore get that
Next, let the function p be defined by
Using (4.31) in (4.28) we have
which is also equivalent to
Therefore, by Lemma 2.5, we have
and q(z) is the best dominant. This is precisely the assertion in (4.29). The proof of Theorem 4.4 is completed.
in Theorem 4.4, it is easy to check that the assumption (4.27) holds whenever
hence we obtain the next result. 
The function (1 − z) 2β is the best dominant of (4.33). In particular, |zf (z)| is bounded by 2
(The powers on both sides of (4.33) are principal ones.) 
36). (All the powers are the principal ones.)
Proof. The proof of this theorem is similar to that of Theorem 4.4 and we only sketch the main steps. Let the function p be defined as in (4.30) . Therefore, by (4.31) we have
(4.37)
In this case, setting
we see that by (4.34), Q (z) is starlike in U and that
Furthermore, by substituting the expression for p(z) from (4.30) and the expression for zp
The hypothesis (4.35) is now equivalently written as
).
An application of Lemma 2.5 yields
This last statement gives the assertion (4.37). The proof of Theorem 4.7 is completed.
Taking q(z) = Proof. In this case Corollary 4.9. Let f ∈  be such that zf (z) ̸ = 0 for all z ∈ U, and let µ ∈ C * . If 
Applications to electromagnetic cloaking
In defence and space applications one of the most important strategic requirements is minimizing the visibility of objects to the interrogating electromagnetic spectrum. Such minimization reduces the object's probability of detection to such an extent that effectively it becomes hidden. For detection the present technology is based on Radar Cross Section (RCS). The cross section projected by the object to an interrogating electromagnetic wave is called its RCS. By using camouflages on the object, the RCS can be altered. Similarly, using optimized physical designs, considering the reflections and scattering from different edges and corners, the RCS can be reduced compared to the physical size. This method of making objects less visible is known as Stealth or Low Observable (LO) Technology [26] . However, ideally, one would desire the object to be completely invisible. By Fermat's principle perfect invisibility in a medium with constant (uniform) refractive index is impossible.
In electromagnetic cloaking (or optical cloaking) an object is placed inside a cloak to make it ''invisible'' to a ''viewer'' from outside. We know that an object becomes ''visible'' when incident light reflects away from it or it makes its presence perceptible by casting a shadow or by behaving like a source of radiation. Recent studies (see e.g. [27, 28] ) suggest that a cloak, made of metamaterial (in which the refractive index spatially varies), can be designed so that an incident electromagnetic wave (light) can be guided through the cloak giving an impression of ''free space'' when viewed from outside. This ensures that the cloak neither reflects nor scatters waves nor casts a shadow in the transmitted field. The cloak remains undetected by a viewing device. At the same time the cloak reduces scattering of radiation from the object where the imperfections are exponentially small. The visibility of the object, therefore, reduces to such an extent that the resolving power of the detector fails to catch it. Hence the object becomes invisible to the detector.
Reports are available in the published literature (c.f. e.g. [27, 28] ) that electromagnetic cloaking, which seemed impossible earlier, is technologically realizable when the cloak and the cloaked object have a circular symmetry in at least one plane, namely: spheres and cylinders. The cross section (or projection) is a laminar or two dimensional cloaking. For some important research contributions on this subject see e.g. [29] [30] [31] [32] [33] [34] [35] .
Mathematically, the two dimensional cloak and the cloaked object are simply connected regions in the complex plane, the later being a subset of the former. By the Riemann mapping theorem both the regions are equivalent to conformal maps on the unit disc U. If we denote the cloaked object by the function g(z) and the cloak by the function q(z) then it is required
In the present paper in Section 4, we have found sufficient conditions under which relationship of the form (5.1) holds for functions which are more general than circular maps.
In Theorem 4.1 we have taken the cloak function q(z) to be an analytic univalent convex map. It is well known [36] that an analytic function q(z) maps U on to a convex region if and only if
2)
2) represents the rate of change of the angle made with the polar axis by the tangent vector at the points f (re iθ ), z = re iθ , 0 < r < 1 on the curve f (|z| = r) as θ increases from 0 to 2π . The condition (4.1) or (4.3) or (4.5) or (4.7) of our Theorem 4.1 requires that the tangent turns continuously without falling back at a fixed minimum rate demanding that the boundary of the cloak should be extra smooth. Given an ''object'' g(z) one can ask as to how ''small'' the cloak q(z) could be. Under the constraints of (4.2) or (4.4) or (4.6) or (4.8) of Theorem 4.1 we get the ''smallest'' possible ''cloak'' q(z) for the ''object'' g(z). In Theorem 4.7 we obtain similar results by adopting a different method of proof.
However, in Theorem 4.4 the cloak is not even a convex region. We choose to elaborate on a very special case of this theorem given in Corollary 4.6. Taking α = 0, β = µ = 1 we get that the cloak function reduces to q(z) = (1 − z) 2 . We write In order to trace the curve (u(θ), v(θ )) we note that in the interval 0 < θ < < θ < π, both u(θ ) and v(θ ) increase. This traces one lobe of the cardioid in the lower half plane with one end point at the origin and the other end point at (4, 0). Since (5.3) is symmetric in π ≤ θ ≤ 2π , we get that (1 − e iθ ) 2 traces a full cardioid symmetric with respect to the real axis. Thus the enclosed region, i.e. the cloak in this case, is not a convex region. Corollary 4.6 asserts that if a meromorphic function f (z) maps U conformally on to the complement of a bounded star shaped set with respect to the origin, then the function g(z) = zf (z) can be a candidate for the object and the function q(z) = (1 − z)
Conclusion
In this work, meromorphic functions having a pole of order p at the origin and defined on the punctured unit disc, are studied with the help of a new transform. This transform is defined by taking several iterations of an analogue of the Carlson-Shaffer operator [2] and iterations of the combination operator. Using the new transform a fairly general class of meromorphic functions is investigated. The class includes, among others, the class of p-valent meromorphic starlike functions of order α and the class of p-valent convex functions of order α, as particular cases. Techniques of differential subordination and identities involving the Gaussian hypergeometric series are used to obtain inclusion theorems and subordination theorems. Many interesting particular cases of the main theorems are emphasized in the form of corollaries. The subordination results are interpreted in the context of electromagnetic cloaking for possible practical applications.
