Abstract-In the context of medical team leaders training, we present a multiagent communication model that can introduce errors in a team of agents. This model is built from existing work from the literature in multiagents systems and information science, but also from a corpus of dialogues collected during actual field training for medical teams. Our model supports four types of communication errors (misunderstanding, misinterpretation, non-understanding and absence of answer) that appear at different stages of the communication process.
Introduction
First-aid worker's job is evolving: the interventions in urban zones with a civilian population, as well as in the military context, often take place on unsecured grounds or with too many victims compared to the available resources. These crisis situations are sources of stress [1] and thus are more error prone, as showed by [2] . To manage this stress, it is necessary to be prepared to face various "exceptional" situations in a way that a number of unforeseen situations [3] become possible situations (of the same kind as those they have already been faced to, in theory or in practice) and are no longer unminded situations [4] .
That is why, in the rescue teams training context, the French firefighters of Paris or the military medecine school (Ecole du Val de Grâce) organize "life-size" simulations. These trainings require the intervention of numerous operators and mobilizes a lot of equipments. Therefore, they cannot be used at a large scale. The VICTEAMS project 1 aims at creating a virtual environment for training rescue team leaders to such crisis situation. In this environment, the user is a team leader that interacts with a team of virtual autonomous first-aid workers. The use of a virtual environment allows not only tutors to increase the frequency of the trainings, but also learners to face situations which cannot be set in real-world simulation.
The VICTEAMS project focuses on the training of non-technical skills in Health care delivery. Non-technical skills are the cognitive skills, social skills and professional resources which complete the technical skills of a person and contribute to the safety and to the better efficiency in the execution of the task. Indeed, studies [5] showed that more than 70% of the medical errors are due to errors connected to the non-technical skills and more particularly to the communication within the medical team.
In this context of training, our objective in this paper is to propose a model of communication able to reproduce within a simulator the communication errors as they occur in a real medical team. To this goal, we study the various types of errors that can occur and at which stage they appear in the communication process. For example, we build agents that can forget to communicate a crucial piece of information, or do not transmit it on the right time, or interpret the messages they receive in a different way as intended by the sender, etc.
The next section presents a brief review of literature. We shall then present our model that integrates communication errors (section 3) followed by a preliminary evaluation based on a questionnaire (section 4).
Related Work
For our work, we were brought to study several research domains around communication: the theories of communication in signal processing & in language sciences on the one hand, and the computational models of communication on the other.
Communication Theory
One of the first formal model of communication comes from Shannon [6] who proposes a mathematical model of the communication. He states that a message is encoded then sent through a certain channel to a recipient who decodes it. To guarantee the integrity of the message it is thus important that the channel is not noisy and that the coding of the information is shared by the sender and the receiver. These elements are interesting to understand where we can introduce communication errors: at the encoding level, at the level of the environment which conveys the message and at the level of the receiver who decodes the message.
At the reception of the message, we find three types of error defined by Mac Roy [7] . 1) non-understanding: The received message does not make sense and the sense cannot be repaired. 2) misinterpretation: The message is meaningful but disagrees with our knowledge. 3) misunderstanding: We think we understood the received message but what is understood is different than what was sent.
By studying a set of videos collected with military medical officers, we were able to observe these various types of error in-situ. In the first case, the error on the message is syntactic, the message is too much degraded to be accepted (for example, a helicopter flies over the scene when the operator announces the delay before the evacuation). The receiver has no choice but to ask for the information to be repeated.
In the second case, the message raises a semantic problem to the receiver because it goes against his or her own knowledge. For example, when the medical leader asks the nurse about the arm of the victim and the nurse does not understand the question. The nurse had no information of a pain in the arm of the patient and had focused on the other traumas brought to her attention.
Finally in the third case, the receiver thinks he or she has understood correctly the message but his/her understanding is different from what the sender intended. The error is not always immediately visible and it is even sometimes possible not to realize it. In one of our video, the team leader asks a nurse if one has to start a coniotomy procedure in an affirmative way (in French) and the nurse understood it as an order and not as a question, so she simply answers "yes" (and assumes the operation has to be conducted). This error was detected only during the debriefing.
This third type of errors is interesting because it shows that a message can be understood in different ways by the interlocutors. The square model of [8] gives an interesting frame to conceptualize this phenomenon. The principle is that a message always carries four components: a fact (content), a self-revelation, a relationship clue and an appeal to action. These four components are always present in the message, but in a more or less stressed way and more or less deliberate way. Thus, the receiver can interpret a message in a different manner than what was intended by the sender, because both interlocutors do not give the same importance to the various components of the message. According to [9] , this is what leads to misunderstanding.
This idea that a message can be understood in several ways is essential to our model. Yet, it seems that it is very hard to get exactly four meanings corresponding to the four proposed components of the square model. This is the reason why we adapted this model to our needs.
Computational model of communication
The study of communication theory allows us to stress some possibility to introduce errors in communications. To obtain a computational model, we also have to look at the computer science approach to this question, especially in multiagent systems.
2.2.1. Speech or Dialogue generation. In computer science, the communication models are based on the speech act theory that has been developed by Austin [10] and Searle [11] . This theory distinguishes the locutionary act (the expression of the message in natural language), the illocutionary act (the meaning of the sent message) and the perlocutionary act (the effect of the message on the receiver). To describe this illocutionary and perlocutionary acts, a message is formed of a performative that represent the goal of communication, for example "Inform" or "Order" and a content that defines the topic of the message.
In the area of multiagent systems, the FIPA standard [12] is widely used for message representation. This standard proposes that a communication can only be successful if the illocutionary and the perlocutionary are the same. Therefore there is no communication error possible at this level: the messages sent or received are identical. Furthermore, the standard FIPA defines communication protocols which force the order in which messages can be received and the way to interpret them. The goal is to minimize the errors.
That is also the case in dialogue systems, whose goal is also to produce a relevant statement in the conversational context, whether it is by reactive planning [13] or by mixed initiative [14] . To obtain a good communication within the framework of the human-agents communication in virtual environment is already a difficulty because it is necessary to support all the types of interactions (human-agent or agentagent) and because all the messages should be interpretable without losing freedom or expressiveness [15] .
Thus, the optimization of communication with the aim of an effective cooperation has been the main point of interest of the community. On the contrary, our work tries to introduce errors in a convenient and explicable way into the communication. Our aim is to raise awareness of the user to the consequences of the errors of communication.
Communication errors processing.
A few research in automated language processing [16] focused on the study of communication errors and in particular on syntactical errors. The derived models study are essentially statistical [17] , [18] : they focus on the error rate at the lexical or syntactic level and generally do not account for the context of the interaction.
Yet the consideration of the context is important in our model to include the errors at the semantic level. A frequently observed error is to exchange the terms such as "morphin" and "adrenalin". These terms are similar at the semantic level because they are both medical terms, they both refer to substance that can be injected and both are frequently used by the medical team members. However their uses are opposite and confusion between both has heavy consequences on the victims. The confusion which seems lexical is in fact a confusion at the semantic level bound to the medical context. That is why we propose a semantic model capable of reproducing this type of communication errors.
In dialogue systems, there also exists work that propose communication management algorithms to repair "misinterpretation" errors [19] . However, they do not propose, to our knowledge, models to produce these errors to be repaired.
In our proposal bellow, we describe the first version of our communication model that supports the injection of errors at each stage of the communication (generation, transmission and reception).
Proposal 3.1. Overview of the model
In our virtual environment populated with interacting autonomous agents. Every agent is characterized by a name, a role (leader, transmission operator, . . . ) and a status (doctor, (male) nurse, . . . ) allowing it to be call out. Among the state variables of the agent, we shall be interested more particularly in its position in the virtual environment and its looking direction: both will be used in section 3.3). We also use a variable of "stress" which takes its value in [0, 1] and which allows us to control the rate of error (see section 3.5.3). We also add a personal threshold that represents the maximum level of stress the agent can handle: Agent = Name, role, status, position, orientation, threshold stress, stress
As it is classically done in multiagent system and as we illustrate on figure 2, every agent that wants to communicate with other agents builds a message (cf. (1.), on figure 2), sends it through the environment which passes it on to the agents (cf. (2.), on figure 2). The transport of messages is done within an active environment [20] allowing the alteration of messages and the delivery to other agents than the initial recipient. Finally, every agent chooses to ignore or to treat the messages it receives (cf. (3.), on figure 2).
3.2. Structure of a message 3.2.1. Illocutionary act. The structure of a message is based on the speech act theory [11] : it includes the sender, the recipients and the information of the illocutionary act
Performative It is also possible not to specify recipients in a message (it is then broadcasted). The performatives, which characterize the treatment associated with the message, are application dependent: they can be chosen for example among those defined by the standards FIPA [12] or DIT++ [21] , but it is possible to define other performatives appropriate to the considered application. In our application, we use four performatives described on figure 3 . The message contents are SPARQL queries [22] or RDF-triples [23] .
As an example, to inform about the state of a patient we use the performative INFORM and of a set of RDF-triples: 
Perlocutionary act.
A message can carry multiple interpretations. For example, in French, it is possible to ask a question in a affirmative way: there exists an ambiguity at the level of the performative. Also, there exists ambiguities of content. For example, in a sentence like "put it here", "it" might indicate a different object for the sender than for the receiver. To reproduce this phenomenon, the illocutionary act is completed by other couples (performative, content), symbolizing possible perlocutionary acts, as was proposed by the square model [8] presented earlier.
We do not present here automatic mechanism to generate these perlocutionary acts, because it is a difficult problem which we have to take on. In the current version of the system, these acts are manually defined and in advance for the various types of misinterpretation occurring in real situations. These situations were extracted from a corpus of communications collected during trainings at the French military medical schoolÉcole du Val de Grâce. We were able to identify two categories of errors. The first, often bound to the context, concerns the semantic contents, as in the example of exchange between adrenalin and morphine. This one occurs if we speak about adrenalin while there is a morphine syrette ready to be used, for example. It is thus the physical closeness of the object or the fact that we just used it that creates the confusion.
The other category of observed errors, as said before, concerns the performative (take a question for an assertion or the opposite). We observed that this type of error is strongly connected to the locutionary act. Thus we chose to suggest systematically the same contents with the two others performatives of the list (INFORM,ASK,ORDER), the case of the performative CALL being a little different (it is just used to draw the agent's attention). A meaning M is a possible perlocutionary act. It is constituted by a performative P and a set of couples (content, modality).
The message created is then sent to the environment.
Transport and alteration of a message
The environment has a dual function in our model: it determines which agents are going to receive each message and with which degree of degradation. The degradation of the message can vary according to the way it is transmitted and can be different between the various receivers of the message.
If the different part of a message content are transmitted by different channels, it is possible to delete from the message only the contents passing through some channels. For example, if the first-aid worker tells his colleague "Give me [movement indicating the first-aid kit]" while the colleague is looking at the patient, the colleague will not see the visual part of the message and will thus receive "Give me . . . " which is an incomplete message.
The people able to perceive a message are the ones verifying the conditions of transmission for the used modalities. For each existing agent a, the environment determines if the agent is able to receive the message M sent by the sender according to the state of the transmission channels for every used modalities {state mod }. Then it builds an altered message M from M :
For example if the modality is visual, the message will be delivered to the agents positioned at the right place and looking in the right direction; if the modality is vocal, the message will be delivered to the agents close enough and who are not affected by loud background noise.
The agents that receive the message are thus not necessarily in the list of the recipients of the message, because the environment sends a message, more or less altered, to all the agents who satisfy the conditions of transmission of at least one of the used modalities. This allows us to reproduce the phenomenon of overhearing [20] , [24] . This phenomenon allows an agent 1) to answer a question which is not intended for it, in case it considers it knows the answer, or 2) to deduce new information from conversations between other agents, what would not be the case if the message was delivered only to the deliberate recipients.
Reception of a message
Every agent within reach of the message receives is more or less altered message M and decides if it ignores it or if it considers it. If the agent decides to process the message, it has to choose a perlocutionary act, that is one of the meanings contained in the message M , and to act accordingly, as indicated on point (4.) on figure 2.
The table on figure 4 summarizes the various stages of model with the types of errors generated at every step and the functions proposed for these steps. Next section will give details on each of these functions. step type of error comments (1.) misunderstanding production of alternative meanings (2.) non-understanding Algorithm 1 (3.) absence of answer Algorithm 2 (4.) misinterpretation Algorithm 2 
Implementation
To implement the mechanisms presented above, we define three main functions, as shown on figure 5:
• For the distribution and the alteration of the message by the environment, we use a function perceived which takes in argument a message and an agent and determines if the agent receives the message or not, and with which alterations.
• The function level_alteration allows an agent to determine a posteriori the level of alteration of a received message.
• The function acceptance allows an agent, according to the level of degradation and its own internal state (in particular the level of stress), to decide if it must process the message, ask the sender to send the message again or simply ignore the message.
These three functions are detailed in the following paragraphs. All the messages, independently of the explicit recipients, are potentially transmitted to all agents, according to the principle of overhearing. So, for message M and for each agent a, the environment builds an altered message M (a) which defines the message received by the agent a. Two particular cases are to be considered. If the message could not be transmitted by any channel between the sender and a, then it is not distributed to the agent a. The other case is the one where the message was transmitted with an empty content. For example, let us imagine two medical team members who see each other but use a radio to communicate. If one of the medical team member sees the other one speaking on the radio and the radio is broken, he will receive a message but with empty content.
Algorithm 1 perceived(msg, agent) for meaning ∈ msg.meanings do for (content, modality) ∈ meaning do if channel_broken(sender, agent, modality) then Replace content by X end if end for end for
The function channel_broken takes in parameter two agents and a modality and returns True if the channel conveying the modality between both agent is broken.
When part of the message cannot be perceived by the agent who receives the message, we replace the corresponding content by a keyword X. It allows us to spot the damaged parts of the message for the computation of the alteration level presented below.
3.5.2. Computation of the alteration level. In the current version of the model, the computation of the degradation of the message is a simple computation of the rate of missing contents. There is thus no semantic information about the alteration of the message. As explained in the previous section, the computation is made possible by the replacement of the unperceived contents by the keyword X. This computation of alteration is not optimal because it is possible that some alteration occurs on unnecessary information and that the received part is enough to treat the message. However, we wanted our agents to adopt a careful behaviour when in an unstressed situation. Eventually, we intend to define a more complete mechanism to compute the alteration level which account for the context.
Reception of a message:
When to make the sender repeat. Based on a review of literature in human sciences, it seems that the more stressed we are, the more the attention focuses [25] (we speak of tunnelling). Our function of acceptance of messages decomposes into two parts. If the level of stress of the agent is higher than a threshold private to the agent then there is a high probability α that it ignores the received message (the parameter α is to be calibrated). Otherwise, we lean on the assertion of [2] which explains that the more the agents are put under stress, the more they are prone to errors (that is the opposite of what it should make in optimal situation). So, when the agent is put under stress (but under the threshold of tunnelling), it should ask to repeat the good messages more than the bad ones. When the agent is not stressed, the probability to ask to repeat a message is proportional to its alteration level.
This point thus brings us to choose a "saddle function" shown on figure 6. Thanks to an interpolation and by taking into account previously expressed constraints, we obtained the equation: The acceptance function, presented on figure 2, indicates, depending on the received message and the agent's stress level, whether the agent ignores the message which it receives, asks the speaker to repeat or decides to act according to what it can deduce.
Preliminary study
The production of alternative meanings described in the previous section should support the generation of a large Figure 6 . Graph of the function repeat(stress, alteration) Algorithm 2 acceptance(agent, msg)
if stress > threshold AND rand() < α then return "ignores" else msg' = perceived(msg, agent) alteration = level_alteration(msg ) r = repeat(stress, alteration) p = rand() if p < r then return "ask repeat" else return "deduce" end if end if number of possible messages. We have to select a small number of them (one or two) to be sent to the recipient agent, so as to avoid that the communication mechanism overwhelms the global system. Moreover, all proposed solutions do not have the same technical difficulty. This is the reason why we need to evaluate in advance which errors can appear in our virtual environment and with which probability. Since the interaction will be text-based, we cannot rely on our (verbal) data field corpus. We used a questionnaire to extract this information.
The questionnaire proposes locutionary messages without punctuation (to avoid bias on the message interpretation). Participants were asked to rate in a 0 to 4 scale several possible alternative meanings that were proposed for each message, with the additional constraint to answer as quickly as possible. It was allowed to propose another alternate meaning if necessary.
This questionnaire has been filled-in by 16 participants. While this is not enough to claim for any valid result from a statistical point of view, this gave us some insights on the model's requirements. First, there is very little consensus on the meaning, as illustrated on figure 7. This advocates for having several alternative meanings for one single message.
We could also confirm that the semantic error ("adrenaline" instead of "morphine") appears quite often ( figure 8 ). This is why our end goal, is to generate these sort Figure 7 . Example where participants disagree -misunderstanding of alternative meanings using semantic distance measures in domain ontologies [26] . Last, we observe that some meanings lead to separate groups in terms of interpretation: some meanings are totally rejected (rated 0) by most participants, while considered as totally acceptable (rated 4) by others ( figure 9 ). We can consider that such person interacting together would have difficulties to understand each other. 1) Upon message construction: alternative meanings are given to produce misunderstandings. The proposal is based on data of medical field training. 2) During message transport: the environment distorts the message depending on the communication channels that connects the sender to all possible listeners. The alteration differs from one agent to the other. This allows us to simulate non-understanding errors.
3) Upon message reception: the agent can ignore a message, leading to errors of type "no answer". 4) When processing the message, if the recipient agent did not ignore the message, it chooses between acting or asking for a repetition to the sender. If acting with an incomplete message or with on alternative meaning, misinterpretation errors can appear.
This model has two originalities: it uses alternative meanings (perlocutionary acts) and it represents multi-modality in the interaction.
The main limit of the current model is that alternative meanings are not automatically produced. We used a questionnaire to validate, in a subjective manner and with a limited number of participants, the errors that our model produces. One medium-term goal is to use the probability of apparition of the misunderstanding as reported in our experiment to parameter the probability of error and to automatically generate alternative meanings.
Modelisation of error among a team is a difficult problem that cannont be narrowed down to communication errors. That is why, in our future work, we plan to combine this communication model with a model of collective activity to describe and reason about the other agents behaviours and a decision model for agents to generate erroneous behaviours in this collective activity. This will allow us to widden our model of error among the team with dimensions such as errors in communication decision: when, what and whom to communicate.
