We construct eternal mean curvature flows of tori in perturbations of the standard unit sphere S 3 . This has applications to the study of the Morse homologies of area functionals over the space of embedded tori in S 3 .
problems suggested therein, but we see no reason why our techniques should not apply in more general settings. Let T := S 1 × S 1 be the standard 2-dimensional torus. Let S 3 be the standard unit sphere with constant curvature metric g. Let C ∞ (S 3 ) be the space of smooth functions over S 3 furnished with the topology of smooth convergence. A subset of C ∞ (S 3 ) is said to be generic whenever it contains a countable intersection of open, dense subsets. We prove Morse homology becomes particularly interesting when applied in the infinite-dimensional setting, provided that the compactness results necessary for its development exist. In particular, let E(T) be the space of smoothly embedded tori in S 3 and, given a smooth metric h over S 3 , let A[h] : E(T) → R be its area functional. The critical points of this functional are precisely the embedded tori in S 3 which are minimal with respect to h, and its complete gradient flows are precisely the eternal mean curvature flows of tori with respect to this metric. Theorem 1.1.3 is thus reinterpreted in terms of the Morse homology of A[e 2ut g] over E(T) as follows. For generic u ∈ C ∞ (S 3 ) and for sufficiently small t, the Morse complex of I [u] is canonically isomorphic to a subcomplex of the Morse complex of (E(T), A[e 2tu g]).
Remark: Theorem 1.3.1 follows immediately from Theorems 3.2.1 and 4.3.4, below.
Remark: We leave the reader to verify that the same techniques yield an analogous result when E(T) is replaced with the space E(S 2 ) of smoothly embedded 2-spheres in S 3 . Furthermore, since the intersection of any two equatorial spheres in S 3 is an equatorial circle, the geometries of the intersection sets pose less of a problem, making the proof, in fact, slightly simpler (c.f. Chapter 2). ¾ ¹ Ì ×Ô Ó Ð «ÓÖ ØÓÖ º 2.1 -General definitions. We first define the geometric objects that will be used throughout the sequel. Let T := S 1 × S 1 be the standard torus. Let S 3 be the unit sphere in R 4 . Let T 0 be the standard Clifford torus in S 3 , that is T 0 := (x, y) | x 2 = y 2 = 1/2 . (θ, φ, r) → (sin(π/4 + r)cos(θ), sin(π/4 + r)sin(θ), sin(π/4 − r)cos(φ), sin(π/4 − r)sin(φ)),
In this parametrisation, the horizontal section T × {0} identifies with T 0 , the vertical lines identify with unit speed geodesics in S 3 normal to this surface, and the riemannian metric of S 3 is given by g = sin 2 (π/4 + r)dθ 2 + sin 2 (π/4 − r)dφ 2 + dr 2 .
(2.4)
We now define the spaces of geometric objects that will be used in the sequel. In studying infinitedimensional manifolds, we adopt the framework of weakly smooth manifolds developed by Rosenberg and the second author in [13] . This framework allows the formal development of infinite-dimensional manifold theory with minimal technical prerequisites.
LetÊ be the space of smooth embeddings e : T → S 3 furnished with the C ∞ topology. The group D of smooth diffeomorphisms of T acts on the right onÊ by precomposition. The quotient space E :=Ê/D, furnished with the quotient topology, is a weakly smooth manifold which we call the space of unparametrised embeddings of T in S 3 . Observe that E naturally identifies with the space E ′ of those subsets of S 3 which are smoothly embedded tori, also furnished with the topology of smooth convergence. In what follows, we will identify an element e ofÊ, its equivalence class [e] in E and its image Im(e) := e(θ, φ) | θ, φ ∈ S 1 in S 3 . In particular, we consider T 0 as an element of E. Its image CL is a 4-dimensional, strongly smooth submanifold of E which we call the space of Clifford tori in S 3 (c.f. [17] ). To see that CL is 4-dimensional, observe first that C is equivariant with respect to the left action of O(4) on itself and the natural action of this group on E. The stabiliser of T 0 under the latter action is
which naturally identifies with O(2) 2 . C therefore descends to a smooth diffeomorphism from the homogeneous space O(4)/O(2) 2 into CL. In particular, CL is diffeomorphic to RP 2 × RP 2 . Finally, the Fermi parametrisation of S 3 defines a weakly smooth chart of E about T 0 as follows. Definê e : C ∞ (T, ] − π/4, π/4[) →Ê byê
[f ](θ, φ) := Φ(θ, φ, f (θ, φ)), (2.7) and define e : C ∞ (T, ] − π/4, π/4[) → E by e := π •ê, (2.8) where π :Ê → E here denotes the canonical projection. In other words, for all f , e[f ] is the image under Φ of the graph of f . The function e is a weakly smooth diffeomorphism onto an open subset of E and e −1 (CL) is a 4-dimensional, strongly smooth, embedded submanifold of C ∞ (T, ] − π/4, π/4[).
Since the Jacobi operator of T 0 is given in the standard parametrisation by J := −2(∆ + 2), (2.9) and since all Clifford tori are minimal, it follows that the tangent space of e −1 (CL) is given by 
In particular, for all A, B ∈ End(R 2 ),
so that DC(Id) defines a linear isometry from k into T T0 CL, justifying the normalisations of (2.11) and (2.14) .
Since B is bi-invariant under the action by conjugation of O(4) on o(4), it extends by left and right translations to a unique riemannian metric over O (4) . The tangent bundle of O(4) then decomposes orthogonally with respect to this metric as
denote respectively the left translations of h and k. Since the left action of O(4) on CL is also isometric, it follows by the preceding paragraph that C defines a riemannian submersion with kernel τ L h such that C * TCL is isometric to τ L k. In particular, C descends to a smooth isometry from O(4)/O(2) 2 into CL.
2.3 -Killing fields over S 3 . Let Φ be the Fermi parametrisation defined in Section 2.1. For all ξ ∈ o(4), let X ξ be the pull-back through Φ of the vector field that ξ generates over S 3 and let F ξ be its flow. Vector fields of the form X ξ are called Killing fields. Observe that, for all ξ and for all suitable (θ, φ, r) and t,
Since we will only require Killing fields generated by elements of k, for all A ∈ End(R 2 ), we denote
For all A ∈ End(R 2 ),
18)
where ψ A is as in (2.15).
Proof: Let g be as in (2.4) . For all constant vector fields ξ and η over T×] − π/4, π/4[,
However, since F A,t is a flow of isometries, L XA g = 0.
Since g(∂ r , ∂ r ) = 1, substituting ξ = η = ∂ t yields, g D ∂r X A , ∂ r = −D XA (g(∂ r , ∂ r )) = 0, so that the ∂ r component of X A is independent of r. When r = 0, this component is equal to ψ A , so that
Substituting ξ = η = ∂ θ then yields ψ A ∂ ∂r sin 2 (π/4 + r) + 2sin 2 (π/4 + r) ∂u ∂θ = 0.
which is solved by
for some functionũ. In the same manner, we obtain
for some functionṽ. Substituting ξ = ∂ r and η = ∂ θ shows thatũ is independent of r, whilst substituting ξ = ∂ r and η = ∂ φ shows thatṽ is also independent of r. Finally, substituting ξ = ∂ θ and η = ∂ φ shows that ∂ṽ ∂θ + ∂ũ ∂φ = 0, so that, by the principle of separation of variables,
for some constant c. Since T is compact, c vanishes so that bothũ andṽ are constant. Finally, by evaluating X A at r = 0, we show that these constants also vanish. This completes the proof.
2.4 -The geometry of curves in CL. We now derive an asymptotic formula for curves in CL passing through T 0 with prescribed first and second derivatives at this point. Recall from Section 2.1 that T T0 CL identifies with Ker(∆ + 2). Choose A, B ∈ End(R 2 ) and let γ : R → CL be such that 
In order to prove Lemma 2.4.1, we first express f in terms of the flows of certain Killing fields. Indeed, by the classical theory of symmetric spaces, the exponential map of CL at T 0 is
We may therefore suppose that γ(t) := E(tA + t 2 B/2).
(2.23)
Now let X A , X B , F A and F B be as in Section 2.3. Let α s,t and h s,t be such that
Since α 0,0 = Id, α s,t is a smooth diffeomorphism for sufficiently small (s, t). For all such (s, t), let β s,t be its inverse.
Lemma 2.4.2
With f as above,
Proof: Indeed, for all (s, t),
so that, for all sufficiently small t,
The result follows.
Denote α t := α 0,t , h t := h 0,t and β t := β 0,t .
The derivatives of h, α and β satisfy
(2.26)
Proof: Indeed, by definition, for all t, and for all θ, φ,
Since α 0 = Id and h 0 = 0, by (2.18), this yields
Furthermore, by the chain rule
Finally, by (2.18) and (2.27),
Differentiating and evaluating at 0 yields
This completes the proof.
We now prove Lemma 2.4.1.
Proof 
Since h 0,0 = 0 and β 0,0 = Id, evaluating at t = 0 yields
Differentiating a second time and evaluating at zero yields
The result now follows by Taylor's theorem.
2.5 -Zero sets of elements of Ker(∆ + 2). We conclude this chapter by reviewing the geometries of the zero sets of elements of Ker(∆ + 2). We will study this in some detail since, not only is it useful in establishing the Morse-Smale property of functions constructed in the sequel, it also provides a charming geometric application of the Fermi parametrisation given in (2.3) . For all non-zero A ∈ End(R 2 ), denote
Observe that if J := 0 −1 1 0 (2.29) denotes the standard complex structure of R 2 then, for all (θ, φ) and for all (s, t),
so that composing A with rotations has the effect of rotating Z A in T. In particular, Z A is invariant under half-turns of each of the two components of T := S 1 × S 1 . Let Σ now be the unit sphere in End(R 2 ) with respect to the metric (2.14). It will trivially suffice to study only A ∈ Σ. Define the subsets Σ 0 and Σ π/4 of Σ by
(2.31)
Matrices in these subsets will be said to be singular and special respectively, whilst all other matrices in Σ will be said to be generic.
This function is a linear isometry with respect to the metric (2.14) of End(R 2 ) and the standard metric over R 4 . In particular, Θ sends Σ to the unit sphere, sends Σ 0 to the standard Clifford torus T 0 , sends Σ π/4 to the union of the two equatorial circles S 3 ∩(R 2 × {(0, 0)}) and S 3 ∩({(0, 0)} × R 2 ) and sends the space of diagonal matrices to the subspace
The intersection S 3 ∩ D is a great circle meeting T 0 orthogonally at precisely 4 points. This reflects the fact that there are precisely 4 singular diagonal matrices of unit norm, namely
We now obtain the following decomposition result.
Lemma 2.5.1
For all A ∈ End(R 2 ), there exists a diagonal matrix ∆ and a pair (M, N ) of special orthogonal matrices such that
Furthermore, if A is not a scalar multiple of an orthogonal matrix, then there exist precisely 4 such ∆, and for each such ∆, the pair (M, N ) is unique up to sign.
Proof: Indeed, a long but straightforward calculation shows that, for all M ∈ SO(2) and for all A ∈ End(R 2 ),
Now choose A ∈ End(R 2 ). If A = λM for some orthogonal matrix M , then existence follows trivially. Otherwise, upon multiplying by a scalar factor, we may suppose that A is a non-special element of Σ. Consider now the actions σ and ρ of SO (2) Since the pair (M, N ) is uniquely defined up to sign, this completes the proof.
It is now straightforward to describe the geometry of Z A . We consider singular and non-singular matrices separately.
Singular matrices. Choose A ∈ Σ 0 . By Lemma 2.5.1, we may suppose that
and therefore
In other words Z A consists of the union of two horizontal and two vertical circles.
Non-singular matrices. Choose A ∈ Σ \ Σ 0 . By Lemma 2.5.1, we may suppose that
for some non-zero r ∈ [−π/4, π/4]. It follows that
so that, upon substituting (x, y) := (cot(θ), tan(φ)),
By (2.30), with the exception of 4 points, Z A coincides with the union of 4 translates of this set. In particular, Z A is the union of two smooth, closed curves which, up to the transformation (2.39), are straight lines. Finally, when A ∈ Σ π/4 is special, r = ±π/4, so that Z A in fact consists of the union of two diagonal circles with constant gradient equal to Sign(Det(A)).
Finally, we have
is non-vanishing over an open, dense subset of Z A .
(2) If A = 0 is special and if B = 0 is not colinear with A, then (2.41) is non-vanishing over an open dense subset of Z A .
Proof: By Lemma 2.5.1, we may suppose that
Substituting x := cot(θ) and y := tan(θ), over Z A , we have The second assertion follows. This completes the proof.
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3.1 -The Morse property. Recall from the introduction that I :
where, for all T , dArea T denotes its standard area form. In this chapter, we study the analytic properties of this function. We first show
There exists a generic subset Let Ω be a weakly smooth manifold. Let X, Y and Z be finite-dimensional manifolds. Let Z 0 be a smooth submanifold of Z. Let F : Ω × X × Y → Z be weakly smooth. If D 1 F ⊕ D 3 F is everywhere surjective, then there exists a generic subset Ω 0 of Ω such that, for all u ∈ Ω 0 and for all x ∈ X, F (u, x, ·) is transverse to Z 0 .
Sketch of proof:
We may suppose that Ω = C ∞ (W ) for some compact manifold W . Let X ′ and Y ′ be relatively compact open subsets of X and Y respectively. Let Ω ′ be the set of all u ∈ Ω such that, for all
where B ǫ (u) here denotes the ball of radius ǫ about u with respect to some norm. By compactness, there exists a finite dimensional vector subspace E of C ∞ (W ) and ǫ > 0 such that the restriction of
It now follows by classical differential topology that there exists a generic subset U of E u,ǫ such that, for all u ′ ∈ U and for all x ∈ X ′ , the restriction of
The result now follows upon taking compact exhaustions of X and Y .
In much of what follows, the surjectivity results required to apply Lemma 3.1.2 will be derived from the following
Remark: Observe that when k = 0, the hypothesis on ψ is unnecessary.
Proof: Upon applying an element of O(4), we may suppose that
Observe thatũ is smooth with compact support. Define u over S 3 by
We claim that u is the desired function. Indeed, by the classical theory of symmetric spaces, the exponential map of CL at T 0 is E :
Observe that all derivatives of I[u] • γ up to and including order (k − 1) vanish at 0. For all (t 1 , ..., t k ), let f t1,...,t k be such that γ t1,...,t k = e[f t1,...,t k ].
Then, by (2.21) and Taylor's theorem,
For all t 1 , ..., t k , let dA t1,...,t k be the area form of the graph of f t1,...,t k . Then,
Combining these relations yields
Since B ∈ End(R 2 ) is arbitrary, it follows that u is indeed the desired function. This completes the proof.
In the present case, this yields
Let V be the vertical subbundle of TT * CL. Let DJ 1 be the total derivative of J 1 and, for each i, let D i J 1 be its partial derivative with respect to the i'th component. Since
By Lemma 3.1.3, V is also in the image of DJ 1 , so that DJ 1 is surjective at this point. Since (u, T ) ∈ C ∞ (S 3 ) × CL is arbitrary, it follows that J 1 is a submersion. This completes the proof. Recall from the introduction that a smooth function over CL is said to be of Morse-Smale type whenever, in addition to it being of Morse type, every unstable manifold of its gradient flow is transverse to every stable manifold of this flow. We now describe an alternative, more technical, characterisation of the Morse-Smale property which is better adapted to our current applications. We refer the reader to [14] for a complete treatment of the relevant theory. First, we define the gradient flow operator GF :
The partial derivative of GF with respect to the first component at this point defines a first-order, linear differential operator D 1 GF[γ, f ] from Γ 1 (γ * T CL) into Γ 0 (γ * T CL). We obtain an explicit formula for this operator as follows. Denote E := T γ(0) CL. Let τ : R × E → γ * TCL be parallel transport along γ. Define the matrix-valued function M γ,f : R → End(E) such that, for all t ∈ R and for all ξ, η ∈ E, M γ,f (t)ξ, η := Hess(f )(γ(t))(τ (t)ξ, τ (t)η).
(3.4)
Elements of C 1 (R, E) identify through τ with elements of Γ 1 (γ * TCL) which in turn identify with first order variations of γ. The action of D 1 GF[γ, f ] on such first-order variations yields elements of Γ 0 (γ * TCL) which in turn identify through τ −1 with elements of C 0 (R, E). Following through these identifications, we obtain, for all g ∈ C 1 (R, E),
5)
When f is of Morse type, as t tends to ±∞, γ(t) converges to critical points of ∇f and M γ,f (t) converges to non-singular matrices M γ,f (±∞). By the Atiyah-Patodi-Singer index theorem (see [12] ), for all α ∈]0, 1[,
. The function f is now said to be of Morse-Smale type whenever, in addition to it being of Morse type, the operator D 1 GF[γ, f ] is surjective for every gradient flow γ of f . In the rest of this chapter, we show In what follows, we will satisfy ourselves with the surjectivity result, and we refer the reader again to [14] for a complete treatment of the remaining part of the theory.
Given a point (γ, f ) ∈ C 1 (R, CL) × C 1 (CL), the partial derivative of GF with respect to the second component at this point defines a first-order, linear, partial differential operator D 2 GF[γ, f ] from C 1 (CL) to Γ 0 (γ * T CL). With the above identifications, we have, for all g ∈ C 1 (CL), defines a surjective linear map from
Finally, we apply Fredholm theory to transform Lemma 3.2.2 into the form that we will prove. Choose Its kernel is a finite-dimensional space of smooth functions which decay exponentially at infinity (see [14] ). In particular,
Since D 2 GF[γ, I[u]]g ⊆ L ∞ (R, E) for all g, it follows that the pairing For all g ∈ Ker(D 1 GF[γ, I[u]] * ) and for all t ∈ R, g(t) is orthogonal to τ (t) −1γ (t).
Proof: Indeed, let φ andg be such that, for all t,
The function φ and all its derivatives decay exponentially as t tends to ±∞. For small s, define γ s : R → CL by
The family (γ s ) s∈]−ǫ,ǫ[ defines a smooth curve in C 1,α (R, CL) such that, for all s,
It follows that φ = 0. Since g ∈ Ker(D 1 GF[γ, I[u]]) is arbitrary, this completes the proof. For all k ≥ 2, J k is a submersion away from J −1 1 (0), where 0 here denotes the zero section in T * CL. Proof: Choose (u, T ) ∈ C ∞ (S 3 )×CL such that J 1 [u](T ) = 0. Let V be the vertical subbundle of T(T * CL ⊕k ). Observe that V naturally decomposes as
where, for all (α 1 , ..., α k ) ∈ T * T CL ⊕k , the fibres of V 1 ,...,V k over this point each naturally identify with T * T CL. Since J k [u] is a section of T * CL ⊕k , we have
However, by Lemma 3.1.3, V 1 ⊕ ... ⊕ V k is also in the image of DJ k so that DJ k is surjective at this point. Since (u, T ) / ∈ J −1 1 (0) is arbitrary, it follows that J k is a submersion away from this set. This completes the proof.
Recall (c.f. Section 2.4) that the space of rank 1 matrices A in End(R 2 ) is a 3-dimensional submanifold diffeomorphic to T×]0, ∞[. For all such A, the zero set Z A := ψ −1 A ({0}) consists of the union of two horizontal and two vertical circles in T whose intersections define 4 points of T. Let Z reg A be the complement of these 4 points in Z A . For all other non-zero A, Z A is a union of finitely many smooth, closed curves in A and we thus denote Z reg A := Z A . For every point x ∈ T 0 , the set of tori in CL which are tangent to T 0 at x is a closed 1-dimensional submanifold. Furthermore, for any such torus T , the points of tangency with T 0 are isolated unless T = T 0 . It follows that, for all non-zero A ∈ End(R 2 ), the set W 1 A of tori in CL, distinct from T 0 , which intersect T 0 tangentially at some point of Z When A = λM for some M ∈ O(2) and some non-zero scalar λ, the set Z A consists of two diagonal lines with unit slope. Recall that the vector ψ A is said to be special in this case. Define the submanifold Spec ⊆ T * CL ⊕ T * CL by
where the superscript ♭ here denotes Berger's musical isomorphism. Since the space of all special matrices is 2dimensional, it follows that, away from the zero section, Spec is a codimension 5 submanifold of T * CL⊕T * CL. Finally, for every point x ∈ T 0 , the set W 2
x of tori in CL which intersect T 0 transversally at x is a non-compact, codimension 1 submanifold of CL. Define T 4 W 2
x ⊆ TCL ⊕4 by
Observe that T 4 W 2 x is a smooth, codimension 5 submanifold of TCL ⊕4 . Lemmas 3. 
For all t, let N t be the unit normal vector field over γ(t), let J t be its Jacobi operator and let g t ∈ Ker(J t ) be the element corresponding to the vector g(t). For sufficiently small ǫ, let (f t ) t∈]−ǫ,ǫ[ be such that, for all t, e[f t ] = γ(t).
Since u ∈ U 1 , I[u] is of Morse type. Since u ∈ U 4 , γ(t) only intersects W 1 A over a discrete subset of R \ {0}. In particular, the set of points of Z reg A at which γ(t) intersects T 0 tangentially for some t is countable. There therefore exists a point x 0 ∈ Z reg A at which, for all t ∈ R \ {0}, γ(t) only intersects T 0 transversally. We may suppose, furthermore, that the limit tori γ(±∞) also only intersect T 0 transversally at this point. Since, by Lemma 3.2.4, g(0) is orthogonal to ψ A , upon modifying x 0 if necessary, we may suppose that
Since u ∈ U 5 , either ψ A is non-special or ψ A and ψ B are non-colinear. By Lemma 2.5.2, upon modifying x 0 again if necessary, we may suppose that
Finally, upon applying another element of O(4), we may suppose that x 0 = (0, 0) and, since all calculations in the sequel are local in a neighbourhood of this point, we may suppose that the tangent line to Z reg A at (0, 0) coincides with the θ-axis.
Choose 0 < δ ≪ η ≪ 1. The parameter η will be fixed presently and δ will be made to tend to 0. For r > 0, define
and (3.15) and
We now show that, for sufficiently small δ, every function sufficiently close to v δ in W 1,1 (S 3 ) has the desired properties.
Lemma 3.4.1
For all η > 0, there exists C 1 > 0 such that, for all δ < η and for all |t| > η,
Proof: By definition of x, for all t ∈ [−∞, ∞]\] − η, η[, γ(t) only intersects γ(0) transversally at x. By compactness, there exists θ 0 > 0 such that, if γ(t) intersects γ(0) at x, then the tangent planes of these two surfaces make an angle of at least θ 0 with one another at this point. There therefore exists A 1 > 0 such that, for all δ < η and for all t ∈ [−∞, ∞]\] − η, η[,
where H 2 here denotes 2-dimensional Hausdorff measure. It follows that there exists A 2 > 0 such that, for all δ < η, for all t ∈ [−∞, ∞]\] − η, η[ and for all g ∈ C ∞ (γ(t)),
Lemma 3.4.2
For all η > 0 and for all ǫ > 0, there exists R > 0 such that, for all δ < η, There exists c > 0 such that, for sufficiently small η, 3.5 -Technical properties of v. We continue to use the notation of the preceding sections. Trivially
Sinceṽ δ is Lipschitz, it is almost everywhere differentiable. Its derivative satisfies
In the Fermi parametrisation Φ, N t satisfies
Since T 0 is minimal, the area form dArea t of the graph of f t satisfies
It follows that, for any C > 0, and for all t ∈ [−Cδ, Cδ], For sufficiently small η,
We will estimate (3.29) by studying the preimages under f t of the sets [0,
In particular, for sufficiently small η and for all non-zero t ∈ [−η, η], f t is strictly monotone in φ, increasing when t > 0 and decreasing when t < 0. We now restrict attention to t > 0, since the case where t < 0 then follows by reversing the signs of t and φ. Defineφ 1,δ ,φ 2,δ ,φ 3,δ : [−δ, δ]×]0, η] →] − ∞, δ] bỹ Observe that, for all (δ, θ, t),φ 1,δ (θ, t) ≤φ 2,δ (θ, t) ≤φ 3,δ (θ, t) ≤ δ. For sufficiently small η, there exists B 1 > 0 such that, for all δ < η and for all t ∈]0, η],
It follows thatφ 1,δ (θ, t) ≥φ(θ), as desired.
Lemma 3.5.3
For sufficiently small η, there exists C 2 > 0 such that, for all δ < η, for all θ ∈ [−δ, δ] and for C 2 δ < t < η,
Since a 0 > 0 and b 0 < 0, there exists B 1 > 0 such that
It follows that, for sufficiently small η, there exists C 2 > 0 such that, for all t > C 2 δ,
Lemma 3.5.4
For sufficiently small η, there exists B 2 > 0 and C 3 > 0 such that, for all δ < η, for all θ ∈ [−δ, δ] and for all Thus, for C 3 sufficiently large, for all such θ and t,
It follows thatφ 2,δ (θ, t) = δ.
By (3.27) again, for all θ and t,
There therefore exists A > 0 such that, for all θ and t,
for some B 2 > 0. This completes the proof.
Lemma 3.5.5
For sufficiently small η, with C 2 and C 3 as in Lemmas 3.5.3 and 3.5.4 respectively, there exists B 3 > 0 such that, for all δ < η, for all θ ∈ [−δ, δ] and for all ( It follows thatφ
so that, upon increasing B 3 if necessary,
This completes the proof. For sufficiently small η, with C 3 as in Lemma 3.5.4,
with B 1 and B 2 as in Lemmas 3.5.2 and 3.5.4, it follows that
The result follows upon letting δ tend to zero. (1−C3δ) S1×S 1 g t dṽ δ (N t )dt ≥ 0. 
is monotone non-increasing as φ varies in the interval [φ 1,δ (θ, t),φ 3,δ (θ, t)]. It follows by Lemma 3.5.5 that, for all (δ 2 /a 0 )(1 − C 3 δ) ≤ t ≤ C 2 δ and for all θ ∈ [−δ, δ],
Likewise, for all such t and θ,
Combining these relations yields
C2δ
The result follows upon letting δ tend to zero. This completes the proof.
We now prove Lemma 3.5.1.
Proof of Lemma 3.5.1: By Lemmas 3.5.6 and 3.5.7,
Upon reversing the signs of t and φ, these lemmas also yield
Finally, by Lemma 3.5.3,
The result now follows upon combining these relations. Recall that the kernel K of (∆ + 2) in L 2 (T) consists of all functions of the form ψ A for some A ∈ End(R 2 ). The fact that this kernel is non-trivial means that Clifford tori do not, in general, perturb to minimal surfaces for metrics close to g 1 . White's construction compensates for this degenericity by instead perturbing Clifford tori to surfaces whose mean curvature is as small as possible in a certain algebraic sense which we will make clear presently. We proceed as follows. Let K ⊥ be the orthogonal complement of K in L 2 (T). Let π : L 2 (T) → K and π ⊥ : L 2 (T) → K ⊥ be the orthogonal projections. For all (k, α), let K ⊥,k,α be the intersection of K ⊥ with C k,α (T). By classical PDE theory (see [16] ), the operator
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defines a continuous linear isomorphism from K ⊥,2,α into K ⊥,0,α . By the inverse function theorem, there therefore exists a neighbourhood Ω k,α of g 1 in G k,α In what follows, we will only be concerned with smooth, finite-dimensional families of smooth metrics about g 1 . We therefore suppress the superscript (k, α) and write G( 4.2 -The derivatives of a. We now determine the derivatives of the function a defined in the preceding section. For each i, let D i a be its partial derivative with respect to the i'th component. where I and C are the functions defined in (1.3) and (2.5) respectively.
Proof: By the left invariance of (4.5), we may suppose that M = Id. Let (g 1+s ) s∈]−ǫ,+ǫ[ be a smooth family of metrics about g 1 such that ∂g 1+s ∂s s=0 = h = 2ug 1 .
For sufficiently small s, denote e s (θ, φ) := (θ, φ, f[Id, g s ](θ, φ)). For sufficiently small s and t, let a s,t be the area of the embedding e s with respect to the metric Φ * g 1+t . Since T 0 is minimal, the area form of e s with respect to Φ * g 1 satisfies dA s,0 Then
so that a s,t is equal to the area of e s,t with respect to the metric Φ * g. By definition of X A and F A ,
Thus, since the unit normal vector field over e 0,0 with respect to Φ * g is N := (0, 0, 1) + O g − g 
Since the area form of e 0,0 with respect to Φ * g is
it follows by (4.9) and the first variation formula for area (c.f. Equation 1.45 of [4] ) that ∂a s,t ∂s s,t=0
On the other hand, for all t,
It follows by (4.9) and the first variation formula for area again that
Applying the chain rule now yields
as desired. 
as desired.
-
The mean curvature flow operator. We now prove the main result of this paper. It remains only to express the existence of eternal mean curvature flows in terms of the vanishing of some functional, and to prove that zeroes of this functional can be constructed perturbatively. We will use the formalism of anisotropic Hölder spaces, which for the readers convenience we review in Appendix A.
Fix u ∈ C ∞ (S 3 ), let g 1 be the standard metric of S 3 and, for sufficiently small ǫ, define the smooth family of metrics (g 1+s ) s∈]−ǫ,+ǫ[ by g 1+s := e 2su g 1 . where C is the function defined in (2.5).
Proof: By the invariance of (4.5), we may suppose that γ(0) = T 0 and M (0) = Id. Likewise, by the time-invariance of the mean curvature flow operator, we may suppose that t = 0. Denote Combining these relations yields Finally, let C 1,α an,K (T × R) and C 1,α an,K ⊥ (T × R) be the subspaces of C 1,α an (T × R) consisting of those functions f : T × R → R such that, for all t, f (·, ·, t) ∈ K and f (·, ·, t) ∈ K ⊥ respectively. 
