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Abstract
Analogue gravity is based on a simple and striking observation: In some physical systems there
exist perturbations that, under certain conditions, are governed by the same equation describing the
propagation of fields in curved spacetimes. However, while quantum phenomena like the emission of
thermal radiation from astrophysical black holes are hardly detectable, analogue systems can provide the
unique possibility to experimentally test these effects. Originally driven by this motivation, the study of
analogies between quantum field theory in curved space and condensed matter has now produced a fruitful
interchange leading to new and deep insights in both fields. For instance, effects due to trans-Planckian
physics can be naturally addressed in analogue systems because their microphysics is well known and
under control.
In particular, Bose–Einstein condensates (BECs) are very rich and powerful systems in which this
analogy can be implemented also at a quantum level, since they have a high degree of quantum coherence,
they are very cold, and their speed of sound is very low, making them easy to handle in a laboratory. In
this Thesis, we analyze the phenomenology of spontaneous particle creation in BEC flows with various
velocity profiles. In the presence of a single horizon, we investigate how the temperature of Hawking-like
radiation is fixed by geometrical properties of the flow. We also perform a detailed analysis of flows that
couple black and white acoustic horizons. In these settings, new interesting phenomena appear, such as
an instability known in general relativity as black hole laser effect.
Analogue systems can also serve as toy models for an emergent gravity scenario. From the analogue
gravity perspective, we address one of the most challenging problems in modern physics, regarding the
nature and the value of the cosmological constant. The analogy between gravity and BECs provides
some hints about how to properly attack the computation of this constant. Furthermore a new analogue
system based on a relativistic BEC is proposed. This system allows to map into an acoustic metric a
wider class of geometries and suggests a new possible way to emerge gravity from a flat Lorentz invariant
background.
Finally, this field of research has been producing a wide set of tools that can be profitably applied to
solve general relativity problems apparently unrelated to the analogue model framework. As an example,
we study the stability of a special class of geometries allowing superluminal travel, by using the language
borrowed from analogue gravity.
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INTRODUCTION
Analogies in physics have often provided deep insight and inspiration to deal with fundamental prob-
lems. In the last 30 years, analogue models of gravity [19] had this role with respect to pressing issues
in gravitation theory, such as the mechanism of Hawking radiation, the fate of Lorentz invariance at
ultra-short distances and the nature of spacetime and gravity as possibly emergent phenomena.
The general idea behind analogue models of gravity is that in many physical systems it is possible
to identify suitable excitations that propagate as fields on a curved spacetime (CS). In particular, there
is a wide class of condensed matter systems that admit a hydrodynamical description within which it is
possible to show that acoustic disturbances propagate on an effective geometry, the so called “acoustic
metric” [183]. In fact, the propagation of excitations in the hydrodynamical regime can be described
through a relativistic equation of motion in a CS. So, even starting from non-relativistic equations, one
can show that excitations are endowed with a Lorentz invariant dynamics where the Lorentz group is
generally associated with an invariant speed coinciding with the speed of sound. Furthermore, these
systems generically show a breakdown of such acoustic regime leading to Lorentz violations at high
energies (as expected from the Newtonian nature of the fundamental equations).
The main motivation initially stimulating the research activity on this topic was the possibility of
experimentally studying gravitational phenomena otherwise impossible to detect, in particular black
hole evaporation via Hawking radiation (Unruh, 1981, [183]). Unfortunately, this possibility was more
theoretical than practical because, as Unruh noticed, the expected temperature for an acoustic black hole
of 1 mm radius and a speed of sound of 300 m/s was extremely low, 3 × 10−7 K. This was probably
one of the reasons why this important seminal paper remained almost unnoticed until the nineties, when
the analogy between acoustic propagation in fluids and propagation of fields in a CS was rediscovered by
Visser [191]. Furthermore, the interest in analogue gravity (AG) was boosted by a second motivation,
namely the possibility of using the analogy between acoustics and quantum field theory (QFT) in CS as
a theoretical tool to understand the behavior of spacetimes at very small scales and to check whether
unknown modified physics may or may not modify the phenomenology of processes such as particle
production in CS. Even if Unruh had immediately realized that the acoustic geometry had to break down
at the atomic or molecular scale (10−10 m), just as the concept of a smooth spacetime was expected to
breakdown at Planck’s scale (10−35 m), Jacobson [101] was the first to seriously take this analogy as a
guidance to investigate how black hole evaporation is affected by ultrashort-distance effects.
Unfortunately, contacts with the condensed matter community remained quite weak for some years,
despite the proposal of 3He by Volovik and Jacobson [199, 104] as a first condensed matter system to
implement the analogy. They estimated a Hawking temperature of about 5 µK, which should have
been large enough to allow an experimental detection of the Hawking flux. Then, around year 2000,
the number of physical systems proposed as analogue models of gravity started to grow. In particular
Garay and collaborators [75, 76] proposed to use Bose–Einstein condensates (BECs), which seem so far
the most promising systems for the experimental detection of phenomena such as Hawking radiation.
Many other systems have been proposed to simulate both spacetimes showing black hole horizons and
cosmological metrics. Among the former, in addition to the cited superfluid Helium and BECs, we recall
Fermi gases [78], slow light [123, 159, 186], non-linear electromagnetic waveguides [167, 153] and ion
11
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rings [96, 97]. Concerning the simulation of cosmological metrics, BECs have definitely been the favorite
physical systems [19, 16, 64, 207, 106].
Finally, in the very last years, the first experiments in BECs [115], water [163, 209], and fused silica [22]
have been realized with the objective of reproducing curved geometries and to study Hawking radiation.
New possibilities of experimentally detecting Hawking radiation have also been opened by [7], where it
was proposed to measure correlations between Hawking particles and their partners. As confirmed by
numerical simulations [41], the correlation signal is not masked by the uncorrelated thermal noise. This
technique potentially permits to detect Hawking radiation even when the Hawking temperature is smaller
than the temperature of the condensate.
While the above subjects have represented what we might call the main stream of research on ana-
logue models, in more recent years there has been growing attention to their application as toy models
for emergent gravity scenarios [126, 208, 79, 80, 176]. The latter are driven by the idea that gravity
could be an intrinsically classical/large-scale phenomenon similar to a condensed matter state made of
many fundamental constituents [98]. In this sense, gravity would not be a fundamental interaction but
rather a large-scale effect, which emerges from a quite different dynamics of some elementary quantum
objects. In this sense, many examples can be brought up, starting from the causal set proposal [29, 31],
passing to group field theory [142, 81] or the recent quantum graphity models [110, 111, 112], and other
approaches (see, e.g., [56, 55, 144]). Analogue models, in particular BECs, have represented a very inter-
esting test field as they are in many ways ideal systems where the mechanism of emergence of symmetries,
spacetime, and possibly gravitation-like dynamics can be comprehensively studied and understood. In
particular, much attention has been devoted in the recent past to Lorentz symmetry breaking and its pos-
sible role in leading to viable mechanisms of emergent dynamics (see, e.g., the related discussion in [124]).
This is the very active and stimulating context in which the work of this Thesis has been realized. For
the first time since Unruh’s paper in 1981 [183], the community of AG has involved theoretical physicists
with gravitational, QFT and quantum gravity (QG) background, theoretical condensed matter people,
and experimentalists in BECs, fluid dynamics, and optics. Even if initially proposed as tools to confirm
theoretical predictions in gravity such as black hole evaporation, analogue models are now stimulating the
investigation of new phenomena in condensed matter with a bidirectional knowledge exchange between
different field of physics. Furthermore, the techniques developed in the last 30 years in the context of
AG, turn out to be helpful to address problems in gravity and analogue systems are very interesting toy
models of QG. In this Thesis we present our contribution in all these directions.
Open issues in quantum field theory in curved spacetime
One of the main motivations at the basis of the analogue model program is the possibility to address
problems of QFT in CS, using well known physical systems to check predictions of QFT in CS and as toy
models for the construction of a QG theory. In this section we summarize some of the most challenging
open issues in QFT in CS, that are directly addressed in this Thesis or for which we propose a viable
approach through AG models.
The trans-Planckian problem
There are situations where very small scales (high frequencies) can be probed by low frequency measures.
As a first example, Hawking radiation comes from regions arbitrarily close to the horizon of black holes,
where Hawking particles must have originated at sub-Planckian wavelengths [181, 101], because of the
exponential blueshift suffered close to the horizon in the standard analysis. Secondly, the physical wave-
lengths of comoving scales which correspond to the present large-scale structure of the Universe were
smaller than the Planck length before inflation [135]. Therefore, the usual computation of the spectrum
of the emitted Hawking particles, in the first case, and of the cosmological fluctuations, for the second
one, might be affected by unknown physics at sub-Planckian scales.
This is a very serious issue because black-hole thermodynamics [20] resides on the existence of thermal
Hawking radiation and, more importantly also from an observational point of view, the present structure
of the Universe was originated by quantum fluctuations in the inflationary epoch. A possible way to
12
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address this problem is to look for the robustness of such phenomena, when various modifications to the
ordinary low energy physics are implemented at Planckian energies.
Analogue gravity provides a rich set of powerful physical systems where these issues can be directly
investigated and tested. In fact, every real system looking like a continuum at large scales shows discrete
structure at atomic or molecular scales. Thus, these systems can be used to provide deep insight in the
investigation of modifications of physical laws at trans-Planckian scales.
Casual properties of spacetime
General relativity (GR) allows the existence of spacetimes with very exotic causal structures, for instance
with close timelike curves [90]. Said with more popular and evocative words, GR allows the existence of
time machines, together with the well-known related causal paradoxes.
Various solutions to these paradoxes have been proposed by addressing those issues from very different
approaches [195]:
• Chronology protection conjecture [93]: time machines are forbidden by some physical mechanism.
This conjecture has not been proved yet, because (1) we are not able to perform a self-consistent
calculation taking into account the back-reaction of the renormalized stress-energy tensor on a given
spacetime, (2) the Kay–Radzikowski–Wald theorem [109], which is probably the most important
results in this direction, implies the breakdown of the renormalization procedure of the stress-energy
tensor on chronological horizons (which are just a special sort of Cauchy horizons).
• Novikov’s consistency proposal [71, 141]: closed timelike curves are permitted, and a principle of
self-consistency must consequently be added to physical laws. Thus, a local solution to the equations
of physics can occur only if it can be extended to a global solution defined in the whole universe.
This imply that, given a certain Cauchy ipersurface, initial data are not completely arbitrary but
must be chosen accordingly to the self-consistency principle.
• Radical alterations of our description of the spacetime structure: spacetime should be described
by a non-Hausdorff manifold to allow for chronology violation and to permit that the present has
multiple futures or multiple pasts [53].
Furthermore, the possibility of building time machines is closely related to the feasibility of superlu-
minal travel [160, 60]. Even assuming the light postulate, stating that nothing can locally travel faster
than light, in the context of GR one could in principle create spacetime shortcuts such as wormholes or
warp drives. This would allow to travel from one point to another in a time much smaller than the time
needed by a light ray to connect the same two points without passing through the shortcut (see [192]
for a complete review on this topic). Opportunely combining two superluminal travels (or either moving
or desynchronizing the mouths of a wormhole), it is actually possible to create a time machine. Unfor-
tunately, it seems a general fact that a large amount of energy-condition violating matter is needed to
sustain spacetime shortcuts. Even if forms of energy that violate energy conditions are well known, such
as in Casimir effect, it would be very unlikely to obtain the required amount to keep open a wormhole or
to speed up a warp drive for any practical purpose. However, there is no theoretical reason preventing the
realization of such shortcuts, thus one may wonder whether they would be forbidden by some physical
mechanism. Given the connection between spacetime shortcuts and time machines, such a mechanism
would possibly represent a low level implementation of the chronology protection conjecture.
Finally, spacetimes allowing superluminal travel through the presence of warp-drive bubbles possess
Cauchy horizons [65]. Namely, there is a region of spacetime (beyond the Cauchy horizon) where the
values of fields are not completely determined by initial data at early times and the possibility of making
prediction breaks down beyond the horizon. Cauchy horizons are also found in the interior of Kerr–
Newman black holes, where they are known to be unstable [172, 156, 134]. This is not in contradiction
with the Fulling–Sweeny–Wald theorem [73], saying that the Hadamard singularity structure of the two-
point function of a scalar field is preserved by Cauchy evolution, which precisely fails at the Cauchy
horizon. In Chap. 2 we show how the relation among the instability of Cauchy horizons, superluminal
travel, and time machines can be investigated using techniques developed for analogue models of gravity.
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Nature and value of the cosmological constant
The cosmological constant [38] Λ appears in Einstein’s equation [adopting the signature (−,+,+,+)]
Rµν − 12gµνR+ Λ gµν =
8πG
c4
Tµν (1)
as a source term present even in the absence of matter and with the symmetries of the vacuum (TΛµν ∝ gµν).
Because of this property it is usually interpreted as a “vacuum energy”. Unfortunately, if one calculates
the value of this constant as the zero-point energy of quantum fields, the result differs from the observed
one by 120 orders of magnitude. As we shall discuss in Chap. 7, supersymmetric theories [136] only
partially correct this huge discrepancy, that still remains very large. The only option we have to explain
observations is an extremely fine tuning [51, 27] in the renormalization of this constant.
This discrepancy between the theoretically computed and the measured value of Λ is a strong signal
that something is missing in our comprehension of the origin and the nature of this constant. This
suggests that the problem is related to the failure of effective field theory (EFT) at Planck scales. Indeed,
a proper computation would require a full knowledge of a quantum theory of gravity. Since we do not
have such a theory, we can use analogies to learn how the theoretical computation of such a constant
should be performed once the microscopic theory is fully under control. In particular, in BECs with
U(1)-symmetry breaking [79], not only phonons propagate as fields in a curved geometry, but also a
dynamics for the analogue metric can be defined. Namely, the analogue of the non-relativistic limit of
Einstein’s equations can be derived, together with a cosmological constant term, therefore allowing the
direct computation of this constant from microphysics and its comparison with the standard zero-point
energy [67].
Naturalness problem for Lorentz violating theories
The continuous spacetime structure is expected to break down at a scale of the order of the Planck length
and such a breakdown is expected to be related to the breaking of Lorentz invariance at the same scale.
Let us then assume that the field propagators are proportional to
i
ω2 + c2k2 +O(k3/K3)
, (2)
where 1/K is of the order of the Planck length. If such a field is coupled to some other field, it can been
shown [44], that one-loop self-interaction diagrams cause the appearance of modifications proportional to
the coupling constant g down to the k2 term. This would not be a problem if there were only two fields,
since one might always absorb this term by renormalizing the speed of light c. However, if there were
more then two fields, coupled with different constants g, the additional k2 term would be different for
each field. As a consequence, different fields would perceive different speed of lights. This implies that
Lorentz violation would appear at relatively low energies, even if it was originally introduced at very high
momentum K on operators with higher-than-two order. This is the so called naturalness problem.
Thus, it is interesting to look for an alternative way to emerge gravity from a more fundamental
structure, in order to eliminate or at least tame the naturalness problem. Apparently, this problem is
related to the fact that the theory is not Lorentz invariant at high energy. Analogue gravity can provide
some hints on how to address this issues. In Chap. 8 we propose a new analogue system [61], where
phonons live in a curved geometry with local Lorentz invariance (the limit velocity is the speed of sound)
at low energy, while this symmetry is broken at higher energy. At very high energy gravity eventually
disappears and global Lorentz invariance is recovered (Minkowski spacetime where the limit velocity is
the speed of light). We think that such a system is a proficient toy model where the naturalness problem
may be somehow tamed.
Analogue models as a test field and operating framework
All the issues described in the above section can be profitably addressed in the context of AG,
mainly using real physical systems as toy models for the investigations of spacetime properties, related to
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possible unknown modifications of physical laws at trans-Planckian scales and various implementations
of high energy Lorentz violation. In particular, we sketched how the trans-Planckian problem is naturally
described in the context of AG, in physical systems where the microphysics is fully under control, such
as BECs. Furthermore, since the procedure in which the continuous geometry emerges is well known in
these models, we can use them also to investigate how the corresponding emergence phenomenon takes
place in spacetime, leading to Einstein’s equations with an already encoded cosmological constant.
However, AG is not only toy models for the study of QG, even if this is one of the most important
theoretical motivations to do research in this field. In primis, AG was born of the need for a real physical
system to test QFT in CS phenomena. As a natural fact, one of the main objective of this research is to
extend the set of spacetimes that one can reproduce with these systems. Actually, even if it is relatively
simple to find analogue models reproducing general features of interesting spacetimes, such as horizons
or expanding universes, it is still rather difficult to exactly reproduce (even theoretically) fundamental
metrics such as those describing Schwarzschild’s or Kerr’s black holes (see Sec. 1.2).
Furthermore, Unruh’s original motivation of realizing physical systems to experimentally detect Hawk-
ing radiation is no more an abstract possibility. Also thanks to Unruh himself [209], a few experiments
in water [209], BEC [115], and fused silica [22] have been realized. The first one led to the detection of
the classical stimulated version of Hawking radiation. In the second experiment, a stable sonic horizon
was realized for the first time in a BEC, but no measures of Hawking effect have been performed so far.
In the third one, a couple of horizons were created using a moving refractive index perturbations and
Hawking radiation was claimed to have been detected, but this result is still controversial [170, 23].
Finally, the analogue model program has created new stimuli for the investigation of new condensed
matter systems, also providing tools for their description. Nowadays, thanks to the possibility of exper-
imental realizations, interest in analogue systems has increased not only in relation to GR and QFT,
but also as very interesting and rich physical systems per se. The first example in this sense is the
quite successful description, although not exact, through the analogy with particle production in ex-
panding/contracting universes [35], of the emission of jets of atoms observed in a BEC where the sign of
interaction were suddenly inverted [54]. On the opposite, one can even describe phenomena as Hawking
radiation in BEC, without using any analogy with gravity [131, 41]. This approach have led also to
the description of the exponential amplification of spontaneous emitted radiation in BEC flows with two
sonic horizons [68], see Chap. 6, inspired by the black hole laser effect which was firstly described for
generic scalar fields with modified dispersion relation in geometries with a black and a white horizon [47].
In hydrodynamics, this exchange of knowledge with gravity has produced new interesting results about
wave-blocking and the description of new kinds of “horizons”, such as the blue horizon in water flows,
where ordinary waves are converted in capillary waves [163, 162].
Plan of the Thesis
Part I is a quite broad introduction about AG. In Chap. 1 we introduce the analogy between gravity
and other physical system, focusing on fluid dynamics and the related phenomenology. In Chap. 2 we
discuss an application of AG techniques to the study of a class of exotic spacetimes, warp drives, allowing
superluminal travel. In Chap. 3 we present the three physical systems for which experiments have been
realized so far. In that chapter, we show how the analogy between a continuous spacetime and the actual
physical models breaks down at scales where the microscopic properties of the systems show up. We
discuss also the problems related to the robustness of phenomena such as Hawking radiation, once these
short scale behaviors are taken into account.
In Part II, we investigate the properties of Hawking radiation and, more generally, of particle produc-
tion in spacetimes with one or two horizons in a specific physical system, namely BEC, whose complete
theoretical description is presented in Appendix A. Differently from Part I, we do not reside on the anal-
ogy with gravity, but all the results are obtained using the BEC fundamental equations. We find that
Hawking radiation is robust under certain conditions (Chap. 4). Furthermore, we discuss systems with
two horizons in Chaps. 5 and 6, motivated by both theoretical and experimental reasons. In particular,
in Chap. 6, we study the configuration corresponding to the experimental set up of [115], where a white
hole and a black hole horizon are coupled. As first discussed in [47], we confirm the presence of dynamical
instabilities, commonly called black hole laser effect, in such a system. The structure of the numerical
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code used for those investigations is described in Appendix B.
Finally, in Part III, we discuss analogue models from the standpoint of emergent gravity. In Chap. 7
we use a particular BEC model where it is possible to define an analogue gravitational dynamics to
investigate the mechanism in which an analogue cosmological constant emerges from the microphysical
properties. In Chap. 8 we propose a new analogue system based on a BEC whose atoms are described by
a relativistic Lagrangian. The main feature of this model is the absence of a preferred direction of time
as in non-relativistic systems. Because of that, relativistic BECs are interesting toy models to study the
possible emergence of gravity from a more fundamental Minkowskian structure, without absolute time.
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Chapter 1
GENERAL PROPERTIES
In the Introduction of this Thesis, we broadly discussed the motivations and the objectives at the
basis of analogue gravity (AG), showing how this field of research can provide deeper understanding both
of gravity and of the systems in which the analogy is implemented. In this chapter, we introduce the
basic concepts of AG, beginning with a very simple example. In Sec. 1.1, we show how the propagation
of sound in fluids is described, under certain conditions, by the same equation describing the propagation
of a scalar field in a curved spacetime (CS). Then, we present some gravitational phenomena that have
a corresponding phenomenon in other physical system, such as Hawking radiation or particle production
in an expanding universe.
However, in this chapter, we just focus on the similarities between quantum field theory (QFT) in
CS and analogue systems, in a very general framework. Then, in Chap. 2 we present an application of
some tools developed in the context of AG to the study of the semiclassical instability of dynamical warp
drives. The discussion about the differences between analogue systems and gravity are instead the subject
of Chap. 3, where we consider three specific systems: surface waves in water, phonons in Bose–Einstein
condensates (BECs) and photons in media with moving refractive index perturbations.
1.1 From fluid dynamics to effective geometries
The simplest example of analogue spacetime is acoustics in fluids [183, 191, 193, 190, 19]. Sound
waves propagating in a fluid are indeed dragged by the flow, which acts as a CS bending light rays. This
analogy appears clearer when considering the extreme situation of a supersonic flow, where sound cannot
propagate upstream. If a fluid is sped up from subsonic to supersonic, sound cannot escape from the
supersonic region back to the subsonic one and it is trapped in the same way as light is trapped in a
black hole. To translate this physical analogy in mathematical language one must show that propagation
of sound in a moving flows is described by the same equation governing light propagation in a CS. This
is true under certain conditions that we discuss below.
In the geometrical acoustic approximation, a fluid is characterized by its velocity v(t,x) and the local
speed of sound c(t,x). In the reference frame of the laboratory, the equation of motion of sound waves is
dx
dt
= cn+ v, (1.1)
where n is the unit vector pointing in the direction of propagation of the wave. Its normalization reads
1
c2
(
dx
dt
− v
)
·
(
dx
dt
− v
)
= 1, (1.2)
that is
− (c2 − v2) dt2 − 2v · dx dt+ dx · dx = 0. (1.3)
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This equation describes the null line element of a light ray propagating in a curved geometry. From this
condition it is possible to determine the general line element
ds2 = Ω2
[−(c2 − v2) dt2 − 2v · dx dt+ dx · dx] , (1.4)
up to a conformal factor Ω(t,x).
The above derivation is valid for every system, where perturbations can be described in eikonal
approximation. However, it allows to determine only the sound cones, that is the conformal (and causal)
structure of the spacetime. In order to fix also the conformal factor Ω and to obtain the full acoustic
metric, one has to pick a particular physical system and demonstrate that, in that model, there exist
some field φ and a metric gµν , such that the dynamics of φ is described by a Klein–Gordon equation in
a curved background (see, for example, [90, 139, 202]):
1√
|g|∂µ
(√
|g|gµν(t,x)∂νφ
)
= 0, (1.5)
where g is the determinant of the metric tensor gµν ,
∂0 = ∂/∂t, (1.6)
∂i = ∂/∂xi, i = 1, . . . , d, (1.7)
and d is the number of spatial dimensions.
Defining the metric density
fµν ≡
√
|g|gµν , (1.8)
Eq. (1.5) becomes
∂µ (fµν(t,x)∂νφ) = 0. (1.9)
To demonstrate that sound waves are actually described by the above equation with a suitable choice
of fµν , we start from the continuity equation (mass conservation)
∂tρ+∇x · (ρv) = 0 (1.10)
and Euler’s equation
ρ(∂t + v · ∇x)v = −∇xp, (1.11)
which are the fundamental equations of fluid dynamics for a fluid with no viscosity and no external
forces [117]. Since
v× (∇x × v) = 12∇xv
2 − (v · ∇x)v, (1.12)
Euler’s equation can be written as
∂tv = −∇xp
ρ
− 1
2
∇xv2 + v× (∇x × v). (1.13)
To proceed with the derivation of the acoustic metric it is necessary to assume that the fluid is locally
irrotational, that is the vorticity ∇x × v vanishes. This also implies that, locally, v is the gradient of a
scalar function, called the velocity potential1
v = −∇xφ. (1.14)
Note that φ is defined only up to a function of time t. The last needed assumption is barotropicity, i.e.,
p = p(ρ) is a function only of the density ρ. Under this condition the differential of the enthalpy density
h reads
dh ≡ dp(ρ)
ρ
=
dp
dρ
dρ
ρ
= c2
dρ
ρ
, (1.15)
where c is the velocity of sound
c ≡
√
dp
dρ
. (1.16)
1Flow configurations with global vortexes can still be described in this formalism by allowing for a multivalued velocity
potential φ.
19
1.1. EFFECTIVE GEOMETRIES CHAPTER 1. GENERAL PROPERTIES
Integrating Eq. 1.13 with respect to x and using the gauge freedom of φ to absorb the arbitrary constant
of integration that is a function of time, we obtain Bernoulli equation
− ∂tφ+ h+ 12(∇xφ)
2 = 0. (1.17)
We now linearize Eqs. (1.10) and (1.17) around some background values ρ0, p0, and φ0, of the dy-
namical variables ρ, p, and φ, and indicate with subscript 1 the first order deviations with respect to
the background. With this parametrization we separate a long range, slowly varying component (the
background) from small-scale, high-frequency, and small-amplitude component, that is sound. Thus, to
perform this expansion we require
p1 ≪ p0, ρ1 ≪ ρ0, φ1 ≪ φ0. (1.18)
With these assumptions we obtain
∂tρ1 +∇x · (ρ1v0 − ρ0∇xφ1) = 0, (1.19)
−∂tφ1 + h1 − v0 · ∇xφ1 = 0. (1.20)
From Eq. (1.15), one obtains h1 = c2ρ1/ρ0, so that the second equation yields
ρ1 =
ρ0
c2
(∂t + v0 · ∇x)φ1. (1.21)
Eliminating ρ1, the first equation becomes[
(∂t +∇x · v0) ρ
c2
(∂t + v0 · ∇x)−∇x · ρ0∇x
]
φ1 = 0, (1.22)
where the differential operators ∂t and ∇x act on everything on their right. This equation is precisely in
the form of Eq. (1.9) with
fµν =
ρ0
c2
( −1 −v0T
−v0 c21d×d − v0 ⊗ v0T
)
. (1.23)
After some tedious manipulations [see Eq. (1.8)], one obtains the contravariant metric tensor
gµν =
1
c2
(ρ0
c
)−2/(d−1)( −1 −v0T
−v0 c21d×d − v0 ⊗ v0T
)
(1.24)
and the acoustic metric [193]
gµν =
(ρ0
c
)2/(d−1)(−(c2 − v20) −v0T
−v0 1d×d
)
, (1.25)
which gives the line element (1.4), with conformal factor
Ω(t,x) =
(
ρ0(t,x)
c(t,x)
)1/(d−1)
. (1.26)
We conclude with some brief comments about this result. First, we summarize the assumptions on
the fluid that we made to obtain the acoustic metric:
• no viscosity,
• no local vorticity,
• barotropicity,
• small-amplitude perturbations.
The first three are conditions on the fluid, while the fourth one is a requirement on the amplitude of
perturbations needed for the linear-sound approximation to be valid. If some disturbance does not satisfy
this hypothesis, it must be treated as a solution of the full hydrodynamics equations and, mathematically
speaking, it must be incorporated in the background component.
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Second, let us comment on the structure of the acoustic metric itself (1.25). Given the above relations
between the quantities describing the fluid (pressure, density, velocity), it is possible to show [19] that the
flow is completely characterized by two quantities, that one can choose to be the velocity potential φ(t,x)
and the speed of sound c(t,x). On the general relativity (GR) side instead, the most general metric is
a rank 2 symmetric tensor in d + 1 dimensions, having (d + 1)(d + 2)/2 independent components, from
which one must subtract d + 1 changes of coordinates. In total one remains with d(d + 1)/2 degrees of
freedom. This means that the analogue metric can reproduce all the possible GR geometries only in 1+1
dimensions, while for d ≥ 2 only a subset of the whole set of GR metrics has an acoustic counterpart [19].
However, in 1 + 1 dimensions, the metric tensor gµν itself is not well defined, because the confor-
mal factor diverges for d → 1. Nevertheless, when describing the propagation of a field in a CS, the
fundamental object characterizing the geometry is not the covariant metric gµν , but the contravariant
metric density fµν , which directly enters the field equation (1.9) [19]. This object is well defined in an
arbitrary number of dimensions as its derivation does not resides on the specific value of d. This implies,
for instance, that phenomena related only to the kinematic of the quantum field, like Hawking radiation
(see Sec. 1.3.2), are present and well defined for every value of d. Finally, note that this problem concerns
only intrinsically one-dimensional systems. For a three-dimensional system with axial symmetry, which
one may experimentally use to simulate a 1 + 1 geometry, the conformal factor is of course well defined,
as well as the metric tensor.
Third, the effective metric gµν emerges from a Newtonian spacetime endowed with Galilean invariance.
While the molecules of the fluid live in a flat space with absolute time, the perturbations on top of the fluid
do not perceive this Newtonian world but rather live in a locally Minkowskian spacetime, i.e. satisfying
local Lorentz invariance. However, the presence of an underlying spacetime structure has some relevant
implications on the structure of the emerging geometry which can be reproduced with a fluid model. In
fact, since one can use (and actually, this is the most natural choice) the time of the laboratory as the
time coordinate in the description of the acoustic geometry, it is evident that some causal properties
(for instance, stable causality [90, 202]) are inherited from the Newtonian spacetime of the lab. This
also implies that some interesting spacetimes affected by causal pathologies (e.g., geometries with closed
time-like curves [90, 192, 93, 88, 42, 89, 195] cannot be reproduced with such an analogue system.
Finally, we remark that a given flow does reproduce a geometry only in a fixed set of coordinates.
Changes of coordinates, which would make perfectly sense for a hypothetical phononic observer (that is
an observer that can do measurements only through phonons and phononic interactions), do not have a
direct interpretation from the point of view of the laboratory, because the lab “world” feels the Newtonian
spacetime and not the emergent one. However, even within the above limitations, one can still reproduce
very relevant spacetimes with nontrivial causal structures, such as horizons, ergoregions, or superluminal
bubbles, as we shall see in what follows.
We conclude this introductory section noting that a stationary spacetime is reproduced by a steady
flow. In that case, K = ∂t is a Killing vector for the acoustic metric. The condition identifying flows
that correspond to static metrics is instead less trivial. A metric is static when it is stationary and
the time-space cross-terms vanish. To this aim, starting from Eq. (1.4), one must perform a change of
coordinates
dt′ = dt+
v · dx
c2 − v2 , (1.27)
such that the line element becomes
ds2 = Ω2
[
−(c2 − v2) dt′2 +
(
δij +
vivj
c2 − v2
)
dxidxj
]
. (1.28)
However, this change of coordinates is properly defined only if dt′ is integrable, namely if dt′ is an exact
form. In practice, this means that one must find a function t′(t, x), such that ∇xt′ = v/(c2 − v2). Given
that the curl of the gradient of any function vanishes,
∇x ×
[
v
c2 − v2
]
= 0. (1.29)
Since we have already assumed that the flow is irrotational (∇x × v = 0), this condition reduces to
v×∇x|c2 − v2| = 0, (1.30)
i.e., v is parallel to ∇x(c2 − v2).
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1.2 Acoustic metrics
1.2.1 Horizons and ergoregions
As discussed in the previous section, with fluid models one can reproduce a wide zoology of geometries
with nontrivial causal structures. In this section, we therefore present some specific examples correspond-
ing to static spherically symmetric black holes, rotating black holes, and warp drives. However, before
analyzing these systems in details, it is worth understanding how to cast the concepts of ergoregion,
trapped surface and horizon in the formalism of the acoustic analogy.
Differently from general spacetimes in GR, for acoustic analogues there is a preferred reference frame
given by the laboratory spatial and time coordinates. In particular there is a natural definition of “at
rest”, with respect to the lab, and there is a preferred time foliation fixed by the lab time coordinate t.
Moreover, when the flow is steady, the vector K = ∂t is a Killing vector for the emergent geometry. As
a consequence, an ergoregion is naturally defined as a region where the vector K becomes spacelike and
an ergosurface is the surface where K is null. From Eq. (1.25), the norm of K is
gµνK
µKν ∝ −(c2 − v2), (1.31)
indicating that ∂t is spacelike when the flow is supersonic.2 In this region, the flow is so strong that sound
cannot propagate upstream, but it is dragged by the fluid. Correspondingly, in GR, in an ergoregion
nothing can stay “at rest” with respect to fixed stars, even if it is subject to infinitely strong forces [139,
90, 202].
Furthermore, the presence of a preferred time foliation allows to define the concept of trapped sur-
face in a straightforward way, without the technicalities usually required for the standard and general
definition [90]. Then, one can bypass the definition of expansion of null geodesic congruence and directly
define a trapped surface as a closed two-surface that sound can cross only in one direction. If sound is
dragged inward or outward by the flow, the surface is outer-trapped or inner-trapped, respectively. More
formally, an outer-trapped (respectively, inner-trapped) surface is a surface where the normal component
of the fluid velocity is greater than the local speed of sound and inward (respectively, outward) pointing.
A trapped region is then simply defined as the region containing all the trapped surfaces and the
apparent horizon is its boundary. As a direct consequence of the above definitions, the apparent horizon
is the surface where the normal component of the fluid velocity is equal to the local speed of sound.
When the direction of the velocity is inward, the horizon is the boundary of a “dumb hole”, i.e., it is the
analogue of a black horizon, when it is outward, it is the analogue of a white horizon.
Future and past event horizons are defined in the same way as in GR, as the boundaries of the regions
from which null geodesics cannot escape or cannot enter, respectively. However, this definition implies
the knowledge of the behavior of null geodesics in the whole spacetime (till I + or I −, respectively).
In the following chapters, we will deal only with apparent horizons, that however coincide with event
horizons when the geometry is stationary.
1.2.2 The surface gravity
The presence of a preferred direction of time allows also to unambiguously define the concept of
surface gravity. To this aim, in GR one needs to identify a timelike Killing vector which becomes null on
the horizon. Instead, in analogue models one can always define the surface gravity with respect to the
vector field ∂t, both in the case of steady flow (when ∂t is a Killing vector) and in the more general case
when the flow is not steady.
We compute here the surface gravity gH in the simple case (see [193] for the general case) when the
acoustic metric describes a static spacetime [see Eq. (1.30)]. This represents a special case of stationary
spacetime, so that K = ∂t is a Killing vector and the flow is steady. Roughly speaking, the surface gravity
is the acceleration, measured from infinity, felt by an observer at rest (with respect to the foliation defined
by K) close to the horizon. The normalized vector tangent to the world line of this observer is
V =
K
||K|| , (1.32)
2For the sake of simplicity, we have suppressed the subscript 0 of v. We will adopt this notation throughout this Thesis,
when it is not source of confusion.
22
CHAPTER 1. GENERAL PROPERTIES 1.2. ACOUSTIC METRICS
where, since K is timelike
||K|| =√−KµKµ = Ω√c2 − v2. (1.33)
The four-acceleration of the observer is
Aµ = V ν∇νV µ = 12
∇µ||K||2
||K||2 , (1.34)
where we used ∇µKν −∇νKµ = 0. The proper acceleration is ||A||, whereas the acceleration measured
using the Killing time t is
dτ
dt
||A|| = ||K|| ||A|| = ||K||
√
gµνAµAν =
1
2
v · ∇x(c2 − v2)
v
+O(c2 − v2), (1.35)
since v is parallel to ∇(c2 − v2) as a consequence of Eq. (1.30). Taking the limit on the horizon, one
obtains the surface gravity
gH =
1
2
∂(c2 − v2)
∂n
∣∣∣∣
H
, (1.36)
where n is the unit vector normal to the horizon, that is parallel to v. For this reason, also v = c on the
horizon and
gH = cH
∂|c− v|
∂n
∣∣∣∣
H
. (1.37)
With a bit of abuse of terminology we will call the surface gravity κ the following quantity with dimension
of a frequency
κ ≡ gH
cH
=
∂|c− v|
∂n
∣∣∣∣
H
. (1.38)
This quantity is fundamental because it fixes the temperature of the spectrum of the particles emitted
in the Hawking process. In principle, one can apply to a phonon field propagating in an effective geometry
with acoustic horizon the same argument used by Hawking [91, 92] for a scalar field in a geometry with
a black horizon. The Hawking temperature of the created phonons is computed below and given in
Eq. (1.121), from which it is clear the advantage of having introduced the frequency κ. In what follows
we will work in units where the temperature has dimension of energy, that is kB = 1.
The computation of the surface gravity in the general case of a stationary acoustic spacetime requires
a bit more involved analysis. Eventually, the result is completely similar to the static one [193]
gH = cH
∂|c− v⊥|
∂n
∣∣∣∣
H
, (1.39)
where v⊥ = n · v is the component of the velocity orthogonal to the horizon.
1.2.3 Static black holes
The simplest black hole metric one can think about in GR is Schwarzschild’s metric, which is the
most general spherically symmetric vacuum solution of Einstein’s equations. The problem of finding an
acoustic analogue of such a simple geometry is not as trivial as it might appear.
The standard way to tackle this problem is to look for a flow matching the Painlevé–Gullstrand [145,
85, 119] representation of the Schwarzschild geometry
ds2 = −
(
1− 2GM
r
)
dt2 ±
√
2GM
r
dr dt+ dr2 + r2
(
dθ2 + sin2 θ dφ2
)
. (1.40)
Unfortunately, the trivial guess
c = const., (1.41)
ρ = const., (1.42)
v =
√
2GM
r
, (1.43)
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which would perfectly map the metric of Eq. (1.40) onto the metric (1.25), does not satisfy the continuity
equation (1.10) for steady flows [∇x · (ρv) = 0]. The best one can do [193] is to take c to be position
independent and to fix ρ ∝ r−3/2, by imposing the continuity equation in spherical symmetry, such that
the acoustic conformal factor is
Ω2 ∝ r−3/2. (1.44)
In this way, one can reproduce a geometry which is conformal to Schwarzschild’s one. This is fine when
one is interested in conformal invariant quantities as the surface gravity or the Hawking temperature.
However, while the Hawking mechanism is not affected by the conformal factor, the propagation of
non-conformally coupled fields to the geometry depends on the value of Ω.
Nevertheless, in the appendix of [197], it is shown that the isotropic version of Schwarzschild’s geometry
ds2 = − (1−GM/2r)
2
(1 +GM/2r)4
dt2 +
(
1 +
GM
2r
)2 [
dr2 + r2
(
dθ2 + sin2 θ dφ2
)]
(1.45)
can be casted into acoustic form, with the choice
v = 0, (1.46)
ρ ∝ 1−
(
GM
2r
)2
, (1.47)
c2 ∝ (1−GM/2r)
2
(1 +GM/2r)6
, (1.48)
and adjusting the pressure using the definition of c [see Eq: (1.16)]. Although it is theoretically possible
to set up a fluid with ρ and c specified by the above equations, we remark that a quite involved potential
must be introduced in Euler’s equation in order to obtain such profiles, making the practical realization
of this system rather complicated.
Even if, in the end, it is possible to exactly map the Schwarzschild geometry on an acoustic metric,
this example shows how finding the acoustic counterpart of an acoustic geometry is generally not a trivial
task. For this reason, it is important to explore new possible systems to extend the set of reproducible
metrics (see Chap. 8).
1.2.4 Acoustic causal structure
In general, one is often interested in phenomena that depend only on the spacetime causal structure,
even when one cannot exactly cast a GR metric in acoustic form. In this case, it is enough to map the
metric only up to a conformal factor. In fact, this task is usually much easier as we have just shown for
the Painlevé–Gullstrand representation of the spherically symmetric black-hole. A systematic study of
acoustic causal structures was performed in [11]. As a propaedeutic exercise to the nontrivial construction
of the causal structure of a dynamical warp drive (see Sec. 1.2.6), we briefly summarize the steps to obtain
the causal structure of an eternal acoustic black hole (see Fig. 1.1).
To build the Penrose diagram for a given geometry we first need to reduce to 1+1 dimensions. This is
of course possible for a Schwarzschild black hole because of the spherical symmetry.3 In 1+1 dimensions
the line element of Eq. (1.4) simply reduces to
ds2 = Ω2
[−(c2 − v2) dt2 − 2v dxdt+ dx2] . (1.49)
Then, defining retarded and advanced null coordinates
du ≡ F (t, x)
(
dt− dx
c(t, x) + v(t, x)
)
,
dw ≡ G(t, x)
(
dt+
dx
c(t, x)− v(t, x)
)
,
(1.50)
Eq. (1.49) becomes
ds2 = − Ω
2
F G
(
c2 − v2) du dw (1.51)
3In rotating black holes one usually restricts the analysis to the equatorial plane and further reduces the number of
dimensions to 1 + 1, thanks to axial symmetry.
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Figure 1.1: Penrose diagram of an acoustic black hole (From [11]). Small-dashed (respectively, dotdashed)
lines are constant x (respectively, t) curves.
and, in the case of a stationary geometry, one can choose F = G = 1, because c and v do not depend
on time. Assuming a left-going flow, that is v(x) < 0, an acoustic horizon is present where c + v = 0.
We then expand this small quantity in a neighborhood of the horizon xH, using the definition of surface
gravity of Eq. (1.38):
c(x) + v(x) = κ(x − xH) +O
(
(x − xH)2
)
, (1.52)
so that, from the point of view of an observer to the right of xH, the horizon corresponds to a black hole
configuration.4
Integrating the differentials of Eq. (1.50) in a neighborhood of the horizons, we obtain
u ∼ t− 1
κ
ln |x− xH|,
w ∼ t+ x
2 c
.
(1.53)
Since u diverges when approaching xH, on both sides, it is not possible to cover the whole spacetime with
w and u coordinates. Moreover, the u coordinate does not uniquely identify a point in spacetime because
of the symmetry x − xH → −(x − xH). However, there exist null retarded coordinates that are regular
on the horizons and uniquely identify the spacetime. For instance, the new coordinate
U ∝ sign(x) e−κu, (1.54)
satisfies both conditions. Indeed, close to the horizon,
U ∼ (x− xH) e−κt (1.55)
4For an observer to the right of xH, a white hole configuration would correspond to a right moving fluid with v(x)−c(x) =
−κ(x− xH) + O
(
(x− xH)
2
)
.
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Figure 1.2: Conformal diagram of the switching on of an acoustic black hole (From [11]). Note that the
lines x = const become null at the apparent horizon (dashed line).
and U is monotonic both in r and t. As a final step, with the usual compactification (see, for example, [90]),
one defines two new null coordinates U and V , both ranging in a compact set:
U = arctan(U),
W = arctan(w). (1.56)
Such a construction yields the Penrose diagram of Fig. 1.1 for a realistic flow with a “dumb” horizon
without any singularity in the velocity profile (for example without the singularity at r = 0 of the
Schwarzschild geometry) and with two asymptotically flat regions (v becomes constant for x → ±∞).
The horizon H is placed at xH = 0 and, by construction, no singularity is present beyond the horizon.
Since the spacetime is stationary (steady flow), the apparent horizon H coincides with the event horizon.
The construction of the Penrose diagram of the analogue of a collapsing black hole (Fig. 1.2), that is
an acoustic black hole whose horizon is created at a finite time, is straightforward. One has just to “glue”
together a Minkowskian causal structure at t → −∞ with the acoustic black hole causal structure of
Fig. 1.1. In this case, one can show that the coordinate U defined in Eq. (1.54) is an affine null parameter
at t→ −∞, while u is affine at late times:
U ∼ t− x
c
, t→ −∞, x→ −∞, (1.57)
u ∼ t− x
c
, t→ +∞, x→ +∞. (1.58)
Finally, in Fig. 1.3 we show the causal structure of a white-hole–black-hole pair, in preparation of
Chap. 6, where this system in studied in a BEC. A white-hole–black-hole pair is realized by a one-
dimensional flow (we take v < 0) with a central supersonic region and two asymptotically flat subsonic
regions, thus presenting two horizons at x1 and x2. As we will see in details in Chap. 6, the left horizon
x1 behaves like a white hole for an observer in the left asymptotic region, while the right horizon x2
behaves as a black hole for an observer in the right asymptotic region. Also in the acoustic geometry
emerging from this system there are no singularities.
Remarkably, right-going rays propagating in the internal supersonic region are swept leftward towards
x1, but cannot cross it because the flow is subsonic for x < x1 (of course, when the flow is subsonic right-
going rays u propagate rightward).
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Figure 1.3: Penrose diagram of an acoustic white-hole–black-hole pair (From [11]). Small-dashed (dot-
dashed) lines are constant x (t) curves.
1.2.5 Rotating black holes
The attempts to find some analogue of rotating black hole geometries are mainly motivated by the
hope of measuring the analogue of super-radiance [177], an amplification of the modes due to the pres-
ence of an ergoregion [213]. Unfortunately, the Kerr metric, describing a rotating black hole (vacuum
solution of Einstein’s equations with axial symmetry) cannot be casted in acoustic form, because of a
very fundamental reason. While there is no foliation of Kerr’s geometry with conformally flat spatial
sections [74, 114, 188], the spatial sections of any acoustic geometry described by the metric of Eq. (1.25)
are indeed explicitly conformal invariant.
However, with a quite complicated change of coordinates, it is possible to cast the equatorial plane
of Kerr’s black hole in acoustic form [197]. Using a simple vortex flow [193], one can nevertheless
reproduce the most relevant features of rotating black hole geometries, i.e., the presence of an ergosurface
distinguished from an event horizon.
For an incompressible fluid, the continuity equation (1.10) and the no-vorticity condition imply that
both the radial and tangential components of the fluid velocity are proportional to 1/r. The line element
is therefore
ds2 = −c2dt2 +
(
dr − A
r
dt
)2
+
(
r dθ − B
r
dt
)2
+ dz2, (1.59)
where we dropped the conformal factor that is position-independent because of incompressibility. Equiv-
alently
ds2 = −
(
c2 − A
2 +B2
r2
)
dt2 − 2A
r
dt dr − 2B dt dθ + dr2 + r2 dθ2 + dz2. (1.60)
The ergosphere is the region where the Killing vector K = ∂t becomes timelike. Its radius is fixed by
putting to 0 the tt-component of the metric:
re =
√
A2 +B2
c
, (1.61)
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while the acoustic horizon is placed where the radial velocity equals the speed of sound:
th =
|A|
c
≤ re. (1.62)
When A > 0 the vortex reproduces an acoustic white hole, while for A < 0 it reproduces an acoustic
black hole.
1.2.6 Warp drives
In this section, we show how the techniques developed for the analysis of the causal structure of
acoustic spacetimes, presented in Sec. 1.2.4, can be used to investigate the properties of warp-drive
geometries [65]. Since Alcubierre introduced them [1], warp drives have been certainly one of the most
studied spacetime geometries among those requiring exotic matter for its existence (see [128] for a recent
review about “exotic spacetimes”). They were immediately recognized as interesting configurations for
two main reasons.
First, they provide, at least theoretically, a way to travel at superluminal speeds: A warp drive can be
described as a spheroidal bubble separating an almost flat internal region from an external asymptotically
flat spacetime with respect to which the bubble moves at an arbitrary speed. The idea is that, although
on top of a spacetime nothing can move with a speed greater than that of light, spacetime itself has no
a priori restriction on the speed with which it can be stretched. In principle, if a huge amount of exotic
matter (i.e., violating energy conditsion) were available (see beginning of Chap. 2), one might build a sort
of railway which would stretch the spacetime in a properly synchronized manner, generating a warp-drive
bubble that travels faster than light. However, the first construction and synchronization of the railway
should proceed at subluminal speed, since nothing can move outside the lightcone.
Second, they provide an exciting ground for testing our comprehension of GR and QFT in CS (for
instance when investigating warp-drive implications for causality [60]). In fact, a time machine [60]
could be built through a couple of superluminal warp drives traveling in opposite directions. Thus,
the investigation of such geometries and the study of their stability properties can shed some light on
the feasibility of spacetimes violating chronology and on the possible existence of chronology protection
mechanisms [93].
However, by a simple argument, it is easy to see that the geometry of a couple of warp drives used to
travel in time cannot be put in acoustic form, even if the warp drive metric can. In fact, time travel is a
coordinate independent concept (it resides on the existence of close timelike curves). In particular, if time
travel existed in a spacetime describable by an acoustic metric, there would be closed timelike curves with
respect to the laboratory time. This would imply that time travel would be possible in a lab! Of course,
given that the laboratory lives in a Galilean invariant world, spacetimes with closed timelike curves cannot
be described by acoustic metrics. In a more formal language, causal-related pathologies cannot arise in
analogue spacetimes, since they inherit the property of stable causality from the underlying Newtonian
spacetime, which has an absolute time. Nevertheless the properties of acoustic metrics provide us with a
lot of information about single warp-drive geometries (see Chap. 2).
Eternal superluminal warp drives
In their original form [1], the warp-drive geometries are described by the simple expression
ds2 = −c2dt2 + [dx− v(r)dt]2 + dy2 + dz2, (1.63)
where r ≡
√
(x− v0t)2 + y2 + z2 is the distance from the center of the bubble and v0 the warp-drive
velocity. Here and thereafter v = v0f(r) with f a suitable smooth function satisfying f(0) = 1 and
f(r)→ 0 for r →∞.
The warp-drive metric (1.63) is explicitly in fluid-like form [see Eq. (1.25)]. We can therefore in-
vestigate the causal structure of a warp drive, following the method presented in [11] and reviewed in
Sec. 1.2.4, for acoustic spacetimes. We begin from an eternal warp drive, moving at constant velocity,
and then we study a dynamic situation in which a warp-drive bubble is accelerated.
In 1+1 dimensions Alcubierre’s metric (1.63) reduces to
ds2 = −c2dt2 + [dx− v(r)dt]2 . (1.64)
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Here r is defined as the signed distance from the center of the bubble, r ≡ x − v0t. Again, we define
v(r) = v0f(r) but f is now taken to be defined also for negative values of r. Its boundary conditions
will be f(0) = 1 and f(r)→ 0 for r → ±∞. For illustrative purposes, let us choose the following simple
bell-shaped function:
f(r) =
1
cosh (r/a)
(1.65)
and v0 > c, that is, our warp drive is superluminal. We stress that all the results of this section and
Chap. 2 do not depend on the particular choice of the function f . They are still valid providing that f
satisfies the above conditions. We have chosen a particular form for it just for simplicity. Now, by using
(t, r) coordinates the metric Eq. (1.64) reads
ds2 = −c2dt2 + [dr − v¯(r)dt]2 , v¯(r) = v(r) − v0. (1.66)
Note that v¯ < 0 because the warp drive is right going (v > 0) but v(r) ≤ v0.
By definition, at any time the center of the bubble is located at r = 0. The causal structure of this
metric can be analyzed following [11]. Let us define the warp-drive Mach number α ≡ v0/c. The shift
velocity becomes
v¯(r) = αc
[
1
cosh (r/a)
− 1
]
. (1.67)
Two horizons appear when α > 1. Their locations are found by putting v¯ equal to −c,
r1,2 = ∓a ln
(
β +
√
β2 − 1
)
, β ≡ α
α− 1 > 1. (1.68)
Because of our simple profile choice, the two horizons are symmetrically located with respect to r = 0.
In more general situations r1 and r2 will be completely arbitrary satisfying only r1 < r2.
Right- and left-going null coordinates u and v can be defined as
du ≡ dt− dr
c+ v¯(r)
, (1.69)
dw ≡ dt+ dr
c− v¯(r) . (1.70)
We note that the spacetime is divided into three distinct regions: I (r < r1), II (r1 < r < r2), and
III (r > r2). There are no u rays connecting these regions, while w rays cross all the regions. When r
approaches the horizons, u diverges logarithmically. Integrating these equations we find
uI = t+
r
c (α− 1) −
aβ
c (α− 1)
√
β2 − 1 ln
[
e−(r−r1)/a − 1
e−(r−r2)/a − 1
]
, (1.71)
uII = t+
r
c (α− 1) −
aβ
c (α− 1)
√
β2 − 1 ln
[
1− e−(r−r1)/a
e−(r−r2)/a − 1
]
, (1.72)
uIII = t+
r
c (α− 1) −
aβ
c (α− 1)
√
β2 − 1
ln
[
1− e−(r−r1)/a
1− e−(r−r2)/a
]
, (1.73)
w = t+
r
c (α+ 1)
+
2aγ
c (α+ 1)
√
1− γ2 arctan
(
er/a − γ√
1− γ2
)
, (1.74)
where β is defined in Eq. (1.68) and γ ≡ α/ (α+ 1) < 1. In Fig. 1.4 we plot the lines of constant u
and w. The horizon at r = r1 corresponds to uI → +∞ and to uII → +∞, while the horizon at r = r2
corresponds to uII → −∞ and to uIII → −∞.
We define a signed surface gravity on our two horizons:
κ1,2 ≡ dv(r)
dr
∣∣∣∣
r=r1,2
= ±c (α− 1)
√
β2 − 1
aβ
≡ ±κ. (1.75)
So doing, the surface gravity associated with the first horizon is positive κ1 = κ > 0, while the one
associated with the second horizon is negative κ2 = −κ < 0.5 As we noticed for the positions of r1
5In the definition of surface gravity, more correctly one should multiply the velocity derivative by c to get an acceleration.
However we use this slightly modified definition [see Eq. (1.38) in Sec. 1.2.2] to avoid the appearance of too many constant
factors c in our formulas.
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Figure 1.4: Lines of constant u (solid lines) and w (dashed lines) for the Alcubierre warp drive, a = c = 1,
α = 2.
and r2, in a general situation in which f is not symmetric, the two surface gravities may have different
absolute values. However, the one associated with the first horizon (respectively, second horizon) will
be always positive (respectively, negative). We will soon show that these two horizons represent a black
and a white horizon, respectively. Here on, we will consider the two surface gravities to have the same
absolute value. Retaining different absolute values will not lead to more general results, but will just
make the notation heavier.
As in Sec. 6 of [11] (see also Sec. 1.2.4), one can find some transformation Ui = Ui(ui) that close to
the horizons behaves as
UI(uI → +∞) ≃ UI +AIe−κuI , (1.76)
UII(uII → ±∞) ≃ UII± ∓AII±e∓κuII , (1.77)
UIII(uIII → −∞) ≃ UIII −AIIIeκuIII , (1.78)
where UI, UII+, UII−, and UIII are arbitrary constants and AI, AII+, AII−, and AIII are positive constants.
It is possible to choose these transformations such that they match on the horizons, obtaining a global
U varying regularly from +∞ to −∞ as r varies from −∞ to +∞. This matching will become natural
when dealing with dynamical configurations in which the warp drive is created by accelerating the bubble
from an initial zero velocity. In order to do that we can choose UI = UII+ ≡ UBH and UII− = UIII ≡
UWH < UBH. In this way the three transformations have the following domains:
uI ∈ (−∞,+∞) ⇒ UI ∈ (+∞, UBH), (1.79)
uII ∈ (+∞,−∞) ⇒ UII ∈ (UBH, UWH), (1.80)
uIII ∈ (−∞,+∞) ⇒ UIII ∈ (UWH,−∞). (1.81)
For instance, specific transformations having the required properties are the following:
UI =
1
2
+ e−κuI , (1.82)
UII =
1
2
tanh
(κuII
2
)
, (1.83)
UIII = −12 − e
κuIII . (1.84)
Now we can bring the right and left infinities to a finite distance by using a compactifying transformation
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Figure 1.5: Penrose diagram of an eternal warp drive. Lines of constant r (solid lines) and of constant
t (dashed lines). Future and past horizons at r = r1, r2 (heavy dashed lines). The geometry can be
extended to the future of H +C and H
+
R and to the past of H
−
C and H
−
L .
like
UI ≡ arctan(UI), (1.85)
UIII ≡ arctan(UIII), (1.86)
W ≡ arctan(w). (1.87)
The Penrose diagram for this spacetime is plotted in Fig. 1.5. Notice that the diagram does not correspond
to a maximal analytical extension but to a particular patch of the total spacetime. The dashed lines signal
the locations at which the geometry can be extended. The two external regions r > r2 and r < r1 appear
to an observer living inside the bubble as an eternal white hole and an eternal black hole, respectively.
For this reason, we call H +1 and H
−
2 , respectively, the black horizon and the white horizon of the warp
drive. Notice however that, for the inner observers in an eternal configuration, at r1 there is also a white
horizon [H −C (t = −∞, r = r1) in the diagram] and at r2 a black horizon [H +C (t = +∞, r = r2) in the
diagram]. The geometry can be extended through these two null lines. We do not picture the extended
regions as there are ambiguities in the prescription of the matter distribution in those other “universes.”6
Dynamic superluminal warp drives
What happens to the causal structure when we consider the creation of a superluminal warp drive starting
from initially flat spacetime? For concreteness, we study a simple case in which we reach the final velocity
v = v0 at a finite time which we take to be t = 0. We modify the metric of Eq. (1.64) introducing a
6In the analysis of the maximal extention of the Schwarzschild or Kerr spacetimes this problem is not present as one
considers only vacuum solutions of the Einstein equations.
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switching factor δ(t):
ds2 = −c2dt2 + [dx− v(r, t)dt]2 , (1.88)
where
v(r, t) = v0δ(t)f(r), (1.89)
with f(r) defined in Eq. (1.65) and
δ(t) ≡
{
et/τ if t < 0,
1 if t ≥ 0. (1.90)
Again, we can change coordinates, keeping the center of the bubble at rest (r = 0). This can be obtained
by defining
dr ≡ dx− v0δ(t)dt. (1.91)
This is an exact differential form and can be integrated to get
r =

x− v0τ
[
et/τ − 1
]
if t < 0,
x− v0t if t ≥ 0.
(1.92)
The metric becomes
ds2 = −c2dt2 + [dr − vˆ(r, t)dt]2 ,
vˆ(r, t) = v0δ(t) [f(r) − 1] ,
(1.93)
and the apparent horizons associated with the t slicing are found by setting vˆ = −c. In this case a
solution does not exist for any value of t, so that the apparent horizons are created at infinity at some
finite tH. We show this below. Let us write the equation for the apparent horizons in the following form:
f(r) = 1− c
v0δ(t)
. (1.94)
The function f takes all the values between 0 and 1. In particular, f(r) → 0 for r → ±∞ and f(0) =
1. Besides, the right-hand side of Eq. (1.94) is a monotonic function of t, such that, for t → −∞,
1− c/ (v0δ(t))→ −∞ and reaches the value 1− c/v0 > 0 for t ≥ 0. As a consequence, there exists a time
tH < 0 so that, for t > tH, there are always two solutions of Eq. (1.94), corresponding to a black and a
white horizon. These horizons are born at t = tH at spatial infinity and at t = 0 they settle at two fixed
positions r1 and r2.
Keeping these points in mind, we are able to build the Penrose diagram for the dynamic warp
drive (Fig. 1.6). At early times the metric is approximately Minkowskian, because δ(t)→ 0 for t→ −∞.
Therefore, the causal structure is initially Minkowskian. Then, it progressively changes till t = 0. At
this time one has built a stationary warp drive, just as in the previous section. After this time, the
Penrose diagram looks exactly equal to that in Fig. 1.5. The final Penrose diagram is just obtained by
gluing together the two behaviors. Again, we are not drawing an analytically extended diagram but only
the relevant patch for the analysis that follows in Chap. 2. Given that a timelike observer can reach
H
+
C and H
+
R in a finite proper time, the geometry can be extended in the future, beyond these lines.
This is actually a subtle point. In fact, H +C and H
+
R (which are linked to the formation of a white
horizon) are on the boundary of the Cauchy development of I −. In this sense, they are Cauchy horizons
given that initial data are assigned only on I −. Hence, as noticed in Sec. 1.2.6, a possible extension
would not be unique. In any case such an extension will not be relevant for what follows, given that we
shall limit ourselves to investigate the asymptotic behavior of the RSET associated with the onset of the
superluminal warp drive.
Let us stress that there are other possible ways to create a dynamical warp drive. In Sec. 2.3, we
shall choose a different interpolation between the Minkowski and the warp-drive metrics, in which the
horizons appear both at finite time and at finite space positions.
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Figure 1.6: Penrose diagram of a dynamic warp drive. Lines of constant r (solid lines) and of constant t
(dashed lines). The lines of constant r become null at the apparent horizons (heavy dashed lines).
1.2.7 Cosmological metrics
In addition to geometries with horizons, analogue models can reproduce cosmological metrics. The
interest in the study of this kind of acoustic metric is mainly oriented to the analysis of particle creation
in expanding or contracting universes (see Sec. 1.3.1) [16, 17, 64, 62, 63, 106, 127, 206, 205, 207, 210].
Moreover, for the first time, the analogy revealed its power not only in the investigation of theoretical
issues related to gravity, but, conversely, to explain an experimental result in condensed matter (the
Bosenova phenomenon [54], see Sec. 1.3.1) using techniques of QFT in CS [35].
Starting from the acoustic metric of Eq. (1.25), there are two simple ways to reproduce a Friedmann–
Robertson–Walker (FRW) metric either by changing the velocity v of the fluid (for instance, making it
expanding) or by keeping the fluid at rest and changing only the speed of sound. In the first case, one
can take a purely radial fluid velocity v = (b˙/b)r ≡ H(t)r, with b(t) a scale factor depending only on
time. Defining a new radial coordinate rb ≡ r/b, the line element of Eq. (1.4) is
ds2 =
ρ
c
[−c2dt2 + b2 (dr2b + r2bdΩ2)] . (1.95)
From the continuity equation (A.21)
ρ(t) =
ρ0
b3(t)
, (1.96)
where ρ0 is a constant. Introducing the new time variable
τ ≡
∫ √
ρc dt (1.97)
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and defining
a(τ) ≡ b
√
ρ
c
, (1.98)
the line element (1.95) reads
ds2 = −dτ2 + a(τ)2 (dr2b + r2bdΩ2) , (1.99)
corresponding to the metric of a FRW universe.
In the second case, keeping the fluid at rest, the line element of the acoustic metric is simply
ds2 = −ρ c dt2 + ρ
c
dx2. (1.100)
Defining the proper time τ as in Eq. (1.97) and the scale factor as a(τ) ≡
√
ρ/c, one obtains again the
metric of Eq. (1.99).
In both cases, one can simulate only FRW universes with flat spatial sections (k = 0) (see, for
instance, [90]). We show in Chap. 8 [61] that, using the emergent metric of a relativistic fluid (that is
satisfying Lorentz invariance instead of Galilean invariance), the set of reproducible metrics extends to
FRW universes with hyperbolic spatial sections (k = −1).
1.3 Phenomenology
As discussed in the Introduction, the main motivation for introducing analogue models of gravity is the
necessity to look for systems where various gravitational phenomena can occur, with the twofold objective
of improving our theoretical understanding and of experimentally detecting phenomena that cannot be
tested otherwise. In this section we very briefly review the phenomenology of analogue models, stressing
similarities and differences with respect to proper gravitational phenomena. We will also present how the
study of these models has been further stimulated by the possibility to use them in the investigation of
the robustness and the possible modifications of these phenomena when allowing for high-energy/small-
scale modifications of the continuous spacetime structure at Planck scale. In fact, all analogue systems
break the emergent local Lorentz invariance at the atomic or molecular scale. Differently from gravity
and QFT, in these systems the microscopic physics is completely under control, making them a good test
field for the analysis of these issues.
Before passing to the analysis of the specific phenomenology, we just briefly recall how it is possible
to produce particles from vacuum when a quantum field lives in a curved geometry [28]. Let us take for
simplicity a scalar field φˆ minimally coupled to gravity. Its dynamics is described by
(
g −m2
)
φˆ =
(
1√−g∂µ
√−g gµν∂ν −m2
)
φˆ = 0. (1.101)
To define particles, the geometry must have some timelike Killing vector. Different Killing observes
expand the field using their own frequency eigenmodes, corresponding to different Killing vectors. Let
us take two such observers and expand the field in their normalized frequency eigenmodes ui and u¯i,
respectively
φˆ(x) =
∑
i
aˆiui(x) + aˆ
†
iu
∗
i (x), (1.102)
φˆ(x) =
∑
i
ˆ¯aiu¯i(x) + ˆ¯a
†
i u¯
∗
i (x), (1.103)
where x = (t,x) and, if ∂t and ∂t¯ are the timelike Killing vectors of the two observers, respectively, ui
and u¯i satisfy
∂tui(x) = −iωiui(x), (1.104)
∂t¯u¯i(x) = −iω¯iu¯i(x). (1.105)
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In general ui and u¯i are related by a transformation of the form
u¯j =
∑
i
(αjiui + βjiu
∗
i ) , (1.106)
where the terms βjiu∗i allow for mixing of positive and negative energy modes. If they do not vanish, a
mode containing only positive frequencies with respect to the time t will also contain negative frequencies
with respect to the time t¯. This is the crucial point at the origin of spontaneous particle creation. The
transformation on the modes induces a transformation on the operators aˆ and aˆ†:
aˆi =
∑
j
(
αji ˆ¯aj + β∗jiˆ¯a
†
j
)
. (1.107)
Defining the vacuum state |0¯〉 for modes u¯j as usual
ˆ¯aj |0¯〉 = 0 , |1¯j〉 = ˆ¯a†j |0¯〉, . . . , (1.108)
the operators aˆi do not annihilate |0¯〉, provided βji 6= 0,
aˆi|0¯〉 =
∑
j
β∗ji|1¯j〉 6= 0, (1.109)
and the expectation value of the particle number operator Nˆi = aˆ
†
i aˆi is
〈0¯|Nˆi|0¯〉 =
∑
j
|βji|2. (1.110)
Thus, for the unbarred observer, the state |0¯〉, which is vacuum for the barred observer, is full of particles
when the β coefficients do not vanish, that is when there is a mixing between negative and positive
frequency modes.
As anticipated, this is the crucial feature underlying particle pair creation. The values of the coeffi-
cients β is fixed by the properties of the metric gµν . This derivation is completely kinematic, in the sense
that no information about the dynamics of the spacetime is needed, nor on how the field backreacts on
the geometry. This means that it can be repeated as it is, every time there is a quantum field whose
behavior is governed by an equation of the form (1.101). Furthermore, if two completely different systems
are nevertheless described by the same metric gµν , the values of the β and α coefficients are exactly the
same, leading to the same emission of particles. This argument is at the basis of the investigation of the
phenomenology of analogue models.
1.3.1 Particle production in expanding universes
Even if in the rest of the Thesis we will deal with particle creation in black/white-hole-like geometries,
we start with a brief section on particle production in expanding universes for two reasons. First, they
are easier to deal with. Second, they are the only case in which AG has been used backward to explain
a condensed matter experiment [54, 35] with standard tools of QFT in CS, although this interpretation
is still controversial.
Just to focus the problem, let us take a two-dimensional universe whose scale factor is constant both
at early and late times, such that there are early- and late-time Killing vectors (see Fig. 1.7):
ds2 = C(η)
(
dη2 − dx2) , C(η) = A+B tanh(ρη). (1.111)
One can find two complete sets of modes, solutions of Eq. (1.101), which behave as plane waves at
η → ±∞, respectively
lim
t→−∞
uink (η) = (8π
2ωin)−1/2e−iωinη+ikx , ωin =
√
k2 +m2(A−B), (1.112)
lim
t→+∞
uoutk (η) = (8π
2ωout)−1/2e−iωoutη+ikx , ωout =
√
k2 +m2(A+B), (1.113)
and compute the transformation connecting the two sets
uink (η, x) = αku
out
k (η, x) + βku
out∗
−k (η, x). (1.114)
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Figure 1.7: Scale factor of the metric of Eq. (1.111). C is constant for both η → −∞ and η → +∞.
Using Eq. (1.110), one obtains the occupation number of out-particles, when there are no particles in the
initial state
〈0in|Nˆoutk |0in〉 = |βk|2 =
sinh2(πω+/ρ)
sinh(πωin/ρ) sinh(πωout/ρ)
, (1.115)
where
ω± =
1
2
(ωout ± ωin) . (1.116)
Equation (1.115) illustrates well how particles are actually created in an expanding universe.
Going back to AG, a lot of models have been considered so far [16, 17, 64, 62, 63, 106, 127, 206,
205, 207, 210]. Both analytical results and simulations confirm that all these systems must show particle
creation. More interestingly, the analogy with gravitational phenomena was used in [35] to explain the
experimental results of [54]. In that experiment a condensate of a few milion 85Rb atoms at a temperature
of 3 nK is made unstable by tuning the interactions between atoms. Reverting the sing of interaction
from repulsive to attractive, after a short waiting time, the condensate collapses. At the same time, it
loses a fraction of atoms in a “nova”-like burst. It is possible to show that the dynamics of quantum
excitations in such a collapsing BEC is closely similar to the behavior of a quantum field in a contracting
universe (that is the time reversal of the above example).
Moreover, the analogy becomes even deeper. If after some time, but before the condensates has time
to stabilize, the sign of the interaction is again suddenly reversed and made repulsive, jets of atoms with
very low energy are emitted. Using again the analogy with universe expansion, in [35] it was shown
that large wavelength modes are amplified, being outside the analogue cosmological horizon. When the
condensate start expanding after the last inversion of the interaction sign, those amplified modes go
back into the horizon. They stop growing and start oscillating, that is particle are created. Since their
wavelength is large, they have a very low frequency.
However, this simple model is still controversial and cannot explain all the details of the Bosenova
phenomenon. Indeed, altough this analogy describes well the overall qualitative features of the collapse
and also provides some quantitative fits with experimental data, the authors themselves recognize that
their model is not satisfactory in predicting the bursts and that the backreaction of the excitations on
the condensate should be considered in a more accurate analysis. However, this result is an important
indication that tools borrowed from QFT, GR, and cosmology can be profitably used to understand in
an elegant way phenomena in other fields of physics, reinforcing the solidity of the AG program.
To conclude this section, it is fair to say that excitations in condensates by a time-modulation of the
scattering length or of the effective atomic mass are well-known by the cold atom community [180, 165,
178, 59] and have been independently explained without any analogy with quantum field theory in curved
spacetime [113]. More information can be found in [39].
1.3.2 Hawking radiation
Hawking radiation was discovered in 1974 [91, 92] as a thermal black body radiation emitted from
black holes, with temperature
TH =
~ c3
8πGM kB
≈ 6.17× 10−8M⊙
M
K. (1.117)
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For the Hawking flux to overcome the cosmic microwave background, whose temperature is 3K, the
emitting black hole should have a mass of 1022 kg and a radius of about 7× 10−6m. Unfortunately, we
have observational evidence only of stellar mass black holes or supermassive black holes (millions of solar
masses).
However, the importance of this phenomenon goes further beyond the fascinating result that black
holes are not really black (even if their emission is very faint), once quantum effects are taken into account.
Indeed, they are required to thermally emit by black-hole thermodynamics laws [20, 21] as a consistency
condition. This explains the efforts made in the last decades to find some system where this effect could
be revealed.
Although the original Hawking derivation was performed in a spacetime with a collapsing star that
eventually ends up in a black hole by forming a horizon, it is easy to see that the only fundamental
assumption is that the spacetime has an apparent horizon, no matter what are the laws governing the
geometry dynamics [194]. This means that one can in principle reproduce Hawking radiation in a labo-
ratory, provided that one has a system where there is some kind of perturbation that can be described
by a relativistic quantum field (for example phonons in a BEC, see Chap. 4), propagating in an effective
geometry with some sort of horizon. Moreover, the very fundamental process at the basis of Hawking
radiation is a general form of vacuum instability through particle pair creation. This phenomenon takes
place whenever there is some region of space where negative norm modes can propagate [32]. In particular
it was found [140, 179, 34, 149] a close analogy between the Hawking mechanism and pair production in
static electric fields [171].
Even if the mechanism at the basis of Hawking radiation is much more general than what may initially
appear, the application of the analogy to fluid mechanics or condensed matter analogues is not completely
straightforward because of some important differences between a relativistic field propagating in a CS
and phonons on top of a fluid. After the discovery of the Hawking effect, it was soon realized [182] that
the original calculation resided on the validity of QFT up to arbitrary high energies. Indeed, if a quantum
of finite energy is traced back from future infinity backward in time, it gets exponentially blueshifted
while approaching the horizon. This implies that possible modifications related to unknown physics at
Planck scale could strongly influence the Hawking process. One might object that the infinite blueshift
suffered by quanta at the horizon is just an effect related to the system of reference and that it can be
eliminated by choosing a different observer. However, this eliminates the trans-Planckian problem only in
one direction, nothing changes in the orthogonal direction and the problem is even worse in the opposite
one, because it is not possible to boost away an s-wave.
In this sense, analogue systems provide a clear example where the geometry breaks down at scales
as small as the atomic or molecular scale. To reproduce the Hawking derivation for the simple acoustic
black hole, whose geometry was studied in Sec. 1.2.4, one can use the results given at the begininning of
this section for the computation of the spectrum of the emitted particles. We define two observers, one
at early times, before the creation of the horizon, and the other one at late times, far from the horizon
(x→ +∞). The late-time observer expands the field φˆ in eigenmodes
uoutω ∝ e−iωu, (1.118)
whereas the early-time observer will use his own frequency eigenmodes
uinω′ ∝ e−iω
′U = e−iω
′p(u), (1.119)
where U = p(u) is a function which fixes the coordinate transformation and behaves as in Eq. (1.54) for
u→ +∞.
From this relation, one can compute the transformation rules of the modes uinω′ and u
out
ω and, finally,
obtain the occupation number of out-particles in the in-vacuum state (Eq. (1.110))
Nω =
∑
ω′
|βω′ω|2 ∝ 1
e~ω/kBTH − 1 , (1.120)
where TH is the acoustic Hawking temperature
kBTH =
~gH
2πcH
=
~κ
2π
. (1.121)
Eq. (1.120) represents a Bose–Einstein distribution of particles, corresponding to a Planck spectrum with
temperature TH.
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Apparently nothing peculiar appears in the derivation of Eq. (1.120). However, to obtain this result,
we started from the relation U = p(u) whose asymptotic behavior is given by Eq. (1.54). The form of p(U)
actually resides only on the particular choice of the fluid metric of Eq. (1.25), which was directly derived
from fluid dynamics equations (1.10) and (1.11). This means that this result is valid as long as one can
describe the system using fluid dynamics equations [plus the assumptions summarized after Eq. (1.26)],
which describe the fluid only at scales much longer than the molecular one, that is in the hydrodynamical
approximation. If Hawking effect really depended on the spacetime structure at any arbitrary small scale
(arbitrary high frequency), analogue models should be a good place to check this possibility. For this
reason, a lot of efforts have been devoted both to directly study real physical systems, where perturbations
are described by a non-relativistic dispersion relation at very high frequencies, and to investigate more
general situations, where deviations from exact local Lorentz symmetry are parametrized in a way that
mimics the high energy behavior of some analogue models.
Finally, other issues must be taken into account when planning possible experimental measurements
of the Hawking effect. In fact, because of the faintness of this radiation, it is very difficult to find a
system where this effect is not masked by noise. In particular, since the expected Hawking spectrum is
thermal, it is even more difficult to detect this signal, because it lacks any peculiar feature.
In Chap. 3 we shall discuss how these aspects show up in real physical systems. We shall discuss both
the expected robustness of analogue Hawking radiation, taking into account the breaking of the effective
geometry at molecular scales, and the experimental limits in possible measurements. Furthermore, Part II
is devoted to the analysis of Hawking radiation and related phenomena in the specific case of BECs.
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Chapter 2
AN APPLICATION OF ANALOGUE GRAVITY:
THE WARP-DRIVE SEMICLASSICAL INSTABILITY
In Sec. 1.2.6 we introduced the warp-drive geometry and studied the causal structure of both an
eternal and a dynamic warp drive. We stressed there the importace of such systems as a test field for
the investigation of fundamental issues in gravity. In particular, they can improve our understanding of
causal properties of spacetime, since, in principle, one might use a couple of superluminal warp drives to
build a time machine [60].
From the point of view of analogue gravity this system is a nice example where techniques developed
for analogue models can be used to investigate properties of a spacetime in general relativity (GR). In
this chapter we study the stability properties of warp drives in presence of quantum effects that we treat
at a semiclassical level. In Chap. 5 we shall extend the present analysis to a case in which a modified dis-
persion relation is present. In that case we shall work with a real analogue system, using a Bose–Einstein
condensate to create the analogue metric of a warp drive.
After the warp-drive spacetimes [1] were proposed, their most investigated aspect has been the amount
of exotic matter (i.e. energy-conditions-violating matter) that would be required to support them.1 It
was soon realized that this was not only related to the size of the warp-drive bubble but also determined
by the thickness of the bubble walls [151]. It was found that, if the exoticity was provided by the quantum
nature of a field, satisfying therefore the so-called quantum inequalities (QI),2 then the violations of the
energy conditions would have to be confined to Planck-size regions, making the bubble-wall thickness ∆
to be, accordingly, of Planck size [∆ ≤ 102 (v0/c) LP, where v0 is the bubble velocity and LP is the Planck
length]. However, it can be shown that very thin walls require very large amounts of exotic matter: e.g.,
in order to support a warp-drive bubble with a size of about 100 m and propagating at v0 ≈ c, one would
need a total negative energy |E| ≫ 1011M⊙.3 Perspectives for warp-drive engineering can be improved
by resorting to a modified warp-drive configuration with a reduced surface area but the same bubble
volume [189]. The total amount of negative energy required to support these warp drives becomes quite
small (for example, |E−| ≈ 0.3M⊙ for a 100 m-radius bubble, although one has to add as well some
positive energy outside the bubble E+ ≈ 2.5M⊙), bringing the warp drive closer to a realistic solution
albeit still far from foreseeable realizations.
Regarding the feasibility of warp-drive configurations, a parallel line of research has focused on the
study of their robustness against the introduction of quantum corrections to GR. In particular, in [95]
it was studied what would be the effect of having semiclassical corrections in the case of an eternal
superluminal warp drive. There, it was noticed that to an observer within the warp-drive bubble, the
1While initially it was supposed that exotic matter was needed only for superluminal warp drives (v0 > c), it was later
recognized [130, 129] that energy-conditions-violating matter is needed also for subluminal speeds. This points out that the
need of exotic matter is peculiar of the warp-drive geometry itself, not appearing only in the superluminal regime.
2See [161] for a review about quantum inequalities applied to some exotic spacetimes.
3If one could somehow avoid the QI, then it would be possible to built warp drives with much larger wall thickness. For
example, for ∆ ≃ 1 m, one would only need |E| & 1/4M⊙.
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backward and forward walls (along the direction of motion) look, respectively, like the horizon of a black
hole and of a white hole. By imposing over the spacetime a quantum state which is vacuum at the null
infinities (i.e., what one may call the analogue of the Boulware state for an eternal black hole), it was
found that the renormalized stress-energy tensor (RSET). diverges at the horizons.4 Independently of
the availability of exotic matter to build the warp drive in the first place, the existence of a divergence
of the RSET at the horizons would be telling us that it is not possible to create a warp-drive geometry
within the context of semiclassical GR: Semiclassical effects would destroy any superluminal warp drive.
However, in a more realistic situation, a warp drive would have to be created at a very low velocity
in a given reference frame and then accelerated to superluminal speeds. One may then expect that
the quantum state globally defined on such dynamical geometry would be automatically selected by the
dynamics once suitable boundary conditions are provided (e.g., at early times). This is indeed the case
for a gravitational collapse where it can be shown that, whenever a trapping horizon forms, the globally
defined quantum state that is vacuum on I − has to be thermal at I + (at the Hawking temperature)
and regular at the horizon. In other words, the dynamics of the collapse avoids selecting a Boulware-
like state, with its associated divergence at the horizon, ending up instead selecting the analogous for
collapsing configurations of the Unruh vacuum state defined on eternal black holes, which leads to a
perfectly regular RSET. Is the dynamics of the creation of a warp drive, with its associated selection of
the global vacuum state, able to avoid the presence of divergences in the RSET? Indeed, in [95] it was
already noticed that an Unruh-like state rather than a Boulware-like state should be expected to describe
the quantum state characterizing a superluminal warp-drive creation.
Here we settle this issue by explicitly considering the case of a warp drive which is created with zero
velocity at early times and then accelerated up to some superluminal speed in a finite amount of time.
This can be viewed as the warp-drive analogue of a semiclassical black hole collapse [14]. By restricting
attention to warp drives in 1 + 1 dimensions (since this is the only case for which one can carry out
a complete analytic treatment), we calculate the RSET in the warp-drive bubble and, using a specific
model, we numerically estimate the energy density in the entire interior of the bubble.
After some transient effects generated when the horizons are created, in the center of the bubble there
is a thermal flux of particles at the Hawking temperature corresponding to the surface gravity of the black
horizon. However, the surface gravity can be shown to be inversely proportional to the thickness of the
bubble walls which, as said, has to be of the order of the Planck length if some form of QI holds. Hence,
one has to conclude that an internal observer would soon find itself in the uncomfortable condition of
being swamped by a thermal flux at the Planck temperature.
More importantly, the energy density measured by free-falling observers is negative on the white
and black horizons (as expected for a vacuum polarization). While on the black one it is exponentially
damped, on the white one it diverges exponentially to minus infinity. Moreover, right-going null rays
propagating in the bubble approach the Cauchy horizon (see end of Sec. 1.2.6) at late times. As one
should expect by analogy with other situation in which Cauchy horizons are present, as in Kerr–Newman
black holes, the energy carried by such rays diverges, this time contributing with a positive sign, when
approaching this horizon, thus representing an additional source of instability.
In Sec. 2.1 we discuss the propagation of light rays in a dynamical warp-drive geometry in close
analogy with the standard treatment for black holes.5 In Sec. 2.2 we calculate the full RSET using the
technique adopted in [14] for black hole formation and look for its divergences and, in Sec. 2.3, we present
a specific model and we numerically compute the energy density seen by free-falling observers.
2.1 Light-ray propagation
The causal structure of the dynamical warp drive discussed in Sec. 1.2.6 naturally leads to the ex-
pectation that some sort of Hawking radiation will be produced in a superluminal warp drive (as well as
some transient particle emission). As sketched in Sec. 1.3.2 (see also [28]) for Hawking radiation, all the
information about particle production is encoded in the way in which light rays propagate in a spacetime.
That is, it is enough to know how light rays are bended in order to analyze the phenomenon of particle
creation. In the dynamical warp drive there is a single past null coordinate but three different future
4We shall work in the Heisenberg representation so that only operators, not the states, evolve in time.
5A similar result was found by González-Díaz [82].
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null coordinates associated with the final regions I, II and III, as described in Sec. 1.2.6. From here on,
we will be dealing exclusively with the connection between the past null coordinate U at I −L and the
future null coordinate uII at H
+
C in the interior of the bubble. Therefore, we will use u to denote uII
whenever this does not lead to confusion. As discussed in [13] the relation U = p(u) encodes all the
relevant information about particle production.
We want to study the features due to the two main properties of a dynamical warp-drive geometry,
i.e., the spacetime is Minkowskian at early times and it is a warp drive at late times. In particular,
we are now not interested in the transient features depending on how the transition between these two
regimes is performed.6 Namely, we need only the behavior close to the horizons and at late times inside
the whole bubble. It is clear from Fig. 1.6 that, if one stays at constant r inside the bubble and moves
forward in time one crosses u rays which pass closer and closer to the black horizon. Therefore, once
we have determined the behavior of p(u) close to the horizons, we automatically have also the required
information at late times in the whole bubble.
In general, the relation U = p(u) is obtained by integrating the differential equation for the propagation
of right-going light rays
dr
dt
= c+ vˆ(r, t). (2.1)
Note that, while in Sec. 1.2.6 we considered a specific form of vˆ(r, t) [Eq. (1.93)] in order to discuss
the causal structure of the associated spacetime, here (and in what follows) the discussion holds for any
vˆ(r, t) that satisfies the requirements vˆ(r, t)→ 0, for t → −∞ (sufficiently rapid for the spacetime to be
asymptotically flat), and vˆ(r, t) = v¯ after some finite time and within the warp-drive bubble. Given the
assumption that the spacetime settles down to a stationary warp-drive configuration, at late times the
velocity profile will depend only on the r coordinate. We can write, as in the stationary case Eq. (1.69)
du = dt− dr
c+ v¯(r)
. (2.2)
To find the required asymptotic relation one has to integrate this equation in the limit r → r1,2. There,
the velocity can be expanded as
v¯ = −c± κ (r − r1,2) +O
(
(r − r1,2)2
)
. (2.3)
Thus, we obtain
u ≃ t∓ 1
κ
ln |r − r1,2| . (2.4)
On the other hand, the coordinate U , obtained by integrating Eq. (2.1) at early times, reduces to the
Minkowski null coordinate
U(t→ −∞) = t− r
c
, (2.5)
and is regular in the whole spacetime, in particular, on the horizons. For instance, on a fixed t slice in
the stationary region, we can write U as a regular function of r
U± = U± (r − r1,2) , (2.6)
where we denoted with U+ (respectively, U−) the specific form of U close to the black (respectively,
white) horizon, and U± are analytic functions. Inserting Eq. (2.4) in the above expression, at the same
fixed time,
U± = p(u→ ±∞) = P±(e∓κu), (2.7)
where P± are again analytic functions. Note that the forms of these functions do not depend on the
particular time slice chosen to perform the matching between Eqs. (2.4) and (2.6). In the proximity of
the stationary horizons u→ ±∞, so e∓κu → 0 and the function p can be expanded around the horizons.
Up to the first order we get
U = p(u→ ±∞) = UBH
WH
∓ A±e∓κu +O
(
e∓2κu
)
, (2.8)
where A± are positive constants.
6We shall discuss about transient terms in the Sec. 2.3, where a numerical analysis allowing their investigation is
performed.
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This is indeed the asymptotic behavior one would expect in the presence of trapping horizons and, for
the black hole case, it is the standard relation between u and U . In fact, it leads to the conclusion that an
observer at I + will detect Hawking radiation with temperature κ/2π. It is important to note that the
result is completely general. The asymptotic behavior of U = p(u) for large absolute values of u, which is
the only feature of p(u) relevant for the present analysis (see Sec. 2.3 for a complete numerical solution),
does not depend on the specific velocity profile adopted. It is only necessary that it interpolates from
Minkowski spacetime at early times to a stationary warp-drive geometry at late times.
While Eq. (2.8) is exactly of the expected form, its implications for particle production are not as
straightforward as in the black hole case. In fact, in the warp-drive geometry the late-time modes labeled
by u will not be standard plane waves in an asymptotically flat region of spacetime as they will be
characterized by the strange form given in Eq. (2.4). Of course, if the surface gravity κ is large enough
so that the typical wavelength of the emitted radiation is much smaller than the bubble size, then the
plane-wave approximation is fine and in the center of the bubble, at late times, one will measure standard
Hawking radiation at temperature TH. Nonetheless, in the general case, even if the calculation for the
Bogoliubov coefficient is the standard one [28], the particles created will not be standard plane waves.
The physics associated with the particle production by the white horizon is even less clear. This is why,
in the next section, we shall consider the behavior of the RSET to get more significant information.
In order to do so, we also need the relation between ingoing and outgoing left-going rays. In fact, these
modes are excited too when the warp drive forms, even if we do not have a thermal particle production as
for right-going modes. Left-going rays are the solution of the following differential equation [see Eq. (2.1)]:
dr
dt
= −c+ vˆ(r, t). (2.9)
Looking at Fig. 1.6, we note that left-going rays do not see the horizons, that is, they cross them from
I
−
R to I
+
L . As a consequence, both the past and the future null coordinatesW and w are defined at the
asymptotic region outside the bubble. However, after the geometry inside the bubble has settled down to
its final stationary form, we can define, just for convenience, a different coordinate w˜ inside the bubble,
as in Eq. (1.70):
dw˜ = dt+
dr
c− v¯(r) . (2.10)
Note that w and w˜ may or may not coincide depending on how fast the metric in the external region
settles down to its final stationary form (refer to Fig. 2.1 and Sec. 2.3 for an example in which they do
not coincide).
W is obtained in the usual way, by integrating Eq. (2.9) at early times, when the spacetime is
Minkowski
W (t→ −∞) = t+ r
c
. (2.11)
The relation W = q(w˜) can be found explicitly for specific cases. The important point is that one can
prove that this relation is always regular, so that it cannot give place to any phenomenon like Hawking
radiation. Of course, one can choose a very unusual way to interpolate from Minkowski to the warp drive,
such that a lot of particles are created in this sector, but this is not a general feature of dynamical warp
drives. If we use a regular enough transition, only transient effects are present in this sector. In Sec. 2.3
we shall show that it is possible to find such a transition.
As an example, in Fig. 2.1 we plot both right-going and left-going light rays propagating in the
particular dynamic warp-drive spacetime analyzed in Sec. 2.3.
2.2 Renormalized Stress-Energy Tensor
For the calculation of the RSET inside the warp-drive bubble we use the method used in [14] for a
collapsing configuration to form a black hole. In null coordinates U and W , affine on I −, the metric can
be written as
ds2 = −C(U,W ) dUdW. (2.12)
As we described in the previous section, in the out region (the region in which the metric is stationary,
i.e., v¯ depends only on r) we can also use a different set of null coordinates u, w˜. The coordinate u is
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Figure 2.1: Light rays propagating rightward (solid lines) and leftward (dashed lines) in the plane (t, r)
in a warp-drive spacetime with velocity profile of Eq. (2.67). The out region in which the geometry is a
stationary warp drive is at r < ±arccosh(t+ 1) (heavy solid lines). At t < 0 the metric is Minkowskian.
The horizons at r1 and r2 (heavy dashed lines) are formed at tH = 1. Please refer to Sec. 2.3 for details.
affine on H +C and w˜ is the coordinate defined in Eq. (2.10). In these coordinates the metric is expressed
as
ds2 = −C¯(u, w˜) dudw˜, (2.13)
which implies
C(U,W ) =
C¯(u, w˜)
p˙(u)q˙(w˜)
, (2.14)
and
U = p(u), W = q(w˜). (2.15)
These transformations are such that C¯ has precisely the form of the future stationary warp-drive geometry,
i.e., it depends only on r through u, w˜.
For concreteness let us refer to the RSET associated with having a single quantum massless scalar
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field living on the spacetime. In this case the RSET components have the following form [28]:
TUU = − 112πC
1/2∂2UC
−1/2, (2.16)
TWW = − 112πC
1/2∂2WC
−1/2, (2.17)
TUW = TWU =
1
96π
CR. (2.18)
Qualitatively, things would not change if there were other fields present in the theory. The only modifi-
cation will be that the previous expressions will get multiplied by a specific numerical factor. It is clear
that in the in region (where the spacetime is Minkowskian) the RSET is trivially zero.
Now, for a metric in the form of Eq. (2.12), the curvature can be calculated as in [28]:
R =  ln |C| = (−g)−1/2∂µ
[
(−g)1/2gµν∂ν ln |C|
]
= − 4
C
∂U∂W ln |C|. (2.19)
Replacing this result in Eq. (2.18) we obtain
TUW = TWU = − 124π∂U∂W ln |C|. (2.20)
Using transformations (2.14) and (2.15) in Eqs. (2.16), (2.17), and (2.20) we obtain
TUU = − 112π
1
p˙2
[
C¯1/2∂2uC¯
−1/2 − p˙1/2∂2up˙−1/2
]
, (2.21)
TWW = − 112π
1
q˙2
[
C¯1/2∂2w˜C¯
−1/2 − q˙1/2∂2w˜q˙−1/2
]
, (2.22)
TUW = TWU = − 124π
1
p˙q˙
∂u∂w˜ ln |C¯|. (2.23)
We can express the derivatives with respect to u and w˜ in terms of derivatives with respect to r and t.
Note that the following expressions are obtained from Eqs. (2.2) and (2.10), so they are valid only when
the velocity profile depends only on the r coordinate. In this fashion, we can study the stress-energy
tensor at the end of the creation of the warp drive (or at the end of a collapse if we are studying a black
hole). (
∂r
∂t
)
=
(
ur w˜r
ut w˜t
)(
∂u
∂w˜
)
=
(−1/(c+ v¯) 1/(c− v¯)
1 1
)(
∂u
∂w˜
)
. (2.24)
To proceed, one must compute the four components of the derivative matrix. These are directly read
from Eqs. (2.2) and (2.10):
ur = − 1
c+ v¯(r)
, w˜r =
1
c− v¯(r) ,
ut = 1, w˜t = 1.
(2.25)
Note that the definition of U and W can be extended in the out region by following the light rays
coming from the in region. For instance, one can naturally define U(t, r) in the out region as U(t, r) =
p (u(t, r)) and in analogous ways for the other null coordinate. This means that it makes sense to take
derivatives of the null coordinates with respect to r and t in all the spacetime. We write here the
derivatives of U and W in the out region:
Ur = p˙(u)ur = − p˙(u)
c+ v¯(r)
, Wr = q˙(w˜)w˜r =
q˙(w˜)
c− v¯(r) ,
Ut = p˙(u)ut = p˙(u), Wt = q˙(w˜)w˜t = q˙(w˜).
(2.26)
By inverting the derivative matrix appearing in Eq. (2.24), we therefore obtain the required result:
∂u = −c
2 − v¯2
2c
∂r +
c+ v¯
2c
∂t, (2.27)
∂w˜ =
c2 − v¯2
2c
∂r +
c− v¯
2c
∂t. (2.28)
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We are interested in calculating the RSET inside the bubble when the two horizons have been formed
and when the configuration has settled down to a stationary warp drive. Since in this region the velocity
depends only on r, we can replace the derivatives in Eqs. (2.21), (2.22) and (2.23) with
∂u → −1− v¯
2
2
∂r = − C¯2 ∂r, (2.29)
∂w˜ → 1− v¯
2
2
∂r =
C¯
2
∂r. (2.30)
Here, we have put c = 1, for simplicity, and we have used C¯ = 1 − v¯2, that can be obtained by writing
the line element as
ds2 = −C¯(u, w˜) dudw˜ = −C¯(u, w˜) (utdt+ urdr) (w˜tdt+ w˜rdr) = C¯(u, w˜)
c2 − v¯(r)2
{
c2dt2 − [dr − v¯(r)dt]2
}
,
(2.31)
and comparing it with Eq. (1.93), so that
C¯(u, w˜) = c2 − v¯(r)2. (2.32)
Moreover we indicate with ′ the differentiation with respect to r. After some calculations we obtain
C¯1/2∂2uC¯
−1/2 = C¯1/2∂2w˜C¯
−1/2 =
1
16
[(
C¯′
)2 − 2C¯C¯′′] , (2.33)
p˙1/2∂2up˙
−1/2 =
1
4p˙2
[
3p¨2 − 2p˙ ...p ] , (2.34)
q˙1/2∂2w˜ q˙
−1/2 =
1
4q˙2
[
3q¨2 − 2q˙ ...q ] , (2.35)
∂u∂w˜ ln |C¯| = −14 C¯
¨¯C. (2.36)
Using again C¯ = 1− v¯2 we get the final result:
TUU = − 148π
1
p˙2
[
v¯′ 2 +
(
1− v¯2) v¯v¯′′ − 3p¨2 − 2p˙ ...p
p˙2
]
, (2.37)
TWW = − 148π
1
q˙2
[
v¯′ 2 +
(
1− v¯2) v¯v¯′′ − 3q¨2 − 2q˙ ...q
q˙2
]
, (2.38)
TUW = TWU = − 148π
1
p˙q˙
(
1− v¯2) [v¯′ 2 + v¯v¯′′] . (2.39)
One can check that these quantities do not diverge at the horizons, just like in [14]. However we want to
look at the energy density inside the bubble and try to understand whether it remains small or not as
time increases.
In particular, it is interesting to look at the energy measured by a set of free-falling observers, whose
four velocity is simply uµc = (1, v¯) in (t, r) components. These observers measure an energy density ρ:
ρ = Tµνuµc u
ν
c = Ttt + 2v¯Ttr + v¯
2Trr = U2t TUU + 2UtWtTUW +W
2
t TWW
+ 2v¯ [UtUrTUU + (UtWr +WtUr)TUW +WtWrTWW ] + v¯2
[
U2r TUU + 2UrWrTUW +W
2
r TWW
]
= (Ut + v¯Ur)
2
TUU + 2 (Ut + v¯Ur) (Wt + v¯Wr)TUW + (Wt + v¯Wr)
2
TWW
=
p˙2
(1 + v¯)2
TUU + 2
p˙q˙
1− v¯2 TUW +
q˙2
(1− v¯)2TWW
= − 1
48π
[
2
(
v¯4 − v¯2 + 2)
(1− v¯2)2 v¯
′ 2 +
4v¯
1− v¯2 v¯
′′ − f(u)
(1 + v¯)2
− g(w˜)
(1− v¯)2
]
, (2.40)
where we have defined
f(u) ≡ 3p¨
2(u)− 2p˙(u) ...p (u)
p˙2(u)
, (2.41)
g(w˜) ≡ 3q¨
2(w˜)− 2q˙(w˜) ...q (w˜)
q˙2(w˜)
. (2.42)
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We want to study what happens to a spaceship placed at rest in the center of the bubble to investigate
whether a warp drive can be used as a transportation device. Moreover we want to check whether the
components of the RSET in a regular coordinate system are regular at the horizons. Freely falling
observers are at rest in the center of the bubble but left moving otherwise.
Looking at the above expressions for any component of the RSET or at the energy density ρ, we
see that they can be split as a sum of three terms, one purely static, depending only on the r coordi-
nate through the shift velocity v¯, and two dynamic pieces depending also on the u and w˜ coordinates,
respectively. They correspond to energy traveling on right-going and left-going light rays, respectively,
eventually red-/blueshifted by a term depending on r. Being interested in studying the energy density
measured by free-falling observers, we write
ρ = ρst + ρdyn−u + ρdyn−w˜, (2.43)
where we defined static terms (labeled by subscript st) and dynamic terms (labeled by subscript dyn) for
each component. Right-going and left-going terms are respectively labeled by u and w˜.
ρst ≡ − 124π
[(
v¯4 − v¯2 + 2)
(1− v¯2)2 v¯
′ 2 +
2v¯
1− v¯2 v¯
′′
]
, (2.44)
ρdyn−u ≡ 148π
f(u)
(1 + v¯)2
, (2.45)
ρdyn−w˜ ≡ 148π
g(w˜)
(1− v¯)2 . (2.46)
Let us start with ρdyn−w˜. Its denominator is bounded for each r because the shift velocity is negative,
and its numerator is vanishing with time. It is easy to convince oneself that all the contributions to the
RSET coming from the w˜ sector are not universal but depend exclusively on the specific interpolation
between the early Minkowski spacetime and the final warp-drive spacetime. It is always possible to choose
an interpolation so that all these contributions vanish at late times (see Sec. 2.3).
From now on, we neglect the dynamic term ρdyn−w˜ and study
ρ ≃ ρst + ρdyn−u. (2.47)
2.2.1 RSET at the center of the warp-drive bubble
We shall now study the behavior of the RSET in the center of the bubble at late times. In this point
v¯(r = 0) = v¯′(r = 0) = 0 and the static term ρst vanishes. By integrating Eq. (2.2) in the stationary
region, one can show that u(t, r) is linear in t so that, for fixed r, it will acquire arbitrarily large positive
values (see Fig. 1.6). The dynamic term in Eq. (2.45) can be evaluated by using a late-time expansion of
p(u) in a Taylor series in e∓κu. In fact we found that [see Eq. (2.8)]
U± = p(u→ ±∞) = P±(e∓κu), (2.48)
where P± are analytic functions. We now expand it up to the third order:
U = p(u→ ±∞) = UBH
WH
+A1±e
∓κu +
A2±
2
e∓2κu +
A3±
6
e∓3κu +O (e∓4κu) , (2.49)
where the upper (lower) signs correspond to u → +∞ (u → −∞). For simplicity we have defined the
coefficients A1+ ≡ −A+ and A1− ≡ A−. In order to calculate the stress-energy tensor we need to
calculate Eq. (2.41)
f(u) =
3p¨2 − 2p˙ ...p
p˙2
. (2.50)
We have
p˙(u) = ∓κA1±e∓κu
[
1 +
A2±
A1±
e∓κu +
A3±
2A1±
e∓2κu +O (e∓3κu)] , (2.51)
p¨(u) = κ2A1±e∓κu
[
1 +
2A2±
A1±
e∓κu +
3A3±
2A1±
e∓2κu +O (e∓3κu)] , (2.52)
...
p (u) = ∓κ3A1±e∓κu
[
1 +
4A2±
A1±
e∓κu +
9A3±
2A1±
e∓2κu +O (e∓3κu)] . (2.53)
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so that
f(u) =
κ4A21±e
∓2κu
{
1 + 2(A2±/A1±)e∓κu +
[
4(A2±/A1±)
2 −A3±/A1±
]
e∓2κu +O (e∓3κu)}
κ2A21±e
∓2κu
{
1 + 2(A2±/A1±)e∓κu +
[
(A2±/A1±)
2 +A3±/A1±
]
e∓2κu +O (e∓3κu)
}
= κ2

1 +
[
4(A2±/A1±)
2 −A3±/A1±
]
1 + 2(A2±/A1±)e∓κu
e∓2κu +O (e∓3κu)


×

1−
[
(A2±/A1±)
2 +A3±/A1±
]
1 + 2(A2±/A1±)e∓κu
e∓2κu +O (e∓3κu)


= κ2
{
1 +
[
3
(
A2±
A1±
)2
− 2A3±
A1±
]
e∓2κu +O (e∓3κu)
}
. (2.54)
With this expansion it is easy to see that for u→ +∞
ρ ≃ κ
2
48π
. (2.55)
This result may be easily understood in the following way. The surface gravity of the black horizons
is the velocity derivative evaluated at this horizon κ = (dv¯/dr)r=r1 . Moreover, the energy density of a
scalar field at some finite temperature T in 1 + 1 dimensions is simply
ρT =
∫
ω(
eω/T + 1
) dk
2π
=
π
12
T 2. (2.56)
Defining the Hawking temperature in the usual way as TH ≡ κ/2π, it is easy to see that Eq. (2.55) can be
rewritten exactly as ρ = (π/12)TH
2. Thus, the observer inside the warp-drive bubble will indeed measure
thermal radiation at the temperature TH.
2.2.2 RSET at the bubble horizons
Let us now move to study ρ close to the horizons. Note that both ρst and ρdyn−u are divergent at
the horizons (r → r1,2) because of the (1 + v¯) factors in the denominator. Just like in [14], for a black
hole, these divergences exactly cancel each other, but something different happens at the black and white
horizon. Expanding the velocity up to the second order one gets
v¯±(r) = −1± κ (r − r1,2) + 12σ (r − r1,2)
2 +O
(
(r − r1,2)3
)
, (2.57)
where σ is a constant.
Close to the horizons the static term of Eq. (2.44) then becomes
ρst (r ≃ r1,2) = − 148π
[
1
(r − r1,2)2
∓ σ
κ (r − r1,2)
]
+O(1). (2.58)
Similarly one can expand the dynamic term ρdyn−u to the same order. This involves determining the
function f(u) in the proximity of the horizons. Using the expansion of Eq. (2.4), valid for points close to
the horizons, into Eq. (2.54), we obtain
lim
r→r1,2
f(u) = κ2
{
1 +
[
3
(
A2±
A1±
)2
− 2A3±
A1±
]
e∓2κt (r − r1,2)2 +O
(
(r − r1,2)3
)}
. (2.59)
Inserting this expression in Eq. (2.45) we obtain:
ρdyn−u (r ≃ r1,2) = 148π
[
1
(r − r1,2)2
∓ σ
κ (r − r1,2)
]
+O(1). (2.60)
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It is now clear that the total ρ is O(1) on the horizons and does not diverge (as expected from the
Fulling–Sweeny–Wald theorem [73]).
However, let us look to the subleading terms
ρ (r ≃ r1,2) = 148π
[
3
(
A2±
A1±
)2
− 2A3±
A1±
]
e∓2κt + C± +O (r − r1,2) , (2.61)
where C± are constants. We can easily see that the behavior close to the black horizon is completely
different from that close to the white horizon. In the former case the energy density as seen by a free-
falling observer is damped exponentially with time. On the white horizon, however, this energy density
grows exponentially with time. This means that, moving along H −2 , ρ is large and negative diverging
while approaching the crossing point between H −2 and H
+
C .
This asymptotic divergence is physical and not a matter of selection of coordinates. In a very short
time after the white horizon is formed (of the order of 1/κ), the backreaction of the RSET in this region
of spacetime is no longer negligible but rather very strong. This result does not violate the Fulling–
Sweeny–Wald theorem [73], which states that if the two-point function G(x, x′) of a scalar field has a
Hadamard singularity in the coincidence limit x→ x′ on an open neighborhood of a Cauchy hypersurface,
its Hadamard structure is preserved by time evolution in the Cauchy development. In fact, the above
found divergence of the RSET takes place at the crossing point between the white horizon and the Cauchy
horizon, that is on the border of the Cauchy development.
2.2.3 RSET at late times approaching H +C
In Sec. 2.2.2 we studied the RSET on the black and white horizons. However, it is interesting to
analyze better its behavior close to the Cauchy horizon H +C . As one can see from Fig. 2.1, every u ray
reaches values of r very close to r2, at sufficiently late times. This means that, even for large positive
values of u, some time exists after which the approximate behavior of all the u rays is well described by
u ≃ t+ 1
κ
ln (r2 − r), (2.62)
so that
r2 − r ∝ e−κt. (2.63)
Keeping in mind this point, let us study the term ρdyn−u, at fixed u, when time increases. There is
a time at which the u ray will be close enough to r2, such that the denominator in Eq. (2.45) can be
approximated by
(1 + v¯)2 ≃ κ2(r2 − r)2, (2.64)
which becomes, thanks to the previous result,
(1 + v¯)2 ∝ e−2κt, (2.65)
such that, for t → +∞, ρ diverges along every single u ray as e+2κt, because of the blueshift factor
(1 + v¯)2. Hence, ρ will diverge on the whole line H +C , which is a Cauchy horizon for the geometry (so
also this result does not contradict the Fulling–Sweeny–Wald theorem [73]). We then deduce that the
warp-drive spacetime is again likely to become unstable in a very short time.
As a closing remark, it is perhaps important to stress that this divergence of the RSET on the Cauchy
horizon is of different nature with respect to the one found in Sec. 2.2.2. In fact, the divergence of
Sec. 2.2.2 is intrinsically due to the inevitable transient disturbances produced by the formation of the
horizon. In this sense it is a new and very effective instability present every time a white horizon is
formed in some dynamical way. On the contrary, the just found divergence on H +C can be seen as due
to the well-known infinite blueshift suffered by light rays as they approach a Cauchy horizon, in this
specific case as due to the accumulation of Hawking radiation produced by the black horizon. In this
sense it is not very different from the often claimed instability of inner horizons in Kerr–Newman black
holes [172, 156, 134].
Of course the divergence and the appearance of the horizon H +C would be avoided if the superluminal
warp drive were sustained just for a finite amount of time. In that case, no Cauchy horizons would arise
and no actual infinity would be reached by the RSET. However, the latter would still become huge in
a very short time, increasing exponentially on a time scale 1/κ ≈ ∆/c, where ∆ is the thickness of the
warp-drive bubble. Note that, in order to get a time scale of even 1 s, one would need ∆ ≈ 3× 108 m.
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2.3 Numerical analysis
We present here a specific model of dynamical warp drive, which we used for numerical calcula-
tions [66]. It is particularly useful because it allows one to carry out an almost complete analytical
treatment and to numerically compute the energy density ρ of Eq. (2.40). We adapt here the method
presented in [13, 12] for stellar collapses to the creation of a warp drive from Minkowski spacetime. We
can choose a simplified piecewise velocity profile, which has the relevant properties of a dynamical warp
drive, i.e., it describes a flat geometry at early times and coincides with the metric in Eq. (1.66) after
some finite time t > 0.
Using our velocity profile defined in Eq. (1.67)
v¯(r) = αc [f(r) − 1] , (2.66)
we can define a dynamical profile by replacing vˆ in Eq. (1.93) by vˆkink
vˆkink(r, t) =
{
v¯(ξ(t)), if |r| ≥ ξ(t),
v¯(r), if |r| < ξ(t), (2.67)
where ξ(t) is a monotonically increasing function of t, such that ξ(t)→ 0, for t→ −∞, and ξ(tH) = r2 =
−r1.
One may wonder whether defining a velocity profile with a kink, as in Eq. (2.67), may lead to
unphysical phenomena. Indeed this computational trick induces some spurious effects, but these features
are just transients and do not affect the results at late times.
2.3.1 Right-going rays
We apply the same procedure of [13] to calculate the exact relation between the past null coordinate
U in I −L and the future null coordinate relevant at H
+
C . To find this relation one has to find the integral
curves of the ray differential equation (2.1), which becomes at early times
dr
dt
= c (2.68)
and in a neighborhood of H +C (t→ +∞ and r → r2, see Fig. 1.6)
dr
dt
= c+ v¯(r) = κ (r2 − r) +O
(
(r2 − r)2
)
. (2.69)
Integrating the first equation we obtain the obvious result
t = C +
r
c
(2.70)
and for the second one
t = D − 1
κ
ln (r2 − r) . (2.71)
Following [13] we identify initial events P ≡ (ri, ti), with ri ∼ cti, final events Q ≡ (rf , tf ) with rf ∼
r2 − e−κtf , and intermediate events O ≡ (r0, t0).
Let us define
U = lim
ti→−∞
(
ti − ri
c
)
, (2.72)
u = lim
tf→+∞
[
tf +
1
κ
ln (r2 − rf )
]
. (2.73)
Integrating Eq. (2.1) between P and an intermediate event O in the in region of this spacetime (where
the velocity profile depends only on t), we find
r0 − ri =
∫ t0
ti
dt [c+ v¯(ξ(t))] . (2.74)
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Using the definition of U in Eq. (2.72) we obtain
U = t0 − r0
c
+
1
c
∫ t0
−∞
dt v¯(ξ(t)). (2.75)
Then, integrating between an intermediate event O now in the out region (where the velocity profile
depends only on r) and Q we find
tf − t0 =
∫ rf
r0
dr
c+ v¯(r)
, (2.76)
and using the definition in Eq. (2.73)
u = t0 + lim
rf→r2
[
1
κ
ln (r2 − rf ) +
∫ rf
r0
dr
c+ v¯(r)
]
= t0+
1
κ
ln [r2 − r0]− 1
κ
ln [r0 − r1]+ 1
κ
ln [r2 − r1]+ lim
rf→r2
∫ rf
r0
dr
[
1
c+ v¯(r)
− 1
κ (r2 − r) −
1
κ (r − r1)
]
.
(2.77)
It is easy to see that the limit in the previous expression is finite for whatever r1 < r0 < r2 so that we
end up with the relation
u = t0 +
1
κ
ln [r2 − r0]− 1
κ
ln [r0 − r1] + 1
κ
ln [r2 − r1] +
∫ r2
r0
dr
[
1
c+ v¯(r)
− 1
κ (r2 − r) −
1
κ (r − r1)
]
.
(2.78)
We now want to find the relation between U and u. It is possible to find a particular form for the kink
function ξ (see Fig. 2.1 and its caption for an example), such that all the rays cross either the left kink
r = −ξ(t) or the right kink r = +ξ(t) only once. The event “crossing the kink” can be seen as belonging
to both the in region and the out region. Therefore the relation U = p(u) can be found by eliminating t0
and r0 between expressions (2.75) and (2.78) taking into account that r0 will be either −ξ(t0) or +ξ(t0).
Figure 2.1 shows an exact numerical calculation of ray propagation, performed with this method.
However, in order to study the late-time behavior of both particle production and the RSET, we
only need the previous relation (see Sec. 2.1) for large and positive values of u (the location of the black
horizon) and for large and negative values of u (the location of the white horizon). We want to show here
that our particular example leads in fact to the general relation Eq. (2.8). In this specific case, taking
the limit for |u| → ∞ corresponds to study the previous relation for light rays crossing the left kink at
r0 = −ξ(t0), when r0 is very close to r1 [respectively, crossing the right kink at r0 = +ξ(t0), when r0 is
very close to r2]. First note that, when t→ tH (the time of the first appearance of the trapping horizons)
the function ξ can be expanded in the following form:
ξ(t) = r2 + λ (t− tH) +O
[
(t− tH)2
]
, (2.79)
−ξ(t) = r1 − λ (t− tH) +O
[
(t− tH)2
]
, (2.80)
with λ a positive constant (remember that we have chosen for simplicity r1 = −r2). Defining
UBH
WH
= tH ± ξ(tH)
c
+
1
c
∫ tH
−∞
dt v¯(ξ(t)), (2.81)
it is easy to see that
U± = UBH
WH
∓ λ
c
(tH − t0) +O
[
(tH − t0)2
]
, (2.82)
where with U+ we denote the form of the function U(t0) for rays crossing the kink close to r1 [respectively,
with U− we denote the form of the function U(t0) for rays crossing the kink close to to r1]. By expanding
Eq. (2.78) in the same limit t0 → tH and retaining only the dominant term we obtain
u± ≃ ∓ 1
κ
ln [λ (tH − t0)] , (2.83)
where we define u± in the same fashion as U±. Putting together the last two results we obtain (inside
the bubble) the general relation Eq. (2.8):
U(u→ ±∞) = UBH
WH
∓A±e∓κu. (2.84)
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2.3.2 Left-going rays
In Sec. 2.2 we stated that it is possible to find a wide class of transitions from a Minkowskian geometry
to a warp-drive one such that the contributions to the RSET due to left-going modes are just transient,
vanishing at late times. We show here that this is the case for our specific model.
In order to do so, we shall need the relation between ingoing and outgoing left-going rays. Left-going
rays are the solution of the differential equation (2.9) which becomes at early times
dr
dt
= −c, (2.85)
while inside the bubble we cannot take any limit as in Eq. (2.69) because left-going rays are not confined
inside the bubble, but escape through the black horizon, as we already noticed in Sec. 2.1. Integrating
the equation at early times we obtain
t = C − r
c
. (2.86)
We identify initial events P ≡ (ri, ti), with ri ∼ cti, final events Q ≡ (rf , tf ), and intermediate events
O ≡ (r0, t0) either in the in region (when the velocity profile depends only on t) or in the out region
(when the velocity profile depends only on r).
Using w˜ defined as in Eq. (2.10), choosing arbitrarily the constant of integration, we obtain
w˜(t0, r0) ≡ t0 +
∫ r0
0
dr
c− v¯(r) . (2.87)
For W we proceed as for U . We integrate Eq. (2.9) between P and an event O in the in region
r0 − ri =
∫ t0
ti
dt [−c+ v¯(ξ(t))] . (2.88)
Defining W as
W = lim
ti→−∞
(
ti +
ri
c
)
, (2.89)
we obtain
W = t0 +
r0
c
− 1
c
∫ t0
−∞
dt v¯(ξ(t)). (2.90)
Now, the relationW = q(w˜) can be found eliminating t0, r0 from Eqs. (2.10) and (2.90) in the limit where
(t0, r0) is on the kink.
We can now show that indeed the term ρdyn−w˜ defined in Eq. (2.46) is just a transient for this model.
We see from Fig. 2.1 that, as time grows, points inside the bubble are reached by w˜ rays that intersect
the kink later and later. Using Eqs. (2.10) and (2.90) we can estimate q˙, calculating the derivatives of w˜
and W with respect to t on the kink, at crossing time tc:
q˙ =
dW
dw˜
=
dW
dt
∣∣∣∣
r=ξ(tc)
(
dw˜
dt
∣∣∣∣
r=ξ(tc)
)−1
=
(
1 +
ξ˙(tc)
c
− v¯(ξ(tc))
c
)(
1 +
ξ˙(tc)
c− v¯(ξ(tc))
)−1
= 1− v¯(ξ(tc))
c
→ 1− v¯(+∞)
c
. (2.91)
This is a constant value greater than 0. As a consequence, all the derivatives of q˙ go to zero as time
grows and ρdyn−w˜ must go to zero in the same way. In conclusion, the dynamic term originated by the
distortion of left-going rays can be different from zero when the horizon is created. However, this is only
a transient term that is brought toward I +L , i.e., outside the bubble. That is, it is possible to create a
transition region such that some radiation traveling leftward is produced only at the onset of the warp
drive, but there is not any phenomenon like Hawking radiation originated in this way.
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Figure 2.2: Energy density ρ (thick solid line), ρst (solid line), ρdyn−u (dashed line) and ρdyn−w (dash-
dotted line) as functions of r, r1 < r < r2 at time t = 0.5, 1, 2, 3. Apparent horizons form at tH = 1.
2.3.3 Results
In this section we present the result of the numerical calculation of ρ inside the bubble. The velocity
profile is given in Eq. (1.67) with c = 1, α = 2 and a = 1. With this choice, the surface gravity is
κ =
√
3/2, the kink function is ξ(t) = arccosh(t+ 1) and the horizons appear at tH = 1.
In Fig. 2.2, the energy density ρ (thick solid line) of Eq. (2.40) is plotted as a function of r at different
times (t = 0.5, 1, 2, 3) and r varies between r1 and r2, the locations of H
−
2 and H
+
1 . The three terms in
the right-hand-side of Eq. (2.40), ρst, ρdyn−u and ρdyn−w are plotted, respectively with thin-solid, dashed
and dash-dotted lines. In the first plot, all the components of ρ vanish for |r| & 0.96, because at time
t = 0.5 the kink is located at r = ±0.96 and the space is flat for |r| > ξ(t).
The figure shows that the dynamic term ρdyn−w is transient, confirming the correctness of the ap-
proximation done in the analytical analysis, when this term was neglected to study the behavior of ρ at
late times. Note, however, that ρdyn−w gives an important contribution during the creation process of
the warp drive.
In the center of the bubble (r = 0) at late times, the energy density is ρ ≈ κ2/48π ≈ 0.005 and it
is due only to the dynamic term ρdyn−u, which can be naturally interpreted as Hawking radiation. For
t . 2 the transient term ρdyn−w cannot be neglected. For instance, at t = tH = 1, it causes the energy
density inside the bubble to be about twice its late-time value.
On the horizons r = r1,2, both ρst and ρdyn−u are found to be divergent, but they cancel each other,
leaving only a finite term, which vanishes with time on the black horizon (r = r1), while it diverges to
−∞ on the white horizon (r = r2), as shown in Eq. (2.61). The claimed divergence on the Cauchy horizon
is also found, even if it is difficult to recognize it from such plots. Looking at the Penrose diagram in
Fig. 1.6, one indeed realizes that the location (r = r2, t = +∞) does not represent a single point but a
whole segment of the diagram. This means that one should disentangle the two effects (one at the Cauchy
horizon, the other at the crossing point between H −2 and H
+
C ) which both take place at r close to r2.
This can be done with a careful analysis: Exactly at r = r2, as t→ +∞, the value of ρ goes towards −∞;
this contribution is superposed with a positive energy pulse whose peak-value grows towards +∞ with
time and whose center is located progressively closer and closer to r2, approaching it as r − r2 ∝ e−κt.
This can be better appreciated in Fig. 2.3, where the same quantities of Fig. 2.2 are plotted at time
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Figure 2.3: See caption of Fig. 2.2 for notation. Time slices at t = 1, 3. The scale of the ρ-axis is
proportional to e2κt.
Figure 2.4: ρ as a function of − tanh(κu) and w˜.
t = 2, 3, with different scales, proportional to e2κt to compensate the exponential divergence of ρ.
Since this degeneracy is due only to a bad choice of coordinates, it can be removed by using, for
instance, the null coordinates u and w˜. In Fig. 2.4, ρ is plotted as a function of − tanh(κu) (in order
to put the horizon u = ±∞ to finite positions) and w˜. Here, ρ → −∞ for u → −∞ (− tanh(κu) = 1)
and w˜ → +∞, while ρ→ +∞ for u not too much negative and w˜ → +∞. The former is the divergence
on the white horizon, the latter is the divergence close to the Cauchy horizon: Whenever some energy
travels on a u-ray, it is exponentially blueshifted at late times w˜ (late times t), when approaching this
horizon.
It is important to stress that these two divergences are of very different natures. In fact, the divergence
at the crossing point between H −2 and H
+
C is intrinsically due to the inevitable transient disturbances
produced by the formation of the white horizon. In this sense it is a new and very effective instability.
On the contrary, the divergence on H +C is due to the well known infinite blueshift suffered by light rays
as they approach a Cauchy horizon. It is analogous to the often claimed instability of inner horizons in
Kerr–Newman black holes [172, 156, 134]. In any case the backreaction of the RSET will doom the warp
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drive to be semiclassically unstable.
2.4 Summary and discussion
In a geometric optics approximation we have studied the propagation of light rays in dynamical
geometries and found that the same exponential relation between affine coordinates on I − and H +C is
recovered at late times (large u) as in the case of black hole spacetimes. Given this relation, it is
unavoidable the conclusion that indeed a Hawking flux will be observed by any observer inside the warp-
drive bubble far from the black horizon. Indeed, the calculation shows explicitly the onset of such a
flux. This radiation is produced at the black horizon and fills soon the interior of the bubble, traveling
rightward at the speed of light. The central region of the warp drive behaves like the asymptotic region
of a black hole: In both these regions the static contribution (ρst) to the energy density vanishes so that
the total energy density is due solely to the Hawking radiation generated at the black horizon.
When creating a warp drive one not only forms a black horizon but also a white one. Both are
sources of right-going radiation. To understand better the nature of this radiation we have calculated
the RSET in this geometry and, in particular, the energy density as measured by freely falling observers.
In this way we recover that the RSET does not diverge at the horizons at any finite time. The singular
behavior of the static terms (or vacuum polarization terms) of the RSET at the horizons is canceled by
the leading contributions of the dynamical right-going terms, or what is equivalent, by the presence of
Hawking radiation at both the horizons.
It is however easy to see that the behavior of the subleading terms of Eq. (2.61) is rather different
between the black and the white horizons. The subleading term in the RSET associated with the forma-
tion of the black horizon does not produce any significant backreaction on the horizon itself. In fact, this
term is just a transient which decays exponentially.7
The formation of a white horizon is also associated with a similar subleading term, but this time it
accumulates onto the white horizon itself. This causes the energy density ρ seen by a free-falling observer
to grow unboundedly with time on this horizon. The semiclassical backreaction of the RSET will make
the superluminal warp drive become rapidly unstable, in a time scale of the order of 1/κ2, the inverse
of the surface gravity of the white horizon. Indeed, if one trusted the QI [151, 189], the wall thickness
for v0 ≈ c would be ∆ . 102LP, and the surface gravity κ & 10−2 tP−1, where tP is the Planck time.8
This means that the time scale over which the backreaction of the RSET would become important is
τ ∼ 1/κ . 102 tP. Indeed, even forgetting about the QI, in order to get even a time scale τ ∼ 1 s for the
growing rate of the RSET, one would need a wall as large as 3 × 108 m. Therefore, most probably one
would be able to maintain a superluminal speed for just a very short interval of time. In addition to the
above mentioned growing term on H −2 , we have shown that there is also an unbounded accumulation
of radiation on H +C . Also this contribution will very rapidly lead to a significant backreaction on the
superluminal warp drive and to some sort of semiclassical instability of the solution (that will most
probably prevent the formation of the Cauchy horizons at late times).
Interestingly, the investigations of [132] seem to imply that the above found asymptotic divergences of
the RSET on the white horizon might disappear if Lorentz symmetry is broken at high energies. However,
we shall show in Chap. 5 that, when the Lorentz breaking can be described through the introduction of
a supersonic dispersion relation, another kind of instability appears, caused by a linear divergence of the
radiation flux.
Even if the above described semiclassical instability may be avoided by some external action on
the warp-drive bubble (or by some appropriate ultraviolet completion of the quantum field theory, like
in [132]), the QI lead to the conclusion that the Hawking radiation in the center of the bubble will burn
the internal observer with an excruciating temperature of TH ∼ κ & 10−2 TP, where TP is the Planck
temperature, about 1032 K. This would prevent the use of a superluminal warp drive for any kind of
7Furthermore, the analogy with a black hole originated by a star collapse of [14] also allows us to infer that the warp
drive must be created very rapidly in order to avoid a huge accumulation of vacuum polarization on the horizon and so a
huge initial value of the energy density.
8In 1 + 1 dimensions the warp-drive configuration is actually a vacuum solution of Einstein’s equations. In this case, QI
will not impose any conditions on the size of the wall thickness. However, as we will show, we expect our results to be valid
also in 3 + 1 dimensions. Therefore, we use the wall thickness of 3 + 1 warp drives to obtain a realistic estimation for the
Hawking temperature and the time scale of the exponential growing of the RSET.
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practical purpose. If we do not trust the QI, this high temperature might be avoided by making thicker
walls. For instance, with ∆ ∼ 1 m, one obtains a temperature of about 0.003 K (roughly the temperature
of radiation at a wavelength of 1 m).9
Finally, we comment on the fact that in this Thesis a 1+1 calculation was performed. In spherically
symmetric spacetimes this might be seen as an s-wave approximation to the correct results. Unfortunately,
this is not the case for the axisymmetric warp-drive geometry. However, the salient features of our results
will be maintained in a full 3+1 calculation (most probably a numerical one), because they are still valid
in a suitable open set of the horizons centered around the axis aligned with the direction of motion.
A suggestive interpretation of these results can be argued in connection with the so called chronology
protection conjecture [93]. In fact, a time machine [60] could be built through a couple of superluminal
warp drives traveling in opposite directions. Thus, a protection mechanism seems to act at an early stage,
forbidding the creation of a system which could be dangerous for causality.
In conclusion, we think that this work is casting strong doubts about the semiclassical stability of
superluminal warp drives. Of course, all the aforementioned problems appear only when the velocity v
of the bubble becomes larger than the speed of light c, but they completely disappear when the bubble
remains subluminal. Note that, even if v is slightly smaller than c, no horizons form, no Hawking radiation
is created, and neither strong temperature nor white horizon instability is found. The only remaining
problem is that one would still need the presence of some amount of exotic matter to maintain the
subluminal warp drive.
9However, some very effective taming for the growing backreaction at the white horizon would be needed also in this
case, given the previously estimated RSET growing rate.
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PHYSICAL SYSTEMS
In this chapter we analyze three physical systems (water, Sec. 3.2, Bose–Einstein condensates (BECs),
Sec. 3.3, and dielectric media, Sec. 3.4) that are used as analogue models of gravity. It is not our intention
to be exhaustive on all the possible systems proposed so far to realize the analogy [19]: phonons in weakly
interacting BECs [75], Fermi gases [78], superfluid Helium [104], slow light [123, 159, 186], non-linear
electromagnetic waveguides [167, 153], and ion rings [96, 97]. Our choice of focussing only on three
systems resides on two fundamental reasons. First, those three systems are the only ones for which
experiments have been realized so far with quite interesting (albeit sometimes controversial) results. The
second reason is that they are illustrative of the main issues that one faces in analogue gravity (AG),
both on the experimental side (noise, stability of the background geometry. . . ) and the theoretical side
(modified dispersion relations at ultraviolet scales, quantization of perturbations, correlations between
Hawking particles. . . ). In particular, before going into details of these three models, it is worth discussing
how phenomena such as Hawking radiation are affected by short scale modifications that are present in
any real physical system.
3.1 Ultraviolet behavior of the dispersion relation
As mentioned in Sec. 1.3.2, one of the main concerns regarding Hawking radiation is the fact that
quanta reaching I + at late time come from a region very close to the horizon. Because of the infinite
blueshift suffered by these modes when traced back towards the horizon, they would have entered the
trans-Planckian regime (wavelength smaller than the Planck length). Since we expect standard general
relativity and field theory to break down at such small scales, one might wonder whether such high
energy modifications would affect (or possibly even kill) the particle spectrum at infinity. Seen from this
perspective, analogue models are perfectly suitable for the investigation of these issues since they provide
various short scale behaviors, depending on the specific considered system.
A quite general way of modeling the breaking of Lorentz symmetry at small scales is to modify the
dispersion relation of fields (see [137] for a phenomenological approach to Lorentz violation). In this
approach, the microphysics is parametrized by modifying the dispersion relation at high energy:
ω2 = c2k2 +∆(k,K), (3.1)
where K is some high energy scale, which is generally assumed to be the Planck scale and ∆(k,K) =
O((k/K)3). Assuming that measurements cannot be performed at very high energy, it is convenient to
expand ∆ in Taylor series around k = 0. In some systems (for instance BECs, see 3.3), the Taylor series
is finite, so that the expansion becomes exact.
Quite different physics appears according to the sign of the leading order term of the expansion. If it is
positive (negative), the dispersion relation is called superluminal (subluminal) because the group velocity
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Figure 3.1: Graphical solution of the subsonic dispersion relation (3.2) for subsonic flow (left panel) and
supersonic flow (right panel). Solid lines: ±Ω(k). Left panel, dashed, dotted, dotdashed lines: ω − vk
respectively for ω < ωmax, ω = ωmax, ω > ωmax. Right panel, dashed line: (ω − vk). For ω < ωmax, one
clearly sees that, in subsonic flows, four real roots exist. The largest negative one, which is present also
in supersonic flows, has negative group velocity (left-going) and represents the Hawking partner. The
smallest positive one is the Hawking particle and has positive group velocity (right-going). The largest
positive solution represents the incoming left-going particle which bounces at the turning point and it is
converted into the Hawking particle.
of the wave is larger (smaller) than the speed of light c. A similar terminology is used in the context
of AG, referring to supersonic or subsonic dispersion relations, according to the sign of the difference
between the speed of the waves at high frequency and the speed of sound. Since we are going to use
this concept in the context of analogue models of gravity, from now on we will talk about subsonic or
supersonic dispersion relations, instead of subluminal or superluminal.
3.1.1 Subsonic dispersion relation
This was the case originally studied by Unruh [184] (see Fig. 3.1):
ω − v · k = cK (tanh(k/K)n)1/n = ck
{
1− 1
3n
(
k
K
)2n
+O
[(
k
K
)4n]}
≡ Ω(k), (3.2)
and by Corley and Jacobson [46]
(ω − v · k)2 = c2(k2 − k4/K2) = Ω2(k). (3.3)
Although the analytical forms of the dispersion relation differ, these two systems show a similar behavior,
related to the fact that the wave velocity for large wavenumber is smaller than c. If one takes a flow
profile with a single sonic point as in Sec. 1.2.3 and traces back an outgoing mode (corresponding to the
smallest positive solution in the left panel of Fig. 3.1) from infinity towards the horizon, the wavenumber
of that mode increases while approaching the horizon and, as a consequence of the subsonic dispersion
relation, there is a point at which its group velocity cg < c equals the velocity of the fluid v. At that
point (still going back in time), this mode appears as a superposition of two modes bouncing back from
the horizon (corresponding to the largest positive and negative solutions in the left panel of Fig. 3.1) with
a wavelength increasing with the distance from the horizon. One of the two modes has negative norm
(corresponding to the negative solution) with respect to the appropriate inner product [10] and one has
positive norm (corresponding to the largest negative solution in Fig. 3.1).
The mixing between negative and positive norm modes is at the origin of Hawking particle creation,
whose presence in this kind of systems has been confirmed both by analytical and numerical calcula-
tions [184, 33, 46, 45, 164, 94, 187, 132]. Interestingly, those analyses show that the spectrum of Hawking
radiation is thermal with a temperature TH [see Eq. (1.121)], when the surface gravity κ is much smaller
than cK. The spectrum remains Planckian up to a certain frequency ωmax, which depends on K. More-
over, the classical counterpart of the described mode conversion has recently been observed in a wave
tank experiment [209]. We will describe this experiment and its result in Sec. 3.2.2.
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Figure 3.2: Graphical solution of the supersonic dispersion relation (3.22) of phonons in a BEC for
subsonic flow (left panel) and supersonic flow (right panel). Solid lines: ±Ω(k). Left panel, dashed line:
(ω − vk). Right panel, dashed, dotted, dotdashed lines: ω − vk for ω < ωmax, ω = ωmax, ω > ωmax,
respectively. For ω < ωmax, one clearly sees that, in supersonic flows, two extra (real) roots exist in the
left lower quadrant. The most negative one is called, in the text, k(1)ω and the other one k
(2)
ω , so that
k
(1)
ω < k
(2)
ω < 0. For details on the model, refer to Sec. 3.3.1 and Appendix A. In the Hawking process,
the positive k solution in the subsonic region (left panel) is the Hawking particle, while the negative
solution k(2)ω in the supersonic region is the negative norm left-going partner.
To conclude this section, note that modes propagating in these systems do not experience an infinite
blueshift when they are close to the horizon. However, the incoming waves are infinitely blueshifted when
traced back in time, such that problems may arise in the determination of the proper initial conditions.
3.1.2 Supersonic dispersion relation
The case of supersonic dispersion relation shows rather different features with respect to the case
of subsonic dispersion. First, negative norm modes are now trapped in the supersonic region and can-
not propagate outside the horizon as can be seen from the graphical solution of the typical supersonic
dispersion relation of a BEC [see Eq. (3.22)] in Fig. 3.2.
In this case Hawking radiation is still present because of negative norm modes. If one traces back in
time an outgoing mode in the supersonic region (positive solution of the dispersion relation in Fig. 3.2,
left panel, it gets blueshifted (but not infinitely) on the horizon and its group velocity increases, such
that it remains always larger than the local speed of sound and actually can penetrate inside the horizon
(positive solution of the dispersion relation in Fig. 3.2, right panel). However, around the horizon, mode
conversion takes place and the mode is decomposed not only in this right-going positive norm mode but
also in a right-going negative norm mode (the largest negative solution k(1)ω of Fig. 3.2, right panel).
Playing the movie forward in time, right-going modes can actually cross the horizon from the interior
region and escape to infinity. For a real black hole, this implies that, in the presence of superluminal
dispersion relation, information may be extracted from the interior of the black hole and even from
the singularity. This is a quite delicate issue, because, in order to obtain Hawking radiation from this
system, one would need to impose boundary conditions on the singularity. However, whether Hawking
radiation is present in the case of superluminal dispersion radiation is still a controversial issue. In [9],
the authors show that the radiation, although following a Planckian spectrum, dies off with time. Other
results, instead, both analytical and numerical [7, 41, 132, 131, 158], show that Hawking radiation is
very robust also in the case of superluminal dispersion relation for frequencies ω smaller than a certain
cut off frequency ωmax, for which there are only two real solutions of the dispersion relation also in the
superluminal region (see Fig. 3.2, right panel, dotdashed line).
The differences in those results are related with the choice of the correct quantum state. The results
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of [132, 131, 158] are obtained in a stationary geometry, by choosing a quantum state which is vacuum
for ingoing modes (see Chap. 4). However, given the dispersive character of the theory, one might
also choose a state with no incoming and outgoing particles in the subsonic region (a Boulware-like
state [30]), corresponding to the exterior of the black hole [10]. Of course, this would require a tuning of
the initial occupation number of the incoming modes in the supersonic region (see discussion in Sec. 4.1.2).
Unfortunately, in a realistic case of a black hole collapse, it would be difficult to decide which of the two
states would be selected by the dynamics of the system. Furthermore, in the case of the creation of a
singularity (or more generally of a strong gravity region), it would be even more difficult to understand
what are the proper boundary conditions on the modes coming out from this region.
Finally, let us mention that in the numerical simulation of [41], the horizons are dynamically created in
a BEC. This seems to exclude the possibility of a dynamical selection of the Boulware-like state. However,
both the way in which the horizon is created in a BEC and the final velocity profile are completely different
from what happens in a real collapsing star, ending up in a black hole. The possibility that superluminal
dispersion relation might kill or heavily modify Hawking radiation in real astrophysics black holes cannot
be totally excluded and further analyses are worthwhile in this direction.
3.2 Surface waves in water
Water is probably the most common and popular physical system allowing the propagation of per-
turbations (e.g., surface waves). Its physics is widely studied and well understood from the point of view
of classical fluid dynamics [116]. So it is natural to check if this system is suitable for the purposes of
AG [166]. Of course, one cannot hope to measure quantum effects in water waves on macroscopic scales.
Moreover, the temperature at which water is liquid is order of magnitudes larger than the highest Hawk-
ing temperature that one may obtain with realistic flow profiles. So, why should we care about water?
First, it is easy to control: Both the fluid velocity and the speed of surface waves are easily tunable by
changing the depth of the basin.1 Second, to prove the existence of the Hawking effect, in principle,
one would only need to measure the mixing between positive and negative norm modes (see Sec. 1.3).
Once one measured that the β coefficient governing the mixing between these modes followed a thermal
distribution, the quantum spontaneous emission would be implied by quantum mechanics.
Some more comment on this point is worthwhile. Whether one were satisfied with such an experi-
mental result would of course depend on what would be defined as Hawking radiation and what would be
considered as a proof for its existence. If one considers thermal spontaneous emission as the fundamental
issue to be tested, water is not the right system at all. However, if one is satisfied with detecting mode
conversion and measuring the proper thermal exponential factor in the β coefficient, water is perfectly
fine.
Finally, in water, as in any other real physical system, the local Lorentz invariance at the basis of the
effective geometry is broken at scales comparable with the molecular one (see discussion in Sec. 1.3.2).
This makes the system suitable to study modifications that a possible breaking of the spacetime structure
at small scales would produce on phenomena like Hawking radiation. In particular, we will show below
that in water short-wavelength waves are slower than standard low frequency waves. This is just the
opposite of what happens in a BEC (see Sec. 3.3). We shall discuss in details the differences and the
analogies of those two different dispersion relations.
3.2.1 Theoretical description
It is a well established fact (see [154]) that the dispersion relation of water waves is
(ω − v · k)2 =
(
gk +
σk3
ρ
)
tanh(kh) = Ω2(k), (3.4)
where h is the dept of the basin and σ is the surface tension. When k >
√
gρ/σ the cubic term dominates,
the effects of surface tension are no longer negligible, and the wave is in the capillary regime. In Fig. 3.3
1Of course one cannot change in an arbitrary way both the depth of the basin and the velocity of the fluid because of
mass conservation.
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Figure 3.3: Graphical solution of the dispersion relation (3.4) of surface waves in water. Solid lines:
±Ω(k). Dashed and dotted lines: (ω − vk) for subsonic and supersonic flows, respectively. The three
plots are made at different scales. The region delimited by the red rectangle in the top left panel is zoomed
in the top right panel and the region delimited by the red rectangle in the top right panel is zoomed in
the bottom panel. When the flow is subsonic there can be up to 6 real k solutions at a given frequency.
When the flow is supersonic there are 4 real k solutions. Note that, at large wavelength (bottom panel),
the dispersion relation shows the same features as the subsonic dispersion relation of Fig. 3.1, while, at
very small wavelength (top left panel), it resembles the supersonic relation of Fig. 3.2.
this dispersion relation is graphically solved. Because of the hyperbolic tangent and of the cubic term
due to the surface tension, the dispersion relation is supersonic at very high momenta (compare the top
left panel of Fig. 3.3 with Fig. 3.2), while it is subsonic for low values of k (compare the bottom panel of
Fig. 3.3 with Fig. 3.1). Note that, in addition to the four solutions for subsonic flows, two extra solutions
(capillary waves) appear at very high momentum. The analogue of Hawking radiation in this system
is a classical mode conversion among modes in the subsonic region of the fluid, as shown in Sec. 3.1.1.
See [162] for a detailed analysis on propagation and mode conversion of surface water waves in flows with
horizons.
At first glance, Eq. (3.4) is far from resembling a quadratic dispersion relation as needed when per-
turbations satisfy a hyperbolic equation as Eq. (1.5). However, in the limit of low wavenumber
k ≪
√
gρ
σ
, k ≪ 1
h
, (3.5)
the dispersion relation is
ω2 = gh k2 +O(k4). (3.6)
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In that limit all the waves have the same speed
c =
√
gh, (3.7)
depending on the depth of the basin.
The first condition of Eq. (3.5) requires that waves are not in the capillary regime. The second
condition relates the wavelength of the wave to the height of the fluid. In order for surface waves to
satisfy a quadratic dispersion relation, the depth of the basin must be much smaller than the wavelength
(shallow water regime). In the opposite limit (deep water), when k satisfy
1
h
≪ k ≪
√
gρ
σ
, (3.8)
the dispersion relation is
ω2 ≈ gk (3.9)
and both the phase (cp) and the group (cg) velocity of the wave depend on its wavenumber
cp =
√
g
k
, cg =
cp
2
. (3.10)
As a consequence, a proper geometry cannot be defined.2
In the shallow water regime, it is instead possible to show [166] that the perturbation velocity potential
φ1 [see Eq. (1.14)] satisfies Eq. (1.5), in d = 2 spatial dimension (because they are surface waves). The
metric is exactly the same as in Eq. (1.25), but now v is replaced by the component of the velocity
parallel to the water surface and the density ρ0 is constant since water is incompressible:
ds2 =
1
c2
[
−(c2 − v2‖) dt2 − 2v‖ · dx‖ dt+ dx‖ · dx‖
]
. (3.11)
3.2.2 Experiments
The existence of a phenomenon analogous to Hawking radiation in hydrodynamic systems was quite
overlooked by fluid mechanics researchers till a few years ago. The first experiment studying a water
flow with a horizon with the aim of observing Hawking-like phenomena is actually very recent [163].
That experiment has the undoubted merit of having put forward an interesting phenomenology to the
attention of the hydrodynamic community [162]. However, for a series of reasons, it was not performed
in the proper regime to detect the classical analogue of the Hawking phenomenon.
Nevertheless, this first experiment motivated a second one with the direct participation of Unruh [209].
This second experiment was set in a much more accurate way, designed just to measure the classical
Hawking mechanism.3 Keeping the flow rate constant, the analogue of a white horizon was realized
by changing the depth of the flume with a wing shaped obstacle to prevent flow separation. To avoid
spurious effects due to the interaction of the fluid with the wall, the height of the waves was measured in
the center of the tank (in [163], it was measured on the wall) by illuminating the free surface of the water
with a green laser light sheet. Water contained a fluorescent dye to create a sharp intensity maximum
that was eventually detected by a high-resolution monochrome camera.
Analyzing the supersonic dispersion relation in Fig. 3.3, bottom panel, in a subsonic flow (dashed line)
corresponding to the exterior of a white hole, one sees that the positive norm mode with smallest positive
k (the solution in the linear regime of the dispersion relation) propagates in the opposite direction with
respect to the flow. This implies that, in a white hole configuration, this mode propagates toward the
horizon. At the same frequency, there are other two roots on the same branch of the dispersion relation,
both with large absolute value of k, but opposite sign and opposite norm. Moreover, they are both
propagating in the same direction of the flow, i.e., they travel away from the horizon.
In [209], the low momentum wave was artificially created in the supersonic region. Then, it propagated
toward the white horizon where it was blocked and converted into the other two high-momentum waves,
propagating in the opposite direction. The conserved norms |αω|2 and |βω|2 of the positive and negative
2Nevertheless, one can define a so-called rainbow geometry, characterized by a k-dependent metric [133].
3In [163], it was used a too large flume tank, built for commercial purposes. This did probably not allow to reach suitable
settings in the short available time.
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Figure 3.4: Left panel: Fourier transform in space of the wave amplitude for incoming waves of different
frequencies. Right panel: ratio between the norm of the negative and positive norm outgoing modes [see
Eq. (3.12)] (From [209]).
outgoing waves, respectively, can be computed from the measured amplitudes of these waves. When
mode conversion is due to a classical stimulated Hawking emission, the ratio between the two norms is
|βω|2
|αω|2 = e
−2piω/κ, (3.12)
where κ is the surface gravity of the horizon.
In Fig. 3.4, we report the result of the experiment. In the left panel, the authors plot the Fourier
transform in k of the surface of the water, at fixed frequency ω. The central peak, at very low momentum
represents the incoming linear wave. The right and the left peaks represent the amplitudes of the two
outgoing waves with large momenta (in the non-linear regime of the dispersion relation). In the right
panel, they plot the ratio of Eq. (3.12), that shows a nice exponential behavior. The fitted intercept
is close to 0 and the slope corresponds to an amazingly low Hawking temperature TH = 6 × 10−12K,
which dispels any doubt about the possibility of measuring the spontaneous emission in water, but nicely
confirms the thermal behavior of Hawking emission.
3.3 Bose–Einstein condensates
One of the main motivations to investigate analogue models of gravity is the possibility of simulating
quantum field theory phenomena in curved geometries, such as Hawking radiation or cosmological particle
production. As discussed in the previous section, classical systems like water are suitable to detect the
presence of negative norm modes and the mode conversion at the basis of those phenomena. However,
it would be interesting to detect also the quantum spontaneous emission that would exactly correspond,
for instance, to Hawking radiation.
A system in which this aim could be achieved must satisfy the following properties:
• high degree of quantum coherence,
• very low temperature to minimize the noise, since the expected signal is very faint,
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• low speed of sound to create a supersonic region with velocities that can be handled in a laboratory.
All those requirements are satisfied by BECs, that have actually been one of the most studied analogue
systems of gravity. They were the first quantum system to be successfully proposed [75, 76] and then
extensively investigated in [15, 17, 18, 64, 62, 63] for various flow configurations corresponding to different
geometries.
A lot of efforts have subsequently been devoted both to analytical and numerical investigations on
the phenomenology of Hawking radiation [121, 105, 7, 41, 138, 158, 131, 68, 69] and cosmological particle
production in BECs [127, 206, 106]. Analogy with particle production in expanding universes [35] was
used to explain the Bosenova experiment [54] (see Sec. 1.3.1). BECs have also been used as toy models to
study quantum gravity phenomenology [107, 126, 208, 79, 67] and a new system has been proposed [61]
with this purpose. Finally, for the first time, a sonic horizon was realized in a BEC [115], opening the
way for a future experimental measure of spontaneous emission of Hawking particles.
In this section we present the basics of the theoretical description of BECs (a rigorous and detailed
analysis is given in Appendix A) and of the most relevant numerical and experimental results. In Part II
we will enter in the details of our investigation of Hawking radiation in BECs and of the instabilities
arising in particular configurations. In Part III we will show how these systems can be used as tools for
the investigation of emergent gravity issues.
3.3.1 Theoretical description
A dilute gas of bosons [52] can be described by a quantum field Ψˆ satisfying the bosonic commutation
relation
[Ψˆ(t,x), Ψˆ†(t,x′)] = δ3(x − x′), (3.13)
and whose equation of motion
i~∂tΨˆ(t,x) =
[
− ~
2
2m
∇2x + V (x) + gΨˆ†Ψˆ
]
Ψˆ (3.14)
is generated by the following Hamiltonian
Hˆ =
∫
d3x
[
~2
2m
∇xΨˆ†∇xΨˆ + V Ψˆ†Ψˆ + g2Ψˆ
†Ψˆ†ΨˆΨˆ
]
, (3.15)
where m is the atom mass, V the external potential and g the effective coupling.
Condensation takes place when a macroscopic fraction of bosons is in the ground state. In this
situation, the condensed part is described by a function Ψ0, while Ψˆ−Ψ0 is a quantum field representing
fluctuations on top of the condensate. To simplify the algebra, it is convenient to define the relative
fluctuation operator:
φˆ ≡ Ψˆ−Ψ0
Ψ0
, (3.16)
which satisfies the following commutation relation
[φˆ(t,x), φˆ†(t,x′)] =
1
ρ0(x)
δ(x − x′), (3.17)
where ρ0 ≡ |Ψ0|2 is the density of the condensate. Note that the above decomposition assumes a
spontaneous breaking of the U(1) symmetry of the system. In fact, in this analysis the condensate has
a well-defined phase, since it is characterazed by the classical field Ψ0, which is the expectation value of
the field operator Ψˆ on a coherent state. As a consequence, such a state does not have a well-defined
number of particles N . Thus, this approach is not fully appropriate to describe systems with a fixed
N . Nevertheless, as shown by a fully rigorous treatment [43], it becomes accurate in the limit N → ∞,
especially for a steady state at very low temperature.
Linearizing the equation of motion (3.14) with respect to φˆ, one obtains the Gross–Pitaevskii equation
for the condensed part Ψ0
i~∂tΨ0 =
[
− ~
2
2m
∇2x + V + gρ0
]
Ψ0 (3.18)
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and the Bogoliubov–de Gennes equation for the fluctuation field
i~∂tφˆ =
[
Tρ − i~v·∇x +mc2
]
φˆ+mc2φˆ†, (3.19)
where c ≡
√
gρ0/m is the speed of sound and
Tρ ≡ − ~
2
2m
1
ρ0
∇x ·ρ0∇x (3.20)
is a second order differential operator.
This equation is linear, it couples φˆ with φˆ†, and, except for the Tρ term, it contains only first
derivatives with respect to x and t. This makes it very similar to Dirac’s equation. In fact, Tρ can be
neglected when the typical scale of perturbations is smaller than the healing length (see Appendix A)
ξ ≡ ~√
2mc
, (3.21)
which is nothing but the acoustic Compton wavelength of the atoms, so that Eq. (3.19) really contains
only first order derivatives. In that case, in the same way as the Dirac equation leads to the Klein–Gordon
equation for an electron,4 φˆ† can be eliminated from Eq. (3.19). One then obtains a hyperbolic differential
equation, that can be cast in the typical form of Eq. (1.5) for a scalar field in a curved geometry [see
Eq. (A.115)], with a fluid metric gµν as in Eq. (1.25), where c is the propagation speed of phonons and
v is the velocity of the condensate.
When the wavelength of the phonons becomes comparable with the healing length, Tρ cannot be
neglected anymore and Eq (3.19) yields an exact quartic supersonic dispersion relation (see Fig. 3.2):
(ω − vk)2 = Ω2(k) = c2k2
(
1 +
k2ξ2
2
)
= c2k2 +
c4k4
Λ2
, (3.22)
where Λ = 2mc2/~ is the “healing frequency” of the condensate. The discussion of Sec. 3.1.2 is therefore
exactly valid for such a system. The simplicity of this dispersion relation makes BECs particularly suitable
for the analysis of the robustness of particle creation phenomena against ultraviolet Lorentz breaking and
for a clean comparison of theoretical predictions with experiments.
3.3.2 Numerical results and experiments
Since, as we saw in the previous section, phonons in condensates can be described by a modified Klein–
Gordon equation in a curved spacetime, it is immediate to see that phenomena analogous to Hawking
radiation or cosmological particle production must show up, once the appropriate flows (horizon, variation
in time of v or c) are set up.
In the following chapters the spectral properties of Hawking-like emission are deeply investigated
from a theoretical standpoint. For the sake of completeness and as a convincing argument in favor of
the possibility of experimentally observing this phonon emission in a real experiment, we present here
the numerical results of [41], where the authors claims to have numerically “observed” the set up of a
stationary emission with the same features as Hawking radiation, in a one-dimensional condensate where
an acoustic horizon is formed at a finite time.
Hawking partners and correlations
The simple but clever idea at the basis of [41] is presented in [7]. Starting from the consideration that the
faintness of Hawking radiation would probably be hidden by noise (in primis thermal noise), they looked
for other features that could be a strong signature of Hawking radiation. In fact, because of the thermal
nature of the spectrum, if one just measured the flux of phonons, the signal would be likely confused
with other spurious effects. The way out is noting that Hawking radiation has a very peculiar feature,
being originated by a particle pair production mechanism. For each Hawking particle emitted outside the
horizon there must be a partner propagating inside the horizon. While in a real black hole one cannot
access the region inside the horizon, in an analogue model this is possible and one can detect both the
4The converse is of course not true. The solutions of the Dirac equation are a subset of those of the Klein–Gordon
equation.
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Figure 3.5: Rescaled density correlation ρξsub[G(2)(x, x′) − 1]] as a function of x and x′ at the initial
time and after the formation of the horizon (From [41]). The feature labelled by (iii) is the signature of
Hawking radiation.
Hawking particle and its partner. Thus, a strong signature of Hawking radiation would be the detection
of strongly correlated signals on both sides of the horizon. Since in BECs one can easily measure the
density of the fluid, the presence of Hawking radiation can be inferred by the presence of characteristic
correlations in the density profile. In the particular case in which an acoustic black hole is build with
a constant-velocity one-dimensional flow by varying the speed of sound c, it was shown in [7] that the
expected correlation function should be
G(2)(x, x′) ≃ − ρ κ
2
√
ξsubξsup
16π(csub − v)(v − csup) cosh
−2
[
κ
2
(
x
csub − v +
x′
v − csup
)]
, (3.23)
where, as usual, κ is the surface gravity, v is the velocity of the fluid, c the speed of sound, and ξ the
healing length. Subscripts sup and sup denote whether the subscripted quantity is measured in the
supersonic or in the subsonic region. This work has also stimulated further investigations on quantum
correlation across a black horizon in presence of modified dispersion relation [169, 148] in a more gen-
eral framework. Moreover, this technique has been recently applied to an expanding BEC simulating
cosmological metrics [157].
The above prediction was numerically checked in [41] through a numerical simulation in which the
fluid was kept at constant velocity v and the speed of sound c was progressively changed until an acoustic
horizon was formed. In Fig. 3.5 the rescaled density correlation ρξsub[G(2)(x, x′) − 1] is plotted as a
function of x and x′ before (left panel) and after the formation of the horizon (right panel). When the
horizon is not formed, the only present feature (i) is a very strong anticorrelation line for x = x′, related to
the repulsive interaction of the atoms. When the velocity of sound c is changed, until it becomes smaller
than the velocity of the fluid for x > 0 (the interior of the black hole), some transient features related to
dynamical Casimir effect show up [39]. In addition, two fringes [labelled by (iii) and (iv)] appear when
the horizon is formed and they stabilize when no more change in the speed of sound is operated. The
former one (iii) indicates that there are correlations between pairs of points located on opposite sides
of the horizon. Furthermore, the slope of this correlation line is given by the ratio between the speed
of propagation of the two signals. It was checked [41] that this slope is compatible with the speed of
propagation of the Hawking particle (positive solution of the dispersion relation in Fig. 3.2, left panel)
and its partner (negative solution named k(2) in the caption of Fig. 3.2). The latter feature, labelled by
(iv), is a weaker emission of pairs, where both particles are emitted in the supersonic region (x > 0).
They correspond to k(2) and to the negative solution with smallest absolute value of Fig. 3.2, right panel,
on the “left” branch of the dispersion relation. Furthermore, there is a third feature in between (iii) and
(iv) that the authors failed to observe in [41] but that was reported in [138], representing the correlation
between outgoing particles in the subsonic region (the same positive solution of Fig. 3.2, left panel, which
also corresponds to Hawking particles) and outgoing particles in the supersonic region corresponding to
the less negative solution of the dispersion relation on the “left” branch. When the speed of sound is
varied but without reaching the formation of the horizon, the transient dynamical Casimir effect remains,
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Figure 3.6: Potential used in the Technion experiment at a time before the minimum of the harmonic
potential (a) has reached the steplike potential (b) (From [115]). The harmonic potential moves leftward
and the dashed line represents the chemical potential of the condensate. When the condensate crosses
the steplike potential its density decreases and its velocity increases.
but the three features related to pair production disappear.
Furthermore, a scenario in which the condensate is not at zero temperature was also considered in [41].
Interestingly, the signature of Hawking radiation in the correlation pattern is not hidden by the presence
of a thermal bath, since thermal phonons are completely uncorrelated, but the signal is even reinforced
because thermal phonons stimulate the emission of Hawking particles.
The results that we have just summarized show that the detection of Hawking radiation is indeed
possible thanks to its correlation pattern, once a suitable flow with a horizon is sustained for a long
enough time. Moreover, the first BEC flow with horizons was realized in 2009 at Technion [115] but no
measurement of correlations has been made yet. However, we will not probably have to wait for a long
time before having the first observations of acoustic Hawking particle creation.
The first analogue black-hole in a BEC
From an experimental point of view, according to [115], the main challenge is the realization of a su-
personic flow. In fact, when a fluid becomes faster than sound, it can emit phonons due to Landau
instability. However, by momentum conservation, this can happen only if there is some impurity, pro-
viding the required momentum in the opposite direction with respect to the fluid. The authors of [115]
managed to realize an experimental apparatus which does not supply much momentum in this direction,
allowing supersonic flow during the time scale of the experiment (20 ms). At the same time, this free
flow, required to prevent the Landau instability, also prevents the formation of quantized vortexes that
usually form at flow speeds much lower than the speed of sound.
In the experiment the black horizon is obtained by changing the velocity of the fluid (and, as a
consequence, also its density and the local speed of sound) with a harmonic potential, created with a
magnetic trap, and a steplike potential, created with a suitable laser beam (see Fig. 3.6). The harmonic
potential is accelerated so that the condensate passes over the steplike potential. After the step the density
of the condensate is smaller so that, by continuity, its velocity increases. This is a quite different way of
obtaining a flow with a supersonic and a subsonic region separated by an acoustic horizon with respect
to that proposed in [7] or in [16, 17], for the simulation of cosmological metrics. In those papers, the
acoustic geometry is changed not by playing with the velocity of the fluid but by changing the scattering
length [see Eq. (A.3)] via a Feshbach resonance, by tuning an external magnetic field.
Finally, we remark that, after the condensate has sped up at a velocity larger than the speed of sound,
it eventually slows down, becoming again subsonic. The point at which the velocity of the fluid crosses
the speed of sound for the second time is the acoustic analogue of a white horizon. Even if the white
horizon is made as smoother as possible, it seems very hard to get rid of it. Unfortunately, it is well
known that white holes are unstable at both classical [57] and quantum level [212, 214, 203]. However,
even if white holes have been claimed to be unstable also in BECs [120, 121], more recent results show
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that they should be stabilized by the modified dispersion relation [8, 131]. In the Technion experiment,
in fact, no white hole instability has been observed.
Furthermore, even if the white hole were stable, another instability (black hole laser [47]) would arise
in a system coupling a white and a black horizon in the same way as this experiment did. We will
diffusely discuss about this effect in Chap. 6. As we shall show, this instability can be interpreted as an
exponential amplification of Hawking radiation due to the presence of two horizons acting as a resonant
cavity. In fact, we show that for a short time after the creation of the horizon, the radiation emitted by a
white-hole–black-hole system is indistinguishable from standard Hawking radiation. Then, at later times,
the instability shows up (see Fig. 6.8). As shown in Sec. 6.2.5, the duration of the Technion experiment
was too short (probably by an order of magnitude) for this instability to grow.
3.4 Refractive index perturbations
The last model that we briefly consider is very different from the previous two, since the underlying
physical system is not a fluid but a transparent medium, where one can manage to control the speed of
light by varying the refractive index [153, 152]. By using this technique, it has recently been reported the
detection of phonons in an experimental set up with a black-hole–white-hole configuration [22]. However,
the interpretation of the observed emission as Hawking radiation is still controversial [170, 23].
The idea at the basis of this model [153] is that one can control the refractive index n in a dielectric
medium by sending a laser pulse with large intensity I. In this way a refractive index perturbation (RIP)
δn = n2 I propagates in the dielectric medium with a speed of v < c, where n2 is called nonlinear Kerr
index. As a consequence, inside the pulse, the speed of light decreases because of the increasing of the
refractive index.
If one sends after the RIP a probe pulse of different frequency with larger group velocity and prop-
agating in the same direction, this pulse will get closer and closer to the RIP but it will not be able to
overtake it. In fact, when the probe comes closer to the RIP, it feels the higher dispersive index and it is
consequently slowed down, until a certain point, where it travels at the same velocity of the RIP. Going
to the RIP reference frame, the probe pulse initially travels towards the RIP, then it slows down till a
point where its velocity vanishes. This points acts as a white horizon preventing light from travelling
inside the RIP. Analogously, there is a point at the front of the pulse that behaves as a black horizon, not
allowing light to escape from the inside of the RIP. In [153] it is shown that the Hawking temperature
corresponding to such a horizon can be of the order of 103K, making this signal easier to be detected
with respect to the expected signals in other analogue models.
The implementation of such an idea has recently been realized in a transparent dielectric medium
(fused silica glass) using ultrashort laser pulse filaments to create a traveling RIP. Since the refractive
index n depends on frequency, a region where the velocity of light is smaller than the group velocity of
the RIP v exists only for a window of frequencies. In practice, only those frequencies ω1 < ω < ω2 for
which
1
n0(ω) + δn
<
v
c
<
1
n0(ω)
(3.24)
can feel the presence of the two horizons (see [25, 24] for a theoretical analysis of this system).
The main challenge of this experiment is the suppression or elimination of spurious effects. Čerenkov
emission, Rayleigh scattering and some other effects are minimized by looking in a direction perpendicular
to the propagation of the RIP. The main problem according to the authors is fluorescence. Because of
that, in the experiment, the window of frequencies that feels the horizon was chosen in a range between
800 and 900 nm, where there is no fluorescence emission.
As a final result, they actually observed some radiation whose spectrum is cut off exactly at ω1 and ω2.
However, whether this is Hawking radiation or not is an open debate [170, 23]. As pointed out by [170],
the first problematic issue is the definition of Hawking radiation itself. If one requires the thermality of
the spectrum as a fundamental condition, then dielectric systems with frequency dependent refractive
index are not suitable at all, because the spectrum is cut off and strongly modified close to ω1 and ω2,
given that only a narrow window of frequencies can see the horizons. Furthermore, also the link between
the surface gravity and the Hawking temperature is broken, just because the temperature cannot be
defined. Moreover, there are at least other two issues that are not very clear. First, Hawking radiation
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should not be emitted parallely to the horizon but in the orthogonal direction (that is in the direction
of RIP propagation). Second, and even more importantly, there are no frequencies for which the group
velocity of light equals the velocity of the RIP. This means that properly speaking there is no horizon,
neither in a narrow window of frequencies. In fact, wave packets centered around an arbitrary frequency
can cross RIP. This is because Eq. (3.24) does not really define a horizon but just what is called a “phase
velocity horizon”.
Even if there is almost no doubt that the observed radiation is somehow connected with mixing of
modes with negative and positive norm, it seems unlikely that the origin of this emission is what is usually
called Hawking radiation. Note, however, that the presence of a horizon is not a strictly fundamental
requirement for particle creation in stationary geometries in the presence of modified dispersion relations.
In Sec. 4.2 and in Chap. 5, we in fact show that particles can be spontaneously created in supersonic BEC
flows without horizons. This interesting phenomenon is now under deeper investigation [48]. A second
possibility is that the observed emission be related to a sort of dynamical Casimir effect, as numerically
observed in [41, 39] even when the horizon is not formed.
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Chapter 4
HAWKING RADIATION
IN BOSE–EINSTEIN CONDENSATES
As broadly discussed in the first part of this Thesis, in the hydrodynamic approximation, i.e. for
long wavelengths, the propagation of sound waves in a moving fluid that crosses the speed of sound is
analogous to that of light in a black hole metric [183]. However, we also stressed that Hawking radiation
relies on short wavelength modes [101, 102, 32]. Therefore the dispersion of sound waves must be taken
into account when computing the spectrum emitted by an acoustic black hole. To this end, Unruh wrote
a dispersive wave equation in a supersonic flow [184]. Through a numerical analysis, he then showed
that the spectrum was robust, provided the dispersive scale ξ, the “healing length”, is much smaller
than the surface gravity scale 1/κ which fixes the Hawking temperature TH = κ/2π (in units where
~ = kB = c = 1).
Although this insensitivity was then confirmed by analytical [33, 45, 94, 187] and numerical [46, 185,
132, 131] methods, deviations with respect to the standard flux are much harder to characterize, and so
far there is no consensus on what are the relevant parameters determining those deviations.
To address this question, in this chapter we consider what happens in Bose–Einstein condensates
(BECs) with velocity profiles characterized by several scales, and numerically compute the spectrum by
varying them separately (see Secs. 4.2 and 4.3). We show that, whenever ωmax/TH & 10, where ωmax
is a critical frequency [132, 131] (see Sec. 3.1.2 for its physical interpretation) that scales with 1/ξ but
also depends on the asymptotic flow velocity, the flux remains Planckian to high accuracy, even when the
temperature completely differs from the Hawking temperature TH. In fact, we show that the temperature
is determined by the average of the velocity gradient across the horizon over a critical length fixed by
ξ and κ. In [50], we analytically explain the origin of that length. We checked that these properties
hold for large classes of flows. They cease to be valid only if the flow induces nonadiabatic effects that
interfere with the Hawking effect, thereby introducing oscillations in the spectrum. This is illustrated by
considering undulations similar to those appearing in white holes’ flows [138, 209].
4.1 One-dimensional flows with single horizon
4.1.1 The metric
In this chapter we consider elongated condensates that are stationary flowing along the longitudinal
direction x. We also assume that the transverse dimensions are small enough that relevant phonon
excitations are longitudinal. In that case, one effectively deals with a 1+1 dimensional field (see discussion
in Sec. 1.1 about acoustic geometries in 1 + 1 dimensions) propagating in a curved spacetime described
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by a metric of the form
ds2 = −c2dt2 + (dx− v dt)2, (4.1)
where, as usual, v is the flow velocity and c the speed of sound.
For stationary flows, c and v only depend on x. Assuming that the condensate flows from right to
left (v < 0), a sonic horizon is present where w = c+ v crosses 0. It corresponds to a black hole horizon
when ∂xw > 0, and a white one when ∂xw < 0. We shall call it a Killing horizon since the norm of the
Killing field ∂t vanishes when w = 0 [19]. Its location is taken at x = 0.
When ignoring short distance dispersion, the spectrum of the upstream phonons spontaneously emit-
ted from a black hole horizon is simple, and strictly corresponds to the Hawking radiation [183, 184]. It
follows a Planck law and the temperature is fixed by the Killing surface gravity (1.38)
κK ≡ ∂x(c+ v)|x=0. (4.2)
Note that, for relativistic fields, κK gives the late time decay rate of the frequency of outgoing modes,
as seen by asymptotic observers, see Eq. (32.8) in [139] for classical waves, and Eq. (3.44) in [32] for
Hawking radiation. As discussed in Sec. 1.3.2, κK fixes the temperature to be exactly TH = κK/2π, in
units where ~ = kB = 1, but independently of cH, the value of the sound speed at the horizon.
When including dispersion, these results are no longer true because the total amount of redshift
saturates. Nevertheless, the κK-decay law is recovered near the horizon where w = c + v is linear in x.
Moreover, when the healing length is much smaller than cH/κK, this guarantees that the spectrum and
the correlations of the Hawking pairs are not significantly affected by dispersion [33, 6, 148].
We begin with a very simple velocity profile describing a geometry with a single black hole horizon
by fixing
c(x) + v(x) = w(x) = cHD sign(x) tanh
1/n
[(
κ|x|
cHD
)n]
. (4.3)
Note that, for this velocity profile, the surface gravity is κK = κ. The quantity D fixes the asymptotic
value of w, whereas n governs the smoothness of the transition from the region where w is linear in x to
the asymptotic regime where it is constant. We shall work with n = 1 or 2 to have a well-defined range
∼ cHD/κ where w is linear, and yet avoid the nonadiabatic effects [46, 132] when the transition is too
sharp, i.e., when n ≥ 4. The metric (4.1) is then completely fixed by introducing q,
c(x) = cH + (1 − q)w(x),
v(x) = −cH + q w(x),
(4.4)
which specifies how c+ v is shared between c and v. In the simulations, when not explicitly specified, we
work with q = 1/2, because it minimizes the scattering between left and right moving phonons which is
not related to the Hawking effect (see Fig. 11 in [131]). In fact, when q = 1/2, the decoupling between
right- and left-going waves is exact in the hydrodynamical limit when the quartic term in the dispersion
relation (3.22) is negligible, that is for wavelength much longer than the condensate healing length. In
this situation, in a WKB analysis when k depends on x, the x-dependent generalization of Eq. (3.22)
factorizes
[ω − (v(x) + c(x)) k(x)] [ω − (v(x)− c(x)) k(x)] = 0. (4.5)
Leftgoing waves, labelled in our notation by v, are described by the second branch
kv(x) =
ω
v(x)− c(x) , (4.6)
which, for q = 1/2, reduces to
kv(x) = − ω
2cH
. (4.7)
This shows that kv does not depend on x, therefore being completely decoupled from the geometry. In
this situation, left-going waves propagate as they were living in a flat geometry.
Hence working with q = 1/2 will ease the identification of the other, more intrinsic, deviations with
respect to the standard flux. Similarly, to have well-defined asymptotic modes, we work with infinite
condensates and with c, v possessing well-defined values for x→ ±∞.
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4.1.2 Mode analysis and scattering matrix
As discussed in Sec. 3.3.1 and broadly analyzed in Appendix A, perturbations in a BEC are described
by a quantum field φˆ satisfying Eq. (3.19). In a stationary flow, this equation can be solved by Fourier
analysis, expanding the field as
φˆ(t, x) =
∫ +∞
0
dω
∑
α
[
e−iωtφαω(x)aˆ
α
ω + e
+iωt(ϕαω(x))
∗aˆα†ω
]
, (4.8)
where α labels different solutions of the dispersion relation (3.22) (see Fig. 4.1 for its graphical solution),
with the same conserved frequency ω, and aˆαω and aˆ
α†
ω are standard destruction and creation operators,
satisfying
[aˆαω , aˆ
α′†
ω′ ] = δαα′δ(ω − ω′). (4.9)
These rules follow from the commutation relation (3.17) of φˆ, when the modes are normalized through
the appropriate non-positive-definite conserved scalar product (see Appendix A.2.1)〈(
φ1
ϕ1
)∣∣∣∣
(
φ2
ϕ2
)〉
=
∫
d3xρ0(x) [φ∗1(t,x)φ2(t,x)− ϕ∗1(t,x)ϕ2(t,x)] , (4.10)
in such a way that 〈(
φαω
ϕαω
)∣∣∣∣
(
φα
′
ω′
ϕα
′
ω′
)〉
= δαα′δ(ω − ω′). (4.11)
Note that the complex scalar field φˆ of Eq. (4.8) suitably describes quantized phonons, because phonons
and anti-phonons must coincide. This property is rigorously derived in Appendix A.2.1, directly starting
from the symmetries of Eq. (3.19).
Furthermore, in the WKB approximation, it is easy to show (see Appendix A.2.3) that the modes
φαω(x) and ϕ
α
ω(x) can be written as
φαω(x) =
√
∂kαω(x)
∂ω
1√
1−D2kαω (x)
exp
[
i
∫ x dx′kαω(x′)]√
2πρ0(x)
,
ϕαω(x) =
√
∂kαω(x)
∂ω
Dkαω (x)√
1−D2kαω (x)
exp
[
i
∫ x dx′kαω(x′)]√
2πρ0(x)
,
(4.12)
where kαω(x) are the solutions of the x-dependent dispersion relation
(ω − v(x)k(x))2 = Ω2(k(x)) = c2(x)k2(x) + ~
2k4(x)
4m2
, (4.13)
and
Dk(x) =
1
mc2(x)
[
~
√
c2(x)k2(x) +
~2k4(x)
4m2
− ~
2k2(x)
2m
−mc2(x)
]
. (4.14)
In general, the number of modes α sharing the same frequency ω depends on the asymptotic properties
of w = c + v. This is important as it explains why, when there is dispersion, there is no flux above a
critical frequency ωmax whose value is fixed by the asymptotic value w (see Sec. 3.1.2 for a qualitative
discussion and Sec. A.2.3 for a rigorous analysis).
In homogeneous subsonic flows, |v| < c, for real ω, two roots kω of Eq. (3.22) are real, and describe
the right and left moving modes, that we call (φuω , ϕ
u
ω) and (φ
v
ω , ϕ
v
ω), respectively. The other two roots are
complex, conjugated to each other, and describe modes that are asymptotically growing or decaying, say
to left (vice versa to right). Only the first two correspond to perturbations that must be quantized, as the
last two are not asymptotically bounded. In homogeneous supersonic flows, the situation is quite different.
For real ω, there exists a critical frequency ωmax below which the four roots are real (see Fig. 4.1) and
above which two are real and two complex, as in subsonic flows. The spectrum of asymptotically bounded
modes (ABM) thus contains only two modes for ω > ωmax and four modes for 0 < ω < ωmax: the two
standard right-going and left-going modes φuω and φ
v
ω, plus two new propagating modes (φ
(1)
ω , ϕ
(1)
ω ) and
(φ(2)ω , ϕ
(2)
ω ), with wavevectors k
(1)
ω and k
(2)
ω , respectively.
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Figure 4.1: Graphical solution of the supersonic dispersion relation (3.22) of phonons in a BEC for
subsonic flow (left panel) and supersonic flow (right panel). Solid lines: ±Ω(k)/κ. Left panel, dashed
line: (ω − vk)/κ. Right panel, dashed, dotted, dotdashed lines: ω − vk respectively for ω < ωmax,
ω = ωmax, ω > ωmax. For ω < ωmax, one clearly sees that, in supersonic flows, two extra (real) roots
exist in the left lower quadrant. The most negative one is called, in the text, k(1)ω and the other one k
(2)
ω ,
so that k(1)ω < k
(2)
ω < 0. For details on the model, refer to Sec. 3.3.1 and Appendix A. In the Hawking
process, the positive k solution in the subsonic region (left panel) is the Hawking particle, while the
negative solution k(2)ω in the supersonic region is the negative norm left-going partner.
Differently from the standard modes described by (φuω, ϕ
u
ω) and (φ
v
ω , ϕ
v
ω), those two new modes do
not satisfy the normalization condition of Eq. (4.11), because their norms are negative. This implies that
also the corresponding destruction and creation operators aˆ(i)ω and aˆ
(i)†
ω do not satisfy Eq. (4.9), so that
they are not suitable for entering the field expansion of Eq. (4.8). This problem is strictly related to
the fact that the two solutions k(1)ω and k
(2)
ω of the dispersion relation have negative frequency Ω(k
(i)
ω )
in the frame comoving with the fluid (in Fig. 4.1, right panel, they are in fact located in the left lower
quadrant). To go around this impasse, one can solve the mode equation for negative values −ω of the
Killing frequency (we define ω to be always positive). In so doing, the two solutions k(i)−ω = −k(i)ω are now
located in the right upper quadrant, Ω(k(i)ω ) is positive, the norm of the corresponding modes (φ
(i)
−ω , ϕ
(i)
−ω)
is also positive, and the destruction and creation operators aˆ(i)−ω and aˆ
(i) †
−ω eventually satisfy the proper
commutation relations (4.9). Furthermore, because the modes φ(i)−ω have negative frequency, while (ϕ
(i)
−ω)
∗
have positive frequency, in a supersonic flow the field must be expanded as
φˆsup =
∫ ∞
0
dω

e−iωt

φuω aˆuω + φvω aˆvω + θ(ωmax − ω) ∑
i=1,2
(ϕ(i)−ω)
∗ aˆ
(i)†
−ω


+e+iωt

(ϕuω)∗ aˆu †ω + (ϕvω)∗ aˆv †ω + θ(ωmax − ω) ∑
i=1,2
φ
(i)
−ωaˆ
(i)
−ω



 , (4.15)
where the Heaviside function θ(ωmax − ω) has been inserted because the two extra roots exist only for
ω < ωmax. Considering only positive frequency modes in the above expansion, with a slightly abuse of
terminology, from now on we shall refer to φuω and φ
v
ω as positive norm modes, since their corresponding
doublets (φuω , ϕ
u
ω) and (φ
v
ω , ϕ
v
ω) have positive norm. Analogously, we shall refer to (ϕ
(i)
−ω)
∗ as negative
norm modes. In fact, the doublets ((ϕ(i)−ω)
∗, (φ(i)−ω)
∗) have negative norm because, by construction, the
doublets (φ(i)−ω , ϕ
(i)
−ω) have positive norm.
In inhomogeneous flows that cross once the speed of sound and with two asymptotic flat regions,
i.e., as those of Eq. (4.3), one gets a new situation: when ω > ωmax, there are still only two modes,
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Figure 4.2: Left panel: graphical representation of the in mode (ϕin−ω)
∗ in a plane (x, t). It has only
one incoming right-going branch ϕ∗−ω in the supersonic region on the left of the horizon, while it has
3 outgoing branches: two left-going (φvω ,ϕ
∗
−ω) in the supersonic region and one right-going (φ
u
ω) in the
subsonic region. This modes arrives from x→ −∞ with wavevector k(1)ω and, at the turning point, it is
partially reflected back into a mode with wavevector k(2)ω and partially converted in the other out modes.
Right panel: out mode φu,outω . It has one outgoing branch φ
u
ω in the subsonic region and 3 ingoing
branches: one left-going (φvω) in the subsonic region and two right-going (φ
u
ω , ϕ
∗
−ω) in the supersonic
region. Positive (negative) norm modes are represented by solid (dashed) lines. The dotted vertical line
is the horizon.
whereas for ω < ωmax, there are now three independent globally defined ABM [132]. There are only three
independent modes because the semiclassical trajectories associated with the two extra roots (k(1)ω and
k
(2)
ω , see Fig. 4.1) necessarily possess a turning point for xtp < 0, in the supersonic region, since they
cannot propagate in the subsonic region x > 0. Hence these two roots describe the initial and final value
of the momentum of the same mode (see Fig. 4.2, left panel, dashed line).
The location of the turning point xtp depends on ω and its value is easily obtained by solving vgr = 0
[see Eq. (A.101)]. Using Eqs. (4.2) and (3.22), for ω ≪ Λ, one finds [46]
− κKxtp(ω)
cH
≃
(ω
Λ
)2/3
. (4.16)
For ω → 0 fixed Λ, or Λ → ∞ fixed ω, the turning point coincides with the Killing horizon at x = 0,
as expected from the behavior of the semiclassical trajectories in the absence of dispersion.1 When
ω → ωmax, the turning point xtp(ω) → −∞. Hence, the threshold frequency ωmax is fixed by the
asymptotic value of w(x→ −∞). In our velocity flows of Eq. (4.3), one has
ωmax = Λ f(D). (4.17)
As discussed above, in backgrounds containing one sonic horizon, there are two or three ABM, de-
pending on whether ω is larger or smaller than ωmax. Thus, φˆ is can be expanded as [see also Eq. (4.15)]
φˆBH =
∫ ∞
0
dω
{
e−iωt
[
φuω aˆ
u
ω + φ
v
ω aˆ
v
ω + θ(ωmax − ω)(ϕ−ω)∗ aˆ†−ω
]
+e+iωt
[
(ϕuω)
∗ aˆu †ω + (ϕ
v
ω)
∗ aˆv †ω + θ(ωmax − ω)φ−ωaˆ−ω
]}
. (4.18)
As for homogeneous profiles, the modes φuω and φ
v
ω have positive norm and they are associated with the
usual real roots of the dispersion relation (4.13) (see Fig. 4.1). They describe, respectively, propagating
1When considering subsonic dispersion (3.3) by flipping the sign of the k4 term in Eq. (3.22), one verifies that xtp(ω)
flips sign but keeps the same norm.
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right-u and left-v moving waves with respect to the condensed atoms. On the contrary, (ϕ−ω)∗ has
negative norm. It is associated with the extra roots that exist in supersonic flows for ω < ωmax, and
describes phonons that are trapped inside the horizon (x < 0) in the supersonic region. These modes
describe the negative frequency partners of the outgoing Hawking phonons represented by φuω and aˆ
u
ω.
In our infinite condensates, the above modes become superpositions of plane waves both in the left
and right asymptotic regions. We can thus construct without ambiguity the in- and out-mode bases. The
in modes are such that each of them contains only one asymptotic branch with group velocity directed
towards the horizon. The definition of out modes is analogous and based on the criterion that each out
mode contains only one asymptotic branch with group velocity directed away from the horizon. For
instance, the right-going negative norm ingoing mode (Fig. 4.2, left panel) is the wave (ϕin−ω)
∗, whose
projection on the left-going mode φvω vanishes in the right asymptotic region and whose projection on the
right-going mode φuω vanishes in the left asymptotic region. The right-going positive norm u out mode
(Fig. 4.2, right panel) is the wave φu,outω whose projections on the left-going modes φ
v
ω and ϕ
∗
−ω vanish
in the left asymptotic region.
It is clear from the above discussion and Eq. (4.15) that, for ω > ωmax, there exist only two positive
norm modes and, therefore, in- and out-mode bases are linearly related by a trivial (elastic) 2 × 2
transformation
φu,inω = Tωφu,outω +Rωφv,outω ,
φv,inω = R˜ωφu,outω + T˜ω φv,outω ,
(4.19)
with the condition imposed by unitarity
|Tω|2 + |Rω |2 = 1, (4.20)
RωT˜ ∗ω + TωR˜∗ω = 0. (4.21)
Instead, when ω < ωmax, the in and out bases contain three modes which mix with each other in a
nontrivial way by a 3× 3 Bogoliubov transformation [131]
φu,inω = αωφ
u,out
ω + β−ω
(
ϕout−ω
)∗
+ A˜ωφv,outω ,
(ϕin−ω)
∗ = βωφu,outω + α−ω
(
ϕout−ω
)∗
+ B˜ωφv,outω ,
φv,inω = Aωφ
u,out
ω +B−ω
(
ϕout−ω
)∗
+ αvωφ
v,out
ω ,
(4.22)
where we denote with
• α: the projections of the in modes on the corresponding out modes,
• β: the projections of the right-going positive norm modes u on the negative norm mode (and vice
versa),
• A: the projections of right-going positive norm mode u on the left-going positive norm mode v (and
vice versa),
• B: the projections of left-going positive norm mode v on the negative norm mode (and vice versa).
The standard normalization of the modes yields relations such as (from the first equation)
|αω|2 − |β−ω|2 + |A˜ω|2 = 1, (4.23)
where the minus sign in front of the β coefficient comes from the normalization of the negative norm
mode (ϕ−ω)∗.2
Given a quantum state |Ξ〉, which is an eigenstate of the three initial number operators
nˆi,inω ≡ aˆi,in †ω aˆi,inω , (4.24)
the final occupation numbers
ni,outω ≡ 〈Ξ|aˆi,out†ω aˆi,outω |Ξ〉 (4.25)
can be expressed in terms of initial ones
ni,inω ≡ 〈Ξ|aˆi,in†ω aˆi,inω |Ξ〉, (4.26)
2More correctly, we should say that the doublet ((ϕ−ω)∗, (φ−ω)∗) has negative norm because, by construction,
(φ−ω , ϕ−ω) has positive norm. See discussion on page 73.
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by using the coefficients of the scattering matrix (4.22):
nu,outω = n
u,in
ω + |Aω|2(nv,inω − nu,inω ) + |βω|2(1 + nu,inω + nin−ω),
nv,outω = n
v,in
ω + |A˜ω |2(nu,inω − nv,inω ) + |B˜ω|2(1 + nv,inω + nin−ω),
nout−ω = n
u,in
−ω + |β−ω|2(1 + nu,inω + nu,in−ω ) + |B−ω|2(1 + nv,inω + nin−ω).
(4.27)
The first term in every equation is the initial occupation number of the corresponding mode. In the first
two equations, the second term is due to the elastic scattering between right- and left-going modes. The
third term, which is due to the presence of negative norm modes, is the sum of spontaneous (represented
by the 1 in the parenthesis) and stimulated emission involving the initial occupation number of the
partner and the species itself. In the third equation the elastic scattering term is missing, but there are
two spontaneous/stimulated emission terms related to the two pair-creation channels.
When the initial state is vacuum,the final occupation numbers are
nu,outω = |βω|2, (4.28)
nv,outω = |B˜ω|2, (4.29)
nout−ω = |β−ω|2 + |B−ω|2 = nu,outω + nv.outω . (4.30)
From these relations one sees that the norm of βω fixes the occupation number of outgoing phonons
spontaneously produced by the scattering of the quantum field near the black hole horizon. In the
standard analysis without dispersion, nu,outω is Planckian and describes the Hawking effect [32]. In that
case, for massless conformally invariant fields, nv,outω , the number of left moving phonons spontaneously
produced, identically vanishes. In the presence of dispersion, one generally finds nv,outω ≪ nu,outω . Hence
the scattering of a dispersive field on a sonic horizon basically consists of a more general and slightly
modified version of the standard Hawking effect. This is true when ωmax & 2κ. For larger values of κ,
the deviations become large, but the structure of Eq. (4.22) and the meaning of its coefficients remain
unchanged [131, 158].
Note that, if we choose a quantum state |χ〉 which is not an eigenstate of the initial occupation
operators nˆi,inω , Eq. (4.27) is not complete and other terms must be added. For instance, if
|χ〉 = 1√
2
(
aˆu,in †ω + aˆ
v,in †
ω
) |0in〉. (4.31)
the final occupation number of the u mode would be
1
2
|αω +Aω|2 + β2 = 12 +
3
2
|β|2 +Re(αωA∗ω), (4.32)
while, Eq. (4.27) would yield a wrong result
1
2
+
3
2
|β|2, (4.33)
where the cross term Re(αωA∗ω) is missing.
In that case, Eq. (4.27) becomes rather complicated and it is difficult to have a grasp on the expected
particle content of the out modes. Let us imagine what would happen in the case in which the horizon
is not always present but it is created at some finite time as in [9]. In that case, at early times, there
are only two ABM for each frequency ω, because the negative norm modes are not present, since the
condensate is everywhere supersonic. If the initial state was the Fock vacuum for these two modes, once
the horizon was formed, one would reasonably expect that this quantum state would look as “almost”
vacuum for the destruction operators aˆu,inω , aˆ
v,in
ω . More difficult would be to determine whether the state
would also be vacuum for aˆin−ω. It is of course reasonable to assume that, if the horizon was formed
adiabatically, the state would not contain negative frequency particles. If this were the case, the results
of [131] for a stationary geometry with vacuum initial condition might be applicable also to a realistic
scenario when the horizon is created at a finite time.
In [41], a numerical simulation shows that this is indeed what happens when the state is initially
vacuum and the horizon is formed. After some transient radiation, the emission settles down to a
stationary regime, coinciding with what is expected from calculations in eternal black holes (see Sec. 3.3.2).
Probably, even in a real experiment where both the initial state are not so under control and the formation
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of the horizon cannot be made arbitrary slow, things would not differ so much from this situation. The
initial state would almost coincide with the eternal in vacuum state and standard Hawking radiation would
be propably detected, after some transient period, in the same fashion as in numerical simulations [41].
However, it is meaningful to ask what would happen in a real black hole if one allowed for modified
superluminal dispersion relation. In general relativity a quantum state that is vacuum before the star
collapse at late times is equivalent, at late times, to the Unruh state [182] of an eternal black hole. In
our language, this corresponds to say that the quantum state which is vacuum before the star collapse
would be equivalent to the vacuum state described above (nu,inω = n
v,in
ω = n
in
−ω = 0) for a stationary
geometry. Would this be also true for superluminal modifications to the dispersion relation? What would
the corresponding occupation number nin−ω be? Would this quantum state show Hawking radiation at
late times? In general relativity the Unruh state is the only possible one. If the collapse tried to select
another state, vacuum polarization and energy carried by Hawking radiation would not cancel each other
on the horizon, leading there to a divergence of the stress energy tensor, so that the back reaction would
likely prevent the formation of the horizon [14]. So the Unruh state is the only possible state for real
black holes and it must be stable against perturbations of initial data, since other possibilities would
eventually yield divergences on the horizon.
In the presence of superluminal dispersion relation the situation is completely different. First, the
divergence on the horizon is tamed by the modifications of the dispersion relation. In fact, modes
traced back in time toward the horizon are still blueshifted but not infinitely, because when they reach
a certain wavenumber they can cross the horizon and propagate inside the horizon. This leads to the
second difference: Playing now the movie forward in time, modes can escape from the horizon carrying
information about the interior and, in the case of a real black hole, about the singularity. As a consequence
one should put conditions on the singularity (or on a very strong curvature region, assuming that the
superluminal dispersion relation tamed also the singularity) in order to predict what one would observe at
late times far from the black hole. In any case, it is not clear at all why the quantum state should appear as
the equivalent of the Unruh state [that is the state considered above in Eq. (4.28), (4.29), and (4.30)] and,
for instance, not as the equivalent of the Boulware state [30], with no emission of particle, or something
in between.
4.1.3 Observables
In what follows we study, for a stationary geometry, the properties of noutω of Eq. (4.28), the mean
occupation number of phonons of frequency ω spontaneously emitted to the right region, i.e., against the
flow, when the quantum state is vacuum for ingoing modes (ni,inω = 0). The figures of this chapter have
been obtained by numerically solving Eq. (3.19) for Fourier modes of Eq. (4.8) [see Eq. (A.24)] with the
code described in Appendix B.
In Fig. 4.3, left panel, we present the energy flux
fω ≡ ω nu,outω , (4.34)
as a function of ω, for different values of D, keeping fixed all the other parameters. When working with
a relativistic massless field, one would obtain a Planck spectrum with a temperature TH = κK/2π (solid
line). When D is sufficiently large (D & 0.1), the phonon flux does not differ from the Planck flux at the
corresponding temperature. However, for D = 0.1, ωmax is much smaller than the Hawking temperature,
such that this cut off occurs at a frequency much lower than TH. In that case the flux is much weaker
than the corresponding Planckian one. However, the spectrum is remarkably close to the Planckian
spectrum when ωmax is sufficiently large and, even when it differs from it, it changes very smoothly with
D, becoming weaker but with the same shape. This is in accordance with the robustness of the flux
already recognized in [184, 33, 46].
Since comparing energy fluxes fω is not convenient, we introduce the temperature function, implicitly
defined by
nu,outω ≡
1
exp(ω/Tω)− 1 . (4.35)
As such, Tω is simply another way to express nu,outω , but it presents the great advantage of being constant
whenever the flux is Planckian.
In fact, as can be seen in Fig. 4.3, right panel, Tω remains remarkably constant, until ω approaches
the critical frequency ωmax of Eq. (4.17). At that frequency, the signal drops down as it must do, since
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Figure 4.3: log10(fω/TH) (left panel) and Tω/TH of Eq. (4.35) (right panel) versus ω/κ for different values
of D. The solid line in the left panel represents the Planck flux at temperature TH = κK/2π. When
D > 0.1, the phonon flux hardly differs from it, while for D = 0.1, ωmax ≪ 10TH and the flux is weaker.
In the right panel, for all values of D, Tω hardly varies until ω → ωmax of Eq. (4.17), where the flux
vanishes. For ωmax & 10TH, as can be seen from the horizontal upper scale, these spectra are, to a high
precision, Planckian. In both panels, the fixed parameters are Λ/κ = 15, n = np = 1.
the Bogoliubov transformation (4.22) becomes trivial, because the negative norm mode ϕ−ω no longer
exists above ωmax. This cutoff effect relies on the asymptotic value of the flow v+c, and has been studied
in detail in [132, 131]. In what follows we focus instead on the deviations of the spectrum which depend
on the near horizon properties of v + c. Furthermore, from Fig. 4.3, it is even clearer what we observed
for the flux fω: The spectrum is close to a Planckian one even for very small values of D (and, as a
consequence, of ωmax) but with a much lower value of the temperature. This robustness of the thermal
properties of the spectrum was completely unexpected and can actually be properly investigated only with
numerical techniques. In Sec. 4.3, we will show that the robustness of the thermality of the spectrum is a
very general property and its temperature, although possibly very different from the standard Hawking
temperature, can be estimated in a simple way as an average of the standard decay rate (4.2) over a small
region around the horizon [see Eq. (4.54)].
Since one of our main goals is to identify the parameters governing the deviations from Planckianity,
it is convenient to define
∆H ≡
fω=TH − fTHω=TH
fTHω=TH
, (4.36)
where fω is the energy flux defined in Eq. (4.34) and fTHω is the thermal flux at temperature TH. This
quantity parametrizes the deviation of the observed flux f at a reference frequency ω = TH, with respect
to the standard thermal spectrum fTH at temperature TH. In Fig. 4.4, ∆H is plotted as a function of
ωmax/κ for two values of D. As shown in Eq. (4.17), ωmax depends both on Λ and D, so, for each curve,
ωmax/κ is varied by varying only Λ and keeping D constant. When ωmax/κ & 2, that is ωmax is an
order of magnitude larger than the Hawking temperature TH, there are no substantial deviations of the
observed flux from the Planckian one. Furthermore the two curves merge together, signaling that those
small deviations are governed only by the ratio ωmax/κ and not independently by D or Λ. This means
that, as far as this analysis allow to discriminate, all the effects of dispersion are encoded in a single
parameter ωmax.
All the above results [131] were obtained using the symmetrical profiles of Eq. (4.3). One may therefore
wonder whether the observed robustness of the spectrum is not partially due to the symmetry of the flow
with respect to the horizon, namely w(−x) = −w(x). Furthermore, using a velocity profile as simple
as that of Eq. (4.3), some difficulties appear in the characterization of the deviations of the observed
spectrum from a Planckian one at temperature TH. In fact, these deviations have different origins and
are governed by different parameters. To investigate these two issues, in the following sections we shall
consider flows which are highly asymmetric and with short scales perturbations.
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Figure 4.4: ∆H of Eq. (4.36) as a function of ωmax/κ for two values of D. When ωmax/κ is large enough,
deviations from Planckianity are small and, more importantly, governed by the ratio ωmax/κ only and
not independently by D or Λ.
4.2 Asymmetric velocity profiles
To investigate whether the robustness of the spectrum observed in [131] was due or not to the sym-
metry of the flow with respect to the horizon, we study here a more general class of flows with respect
to those of Eq. (4.3), namely
w(x)
cH
= D1 +D tanh
1/n
[(
κx
DcH
)n]
(4.37)
and, for the sake of simplicity, we investigate only the case n = 1. In particular, we shall study the
spectrum in the interesting limiting cases where the horizon disappears because the flux becomes either
sub or supersonic.
The new parameter D1, which was taken to be 0 in [132, 131], fixes the asymmetry between sub and
supersonic regimes. When D1 > D, the flow is everywhere subsonic and, when D1 < −D, it is supersonic,
see Fig. 4.5. Instead, when |D1| < D, there is a sonic (Killing) horizon where w = 0, localized at
xH = −DcH
κ
arctanh
(
D1
D
)
. (4.38)
It separates the sub (x > xH) from the supersonic region (x < xH). In such a flow, when ignoring
dispersion, the spectrum of upstream phonons spontaneously emitted from the horizon would be very
simple, and would strictly correspond to Hawking radiation [183, 184]. It would follow a Planck law at
Hawking temperature TH = κK/2π, where the surface gravity κK is
κK ≡ ∂x(c+ v)|x=xH = κ
[
1−
(
D1
D
)2]
. (4.39)
Note that, as for the symmetric velocity profiles of Eq. (4.3), κ still fixes the maximum slope of w(x),
but it cannot now be interpreted as the surface gravity of the horizon, that is determined by κK.
In Fig. 4.6, Tω and TH (horizontal lines) are plotted for various values ofD1. They are both normalized
using the temperature scale κ/2π, determined by κ, in order to better appreciate the scaling of κK with
D1, which is given in Eq. (4.39). We distinguish four regimes:
• For |D1| sufficiently smaller than D, the spectrum is Planckian until ω approaches ωmax, where
it vanishes. For D1 > 0, ωmax decreases since |w(x = −∞)| does so, and conversely for D1 < 0.
However for both signs, at low frequency Tω closely follows κK/2π of (4.39).
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Figure 4.5: Four velocity profiles w = c+ v of Eq. (4.37) with the same height D but four values of D1.
For D1 = 0 (solid line), one recovers the symmetric case of [132] with the Killing horizon (solid vertical
line) at x = 0. For −D < D1 < 0 (dashed line), the horizon (dashed vertical line) is shifted to x > 0. For
illustrative purposes, we indicate on the plot the values of D +D1 = D − |D1| and D −D1 = D + |D1|.
In the last two cases, there is no horizon: for D1 < −D (dotted line), the flow is everywhere supersonic,
and for D1 > D (dotdashed line), it is subsonic.
• When |D1| → D, κK of (4.39) drops down to 0 and the sonic horizon disappears. In this critical
regime, deviations from Planckianity appear even at low frequency.
• For D1 > D, the flow is everywhere subsonic. There is no particle production because there are no
negative norm modes with ω > 0.
• For D1 < −D, the flow is supersonic. A new critical frequency ωmin < ωmax appears. For 0 < ω <
ωmin, there are now 4 asymptotic in and out modes, and the scattering matrix is 4 × 4, and the
treatment of Sec. 4.1.2 does not apply. However, for ωmin < ω < ωmax there are only 3 modes, this
frequency band can be handled by this analysis. In this range, as can be seen in the left panel,
nu,outω is close to the case where D1 > −D, even though the spectrum is not at all Planckian.
Furthermore, we checked that the shape of the spectrum is hardly changed when varying the “healing
frequency” Λ. Namely, spectra calculated with different values of ξ almost coincide when Tω is plotted
versus the rescaled quantity ω/ωmax(Λ).
Finally, to identify the parameters governing the deviation from Planckianity, ∆H, defined in Eq. (4.36),
is plotted as a function of ωmax(Λ)/κ in Fig. 4.6 (right panel). Various values of D1 are used, while the
ratio D1/D is kept constant respectively for the three lower curves (D1/D = −1/5), and for the three
upper curves (D1/D = 4/5). As expected, ∆H goes to 0 for large values of ωmax/κ. What we learn here
is that the leading deviations from Planckianity do not depend separately on D1 or D but only on their
ratio.
To conclude, we stress that the thermal spectrum at the naïve surface gravity (4.39) provides a reliable
approximation of the actual phonon spectrum in all cases but the critical ones where the sonic horizon
disappears. In these extreme cases, the spectrum is no longer thermal and its properties are governed by
the dispersive properties of field.
4.3 Short-scale perturbations: Broadening the horizon
As discussed at the beginning of this chapter, the robustness of Hawking radiation against modi-
fications of the dispersion relation is well established. However, it is not well known for which flow
configurations this is true, since only very smooth and symmetric flow profiles have been studied so far,
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Figure 4.6: Left panel: Tω for 6 values of D1/D, with D = 0.5 and Λ/κ = 10 fixed. The horizontal lines
represent TH(D1) of Eq. (4.39), respectively for |D1| = 0, 0.2, 0.4. For D1 < −D the curve is truncated
at ωmin as explained in the text. Right panel: ∆H as a function of ωmax/κ for two values of D1/D and
variousD1. When ωmax/κ is large enough, deviations from Planckianity are small and, more importantly,
governed by the ratio D1/D only.
with the exception of the step-like profile of [158]. In this case, somehow unexpectedly, the predicted
spectrum is thermal even if the Hawking temperature cannot be computed because the surface gravity
is virtually infinite because of the non-smooth profile. To understand why this is possible, we consider
velocity profiles with quite sharp perturbations on very small scales and, varying the velocity profile, we
study the deviations of the spectrum from Planckianity and, in the case the spectrum is thermal, the
deviation of its temperature from Hawking one.
4.3.1 Profiles
As already mentioned, it is difficult to characterize the deviations from the Planck spectrum by using
a velocity profile described by such few parameters as that of Eq. (4.3).
To this aim, we introduce flow profiles governed by several scales of the form
c(x) + v(x) = w(x) = wB(x) + wp(x), (4.40)
where wB is a reference background profile and wp a perturbation of smaller amplitude: 0 ≤ |wp(x)| .
|wB(x)|.
The background profile is still given by Eq. (4.3)
wB(x)
cH
= D sign(x) tanh1/n
[(
κB|x|
cHD
)n]
. (4.41)
We shall consider two classes of perturbations, symmetric ones with respect to the horizon, i.e., wp(x) =
−wp(−x), and then, in Sec. 4.3.7, more general ones without that symmetry. The symmetric ones are
similar to wB:
wp(x)
cH
= Dp sign(x) tanh
1/np
[(
κp|x|
cHDp
)np]
. (4.42)
The condition 0 ≤ |wp| . |wB| is simply 0 ≤ Dp . D. In Fig. 4.7, we plot w(x), its first and second
derivatives for different values of κp/κB and Dp.
The smoothness parameter np will range from 0.5 to 4. We shall see that it only affects the flux
marginally. In fact the most important quantity is Dp. Its role is to fix
|xlin| ≃ cHDp
κp
, (4.43)
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Figure 4.7: Top panel: background flow wB (solid line) for n = 3, D = 0.5 and two perturbations wp
(amplified by a factor of 5, dashed and dotted lines), with np = 1, and (κp/κB, Dp) equal to (0.4, 0.02) and
(−0.4, 0.01). Bottom panels: first and second derivative of wB (solid line) and of w = wB + wp (dashed
and dotted lines) for the same wp. Narrower perturbations induce higher modifications of derivatives of
w.
the interval of x over which w(x) is linear. In this respect, it should be noticed that the surface gravity
is equal to
κK ≡ ∂x(c+ v)|x=0 = κB + κp, (4.44)
irrespectively of the value of Dp, and that of np. For relativistic fields, Dp would play no role since the
temperature is κK/2π (when ignoring gray body factors, a correct approximation in our settings when
q = 1/2). For dispersive fields instead, Dp plays a crucial role.
4.3.2 Planckian character
In Fig. 4.8, left panel, we present the energy flux of Eq. (4.34) as a function of ω for different values of
the Dp, keeping fixed all the other parameters. When working with a relativistic massless field, one would
obtain a Planck spectrum with a temperature TH = κK/2π, irrespectively of the value of Dp. To ease the
comparison with the dispersive fluxes, we have represented this flux by a solid line. Working with the
Bogoliubov–de Gennes equation (3.19), we see instead that the flux varies with Dp. In fact it increases
monotonically. Moreover, when Dp → 0, we verified that it coincides with the flux one would obtain in the
reference flow wB. We also see that when Dp is sufficiently large, the flux saturates and agrees to a high
accuracy with the Planck spectrum at temperature TH, in accordance with the robustness [184, 33, 46]
of the flux, as discussed in Sec. 4.1.3.
The Planckian character of the spectrum is evident from Fig. 4.8 (right panel), in which we plot
Tω/TB, where
TB ≡ κB2π (4.45)
is the Hawking temperature for an unperturbed flow profile of Eq. (4.41). Note that Tω remains remark-
ably constant, until ω approaches the critical frequency ωmax of Eq. (4.17). In addition to the observables
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Figure 4.8: log10(fω/TH) (left panel) and Tω/TB of Eq. (4.35) (right panel) versus ω/κB for different
values of Dp, but the same surface gravity κK = 1.5κB. The solid line in the left panel represents the
Planck flux at temperature TH = κK/2π. When Dp = 0.1, the phonon flux hardly differs from it. For
smaller values of Dp, the flux is weaker, and for Dp → 0, it is fixed by the background surface gravity
κB. In the right panel, TB = κB/2π is the Hawking temperature of the background flow. For all values
of Dp, Tω hardly varies until ω → ωmax of Eq. (4.17), where the flux vanishes. Since ωmax & 10TB, as
can be seen from the horizontal upper scale, these spectra are, to a high precision, Planckian. In both
panels, the fixed parameters are Λ/κB = 15, D = 0.4, κp/κB = 0.5, n = np = 1.
defined in Sec. 4.1.3, to quantify the small deviations from a Planck spectrum at temperature
T0 ≡ lim
ω→0
Tω, (4.46)
we study the relative deviation
∆T (ω) ≡ T0 − Tω
T0
. (4.47)
For all values of Dp we found that
|∆T (T0)| . 3.× 10−4. (4.48)
Note that ∆T (T0) 6= 0 is not due to numerical errors, but it really characterizes the deviations. Equa-
tion (4.48) implies that, to a high accuracy, the spectrum remains Planckian even when T0 completely
differs from TH. (In the present case, it differs by 33%, since κK = 1.5 κB.) The smallness of ∆T (T0) also
implies that the parameters that govern the deviations from Planckianity differ from those governing the
shift T0 − TH. Hence when studying the robustness of the Hawking flux against introducing dispersion,
one must differentiate these two types of deviations.
These are the first important results of [69]. They generalize what was observed in [132, 131] to a
much wider class of flows: First, that the thermality is well preserved whenever ωmax/TB & 10, and,
second, that the relative temperature shift T0/TH− 1 is much larger than ∆T (T0). In the sequel we work
with ωmax/TB & 10 and study how the low frequency temperature T0 depends on κp, Dp, np and Λ.
4.3.3 The critical value of Dp
In Fig. 4.8, right panel, we saw that T0 starts from κB/2π for Dp → 0, and asymptotes to TH = κK/2π
for Dp larger than some critical value Dcritp . (We have checked that this is also the case when κp < 0,
and this down to κp = −κB, in which case the surface gravity κK vanishes.) To understand what fixes
Dcritp , we first consider series of flows wB +wp(Dp) for different values of κp at fixed κB. For each series,
the surface gravity κK = κB + κp is thus constant. The resulting temperatures T0(Dp) are presented in
Fig. 4.9, left panel. This figure reveals many interesting features. For small values of Dp, T0 increases
linearly with Dp in a manner essentially independent of κp. In addition, for each series, when Dp is large
enough, T0 saturates at the standard result TH = κK/2π.
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Figure 4.9: Left panel: T0/TB versus Dp for κp/κB from 0.2 to 1, and with Λ/κB = 15, D = 0.3,
n = np = 1. Along each curve the surface gravity κK of Eq. (4.44) is constant. It fixes the temperature
only for D ≫ Dcritp . The vertical line gives the value of the healing length ξ. Right panel: T0/TB versus
Dp for Λ/κB from 12 to 20, and with κp/κB = 0.5, D = 0.3, n = np = 1. The vertical lines give the
values of the healing length ξ =
√
2cH/Λ. One can see that Dcritp of Eq. (4.51) is not (directly) related to
ξ.
Given the linear behavior of T0 for small Dp and the saturation for large values, i.e.,
2πT0(Dp ≪ Dcritp ) ∼ κB + sDp,
2πT0(Dp ≫ Dcritp ) ∼ κB + κp = κK,
(4.49)
we define Dcritp as the value of Dp where these intercept, and obtain
Dcritp =
κp
s
. (4.50)
To understand what fixes the slope s, we consider series of flows with different values of the ultraviolet
dispersion scale Λ. The results are presented in Fig. 4.9, right panel. It is numerically easy to see that
s ∝ Λ2/3. Hence we get
Dcritp ∝ κp Λ−2/3. (4.51)
We now present a simple argument telling howDcritp should scale with the various parameters. In [131],
by considering wB of Eq. (4.41), it was observed that the leading deviations due to dispersion are governed
by inverse powers of ωmax/κB. For these unperturbed flows, ωmax of Eq. (4.17), even though initially
defined as the frequency such that the turning point xtp(ω) of Eq. (4.16) is pushed to −∞, also corresponds
to the frequency such that the turning point is at the edge of the domain ∼ cHD/κB, where wB is linear
in x.
When working with w = wB + wp of Eq. (4.42) and with Dp ≪ D, the linear domain is now given
by xlin of Eq. (4.43). Hence we expect that the deviations will be now governed by inverse powers of
ωMp/κK, where ωMp is the new critical frequency fixed by xlin. The value of ωMp is such that the turning
point |xtp(ω)| of Eq. (4.16) equals xlin. Using Eq. (4.43), |xtp(ωMp)| = xlin gives
ωMp ≃ Λ
(
κK
κp
Dp
)3/2
. (4.52)
Since the deviations from the standard result should be small when ωMp/κK ≫ 1, the critical value of
Dp below which the temperature of the emitted radiation is no longer given by TH should scale as
Dcritp ∼
κp
(κK Λ2)1/3
. (4.53)
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A rigorous study [50] of the connection formulas [33, 45, 94, 187] confirms the result of this simple
reasoning.
Equation (4.53) is in agreement with Eq. (4.51) for κp ≪ κB. In the following section, we shall
numerically validate it for all values of κp. Before proceeding, we checked that Dcritp does not significantly
depend on the background quantities n, D and κB, as one could have expected. The weak, subleading,
dependence on np is studied in Sec. 4.3.5.
4.3.4 The averaged surface gravity
So far we have some understanding of the Planckian character of the flux in the robust regime when
Dp > D
crit
p , and of the value of D
crit
p [50]. Instead, what fixes Tω outside this regime, for Dp < D
crit
p , is
terra incognita.
We shall now numerically establish that, to a good approximation when ωmax/TB & 10, the tempera-
ture is determined by the average of the gradient dw/dx over a width that we parametrize by dξ = dLξ+d
R
ξ ,
where dLξ and d
R
ξ are respectively the width on the left and on the right calculated from the Killing horizon
at x = 0.
In fact, given that the dispersion of Eq. (3.22) defines a “healing length” ξ =
√
2c/Λ, it is not surprising
that ξ in turns defines a minimal resolution length, such that details of w(x) smaller than dξ are not
“seen” by the phonon field. In other words, because of dispersion, it is as if we were dealing with a
horizon of width dξ.3 Moreover, when dLξ 6= dRξ , this means that the center of the effective horizon is
displaced with respect to the Killing horizon to x¯hor = (dRξ − dLξ )/2.
To test the idea that the temperature be determined by an average “surface gravity,” we introduce
κ¯ ≡ 1
dξ
∫ dRξ
−dL
ξ
dx
dw(x)
dx
=
w(dRξ )− w(−dLξ )
dξ
. (4.54)
Using Eqs. (4.41) and (4.42), we get
κ¯ = κB +
wp(dRξ ) + wp(d
L
ξ )
dξ
+O
[(
κBdξ
DcH
)2n]
, (4.55)
where we assume that dξ ≪ D/κB, so that the average of the background term wB is approximately κB,
plus corrections of the order of (κBdξ/DcH)2n.
We proceed as follows: We compute T0 for about 200 values of Dp for some fixed values of the
perturbed flow parameters (np, κp) and the dispersive scale Λ, i.e., along series as those represented in
Fig. 4.9. Out of this set we extract five quantities, namely, κB(fit), np(fit), κp(fit), dLξ , and d
R
ξ , by fitting
κ¯(κB, np, κp, dLξ , d
R
ξ ;Dp)/2π of Eq. (4.55) with a nonlinear least-squares method. The agreement between
the couples T0(Dp) and the fitted function κ¯(Dp)/2π is really striking—see Fig. 4.10 for an example.
Moreover, the fitted values κB(fit) and κp(fit) are in very good agreement (less than 1.5% and 1%,
respectively) with their values used in the flow w. This is a necessary check to validate that it is the
average of ∂xw that governs the temperature. However, the agreement between np(fit) and np is less
good. This indicates that the actual temperature is not exactly given by the average of Eq. (4.54).4 Even
though this is a subdominant effect, it is interesting to see under which conditions a better agreement
between np(fit) and np is reached.
4.3.5 Subleading effects in np
The parameter np of Eq. (4.42) determines the smoothness of the transition between the region where
wp(x) is linear, with constant derivative κp, and the region where it is flat, equal to DpcH. Larger values
3This important result should be opposed to the possibility discussed in [187, 168] according to which Tω could be
governed by a local, ω-dependent, function of w, e.g. by the value of ∂xw evaluated at the turning point of Eq. (4.16). In
fact our numerical results indicate that it is a non-local quantity that fixes the temperature, and in a manner essentially
independent of ω. This is reminiscent of the ideas that quantum gravitational effects might blur the horizon [146, 147] and
that dispersion might regulate the black hole entanglement entropy [103].
4We notice that different averaging procedures could have been considered in the place of Eq. (4.54), and they would
have given slightly different results. At this point, we are not in the position to distinguish among them. What is important
is that the scaling laws we shall derive in Sec. 4.3.6 are independent of the particular choice.
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Figure 4.10: Dots: T0/TB versus Dp computed for Λ/κB = 15, D = 0.4, np = n = 1, κp/κB = 0.5. Solid
line: best fit curve κ¯/2πTB obtained by using κ¯ of Eq. (4.55). The perfect agreement establishes that the
temperature T0 equals κ¯/2π. Dashed lines: asymptotic behaviors for Dp ≪ Dcritp and Dp ≫ Dcritp [see
Eqs. (4.49) and (4.50)].
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Figure 4.11: Left panel: T0/TB versus Dp for different values of np of Eq. (4.42) with κp/κB = 0.5,
D = 0.4, n = 2. T0 monotonically approaches TH for np ≤ 1. When np > 1 instead, it exceeds TH
near Dcritp and then approaches it with oscillations. Right panel: the relative difference (np
(fit) − np)/np
versus np. The difference decreases for smaller np, in a rather insensitive way with respect to Λ/κB (dots,
Λ/κB = 15; squares, Λ/κB = 20).
of np make that transition sharper. Therefore higher derivatives of w will become very large at the end
of the linear-regime region, near xlin of Eq. (4.43). As a consequence, nonadiabatic effects become more
important, thereby generating larger deviations between T0 and κ¯/2π of Eq. (4.55).
To investigate these deviations, we compare T0(Dp) for various values of np. As it appears from
Fig. 4.11, left panel, s and Dcritp do not significantly depend on np. However, the transition region
between the linear regime and the constant regime depends on np. The transition is indeed monotonic
for small values of np whereas, for np > 1, T0 oscillates around TH = κK/2π. The monotonic function
of Eq. (4.54) will of course never describe these oscillations. However, for np ≤ 1, one can compare
np
(fit) with np. The result is shown in Fig. 4.11, right panel. The dots and the squares are computed
using different values of Λ/κB, respectively 15 and 20. One sees that npfit is always larger than np.
One also sees that the discrepancy becomes smaller when np decreases, as expected, since nonadiabatic
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effects are smaller for smoother profiles, hence smaller np. One should not overestimate the relevance of
this discrepancy because we found that the value of np(fit) is correlated in the fitting procedure to the
difference dRξ − dLξ . For instance, when imposing dRξ = dLξ , np(fit) − np is reduced by a factor of about 2.
The important conclusion is the following. When nonadiabatic effects are small, the temperature of
the phonon flux is well approximated by 1/2π times the average of ∂xw over a certain width dξ [see
Eq. (4.54)].
4.3.6 The scaling laws of the width dξ
Unlike κB, κp, np, Dp which characterize the flow w and Λ which fixes the healing length, dξ is not a
parameter entering the mode equation (A.97), which is directly derived from the Bogoliubov–de Gennes
equation (3.19). Therefore the value obtained in a fit cannot be compared with some a priori known
value. In fact dξ should be conceived as an emergent, effective, length scale.
Before using numerical results to determine how dξ scales when changing κK, κp and Λ, we point out
that we can predict how it should do, as dξ is closely related to Dcritp of Eq. (4.53). Indeed, taking the
limits of Eq. (4.55) for small and large Dp we obtain
κ¯
(
Dp ≪ κpdξ
cH
)
∼ κB + 2DpcH
dξ
,
κ¯
(
Dp ≫ κpdξ
cH
)
∼ κK,
(4.56)
and hence, using Eq. (4.49) and (4.50), we get
dξ =
2cHDcritp
κp
. (4.57)
In other words, the critical value of Dp separating the two regimes of T0(Dp) shown in Fig. 4.10 strictly
corresponds to the width dξ one should use in Eq. (4.54) to follow T0(Dp). Using Eq. (4.53), we get
dξ = d× cH(κK Λ2)1/3 , (4.58)
where d is a constant. In terms of the healing length ξ =
√
2cH/Λ, this gives
dξ
ξ
= d×
(
2ξ
dK
)−1/3
, (4.59)
where dK ≡ cH/κK is the surface gravity length. Hence, when ξ ≪ dK , dξ is significantly larger than ξ.
The prediction of Eq. (4.58) can be numerically validated by a linear5 least-square fit of
log
(
dξ
κB
cH
)
= log(d) + a log
(
Λ
κB
)
+ b log
(
κp
κB
)
+ c log
(
1 +
κp
κB
)
. (4.60)
We used a grid of 110 values of (κp,Λ). The corresponding values of dξ(κp,Λ) are extracted from series
of about 200 couples (T0, Dp) using the procedure described after Eq. (4.54). κp/κB ranges from 0.1 to
1, with step 0.1 and Λ/κB ranges from 10 to 20 with unitary step. The other parameters are D = 0.4,
n = np = 1, q = 0.5.6 The result of the fit is
a = −0.627, b = 0.024,
c = −0.33, d = 1.58, (4.61)
where the numerical error is on the last figure. The exponent a differs from about 5% from its expected
value −0.667. The exponent b is also close to its expected value 0. Finally, c perfectly matches its
5When the function is linear in the parameters, a close-form solution of the χ2 minimization problem is available. This
method is therefore preferable to non-linear ones.
6Because of numerical noise, for some series (Λ,κp), it was not possible to obtain a sufficiently large number of points
(T0,Dp). In particular it is difficult to obtain T0 for large values of Dp. We therefore decided to use only the series for
which we obtained T0 for every value of Dp from 0 to 0.1 (namely 100 points, with step 0.001). In this way, there are points
with Dp & Dcritp in the series (T0, Dp) used to determine dξ. This condition is satisfied by 71 series over 110.
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Figure 4.12: On the left panel, T0/TB as a function of Dp for various values of δ, and, on the right, T0/TB
as a function of δ with Dp from Dp = 0.02 to Dp = 0.3. Λ/κB = 15, D = 0.4, κp/κB = 0.5, n = np = 1.
On the left panel, for values of δ ≥ −0.05, T0(Dp) behaves as in Fig. 4.10, whereas, for more negative
values of δ, T0 behaves differently. On the right panel, the asymmetry of T0 under δ → −δ is clearly
visible for Dp < Dcritp ≈ 0.06.
theoretical estimate. Furthermore, we notice that the unknown constant d introduced in Eq. (4.58) is of
the order of 1.
In brief, for the considered class of flows, we have established that, to some accuracy,
• the spectrum is Planckian,
• the temperature equals κ¯/2π for a width dξ, and
• dξ scales according to Eq. (4.58) with d ≈ 1.6.
From our fits we also found that the broadened horizon is slightly displaced with respect to the Killing
horizon by a shift |x¯hor| ≈ 0.1dξ. However, because of the symmetry of Eq. (4.55), we cannot know the
sign of x¯hor. To determine it, it is necessary to consider asymmetric flows.
4.3.7 Asymmetric flow profiles
In this section, we consider profiles of the form
wpδ(x) = wp(x− δ)− wp(−δ), (4.62)
which are simply wp of Eq. (4.42) shifted from the horizon by δ. We have subtracted the constant term
wp(−δ) so that wB + wpδ still vanishes at x = 0. In Fig. 4.12, T0 is plotted as a function of Dp for
different δ (left plot), and as a function of δ for different Dp (right plot). The behavior of these curves
is quite complicated. To understand it, we first consider smooth perturbations, i.e. perturbations with
Dp > D
crit
p ≈ 0.06.
From the right panel of Fig. 4.12, when Dp > Dcritp , but for both signs of δ, we see that T0 mono-
tonically interpolates from TH = κK/2π, when δ is small and the perturbation is close to the horizon, to
TB = κB/2π, when δ → ∞. In that case, the perturbation is far from the horizon and thus no longer
contributes to κK which equals its background value κB. When considering instead well localized per-
turbations, that is values of Dp smaller than Dcritp , we see that T0 oscillates, but only for δ sufficiently
negative, i.e. when the perturbation is sufficiently displaced in the region where the decaying mode oscil-
lates.7 The origin of these oscillations can be understood as follows. The scattering on the well localized
7We have adopted this formulation because, for subluminal dispersion, we expect that the sign of x¯hor will be the
opposite, and this in virtue of the “symmetry” between the behavior of modes for sub and superluminal dispersion [50].
Indeed, for (sub) superluminal dispersion the turning point is in the (sub) super-sonic region, see Eq. (4.16). In both cases,
the mode decays on the other side of the turning point [46, 132].
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Figure 4.13: Left panel: The parameter ∆T (ω) of Eq. (4.47) versus ω/κB for different values of δ. For
δ = 0, continuous line, the perturbation is symmetric with respect to the horizon, and∆T (ω) is extremely
small in agreement with Eq. (4.48). When δ > 0 and (−δ) ≤ dξ ≈ 0.2 cH/κB, ∆T (ω) stays very small and
no oscillations are found. Instead when −δ ≫ dξ, oscillations of large amplitudes appear even for low
frequencies, i.e., ω ≪ ωmax ≈ 13TB, thereby indicating that the spectrum is no longer Planckian. The
fixed parameters are Λ/κB = 15, D = 0.4, Dp = 0.02, κp/κB = 0.5, n = np = 1. Right panel: Numerical
data (dots) for the series T0(δ)/TB with Dp = 0.15 ≈ 2.5Dcritp and 0.05 ≈ 0.8Dcritp of Fig. 4.12, right plot.
The solid lines are the values of the fitted function of Eq. (4.54). The dotted line represents the surface
gravity κK(δ)/2π for Dp = 0.05. The agreement between the temperature and κ¯/2π is quite good in the
domains with no interference. The lowering of the peak and its shift to the left for small values of Dp
are rather well reproduced. None of these effects are found when using the surface gravity κK(δ).
bump in ∂xw(x) interferes with the scattering on the horizon, thereby producing oscillatory behaviors.8
It is quite clear that the average of Eq. (4.54) cannot describe these oscillations. However this should
not be conceived as limiting the validity of the observation that the temperature is given by this average.
Indeed, these oscillations result from interferences between two spatially separated scatterings. In these
circumstances it is meaningless to apply Eq. (4.54), which is based on the near horizon properties of w.
In addition, when oscillations are found for T0 as a function of Dp or δ, the Planck character of
the spectrum is also lost. Indeed, the parameter ∆T (ω) of Eq. (4.47) characterizing deviations from
Planckianity also displays oscillations (of relative amplitude ∼ 20%) (see Fig. 4.13, left panel). As can
be seen, the number of peaks increases with increasing values of −δ. This is to be expected since more
“room” is available to fit resonating modes. In fact this phenomenon can be viewed as a precursor of
the black hole laser effect [47]. If the perturbation were strong enough to behave as a white horizon, the
resonating modes would start growing exponentially [49, 68] as shown in Chap. 6. In that case complex-
frequency modes appear when the distance between the horizons is sufficiently large, and their number
increases with that distance.
To complete this analysis of the flows of Eq. (4.62), we verified that κ¯ of Eq. (4.54) still approximately
governs the temperature. In Fig. 4.13 (right panel), both the numerical data (dots) and the fitted function
(solid line) are reported for the series T0(δ), with Dp = 0.05 and 0.15, of Fig. 4.12 (right panel). This
function is obtained as a two-variable function of δ and Dp by using the numerical data of T0. The fitting
region is restricted to those values of δ for which there are no oscillations and for three values of Dp,
namely Dp = 0.05, 0.1, 0.15. As a reference, the dotted line represents κK(δ)/2π, i.e. the temperature
one would obtain without dispersion, for Dp = 0.05. As a check, we also fitted the values of κB, κp and
np and compared them with the corresponding constants used in the numerical analysis. The relative
difference is very small, respectively, around 0.1%, 1% and 5%.
As one can see in Fig. 4.13 (right panel), the agreement between the actual temperature T0 and the
8This is very similar to what has been found in inflation. When introducing a sharp modification of mode propagation
before horizon exit, there are interferences between this localized scattering and the standard mode amplification which
produce oscillations in the power spectrum, see [36] for references and a critical analysis on the generic character of this.
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Figure 4.14: Velocity profile perturbation wp defined in Eq. (4.63) (solid line) and its exponential envelope
exp[−(x/∆)4)] (dashed lines). The geometrical meaning of the various parameters is evident from this
graphical representation.
average surface gravity κ¯/2π is quite good in the parameter region where there are no interference effects.
One can also see that for Dp = 0.05, κ¯/2π of Eq. (4.54) follows T0 much more closely than the surface
gravity κK(δ)/2π.
In summary, the analysis of asymmetrical perturbations first indicates that the shift x¯hor is always
negative. That is, the broadened horizon is displaced towards the region where the decaying mode
oscillates. Moreover we find that the value of the shift does not depend directly on δ. By this we
mean that x¯hor depends on δ only because dξ of Eq. (4.58) is a function of δ through κK(δ). Second,
for sufficiently smooth perturbations we found that the temperature is still approximately given by the
average of Eq. (4.54). Finally, when the perturbation is sharp and sufficiently deep inside the supersonic
region, we found that the spectrum is affected by interferences and explained why it is so.
4.3.8 Undulations
Supersonic flows, possessing a sonic horizon with a negative surface gravity κK, behave like the time
reverse of black hole horizons: long wavelength modes are blueshifted when scattered on such a horizon.
Thanks to dispersion, the blueshift effect saturates and, as a result, the scattering matrix is well-defined.
Moreover, for each ω, this matrix is closely related to Eq. (4.22) evaluated in the corresponding black hole
flow [132, 131]. In spite of this correspondence, it has been recently observed that white hole flows display
a specific phenomenon related to the limit ω → 0 [138, 209]. Indeed, these flows produce a zero-frequency
mode, a stationary undulation, which has a finite wavelength kZ and a high amplitude.
To schematically describe such undulation and study its impact on the emitted spectrum, we consider
the following perturbations:
wp(x)
cH
= A sin (kZx− θ) e−(x/∆)
4
. (4.63)
A is the amplitude of the undulation, and θ fixes its phase on the horizon at x = 0. The new length ∆
is taken to be larger than 1/kZ , and comparable to DcH/κB which characterizes the linear regime of the
background flow wB (see Fig. 4.14 for a graphical representation).
In Fig. 4.15, T0 is plotted versus θ for different values of kZ , keeping fixed AkZ so that the surface
gravity of Eq. (4.44) does not change with kZ . Indeed one gets κK(θ) = κB + AkZ cos(θ). When
kZ ≫ 1/dξ, as expected from our previous results, the temperature is very close to κB/2π, that of the
background flow wB. Hence, independently of the value of θ, the perturbation is completely washed out
by dispersion. On the contrary, when the wavelength is larger than the width of the horizon, i.e. when
kZ < 2π/dξ ≈ 30κB/cH, we expect that 2π T0 will be approximately given by κK(θ) given above. This
can be observed for kZ equal to 5 κB/cH. One notices that the curve is not exactly symmetric around
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Figure 4.15: T0/TB as a function of θ for Eq. (4.63), varying kZ and A so that AkZ = 0.5κB stays fixed.
∆ = 2DcH/κB, Λ/κB = 15, D = 0.4, n = 1. For very high values of kZ , i.e. kZ = 100 and 30 κB/cH,
the temperature is approximately κB/2π, i.e. equal to κ¯/2π of Eq. (4.54). For small values of kZ , i.e.
kZ = 5 κB/cH, T0 also approximately follows κ¯(θ)/2π ∼ κK(θ)/2π since the undulation wavelength is
larger than dξ. In the intermediate regime instead, for kZ = 10 and 20 κB/cH, the temperature widely
oscillates and no longer follows κ¯/2π.
θ = π. But this is also expected from the former analysis where we saw that moving the perturbation in
the supersonic or in the subsonic region affects differently the spectrum.
The novelties are found for intermediate values of kZ (say, between 10κB/cH and 20κB/cH). For
these values, δZ = 2π/kZ is comparable to dξ. Hence the undulation can enter into resonance with the
scattering on the horizon, thereby producing a kind of parametric amplification of the flux. This can be
observed for θ = 0 and kZ = 10κB/cH where the temperature is larger than κK/2π = 1.5TB. The fact
that this resonance occurs for wavelengths ∼ dξ, reinforces the fact that the effective width of the horizon
is indeed dξ.
4.4 Summary and discussion
By considering series of supersonic flows consisting of local perturbations wp defined on the top of a
background flow wB, we were able to identify the parameters that fix the spectral properties of Bogoliubov
phonons emitted by a (black hole) sonic horizon.
We showed that the flux remains Planckian to high accuracy, see Eq. (4.48), even when the temperature
strongly differs from TH = κK/2π, the standard value fixed by the surface gravity, see Fig. 4.8, right
panel. This result implies two things. In spite of the fact that each mode of frequency ω has its
own turning point of Eq. (4.16), the Planckianity first implies that the temperature function Tω of
Eq. (4.35) is not determined by some function of w(x) evaluated at an ω-dependent location, as Tω is
common to all low frequencies with respect to ωmax of Eq. (4.17). Second, it implies that the parameters
governing the small deviations from Planckianity differ from those governing the difference between the
low frequency temperature T0 and TH. In fact, whereas the difference T0 − TH is governed by the near
horizon properties, deviations from Planckianity are governed by inverse powers of ωmax/T0, where ωmax
is fixed by Dasympt = D + Dp, characterizing the global properties of the supersonic transition region,
such as the asymptotic velocity excess.
Moreover, in contradistinction to the relativistic case where the temperature is locally fixed by κK
of Eq. (4.44), we show that the temperature T0 is determined, to a high accuracy when ωmax/TH & 10,
by a nonlocal quantity: the spatial average across the horizon of ∂xw over a width dξ, as if the horizon
91
4.4. SUMMARY AND DISCUSSION CHAPTER 4. HAWKING RADIATION IN BECS
were broadened.9 Hence, whenever w(x) hardly varies over dξ in the near horizon region, κ¯ of Eq. (4.54)
equals the surface gravity κK, and the standard temperature is found. Instead, when w varies on scales
shorter than dξ, T0 is no longer the standard one, but it is well approximated by κ¯/2π for all frequencies
ω ≪ ωmax. This result is reinforced by the fact that the effective horizon width dξ scales according to a
well-defined law given in Eq. (4.58). Under this new perspective, the findings of [158], where the emitted
spectrum is still Planckian are not surprising. In fact the average κ¯ is well defined and finite, even in the
extremal case in which the surface gravity κK diverges and the Hawking temperature TH is not definite.
Furthermore, the above results are basically valid for all flows. They cease to be valid under the
same restricted conditions, namely when the flow contains a sharp perturbation well localized far enough
from the horizon. Then the perturbation induces a scattering that interferes with the Hawking effect,
thereby engendering oscillations. These are similar to those found in inflationary spectra, and are also
attributable to interferences between two scatterings. It is clear that the local average of Eq. (4.54)
cannot describe these oscillations which are nonlocal on a scale much larger than the width dξ. Hence
we can say that when ωmax/TH & 10 and when the scattering essentially arises near the horizon, the
spectrum is near Planckian, and with a temperature approximately given by κ¯ of Eq. (4.54). Finally, to
mimic what is found in white hole flows [138, 209], we studied profiles containing an undulation on the
top of a smooth profile. By varying its wavelength, we have found three different behaviors that match
the above analysis.
To conclude, we stress that, even if these results on acoustic black holes in realistic BEC flows are quite
solid, further analyses are required in order to apply those arguments to real black holes, with modified
superluminal dispersion relation modelled on the phononic one. As discussed in Sec. 4.1.2, the situation
is complicated by the fact that a black hole is originated by a star collapse which might not naturally
select an Unruh-like state, because the superluminal dispersion relation would tame any divergence on
the horizons for non-Unruh states. Moreover, the presence of a singularity or of a strong curvature region
would not be hidden beyond the horizon because there would exist modes that would be able to cross the
horizon outward. Thus, fixing the boundary conditions in this strong curvature region would be quite
problematic. There is no a priori reason why, after the collapse, the initial vacuum state should appear
as if the modes coming out from the singularity were in their vacuum state.
9This is in agreement with what was found in [49] when considering the black hole laser effect [47]. In that case, the
effect disappears when the distance δH between the black and the white horizon becomes too small, because the dispersive
field is unable to “resolve” the two horizons. When using linear profiles for both horizons, one finds that the critical value
of δH is about dξ .
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WARP DRIVES IN BOSE–EINSTEIN CONDENSATES
One of the main objectives of this Thesis is to show the importance of analogue gravity as a set of
tools for the investigation of interesting problems both in condensed matter and in general relativity. The
analysis of this chapter is a significant example of this twofold usefulness of analogue models of gravity.
In fact, we extend here the analysis of Chap. 4 to Bose–Einstein condensates (BECs) with two horizons,
separating three regions: one internal subsonic region and two external supersonic ones. The coupling
of a black and a white acoustic horizon introduces new interesting and nontrivial effects with respect to
the single horizon scenario. First, this system is mildly unstable, showing a linear divergence (in time) of
the detection rate measured by a detector coupled with density fluctuations. Second, in this framework,
one can study the limiting case in which the two horizons collapse into a single point. In that case,
the horizons and the subsonic region disappear. Interestingly, some particle production is still present,
confirming the first results of [70], described in Sec. 4.2.
Furthermore, the acoustic metrics associated with this class of flows have the same features of the warp-
drive spacetimes investigated in Chap. 2. However, in the present system, the phonon field is described
by a dispersion relation that naturally shows supersonic modifications at large frequencies. Thus, this
analysis allows to learn some lessons about how the instability found in Chap. 2 would be affected by
trans-Planckian physics in the case a superluminal modification of the dispersion relation of quantum
fields took place at trans-Planckian frequencies. This sort of studies is of fundamental importance because,
as broadly discussed in Chap. 2, the possibility of violating causality (e.g. of realizing time travel) is
strictly related to spacetime shortcuts allowing faster-than-light travel [60]. In spacetimes described by
analogue metrics closed timelike curves are forbidden because these geometries inherit the property of
stable causality from the underlying Newtonian “world” endowed with an absolute time. Nevertheless,
it is interesting to understand if chronology is protected by some more fundamental mechanism even in
spacetimes that do not emerge from a Galilean invariant system. In particular, the result of the present
chapter is in favor of the instability of dynamical warp drives, even in the presence of superluminal
dispersion relations. However, this instability is only linear and it is therefore much milder than the
exponential growth of the renormalized stress-energy tensor for scalar fields with relativistic dispersion
relation.
5.1 Mode analysis and scattering matrix
In this chapter we work with a specific class of flows, showing the same qualitative features of the
warp-drive geometries investigated in Chap. 2. Thus, at the same time, we shall investigate an interesting
set up in BECs and we shall shed some light on how a superluminal modification of the dispersion relation
affects the results of Chap. 2. For concreteness, let us take a 1+1 dimensional (see discussion in Sec. 1.1
about acoustic geometries in 1 + 1 dimensions) left-moving fluid (v < 0) with a velocity profile with a
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Figure 5.1: Velocity profile w = c+ v of Eq. (5.1). The dashed lines denote the horizons. In the central
region II the flow is subsonic (−v < c), in region I and III it is supersonic (−v > c).
black and a white acoustic horizons (see Fig. 5.1), obtained by properly combining two profiles of the
form of Eq. (4.3):
c(x) + v(x) = w(x) = −cHD sign(x2 − L2) tanh1/n
[(
κB|x+ L|
cHD
)n]
tanh1/n
[(
κW|x− L|
cHD
)n]
. (5.1)
We define regions I, II, and III as the three regions with x < −L, −L < x < L, and x > L, respectively.
In region II w > 0, i.e., the fluid is subsonic. On the contrary, in region I and III w < 0 and the fluid
is supersonic. From the point of view of an observer sitting in region II, x = −L and x = L appear as a
black and a white horizon, respectively. Accordingly, we have called κB and κW the corresponding surface
gravities. D is a parameter defining the asymptotic value of the velocity profile. Finally, the velocity of
the fluid v and the speed of sound c are fixed by introducing a new constant parameter q, determining
how w is shared between v and c [see Eq. (4.4)]. To minimize the scattering between right- and left-going
modes we work with q = 1/2 [see comment after Eq. (4.4)].
In Sec. 3.1.2 and in Chap. 4 we broadly described the properties of the various solutions of a dis-
persion relation with supersonic modifications (see Fig. 3.2). When the flow is supersonic, we found
four propagating modes with real wavenumber, while, when the flow is subsonic, in addition to the two
standard solutions with real k, there are two roots with complex wavevector, respectively corresponding
to decaying and growing modes at x→ +∞ (vice versa for x→ −∞). Furthermore, in an acoustic single
black-hole geometry, the presence of those two extra-roots (real in the supersonic region and complex in
the subsonic one) generates three globally defined asymptotically bounded modes (ABM) for each value
of the Killing frequency ω.
In the present situation, where the flow is subsonic in the compact region II and supersonic in the
two asymptotic external regions I and III, the number of ABM sharing the same conserved frequency ω
is 4. Indeed, in regions I and III, there are 4 propagating modes with real wavenumber. Moreover, all
the four solutions of the dispersion relation in the subsonic region II are physically acceptable. In fact,
also the two modes with complex wavenumber are bounded, because of the compactness of region II.
Starting from the mode expansion of φˆ in the supersonic regions
φˆsup =
∫ ∞
0
dω

e−iωt

φuω aˆuω + φvω aˆvω + θ(ωmax − ω) ∑
i=1,2
(ϕ(i)−ω)
∗ aˆ
(i)†
−ω


+e+iωt

(ϕuω)∗ aˆu †ω + (ϕvω)∗ aˆv †ω + θ(ωmax − ω) ∑
i=1,2
φ
(i)
−ωaˆ
(i)
−ω



 , (5.2)
we can identify the four globally defined modes in the black-hole–white-hole geometry. Using the same
notation of Chap. 4, φuω and φ
v
ω represent the two standard positive-norm right- and left-going waves
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Figure 5.2: Left panel: graphical representation of the in mode (ϕ(1),in−ω )
∗ in the plane (x, t). (ϕ(1),in−ω )
∗
has only one incoming branch (ϕ(1),I−ω )
∗, in region I, and 4 outgoing branches, two left-going in region I
and two right-going in region III. Right panel: out mode φu,outω , with a single outgoing branch φ
u,III
ω , in
region III, and 4 ingoing branches, two right-going in region I and two left-going in region III. Positive
(negative) norm modes are represented by solid (dashed) lines. The dotted vertical lines are the horizons.
(see discussion in Sec. 4.1.2). Analogously, (ϕ(1)−ω)
∗ and (ϕ(2)−ω)
∗ are the two extra modes with negative
norm and wavevectors k(1)ω and k
(2)
ω , which are the two extra solutions of the dispersion relation (3.22)
with the most negative and the less negative values of k, respectively (see Fig. 3.2). Accordingly to these
definitions, (ϕ(1)−ω)
∗ has positive group velocity and (ϕ(2)−ω)
∗ has negative group velocity.
Along the lines of what we did for geometries with a single horizon in Sec. 4.1.2, it is possible to
define a basis of incoming modes, having only one asymptotic branch with group velocity directed toward
region II, either from region I or III, and a basis of outgoing modes, having only one asymptotic branch
propagating away from the horizons. For instance, (ϕ(1),in−ω )
∗ is the mode with unitary projection on the
right-going branch (ϕ(1),I−ω )
∗ in the asymptotic region I, while its projections on the right-going φu,Iω in
region I and on the left-going φv,IIIω and (ϕ
(2),III
−ω )
∗ in region III all vanish (see Fig. 5.2, left panel). As a
further example, the projection of the out mode φu,outω on the right-going branch φ
u,III
ω in the asymptotic
region III is 1, while its projections on the right-going (ϕ(1),III−ω )
∗ in region III and on the left-going φv,Iω
and (ϕ(2),I−ω )
∗ in region I all vanish (see Fig. 5.2, right panel).
Since the globally defined ABM are 4, the scattering matrix between in and out modes must be 4×4.
With standard notation, we denote with
• α: the projections of in modes on the corresponding out modes,
• β: the projections of the right-going positive norm mode u on the negative norm modes (and vice
versa),
• A: the projections of the right-going positive norm mode u on the left-going positive norm mode v
(and vice versa), or the projections of one negative norm mode on the other one (and vice versa).
• B: the projections of the left-going positive norm mode v on the negative norm modes (and vice
versa).
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With this notation, the in modes are related to the out modes through the following expressions
φu,inω = α
u
ω φ
u,out
ω + β
(1)
−ω
(
ϕ
(1),out
−ω
)∗
+ β(2)−ω
(
ϕ
(2),out
−ω
)∗
+Aω φv,outω ,(
ϕ
(1),in
−ω
)∗
= β(1)ω φ
u,out
ω + α
(1)
−ω
(
ϕ
(1),out
−ω
)∗
+A−ω
(
ϕ
(2),out
−ω
)∗
+ B˜(1)ω φ
v,out
ω(
ϕ
(2),in
−ω
)∗
= β(2)ω φ
u,out
ω + A˜−ω
(
ϕ
(1),out
−ω
)∗
+ α(2)−ω
(
ϕ
(2),out
−ω
)∗
+ B˜(2)ω φ
v,out
ω
φv,inω = α
v
ω φ
v,out
ω +B
(1)
−ω
(
ϕ
(1),out
−ω
)∗
+B(2)−ω
(
ϕ
(2),out
−ω
)∗
+ A˜ω φ
u,out
ω .
(5.3)
The standard mode normalization [see Eq. (4.10)] yields relations such as [from the first equation of (5.3)]
|αω|2 − |β(1)−ω|2 − |β(2)−ω|2 + |A˜ω |2 = 1, (5.4)
where the minus signs come from the normalizations of the negative norm modes (ϕ(i)−ω)
∗.
Starting with the in vacuum, and using Eq. (5.3) to express the out operators in terms of in ones, the
mean occupation numbers of the four types of phonons are
nu,outω = 〈0in|aˆu,out†ω aˆu,outω |0in〉 = |β(1)ω |2 + |β(2)ω |2, (5.5)
nv,outω = 〈0in|aˆv,out†ω aˆv,outω |0in〉 = |B˜(1)ω |2 + |B˜(2)ω |2, (5.6)
n
(i),out
−ω = 〈0in|aˆ(i),out†−ω aˆ(i),out−ω |0in〉 = |β(i)−ω|2 + |B(i)−ω|2, (5.7)
and the final occupation numbers are related by
nu,outω + n
v,out
ω = n
(1),out
−ω + n
(2),out
−ω . (5.8)
With respect to the case of a geometry with a single horizon, there are two possible channels for the
production of Hawking-like particles, given by the mode conversion of the two in modes with negative
norm: the right-going (ϕ(1),in−ω )
∗, coming from region I, and the left-going (ϕ(2),in−ω )
∗, coming from region
III. The projections of these modes on the positive norm out mode φu,outω give the final occupation
number of the mode φu,outω and represent the contributions of two different creation processes. Indeed,
let us remark that β(2)ω is related to a single scattering on the white horizon (x = L), while β
(1)
ω is related
to a double scattering process, first on the black horizon (x = −L) and eventually on the white horizon.
Because of their different origins, those two terms contribute very differently to the total spectrum of
emitted particles, as shown in the following section.
5.2 Numerical analysis
5.2.1 Results
We present here the results of a numerical computation of the coefficients of the 4 × 4 scattering
matrix [Eq. (5.3)], performed by a modified version of the code used for the analysis of Chap. 4 (see
Appendix B.2.2). Since the βω coefficient of a single black hole geometry is now generalized by the two
β
(1)
ω and β
(2)
ω , we focus only on these two coefficients, because they provide the most relevant physical in-
formation about the spontaneous emission of particles in a black-hole–white-hole geometry. As described
in the previous section, they indeed represent the rate of mode conversion into the positive norm outgoing
mode φu,outω of the incoming negative norm modes (ϕ
(i),in
−ω )
∗.
In Chap. 4 we proved that |βω|2 follows a Planckian distribution up to a certain frequency ωmax, by
plotting the effective temperature Tω in Fig. 4.3, which in fact remains constant when ω < ωmax. In
analogy with the definition of Tω given in Eq. (4.35), we shall investigate the behavior of two quantities
T
(1)
ω and T
(2)
ω , implicitly defined by
|β(i)ω |2 ≡
1
eω/T
(i)
ω − 1
. (5.9)
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Figure 5.3: Left panel: T (1)ω (solid line) and T
(2)
ω (dashed line) versus ω/κ for a velocity profile as
in Eq. (5.1). The contribution β(2)ω to the final occupation number of positive norm out modes u is
Planckian for ω < ωmax, while the contribution of β
(1)
ω is infrared divergent. Right panel: ω2|β(1)ω |2 (solid
line) and ω|β(2)ω |2 (dashed line). |β(2)ω |2 behaves like a standard β-coefficient in a single horizon geometry,
while |β(1)ω |2 diverges like 1/ω2. In both panels, the fixed parameters are Λ/κ = 2, n = 1, D = 0.5,
κW = κB = κ, Lκ/cH = 4.
In the left panel of Fig. 5.3, we plot T (1)ω (solid line) and T
(2)
ω (dashed line) as functions of the frequency
ω. While T (2)ω is constant up to ωmax, thus showing the very same behavior of Tω (see Fig. 4.3, right
panel), T (1)ω shows an infrared divergence.
These two different behaviors are better spotted in the right panel of the same figure, where we plot
ω2|β(1)ω |2 (solid line) and ω|β(2)ω |2 (dashed line). In the limit of ω → 0, ω|β(2)ω |2 goes to a constant for
ω → 0, accordingly to the asymptotic behavior of the Planckian distribution
|βω|2 = 1eω/TH − 1 ∼
TH
ω
(5.10)
(in units where ~ = kB = 1), for a constant temperature parameter T
(2)
ω . Differently, |β(1)ω |2 diverges as
ω−2, as proved by the constancy of ω2|β(1)ω |2 at low frequencies.
Finally, in Fig. 5.4, we compare ω2|β(1)ω |2 (left panel) and ω|β(2)ω |2 (right panel), for various values of
the distance 2L between the horizons. Note that, for small values of L, the subsonic region between the
horizons tends to disappear and the spectrum get strongly modified at low frequencies. This is somehow
natural, because low frequencies correspond to long wavelengths. In this case the spectrum is no more
Planckian even for the β(2)ω -channel. Nevertheless, some radiation is still present, even in the limiting case
L = 0, when there is no horizon. In fact, the presence of two supersonic regions, connected by a non flat
compact region around x = 0 seems sufficient to trigger particle production. This result is analogous to
what we discovered in [70] and reviewed in Sec. 4.2, for asymmetric supersonic velocity profiles without
horizons (see curves with negative D1/D in the left panel of Fig. 4.6).
5.2.2 Interpretation
The main result of this chapter is the different scaling of the two β-coefficients:
• |β(1)ω |2 ∼ 1/ω2,
• |β(2)ω |2 ∼ 1/ω.
We already noticed in the end of Sec. 5.1 that β(1)ω is related to a double scattering on both the horizons.
Because of that, β(1)ω is made by the sum of the products of the black hole αω times the white hole βω
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Figure 5.4: ω2|β(1)ω |2 (left panel) and ω|β(2)ω |2 (right panel), for various values of Lκ/cH. Interestingly,
particle production is present even when L = 0 and no horizon is present. In both panels, the fixed
parameters are Λ/κ = 2, n = 1, D = 0.5, κW = κB = κ.
and vice versa. Given that each of those coefficients diverges as ω−1, their products go as ω−2. On the
contrary, β(2)ω is related to a single scattering on the white horizon. So it must behave as ω−1 just like
the β-coefficient in a single horizon geometry.
In this section, we investigate the consequences of the above scalings of the β-coefficients on the flux
of emitted particles in a dynamical scenario where the horizons are created at finite time tH = 0.1 It
is well known that a spectrum behaving as ω−1 at low frequency gives rise to a constant emission of
particles in time. The question addressed here is what is the effect of the ω−2 scaling of |β(2)ω |2. Let
us imagine to put a particle detector coupled to the density perturbation ρˆ1 = ρˆ − ρ0 in region III, far
from the horizons and after their formation. Using Fermi’s golden rule [78], we compute the probability
of detecting a quantum of frequency ω per unit of time as a function of the time T elapsed after the
formation of the horizons. By definition of φˆ in Eq. (3.16), ρˆ1 is given by
ρˆ1 = ρ0(φˆ+ φˆ†) = ρ0 χˆ, (5.11)
where χˆ ≡ φˆ + φˆ† is a Hermitian field. Its expansion in terms of in modes χi,inω and in operators aˆi,inω is
[see Eq. (5.2)]
χˆ(t, x) =
∫ +∞
0
dω e−iωt
{
χu,inω aˆ
u,in
ω + χ
v,in
ω aˆ
v,in
ω
+θ(ωmax − ω)
[
(χ(1),in−ω )
∗aˆ
(1),in†
−ω + (χ
(2),in
−ω )
∗aˆ
(2),in†
−ω
]}
+ h.c., (5.12)
where
χαω(x) ≡ φαω(x) + ϕαω(x). (5.13)
In the vacuum state |0in〉, defined before the formation of the horizons at tH = 0, the two-point function
is
G+(x, t;x′, t′) = 〈0in|χˆ(t, x) χˆ(t′, x′)|0in〉
=
∫ +∞
0
dω e−iω(t−t
′)
[
χu,inω (x)(χ
u,in
ω (x
′))∗ + χv,inω (x)(χ
v,in
ω (x
′))∗
]
+
∫ +ωmax
0
dω e+iω(t−t
′)
[
(χ(1),in−ω (x))
∗χ
(1),in
−ω (x
′) + (χ(2),in−ω (x))
∗χ
(2),in
−ω (x
′)
]
. (5.14)
1This is the situation investigated in Chap. 2 for a relativistic scalar field in a dynamic warp-drive geometry.
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Using G+ one computes the number of quanta of frequency ωd counted by a detector moving along a
world line x(τ) [28], from the creation of the horizons at tH = 0,
Pωd(T ) =
∫ T
0
dτ
∫ T
0
dτ ′e−iωd(τ−τ
′)ρ0(x(τ))ρ0(x(τ ′))G+(x(τ), τ ;x(τ ′), τ ′). (5.15)
Placing now the detector at constant x(τ) = xd and inserting G+ of Eq. (5.14) into Eq. (5.15), the
integral in the time coordinates yields a factor
∫ T
0
dτ
∫ T
0
dτ ′e−i(ωd±ω)(τ−τ
′) =
4 sin2[(ωd ± ω)T/2]
(ωd ± ω)2 ∼ 2π T δ(ωd ± ω), (5.16)
where the last approximation is valid for large T , the + sign holds for positive norm u and v modes,
and the − sign holds for the two negative norm modes. As a consequence, since the integration over
frequencies is performed only on positive values of ω, only those terms of G+ related to negative norm
modes contribute to the final result.
Aiming to measure the production of Hawking quanta in region III, far from the horizons, we rewrite
the in modes of Eq. (5.14) in term of out modes. Furthermore, we look only at right-going modes in the
right asymptotic region and assume that the detector can distinguish positive norm modes χu,outω from
negative norm modes χ(1),out−ω . Under these assumptions, Pωd reduces to
Pωd(T ) = ρ0(xd)
2
∫ ωmax
0
dω
4 sin2[(ωd − ω)T/2]
(ωd − ω)2
(
|β(1)ω |2 + |β(2)ω |2
)
|χu,outω (x)|2. (5.17)
Using the expression for χ in term of φ and ϕ given in Eq. (5.13) and the expressions for the WKB modes
of Eq. (4.12)
Pωd(T ) =
ρ0(xd)
2π
∫ ωmax
0
dω
4 sin2[(ωd − ω)T/2]
(ωd − ω)2
(
|β(1)ω |2 + |β(2)ω |2
) 1 +Dkuω (xd)
[1−Dkuω (xd)]vg(kuω, xd)
, (5.18)
where Dk is given in Eq. (4.14) and vg = ∂ω/∂k is the group velocity. Note that, by repeating the same
computation for a single horizon, one would obtain exactly the same expression with a unique |βω|2,
instead of (|β(1)ω |2 + |β(2)ω |2).
For large T
4 sin2[(ωd − ω)T/2]
(ωd − ω)2 ∼ 2π T δ(ωd − ω) (5.19)
and Eq. (5.18) becomes
Pωd(T ) = ρ0(xd)T
(
|β(1)ωd |2 + |β(2)ωd |2
) 1 +Dkuωd (xd)
[1−Dkuωd (xd)]vg(kuωd , xd)
. (5.20)
Finally, the rate of detection of particles with frequency ωd is obtained by differentiating the above
expression with respect to T :
Rωd = ρ0(xd)
(
|β(1)ωd |2 + |β(2)ωd |2
) 1 +Dkuωd (xd)
[1 −Dkuωd (xd)]vg(kuωd , xd)
. (5.21)
To compute the total detection rate, this expression must be integrated over the detection frequency ωd.
Since the horizons are created at a finite time tH = 0, no particles with frequency ω can be detected
before a time 1/ω. This provides an infrared cutoff 1/T :
Rtot(T ) =
∫ ωmax
1/T
dωdRωd . (5.22)
To estimate this integral, note that v and c are constant in the limit xd → +∞, corresponding to a
detector placed in the supersonic region III very far from the white hole horizon. Moreover the integral
is dominated by low frequencies because of the infrared divergence of |β(i)ωd |2. Thus, Dk and vg can
be approximated by their asymptotic behaviors for ωd → 0. In this limit, the momentum kuω of the
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right-going mode φuω goes to a constant value k
u
0 (see the right panel of Fig. 4.1). This value might be
straightforwardly computed from the dispersion relation (4.13), using the asymptotic values of v and c
from Eq. (5.1). However, to proceed with the present analysis, it is enough to note that, when ωd → 0,
the group velocity vg of the mode φuω does not vanish and Dkuωd assumes a finite value different from 1.
As a consequence,
1 +Dkuωd
[1−Dkuωd ]vg(kuωd)
(5.23)
goes to a constant, and Eq. (5.21) yields
Rtot(T ) ∝
∫ ωmax
1/T
dωd
(
|β(1)ωd |2 + |β(2)ωd |2
)
. (5.24)
Using the leading behavior of |β(1)ω |2 ∝ ω−2, we eventually obtain
Rtot(T ) ∝ T, (5.25)
i.e., the flux of density perturbations increases linearly with time. This linear divergence has the same
origin as the logarithmic divergence found in a white-hole configuration in a BEC [138, Eq. (32)]. Both
those divergences are related to the presence of a zero-frequency mode with non-vanishing momentum
ku0 , which can propagate in the supersonic region away from a white-hole horizon (region III of a warp-
drive geometry corresponds indeed to the interior of a white hole). However, in the present situation the
divergence is stronger (linear instead of logarithmic) because of the double scattering, first on the black
horizon and then on the white one, yielding |β(1)ω |2 ∝ ω−2. Note that the properties of modes that scatter
only on the white hole are encoded by |β(2)ω |2 ∝ ω−1, as in geometries with a single white hole [138].
With respect to the exponential divergence found in Chap. 2 for a warp-drive geometry in the case
of relativistic dispersion relation, the linear divergence of Eq. (5.25) is extremely milder. However, this
result implies that warp-drive spacetimes cannot be stabilized by the presence of a superluminal dispersion
relation.
As a consistency check, we show that standard results are recovered when this analysis is applied to
a single black-hole configuration, where |βω|2 ∝ ω−1. In this situation, the outgoing mode φuω propagates
in the subsonic region (see left panel of Fig. 4.1). Its wavenumber kuω therefore goes to 0, when ω → 0,
and
1 +Dkuω
[1−Dkuω ]vg(kuω)
∝ ω. (5.26)
Repeating the above analysis under these assumptions, one obtains that RBHωd (T ) is constant, i.e., the
flux of emitted particles is stationary.
5.3 Summary and discussion
We computed the flux of Hawking phonons in a BEC flow with two sonic horizons, corresponding to
an acoustic black hole and an acoustic white hole, respectively, such that the flow is subsonic in between
the horizons and supersonic elsewhere. This configuration exactly reproduces a warp-drive geometry like
that studied in Chap. 2, the main difference being the presence of a non-relativistic supersonic dispersion
relation.
We found that the flux of outgoing phonons is given by the sum of two contributions. The first one
is due to mode conversion of the negative norm mode coming from the left asymptotic region, which
crosses both the black and the white horizons, before eventually reaching the right asymptotic region.
The second one is originated by the mode conversion of the negative norm mode coming from the right
asymptotic region, which scatters only on the white horizon. The latter term contributes to the final
occupation number of positive norm outgoing modes in a standard way, i.e., the associated |β(2)ω |2 has a
Planckian distribution with a cut off at ωmax, the scale given by dispersion. In particular, it behaves as
ω−1 for ω → 0. The former one, being related to the scattering across both the horizons, is described by
a coefficient |β(1)ω |2 which behaves as ω−2 instead, i.e., as the square of |βω|2 for a single-horizon.
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This has important consequences on physical observables measured in this system. In fact, if a density
perturbation detector is coupled to the phonon field, it will measure a flux of phonons which is finite
at any finite time, but diverges linearly with time. Since the back reaction of phonons will become not
negligible, a more accurate analysis taking into account non-linear effects on the background is needed to
predict the evolution of the system. Another aspect of this geometry deserving further investigations [48]
is the description of the physical observables measured by an observer at rest in the subsonic internal
region. Moreover, it would be interesting to compute the correlation pattern in such a geometry. In this
case one should find a divergence similar to that found in a single white-hole geometry [138]. However,
in the present situation the divergence would be linear instead of logarithmic.
A second important result of this analysis is that particle production is still present even in the
limiting situation where the horizons collapse into a single point. This is somehow unexpected because in
that case neither the horizons nor the subsonic region are present. The only relevant feature needed for
particle creation is indeed the presence of two supersonic regions, where negative norm modes propagate,
and of a curved region connecting them, where mode conversion takes place. This result is in agreement
with what found in [70] and reviewed in Sec. 4.2, where particle production was observed in a supersonic
flow.
Finally, we remark that the analogy between this simple model in a BEC and a warp-drive geometry
in general relativity provides valuable information on the stability of a warp-drive bubble. In Chap. 2
we showed that such a geometry is semiclassicaly unstable when a quantum scalar field with relativistic
dispersion relation lives in that spacetime. In particular, we found that the renormalized stress-energy
tensor of this field diverges exponentially with time close to the white horizon and the Cauchy horizon.
Here, we showed that the presence of a modified dispersion relation partially tames such a divergence.
However, when coupling a detector to the phonon field, the flux of detected phonons diverges linearly
with time. Thus, superluminal warp-drive spacetimes remain unstable for superluminal modifications of
the dispersion relation.
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Chapter 6
BLACK HOLE LASERS IN BOSE–EINSTEIN
CONDENSATES
Quite recently, a near-stationary supersonic flow engendering a pair of horizons (a black hole one
followed by a white hole one) was realized in a Bose–Einstein condensate (BEC) [115] (see Sec. 3.3.2).
In such a background, because of the anomalous dispersion of Bogoliubov phonons, one expects to get a
kind of laser effect [47, 122, 49] due to a self-amplification of the Hawking radiation.
In this chapter, we provide the theoretical basis of this effect starting from the Bogoliubov–de Gennes
(BdG) equation (3.19), by extending to flows containing two horizons the treatment of Chap. 4, that was
applied only to a single sonic horizon. Following [49] we then establish that the laser effect is governed
by a discrete set of complex frequency modes that correspond to the resonant modes of the cavity formed
by the region bordered by the two horizons. In a classical description, this discrete set governs the
dynamical instability of the flow. The second aim is to compute the spectrum of the complex frequency
modes by theoretical and numerical methods. The excellent agreement of the results [68, 50] validates
both the concepts and the semi-classical methods used in the theoretical approach. Finally we consider
two observables: the mean number of emitted phonons, and the two-point function of the phonon field
that governs the density–density correlation pattern [7, 41]. At sufficiently late time, both observables
are governed by a single mode, the most unstable one. In this late time regime, their behaviors are
identical to those one would obtain using a classical description of the density perturbations. At early
time instead, when starting from vacuum configurations, correspondence with the quantum phonon flux
emitted by a black hole horizon [131] is established.
The propagation of phonons in flows containing two horizons has already been considered. However,
toroidal configurations with periodic boundary conditions were generally used [76, 105]. In that case, the
spectrum is very complicated because it results from a combination of two effects: the discreteness of
the wave vectors defined on the torus interferes with that associated with modes that are trapped in the
supersonic region. As a result, not only the analysis is difficult, but the relationships with the Hawking
effect and the black hole laser effect [47, 122, 49] are hard to draw. On the contrary, when dealing with
continuous wave vectors, the analysis of the complex frequency mode is simpler, and the relationship
with Hawking radiation is easily made.
6.1 Theoretical analysis
6.1.1 Black-hole–white-hole geometries
As in Chaps. 4 and 5, we work with elongated condensates that can be effectively considered as 1-
dimensional, so that we can write the metric line element as in Eq. (4.1) (see discussion in Sec. 1.1 about
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Figure 6.1: Left panel: allowed values for q and D giving rise to a black-hole–white-hole geometry. Right
panel: Velocity profiles c(x)/cH (black lines) and |v(x)|/cH (red lines) for three different values of (q,D):
q = 0.8, D = 1 (solid lines), q = −1, D = 0.3 (dashed lines) and q = 2, D = 0.1 (dotted lines). These
values are also reported in the left plot. All profiles with κW = κB = κ.
acoustic geometries in 1+ 1 dimensions). In this language, a black-hole–white-hole geometry is obtained
when v crosses twice c. Assuming that the fluid flows from right to left (v < 0), the locations of the
white hole horizon and that of the black hole are xW = −L and xB = L, respectively. These divide the
x-axis in three regions, which we call I on the left of the white horizon (x < −L), II between the two
horizons (−L < x < L) and III on the right of the black horizon (x > L). The flow is supersonic in the
internal region II and subsonic otherwise. This is the opposite case of what considered in Chap. 5, where
the velocity was subsonic inside.
A stationary velocity profile satisfying the above requirement is
c(x) + v(x) = w(x) = cHD sign(x2 − L2) tanh1/n
[(
κW|x+ L|
cHD
)n]
tanh1/n
[(
κB|x− L|
cHD
)n]
, (6.1)
which generalize Eq. (4.3) to two horizons. cH is the sound speed at the horizons, 2L is the distance
between them, D determines the size of the near-horizon regions where the metric is not flat, n controls
the sharpness of the transition to the flat regions, and κW and κB control the surface gravities [see
Eq. (1.38)]. The metric is then completely fixed by introducing an extra parameter q, as in Eq. (4.4),
which specifies how c+ v is shared between c and v. When restricting to the cases where
c(x) > 0, v(x) < 0, D > 0, (6.2)
the range of D and q is limited. The allowed values are graphically illustrated by the shaded area in
Fig. 6.1, left panel. Three velocity profiles corresponding to different couples (q,D) are plotted in Fig. 6.1,
right panel.
6.1.2 Modes in black-hole–white-hole geometries.
To obtain the spectrum in condensates that cross twice the speed of sound, i.e. in flows defined
in Eq. (6.1), we need to take into account the nontrivial propagation in the non-homogeneous regions
localized near the two horizons, and the fact that each subsonic region is now defined on the half line and
no longer on the full real axis. Then, starting from the general analysis of Sec. A.2.3, we need to identify
the number of globally defined independent modes, as done in Sec. 4.1.2 for flows with a single horizon.
It should be noted that this set does not depend on the particular form of the mode equation, but
mainly resides on the behavior in the internal region II and in the asymptotic flat external regions I and
103
6.1. THEORETICAL ANALYSIS CHAPTER 6. BLACK HOLE LASERS IN BECS
III described in Sec. 6.1.1. Therefore, the result is the same when studying a phonon field in a BEC, as in
the present analysis, or a generic scalar field with superluminal dispersion relation as in [49]. As explained
in this reference, in geometries described by Eq. (6.1), there is a continuous double set (right-going and
left-going waves) of real frequency modes, and a discrete set of complex frequency modes. Here we give
a more mathematical argument yielding the same result.
In flows (6.1), two asymptotically flat and subsonic regions play the most important role in defining
the set of modes, for both real and complex frequencies λ. For λ = ω real, there are three bounded
modes: the two usual propagating modes associated with the real roots of Eq. (3.22) plus the mode that
asymptotically decays. This mode should now be taken into account as it is bounded in the subsonic
region where it is defined. We will call the two sets of three modes φi,Iω and φ
i,III
ω , respectively for the left
(I) and right (III) asymptotic region, where the superscript i takes three values: u, v, CJ to characterize
the asymptotic right-going u-mode, the left-going v-mode and the decaying CJ-mode, named after the
paper of Corley and Jacobson [46]. In the internal region II, we have four modes that we call φj,IIω with
j = 1, 2, 3, 4. Since this region is compact, all the four roots of Eq. (3.22) should be taken into account.
Therefore, any globally defined solution of frequency ω can be expanded in two forms by referring to
its left, or right, asymptotic behavior:
φω =
∑
i
Liω φ
i,I
ω , (6.3)
φω =
∑
i
Riω φ
i,III
ω . (6.4)
Moreover, each partial wave φi,Iω or φ
i,III
ω can be written in term of the φ
j,II
ω :
φi,Iω =
∑
j
M ijR,ω φ
j,II
ω , (6.5)
φi,IIIω =
∑
j
M ijL,ω φ
j,II
ω . (6.6)
Putting together the above equations, one obtains∑
i
M ijR,ωR
i
ω =
∑
i
M ijL,ωL
i
ω. (6.7)
This system of four equations in six unknowns (the coefficients Riω and L
i
ω) has a two-dimensional set of
solutions, corresponding to two linearly independent modes. For instance, one can choose as independent
solutions, φu,inω and φ
v,in
ω , the two right-going and left-going in-modes, defined as the solution of Eq. (6.7)
with respectively Luω = 1, R
v
ω = 0 and L
u
ω = 0, R
v
ω = 1. Similarly, one can chose the out-modes φ
u,out
ω
and φv,outω defined respectively by L
v
ω = 0, R
u
ω = 1 and L
v
ω = 1, R
u
ω = 0. Using the scalar product of
Eq. (A.81) to normalize these modes, the two sets are related by [49]
φu,inω = Tω φu,outω +Rω φv,outω , (6.8)
φv,inω = T˜ω φv,outω + R˜ω φu,outω . (6.9)
Unitarity imposes |Tω|2 + |Rω |2 = 1 = |T˜ω|2 + |R˜ω|2, and RωT˜ ∗ω + TωR˜∗ω = 0 [see Eq. (4.19)].
Let us now move to the complex frequency case. Because all these expressions are analytic in λ, the
above analysis applies as such when replacing ω by λ = ω + iΓ, where 1/Γ is the time scale over which
the unstable mode grows (decays), when Γ is positive (negative). The novel aspects only come through
the condition that the modes be asymptotically bounded. Indeed, Γ > 0 implies that kuλ, the asymptotic
wave number of the u real root of Eq. (3.22) (more precisely of its analytical continuation in Γ), acquires
a positive imaginary part. Thus the mode diverges at x → −∞, unless one puts Luλ = 0. Similarly,
on the right side, the v mode diverges at x → +∞, and imposing that it is bounded requires Rvλ = 0.
However, these two conditions imply that the system (6.7) has only the trivial solution Riλ = L
i
λ = 0,
except when its determinant vanishes. This condition defines an equation for the complex frequency λ
that has a finite set of solutions: {λa, a = 1, 2, ..., N}.
6.1.3 Semi-classical treatment
Having established the condition that defines the complex frequencies λa, we now turn to the question
of calculating them. Since the above algebraic method does not depend on the specific form of the mode
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equation, the semi-classical treatment of [49] applies to the present case. We just have to pay attention to
the mode normalization, since we are now dealing with mode doublets (φ, ϕ) (see discussion in Sec. 4.1.2).
When the background is not homogeneous but v varies slowly with respect to the wavelength of the
perturbation, the exact solutions are well approximated by their WKB approximation of Eqs. (A.112)
and (A.113), and the wave numbers kαω(x) acquire an x-dependence, being real roots of the dispersion
relation (A.114) in a stationary inhomogeneous flow characterized by v(x) and c(x). Such WKB equations
are valid in the three regions I, II, III but not close to the horizons where the gradients of v and c cannot
be neglected [50].
The theoretical analysis can then be greatly simplified when taking into account the fact that the
mixing between u and v modes is usually negligible [131, 132], in particular when q = 1/2 [see discussion
after Eq. (4.4)].1 In this approximation, the laser effect is completely due to the u-modes (for flows to
the left v < 0). Considering the u in-mode in the internal region II, it can be written as a superposition
of three WKB waves:
φu,inω = Aωφuω + B(1)ω ϕ(1)−ω
∗
+ B(2)ω ϕ(2)−ω
∗
, (6.10)
where ϕ(i)−ω are the two negative frequency ϕ
u-modes, corresponding to the two extra roots k(i)ω , k
(1)
ω being
the most negative one, see figure 3.2.
In [121] it was shown that the propagation from one horizon to the other is efficiently described by a
unitary scattering of a two-component vector
Φ =
(
φuω
(ϕtrap−ω )
∗
)
, (6.11)
whose first component represents the u-wave φuω and the other represents the trapped wave (ϕ
trap
−ω )
∗,
described either by (ϕ(1)−ω)
∗ or (ϕ(2)−ω)
∗. The WKB propagation of this waves in the flat regions I, II and
III, and their scattering at the horizons, where the WKB approximation breaks down, is described by an
S matrix that can be decomposed in four elementary matrices
S = U4U3U2U1, (6.12)
where
• U1 describes the scattering at the white hole horizon:
U1 =
(
αω αωzω
α˜ωz
∗
ω α˜ω
)
. (6.13)
The incoming rightgoing mode φuω , propagating in region I, and the incoming leftgoing mode (ϕ
(2)
−ω)
∗,
propagating in region II, are scattered by the white hole horizon on φuω and (ϕ
(1)
−ω)
∗, both propagating
rightward in region II toward the black hole horizon.
• U2 describes the propagation in region II between the white and the black hole horizon of the two
rightgoing modes φuω and (ϕ
(1)
−ω)
∗:
U2 =
(
eiS
u
ω 0
0 e−iS
(1)
−ω
)
. (6.14)
• U3 describes the scattering at the black hole horizon:
U3 =
(
γω γωwω
γ˜ωw
∗
ω γ˜ω
)
. (6.15)
The modes φuω and (ϕ
(1)
−ω)
∗, both propagating rightward in region II, are scattered by the black hole
horizon on the rightgoing φuω, propagating in region III, and on the leftgoing (ϕ
(2)
−ω)
∗, propagating
in region II back to the white hole horizon.
1The numerical analysis of the next section does not rely on this simplifying assumption and we shall discuss under
which conditions it is actually reliable.
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• U4 describes the propagation back to the white hole horizon of (ϕ(2)−ω)∗ and the free propagation of
the outgoing φuω , in region III on the right of the black horizon:
U4 =
(
1 0
0 eiS
(2)
−ω
)
. (6.16)
In the above matrices we used
Suω ≡
∫ L
−L
dxkuω(x), (6.17)
S
(i)
−ω ≡
∫ Rω
−Lω
dx
[
−k(i)ω (x)
]
, i = 1, 2, (6.18)
which are the Hamilton–Jacobi actions governing the phase of the WKB modes, where Lω and Rω are
the two turning points of the trapped mode. From the definition of S:
S11 = αωγω eiS
u
ω
[
1 +
α˜ω
αω
z∗ωwω e
−i(Suω+S
(1)
−ω
)
]
, (6.19)
S12 = αωγω e
iSuω
[
zω +
α˜ω
αω
wω e
−i(Suω+S
(1)
−ω
)
]
, (6.20)
S21 = α˜ωγ˜ω e
−i(S
(1)
−ω
−S
(2)
−ω
)
[
z∗ω +
αω
α˜ω
w∗ω e
i(Suω+S
(1)
−ω
)
]
, (6.21)
S22 = α˜ωγ˜ω e
−i(S
(1)
−ω
−S
(2)
−ω
)
[
1 +
αω
α˜ω
zωw
∗
ω e
i(Suω+S
(1)
−ω
)
]
. (6.22)
Moreover, by unitarity,
U †i σ3Ui = σ3, (6.23)
because of the specific form of the scalar product (A.37) and the fact that φuω and (ϕ
trap
−ω )
∗ behave as the
first and second component of a two-component vector Wω , respectively [see Eq. (A.79)]. This implies
that the parameters in U1 and U3 must satisfy
|αω|2 = |α˜ω|2, (6.24)
|γω|2 = |γ˜ω|2, (6.25)
|αω|2(1 − |zω|2) = |γω|2(1− |wω |2) = 1. (6.26)
Real frequency
The scattering matrix S describes the propagation of the trapped modes (ϕ(i)−ω)
∗ back-and-forth between
the horizons, and their interaction with φuω. In order for Φ to represent a physical solution, it must
be single-valued, that is (ϕ(2)−ω) must assume the same value before undergoing the scattering process
described by S and afterwords. Namely, fixing to 1 the amplitude of the incoming u-wave, if B(2)ω = bω
is the initial amplitude of (ϕ(2)−ω) before the scattering, the following condition must hold [49]:(
eiθω
bω
)
= S
(
1
bω
)
, (6.27)
where θω is real by unitarity. From this matricial equation, one obtains
bω =
S21
1− S22 , e
iθω = −S11
S∗22
1− S∗22
1− S22 , (6.28)
where, to obtain the second equations one has to use the unitarity of S. The coefficients of Eq. (6.10) are
Aω = αω(1 + zωbω), B(1)ω = α˜(z∗ω + bω), B(2)ω = bω. (6.29)
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Complex frequency
For complex frequency with Γ > 0, one must impose that the incoming u branch vanishes to keep the
mode finite in the past (t → −∞). Moreover the trapped mode must again be single valued and we fix
its amplitude to 1: (
βa
1
)
= S
(
0
1
)
, (6.30)
which implies
βa = S12, S22 = 1. (6.31)
Eqs. (6.28), (6.29) and (6.31) are the central equations for the analysis of the results of the numerical
integration (see Sec. 6.2). Even though these equations have been obtained through a semi-classical
reasoning, their validity goes beyond that of the WKB approximation, as shall be established by the
remarkable agreement between the relations one can derive from them and the numerical results.
The main prediction concerns the relation between λa, solutions of Eq. (6.31), and the behavior of
the coefficients of Eq. (6.29). Indeed, note that if and only if λa is a solution of S22 = 1, it is also a pole
of B(2)ω = bω = S21/(1 − S22). Therefore, when Γa is small enough (this is always true in our numerical
situations), the pole is close to the real axis and the behavior of B(2)ω for real frequencies ω is dominated
by the contribution of the pole:
B(2)ω =
S21
1− S22 ≈ −
iΓa
ω − (ωa + iΓa)B
(2)
ωa , (6.32)
from which
|B(2)ω |2 ≈
Γ2a
(ω − ωa)2 + Γ2a
|B(2)ωa |2. (6.33)
Thus, |B(2)ω |2 should be well described by a sum of Lorentzians characterized by the complex frequencies
λa. In Fig. 6.2 we plot |B(2)ω |2 obtained from numerical simulations and the corresponding fitted sum of
Lorentzians. The agreement is excellent.
We conclude this analysis by showing that a semi-classical treatment furnishes approximate expres-
sions for the complex frequencies λa. Assuming |zω|2, |w2ω| and |zωwω | are much smaller than 1, one can
expand the condition S22 = 1 in powers of these quantities. To zeroth order, one has λa = ωa real, with
ωa solution of the Bohr–Sommerfeld (BS) condition [49]
S
(1)
−ωa − S
(2)
−ωa − arg(α˜ωa γ˜ωa) =
∫ Rωa
−Lωa
dx
[
−k(1)ωa (x) + k(2)ωa (x)
]
− arg(α˜ωa γ˜ωa) = 2πnBS, (6.34)
where nBS ≡ a = 1, 2, . . . , N . A semi-classical treatment gives arg(α˜ωa γ˜ωa) = −π. A more refined
estimate [50] gives
arg(α˜ωa γ˜ωa) ≈ −π − f
(
ωa
κB
)
− f
(
ωa
κW
)
, (6.35)
f(x) ≡ argΓE(ix) − x log(x) + x+ π4 , (6.36)
where ΓE is Euler’s Gamma function.
To first order in |zωa |2, |w2ωa |, |zωawωa | and δλa = δωa + iΓa, S22 = 1 gives
Γa =
1
2T bωa
(|zωa |2 + |w2ωa |+ 2|zωaw∗ωa | cosϑa) = 12T bωa |S12(ωa)|2, (6.37)
δωa = − 1
T bωa
|zωaw∗ωa | sin ϑa, (6.38)
ϑa = S
u
ωa + S
(1)
−ωa + arg
zωaw
∗
ωaαωa
α˜ωa
, (6.39)
T bωa =
∂
∂ω
[
S
(2)
−ω − S(1)−ω + arg α˜ωγ˜ω
]
ω=ωa
, (6.40)
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Figure 6.2: We represent |B(2)ω |2 as a function of ω/ωmax for two values of L, Lκ/cH = 6 (upper
panel), Lκ/cH = 25 (lower panel), and for κW = κB = κ, q = 0.5, D = 0.33, n = 1, Λ/κ = 2,
ωmax/κ ≈ 0.195. Green points: numerical simulation; red lines: fitted series of Lorentzians. Online
movie eigenfrequencies.gif (available from stacks.iop.org/NJP/12/095015/mmedia): Evolution of |B(2)ω |2
from Lκ/cH = 15–25.
where [50]
arg
zωaw
∗
ωaαωa
α˜ωa
≈ 2ωa
3κB
+
2ωa
3κW
, (6.41)
and T bωa is the time for the trapped mode to make a full bounce. The phase ϑa modulates the frequency
imaginary part Γa and the first order correction to its real part δωa, as shall be seen in Sec. 6.2.2.
6.1.4 Observables: Phonon fluxes and density–density correlation pat-
terns
Having identified the set of eigenmodes, we now consider observable quantities. We shall study
both the phonon flux emitted by the black-hole–white-hole system, and the non-local density–density
correlation pattern, as they illustrate very different aspects of the laser effect.
In what follows, we shall work in quantum settings because we assume that the state at the formation
of the supersonic region is vacuum.2 In classical settings, the dynamical instability (the laser effect)
would be present only if the initial density-perturbation possessed a non-vanishing overlap with some
complex frequency mode, see section V.A. in [49]. For a perfectly adiabatic formation of the supersonic
flow, the amplitudes associated with these modes would be zero. However, any small deviation from
adiabaticity will trigger the instability, thereby engendering a behavior very similar to that derived in
2Refer to Appendix A, and in particular to Sec. A.2.1 for a rigorous quantization of phonon in BECs and to Sec. A.2.3
for its application to one dimensional flows.
108
CHAPTER 6. BLACK HOLE LASERS IN BECS 6.1. THEORETICAL ANALYSIS
quantum settings. In fact, as we shall see, the main difference between the quantum and the classical
treatment is at early times because in the quantum vacuum all complex frequency modes contribute to
the observables through the spontaneous excitation.
To compute observables, we first need to choose the quantum state. Because of the instability, the
energy (A.96) is unbounded from below, and there is no clear definition of the vacuum. Nevertheless, if
the formation of the supersonic region at time t0 = 0 is adiabatic, and if the temperature of the condensate
is low enough, i.e. much smaller than κ, the Heisenberg state of the system can be approximated by the
state |0〉, which is annihilated, at that initial time, by the destruction operators aˆαω, that are associated
to the continuous set of real frequency modes, and dˆa+ and dˆa−, that are associated to the finite set of
complex frequency modes [see Eq. (A.89) for a rigorous definition]3
aˆαω|0〉 = dˆa+|0〉 = dˆa−|0〉 = 0. (6.42)
Since the operators dˆa+, dˆa− are not stationary, the expectation values will not be stationary either, and
will instead depend on the lapse of time since the formation at t0 = 0. In what follows all expectation
values will be computed in this state.
The two observables we shall study are related to the density fluctuation ρˆ1 = ρˆ − ρ0. Given the
definition of φˆ in Eq. (3.16), ρˆ1 is given by
ρˆ1 = ρ0(φˆ + φˆ†) = ρ0 χˆ, (6.43)
where χˆ ≡ φˆ+ φˆ† is Hermitian. Its expansion in terms of operators aˆ, dˆ is
χˆ(t, x) =
∫
dω
∑
α
[
e−iωtχαω(x)aˆ
α
ω + h.c.
]
+
∑
a
[
χa+(t, x)dˆa+ + χa−(t, x)dˆa− + h.c.
]
, (6.44)
where
χαω(x) ≡ φαω(x) + ϕαω(x),
χa,±(t, x) ≡ φa,±(t, x) + ϕa,±(t, x).
In the vacuum defined at t0 = 0, the two-point function is
〈0|χˆ(t, x) χˆ(t′, x′)|0〉 =
∫
dω
∑
α
e−iω(t−t
′)χαω(x)(χ
α
ω(x
′))∗
+
∑
a
(
χa+(t, x)(χa+(t′, x′))∗ + χa−(t, x)(χa−(t′, x′))∗
)
. (6.45)
Because of the complex frequency modes, it is not a function of t− t′ only. This differs from the cases of
a single black hole (or white hole) horizon, where the two-point function is stationary in vacuum [131].
To extract more physical information, it is convenient to return to the frequency eigenmodes appearing
in Eq. (A.80). Defining
σa(x) ≡ ξa(x) + ηa(x), νa(x) ≡ ψa(x) + ζa(x), (6.46)
the two-point function becomes
〈0|χˆ(t, x) χˆ(t′, x′)|0〉 =
∫
dω
∑
α
e−iω(t−t
′)χαω(x)(χ
α
ω(x
′))∗
+
∑
a
Re
[
eΓ(t+t
′)e−iωa(t−t
′)σa(x)(σa(x′))∗ + e−Γ(t+t
′)e−iωa(t−t
′)νa(x)(νa(x′))∗
]
+ i
∑
a
Re
[
e−iλa(t−t
′)σa(x)(νa(x
′))∗ − e−iλ∗a(t−t′)νa(x)(σa(x′))∗
]
. (6.47)
The first line gives the (vacuum) contribution of the real frequency modes. Since these are only elastically
scattered, see Eq. (6.9), they stay in their ground state and contribute neither to the emitted fluxes nor to
3We applied the standard reasoning to both the aˆαω and the dˆ operators because Γa, the imaginary part of the complex
frequency λa, is smaller than a tenth of ωa = Reλa. If the imaginary part λa is large, there is no reason to assume that
the complex frequency modes are in the vacuum state defined by Eq. (6.42). Nevertheless, a different choice of the initial
state is crucial only for the description of the system soon after the creation of the horizons. At late time the exponential
growth of the complex frequency modes (dynamical instability) will wash out any difference in the initial state.
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the pattern of density–density correlations. The third line contains a mixed contribution of the growing
σa(x) and decaying modes νa(x). It does not contribute to the fluxes at any time because σa(x) vanishes
in region I, and νa(x) does it in III, see the paragraph after Eq. (6.9). Moreover, since it only depends on
t − t′, it does not significantly contribute to the correlation pattern at late time. Therefore, both fluxes
and correlation patterns are governed by the growing mode contribution, the first term of the second line
in σa(x)(σa(x′))∗.
It is clear that at late times, i.e. t− t0 > 1/max(Γa), all observables are dominated by the mode with
the largest Γa. For instance, the equal time density–density correlation function is asymptotically given
by
〈0|ρˆ1(t, x)ρˆ1(t, x′)|0〉 ∼ ρ0(x)ρ0(x′) × e2ΓatRe [σa(x)(σa(x′))∗] . (6.48)
The real part of the frequency ωa drops out and, as a result, the locus of the maxima does not propagate
with time. This function is studied for various modes in Sec. 6.2.4. In case the initial state is not vacuum
but a thermal state, the above two-point function would be multiplied by 2na + 1, where na is the mean
occupation number, which depends in a nontrivial way both on the temperature and on the blue shift
effect due to the horizons (see equation (46) in [131]). Similar considerations apply to the quantity that
is considered below. Had we worked in classical settings, we would have obtained a coherent wave whose
behavior in x and t is the same as that of 〈0|ρˆ1(t, x)ρˆ1(t′, x′)|0〉 at fixed x′, t′, see equation (54) in [49].
The main difference arises from the fact that the classical wave amplitude is fixed by initial conditions.
It is also interesting to study the onset of the instability for earlier time, i.e. t− t0 < 1/max(Γa). To
this end, we consider the following quantity:
Pbh−wh(ω, T ) ≡
∫ T
0
dt′
∫ T
0
dt e−iω(t−t
′) 〈0|χˆ(t, x) χˆ(t′, x)|0〉,
∼ Σa eΓaT |σa(x)|2 4| sin[(ω − ωa − iΓa)T/2]|
2
(ω − ωa)2 + (Γa)2 . (6.49)
It governs the probability that a density fluctuation of frequency ω be observed during the interval [0, T ]
at some fixed location x in the subsonic region III, see [49].
When Γa → 0, when the discrete set labeled a becomes continuous, and when T is sufficiently large,
Pbh−wh(ω, T ) behaves as in Fermi’s golden rule: Pbh−wh(ω, T ) ∝ T n¯ω, i.e. the lapse of time T times n¯ω,
the mean occupation number of frequency ω. There can be prefactors that depend on the strength of the
coupling, the amplitude of the mode φω at x, if one deals with a derivative coupling.
It is more interesting to study Pbh−wh(ω, T ) as a function of T for a given black-hole–white-hole
geometry, and to compare it with Pbh(ω, T ), the corresponding quantity computed in the case where only
the black hole horizon would be present. When T ×max(Γa)≪ 1, the two observables behave in a very
similar manner, even when only a few (say 10) complex frequency modes exist in the black-hole–white-
hole case. This will be seen by a numerical analysis in Sec. 6.2.3, but can be also understood from the
properties of the growing modes σa(x), see the central paragraph of section V.B.5 in [49].
For classical settings, the laser effect is present only when the initial density-perturbation profile
is characterized by a non-vanishing amplitude of some complex frequency mode. Since for adiabatic
formation of the horizons all the amplitudes associated with those modes are zero, no laser effect appears
in this case. However, even a small deviation from perfect adiabaticity causes the presence of instabilities.
The main difference in the quantum framework is therefore the possibility to make the system unstable
through the spontaneous excitation of complex frequency modes.
6.2 Numerical results
6.2.1 The method
In a few words, we describe how we proceeded to solve numerically the BdG equation (3.19) in the
flows described by Eq. (6.1). As in the case of a single black hole or white hole horizon, when working
with a fixed frequency, the main task is to avoid the growing mode contaminating the oscillatory modes.
The way to get rid of this difficulty is by integrating from the subsonic region towards the horizon into
the supersonic region where there is no growing mode [46].
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Basically we solved separately the mode equation from region I to region II, and from region III
to region II, using a code adapted from [131] (refer to Appendix B for a detailed description of our
code). In each case, as in that reference, we integrated the equations for initial conditions describing the
three acceptable modes in regions I and III: the right-moving u-mode, the left-moving v-mode and the
decaying mode. Then for each of them we computed the amplitudes of the four oscillatory modes in the
supersonic region II. The two globally defined modes are built using the procedure described in Sec. 6.1.2,
by matching the modes in region II. To obtain the scattering from I to III, we eliminated the amplitudes
in region II.
To obtain the correlation patterns of Figs. 6.10–6.12 we solved the mode equation with the corre-
sponding complex frequency λa that we had formerly computed.
6.2.2 The discrete set of complex frequencies
Two strategies can be used to determine the complex frequencies λa = ωa+iΓa, solutions of Eq. (6.31).
They can be obtained either by solving directly the linear system (6.7), or by determining the center and
the width of the Lorentzians in |B(2)ω |2 of Eq. (6.33). We use the latter to localize them and the former
to refine the results and study how they depend on the various parameters of the system.
To give a first idea, in Fig. 6.2 we represent |B(2)ω |2 as a function of ω/ωmax (green points) for two
different values of L, the distance between the horizons. A sum of Lorentzians functions (red line) is
fitted to the data obtained from the numerical analysis [see Eq. (6.33)]. The quality of the fit confirms
the correctness of the theoretical analysis of Sec. 6.1.3 and of [49]. In the following sections, we study the
dependence of λa on both the parameters describing the geometry [see the velocity profile (6.1)] and the
dispersive scale Λ of Eq. (3.22). The dependence on n is not reported here, since it induces no significant
change.4 Before proceeding we make some comment about the properties and the validity of the BS
condition (6.34).
The validity of the semi-classical approximation
The action appearing in Eq. (6.34) contains the difference of two wave vectors: k(2)ω −k(1)ω . These have the
same sign (negative for positive ω), as they belong to the same u-branch of the dispersion relation (see
Fig. 3.2), but they have opposite group velocity: k(1)ω describes a right-going mode with respect to the
lab, whereas k(2)ω a left-moving one. This peculiarity give rise to an unusual phenomenon. In the usual
case, eigenmodes with small (large) frequency correspond to small (large) BS numbers nBS, i.e. to modes
with few (many) nodes. In the present case instead, a large nBS corresponds to low frequency modes and
vice versa. This can be understood from Eq. (6.34). Because the wave vectors appeared subtracted, a
small nBS implies k
(1)
ω close to k
(2)
ω and this happens for ω close to ωmax (see Fig. 3.2). On the contrary,
a large nBS implies a large difference between k
(1)
ω and k
(2)
ω , that is, ω close to 0.
This has an unusual consequence. The BS condition is more reliable when the action is large, that
is for nBS ≫ 1. In the present case this happens for small ω/ωmax. On the other hand the WKB
approximation is expected to fail for small ω, as can be verified by the fact that f of Eq. (6.36) cannot
be neglected when ω/κ ≤ 1. Both these expectations are confirmed in Fig. 6.3 where we compare the
numerical results with the predictions obtained with the standard WKB approximation (green lines) and
with the improved method (red lines), that is when using Eq. (6.35). Firstly, the agreement between the
BS condition and the numerical results is worse for ω close to ωmax and gets better when nBS increases.
Secondly, at low frequency, while the quality of the standardWKB prediction (green lines) becomes worse,
the improved method continues to work very well, thereby establishing its validity. Further studies about
the agreement of the improved method and numerical results can be found in [50].
The birth of modes as a function of the distance between the horizons
In Fig. 6.4, left panel, we plot ωa = Re(λa) for the entire spectrum of complex frequency modes as a
function of the half-distance between the horizons L, all other quantities being fixed. On the right panel,
4 The role of n of Eq. (6.1) is to govern the smoothness of the transition from the near-horizon region to the flat
asymptotic ones. A smaller n corresponds to smoother transition, while a larger n corresponds to steeper transition and,
consequently, to a larger almost-flat region between the horizons. The usefulness of n is essentially technical: it allows one
to control the numerical analysis when L, the distance between the horizons, is comparable to D, the width of the transition
between regions I–III of Sec. 6.1.1.
111
6.2. NUMERICAL RESULTS CHAPTER 6. BLACK HOLE LASERS IN BECS
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
PSfrag replacements
ω/ωmax
|B
(2
)
ω
|2
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
2.0
PSfrag replacements
ω/ωmax
|B
(2
)
ω
|2
Figure 6.3: |B(2)ω |2 as a function of ω/ωmax for κW = κB = κ and κW = 0.5κB = 0.5κ (lower panel).
In both plots q = 0.5, D = 0.5, n = 2, Lκ/cH = 10, Λ/κ = 8, ωmax/κ ≈ 1.408 (upper panel). Points:
numerical simulation; green dashed spikes: standard WKB approximation; red solid spikes: improved
treatment of Eq. (6.35).
Γa = Im(λa) is plotted as a function of L, for nBS=4 and for the same values of the other parameters.
As conjectured in [49], when L grows, all ωa(L) values increase, and when there is enough “room”, a new
eigenmode appears with ωa ∼ 0. As a result, the eigenfrequencies become denser close to ωmax, because
they neither cross it nor disappear.
It is interesting to consider more closely the birth of new modes near ω = 0. A rather difficult
question to answer is the following: when extra modes appear, does the imaginary part of the frequency
Γa vanish, as found in figure 1 of [37], or not? This question is physically relevant in that it governs the
continuous character of the stability of the system: if Γa vanishes, it implies that the birth of new modes
leads to a continuous behavior in L (as one can expect on the general ground that the properties of the
eigenmodes, solutions of Eq. (A.27), continuously depend on the parameters appearing in that equation).
From Fig. 6.4, which is based on the roots of the determinant in Eq. (6.7), no definite conclusion can be
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Figure 6.4: Left panel: The set of ωa/ωmax as a function of L, from nBS=1 (upper curve) to nBS = 12
(lower curve) for the same fixed parameters as in Fig. 6.2. At κL/cH = 25, the values of ωa/ωmax
correspond to the peaks of the lower panel of that figure from right (nBS = 1) to left (nBS = 12). The
broad peak of Fig. 6.2 near ω/ωmax = 0.05 cannot be reproduced with this method because of numerical
errors. For similar reasons, each curve ωa(L) ends for low ω. Right panel: Γa/κ for nBS = 4 as a function
of L for the same fixed parameters. The occurrence of zeros is due to the fact that κB = κW, as discussed
in the text.
drawn since there is a loss of numerical precision for ω → 0. A more reliable method consists in studying
the behavior of |B(2)ω |2 on the real frequency axis. We created a gif-animation (eigenfrequencies.gif,
available from stacks.iop.org/NJP/12/095015/mmedia) of |B(2)ω |2 as a function of ω for increasing values
of L to illustrate the appearance of the new eigenfrequencies. From this it is quite clear that when a
new eigenmode appears, both the real part and the imaginary part of λa vanish, as was also found in the
appendix of [72].
Another important feature confirming the theoretical analysis of Sec. 6.1.3 is the presence of su-
perposed oscillations on the overall trend of ωa. In fact, the latter is given by the solution of the BS
equation (6.34), whereas the oscillations are due to the deviations governed by the sine in δωa of Eq. (6.38).
For the imaginary part instead, there is no zeroth-order contribution, and the dominant contribution to
the right plot of Fig. 6.4 is given in Eq. (6.37). Those oscillations are related to the interference between
the two rightgoing modes φuω and (ϕ
(1)
−ω)
∗ [see Eq. (6.39)], propagating betweeen the horizons in region
II.
Asymmetric velocity profiles
Using asymmetric velocity profiles, namely different surface gravities κW and κB, does not lead to sub-
stantial modifications of the spectrum. The only observable change concerns Γa. When κW = κB, Γa
vanishes for some particular combination of parameters, as can be seen in Fig. 6.4, right panel. Eq. (6.37)
can indeed be rewritten as
Γa =
1
2Tωa
[
(|zωa | − |wωa |)2 + 4|zωaw∗ωa | cos2
(
ϑa
2
)]
, (6.50)
which shows that when |zωa | = |wωa |, Γa vanishes when the cosine does, and this is because the scatterings
at the black and the white horizons destructively interfere with each other. When the two surface gravities
are different, (|zωa | − |wωa |)2 is non-zero and Γa can no longer vanish (see Fig. 6.5). The non-zero offset
is significant only for sufficiently large values of ω/κ, which requires that ωmax/κ be large enough, since
all ωa < ωmax. Using the standard expressions zω = e−piω/κW and wω = e−piω/κB , which furnish reliable
estimates [131], the ratio between the offset and the amplitude of the oscillation is
(|zωa | − |wωa |)2
4|zωaw∗ωa |
= sinh2(πωa(κB − κW)/2). (6.51)
Even though this function increases in ω when κW 6= κB, the consequences of this are never important
because when the ratio is large, the corresponding mode will not significantly contribute to the instability
since Γa ≪ 1, as can be seen from Eq. (6.50).
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Figure 6.5: Left panel: Γa/κB as a function of LκB/cH for κW = κB (solid line), κW/κB = 0.5 (dotted
line) and κW/κB = 2 (dashed line), for ωmax/κB = 0.974, D = 0.33, n = 1, q = 0.5, Λ/κB = 10.
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Figure 6.6: Transmission coefficient |Tω|2 as a function of q, at constant ω/κ = 0.100, and for the other
parameters as in the bottom plot of Fig. 6.2. The sharp minima at q = 0.1248 and q = 0.56023 correspond
to complex frequencies at ωa/κ = 0.100, whereas the broad ones at q = 0.3363 and q = 0.6285 correspond
to frequencies respectively at ωa/κ = 0.090 and ωa/κ = 0.103.
The u–v mixing and the parameter q
The mixing between the u-modes, which are right going in the lab in subsonic flows, and the v-modes
is controlled by the transmission coefficient Tω of Eq. (6.9). In Fig. 6.6, |Tω|2 is plotted as a function
of q for a fixed frequency ω/κ = 0.100. The transmission coefficient is almost 1 between q = 0.25 and
q = 0.75. Thus, for values of q in this range the u–v mixing is negligible, as was noticed in [131] for
a single black (or white) hole. In this regime the approximation discussed in Sec. 6.1.3 is valid. There
is, however, an important difference with respect to the single black hole case. In black-hole–white-
hole geometries, the transmission coefficient deviates from zero when approaching a resonance. When
working with a fixed ω, we found two sharp spikes Fig. 6.6 for q = 0.1248 and q = 0.56023 which exactly
correspond to two unstable modes. Moreover, the width of the spikes is almost equal to the corresponding
Γa. We also looked for complex eigenfrequency associated with the other two local and broad minima
of |T |2, at q = 0.3363 and q = 0.6285, and we found two eigenmodes with respectively ωa/κ = 0.090
and ωa/κ = 0.103, i.e. in the neighborhood of the chosen frequency ω/κ = 0.100. These considerations
show that close to resonances one cannot completely neglect the u–v mixing. Nevertheless, as shown in
Fig. 6.3, the improved treatment of the BS equation produces very good estimates for the values of the
real part ωa of the complex frequencies.
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Figure 6.7: |B(2)ω |2 as a function of ω/ωmax for different values of D and Λ giving rise to the same
ωmax/κ = 0.19: black solid line for D = 0.33, Λ/κ = 2, and red dashed line for D = 0.7, Λ/κ = 0.695.
The other parameters are those of the bottom plot of Fig. 6.2.
The role of the maximal frequency ωmax
In [131, 132], it was shown that the deviations, due to dispersion and with respect to the standard
Planckian distribution, of the spectrum emitted by a single black hole, or white hole, are mainly governed
by ωmax. However, the latter depends both on the ultraviolet scale Λ and the velocity profile (see
Sec. 6.1.2). The relationship takes the form
ωmax = Λf(D, q). (6.52)
Hence the same value of ωmax can be reached from very different cases, and yet it was found that the
fluxes are hardly sensitive to this. In the present case however, this insensitivity is lost because the
number of resonances directly depends on Λ. This can be understood by studying Eq. (6.34), and it is
manifest in Fig. 6.7, where |B(2)ω |2 is plotted as a function of ω/κ for two different values of Λ.
6.2.3 Growth of the asymptotic phonon fluxes
In Fig. 6.8, we represent the relevant quantities that govern the properties of the “probability” function
introduced in Eq. (6.49). On the left upper plot, we present the growth rates Γa and the corresponding
times T bωa of Eq. (6.40) for the 13 complex frequency modes that exist in the condensate flow of Fig. 6.2,
lower plot. On the right upper plot, we show the golden-rule transition rate associated with (6.49) in
that black-hole–white-hole geometry (dots), and the rate one would obtain if the white hole were not
present. In that case, the quantity plotted is proportional to ω × n¯ω, where n¯ω is the mean occupation
number in the black hole geometry as computed in [131]. It is given by n¯ω = |wω |2/(1 − |wω|2), see U3
of Eq. (6.15), where |wω |2 is well approximated by
|wω |2 = e−2piω/κ(1 − ω/ωmax)1/2. (6.53)
The prefactor of ω is due to the normalization of the χ modes of Eq. (6.45). In a black-hole–white-hole,
the quantity that corresponds to ω × n¯ω is ωa × 2ΓaT bωa . In both cases, these quantities vanish for
ω > ωmax.
In the lower plots, we show P (ω, T ) [see Eq. (6.49)], at two different times, and for both the black-
hole–white-hole and the isolated black hole flows. As expected, the exponential growth of the laser effect
does not show up for times T smaller than the inverse of the maximal Γa (here T ∼ 110/κ). Moreover,
the discreteness of the spectrum is not visible either at early times. To be resolved it requires times larger
than 2π∆ωa, where ∆ωa is the frequency gap between neighboring BS frequencies ωa. It is here of the
order of ∆ωa ∼ ωmax/10 ∼ 0.02κ.
On the contrary, for times of the order of 1/max(Γa) or greater, both the exponential growth of the
laser effect and the discreteness of the spectrum show up. These allow one to distinguish the phonon flux
emitted by the black-hole–white-hole pair from that emitted by the sole black hole that grows linearly in
T for all values of ω. This linear growth can be observed by comparing the continuous lines of the right
upper and lower plots, and constitutes a numerical validation of Fermi’s golden rule!
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Figure 6.8: Upper left panel: bouncing time T bωa of Eq. (6.40) as a function of ω/ωmax in unit of κ
−1
(points) and corresponding values of Γa (boxes), when Lκ/cH = 25. The condensate parameters are as
in Fig. 6.2, lower plot. Upper right panel, solid line: transition rate associated with (6.49) due to the
radiation emitted by the sole black hole as a function of ω/ωmax (solid line); corresponding quantity due
to the discrete set of complex frequency modes in the black-hole–white-hole geometry. The oscillations
are due to the cosine in Eq. (6.37). Lower panels: P (ω, T ) of Eq. (6.49) as a function of ω/ωmax for an
isolated black hole (solid line) and for a black-hole–white-hole pair (dashed line), respectively at time
T = 30κ−1 (left plot) and T = 200κ−1 (right plot).
6.2.4 Spatial properties of complex frequency modes and correlation pat-
terns
The density–density correlation function can be calculated following the procedure described in
Sec. 6.1.4. As outlined there, only the largest-Γa mode significantly contributes to the pattern at late
time, because this mode grows fastest than those with lower Γa, having the shortest instability timescale
1/Γa. However, at early times, also modes with lower Γ contribute to the formation of the total correla-
tion pattern as well as to the flux of phonons (see Fig. 6.8). For this reason and to appreciate the variety
of cases, it is worth studying the modes and the corresponding patterns also for lower Γ.
As a typical example of a mode with a large Γ, we consider the fourth BS mode in a configuration
with fivecomplex eigenfrequencies. In Fig. 6.9 (upper panel) the real part of this mode is represented,
while the supplementary movie laser_1.gif (available from stacks.iop.org/NJP/12/095015/mmedia) gives
its evolution in time. As a second example, we choose a very different situation with q = 0.7 and a
dispersion relation with higher Λ. In this case, the spectrum of complex frequencies is large. In Fig. 6.9
two modes are plotted: one with nBS = 14 and a moderate value of Γ (central panel), and one with
nBS = 2 and a very small value of Γ (lower panel). When comparing the modes and their correlation
patterns, some features remain the same, whereas others significantly differ.
In the first example, since Γ is high, the laser effect is strong as can be seen from the movie: in
the right asymptotic region there is an exponentially growing right-going flux. This growth in time can
also be inferred from the spatial decrease of the mode amplitude on the right of the black hole, because
these are linearly related, see equation (54) of [49]. Considering the correlation pattern of this mode in
Fig. 6.10, one sees that the dominant signals come from the inside region (the central square of size ∼ 22)
where the amplitude of the mode is highest, and from the horizontal and vertical bands which describe
the correlations between the escaping flux and the trapped mode.
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Figure 6.9: Real part of the growing mode ξa(x) of Eq. (A.80) for respectively high, moderate and low
values of Γ. Red lines: white and black horizons. Upper panel: fourth eigenmode with ω4/κ = 0.098,
Γ4/κ = 0.0056, with Lκ/cH = 10.95 and the other parameters as those of Fig. 6.2. Central panel:
eigenmode with nBS = 14, ω14/κ = 0.46 and Γ14/κ = 0.004. ωmax/κ = 2.53, q = 0.7, D = 0.7,
n = 2, κW = κB = κ, Λ/κ = 8, Lκ/cH = 5. Lower panel: eigenmode in the same background
with nBS = 2, ω2/κ = 2.48, Γ2/κ = 2. × 10−6. The importance of Γ can be estimated from the
relative mode amplitude in the right outside region versus that inside in the trapped region. Online
movies showing the evolution of ξa(x) as a function of t, respectively laser_1.gif (from t = −400/κ
to 400/κ), laser_2.gif (from t = −200/κ to 200/κ), laser_3.gif (from t = −400/κ to 400/κ)(available
from stacks.iop.org/NJP/12/095015/mmedia).
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Figure 6.10: Density–density correlation function (6.48) divided by e2Γat in the plane (x, x′), for the
mode with a high Γ represented in the upper plot of Fig. 6.9, with x and x′ in units of cH/κ. We have
divided the expression by e2Γat in order to suppress the dependence on time. Since the correlations
between different regions have very different amplitudes, we were obliged to use different scales to reveal
them. So we split the plot in four quadrants with different ranges of color coding, corresponding to
x < −15cH/κ, x > −15cH/κ, and x′ < −15cH/κ, x′ > −15cH/κ. The central square from −11 till 11
is the trapped region. It contains the strongest correlations since the mode amplitude is highest in it.
The two (symmetrical) bands of width ∼ 22 in the right upper plot describe the correlations between
the trapped region and the external region on the right of the black hole, while the other two symmetric
bands in the left upper panel and in the right lower panel describe those with the left external region.
The correlations in the lower left panel are those on the left of the white hole. They are much weaker
and of greater wavelength, in agreement with the mode properties on the left side of the upper plot of
Fig. 6.9.
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Figure 6.11: Density–density correlation function (6.48) divided by e2Γat in the plane (x, x′), for the mode
with a moderate Γ represented in the central plot of Fig. 6.9, with x and x′ in units of cH/κ. The plot
region is split in four quadrants with different scales, since the correlations between different regions have
very different amplitudes (see the analogous comment in the caption of Fig. 6.10). Similarities with the
former figure are manifest, and concern both the spatial properties of the pattern and the amplitudes of
the correlations. The main difference concerns the high-frequency modulations of the inside–inside and
inside–outside correlations which are due to the fast oscillations of the mode amplitude in the trapped
region, which are visible in the central plot of Fig. 6.9, and which are due to the fact that nBS is high:
nBS = 14.
From the mode itself and from its correlation pattern in Fig. 6.10, one can see that the u–v mixing is
very low, as expected from the choice of q = 0.5. The left-going mode coming out of the white hole is about
2.5 orders of magnitudes smaller than the right-going one that comes out of the black hole, as can be seen
from the ratio of amplitudes between the top left part and top right part in Fig. 6.10. To understand
how the modes propagate, it is appropriate to consider the top left part. This region represents the
correlations between u (right-going) and v (left-going) modes. The slope of the highest/lowest correlation
lines gives the ratio between the velocities of the two modes. When the modes form a continuous set,
the two velocities are the group velocities. However, in the present case, when considering a single mode,
the slope of these lines corresponds instead to the ratio between the phase velocities of u- and v-modes.
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Figure 6.12: Density–density correlation function (6.48) divided by e2Γat in the plane (x, x′), for the
mode with a low Γ represented in the lowest panel of Fig. 6.9, with x and x′ in units of cH/κ. The plot
region is split in nine quadrants with different scales, since the correlations between different regions have
very different amplitudes (see the analogous comment in the caption of Fig. 6.10). The bottom legend
corresponds to the central region of the plot. One clearly sees the two nodes in the trapped region. One
also finds them in the inside–outside correlations, both on the left and on the right of the trapped region.
Finally, one notices that in the present case the u–u correlations on the right upper square are weaker
than the v–v correlations on the lower left panel. This follows from the high u–v coupling between the
trapped mode, which is a u-mode, and the outside v-mode.
Similarly, the pattern in the top right part are simply due to the nodes of the right moving mode evaluated
at a given time, see equation (61) in [49].
We now consider the correlation pattern of Fig. 6.11, corresponding to a mode with a moderate value
of Γ and nBS very large. The overall properties of the pattern are basically the same as those of Fig. 6.10.
The main differences come from the high wave-vector content of the trapped mode, which produces short
distance features in the central square and in the bands. Outside these regions the patterns are very
similar.
In the last pattern of Fig. 6.12, corresponding to a mode with a very small value of Γ and nBS = 2,
we get a different picture. The pattern is basically concentrated in the central square since the amplitude
of the mode outside is related to its amplitude inside by the square root of Γ, as can be seen from (6.37).
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q = 0.9 q = 0.48
ωa/ωmax ωa/κ Γa/κ ωa/ωmax ωa/κ Γa/κ
2× 10−9 7× 10−9 0.076 2× 10−8 5× 10−8 0.23
0.12 0.41 0.012 0.32 0.86 0.022
0.47 1.58 0.005 0.68 1.80 0.004
0.75 2.54 0.0007 0.92 2.43 0.0005
0.93 3.17 0.0004
Table 6.1: ωa and Γa for the complex eigenfrequencies in the systems described in the caption of Fig. 6.13.
In the present case, the u–v mixing is so high that the pattern on the left of the white hole is higher
(by a factor of about 5) than on the right of the black hole. One also notices that in the central panel
(nBS = 2) there is only one node. Moreover, the beat-like shape shows that this wave is the result of the
superposition of two waves with very similar and relatively high wave vectors.
6.2.5 The Technion experiment
Quite recently a black-hole–white-hole flow has been experimentally realized [115]. Our numerical
code can describe this configuration, up to some limitation. In fact, the velocity profile [Fig. 3(g)
of [115]] is rather irregular while our code works accurately only for velocity profiles as in Fig. 6.1, right
panel, with an almost-flat internal region. Nevertheless, we shall proceed in order to obtain at least an
estimation on the number of the unstable modes and their growing rate. As far as we know, this is the
first estimate of this quantity, which is very relevant from an experimental standpoint.
The main parameters of a typical experimental setting are5
cH = 7.3× 10−4 m/s,
κB = κW/2 = κ = 213.7 s
−1,
v(x = 0) = −3.6× 10−3 m/s = −4.9 cH,
c(x = 0) = 3.5× 10−4 m/s = 0.48 cH, (6.54)
c(x→∞) = 8× 10−4 m/s = 1.1 cH, (6.55)
2L = 10−5 m = 1.5 cH/κ,
Λ/κ = 6.
To reproduce the above setting we perform two simulations with fixed D = 1. In Fig. 6.13, |B(2)ω |2 is
plotted as a function of ω/ωmax for q = 0.9 (left panel) and q = 0.48 (right panel). These two values are
obtained by using, respectively, c(x = 0) and c(x→∞) equal to their experimental values in Eqs. (6.54)
and (6.55).6 The small distance between the two horizons implies that few trapped modes are present
in this situation. The values of Γa and ωa of the complex eigenfrequencies are reported in both cases
in Tab. 6.1. The dominant contribution comes from the eigenfrequency with the largest Γa. In the two
cases this corresponds to an instability time scale, respectively τ ≈ 0.06 s and τ ≈ 0.02 s. Even if the
two simulations are generated with very different values of q, the two results agree in order of magnitude.
Note that the estimated instability time scale is more than twice the time scale for which the horizons
are maintained in the experimental configuration (≈ 0.08 s for the experiment settings considered in the
present analysis). In order to see the laser effect, it would be needed to maintain the system for a longer
time, or to increase κ by a factor of 10, without changing the dimensionless parameters of the system
such as the ratio Lκ/cH.
5Private communication of J. Steinhauer to SF and R. Parentani (2010).
6We used these two values because, in our analysis, it is not possible to fix independently c(x = 0) and c(x →∞). We
expect that the actual value of the complex frequencies would lie in between the two sets we obtained.
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Figure 6.13: |B(2)ω |2 as a function of ω/ωmax for q = 0.9, ωmax/κ ≈ 3.4 (left panel) and q = 0.48,
ωmax/κ ≈ 2.7 (right panel). The values of the other parameters are given in the text. Green points:
numerical simulation; red lines: fitted series of Lorentzians. ωa and Γa from the fit are reported in
Tab. 6.1.
6.3 Summary and discussion
We analyzed the spectrum of phonons in a BEC when the stationary flow of the condensate crosses
twice the speed of sound. Our analysis is based on the BdG equation (3.19). Hence, even though the
analogy with light propagation in a pair of black and white horizons is manifest, none of our results rely
on this gravitational analogy.
In the limit where the condensate can be considered as infinite, i.e. when no periodic boundary
condition is introduced, the spectrum of bounded modes contains real frequency modes that are only
elastically scattered, see Eq. (6.9), plus a discrete and finite set of pairs of complex frequency modes.
These modes can be seen as the resonances of the cavity bordered by the two sonic horizons. They lead to
dynamical instabilities because the scattering through each sonic horizon is anomalous, in that it mixes
positive and negative norm modes, see Eq. (6.10). Then, using semi-classical techniques, we compute
the real and the imaginary part of the complex frequencies. The real part ωa obeys a BS condition that
introduces the discreteness of the spectrum, whereas the imaginary part Γa is related to the norm of the
scattering coefficients across the horizons, see Eq. (6.37). In the case of toroidal geometry, the analysis
would instead be complicated by the discreteness of the wave vectors. The instability appears only when
one ωa approximately matches one of the frequencies associated with that discrete set of wave vectors.
This explains the presence of the instability bands found in [76, 105].
In Sec. 6.2 we numerically solved the BdG equation for real and complex frequencies. By comparing
the numerical properties with those derived using the BS and Eq. (6.10), we validated the use of semi-
classical methods, see Figs. 6.2–6.4. In Sec. 6.2.3 we numerically studied the growth of number of phonons
emitted by the black-hole–white-hole system. In spite of the discrete character of the trapped modes,
at early time, this quantity behaves very similarly to the flux that the black hole horizon would emit in
the absence of the white hole horizon. Instead, for larger time both the instability and the discreteness
show up. Finally, we studied the equal time correlation pattern of density–density fluctuations associated
with three different complex frequency modes, respectively with high, moderate and low value of the
imaginary part Γa. In all cases, the instability shows up most clearly in the supersonic region where the
amplitude of the trapped mode is the highest one. The correlations between the trapped mode and the
emitted modes display very specific properties, see Figs. 6.10–6.12.
Finally, we studied (within some limitations) the experimental situation realized in June 2009 in the
Technion [115]. The results are summarized in Fig. 6.13 and show that few unstable modes are found,
and that the instability time scale is about ten times larger than the life time of the condensate. This
means that an increase by a factor of ten of the surface gravity (without changing the dimensionless
parameters of the system such as the ratio Lκ/cH) would lead to comparable time scales. The laser effect
could then be observable.
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Chapter 7
THE COSMOLOGICAL CONSTANT:
A LESSON FROM BOSE–EINSTEIN CONDENSATES
The cosmological constant [38] has been one of the most mysterious and fascinating objects for both
cosmologist and theoretical physicists since its introduction almost one century ago [58]. Once called
by Einstein his greatest blunder, it seems nowadays the driving force behind the current accelerated
expansion of the universe. The explanation of its origin is considered one of the most fundamental issues
for our comprehension of general relativity (GR) and quantum field theory (QFT).
Since this constant appears in Einstein’s equations as a source term present even in the absence of
matter and with the symmetries of the vacuum (TΛµν ∝ gµν), it is usually interpreted as a “vacuum
energy”. Unfortunately, this has originated the so-called “worst prediction” of physics. In fact, the
estimated value, which is naïvely obtained by integrating the zero-point energies of modes of quantum
fields below Planck energy, is about 120 orders of magnitude larger than the measured value. Despite the
large number of attempts (most notably supersymmetry [136], which, however, must be broken at low
energy) this problem is still open. We can summarize the situation by saying that, given the absence of
custodial symmetries protecting the cosmological term from large renormalization effects, the only option
we have to explain observations is fine tuning [51, 27].
This huge discrepancy is plausibly due to the use of effective field theory (EFT) calculations for a
quantity which can be computed only within a full quantum gravity (QG) theory. Unfortunately, to date,
we do not have any conclusive theory at our disposal. However, the possibility of a failure of our EFT-
based intuition is supported by what can be learned from analogue models of gravity [19], given that, in
these models, the way in which the structure of the spacetime emerges from the microscopic theory is
fully under control. In [200, 201, 198] it was shown that a naïve computation of the ground state energy
using the EFT (the analogue that one would do to compute the cosmological constant), would produce
a wrong result. The unique way to compute the correct value seems to use the full microscopic theory.
Given the deep difference in the structure of the equations of fluid dynamics and those of GR (and
other gravitational theories), it is not possible to have an accurate analogy at the dynamical level: indeed,
this is forbidden by the absence of diffeomorphism invariance and of local Lorentz invariance. However,
in [79] it has been shown for the first time that the evolution of part of the acoustic metric in a Bose–
Einstein condensate (BEC) is described by a Poisson equation for a non-relativistic gravitational field,
thus realizing a (partial) dynamical analogy with Newtonian gravity. Noticeably, this equation is endowed
with a source term which is there even in the absence of real phonons and can be naturally identified as
a cosmological constant.
In this chapter we will consider such analogue model for gravity and directly show that the cosmological
constant term cannot be computed through the standard EFT approach, confirming the conjecture of [200,
201]. However, we find that also the total ground state energy of the condensate does not give the correct
result: indeed, the cosmological constant is comparable with that fraction of the ground state energy
corresponding to the quantum depletion of the condensate, i.e. to the fraction of atoms inevitably
occupying excited states of the single particle Hamiltonian. In conclusion, the origin and value of such
term teach us some interesting lessons about the cosmological constant in emergent gravity scenarios.
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7.1 The cosmological constant problem in EFT
Since the cosmological constant Λ enters Einstein’s equation
Rµν − 12gµνR+ Λ gµν =
8πG
c4
Tµν (7.1)
as a term multiplying the metric tensor gµν , anything that contributes to the energy density of the
vacuum acts just like Λ. In fact, by Lorentz invariance, vacuum energy must have a stress energy tensor
of the form
Tµν = −E gµν . (7.2)
On the other side this argument implies that the cosmological constant may be interpreted not only as
an arbitrary constant appearing in Einstein’s equations, but as a vacuum energy
EΛ = c
4Λ
8πG
. (7.3)
Since every vacuum energy must contribute to the cosmological constant, problems arise when com-
puting this energy using EFT. Summing up all the zero-point energies of all normal modes of some
quantum field of mass m up to a cutoff energy µ, one obtains [204]
E =
∫ µ/~c
0
4π k2dk
(2π)3
1
2
~c
√
k2 +
m2c2
~2
≈ µ
4
16π2(~c)3
. (7.4)
If we trust the EFT up to Planck scale, we obtain [38]
EP ≈ 10110 erg/cm3, (7.5)
while, if we only consider zero point-energy in quantum chromodynamics (QCD), we expect
EQCD ≈ 1036 erg/cm3, (7.6)
but cosmological observations unfortunately give
Eobs ≈ 10−10 erg/cm3. (7.7)
It is clear that EFTs with a cutoff either at Planck scale or QCD scale cannot anyhow explain the
observed value. In a proper semiclassical renormalization procedure of the whole theory (gravity plus
quantum fields) a suitable bare cosmological constant Λb might be introduced to tune the renormalized
Λ to match its observed value [28]. However, since the order of magnitudes of ΛEFT and the observed
one are so different, such a procedure would require an extremely fine tuning of Λb.
Furthermore, another dark issue should be clarified. In EFT, the zero-point energy has no particular
meaning, since energy is defined up to an arbitrary constant. Indeed, the zero-point energy of the modes
is usually renormalized away from the total energy via normal ordering. On the opposite, in gravity,
the zero-point cannot be arbitrary, since energy directly enters Einstein’s equations: different zero-point
energies yield different stress-energy tensors Tµν and, therefore, different solutions of Einstein’s equations.
So one may wonder what is the correct vacuum energy that must be put into Einstein’s equations. There
is no first principle telling us that this energy must exactly be the EFT zero-point energy.
From such considerations, it seems that there is no way out to this problem. The only possibility to
compute Λ would be to directly know the underlying QG theory from which both GR and EFT emerge
in the low energy limit. Under this hypothesis there is no hope of computing Λ from scratch only through
GR and EFT. In a certain sense Λ is an emergent quantity that parametrizes in one number the whole
microscopic structure of the spacetime and influences the macroscopic equations of GR and EFT.
As an example of this emergence mechanism, let us mention the propagation of phonons in BECs.
In that case, the equation of motion of phonons (3.19) can be written using only macroscopic quantities
(speed of sound, velocity and density of the fluid) plus the healing length (3.21) which, through the
combination of microscopic quantities, defines the scale at which the dispersion relation (3.22) is no more
in the relativistic regime ω2 = c2k2. If an observer could only measure phonons, the healing length could
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be measured, but it could not be computed from first principles, just because only the phonon EFT would
be knwon but not the whole theory of BECs.
To shed some light on this problem, it is interesting to have a toy model of gravity where one can
compute from first principles both the vacuum energy and the cosmological constant. In this way one can
compare them and check if they are the same quantity or they are unrelated instead. In order to do this,
one needs a model where it is possible to derive not only the dynamics of a field leaving in an effective
geometry described by some metric gµν , as usual in analogue models (see Sec. 1.1), but also the equation
governing the dynamics of the metric itself. That is, analogue Einstein’s equations are needed, so that
the analogue cosmological constant can be directly read from them. Such a model was studied in [79],
using a BEC with U(1)-symmetry breaking. The computation of the analogue cosmological constant is
performed in [67] and reported in Sec. 7.3, together with a revision of the model of [79].
7.2 Volovik’s proposal
The idea of using analogue models to understand the origin of the cosmological constant is not original
of [67] but was firstly developed by Volovik [200, 201] for a quantum liquid and presented in [198] also for
a Bose gas. However, his approach is completely different from that of [67]. It is worth briefly reviewing
it, to make a comparison with ours. Even if Volovik did not have an analogue model with an equation
describing the dynamics of the geometry as in [79], he nevertheless used a nice argument to determine
the analogue cosmological constant.
The basis of Volovik’s argument is the identification of the proper thermodynamical potential for the
particular considered problem. In this case, we are interested in the emergence of an analogue QFT in
condensed matter. The many-body system of identical atoms constituting the quantum liquid is described
by the grand canonical Hamiltonian
Hˆ = Hˆ − µNˆ, (7.8)
where Hˆ is the second-quantized Hamiltonian, µ is the chemical potential, and Nˆ the number operator.
Volovik’s proposal is that the correct vacuum energy density for the QFT emerging in the many-body
system (corresponding to the analogue cosmological constant) is the expectation value of Eq. (7.8) on
a state |0〉 with no phonons, in the thermodynamic limit in which both the volume V and the particle
number N goes to infinity
Evac = 1
V
〈0|Hˆ − µNˆ |0〉. (7.9)
Using the Gibbs–Duhem relation of thermodynamics [99], stating that at thermodynamic equilibrium
E − TS − µN = −pV, (7.10)
where E and N are the expectation value of Hˆ and Nˆ , respectively, T is the temperature of the system,
S its entropy, and p its pressure, one obtains
Evac = −p, (7.11)
because T = 0 in the phonon ground state |0〉.
Equation (7.11) is the key result of this analysis, since it exactly represents the correct equation of state
for the cosmological constant. To summarize, if the vacuum energy is the density of the expectation value
of the grand canonical Hamiltonian on the state at zero temperature (no excitations), then p = −Evac
by thermodynamic relations. The second interesting feature is that, if H = 〈Hˆ〉 of Eq. (7.8) were really
the quantity that gravitates in place of the energy E = 〈Hˆ〉, the freedom in the choice of the zero-point
energy would not affect the gravitating quantity H. If the energy of each atoms were shifted by a factor
of α, the Hamiltonian would be shifted by αNˆ . However, also the chemical potential would have to be
shifted by α, such that the grand canonical Hamiltonian, being the difference of Hˆ and µNˆ , would not
change under this transformation. In so doing, there would be a definite gravitating quantity, allowing
at the same time for the freedom in the choice of the zero-point energy.
However, this argument does not use any dynamical equation for the spacetime geometry. This is, in
our opinion, the weak point of the above treatment. In fact, the cosmological constant is the quantity
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that gravitates in the absence of matter, encoding the microscopic properties of the spacetime structure.
It may be a vacuum energy of some field, but this interpretation may be also wrong. In that case, as
discussed in the previous section, the only way to obtain a reliable result for the cosmological constant
would be to derive a dynamical equation for the metric, from which Λ might be directly read off.
7.3 A lesson from BECs
As broadly discussed above, to compute the cosmological constant from scratch, one should know the
microscopic structure of the spacetime and how to derive Einstein’s equations from it. We show in this
section that this procedure can be applied from first principles to a particular analogue system, a BEC
with U(1) breaking [79], for which an equation describing the analogue gravitational dynamics exists. We
first review this model in Sec. 7.3.1, then we compute both the ground state energy of the system and its
grand canonical ground state energy (see Sec. 7.2) in Sec. 7.3.2. Finally, in Sec. 7.3.3, we compare those
results with the analogue gravitational constant.
7.3.1 Analogue gravitational dynamics
The model used in [79] is a modified BEC system including a soft breaking of the U(1) symmetry
associated with the conservation of particle number. This unusual choice is a simple trick to give mass
to quasiparticles that are otherwise massless by Goldstone’s theorem. In second quantization, such a
system is described by a canonical field Ψˆ†, satisfying [Ψˆ(t,x), Ψˆ†(t,x′)] = δ3(x−x′), whose dynamics is
generated by the grand canonical Hamiltonian
Hˆ = Hˆ − µNˆ, (7.12)
where
Hˆ =
∫
dx
[
~2
2m
∇xΨˆ†∇xΨˆ + V Ψˆ†Ψˆ + g2Ψˆ
†Ψˆ†ΨˆΨˆ− λ
2
(
ΨˆΨˆ + Ψˆ†Ψˆ†
)]
(7.13)
is the Hamiltonian and
Nˆ =
∫
dxΨˆ†Ψˆ (7.14)
is the standard number operator for Ψˆ. For further details on this model and on possible physical
realizations, see [79]. See also [173] for a generalization to condensates with many components.
We describe the formation of a BEC at low temperature through the complex function Ψ0 for the
condensate and the operator φˆ for the perturbations on top of it, as defined in Eq. (3.16)
Ψˆ = Ψ0(1 + φˆ). (7.15)
The canonical commutation relation is [see Eq. (3.17)]
[φˆ(t, x), φˆ†(t, x′)] =
1
ρ0(x)
δ(x− x′). (7.16)
Using Eq. (7.15), it is convenient to expand the grand canonical Hamiltonian Hˆ of Eq. (7.13) up to second
order in φˆ
Hˆ ≈ H0 + Hˆ1 + Hˆ2, (7.17)
where
H0 =
∫
dx
[
Ψ∗0
(
− ~
2
2m
∂2x + V − µ+
g
2
ρ0
)
Ψ0 − λ2
(
Ψ20 +Ψ
∗
0
2
)]
, (7.18)
Hˆ1 =
∫
dx
[
Ψ∗0φˆ
†
(
− ~
2
2m
∂2x + V − µ+ gρ0
)
Ψ0 − λΨ∗02φˆ†
]
+ h.c., (7.19)
Hˆ2 =
∫
dxρ0
{
φˆ†
[
Tρ − iv~∂x − ~
2
2m
∂2xΨ0
Ψ0
+ V − µ+ 2gρ0
]
φˆ+
ρ
2
(
φˆ†2 + φˆ2
)
+
λ
2ρ0
(
Ψ20φˆ
2 + Ψ∗0
2φˆ†2
)}
.
(7.20)
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For a stationary condensate, ∂tΨ0 = 0 and the grand canonical Hamiltonian (7.19) generates a
modified Gross–Pitaevskii equation[
− ~
2
2m
∂2x + V − µ+ gρ0 − λ
Ψ∗0
Ψ0
]
Ψ0 = 0. (7.21)
To compute the analogue cosmological constant, it is enough to consider only homogeneous back-
grounds. Thus, one can assume that V = 0 and the condensate is at rest. Ψ0 has a constant phase, that
one can put to 0 (Ψ∗0 = Ψ0 =
√
ρ0), and Eq. (7.21) simplifies to
µ = gρ0 − λ. (7.22)
Under the same assumptions, the equation of motion of the quasiparticles is generated by the second
order Hamiltonian (7.20)
i~∂tφˆ =
[
− ~
2
2m
∇2 + gρ0 + λ
]
φˆ+ (gρ0 − λ) φˆ†. (7.23)
This equation is solved via Bogoliubov transformation involving the Fourier expansion
φˆ =
∫
d3k√
ρ0(2π)3
[
uke−iωt+ik·xaˆk + v∗ke
+iωt−ik·xaˆ†
k
]
, (7.24)
where aˆk and aˆ
†
k are quasiparticles’ operators and the factor
√
ρ0(2π)3 has been inserted such that the
Bogoliubov coefficients uk and vk obey the standard normalization |uk|2 − |vk|2 = 1.
The dispersion relation is
~
2ω2 = 4λgρ0 +
gρ0 + λ
m
~
2k2 +
~4k4
4m2
, (7.25)
describing massive phonons with ultraviolet corrections, mass M, and speed of sound cs [79]
M = 2
√
λgρ0
gρ0 + λ
m, c2s =
gρ0 + λ
m
. (7.26)
Finally, standard manipulations give (see Sec. A.2.2)
u2k =
1
1−D2
k
, v2k =
D2k
1−D2
k
, (7.27)
Dk ≡
~ω − (~2k2/2m+ gρ0 + λ)
gρ0 − λ , (7.28)
where both uk and vk are chosen to be real.
When the homogeneous condensate background is perturbed by small inhomogeneities, the Hamilto-
nian for the quasi-particles can be written as (see [79])
Hˆquasip. ≈Mc2s −
~2∇2
2M +MΦg. (7.29)
Hˆquasip. is the non-relativistic Hamiltonian for particles of mass M [see Eq. (7.26)] in a gravitational
potential
Φg(x) =
(gρ0 + 3λ)(gρ0 + λ)
2λm
u(x) (7.30)
and u(x) = [(ρ0(x)/ρ∞) − 1]/2, where ρ∞ is the asymptotic density of the condensate. Moreover, the
dynamics of the potential Φg is described by a Poisson-like equation[
∇2 − 1
L2
]
Φg = 4πGNρp + CΛ, (7.31)
which is the equation for a non-relativistic short-range field with length scale
L =
a√
16πρ0a3
(7.32)
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and gravitational constant
GN =
g(gρ0 + 3λ)(gρ0 + λ)2
4π~2mλ3/2(gρ0)1/2
. (7.33)
Despite the obvious difference between Φg and the usual Newtonian gravitational potential, we insist in
calling it the Newtonian potential because it enters the acoustic metric exactly as the Newtonian potential
enters the metric tensor in the Newtonian limit of GR.
The source term in Eq. (7.31) contains both the contribution of real phonons (playing the role of
matter)
ρp =Mρ0
[(
〈ζ|φˆ†φˆ|ζ〉 − 〈0|φˆ†φˆ|0〉
)
+
1
2
Re
(
〈ζ|φˆφˆ|ζ〉 − 〈0|φˆφˆ|0〉
)]
, (7.34)
where |ζ〉 is some state of real phonons and |0〉 is the Fock vacuum of the quasiparticles (aˆk|0〉 = 0, ∀k),
as well as a cosmological constant like term (present even in the absence of phonons/matter)
CΛ =
2gρ0(gρ0 + 3λ)(gρ0 + λ)
~2λ
Re
[
〈0|φˆ†φˆ|0〉+ 1
2
〈0|φˆφˆ|0〉
]
. (7.35)
Note that the source term in the correct weak field approximation of Einstein’s equations is 4πGN (ρ +
3p/c2). For standard non-relativistic matter, p/c2 is usually negligible with respect to ρ. However, it
cannot be neglected for the cosmological constant, since pΛ/c2 = −ρΛ. As a consequence the analogue
cosmological constant is
Λ = −CΛ
2c2s
. (7.36)
7.3.2 BEC ground state energy
We can now compute the vacuum expectation value of Hˆ in the ground state |0〉. To this aim, it is
convenient to use the expansion of Hˆ in powers of φˆ given in Eq. (7.17). The energy density h0 of the
condensate (density of H0) and the density h2 of the expectation value of Hˆ2 are given in Appendix A.2.2
[see Eq. (A.59)]
h0 = −gρ
2
0
2
, (7.37)
h2 = −
∫
d3k
(2π)3
~ω|vk|2, (7.38)
while the expectation value of Hˆ1 vanishes because it contains only odd powers of aˆk and aˆ†k. The integral
in Eq. (7.38) is computed by using Eqs. (7.27) and (7.28). Applying standard regularization techniques
(see also [99])
h2 =
64
15
√
π
gρ20
√
ρ0a3 Fh
(
λ
gρ0
)
, (7.39)
where a = 4πgm/~2 is the scattering length, Fh is plotted in Fig. 7.1 (dashed line) and Fh(0)=1. The
total grand canonical energy density is therefore
h = h0 + h2 =
gρ20
2
[
−1 + 128
15
√
π
√
ρ0a3 Fh
(
λ
gρ0
)]
. (7.40)
The number density operator Nˆ is analogously expanded in powers of φˆ
Nˆ = N0 + Nˆ1 + Nˆ2, (7.41)
where, as in Eq. (7.17), N0, Nˆ1, and Nˆ2 contain respectively no power of φˆ, only first powers, and only
second powers. The density of N0 is simply
ρ0 = |Ψ0|2, (7.42)
〈0|Nˆ1|0〉 vanishes, and the density ρ2 is [see Eq. (A.61)]
ρ2 ≡ 〈0|Nˆ2|0〉 = ρ0〈0|φˆ†φˆ|0〉 =
∫
d3k
(2π)3
|vk|2 = 8ρ03√π
√
ρ0a3 Fρ
(
λ
gρ0
)
, (7.43)
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Figure 7.1: Fh [dashed line, Eq. (7.39)], Fρ [dotted line, Eq. (7.43)], Fφφ [dotdashed line, Eq. (7.46)], and
FΛ [solid line, Eq. (7.47)].
where Fρ satisfies Fρ(0) = 1 (see Fig. 7.1, dotted line). This is the number density of non-condensed
atoms (depletion). Note that the Hamiltonian (7.13) holds only if the so called dilution factor ρ0a3 is
much smaller than 1.
Furthermore, when λ = 0, inverting the expression for total particle density ρ = ρ0 + ρ2, up to the
first order in
√
ρa3, one obtains
ρ0 = ρ
[
1− 8
3
√
π
√
ρa3
]
, (7.44)
which is the density of condensed atoms in terms of the total density ρ and the scattering length a [118].
In this case, µ = gρ0 and the energy density ǫ (density of 〈0|Hˆ |0〉 = 〈0|H+ µNˆ |0〉) is
ǫ = h+ µρ =
gρ2
2
[
1 +
128
15
√
π
√
ρa3
]
. (7.45)
This is the well known Lee–Huang–Yang [118] formula for the ground state energy in a condensate at
zero temperature. In general, when the U(1) breaking term is small, this term is expected to be the
dominant contribution to the ground state energy of the condensate.
7.3.3 What does the cosmological constant correspond to?
We will now compare the energy density and the grand canonical energy density with the effective
cosmological constant Λ of Eq. (7.36). CΛ of Eq. (7.35) is computed using Eq. (7.43) and
〈0|φˆφˆ|0〉 =
∫
d3k
ρ0(2π)3
ukvk =
8√
π
√
ρ0a3 Fφφ
(
λ
gρ0
)
, (7.46)
where Fφφ(0) = 1 (see Fig. 7.1, dotdashed line). We finally obtain
Λ = −20mgρ0 (gρ0 + 3λ)
3
√
π~2λ
√
ρ0a3 FΛ
(
λ
gρ0
)
, (7.47)
where FΛ = (2Fρ + 3Fφφ)/5 (see Fig. 7.1, solid line).
Let us now compare the value of Λ either with the ground-state grand canonical energy density
h [Eq. (7.40)], which in [200, 201] was suggested as the correct vacuum energy corresponding to the
cosmological constant, or to the ground-state energy density ǫ of Eq. (7.45). Evidently, Λ does not
correspond to either of them: even when taking into account the correct behavior at small scales, the
vacuum energy computed with the phonon EFT does not lead to the correct value of the cosmological
constant appearing in Eq. (7.31). Noticeably, since Λ is proportional to
√
ρ0a3, it can even be arbitrarily
smaller than both h and ǫ, if the condensate is very dilute. Furthermore, Λ is proportional only to the
subdominant second order correction of h or ǫ, which is strictly related to the depletion [see Eq. (7.43)].
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Several scales show up in the emergent system, in addition to the naïve Planck scale computed by
combining the emergent constants GN, cs and ~:
LP =
√
~c5s
GN
∝
(
λ
gρ0
)−3/4
(ρ0a
3)−1/4a. (7.48)
For instance, the Lorentz-violation scale (i.e., the healing length of the condensate)
LLV = ξ ∝ (ρ0a3)−1/2a (7.49)
differs from LP, suggesting that the breaking of the Lorentz symmetry might be expected at a much longer
scale than the Planck length (energy much smaller than the Planck energy), since the ratio LLV/LP ∝
(ρ0a3)−1/4 increases with the diluteness of the condensate.
Note that LLV scales with ρ0a3 exactly as the range of the gravitational force [see Eq. (7.32)], signaling
that this model is too simple to correctly grasp all the desired features. However, in more complicated
systems [173], this pathology can be cured in the presence of suitable symmetries, leading to long range
potentials.
It is instructive to compare the energy density corresponding to Λ
EΛ = Λc
4
s
4πGN
(7.50)
to the Planck energy density
EP = c
7
s
~G2N
. (7.51)
The energy density associated with the analogue cosmological constant is much smaller than the value
computed from zero-point-energy calculations with a cut off at the Planck scale. Indeed, the ratio between
these two quantities
EΛ
EP ∝ ρ0a
3
(
λ
gρ0
)−5/2
(7.52)
is controlled by the diluteness parameter ρ0a3.
7.4 Summary and discussion
Taken at face value, this relatively simple model displays too many crucial differences with respect to
any realistic theory of gravity to provide conclusive evidences. However, it displays an alternative path
to the cosmological constant, from the perspective of a microscopic model. The analogue cosmological
constant that we have discussed cannot be computed as the total zero-point energy of the condensed
matter system, even when taking into account the natural cut-off coming from the knowledge of the
microphysics [200, 201]. In fact the value of Λ is related only to the (subleading) part of the zero-point
energy proportional to the quantum depletion of the condensate. Interestingly, this result finds some
support from arguments within loop quantum gravity models [2, 3], suggesting a BCS energy gap as a
(conceptually rather different) origin for the cosmological constant.
The implications for gravity are twofold. First, there could be no a priori reason why the cosmological
costant should be computed as the zero-point energy of the system. More properly, its computation must
inevitably pass through the derivation of Einstein’s equations emerging from the underlying microscopic
system. Second, the energy scale of Λ can be several orders of magnitude smaller than all the other energy
scales for the presence of a very small number, non-perturbative in origin, which cannot be computed
within the framework of an EFT dealing only with the emergent degrees of freedom (i.e., semiclassical
gravity).
The model discussed in this chapter explicitly shows all of this. Furthermore, it strongly supports
a picture where gravity is a collective phenomenon in a pregeometric theory. In fact, the cosmological
constant puzzle is elegantly solved in those scenarios. From an emergent gravity approach, the low energy
effective action (and its renormalization group flow) is obviously computed within a framework that has
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nothing to do with QFT in curved spacetime. Indeed, if we interpreted the cosmological constant as
a coupling constant controlling some self-interaction of the gravitational field, rather than as a vacuum
energy, it would straightforwardly follow that the explanation of its value (and of its properties under
renormalization) would naturally sit outside the domain of semiclassical gravity.
For instance, in a group field theory scenario (a generalization to higher dimensions of matrix models
for two dimensional QG [142]), it is transparent that the origin of the gravitational coupling constants has
nothing to do with ideas like “vacuum energy” or statements like “energy gravitates”, because energy itself
is an emergent concept. Rather, the value of Λ is determined by the microphysics, and, most importantly,
by the procedure to approach the continuum semiclassical limit. In this respect, it is conceivable that the
very notion of cosmological constant as a form of energy intrinsic to the vacuum is ultimately misleading.
To date, little is known about the macroscopic regime of models like group field theories, even though
some preliminary steps have been recently done [143]. Nonetheless, analogue models elucidate in simple
ways what is expected to happen and can suggest how to further develop investigations in QG models.
In this respect, the reasoning of this chapter sheds a totally different light on the cosmological constant
problem, turning it from a failure of EFT to a question about the emergence of the spacetime.
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Chapter 8
A NEW SYSTEM:
RELATIVISTIC BOSE–EINSTEIN CONDENSATES
In Sec. 1.2.3 we saw that it is possible, although rather complicated, to find a fluid metric (1.25)
reproducing the Schwarzschild geometry. However, it is actually impossible to reproduce the Kerr metric
because spatial sections of acoustic geometries are necessarily conformally flat (see Sec. 1.2.5). Finally, in
Sec. 1.2.7, we saw that, for similar reasons, among the cosmological metrics only the de Sitter spacetime
and the flat (k = 0) Friedmann–Robertson–Walker (FRW) spacetimes can be cast in acoustic form. In
general, the subset of metrics that can be simulated by analogue models is rather small (see discussion
in 1.1), so that it is quite interesting to look for systems allowing to reproduce a wider set of geometries.
Furthermore, except for the recent work on the Abelian Higgs model [77], analogue models considered
so far are characterized by non-relativistic fundamental equations. This would imply, in the emergent
gravity perspective, a trans-Planckian world characterized by a preferred system of reference and a
Newtonian absolute space and time. Given the broad interest in these systems as toy models for emergent
gravity scenarios [126, 208, 79, 80, 176], as broadly discussed in the Introduction of this Thesis, it would
be particularly important to investigate the implications of a system without such a Newtonian preferred
time.
Leaded by the above two motivations, in this chapter we consider a new analogue gravity system,
namely a relativistic Bose–Einstein condensate (RBEC), for which no absolute time is present. A preferred
time foliation is produced through spontaneous symmetry breaking but it is not encoded in the theory ab
initio. From the point of view of emergent gravity analogues, this system is alternative to the standard
case with transition from Lorentzian to Galilean relativity in the ultraviolet (UV). This new system shows
instead a transition from Lorentz to Lorentz symmetry, encoded in different invariant speeds at different
energy regimes. Moreover, it is richer than its non-relativistic counterpart, since it is characterized by
two kinds of propagating modes, a massless and a massive one (which disappears in the non-relativistic
limit): we shall show that only the massless one is described by a generalized Klein–Gordon equation in
a curved spacetime.
Finally, RBECs allow to reproduce novel classes of metrics as, for example, the k = −1 FRW metric
(see Sec. 8.4.1). In general, the spatial slices of acoustic metrics in these systems are not conformally flat,
possibly permitting more general mappings.
8.1 Relativistic Bose–Einstein condensates
Bose–Einstein condensation, i.e. the macroscopic occupation of a single state, may occur both for
relativistic and non-relativistic bosons. The main differences between their thermodynamical properties
at finite temperature are due both to the different energy spectra and also to the presence, for relativistic
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bosons, of anti-bosons. These differences result in different conditions for the occurrence of Bose–Einstein
condensation, which is possible, e.g., in two spatial dimensions for a homogeneous gas of massless bosons,
but not for its massive counterpart—and also, more importantly for our purposes, in the different structure
of their excitation spectra. Note that, in order to see relativistic effects in an experimental realization
of a relativistic BEC, a field with a very low mass would be requiered. This might be possible in a
condensate of exciton polaritons [108], where the polariton mass may be controlled and made sufficiently
small (see [40] for a recent review).
In this section, under a theoretical perspective, we briefly recall the thermodynamic properties of a
relativistic Bose gas [86, 87, 107, 174, 175, 26, 84, 211], discussing how the non-relativistic limit is obtained
and comparing with the results for non-RBECs [155, 150]. The study of the excitation spectrum for a
(generally moving and inhomogeneous) condensate is presented in the following section 8.2.
The Lagrangian density for an interacting relativistic scalar Bose field φˆ(x, t) may be written as
Lˆ = 1
c2
∂φˆ†
∂t
∂φˆ
∂t
−∇φˆ† · ∇φˆ−
(
m2c2
~2
+ V (t,x)
)
φˆ†φˆ− U(φˆ†φˆ;λi), (8.1)
where V (t,x) is an external potential depending both on time t and position x, m is the mass of the
bosons and c is the velocity of light. U is an interaction term and the coupling constants λi(t,x) can also
depend on both time and position. U can be expanded as
U(φˆ†φˆ;λi) =
λ2
2
ρˆ2 +
λ3
6
ρˆ3 + · · · , (8.2)
where ρˆ = φˆ†φˆ. The usual two-particle λ2φˆ4 interaction corresponds to the first term (λ2/2)ρˆ2, while the
second term represents the three-particle interaction and so on.
Since the Lagrangian (8.1) is invariant under the global U(1) symmetry, it is possible to define the
associated Noether current and conserved charge, the latter corresponding to N − N¯ , where N (N¯) is
the number of bosons (anti-bosons).
Then, for an ideal homogeneous gas, when both U and V vanish, the relation between the chemical
potential µ and the temperature T ≡ 1/(kBβ) is given by [86, 87]
N − N¯ =
∑
k
[nk(µ, β)− n¯k(µ, β)] , (8.3)
where nk(µ, β) = 1/{exp[β(|Ek| − µ)] − 1} is the average number of bosons in the state of energy |Ek|,
with
E2k = ~
2k2c2 +m2c4. (8.4)
Similarly, n¯k(µ, β) = 1/{exp[β(|Ek|+ µ)]− 1} is the corresponding number of anti-bosons.
Introducing the number density n = (N − N¯)/Ω (where Ω is the volume of the system), one obtains
in d dimensions for non-interacting bosons the following relation between the critical temperature Tc and
the charge density n [86, 87, 84]:
n = C
∫ ∞
0
dk kd−1
sinh (βcmc2)
cosh (βc|Ek|)− cosh (βcmc2) , (8.5)
where C = 1/(2d−1πd/2Γ(d/2)) is a numerical coefficient and d is the number of spatial dimensions.
From Eq. (8.5) one can readily derive the non-relativistic and the ultra-relativistic limits: the former
is obtained when kBTc ≪ mc2. In this limit the contribution of anti-bosons to Eq. (8.3) can be neglected
(so n ≈ N/Ω) and one obtains
kBTc =
2π~2
n
(
n
ζ(d/2)
)2/d
(8.6)
(ζ denotes the Riemann zeta function), which is the usual result for the critical temperature of a non-
relativistic ideal Bose gas [155, 150]. In the ultra-relativistic limit, kBTc ≫ mc2 and
(kBTc)
d−1 =
~dcd−2Γ(d/2)(2π)d
4mπd/2Γ(d)ζ(d − 1) n. (8.7)
Inspection of (8.6) and (8.7) makes clear that both non-relativistic and relativistic Bose gases condense
for d > 3, since for d = 2 the critical temperature Tc vanishes in both cases as ζ(1) diverges. Condensation
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is possible for d = 2 only if bosons are massless. From now on we focus on the case d = 3, where the
homogeneous relativistic ideal Bose gas can undergo Bose–Einstein condensation.
At T ≪ Tc, when the relativistic bosons condense, it is possible to describe the dynamics of the
condensate at the mean-field level by performing the substitution φˆ→ φ. The order parameter φ satisfies
then the classical equation
1
c2
∂2φ
∂t2
−∇2φ+
(
m2c2
~2
+ V (t,x)
)
φ+ U ′(ρ;λi(t,x))φ = 0, (8.8)
where ρ = φ∗φ and ′ denotes the derivative with respect to ρ. The nonlinear Klein–Gordon equation (8.8)
gives the dynamics of the relativistic condensates, and in the non-relativistic limit the Gross–Pitaevskii
equation (3.18) is retrieved.
Adopting the standard definition for the box operator in flat spacetime,
 = ηµν∂µ∂ν = − 1
c2
∂2t +∇2, (8.9)
Eq. (8.8) can be written as
φ−
(
m2c2
~2
+ V
)
φ− U ′(ρ;λi)φ = 0. (8.10)
8.2 Analysis of perturbations
In this section, we study the excitation spectrum of perturbations on a condensate obeying the classical
wave function equation (8.10). The field φˆ can be written as a classical field (the condensate) plus
perturbations:
φˆ = φ(1 + ψˆ). (8.11)
It is now worth noting that the expansion in Eq. (8.11) can be linked straightforwardly to the usual
expansion [19, 155, 150] in phase and density perturbations θˆ1, ρˆ1:
ρˆ1
ρ
=
ψˆ + ψˆ†
2
, θˆ1 =
ψˆ − ψˆ†
2i
. (8.12)
The equation for the quantum field ψˆ describing the perturbations is
ψˆ + 2ηµν(∂µ lnφ)∂ν ψˆ − ρU ′′(ρ;λi)(ψˆ + ψˆ†) = 0. (8.13)
It is now quite convenient to adopt a Madelung representation for the complex mean field φ and decompose
it into two real fields, its modulus
√
ρ(x, t) and its phase θ(x, t)
φ =
√
ρ eiθ, (8.14)
the logarithm in Eq. (8.13) then becomes
∂µ lnφ =
1
2
∂µ ln ρ+ i ∂µθ. (8.15)
For convenience we define the following quantities:
uµ ≡ ~
m
ηµν∂νθ, (8.16)
c20 ≡
~
2
2m2
ρU ′′(ρ;λi), (8.17)
Tρ ≡ − ~
2
2m
(+ ηµν∂µ ln ρ ∂ν) = − ~
2
2mρ
ηµν∂µρ ∂ν , (8.18)
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where the derivatives act on everything on their right, c0 encodes the strength of the interactions and
has dimensions of a velocity and Tρ is a generalized kinetic operator that reduces, in the non-relativistic
limit c→∞ and for constant ρ, to the standard kinetic energy operator [see Eq. (3.20)]
Tρ → − ~
2
2mρ
∇ρ∇ = − ~
2
2m
∇2. (8.19)
A straightforward physical interpretation can be given to the four-vector uµ. One can introduce the
conserved current
jµ ≡ 12i (φ∂µφ
∗ − φ∗∂µφ) , (8.20)
and show that
jµ = ρ∂µθ = ρ
m
~
uµ, (8.21)
hence relating uµ to the current associated with the U(1) symmetry.
In terms of these quantities and using the phase-density decomposition, the equation for the conden-
sate classical wave function, Eq. (8.10), becomes
∂µ(ρuµ) = 0, (8.22)
−uµuµ = c2 + ~
2
m2
[
V (xµ) + U ′(ρ;λi(xµ))−

√
ρ√
ρ
]
. (8.23)
The first equation is a continuity equation, which tells that the current jµ defined above is conserved. The
second one allows one to determine the zero-component of uµ and, equivalently, the chemical potential,
as a function of the spatial part of the fluid velocity, the strength of the interaction and the condensate
density ρ.
Multiplying Eq. (8.13) by ~2/2m, one can rewrite the equation for perturbations in a RBEC as[
i~uµ∂µ − Tρ −mc20
]
ψˆ = mc0ψˆ
†. (8.24)
Taking the Hermitian conjugate of this equation, we can eliminate ψˆ†, obtaining a single equation for ψˆ:
[−i~uµ∂µ − Tρ −mc20] 1c20
[
i~uµ∂µ − Tρ −mc20
]
ψˆ = m2c20 ψˆ, (8.25)
and, with some simple manipulations, we obtain{
[i~uµ∂µ + Tρ]
1
c20
[−i~uµ∂µ + Tρ]− ~
2
ρ
ηµν∂µρ ∂ν
}
ψˆ = 0. (8.26)
This is the generalization to a relativistic condensate of the equation describing the propagation of the
linearized perturbations on top of a non-relativistic BEC, in the same form as in [131] [see Eq. (A.120)].
It is worth stressing that Eq. (8.26) is implied by Eq. (8.24) but the converse is not true. Nevertheless
Eq. (8.26) is enough for our aim, since we are interested only in the dispersion relation and in the metric
describing the field propagation, which can be obtained from the modified Klein–Gordon equation in a
curved background.
As an application of Eq. (8.26), we consider a moving condensate with homogeneous density, V (t,x) =
0 and λi being constant both in space and time. Let us choose
φ(t,x) = φ0ei(q·x−µt/~). (8.27)
One has
µ ≡ mcu0, (8.28)
q ≡ mu/~, (8.29)
uµ∂µ = (µ/mc2)∂/∂t+ (~/m)q · ∇. (8.30)
Moreover Eq. (8.23) reduces to
µ2 = ~2c2q2 +m2c4 + ~2c2U ′(ρ0;λi), (8.31)
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where ρ0 = |φ0|2.
Note that µ is the relativistic chemical potential of the condensate, which is related to the non-
relativistic counterpart µNR via the identity µ = mc2 + µNR. In particular, from Eq. (8.31), in the
non-relativistic limit µNR ≪ mc2 and µ ≈ mc2. In the general case, when the fluid is not homogeneous,
the same argument implies, from Eq. (8.23), that u0 ≈ c.
Setting ψ ∝ exp[i (k · x − ωt)] one obtains from Eq. (8.26)(
−u · k + u
0
c
ω − ~
2mc2
ω2 +
~
2m
k2
)(
u · k − u
0
c
ω − ~
2mc2
ω2 +
~
2m
k2
)
−
(c0
c
)2
ω2+ c20k
2 = 0. (8.32)
For a condensate at rest (u = 0), the spectrum (8.32) was derived in [86, 87, 211, 5].
The non-relativistic limit of Eq. (8.26) can be recovered by letting c → ∞. This implies µ = mc2 +
µNR ≈ mc2 and, equivalently u0 ≈ c. In this limit, the mode equation becomes{
[i~ (∂t + u · ∇) + TρNR] 1
c20
[−i~ (∂t + u · ∇) + TρNR]− ~
2
ρ
∇ρ∇
}
ψˆ = 0, (8.33)
where
TρNR ≡ − ~
2
2mρ
∇ρ∇. (8.34)
Eq. (8.33) reduces to the usual equation describing the propagation of perturbations in a non-relativistic
BEC [see Eq. (A.120)].
8.3 The dispersion relation
Before showing how the propagation of phonons in a RBEC can be described through an effective
metric, it is worthwhile to analyze the dispersion relation of such perturbations. To do that we assume
in this section that u, µ, ρ and c0 are constant both in space and in time. For simplicity we start to
analyze the case of background fluid at rest, u = 0. As discussed after Eq. (8.26), in order to study the
dispersion relation, one can directly work on Eq. (8.26), that becomes in this case[(
i
u0
c
∂t − ~2m
)(
−iu
0
c
∂t − ~2m
)
− c20
]
ψˆ = 0, (8.35)
which can be rewritten expanding the  operator as[(
i
u0
c
∂t +
~
2mc2
∂2t −
~∇2
2m
)(
−iu
0
c
∂t +
~
2mc2
∂2t −
~∇2
2m
)
+
(c0
c
)2
∂2t − c20∇2
]
ψˆ = 0 . (8.36)
The previous equation can be solved exactly by Fourier modes exp(−iωt+ ik · x)(
u0
c
ω − ~
2mc2
ω2 +
~
2m
k2
)(
−u
0
c
ω − ~
2mc2
ω2 +
~
2m
k2
)
−
(c0
c
)2
ω2 + c20k
2 = 0, (8.37)
whose solution is:
ω2± = c
2
{
k2 + 2
(
mu0
~
)2 [
1 +
( c0
u0
)2]
±2
(
mu0
~
)√
k2 +
(
mu0
~
)2 [
1 +
( c0
u0
)2]2
 . (8.38)
This equation represents the dispersion relation for modes propagating in a RBEC and it is the general-
ization of the non-relativistic Bogoliubov dispersion relation (3.22) [see also Eq. (A.64)].
One can see from Eq. (8.38) that ω2± > 0, i.e. there is no dynamical instability: in figure 8.1 we plot
the dispersion relation (8.38) for the interaction U(ρ) = λ2ρ2/2 for different values of the dimensionless
parameter Λ ≡ (~/mc)2λ2ρ0. In figure 8.1, we also plot the gap at k = 0 between ω+(k = 0) and
ω−(k = 0).
One sees from (8.38) that the different regimes allowed for the excitations of the systems are deter-
mined by the relative strength of the the first two terms on the right-hand side of (8.38) (note that the
same terms enter in the square root). Hence, in what follows we shall analyze the RBEC excitations
dispersion relation (8.38) in some significant limits. The results are summarized at the end of this section
in Tab. 8.1.
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Figure 8.1: Excitation spectrum (8.38) for a condensate at rest (u = 0) with interaction U(ρ) = λ2ρ2/2
and Λ = (~/mc)2λ2ρ0 = 0.01, 1, 100. Solid line: gapless branch ω−, dashed line: gapped branch ω+. ω
in units of mc2/~, k in units of mc/~. Bottom right: plot of the the gap ∆ω = ω+ − ω− at k = 0, which
in these units is given by ∆ω(k = 0) =
√
4 + 3Λ.
8.3.1 Low momentum limit
We begin our study by looking at the low momentum limit of the dispersion relation (8.38) charac-
terized as
|k| ≪ mu
0
~
[
1 +
( c0
u0
)2]
≡ mu
0
~
(1 + b), (8.39)
where, for later convenience, we have introduced the dimensionless parameter
b ≡
( c0
u0
)2
. (8.40)
Under the above assumption (8.39), the square root in Eq. (8.38) can be expanded as
ω2± ≈ c2
[
k2 + 2
(
mu0
~
)2
(1 + b)± 2
(
mu0
~
)2
(1 + b)± k
2
1 + b
∓ k
4
4(mu0/~)2(1 + b)3
]
. (8.41)
Gapless excitations
Let us focus for the moment on the branch corresponding to the lower sign in the above dispersion
relation. One obtains
ω2− ≈ c2
[
b
1 + b
k2 +
k4
4(mu0/~)2(1 + b)3
]
. (8.42)
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This is the dispersion relation of a massless quasi-particle and has the same form of the Bogoliubov
dispersion relation in a non-relativistic BEC [see Eq. (3.22)]. Let us study now when the k2 term
dominates over the k4 one and vice versa, and check if the conditions obtained for these two regimes are
compatible with Eq. (8.39).
Phononic (infrared relativistic) regime. It is easy to see that the quartic term k4 can be neglected
whenever
|k| ≪ 2mc0
~
(1 + b). (8.43)
This condition is always compatible with Eq. (8.39). Depending on the value of b, they can be written
in the compact form
|k| ≪ mu
0
~
(1 + b)min
{
1, 2
c0
u0
}
. (8.44)
In this limit the dispersion relation reduces to the usual phonon dispersion relation
ω2− = c
2
sk
2, (8.45)
where the speed of sound cs is defined as
c2s ≡
(c c0/u0)2
1 + (c0/u0)2
=
c2b
1 + b
. (8.46)
Newtonian (UV Galilean) regime. The opposite regime, in which the k2 can be neglected with
respect to k4, is defined by the following condition:
|k| ≫
(mc0
~
)
(1 + b). (8.47)
This regime is present only in the low-coupling case when b ≪ 1, since only in this case Eqs. (8.47)
and (8.39) are compatible. They can be summarized as
mc0
~
≪ |k| ≪ mu
0
~
. (8.48)
Under these assumptions the dispersion relation becomes
~ω− =
(~k)2
2mu0/c
=
(~k)2
2µ/c2
, (8.49)
which represents the Newtonian dispersion relation for massive particles with effective mass mu0/c =
µ/c2. This is not surprising, since it is known from non-relativistic BEC (see Appendix A) that decreasing
the wavelength of the perturbation, the atomic structure of the condensate emerges.
In this case (a RBEC) we see that, even if the structure of the Lagrangian is fully relativistic, when
the energy of the perturbations is not much higher than the chemical potential, the bosons are moving
with non-relativistic speed, and the dispersion relation is Newtonian. Noticeably, the mass of the non-
relativistic quasi-particles is not the mass of the bosons m, but it is an effective mass µ/c2, the rest mass
corresponding to an energy equal to the chemical potential µ. This is not surprising since the chemical
potential actually represents the energy needed to add a particle to the condensate.
The non-relativistic limit. We discuss the non-relativistic limit of the gapless dispersion relation (8.41)
starting from the behavior of the parameter b = (c0/u0)2. As shown in section 8.2, u0 → c in this limit
when the fluid flows with a velocity much smaller than the speed of light. Moreover, in the same limit,
the interaction must be weak, namely c0 ≪ c, such that
b ≈ (c0/c)2 ≪ 1. (8.50)
In this sense we can say that b measures the relativistic nature of the condensate, taking into account
both the strength of the interaction and the velocity of the fluid, as it is possible to see from the definition
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of b (8.40), using Eqs. (8.17), (8.28) and (8.31). Using Eq. (8.50) in Eq. (8.41) it is easy to obtain the
Bogoliubov dispersion relation for a non-relativistic BEC [see Eq. (3.22)]
ω2− ≈ c20
[
k2 +
k4
(2mc0/~)2
]
. (8.51)
It is worth noting that cs (8.46) is, in general, different from the speed of sound c0 in a non-relativistic
BEC, but, as it is evident from the above equation, cs reduces correctly to c0 in the non-relativistic limit.
The functional form of the dispersion relation (8.42) is unchanged with respect to Eq. (8.51). Therefore,
at this energy regime, there is no hint of the relativistic nature of the underlying BEC, without knowing
the microphysics governing the elementary constituents. In other words, at this energy scale, a phononic
observer cannot be aware of the relativistic nature of the condensate.
Finally, let us also note that in this limit, condition (8.44), defining the phononic regime, reduces to
the usual
|k| ≪ 2mc0
~
, (8.52)
where mc0/~ is the inverse of the healing length [see Eq. (3.21)]. When this condition is satisfied, one
obtains the phononic dispersion relation
ω2− = c
2
0k
2, (8.53)
while, in the opposite regime, the dispersion relation describes Newtonian particles with mass m
~ω− =
~2k2
2m
, (8.54)
as expected taking directly the non-relativistic limit of Eq. (8.49) and putting µ ≈ mc2.
Gapped excitations
A very different situation appears for the upper sign solution in Eq. (8.41):
ω2+ ≈ c2
[
4
(
mu0
~
)2
(1 + b) +
2 + b
1 + b
k2 − k
4
4(mu0/~)2(1 + b)3
]
. (8.55)
The only regime allowed is now the one in which the k2 term dominates over the k4 term.1 In this limit
Eq. (8.55) becomes
ω2+ =
m2eff c
4
s,gap
~2
+ c2s,gapk
2, (8.56)
where we have defined
c2s,gap ≡
2 + b
1 + b
c2, (8.57)
meff ≡ 2(1 + b)
3/2
2 + b
u0
c
m = 2
(1 + b)3/2
2 + b
µ
c2
. (8.58)
Eq. (8.56) is the dispersion relation for a massive relativistic particle of effective mass meff and limit
speed cs,gap. Note that, when Eq. (8.39) holds, and for b ≪ 1, the k2 term is always dominated by the
mass term. That is, this mode represents non-relativistic particles with mass meff . When instead b≫ 1,
the k2 term can be of the same order of magnitude as the mass term, and the fully relativistic dispersion
relation with mass gap becomes important. The k2 term dominates when
mu0
~
2(1 + b)√
2 + b
≪ |k| ≪ mu
0
~
(1 + b). (8.59)
Let us now spend a few words about the physical meaning of this massive mode. Let us assume, for
simplicity, that b can be neglected. In this case, from the above formulas, the gap is ∆ω ≈ 2mc2/~.
This is an excitation of completely different nature with respect to the previously discussed phonons.
The mass gap of 2m indicates that the lowest possible excitation in this mode requires us to create
1In fact, the latter term would dominate if k2 ≫ 4(mu0/~)2(1+ b)2(2+ b) > 8(mu0/~)2(1+ b)2, but the above condition
is clearly not satisfied when Eq. (8.39) holds.
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Gapless Gapped
b≪ 1 b≫ 1
|k| ≪ mu0(1 + b)/~
|k| ≪ 2mc0/~ ω2 = c2sk
2
ω2 = c2sk
2 ω2 = m2eff c
4
s,gap/~
2 + c2s,gapk
2
2mc0/~ ≪ |k| ≪ mu0/~ ~ω = (~k)2/2(µ/c2)
|k| ≫ mu0(1 + b)/~ ω2 = c2k2
Table 8.1: Dispersion relation of gapless and gapped modes in different energy regimes. c2s = c
2b/(1+ b),
c2s,gap = c
2(2 + b)/(1 + b), meff = 2(µ/c2)(1 + b)3/2/(2 + b), b = (c0/u0)2.
a boson–anti-boson couple. When k 6= 0 the massive excitation propagates: this can be seen as the
creation of a couple of particles, then its annihilation, while its energy is used to create another couple
close to the former one and so on. Note that, apparently, this mode can make energy travel faster than
light. However, one should consider that the dispersion relation (8.56) is valid only for sufficiently low k,
satisfying Eq. (8.39). It is easy to check indeed that under this condition for k, the group velocity ∂ω/∂k
always remains smaller than c.
The non-relativistic limit of the gapped dispersion relation (8.55) is trivial. The zero-order term in
k2 becomes now 4m2c4/~2, which diverges when taking the limit c → ∞. In fact the gapped branch
disappears because the energy needed to excite this mode is much larger (indeed infinite in the limit)
than the typical energy scales in non-relativistic configurations. In other words, this mode cannot be
excited because one cannot create particle–anti-particle couples in the non-relativistic limit.
8.3.2 High momentum
The situation for high momentum is much simpler. When
|k| ≫ mu
0
~
[
1 +
( c0
u0
)2]
=
mu0
~
(1 + b), (8.60)
it is easily found that the dispersion relation (8.38) assumes the very simple form
ω2± = c
2k2. (8.61)
This is the standard relativistic dispersion relation of a massless field propagating at the speed of light
c. This means that, when the energy of the perturbation is much larger than the chemical potential,
the Newtonian particle regime of Eq. (8.49) is overcome. The dispersion relation assumes a novel form
that was absent in the non-relativistic case. At very high momenta the perturbations therefore probe the
relativistic nature of the background condensate.
8.4 The acoustic metric
The propagation of phonons can be described in the formalism of quantum field theory in a curved
background only when the relativistic quantum potential Tρ can be neglected in Eq. (8.26) (see Sec. A.3
for a comparison with the non-relativistic case).2 This is the relativistic generalization of neglecting the
quantum pressure in the Gross–Pitaevskii equation in a non-relativistic BEC.
This is possible under two conditions. Firstly, the frequency and wave-number on the gapless branch
ω−, Eq. (8.42), must be sufficiently low [see Eq. (8.44)]. Secondly, one has to perform an eikonal ap-
proximation, i.e. one assumes that all the background quantities vary slowly in space and time on scales
comparable with the wavelength and the period of the perturbation, respectively. This latter condition
is equivalent to requiring that ∣∣∣∣∂tρρ
∣∣∣∣≪ ω,
∣∣∣∣∂tc0c0
∣∣∣∣≪ ω,
∣∣∣∣∂tuµuµ
∣∣∣∣≪ ω, (8.62)
2As discussed after Eq. (8.26), to read off the dispersion relation and the metric describing the field propagation it is
enough to start from Eq. (8.26) instead of the full Eq. (8.24).
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and the corresponding relations for the variation in space. Under these assumptions, Eq. (8.26) simplifies
to [
uµ∂µ
1
c20
uν∂ν − 1
ρ
ηµν∂µρ ∂ν
]
ψˆ = 0, (8.63)
where, again, the differential operators act on everything on their right. In order to recover the acoustic
metric, we need to cast the above equation in the form
∂µ
(
fµν(x, t)∂ν ψˆ
)
= 0, (8.64)
where fµν is the metric density
fµν =
√−ggµν . (8.65)
To this aim, as in the non-relativistic case (see Sec. A.3), one can use the continuity equation (8.22)
ηµν∂µjν = ∂µ(ρuµ) = 0, (8.66)
to commute ρuµ with ∂µ
∂µ
[
ρ
c20
uµuν − ρηµν
]
∂ν ψˆ = 0, (8.67)
from which the metric density is easily read
fµν =
ρ
c20
(−c20 − (u0)2 −u0uT
−u0u c201− u⊗ uT
)
. (8.68)
Finally, the metric describing the propagation of phonons in a RBEC is
gµν =
ρ√
1− uσuσ/c2o
[
ηµν
(
1− uσu
σ
c20
)
+
uµuν
c20
]
, (8.69)
in coordinates xµ = (x0,x) = (ct,x).
The acoustic metric for perturbations in a relativistic, barotropic and irrotational fluid flow has been
very recently derived in [196]. The above metric can be put in the same form as in [196] by a few variable
redefinitions. To achieve this aim, let us define a four-velocity vµ:
vµ ≡ c‖u‖u
µ, ‖u‖ ≡ √−uσuσ. (8.70)
With this definition, it is possible to generalize Eq. (8.46) when the spatial part of the four-vector is
different from zero. To keep all the formulas in a covariant form, the scalar speed of sound cs must be
defined as
c2s =
c2 c20/‖u‖2
1 + c20/‖u‖2
. (8.71)
Using the above definitions, the metric (8.69) reduces to
gµν = ρ
c
cs
[
ηµν +
(
1− c
2
s
c2
)
vµvν
c2
]
. (8.72)
This metric is manifestly conformal to that found in [196]. However, it is worth checking that they are
exactly the same metric, comparing the conformal factors too. We have to show that ρc/cs matches
perfectly with the n˜20c
2/c˜s(ρ˜0 + p˜0) in [196]. All the quantities of [196] will be tilded to avoid confusion
with ours. From (54) of [196] we can write
||u|| = C ρ˜0 + p˜0
n˜0
, (8.73)
where C is a constant and, by definition, ||u|| = ∇Θ˜. Note that from (46) of [196] n˜0 = ||u||ρ, such that,
apart from irrelevant constant factors,
n˜20
c˜s(ρ˜0 + p˜0)
∝ ρ
cs
, (8.74)
and also the conformal factors coincide.
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8.4.1 An application: k = −1 FRW metric
Mapping the metrics that describe expanding universes is one of the most interesting applications of
analogue models. However, only a mapping of the de Sitter spacetime and the k = 0 FRW has been
obtained so far [19, 16, 64, 207, 106].3 Here we show how the above acoustic metric can be mapped into
the FRW metric with k = −1. This is just an application, but it is important to stress how the category
of metrics that one can map in this acoustic form has been immediately generalized.
We start by rewriting Eq. (8.72) in spherical coordinates, assuming isotropy and vθ = vφ = 0:
gµν = ρ
c
cs


−1 +A(vt)2/c2 −Avtvr/c2 0 0
−Avtvr/c2 1 +A(vr)2/c2 0 0
0 0 r2 0
0 0 0 r2 sin2(θ)

 . (8.75)
where
A ≡ 1− c
2
s
c2
. (8.76)
Defining the new coordinate τ and ξ as 

τ =
√
c2t2 − r2,
ξ =
r√
c2t2 − r2 ,
(8.77)
and choosing the following velocity profile:
vt = c
√
1 + ξ2, (8.78)
vr = c ξ, (8.79)
one can write the inverse transformations as

t = τ
√
1 + ξ2
c
= τ
vt
c
,
r = τξ = τ
vr
c
.
(8.80)
To investigate the physical meaning of these coordinates, it is worth applying the above transforma-
tion also to the underlying Minkowski spacetime, seen by the condensate. The fluid velocity v can be
transformed to
vτ = c, (8.81)
vξ = vθ = vφ = 0. (8.82)
Therefore they represent coordinates comoving with the fluid. The flat Minkowski line element dsM is
ds2M = −c2dt2 + dr2 + r2dΩ2 = −dτ2 + τ2
(
dξ2
1 + ξ2
+ ξ2dΩ2
)
, (8.83)
Going back to the acoustic metric, with the above choices the acoustic line element ds2 becomes
ds2 = ρ
c
cs
[
−c
2
s
c2
dτ2 + τ2
(
dξ2
1 + ξ2
+ ξ2dΩ2
)]
. (8.84)
One may notice that, when both cs and ρ depend only on τ , the above expression represents the line
element of a FRW spacetime with hyperbolic space sections:
ds2 = −ρ(τ)cs(τ)
c
dτ2 + τ2ρ(τ)
c
cs(τ)
(
dξ2
1 + ξ2
+ ξ2dΩ2
)
. (8.85)
3Since every FRW metric is conformally flat, the natural attempt to reproduce such a spacetime within the framework
of the standard Eulerian fluid-gravitational analogy is to set v = 0 and cs = constant. However, with this choice only
stationary universes can be reproduced, because the acoustic conformal factor ρ cannot depend on time by the continuity
equation. Of course, one may try to map a non-flat FRW metric onto an acoustic one by allowing for time-dependent v, cs
and ρ. Nevertheless, this task (even though not forbidden by any no-go theorem) would be much more difficult than the
natural procedure obtained by using a relativistic fluid.
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However ρ cannot be chosen freely because it is related through the continuity equation (8.22) to the
velocity vµ = uµ/||u||, which has already been fixed in Eq. (8.78). Nonetheless, it is easy to show that
assuming ρ = ρ0 constant both in τ and ξ, one can satisfy the continuity equation with an appropriate
||u||. Using Eqs. (8.81) and (8.83) the continuity equation simplifies to
∂τ (τ3||u||) = 0, (8.86)
from which
||u|| = cΞ(ξ)
τ3
, (8.87)
where Ξ is an arbitrary function.
It is therefore possible to define a new time coordinate
dT ≡
√
ρ0
cs(τ)
c
dτ (8.88)
and a function a(T )
a(T ) ≡ τ
√
ρ0
c
cs(τ)
, (8.89)
where τ(T ) is implicitly defined in Eq. (8.88). In this way, the line element assumes the familiar k = −1
FRW form
ds2 = −dT 2 + a(T )2
(
dξ2
1 + ξ2
+ ξ2dΩ2
)
. (8.90)
At least from a mathematical standpoint, one has the freedom to choose an arbitrary form for a(T ). This
is equivalent to choosing cs as an arbitrary function of τ . Using Eqs. (8.88) and (8.89)
τ(T ) =
√
2
ρ0
∫ T
0
a(T ′)dT ′, (8.91)
from which one can get T as a function of τ given a generic a(T ), and cs(τ) is
cs(τ) =
ρ0cτ
2
a(T (τ))2
. (8.92)
Fixing cs(τ) means fixing U(ρ0;λi(xµ)) in Eq. (8.17), and hence λi, as given functions of xµ. Indeed, from
Eq. (8.71), c0(xµ) depends both on cs(τ) and ||u(xµ)||, the latter given by the continuity equation, as
discussed above. Finally, going back to the Euler equation (8.23), for constant ρ, one can determine also
V (xµ), because all the other functions ||u|| and U have already been fixed. Using a two-body interaction
U(ρ;λi) = λ2(xµ)ρ2/2 one finds
λ2(τ, ξ) =
2m2c2
ρ0~2
cs(τ)2
c2 − c2s(τ)
(
Ξ(ξ)
τ3
)2
, (8.93)
V (τ, ξ) = −m
2c2
~2
[
1 +
c2 + c2s(τ)
c2 − c2s(τ)
(
Ξ(ξ)
τ3
)2]
. (8.94)
Note that for a given FRW spacetime and hence given a(T ) and cs(τ), one still has the freedom to choose
the most convenient Ξ(ξ) for a possible experimental realization.
8.5 Summary and discussion
In this chapter we have applied the analogy between gravity and condensed matter to a RBEC.
Starting from the relativistic description of BECs, we have studied the propagation of excitations on
top of a RBEC in a very generic framework, allowing for non-homogeneous density and nontrivial flow
velocity. We have analyzed in different regimes (see Tab. 8.1) the full dispersion relation, which is made
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of two branches, a gapless one and one with mass gap. The former one has three different regimes:
For low momenta [wavelength larger than the healing length in the non-relativistic limit, see Eq. (3.21)]
the dispersion relation is linear ω2 = c2sk
2. Then, for intermediate energies, lower than the chemical
potential of the condensate, the dispersion relation becomes that of a Newtonian massive particle, just
as for the non-relativistic BEC case, when the wavelength is larger than or comparable with the healing
length. Finally, for a RBEC, a third regime appears when the energy of the perturbation is larger than
the chemical potential, and the dispersion relation becomes linear again (ω2 = c2k2), but with velocity
equal to the speed of light. The second branch has instead a mass gap, showing two different regimes.
In this case, the dispersion relation describes, for low momenta, a relativistic massive particle with some
effective mass and an effective limit speed apparently larger than the speed of light. However, this limit
speed cannot be reached by such perturbations because at energy exceeding the chemical potential, the
dispersion relation enters the second regime, in which the frequency is linearly proportional to the speed
of light c. In the non-relativistic limit the energy needed to excite this mode diverges such that this branch
becomes inaccessible. All these features are evident from the plot of the two branches in figure 8.1.
For sufficiently low momenta (a generalization of the non-relativistic condition involving the wave-
length of the perturbations and the healing length), it is possible to describe the propagation of the
phononic mode (massless branch) through the gravitational analogy, and the corresponding acoustic
metric is given. This metric has a wider range of applications than the usual one obtained in non-
relativistic fluids. We propose as an example the mapping to the k = −1 FRW metric for expanding
universes. We also saw how it can be used to map spacetimes whose spatial section is not conformally
flat. This could give the possibility to map even more complicated metrics (such as for example the Kerr
metric) or to build novel structures not allowed in the non-relativistic case.
This application has another important feature. Differently from all the previous systems where the
analogy with gravity has been applied, the system investigated here is fully relativistic. Therefore, it does
not suffer from the troubles related to the breaking of the Lorentz symmetry due to the appearance at
sufficiently short wavelengths of the Newtonian structure of the underlying fluid and of its constituents.
Hence, the RBEC is the first example of emergent Lorentzian spacetime from a Lorentzian background,
showing therefore a Lorentz-to-Lorentz symmetry transition at high frequencies. Transitions from an
infrared (IR) Lorentz symmetry to a UV Galilean one are known to be severely constrained (see e.g. [137,
4, 125]). Furthermore, in effective field theories they do tend to “percolate” from the UV to the IR via
renormalization group effects, by showing up in non-suppressed corrections to the low energy propagators
of elementary particles [44, 100]. It is plausible that situations like the one just exemplified by this novel
analogue model of gravity might show a less severe behavior and ameliorate this naturalness problem
common to most of UV Lorentz breaking theories.
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CONCLUSIONS AND PERSPECTIVES
In this Thesis, we presented analogue models of gravity and, in particular, we focused on Bose–Einstein
condensates (BECs), from three main perspectives:
1. as laboratory tests of quantum field theory (QFT) in curved spacetime (CS),
2. as toy models of quantum gravity (QG),
3. for the techniques that they provide to address various issues in general relativity (GR).
The first two aspects are the fundamental motivations which have been stimulating the research in this
field since the first paper by Unruh in 1981 [183], while, in a certain sense, the third one represents a
by-product of all the work done in the last 30 years. Even if almost only physicists from GR and QFT
were originally interested in analogue gravity (AG), a wider community has nowadays been involved, with
people from condensed matter or hydrodynamics. Indeed, we may say that the importance of AG does
not reside anymore only on the possibility of learning something about GR and QG. As a matter of fact,
AG is now providing more insight on phenomena of various fields of physics through their reinterpretation
with the tools and the language provided by GR.
A significant example is the description of the propagation of phonons in BEC flows with sonic points,
by using the analogy with CS with black/white horizons. Indeed, a series of phenomena once believed
peculiar of gravity, such as Hawking radiation, are found also in these systems. In this Thesis, inspired
by those results, we assumed a rather different point of view and we investigated the properties of BEC
flows with horizons, without using the analogy with gravity but, nevertheless, being guided by that.
Directly starting from the fundamental equations describing dilute Bose gases, we numerically solved the
Bogoliubov–de Gennes equations for various velocity profiles.
Motivated by the fact that some predictions of QFT in CS are quite unphysical in real systems as
BECs, we firstly investigated profiles with a single horizon for velocity profiles that are more asymmetric
and irregular with respect to those of [131]. As an example, the temperature of the spectrum of Hawking
radiation is generally expected to be proportional to the spatial derivative of the velocity profile calculated
at the sonic point. However, if we took a smooth velocity profile and added a very narrow but steep
perturbation on top of it, the value of the Hawking temperature would enormously increase with respect
to its non-perturbed value. This argument clearly does not make any sense in the limit in which the
width of this perturbation goes to zero. We actually show that the quantity that really fixes the Hawking
temperature is an average of the spatial derivative of the velocity profile on a region across the horizon
whose size is related to the healing length of the condensate. This also implies that, regarding the
phenomenon of Hawking radiation, the horizon must be considered as a thick layer and not as a two
dimensional surface. In the context of BECs those results are quite well understood and, even if not yet
experimentally tested, they are somehow proved by numerical simulations [41]. However, the situation is
more delicate if one wants to use these systems to understand what would happen for a real black hole
originated by a star collapse in a spacetime where quantum fields have modified superluminal dispersion
relations. As discussed in Sec. 4.1.2, it is not completely clear and still controversial [8] whether the
quantum state selected by a dynamical collapse would correspond either to an Unruh-like state, showing
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thermal Hawking radiation or a Boulware-like state, or maybe something in between. We think that
further investigations are needed to shed some light on this issue.
Furthermore, we extended our treatment to flow profiles with two horizons. These systems are indeed
interesting for both theoretical and experimental reasons. First, they are the acoustic analogues of
interesting spacetimes in GR, such as Alcubierre’s warp drives [1] or Corley and Jacobson’s black hole
lasers [47]. Second, flows with two horizons are more similar to what is expected to be realized in
experiments [115]. In fact, if a BEC flow was sped up from a subsonic region to a supersonic one, thus
creating the analogue of a black horizon, the flow would plausibly slow down again to subsonic velocities,
creating also the analogue of a white horizon.
The first two-horizon system considered in this Thesis is an infinite BEC flow with a black and a white
horizon, dividing the fluid in three regions: two external supersonic ones and a subsonic one in between
the horizons. Considering Hawking-like particle production on outgoing waves, the spontaneous emission
of phonons is due to mode conversions of incoming negative norm waves scattering on both the horizons.
This mechanism produces an infrared divergent spectrum, originating a flux of phonons linearly growing
with time, that triggers a mild instability after the creation of the horizons. Moreover, we found that
some radiation is present also when the two horizons collapse into a single point. In that case no horizon
is present because the flow is everywhere supersonic. This is a quite important result since it proves that
particle production in stationary geometries can take place even in the absence of a horizon. The only
fundamental requirement at the origin of this phenomenon is the presence of negative norm modes and
of a region with non-zero curvature where mode conversion can take place.
Then, we moved to the study of BEC flows where a white and black horizons divide the flow in two
subsonic asymptotic regions and a supersonic region in between the horizons. Given that phonons in
BECs are described by a supersonic dispersion relation, this flow configuration generates the so-called
black hole laser effect, originally discovered by Corley and Jacobson, in the general context of CS with
scalar field with modified superluminal dispersion relations. We found that the dynamics of the phonon
field is fully described by a continuous set of real frequency eigenmodes plus a discrete set of complex
frequency eigenmodes, which give rise to the claimed instability of this system. Interestingly, we found
that this instability, if triggered on not too short time scales since the formation of the horizons, does
not prevent us from observing Hawking radiation in systems with two horizons. Actually, the standard
Hawking radiation and the laser effect are originated exactly by the same mechanism. In fact, we found
that the spectrum of emitted particles just after the creation of the two horizons is identical to the
continuous Planckian spectrum of Hawking particles. Only after some time the laser effect shows up and
the spectrum starts to grow exponentially with time, appearing composed by a set of discrete frequencies.
Finally, at very late time, the spectrum will be peaked around a unique frequency, corresponding to the
complex eigenfrequency with largest imaginary part, i.e., with shortest growing time scale. The drawback
of our analysis is that it has been performed in a stationary background. This approximation is quite
accurate for the description of Hawking radiation from a single analogue black horizon. However, it is
evident that is not very physical in the case of the presence of dynamical instabilities. In that case, one
is no more allowed to describe the system by separating the condensed part from the small amplitude
perturbations, because after a short time the perturbations are no more small. It is an interesting open
question whether the system is destroyed by the instability or the growing of the modes proceeds only up
to some threshold and then saturates. A full analysis taking into account backreaction effect is deserved,
possibly using numerical techniques as those adopted in [41]. This investigation is of primary relevance,
because it would permit to describe in a more accurate way the experimental settings and would provide
more solid theoretical predictions to be compared with forthcoming experimental data.
Regarding the second main motivation at the basis of the AG program, we showed how to address
interesting questions about the fundamental structure of spacetime and the origin of the cosmological
constant, by implementing the analogy in BECs. We compared the energy density associated to the
analogue cosmological constant appearing in the dynamical equation of the analogue gravitational field
(a Poisson-like equation where the source term is given by massive phonons) to other energy scales of the
system. In particular we compared it to the Planck energy density computed using the speed of sound
in the condensate and the gravitational constant GN emerging from the microphysics of the system and
appearing in the analogue Poisson equation. We found that the former is much smaller than the latter,
when the condensate is dilute (this hypothesis is by the way required in order to apply the Gross–Pitaevskii
analysis). Moreover, we compare the cosmological constant energy density to the ground state energy
of the condensate (on a state without phonons). Again, the former is much smaller than the latter but,
interestingly, it is of the same order of magnitude of the first order correction to the zero-point energy,
148
CONCLUSIONS AND PERSPECTIVES
related to quantum fluctuations of the phonon field. This result does not provide any positive statement
on how to compute the actual value of the cosmological constant in gravity. However, it suggests that
naïve computations assuming that the cosmological constant is somehow related to the cut off scale of
QFT or to the zero-point energy of such fields can be wrong or at least misleading. It seems that the
only viable procedure to compute the cosmological constant would be starting from fundamental physical
principles, which are beyond GR and effective field theory. This statement must not be interpreted as
pessimistic, given that we do not have a well-established theory of QG. On the contrary this is very
good news, since the comparison of theoretical predictions against the observed value of the cosmological
constant may represent an important test bench for QG theories and to discriminate among them.
Furthermore, we proposed a new analogue system, namely a system of bosons described by a rela-
tivistic Lagrangian, which can condense as well as ordinary non-relativistic BEC. This system is very
interesting at least for two theoretical reasons. First, relativistic BECs allow to reproduce a larger set
of geometries, because their spatial sections are not flat. As an example, we showed how Friedmann–
Roberson–Walker spacetimes can be mapped onto acoustic metrics of relativistic fluids. Second, this
system represents a very interesting and peculiar toy model for emergent gravity, since it has no preferred
direction of time, because the background is not Galilean invariant but Lorentz invariant. A preferred
time foliation appears only from a spontaneous symmetry breaking, given by the choice of the conden-
sate rest frame. This not only avoids a quite unpleasant feature of standard analogue systems, but also
suggests a possible solution to the naturalness problem of Lorentz violating theories. It is known that
every high energy Lorentz violation percolates down to low energy because of renormalization of one-
loop self-interaction diagrams. This leads, for different fields, to different values of the speed of light,
which is however strongly constrained by observations and experimental evidence. It is plausible that
re-establishing Lorentz symmetry at high energies (with a limit speed differing from the low energy limit
speed) might tame the naturalness problem. We believe that this system represents a very significant
example where the analysis of analogue systems suggests new interesting ideas for the development of a
consistent QG theory.
Finally, let us conclude by commenting on the third of the aspects listed at the beginning of this
summary. We investigated the causal properties of spacetimes allowing superluminal travel, by using
techniques developed for AG models, based on the analysis of the renormalized stress-energy tensor in
geometries whose metrics can be put in Painlevé–Gullstrand form. Interestingly, we found that warp-drive
bubbles are unstable only once they become superluminal. Since opportunely combining two superluminal
travels one can build spacetimes with closed timelike curves (i.e., time machines), such a result looks
like a low-level implementation of a chronology protection mechanism, by preventing the realization of
a spacetime structure that might potentially lead to time travel. This result might be general, in the
sense that chronology protection might be implemented at a low level, by blocking the mechanisms at
the basis of the realization of time machines. This issue requires further investigations. Since in analogue
models time travel is strictly forbidden by the presence of a background without close timelike curves, it
is interesting to check what happens to the effective geometry when dynamically approaching the creation
of an analogue time machine. We therefore think that such an analysis may suggest how to address the
problem of chronology protection in GR. The linear divergence in time of the flux of emitted phonons in
a BEC flow with two horizons, simulating a warp-drive geometry, is a first result in this direction. Even if
this divergence is much milder than the exponential one found for a scalar field with relativistic dispersion
relation, it suggests that warp-drive bubbles may be unstable even in the presence of trans-Planckian
physics leading to superluminal modifications of the dispersion relation of quantum fields.
As a final remark, we strongly believe that all the experimental data that will be available in the very
next future will require a strict collaboration between experimentalists, condensed matter theoreticians,
and physicists from GR. Thus, we think that one of the main goals to be pursued in the next years will be
the strengthening of the interactions among these communities, in order to interpret experimental results,
propose new experiments, investigating new phenomena in various physical systems, and, eventually,
understand something more on the microscopic structure of spacetime.
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Appendix A
THEORY OF BOSE–EINSTEIN CONDENSATES
A.1 The fundamental equations
We present the main steps leading to the equations describing Bose–Einstein condensates (BECs) [52]
and linear perturbations on top of them, following the approach of [121] and [131].
At low temperature, the quantum properties of a gas of weakly interacting atoms are efficiently
described by a second quantized field satisfying the commutation relation
[Ψˆ(t,x), Ψˆ†(t,x′)] = δ3(x − x′), (A.1)
and by its Hamiltonian
Hˆ =
∫
d3x
[
~2
2m
∇xΨˆ†∇xΨˆ + V Ψˆ†Ψˆ + g2Ψˆ
†Ψˆ†ΨˆΨˆ
]
, (A.2)
where m is the atom mass, V the external potential and g the effective coupling, which is related to the
scattering length a through the following relation
g =
4πa~2
m
. (A.3)
When a significant fraction of the atoms condenses, it is meaningful to expand Ψˆ in a c-number function
Ψ0, describing the condensed part, plus a field operator φˆ, describing (relative) density perturbations over
the condensate
Ψˆ = Ψ0(1 + φˆ). (A.4)
Given the above definition, φˆ satisfies the following canonical commutation relation
[φˆ(t,x), φˆ†(t,x′)] =
1
ρ0(x)
δ(x − x′). (A.5)
We assume that the condensate is stationary, which means that Ψ0 is of the form
Ψ0(t,x) = e−iµt/~ ×
√
ρ0(x)eiθ0(x), (A.6)
where µ is the chemical potential, ρ0(x) the mean density of condensed atoms and
v(x) =
~
m
∇xθ0(x) (A.7)
is their mean velocity.
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Defining the number operator
Nˆ ≡
∫
d3x Ψˆ†Ψˆ, (A.8)
the grand canonical Hamiltonian is
Hˆ ≡ Hˆ − µNˆ =
∫
d3x
[
~2
2m
∇xΨˆ†∇xΨˆ + (V − µ)Ψˆ†Ψˆ + g2Ψˆ
†Ψˆ†ΨˆΨˆ
]
. (A.9)
We expand Hˆ of Eq. (A.2) in powers of φˆ [see Eq. (A.4)] to the second order:
H0 =
∫
d3x
[
~2
2m
∇xΨ∗0∇xΨ0 + V |Ψ0|2 +
g
2
|Ψ0|4
]
=
∫
d3xΨ∗0
[
− ~
2
2m
∇2x + V +
g
2
ρ0
]
Ψ0, (A.10)
Hˆ1 =
∫
d3x
[
~2
2m
∇x(Ψ∗0φˆ†)∇xΨ0 +
~2
2m
∇xΨ∗0∇x(Ψ0φˆ) + V |Ψ0|2(φˆ+ φˆ†) + g|Ψ0|4(φˆ+ φˆ†)
]
=
∫
d3xΨ∗0φˆ
†
[
− ~
2
2m
∇2x + V + gρ0
]
Ψ0 + h.c., (A.11)
Hˆ2 =
∫
d3x
[
~
2
2m
∇x(Ψ∗0φˆ†)∇x(Ψ0φˆ) + V |Ψ0|2φˆ†φˆ+
g
2
(
φˆ†2 + φˆ2 + 4φˆ†φˆ
)]
=
∫
d3x ρ0
{
φˆ†
[
Tρ − i~v·∇x − ~
2
2m
∇2xΨ0
Ψ0
+ V + 2gρ0
]
φˆ+ g
ρ0
2
(
φˆ†2 + φˆ2
)}
, (A.12)
where
Tρ ≡ − ~
2
2m
1
ρ0
∇x ·ρ0∇x (A.13)
reduces to the usual kinetic operator when the background condensate is homogeneous.
In the same fashion we can expand Nˆ :
N0 =
∫
d3x ρ0, (A.14)
Nˆ1 =
∫
d3xΨ0 φˆ† + h.c., (A.15)
Nˆ2 =
∫
d3x ρ0 φˆ†φˆ. (A.16)
N0 is the number of condensed bosons, while Nˆ2 counts the number of particles out of the condensates
(depletion).
Expanding also the Heisenberg equation of motion for Ψˆ,
i~∂tΨˆ(t,x) = [Ψˆ(t,x), Hˆ ], (A.17)
one obtains
i~∂tΨ0 = Ψ0[φˆ, Hˆ1], (A.18)
i~∂tφˆ = [φˆ, Hˆ2]− i~φˆ ∂tΨ0Ψ0 . (A.19)
The former equation gives the Gross–Pitaevskii equation
i~∂tΨ0 =
[
− ~
2
2m
∇2x + V + gρ0
]
Ψ0, (A.20)
which, for a stationary condensate, reduces to
µ =
1
2
mv2 − ~
2
2m
∇2x
√
ρ0
ρ0
+ V + gρ0, ∇x ·(ρ0v) = 0, (A.21)
where the second equation is the continuity equation for a stationary flow.
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Defining
δHˆ ≡
∫
d3xρ0
[
− ~
2
2m
∇2xΨ0
Ψ0
+ V + gρ0
]
φˆ†φˆ = µ
∫
d3x ρ0φˆ†φˆ = µNˆ2, (A.22)
where we used Eqs. (A.20), (A.6) and (A.16), we obtain
i~φˆ
∂tΨ0
Ψ0
= φˆ
[
− ~
2
2m
∇2xΨ0
Ψ0
+ V + gρ0
]
= [φˆ, δHˆ ]. (A.23)
Eq. (A.19) can now be rewritten as
i~∂tφˆ = [φˆ, Hˆ2], (A.24)
where
Hˆ2 ≡ Hˆ2 − δHˆ = Hˆ2 − µNˆ2 =
∫
d3xρ0
{
φˆ† [Tρ − i~v·∇x + gρ0] φˆ+ g ρ02
(
φˆ†2 + φˆ2
)}
. (A.25)
Remarkably, Hˆ2 is independent of the external potential V and of ∇2xΨ0/Ψ0. Furthermore, from the
stationarity assumption, it does not depend explicitly on time. When symmetrizing it with respect to φˆ
and φˆ†, one obtains
Hˆ2 = 12
∫
d3xρ0
{
φˆ† [Tρ − i~v·∇x + gρ0] φˆ+ [(Tρ + i~v·∇x + gρ0)φˆ†]φˆ+ gρ0
(
φˆ†2 + φˆ2
)}
, (A.26)
which is manifestly Hermitian.
Finally, from Eq. A.24, one derives the Bogoliubov–de Gennes (BdG) equation, which is obeyed by φˆ
at the linear level:
i~∂tφˆ =
[
Tρ − i~v·∇x +mc2
]
φˆ+mc2φˆ†, (A.27)
where we introduced the x-dependent speed of sound
c2(x) ≡ g(x)ρ0(x)
m
. (A.28)
Eq. (A.27) tells us that the perturbation φˆ is coupled to the condensate only through the functions v and
c. The disappearance from Eq. (A.27) of the potential V , the quantum potential −(~2/2m)(∇2x
√
ρ0/ρ0),
and the coupling g constitutes an essential step towards the notion of the acoustic metric (see Sec. A.3).
For further convenience in computing Hˆ2, we rewrite Eq. (A.26) in a more handling form by using
the BdG equation (A.27)
Hˆ2 = i~2
∫
d3x ρ0(x)
[
φˆ†(∂tφˆ)− (∂tφˆ†)φˆ
]
. (A.29)
We conclude this section with a remark. We generated the equations of motion using the Hamiltonian
Hˆ, Eq. (A.2). Since the condensate is stationary one might also have used the grand canonical Hamil-
tonian Hˆ, Eq. (A.9). However one should have coherently suppressed the explicit phase-dependence on
time of Ψ0
Ψ0(t,x) =
√
ρ0(x)eiθ0(x). (A.30)
The two approaches are completely equivalent and, not surprisingly, the equation of motion for the
perturbation field φˆ are generated by the same Hamiltonian Hˆ2.
A.2 Phonons in BECs
A.2.1 The quantization procedure
In stationary condensates, the spectrum of Eq. (A.26) can be characterized using very general prop-
erties. These are, first, the fact that the eigenmodes are asymptotically bounded (to guarantee that they
have a well-defined norm since the spatial domain of φˆ is infinite), second, the Hermiticity of (A.26), i.e.,
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its self-adjointness with respect to the scalar product defining the eigenmodes norm, and third, that this
scalar product is not positive definite, as it is the case here, see Eq. (A.37) (see also e.g. [83]).
To understand how to expand the complex field operator φˆ in modes and creation/destruction oper-
ators, it is convenient to define a two-component field [121]
Wˆ ≡
(
φˆ
φˆ†
)
. (A.31)
With this notation Eq. (A.27) becomes
i~∂tWˆ = BWˆ , (A.32)
B = (Tρ + gρ0)σ3 − iv·∇x + igρ0σ2, (A.33)
where σi are the the Pauli matrices
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (A.34)
Since the field Wˆ is invariant under the conjugation operation defined by
S¯ ≡ σ1S†, (A.35)
the structure of Wˆ must be
Wˆ =
∑
n
(Wnaˆn + W¯naˆ
†
n), (A.36)
where Wn are doublets of C-functions, and
∑
n denotes the summation over a (possibly continuous)
complete sets of modes. As evident from the above expansion, the symmetry of the field Wˆ described by
Eq. (A.35) has a direct physical interpretation as the coincidence of phonons and anti-phonons.
Using ∇Tx = −∇x, TTρ = Tρ and the properties of Pauli matrices, one verifies that the scalar product
〈W1|W2〉 ≡
∫
d3x ρ0(x)W ∗1 (t,x)σ3W2(t,x) (A.37)
is conserved under time evolution when Wi are solutions of Eq. (A.32), since
B∗Tσ3 = σ3B. (A.38)
In terms of the two components of the doublet W
W =
(
φ
ϕ
)
, (A.39)
the scalar product becomes〈(
φ1
ϕ1
)∣∣∣∣
(
φ2
ϕ2
)〉
=
∫
d3xρ0(x) [φ∗1(t,x)φ2(t,x)− ϕ∗1(t,x)ϕ2(t,x)] . (A.40)
For later convenience, we state here some properties of the scalar product that can be verified using
the anticommutation relation of Pauli matrices and Eq. (A.5):
〈W1|W2〉 = 〈W2|W1〉∗, (A.41)
〈W¯1|W¯2〉 = −〈W2|W1〉 = −〈W1|W2〉∗, (A.42)
WˆWˆT − (WˆWˆT)T = 1
ρ0(x)
δ(x − x′)iσ2, (A.43)
[〈W1|Wˆ 〉, 〈W2|Wˆ 〉] = −〈W1|W¯2〉 = 〈W2|W¯1〉. (A.44)
Assuming that the doublets Wn have a non-zero norm, we define an orthonormal basis:
〈Wn|Wm〉 = −〈W¯n|W¯m〉 = δnm, (A.45)
〈Wn|W¯m〉 = 0, (A.46)
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where the Kronecker δ is replaced by a δ-distribution in the case of a continuous set of modes. Using
Eq. (A.36) and the above identities, one obtains
[aˆn, aˆ†m] = [〈Wn|Wˆ 〉,−〈W¯m|Wˆ 〉] = 〈Wn|Wm〉 = δnm, (A.47)
which shows that aˆn and aˆ†n are in fact destruction and creation operators.
When the condensate is stationary, one can work with eigenmodes Wαλ of frequency λ, where the
index α describes the set of modes with the same frequency. By definition, one has
BWαλ = ~λW
α
λ . (A.48)
The conservation of the scalar product gives
0 = ∂t〈Wαλ |Wα
′
λ′ 〉 = −i(λ∗ − λ′)〈Wαλ |Wα
′
λ′ 〉. (A.49)
From this it is clear that only real frequency modes can be normalized as in Eq. (A.45). However, in
the presence of dynamical instabilities, also complex frequency eigenmodes are present. These modes
form in general a discrete and finite set of pairs of modes with conjugated frequencies that we call
{λa = ωa + iΓa, a = 1, 2, ...N}. In place of Eq. (A.45), we choose the following pseudo-normalization for
each pair,
〈Wλa |Wλ∗
a′
〉 = iδaa′ , (A.50)
and the other scalar products must vanish because of Eq. (A.49). In fact, the Hermiticity of Hˆ implies
that if λa is an eigenfrequency, then λ∗a is an eigenfrequency too [121]. We call Vλa and Zλa the doublets
corresponding to λa and λ∗a, respectively.
Below we analyze two specific situations in details: the infinite homogeneous 3-dimensional condensate
in Sec. A.2.2 and the inhomogeneous 1-dimensional case in Sec. A.2.2.
A.2.2 Infinite homogeneous condensates
When the condensate is homogeneous and infinite, the spectrum of (A.26) is completely characterized
by a 3-dimensional set of momentum eigenmodes labelled by k. In such a condensate the spectrum cannot
contain complex frequency modes which are not asymptotically bounded, given that, in an homogeneous
background, a complex frequency mode is also an eigenmode of the momentum operator with complex
eigenvalue.
In this situation, the field Wˆ can be expanded as
Wˆ =
∫
d3k
[
Wkaˆk + W¯kaˆ
†
k
]
. (A.51)
The modes satisfy the following normalization rules,
〈Wk|Wk′〉 = −〈W¯k|W¯k′〉 = δ(3)(k − k′) (A.52)
and the operators aˆ satisfy
[aˆk, aˆ
†
k′
] = δ(3)(k − k′). (A.53)
All the other scalar products and commutators vanish.
By homogeneity and stationarity, the doublets must have the following form
Wk =
e−iωt+ik·x√
(2π)3ρ0
(
uk
vk
)
, (A.54)
where
√
(2π)3ρ0 is a convenient normalization factor and uk and vk are constant. The field φˆ can be
expanded as
φˆ(t,x) =
∫
d3k√
(2π)3ρ0
[
e−iωt+ik·xukaˆk + e+iωt−ik·xv∗kaˆ
†
k
]
. (A.55)
Eqs. (A.55) and (A.52) give the normalization condition
|uk|2 − |vk|2 = 1. (A.56)
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Putting the field expansion (A.55) into Eq. (A.29) and using the above given commutation relations
and the scalar products, one obtains
Hˆ2 = ~2
∫
d3k d3k′
(2π)3
∫
d3x
×
[
(ω′ + ω)ei(ω−ω
′)t−i(k−k′)·xu∗kuk′ aˆ
†
kaˆk′ − (ω′ + ω)e−i(ω−ω
′)t+i(k−k′)·xvkv
∗
k′ aˆkaˆ
†
k′
+ (ω − ω′)ei(ω+ω′)t−i(k+k′)·xu∗ku∗k′ aˆ†kaˆ†k′ + (ω′ − ω)e−i(ω+ω
′)t+i(k+k′)·xvkuk′ aˆkaˆk′
]
(A.57)
=
∫
d3k ~ω
[
aˆ†
k
aˆk −
∫
d3x
(2π)3
|vk|2
]
. (A.58)
The first term is the usual sum over harmonic oscillators of real frequency, while the second term is a
c-number and it diverges when the condensates is infinite. This term, present even when there are no
phonons, represents a homogeneous density equal to
h2 = −
∫
d3k
(2π)3
~ω|vk|2, (A.59)
which is a correction to the ground state energy H0 due to interactions. Indeed, this quantity is strictly
related to the depletion of the condensate, that is the number of particles which are out of the condensate
when there are no phonons,
〈0|Nˆ2|0〉, (A.60)
where |0〉 is the state annihilated by the destruction operators aˆk. The ratio between the first order (in
powers of φˆ) number of non-condensed particles and the total number 〈0|Nˆ |0〉 is called depletion factor
(see [52])
df ≡ 〈0|Nˆ2|0〉〈0|Nˆ |0〉 ≈ 〈0|
Nˆ2
N0
|0〉 = 〈0|φˆ†φˆ|0〉 =
∫
d3k
(2π)3
|vk|2, (A.61)
where we used the field expansion (A.55) in Eq. (A.16).
Mode analysis
When the condensate is homogeneous, the quantum potential vanishes, the Gross–Pitaevskii equa-
tion (A.20) simplifies to
µ =
1
2
mv2 + V + gρ0, (A.62)
and the BdG equation (A.27) is solved by Fourier analysis, using the field expansion (A.55):[
~(ω − v · k)−
(
~2k2
2m
+ gρ0
)]
uk = gρ0 vk,[
~(ω − v · k) +
(
~2k2
2m
+ gρ0
)]
vk = −gρ0 uk.
(A.63)
By imposing that this system admits nontrivial solutions, one obtains the dispersion relation
(ω − v · k)2 = c2k2 + c
4k4
Λ2
≡ Ω2(k), (A.64)
where c is the speed of sound [see Eq. (A.28)], Ω is the frequency in the comoving frame and
Λ ≡ 2mc
2
~
(A.65)
is the “healing frequency”, which gives the characteristic dispersive scale and is related to the healing
length [52]
ξ =
~√
2mc
=
√
2c
Λ
. (A.66)
When sending Λ → ∞, Eq. (A.64) becomes the relativistic equation Ω2 = c2k2 since the quartic term
drops out.
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Finally, the values of uk and vk are fixed by Eq. (A.63) and by the normalization condition (A.56):
uk =
1√
1−D2k
, (A.67)
vk =
Dk√
1−D2k
, (A.68)
where their phase has been arbitrarily chosen to make them real and
Dk ≡ vk
uk
=
~(ω − v · k)− (~2k2/2m+ gρ0)
gρ0
=
1
mc2
[
~
√
c2k2 +
~2k4
4m2
− ~
2k2
2m
−mc2
]
. (A.69)
A.2.3 1D inhomogeneous condensates
When the flow is not homogeneous, the spectrum may contain complex eigenfrequencies. This hap-
pens, for instance, when there is a compact region where the flow is superluminal, as shown in Chap. 6.
For the sake of simplicity, we study only 1-dimensional flows, since, in that case, the spectrum of (A.26)
is completely characterized by a continuous set of real frequency eigenmodes labelled by ω and a discrete
index α, plus, possibly, a discrete and finite set of complex frequency modes that appear in pairs with
complex conjugated frequencies. [If the scalar product were positive definite, as for fermions, the spec-
trum of (A.26) would be purely real.] We shall write complex frequencies as λa = ωa + iΓa, where a is
a positive integer which labels the discrete set of pairs, and where ωa and Γa are both real and positive.
The other cases are reached by complex conjugation and/or multiplication by −1. The discrete index α
describes the subset of modes with the same real frequency, but different wavenumbers.
The field Wˆ can thus be expanded as
Wˆ =
∫
dω
∑
α
[
Wαω aˆ
α
ω + W¯
α
ω aˆ
α†
ω
]
+
∑
a
[
Vabˆa + Zacˆa + V¯abˆ
†
a + Z¯acˆ
†
a
]
, (A.70)
where we have defined Va ≡ Vλa , Za ≡ Zλa , V¯a ≡ V¯λa , and Z¯a ≡ Z¯λa , in order to make the notation
more compact. We also define λa to have a positive imaginary part Γa. The modes satisfy the following
normalization rules,
〈Wαω |Wα
′
ω′ 〉 = −〈W¯αω |W¯α
′
ω′ 〉 = δ(ω − ω′)δαα′ , (A.71)
〈Va|Za′〉 = 〈V¯a|Z¯a′〉 = −〈Za′ |Va〉 = −〈Z¯a′ |V¯a〉 = iδaa′ . (A.72)
Using
bˆa = i〈Za|Wˆ 〉, (A.73)
bˆ†a = i〈Z¯a|Wˆ 〉, (A.74)
cˆa = −i〈Va|Wˆ 〉, (A.75)
cˆ†a = −i〈V¯a|Wˆ 〉 (A.76)
and Eq. (A.44), one obtains
[bˆa, cˆ
†
a′ ] = [i〈Za|Wˆ 〉,−i〈V¯a′ |Wˆ 〉] = −〈Za|Va′〉 = iδaa′ , (A.77)
whereas the operators aˆ satisfy
[aˆαω, aˆ
α′†
ω′ ] = δαα′δ(ω − ω′). (A.78)
All the other scalar products and commutators vanish. In particular, [bˆa, bˆ
†
a′ ] = [cˆa, cˆ
†
a′ ] = 0. Hence bˆa
and cˆa are not destruction operators. In fact, the operators bˆa and cˆa form pairs [49] that characterize
complex, i.e., with two degrees of freedom, harmonic oscillators that are unstable, and for which therefore
there is no notion of quanta.
Decomposing the doublets as
Wαω = e
−iωt
(
φαω(x)
ϕαω(x)
)
, Va = e−iλat
(
ξa(x)
ηa(x)
)
, Za = e−iλ
∗
at
(
ψa(x)
ζa(x)
)
, (A.79)
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the field φˆ is expanded as
φˆ(t, x) =
∫
dω
∑
α
[
e−iωtφαω(x)aˆ
α
ω + e
+iωt(ϕαω(x))
∗aˆα†ω
]
+
∑
a
[
e−iλatξa(x)bˆa + e
−iλ∗atψa(x)cˆa + e
+iλ∗at(ηa(x))
∗ bˆ†a + e
+iλat(ζa(x))
∗ cˆ†a
]
. (A.80)
Using the scalar product of Eq. (A.40), Eq. (A.80), and Eqs. (A.71) and (A.72) give∫
dxρ0
[
(φαω(x))
∗φα
′
ω′(x)− (ϕαω(x))∗ϕα
′
ω′(x)
]
= δαα′δ(ω − ω′), (A.81)∫
dxρ0 [(ξa(x))
∗ψa′(x)− (ηa(x))∗ζa′(x)] = iδλaλa′ , (A.82)∫
dxρ0
[|ξa|2 − |ηa|2] = 0. (A.83)
Hˆ2 is now easily computed by putting the field expansion (A.80) in Eq. (A.29):
Hˆ2 = ~2
∫
dxρ0(x)
[∫
dω
∑
α
(
e+iωt(φαω(x))
∗aˆα†ω + e
−iωtϕαω(x)aˆ
α
ω
)
+
∑
a
(
e+iλ
∗
at(ξa(x))∗ bˆ†a + e
−iλatηa(x)bˆa + e+iλat(ψa(x))∗ cˆ†a + e
−iλ∗atζa(x)cˆa
)]
×
[∫
dω′
∑
α′
ω′
(
e−iω
′tφα
′
ω′(x)aˆ
α′
ω′ − e+iω
′t(ϕα
′
ω′(x))
∗aˆα
′†
ω′
)
+
∑
a′
(
λa′e−iλa′ tξa′(x)bˆa′ − λ∗a′e+iλ
∗
a′
t(ηa′(x))∗bˆ
†
a′ + λ
∗
a′e
−iλ∗
a′
tψa′(x)cˆa′ − λa′e+iλa′ t(ζa′(x))∗cˆ†a′
)]
+
~
2
∫
dxρ0(x)
[∫
dω
∑
α
ω
(
e+iωt(φαω(x))
∗aˆα†ω − e−iωtϕαω(x)aˆαω
)
+
∑
a
(
λ∗ae
+iλ∗at(ξa(x))
∗bˆ†a − λae−iλatηa(x)bˆa + λae+iλat(ψa(x))∗cˆ†a − λ∗ae−iλ
∗
atζa(x)cˆa
)]
×
[∫
dω′
∑
α′
(
e−iω
′tφα
′
ω′(x)aˆ
α′
ω′ + e
+iω′t(ϕα
′
ω′(x))
∗aˆα
′†
ω′
)
+
∑
a′
(
e−iλa′ tξa′(x)bˆa′ + e
+iλ∗
a′
t(ηa′ (x))
∗bˆ†a′ + e
−iλ∗
a′
tψa′(x)cˆa′ + e
+iλa′ t(ζa′ (x))
∗cˆ†a′
)]
, (A.84)
which is a sum of three terms, containing respectively only real frequency modes, only complex frequency
modes and mixing real and complex frequencies:
Hˆ2 = Hˆr + Hˆc + Hˆmix. (A.85)
Using the commutation relations and the scalar products of Sec. A.2.1, we obtain
Hˆr =
~
2
∫
dωdω′
∑
αα′
∫
dxρ0(x)
[
(ω′ + ω)e+iωt(φαω(x))
∗e−iω
′tφα
′
ω′(x)aˆ
α†
ω aˆ
α′
ω′
+(ω − ω′)e+iωt(φαω(x))∗e+iω
′t(ϕα
′
ω′ (x))
∗aˆα†ω aˆ
α′†
ω′ + (ω
′ − ω)e−iωtϕαω(x)e−iω
′tφα
′
ω′(x)aˆ
α
ω aˆ
α′
ω′
−(ω′ + ω)e−iωtϕαω(x)e+iω
′t(ϕα
′
ω′ (x))
∗aˆαωaˆ
α′†
ω′
]
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=
~
2
∫
dωdω′
∑
αα′
(ω + ω′)〈Wαω |Wα
′
ω′ 〉aˆα†ω aˆα
′
ω′
− ~
2
∫
dωdω′
∑
αα′
(ω + ω′)δ(ω − ω′)δαα′
∫
dxρ0(x)e−i(ω
′−ω)t((ϕαω(x))
∗ϕα
′
ω′(x))
+
~
2
∫
dωdω′
∑
αα′
ω〈Wαω |W¯α
′
ω′ 〉aˆα†ω aˆα
′†
ω′ +
~
2
∫
dωdω′
∑
αα′
ω〈W¯αω |Wα
′
ω′ 〉aˆαωaˆα
′
ω′
=
∫
dω
∑
α
~ω
[
aˆα†ω aˆ
α
ω −
∫
dxρ0(x)|ϕαω(x)|2
]
. (A.86)
Using the same techniques, it is easy to show that Hˆmix = 0 and
Hˆc = i~
∑
a
{
λ∗a
[
bˆ†acˆa+
∫
dxρ0(x)ζa(x)(ηa(x))∗
]
− h.c.
}
. (A.87)
Putting everything together, one obtains
Hˆ2 =
∫
dω
∑
α
~ω
(
aˆα†ω aˆ
α
ω −
∫
dxρ0(x)|ϕαω(x)|2
)
+
∑
a
[
i~λ∗a
(
bˆ†acˆa +
∫
dxρ0(x)ζa(x)(ηa(x))
∗
)
+ h.c.
]
. (A.88)
The first line contains again the usual sum over harmonic oscillators of real frequency and the c-number
term accounting for the depletion, while the second line is due to the complex frequency modes. It should
be noticed that the unusual form of the second c-number term follows from the unusual scalar product
of Eq. (A.82). When complex eigenfrequencies λa are present, this Hamiltonian is not bounded from
below due to the b†aca terms. Hence the vacuum can no longer be defined as the ground state of Hˆ , as
one might have expected since one is dealing with unstable oscillators. This gives rise to some ambiguity
when choosing the initial “vacuum” state (see Sec. 6.1.4).
Eqs. (A.80) and (A.88) can be rewritten in a more familiar form by decomposing each couple (bˆa, cˆa)
into two couples of destruction/creation operators dˆa+, dˆ
†
a+ and dˆa−, dˆ
†
a−,
dˆa+ ≡ eiθ+ bˆa + icˆa√
2
, dˆa− ≡ eiθ− bˆ
†
a + icˆ
†
a√
2
, (A.89)
which in fact satisfy the commutation relations
[dˆa+, dˆ
†
a′+] = [dˆa−, dˆ
†
a′−] = δaa′ , (A.90)
and all the other commutators vanish. Eq. (A.70) becomes
Wˆ =
∫
dω
∑
α
[
Wαω aˆ
α
ω + W¯
α
ω aˆ
α†
ω
]
+
∑
a
[
Wa+dˆa+ +Wa−dˆa− + W¯a+dˆ
†
a+ + W¯a−dˆ
†
a−
]
, (A.91)
where
Wa+ ≡ e−iθ+ Va − iZa√
2
, Wa− ≡ e−iθ− V¯a − iZ¯a√
2
, (A.92)
whose normalization is
〈Wa+|Wa′+〉 =〈Wa−|Wa′−〉 =−〈W¯a+|W¯a′+〉 =−〈W¯a−|W¯a′−〉 =δaa′ , (A.93)
and the other scalar products vanish. Notice thatWa± are no longer frequency eigenmodes. Decomposing
Wa+ and Wa− as
Wa+ =
(
φa+(t, x)
ϕa+(t, x)
)
, Wa− =
(
φa−(t, x)
ϕa−(t, x)
)
, (A.94)
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the field expansion (A.80) becomes
φˆ(t, x) =
∫
dω
∑
α
[
e−iωtφαω(x)aˆ
α
ω + e
+iωt(ϕαω(x))
∗aˆα†ω
]
+
∑
a
[
φa+(t, x) dˆa+ + φa−(t, x) dˆa− + (ϕa+(t, x))∗ dˆ
†
a+ + (ϕa−(t, x))
∗ dˆ†a−
]
(A.95)
and the Hamiltonian (A.88) is
Hˆ2 =
∫
dω
∑
α
~ω
(
aˆα†ω aˆ
α
ω −
∫
dxρ0(x)|ϕαω(x)|2
)
+
∑
a
~ωa
[
dˆ†a+dˆa+ − dˆ†a−dˆa− −
∫
dxρ0(x)
(|ϕa+(t, x)|2 − |ϕa−(t, x)|2)
]
+
∑
a
i~Γa
[
dˆ†a+dˆ
†
a− +
∫
dxρ0(x) (φa+(t, x)ϕa−(t, x)) − h.c.
]
. (A.96)
when the (arbitrary) phases θ± are chosen to be θ± = 0.
We conclude with two remarks. Firstly, if one can describe the discrete set using the dˆa operators,
there is a price to pay as the associated modes φa+, ϕa+, φa−, ϕa− are not frequency eigenmodes. Hence
their time dependence cannot be factorized. Secondly, in usual circumstances, the discrete set of complex
frequency modes is empty, as in homogeneous and in near-homogeneous condensates. Nevertheless, when
the condensate crosses twice the speed of sound, the discrete set is (generally) nonempty. To explain
why, we first need to study the spectrum in homogeneous subsonic and supersonic flows (see below), and
then understand how to paste the corresponding modes when the flow crosses the speed of sound (see
Sec. 6.1.2). When solving this, the dispersive properties of φˆ become essential, as we now recall, and as
first understood in [47].
Mode analysis
Inserting the field expansion (A.80) in Eq. (A.27), one obtains a system of two c-number equations[
~(λ+ iv∂x)− Tρ −mc2
]
φλ = mc
2ϕλ,[−~(λ+ iv∂x)− Tρ −mc2]ϕλ = mc2φλ. (A.97)
The couple (φλ, ϕλ) can be formed by either the real frequency modes (φαω(x), ϕ
α
ω(x)), or the complex
frequency modes (ξa(x), ηa(x)) or (ψa(x), ζa(x)) and, accordingly, λ can be real or complex. Eliminating
ϕλ from the above system, one obtains [131]{
[~(λ+ iv∂x) + Tρ]
1
c2
[−~(λ+ iv∂x) + Tρ]− ~2v∂x 1
v
∂x
}
φλ = 0, (A.98)
where we use the following expression
Tρ = − ~
2
2m
v∂x
1
v
∂x, (A.99)
that can be derived from Eq. (A.13) in the 1-dimensional case by using the stationary continuity equa-
tion (A.21).
When the background quantities are also independent of x, that is the condensate is homogeneous
(see Sec. A.2.2), Fourier modes φλ ∝ exp(ikλx) are solutions of Eq. (A.98), provided kλ is a (possibly
complex) root of the dispersion relation
(λ− vk)2 = Ω2(k) = c2k2 + c
4k4
Λ2
, (A.100)
where, again, Ω is the frequency in the comoving frame [see eq. (A.64)] and the dispersive scale Λ is
defined in Eq. (A.65). We notice that, when keeping this term, the dispersion relation (A.100) possesses
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four roots, some of which can be complex. As we saw in Chap. 6, the two extra roots are at the origin of
a laser-like effect.
In subsonic flows, |v| < c, for real λ = ω, two roots are real, and describe the right and left moving
solutions. The other two are complex, conjugated to each other, and correspond to modes that are
asymptotically growing or decaying, say to left. Only the first two should be used in Eq. (A.80), as the
last two are not asymptotically bounded.
In supersonic flows, the situation is quite different. For real λ = ω, there exists a critical frequency
ωmax such that the four roots of Eq. (A.100) are [131]
• ω < ωmax: all real;
• ω > ωmax: two real and two complex, as in subsonic flows.
See Fig. 3.2 for a graphical solution of the dispersion relation (A.100). At ω = ωmax the two extra roots
merge and the curve Ω(k) is tangent to the line ω − vk. Hence the group velocity in the lab
vgr =
∂ω
∂k
=
∂
∂k
(Ω + vk), (A.101)
vanishes at that frequency. Solving this equation one finds that ωmax is proportional to Λ, but depends
also on the supersonic velocity excess |v| − c.
When ω is real, the normalization of the (bounded) modes can be easily worked out (see also Sec. A.2.2
for the 3-dimensional case), as it is, up to a trivial factor, independent of the constant velocity v (because
of Galilean invariance). Let us write
φαω(x)e
−iωt =
e−iωt+ik
α
ωx√
2πρ0
uαω, (A.102)
ϕαω(x)e
−iωt =
e−iωt+ik
α
ωx√
2πρ0
vαω , (A.103)
where α spans over four values if |v| > c and ω < ωmax and over two values elsewhere. Using the mode
normalization (A.81), we obtain
(|uαω|2 − |vαω |2)
∂ω
∂k
= 1. (A.104)
This equation slightly differs from the normalization condition (A.56) found in the 3-dimensional case.
The discrepancy is due to the choice in Eq. (A.71) of normalizing the modes with δ(ω − ω′), instead of
the more standard δ(k − k′) [see Eq. (A.52)]. This choice generates the appearance of the factor ∂ω/∂k
in Eq. (A.104), that is the wave group velocity [see Eq. (A.101)].
From the mode equation (A.97) and the dispersion relation (A.100), when the comoving frequency
Ω = ω − vk is positive, one has
Dkαωu
α
ω = v
α
ω , (A.105)
where
Dk =
1
mc2
[
~
√
c2k2 +
~2k4
4m2
− ~
2k2
2m
−mc2
]
(A.106)
is independent of v and coincedes with Dk defined in Eq. (A.69) for the 3-dimensional flow. Eqs. (A.104)
and (A.105) fix again uαω and v
α
ω except for a common phase. Taking both u
α
ω and v
α
ω real, one obtains
φαω(x) =
√
∂kαω
∂ω
1√
1−D2kαω
eik
α
ωx√
2πρ0
,
ϕαω(x) =
√
∂kαω
∂ω
Dkαω√
1−D2kαω
eik
α
ωx√
2πρ0
.
(A.107)
Summarizing, in subsonic flows there are only two real roots and the field φˆ is accordingly expanded
as
φˆsub =
∫ ∞
0
dω
[
e−iωt (φuωaˆ
u
ω + φ
v
ωaˆ
v
ω) + e
+iωt
(
(ϕuω)
∗aˆu †ω + (ϕ
v
ω)
∗aˆv †ω
)]
(A.108)
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or, in terms of the doublets Wˆ defined in Sec. A.2.1,
Wˆsub =
∫ ∞
0
dω
[
Wuω aˆ
u
ω +W
v
ω aˆ
v
ω + W¯
u
ω aˆ
u†
ω + W¯
v
ω aˆ
v†
ω
]
. (A.109)
In supersonic flows, instead, when 0 < ω < ωmax, there are two extra real roots of Eq. (A.100).
Unfortunately, the doublets W (i)ω associated with those two extra roots have negative norm, as one
can directly check by using the expression for φ and ϕ, given in the above equations (A.107). As a
consequence, the associated destruction and creation operators aˆ(i)ω and aˆ
(i)†
ω do not satisfy the standard
commutation relations of Eq. (A.78), so that they cannot enter the field expansion of Eq. (A.70). As
discussed in Sec. 4.1.2, the two solutions k(1)ω and k
(2)
ω of the dispersion relation have negative comoving
frequency Ω(k(i)ω ) (in Fig. 3.2, right panel, they are in fact located in the third quadrant). Because of
that, the norm obtained by putting (A.107) in the expression of the scalar product (A.37) is negative.
To obtain positive norm modes W , corresponding to the two new solutions k(i)ω of the dispersion relation,
it is enough to pick up solutions with positive Ω. This aim is achieved by solving the mode equation for
negative values −ω of the conserved frequency (we define ω to be always positive), such that the two
solutions k(i)−ω = −k(i)ω are now located in the first quadrant. The corresponding modes W (i)−ω have now
positive norm and the destruction and creation operators aˆ(i)−ω and aˆ
(i) †
−ω satisfy the proper commutation
relations (4.9).
Accordingly, the field Wˆ is expanded in supersonic flows as
Wˆsup =
∫ ∞
0
dω
[
Wuω aˆ
u
ω +W
v
ω aˆ
v
ω + W¯
u
ω aˆ
u†
ω + W¯
v
ω aˆ
v†
ω
]
+
∫ ωmax
0
dω
∑
i=1,2
[
W
(i)
−ωaˆ
(i)
−ω + W¯
(i)
−ω aˆ
(i)†
−ω
]
. (A.110)
Because the modes W (i)−ω are negative frequency eigenmodes, while W¯
(i)
−ω are positive frequency eigen-
modes, this yields the following expansion for the phonon field φˆ:
φˆsup =
∫ ∞
0
dω

e−iωt

φuω aˆuω + φvω aˆvω + θ(ωmax − ω) ∑
i=1,2
(ϕ(i)−ω)
∗ aˆ
(i)†
−ω


+e+iωt

(ϕuω)∗ aˆu †ω + (ϕvω)∗ aˆv †ω + θ(ωmax − ω) ∑
i=1,2
φ
(i)
−ω aˆ
(i)
−ω



 , (A.111)
where we inserted the Heaviside function θ(ωmax−ω), because the two extra roots exist only for ω < ωmax.
To conclude, we go back to the inhomogeneous case. When v varies slowly with respect to the
wavelength of the perturbations, the exact solutions of Eq. (A.97) are well approximated by their WKB
approximation, which can be directly inferred from Eq. (A.107)
φαω(x) =
√
∂kαω(x)
∂ω
1√
1−D2kαω (x)
exp
[
i
∫ x dx′kαω(x′)]√
2πρ0(x)
, (A.112)
ϕαω(x) =
√
∂kαω(x)
∂ω
Dkαω (x)√
1−D2kαω (x)
exp
[
i
∫ x
dx′kαω(x
′)
]
√
2πρ0(x)
, (A.113)
and the x-dependent wave numbers kαω(x) are real roots of the dispersion relation (A.100) in a stationary
inhomogeneous flow characterized by v(x) and c(x):
(ω − v(x)k(x))2 = c2(x)k2(x) + ~
2k4(x)
4m2
. (A.114)
Ignoring the quartic term, one obtains the dispersion relation of a massless field propagating in a curved
geometry and, similarly, Eq. (A.98) becomes the Euler equation governing sound waves. We show in
the next section how the metric describing such a geometry can be directly obtained from the BdG
equation (A.27).
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A.3 The acoustic metric
Under certain assumptions, the propagation of phonons on top of a BEC can be described with the
formalism of quantum field theory on a curved background, that is the BdG equation (A.27) can be
written in the form of a modified Klein–Gordon equation
1√
|g|∂µ
(√
|g|gµν(t,x)∂ν φˆ
)
= 0, (A.115)
or, equivalently [see Eqs. (1.5)–(1.9) in Sec. 1.1]
∂µ
(
fµν(t,x)∂ν φˆ
)
= 0. (A.116)
Equation (A.27) and its Hermitian conjugate can be written as[
i~ (∂t + v·∇x)− Tρ −mc2
]
φˆ = mc2φˆ†, (A.117)[
i~ (∂t + v·∇x) + Tρ +mc2
]
φˆ† = −mc2φˆ, (A.118)
(A.119)
and, eliminating φˆ†, one obtains a single equation
[
i~ (∂t + v·∇x) + Tρ +mc2
] 1
c2
[
i~ (∂t + v·∇x)− Tρ −mc2
]
φˆ = −m2c2φˆ, (A.120)
which, using the definition of Tρ of Eq. (A.13) becomes
[i~ (∂t + v·∇x) + Tρ] 1
c2
[i~ (∂t + v·∇x)− Tρ] φˆ+ ~
2
ρ0
∇x ·ρ0∇xφˆ = 0. (A.121)
It is worth stressing that Eq. (A.121) is implied by Eq. (A.27) but the converse is not true.1 Nevertheless
Eq. (A.121) is enough for our aim, since we are interested only in the dispersion relation and in the metric
describing the field propagation, which can be obtained from the modified Klein–Gordon equation in a
curved background.
To obtain a second order equation from Eq. (A.121), one must neglect all the terms with higher order
derivatives. This is possible only under two conditions. First, a WKB approximation must be performed,
i.e. all the background quantities must vary slowly on scales comparable with the characteristic wave-
length of the perturbation. A local frequency ω(x) and a local wavenumber k(x) can then be defined. In
term of k(x) this condition reads ∣∣∣∣∂xiρρ
∣∣∣∣≪ |ki|,
∣∣∣∣∂xivjvj
∣∣∣∣≪ |ki|. (A.122)
Then, a local dispersion relation is directly inferred from Eq. (A.64), generalizing the 1-dimensional
example of Sec. A.2.3:
Ω2(x) = [ω − v(x) · k(x)]2 = c2(x)k2(x) + ~
2k4(x)
4m2
. (A.123)
Note that ω is constant because the condensate is stationary.
Second, the quartic order in Eq. (A.123) must be negligible with respect to the second order one,
namely
k2(x)≪ 4m
2c2(x)
~2
=
Λ2(x)
c2(x)
=
2
ξ2(x)
, (A.124)
i.e., the wavelength of the perturbation must be much larger than the healing length of the condensate
[see Eq. A.66].
1This is similar to what happens in standard quantum field theory where the Dirac equation implies the Klein–Gordon
equation but not the other way around.
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When these two conditions hold the quantum potential Tρ can be neglected in Eq. (A.121), which
thus becomes
ρ0 (∂t + v·∇x) 1
c2
(∂t + v·∇x) φˆ−∇x ·ρ0∇xφˆ = 0. (A.125)
Using the continuity equation
∂tρ0 +∇x ·(ρ0v) = 0, (A.126)
we obtain
(∂t +∇x ·v) ρ0
c2
(∂t + v·∇x) φˆ−∇x ·ρ0∇xφˆ = 0. (A.127)
Equation (A.127) is now exactly in the soughtafter form of (A.116) with
fµν =
ρ0
c2
(−1 −vT
−v c21d×d − v⊗ vT
)
, (A.128)
where 1d×d is the identity matrix in d dimensions. From Eq. (1.8)
√
|g| = [det(fµν)]1/(d−1) =
(
ρd+10
c2
)1/(d−1)
(A.129)
and
gµν = (gµν)−1 =
√
|g|(fµν)−1. (A.130)
From eq. (A.128)
(fµν)−1 =
1
ρ0
(−(c2 − v2) −vT
−v 1d×d,
)
, (A.131)
from which the effective acoustic metric is
gµν =
(ρ0
c
)2/(d−1)(−(c2 − v2) −vT
−v 1d×d
)
. (A.132)
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Appendix B
PHONON SPECTRAL ANALYSIS: THE CODE
The code used for the numerical computation of this Thesis is based on the original code by Jean
Macher c© 2008 [131], distributed under the GNU General Public License (version 2). The code has been
broadly adapted and extended in various versions for the computations of [68, 69, 70, 50, 48]. We present
the basic structure of the code in Sec. B.1 and the main features of the three different versions used to
study
• modifications of Hawking spectrum for asymmetrical velocity profiles [70] and profiles with small
scale perturbations [69, 50] (see Chap. 4) in Sec. B.2.1,
• the spectrum of emitted particles from a warp-drive bubble in a Bose–Einstein condensate (BEC) [48]
(see Chap. 5) in Sec. B.2.2,
• the set of complex frequency modes at the basis of the black-hole-laser effect in BECs [68, 50]) in
Sec. B.2.3.
B.1 The general structure
The core of the code is made of six main parts, that are briefly listed below, together with their
respective functions. See Fig. B.1 for a graphical representation
• Graphical user interface (GUI): sets up the values of the initial parameters (physical parameters,
precisions in numerical integration and fit, . . . ) and the output options (saving or not all the modes,
computing the scattering matrix and the Bogoliubov coefficients, . . . ).
• Control functions: increment the values of the variables and call the functions that execute specific
tasks (integration, fit, output saving, . . . ).
• Integration functions: determine the initial conditions of modes that are plane waves in one of the
asymptotic regions and integrate them from this region to the region/s on the other side of the
horizon/s.
• Fit functions: extract the projections of the initial modes on plane waves defined in the final
region/s.
• Functions for in and out modes construction: compute the scattering in and out modes and the
Bogoliubov coefficients (when required) from the coefficients obtained from the fit procedure.
• Output functions: save the integrated modes, the fitted parameters, the Bogoliubov coefficients,
and the values of the complex frequency poles (only for the black hole laser version, Sec B.2.3).
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Figure B.1: Graphical representation (read clockwise) of the structure of the code used for the computa-
tion of this Thesis and of [68, 69, 70, 50, 48].
B.2 Three versions of the code
B.2.1 Single horizon profile: 3×3 scattering
We first consider profiles with a single horizon. In this case the computation of observables as the
final occupations numbers on an intially vacuum quantum state [see Eqs. (4.28), (4.29) and (4.30)] is
quite simple.
For each value of the system parameters and for each frequency, the code integrates the mode equa-
tion (A.97) starting from the subsonic region x > 0 to the supersonic region for three modes:
• the two modes u and v that reduce to planewaves at x→ +∞ corresponding to the two real roots
of the dispersion relation (3.22) (see Fig. 3.2, left panel)
• the mode with imaginary k which decays at x→ +∞.
The three modes are integrated well inside the supersonic region, where the velocity profile of Eq. (4.3)
is flat. In this region, the modes are decomposed in four plane waves corresponding to the four real-k
solutions of Eq. (3.22) (see Fig. 3.2, right panel).
Using this decomposition, one can combine the three modes to obtain pure in or out modes, namely
modes whose asymptotic expansion (both in the supersonic and supersonic region) contains only a single
ingoing or outgoing branch (see Sec. 4.1.2), respectively.
Ingoing modes are finally projected on outgoing modes as in Eq. (4.22) and the corresponding trans-
formation matrix is read off. The computation of the occupation numbers (4.28), (4.29), and (4.30), and
of the observables described in Sec. 4.1.3 is straightforward.
B.2.2 Two horizon profile: 4×4 scattering
The construction of a 4× 4 scattering matrix for a flow profile with a supersonic region between two
horizons and two supersonic asymptotic regions exactly follows the procedure described in the previous
section for 3× 3 scattering.
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The main difference is that all the four real-k solutions of the dispersion relation (3.22) are integrated
from one of the two supersonic regions, then propagated through the subsonic region till the other
supersonic region. Here, they are projected on the four planes waves corresponding to the four real-k
solutions in the other supersonic region.
In and out modes are constructed, as above, out of these four modes by selecting modes with a single
ingoing or out outgoing branch, respectively. The 4×4 matrix is obtained, again, by projecting in modes
on out modes.
B.2.3 Two horizon profile: complex eigenfrequencies
The computations of the complex eigenfrequencies is a bit more involved (see Fig. B.2 for a graphical
representation). Since the velocity profile is made of two subsonic asymptotic regions plus a supersonic
compact region between the horizons, it is not possible to integrate the modes starting from one of
the two subsonic asymptotic regions to the other one passing through the internal supersonic region, as
done for the supersonic-subsonic-supersonic profiles of Sec. B.2.2. In fact, in the subsonic region there are
imaginary solutions of k even for real values of ω. If we integrated some mode from the internal supersonic
region to one of the two external subsonic regions, this mode would generally appear as a superposition
of all the four solutions of the dispersion relations, included the two solutions with imaginary k. Thus, it
would be impossible to project such a mode on all the four modes in the second subsonic region, because
one of the modes with imaginary-k diverges exponentially in space, then masking the other three modes.
For this reason, for real frequency (Γ = 0) one can integrate the two real-k modes and the asymptot-
ically decaying complex-k mode starting from one of the two subsonic region only toward the supersonic
region as in Sec. B.2.1, but without arriving to the second subsonic region, i.e. the integration must stop
in the region between the horizons. In so doing, one obtains six modes φi,Iω and φ
i,III
ω , starting from the
left and the right asymptotic regions, respectively [see Eqs. (6.3) and (6.4)]. Then, we project those six
modes on the four plane waves solutions φi,IIω in the internal region
1 and extract the coefficients M ijL,ω
and M ijR,ω. This computation is stable also when Γ is non-vanishing but small.
From this point on, the code does different things depending on whether the value of the frequency
is real (Γ = 0) or complex (Γ 6= 0).
• For real frequencies (Γ = 0), it is possible to construct in and out modes as φu,inω [as in Eq. (6.10),
but without neglecting the v-mode in the internal region] by solving the system (6.7) with Luω = 1,
Rvω = 0, and computing the remaining four values of L
i
ω and R
i
ω. From L
i
ω, R
i
ω, M
ij
L,ω, and M
ij
R,ω,
the coefficients Auω, Avω , B(1)ω , and B(2)ω are easily computed. Following the evolution of |B(2)ω |2
with ω, it is possible to determine the complex eigenfrequencies ωa + iΓa by fitting a series of
Lorentzians (6.33) as in Fig. 6.2.
• If the mode has complex frequency, one may still, in principle, proceed as above. However, there
is no point in computing the above coefficients when Γ 6= 0, since, in general, λ = ω + iΓ is not an
eigenfrequency of the system. Instead, it is more interesting to solve the system (6.7) with initial
conditions Luλ = 0, R
v
λ = 0, which correspond to physical solutions (vanishing at x → ±∞ and
t → −∞) with Γ > 0, representing the unstable exponentially growing (in time) modes. With
such initial condition, the system admits solutions if and only if its determinant vanishes. Given
an initial guess for λa = ωa + iΓa, the code computes the determinant of the system and varies ω
and Γ to find the closest zero of the determinant. The resulting ωa + iΓa is a precise estimate of
the complex eigenfrequency.
The first method (first computing |B(2)ω |2 for real frequencies and then calculating ωa+ iΓa by a fit) is
less precise but allows to easily determine all the complex eigenfrequencies. The second method is much
more precise and can be used to refine the estimates obtained with the first method and to follow the
values of ωa and Γa, when one of the parameters of the system is changed in a continuous way. The plots
of Figs. 6.4 and 6.5 have been realized by using the latter technique.
We conclude by stressing that both methods fail when ω → 0. While this limit would be interesting
to be explored, our code cannot go to very small values of ω. In fact, at low frequency, the wavelength of
some modes becomes very large and, when it is much larger than 2L, M ijL,ω and M
ij
R,ω cannot be reliably
determined.
1This is possible only if the distance between the horizon 2L is sufficiently large, such that there is a region where the
velocity profile (6.1) is effectively flat, that is when DcH/κW and DcH/κB are sufficiently smaller then L.
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Figure B.2: Graphical representation of the strategy for the computation of the set of complex eigenfre-
quencies of a black hole laser.
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