Abstract-In this letter, the state estimation problem is studied for neural networks with time-varying delays. The interconnection matrix and the activation functions are assumed to be norm-bounded. The problem addressed is to estimate the neuron states, through available output measurements, such that for all admissible time-delays, the dynamics of the estimation error is globally exponentially stable. An effective linear matrix inequality approach is developed to solve the neuron state estimation problem. In particular, we derive the conditions for the existence of the desired estimators for the delayed neural networks. We also parameterize the explicit expression of the set of desired estimators in terms of linear matrix inequalities (LMIs). Finally, it is shown that the main results can be easily extended to cope with the traditional stability analysis problem for delayed neural networks. Numerical examples are included to illustrate the applicability of the proposed design method.
I. INTRODUCTION
In 1983, Cohen and Grossberg published their seminal paper [5] on the global mathematical analysis of a class of general nonlinear cooperative-competitive neural networks, known as Cohen-Grossberg model. Since then, the mathematical properties of various neural networks, such as the stability, the attractivity and the oscillation, have been hot research topics that have drawn considerable attention, and a large amount of results have been available in the literature.
On the other hand, the dynamic behavior of many biological and artificial neural networks contains inherent time delays, which may cause oscillation and instability [1] , [4] , [12] . Delayed neural networks have been widely applied in many areas, such as signal and image processing, artificial intelligence, system identification, industrial automation, etc. In the past decade, the analysis of neural networks with time-delay has been a subject of great practical importance that has attracted a great deal of research interest. Up to now, most works on delayed neural networks have focused on the stability analysis problem for neural networks with constant or time-varying delays. Sufficient conditions, either delay-dependent or delay-independent, have been proposed to guarantee the asymptotical or exponential stability for the neural networks, see [1] , [4] , [9] - [12] , [15] , [17] , and [18] for some recent results.
Since delayed neural networks have been considered as viable network models, the neuron state estimation problem becomes precursor for many applications. The main reason is that, in relatively large-scale neural networks, it is often the case that only partial information about the neuron states is available in the network outputs. Therefore, in order to utilize the neural networks, one often needs to estimate the neuron state through available measurement, and then use the estimated neuron state to achieve certain practical performances, such as system modeling, signal processing and control engineering. The state estimation problem for neural networks has received some research attention. In [6] , an approach was developed to approximate the dynamic and static equations of stochastic nonlinear systems and to estimate state variables based on a radial basis function neural network. In [7] , a method of estimating the online immeasurable states was proposed based on a recurrent neural network model of the system by using the extended Kalman filter. In [14] , an adaptive state estimator was described by using techniques of optimization theory, the calculus of variations and gradient descent dynamics. So far, to the best of the authors' knowledge, though the stability analysis issue of delayed neural networks has been well studied, the important state estimation problem has not been fully investigated yet, and remains to be challenging. It is, therefore, our intention in this letter to deal with this problem, and provide a systematic design procedure of the desired state estimators. In this letter, the state estimation problem is studied for neural networks with time-varying delays. The interconnection matrix and the activation functions are assumed to be norm-bounded. The problem addressed is to estimate the neuron states, through available output measurements, such that for all admissible time-delays, the dynamics of the estimation error is globally exponentially stable. An effective linear matrix inequality (LMI) approach is developed to solve the neuron state estimation problem. In particular, we derive the conditions for the existence of the desired estimators for the delayed neural networks. We also parameterize the explicit expression of the set of desired estimators, and show that the main results can be used to establish the stability criterion for a general class of delayed neural networks. Two numerical examples are used to demonstrate the usefulness of the proposed design methods.
The rest of the letter is arranged as follows. The state estimation problem is formulated in Section II for continuous delayed neural networks. In Section III, we give the main results that comprise the existence conditions and the explicit expression of the desired estimators. In Section IV, the results are extended for the stability analysis problem of delayed neural networks. Illustrative examples are provided in Section V, and some remarks are concluded in Section VI.
Notations: The notations are quite standard. Throughout this letter, n and n2m denote, respectively, the n-dimensional Euclidean space and the set of all n 2 m real matrices. The superscript T denotes matrix transposition and the notation X Y (respectively, X > Y ) where X and Y are symmetric matrices, means that X 0 Y is positive-semidefinite (respectively, positive-definite). I n is the n 2 n identity matrix. j 1 j is the Euclidean norm in n . If A is a matrix, denote by kAk its operator norm, i.e., kAk = supfjAxj : jxj = 1g = max(A T A) where max (1) (respectively, min (1) 
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider the following delayed neural network with n neurons: 
where h and d are scalar constants.
Traditionally, when modeling a neural network, a typical assumption is that the activation functions are continuous, differentiable, monotonically increasing and bounded, such as the sigmoid-type of function. However, in many electronic circuits, the input-output functions of amplifiers may be neither monotonically increasing nor continuously differentiable. As discussed in [12] and [13] , nonmonotonic functions can be more appropriate to describe the neuron activation in designing and implementing an artificial neural network. In this letter, we assume that the neuron activation function in (1), g (1), satisfies the following Lipschitz condition:
where G 2 n2n is a known constant matrix. Hence, we do not need the activation functions to be monotonic and smooth. The type of activation functions in (3) is more general than the conventional sigmoid activation functions, and have been used in numerous papers [12] .
In practice, it is often the case that the information about the neuron states are incomplete from the network measurements (outputs). That is, only partial information about the neuron states is available in the network measurements. On the other hand, the network measurements are subject to nonlinear disturbances. Therefore, our aim is to develop an efficient estimation algorithm in order to observe the neuron states from the available network outputs. In this letter, the network measurements are assumed to satisfy y(t) = Cu(t) + f (t; u(t)) (4) where y(t) 2 m is the measurement output, C is a known constant matrix with appropriate dimension. f : 2 n ! m is the neurondependent nonlinear disturbances on the network outputs, and satisfies the following Lipschitz condition: jf(t; x) 0 f(t; y)j jF(x 0 y)j (5) where the constant matrix F 2 n2n is known. Note that the nonlinearity description given in (5) has been frequently used in many papers dealing with nonlinear analysis [16] .
In this letter, the full-order state estimator is of the form
whereû(t) is the estimation of the neuron state, and K 2 n2m is the estimator gain matrix to be designed. Let the error state be e(t) = u(t) 0û(t);
then it follows from (1), (4), and (6) that: 
We shall design a state estimator for the delayed neural network described by (1) and (4), such that the dynamics of the system (8) is globally exponentially stable, for the nonlinear activation function g(1), the nonlinear disturbance f(1; 1), and the time-varying delay h(t).
III. MAIN RESULTS AND PROOFS
The following lemma, known as Schur Complement Lemma, will be essential in establishing our results in terms of LMIs. We first derive the conditions under which the error dynamics of the estimation process is globally exponentially stable. The following theorem shows that such conditions can be expressed in terms of the positive-definite solution to a quadratic matrix inequality involving several scalar parameters. 
holds, then the error-state system (8) of the neural network is globally exponentially stable. Proof: For notational simplicity, we define AK := 0 A 0 KC (11) (t) :=g (u(t)) 0 g (û(t)) (12) (t) :=f (t; u(t)) 0 f (t;û(t)) (13) 9 := 
and P is the positive-definite solution to the inequality (10).
From Lyapunov stability theory, we arrive at the conclusion that the error-state system (8) is asymptotically stable. In order to prove the expected global exponential stability of the system (8), we will need to make some standard manipulations on the relation (17). This completes the proof of Theorem 1. In Theorem 1, when an estimator is given, the analysis result (i.e., the stability criterion) is established in terms of a quadratic matrix equality (10) , which contains several scalar parameters. Next, we deal with the corresponding design problem, which aims to design the estimator gain, K, such that (10) holds for positive scalars "1 > 0, "2 > 0, " 3 > 0 and a positive-definite matrix P > 0.
It should be mentioned that, in the past decade, linear matrix inequalities (LMIs) have gained much attention for their computational tractability and usefulness in many areas, including the stability testing for neural networks [12] , because the so-called interior point method [3] has been proven to be numerically very efficient for solving the LMIs. Thus, our next goal is to develop an LMI approach to designing the desired estimator gains for the delayed neural networks.
Theorem 2:
If there exist three positive scalars "1, "2, "3, a positive-definite matrix P 2 n2n and a matrix R 2 n2n such that the linear matrix inequality, shown in (19) at the bottom of the page, holds, then with the estimator gain
the error-state system (8) of the delayed neural network described by (1) and (4) is globally exponentially stable. 
Noticing that R = P K, it can be easily seen that (23) is the same as (21). Hence, it follows from Theorem 1 that, with the estimator gain given by (20), the error-state system (8) of the delayed neural network described by (1) and (4) is globally exponentially stable. This ends the proof of Theorem 2. Remark 1: Notice that in Theorem 2, the matrix inequality (21) is linear on the parameters " 1 > 0, " 2 > 0, " 3 > 0, P > 0, and Q.
Therefore, by using the Matlab LMI toolbox, it is straightforward to design the neuron state estimator which guarantees the global exponential convergence of the error dynamics. Furthermore, if the delay is constant [1] , [9] , [10] , [15] , [17] , we just need to let d = 0 in our main results.
IV. A SPECIAL CASE
In the literature, a vast amount of results have been published on the general topic of the stability analysis of the delayed neural networks. Various issues have been investigated, such as the asymptotic stability case or the exponential stability case, the constant delay case or the time-varying delay case, the delay-independent stability criteria or the delay-dependent stability criteria, etc., see [1] , [4] , [10] - [12] , and [17] for some examples. It should be pointed out that, although this letter is focused on the neuron estimation problem, within the same framework, the main results can still be generalized to the conventional stability analysis problem for delayed neural networks.
Consider the delayed neural network (1), and let u 3 be its equilibrium point. For presentation convenience, we can shift the intended equilibrium u 3 to the origin by letting x = u 0u 3 , and then the system (1) can be transformed into _ x(t) = 0 Ax(t) + W0l (x(t)) + W1l (x (t 0 h(t))) x(t) ='(t); t 2 [0h; 0]; h = sup
where x(t) = [x1(t); x2(t); 11 1;xn(t)] T 2 n is the state vector of the transformed system, and the transformed neuron activation function
where M 2 n2n is a known constant matrix. Notice that we do not need the traditional monotonicity and smoothness assumptions on the activation function l(x).
The stability analysis problem for the delayed neural network of the type (24) has attracted significant research interests [1] , [4] , [10] - [12] . Our results derived in the previous section can be used to develop an alternative criterion for testing the exponential stability of the neural network (29). 
holds, then the delayed neural network (24) is globally exponentially stable.
Proof: The proof follows the same line of the proofs of Theorem 1 and Theorem 2 and is, thus, omitted.
Remark 2: Theorem 3 reveals that the exponential stability of the delayed network (24) can be checked by examining the solvability of the LMI (24), which can be readily conducted by utilizing the Matlab LMI toolbox. In contrast to the existing results on delay-independent asymptotical stability, such as those given in [1] , [4] , our LMI approach has the advantage that the LMIs can be solved numerically and effectively by using the interior-point method [3] . Therefore, it follows from Theorem 3 that the two-neuron neural network (24) is globally exponentially stable. The response of the state dynamics to the initial condition (10,3) is shown in Fig. 1 , which verifies our theoretical conclusion. Example 2: Now, we demonstrate how to design an estimator for the delayed neural network. Assume that the delayed neural network in (1) and (4) Solving the LMI (19) for " 1 > 0, " 2 > 0, " 3 > 0, P > 0 and R gives The true state u1 (respectively, u2, u3) and its estimateû1 (respectively,û 2 ,û 3 ) are displayed in Fig. 2 (Figs. 3 and 4, respectively) . The simulation results imply that, with the obtained estimator gain K, the error dynamics for the neural network converges to zero exponentially. In other words, the neuron states are tracked very well by the designed estimator.
VI. CONCLUSION
In this letter, we have dealt with the problem of state estimation for a class of delayed neural networks. We have removed the traditional monotonicity and smoothness assumptions on the activation function. A linear matrix inequality (LMI) approach has been developed to solve the problem addressed. Specifically, the conditions for the existence of the expected estimators have been derived in terms of the positive-definite solution to an LMI involving several scalar parameters, and the analytical expression characterizing the desired estimators has been obtained. We have also shown that the main results can be easily extended to cope with the stability analysis problem for delayed neural networks. Finally, two numerical examples have been used to demonstrate the usefulness of the main results.
