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ABSTRACT
We explore the effects of demography and linkage on a maximum-likelihood (ML) method for
estimating selection and mutation parameters in a reversible mutation model. This method assumes free
recombination between sites and a randomly mating population of constant size and uses information
from both polymorphic and monomorphic sites in the sample. Two likelihood-ratio test statistics were
constructed under this ML framework: LRTg for detecting selection and LRTk for detecting mutational
bias. By carrying out extensive simulations, we obtain the following results. When mutations are neutral
and population size is constant, LRTg and LRTk follow a chi-square distribution with 1 d.f. regardless of
the level of linkage, as long as the mutation rate is not very high. In addition, LRTg and LRTk are relatively
insensitive to demographic effects and selection at linked sites. We find that the ML estimators of the
selection and mutation parameters are usually approximately unbiased and that LRTk usually has good
power to detect mutational bias. Finally, with a recombination rate that is typical for Drosophila, LRTg has
good power to detect weak selection acting on synonymous sites. These results suggest that the method
should be useful under many different circumstances.
THE strength of natural selection, the rate of mu-tation, and the intensity of genetic drift are key
players in evolution, determining patterns of diversity
within species and patterns of divergence between
species (Kimura 1983; Gillespie 1991). Quantifying
the relative contributions of these forces to DNA and
protein sequences is a central topic in modern
evolutionary research (Li 1997; Charlesworth and
Charlesworth 2010). At the population genetics
level, they are often studied using either the infinite
sites model (Kimura 1971) or the reversible mutation
model (Wright 1931, 1949). The standard version of
both models allows only two variants at each nucleotide
site in the genome. The infinite sites model assumes
that mutation is unidirectional, from the ancestral state
at a fixed site to the derived states, with no mutational
events allowed at segregating sites; the reversible mu-
tation model allows bidirectional mutation between the
two alleles, which can occur even at segregating sites.
The latter model is arguably more realistic. Nonethe-
less, these two models are intrinsically related to each
other, with the infinite sites model approximating the
reversible mutation model when the product of the
effective population size and the mutation rate is suf-
ficiently small (Kondrashov 1995; Desai and Plotkin
2008; see also supporting information, File S1).
The infinite sites assumption has formed the basis of
many methods for estimating mutational and/or selec-
tion parameters from polymorphism data collected
within a species (Sawyer and Hartl 1992; Akashi
and Schaeffer 1997; Bustamante et al. 2002; Sawyer
et al. 2003, 2007; Eyre-Walker et al. 2006; Keightley
and Eyre-Walker 2007; Boyko et al. 2008). We refer to
this class of methods as Poisson random field (PRF)
methods (Sawyer andHartl 1992). Inmost but not all
applications, they require the polarization of ancestral
and derived states at each polymorphic site using an
outgroup species. Because modeling linkage between
sites is theoretically and computationally extremely chal-
lenging (Griffiths and Marjoram 1996; Neuhauser
and Krone 1997; Stumpf and McVean 2003), linkage
equilibrium between segregating sites is usually assumed.
Simulations have shown that, when this assumption is
violated, the PRF methods suffer from high false positive
rates with respect to detecting selection (see Table 2 in
Bustamante et al. 2001). To solve this problem, amethod
that requires estimation of recombination rates from the
data and determination of significance using computer
simulations has been developed (Zhu and Bustamante
2005).
The reversible mutation (RM) model has typically
been used to study weak selection acting on synonymous
codons (i.e., codon usage bias), usually assuming that
the scaled mutation rate is so low that the infinite sites
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assumption is approximately valid (Li 1987; Bulmer
1991; McVean and Charlesworth 1999). But this class
of methods does not necessarily require polarization of
mutations. Instead, it considers several predefined
allelic classes (typically two; see Zeng 2010 for a multi-
allele version of the model), such as preferred and
unpreferred codons at synonymous sites (Li 1987;
Bulmer 1991; McVean and Charlesworth 1999) or
AT vs. GC base pairs in noncoding regions (Galtier
et al. 2006; Haddrill and Charlesworth 2008; Zeng
and Charlesworth 2010). Under this framework,
several maximum-likelihood (ML) inference methods
have recently been proposed (Maside et al. 2004;
Cutter and Charlesworth 2006; Galtier et al.
2006; Zeng and Charlesworth 2009; Zeng 2010); we
refer to these methods as the RM methods. These
methods also make the assumption of no linkage
disequilibrium.
Given that the PRF methods are sensitive to the
violation of the free-recombination assumption and that
they are closely related to the RMmethods, it is natural to
ask whether the RM methods also tend to give false
positive results in the presence of linkage. The answer to
this question has important implications for the validity
of the inferences that selection is acting on synonymous
sites, as found in studies of Caenorhabditis (Cutter and
Charlesworth 2006; Cutter 2008) and Drosophila
(Maside et al. 2004; Bartolome´ et al. 2005; Comeron
and Guthrie 2005; Zeng and Charlesworth 2009,
2010), and that GC base pairs are favored over AT base
pairs by selection or biased gene conversion in non-
coding sequences (Galtier et al. 2006; Haddrill and
Charlesworth 2008; Zeng and Charlesworth 2010).
In addition to linkage, another issue that needs
consideration is demography. In their simplest form,
both the PRFmethods and theRMmethods assume that
the population is randomly mating and that its size is
constant over time. These assumptions are often un-
realistic. It is known that population structure or
changes of population size can cause false inferences
of selection from PRF methods, even if evolution is
strictly neutral (Zhu and Bustamante 2005); new
methods have been constructed to address this problem
(Williamson et al. 2005; Keightley and Eyre-Walker
2007; Boyko et al. 2008; Gutenkunst et al. 2009).
However, it is unclear to what extent the RM methods
produce false inferences of selection when the un-
derlying demographic history of the species is ignored,
especially as RM methods that incorporate population
size changes have only recently been developed (Zeng
and Charlesworth 2009, 2010).
Finally, and more specifically relevant to the study of
codon usage bias, it is important to know whether
reliable inferences of selection can be obtained when
applying the RM methods to synonymous sites that are
embedded in a background of nonsynonymous sites
that are potentially under stronger selection. It is known
that the interaction between linked selected sites,
known as Hill–Robertson interference (HRI) (Hill
and Robertson 1966; Felsenstein 1974; McVean and
Charlesworth 2000; Comeron and Kreitman 2002;
Comeron et al. 2008; Kaiser and Charlesworth
2009; Seger et al. 2010), can reduce the effectiveness
of selection and distort allele frequency spectra at
linked sites. We thus need to know whether HRI
among sites subject to reversible mutation and selec-
tion can cause the RM methods to produce false
positive results.
In this study, we focus on the method of Zeng and
Charlesworth (2009), a version of the RM method
that is flexible enough to include the effects of de-
mographic changes. To address the questions raised
above, we generated random samples from simulated
populations under various models and analyzed these
samples using this method. When specific underlying
assumptions are violated, we ask (1) whether selection
and mutation parameters can be accurately estimated
and (2) whether the tests for detecting selection and
mutational bias tend to be conservative or give false
positive results.
METHODS
The method of Zeng and Charlesworth (2009):
This method is based on the RM model (Wright 1949;
Li 1987; Bulmer 1991; McVean and Charlesworth
1999). In its simplest version, it assumes a randomly
mating Wright–Fisher population of N diploid individ-
uals (see Table 1 for notation). Two alleles, A0 and A1,
are possible at an autosomal nucleotide site. The
mutation rate from A0 to A1 is ku, and that in the
reverse direction is u; mutation is said to be biased when
k 6¼ 1. The fitnesses of the three genotypes, A0A0, A0A1,
and A1A1, are 1, 1 – s, and 1 – 2s (genic selection). Zeng
and Charlesworth (2009) showed that the equilib-
rium distribution of the frequency of A1 in the pop-
ulation can be obtained by numerically solving a linear
system jointly determined by N, u, k, and s.
For a sample of n chromosomes, each composed of L
unlinked sites and taken randomly from the population,
we can count the number of sites where A1 is repre-
sented i times, denoted as di (0 # i # n). We often call
D ¼ (d0, d1, . . . , dn) the (sample) allele frequency
spectrum (L ¼ Pni¼0 di). Standard diffusion theory
suggests that, under weak evolutionary forces, sampling
properties can be characterized by two compound
parameters: u ¼ 4Nu and g ¼ 4Ns (Ewens 2004, Chap.
5). Thus, under the free recombination assumption, we
can write down the likelihood function of the data,
L(u, k, g j D) (Zeng and Charlesworth 2009).
Maximum-likelihood estimates of the parameters, de-
noted as uˆ, kˆ, and gˆ, can then be obtained numerically
using the simplex algorithm (Press et al. 1992).
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To detect selection, Zeng and Charlesworth (2009)
proposed the use of the following likelihood-ratio test
statistic:
LRTg ¼ 2 logLðu; k; g ¼ 0 jDÞ
Lðu; k; g jDÞ : ð1aÞ
For detecting mutational bias, the following statistic was
proposed:
LRTk ¼ 2 logLðu; k ¼ 1; g jDÞ
Lðu; k; g jDÞ : ð1bÞ
Under the free recombination assumption, the distri-
butions of these two statistics should converge to a chi-
square distribution with 1 d.f., denoted as x21.
Proper statistical tests: A statistical test is referred to
as a proper test if the observed rejection rate is close to
the nominal significance level, which is 5% throughout
this study. Statistically, we can use the Kolmogorov–
Smirnov (KS) test (as implemented in the R software
package) to determine whether the distribution of the
P-values obtained by applying a test of interest to the
simulated data (see below) is uniform on [0, 1], which
should be the case if the test is proper.
Tajima’s D: The skewness of an observed frequency
spectrum was measured by Tajima’s D (Tajima 1989b).
To see whether the observed Tajima’s D values are close
to the theoretical minimum, we obtained values of the
relative Tajima’s D (Schaeffer 2002) whose minimum
value is 1.
To determine the level of significance for the D value
calculated from a sample with S segregating sites, we first
used the coalescent process to generate 15,000 random
samples, each with S segregating sites, assuming con-
stant population size and complete linkage (Hudson
1990); a D value was obtained for each of these sam-
ples. The observed D value was regarded as signifi-
cant if it was smaller (or larger) than the 5th (or 95th)
percentile of the simulated distribution (Wall and
Hudson 2001).
Forward simulation algorithms: We used a forward
simulation algorithm to generate random samples. We
modeled a haploid Wright–Fisher population (Ewens
2004, p. 20), e.g., with 1000 chromosomes, correspond-
ing to a diploid population size of N ¼ 500. A small
population size was used due to computational con-
straints. Nonetheless, the fact that sample properties are
determined by the compound parameters such as u
and g under weak evolutionary forces (Ewens 2004,
Chap. 5) provides the theoretical justification for
‘‘scaling down’’ the population size, provided that the
u- and g-values for the true population size are pre-
served. This rescaling method has been widely used
in population genetics and has been shown to be
highly effective (McVean and Charlesworth 2000;
Tachida 2000; Comeron and Kreitman 2002; Kaiser
and Charlesworth 2009). Haploids were used to
avoid the complications of extreme associative over-
dominance that can arise with strong selection in a small
population (Charlesworth and Charlesworth 1997;
Palsson 2002).
Each chromosome had L sites, each with two possible
variants, A0 and A1. Let L0 and L1 be the numbers of A0
andA1 sites in a given chromosome (L01 L1¼ L). It was
assumed that in this chromosome, in a given genera-
tion, a Poisson number of A0 sites with mean kuL0
mutated to A1 and a Poisson number of A1 sites with
mean uL1 mutated to A0. In models with nonneutral
evolution, fitnesses were recalculated after adding new
mutations to all the chromosomes, assuming multipli-
cative fitness over selected sites,
w ¼
Y
fall selected sitesg
wi ; ð2Þ
where wi ¼ 1  si if A1 is present at the ith selected site
and wi ¼ 1 if A0 is present at this site.
In the absence of recombination, the next generation
was formed by sampling with replacement from the
current generation, with the chance of sampling a
particular individual being proportional to its fitness.
When recombination was present, to generate a new
individual, two parental chromosomes were first cho-
sen, then recombinants were constructed, and finally
one of the two recombinants was randomly chosen to be
retained in the new generation.
Recombination was assumed to be caused by either
crossing over or gene conversion, or both. For each pair
of parental chromosomes, the numbers of crossing over
and gene conversion events were drawn from Poisson
distributions withmean values of cL and gL, respectively.
TABLE 1
Summary of notation
Notation Description
N No. of breeding diploid individuals
Ne Effective population size
L Length (in base pairs) of a simulated region
u Per-site mutation rate from A1 to A0
k Mutational bias: the mutation rate from
A0 to A1 is ku
s (si) Selection coefficient (at the ith site)
c Rate of crossing over per base pair
g Rate of initiation of gene conversion
events per base pair
T Length of a gene conversion tract
u 4Nu
r 4Nc
f 4Ng
g 4Ns
uˆ, kˆ, gˆ Maximum-likelihood estimates (MLEs) of
u, k, g
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These events were randomly placed onto the chromo-
some. For a gene conversion event, T sites downstream
of the initiation point were converted, where T was a
geometric random variable with mean E(T). For pur-
poses of comparison with real populations, we used
values of cL and gL such that their products with N are
comparable with the corresponding products with esti-
mates of effective population size Ne for Drosophila
populations, as described by Kaiser andCharlesworth
(2009).
Neutral demographic models: Complete linkage
between sites was assumed in all neutral demographic
models. To examine the effects of changes of popula-
tion size, we assumed that a population of N1 diploids
was initially at statistical equilibrium. At time zero, the
population size changed instantly to N2 and stayed
constant afterward. The time since the change in
population size is measured by t ¼ t/(2N2), where t is
the number of generations since the change. Similarly, a
bottleneck model (Thornton and Andolfatto 2006)
was also examined.
To model population structure, we used Wright’s
symmetric island model with d demes (reviewed in
Charlesworth and Charlesworth 2010, pp. 317–
320). Each deme had 2N¼ 500 chromosomes. Let m be
the probability that an individual is a migrant. Then the
equilibrium value of the widely used measure of genetic
isolation between demes, FST, is given by
F ST ¼ 1
11 4Nmðd=ðd  1ÞÞ2 : ð3Þ
Different values of m and d were used; all haplotypes
were sampled from one deme (Table 5), which is likely
to maximize the distortion of variant frequency spectra
caused by population structure (De and Durrett
2007). The effects of other sampling schemes were
examined in Table S3.
Models of codon structure and selection at non-
synonymous sites: Tomodel codon structure, we assumed
that, along the whole length of each chromosome, a
pair of selected nonsynonymous sites was followed by a
synonymous site (Kaiser and Charlesworth 2009). At
the beginning of each replicate simulation, the selection
intensity for each nonsynonymous site (i.e., gi) was
sampled from a log-normal distribution with shape and
location parameters of 3.022 and 0.0368, respectively, and
was assumed to be constant throughout this replicate. The
shape and location parameters correspond to the expo-
nentials of the standard deviation and mean of ln(s)
(Loewe and Charlesworth 2006). With N ¼ 500, this
distribution gives a harmonic mean selection coefficient,
sh, such that Nsh¼ 10. This corresponds approximately to
the mean selection coefficient for nonsynonymous muta-
tions that are segregating in a typical Drosophila popula-
tion (Loewe and Charlesworth 2006; Loewe et al.
2006). The log-normal distributionwas usedbecause it has
been shown to provide good fit to the data obtained in
population genetic surveys (Loewe and Charlesworth
2006; Loewe et al. 2006; Boyko et al. 2008). Furthermore,
a recent simulation study showed that the above model
can accurately predict the level of synonymous diversi-
ties observed for Drosophila dot and neo-Y chromo-
somes (Kaiser and Charlesworth 2009). Synonymous
sites may be either neutrally evolving or subject to
weak selection. In the latter case, it was assumed that all
synonymous sites were subject to the same selection
intensity.
Burn-in time: Previous simulation studies showed
that the time required to reach statistical equilibrium
is of the order of 1/u generations under the reversible
mutation model (McVean and Charlesworth 2000;
Tachida 2000; Comeron and Kreitman 2002). In this
study, for each parameter combination, we inspected
the amount of time needed to reach equilibrium. A
burn-in period of at least 5/u generations was imple-
mented before samples were taken.
Some implementation details: The simulation algo-
rithms were written in the Java programming language.
A chromosome was represented by an array of 64-bit-
long integers (computer words), with the state of a given
bit representing the state of a nucleotide site. To
improve efficiency, the object-oriented features of the
Java language were exploited to reuse the integer arrays
as much as possible to avoid copying.
Predicting the effects of background selection: In
the model with codon structure and selection on
nonsynonymous sites, the effective population size,
Ne, as estimated from the equilibrium diversity at
linked, neutrally evolving sites, is reduced by selection
at linked sites (Kaiser and Charlesworth 2009).
Under the assumption that selected sites are close
to deterministic mutation–selection balance (back-
ground selection; Charlesworth et al. 1993), the
expected reduction in neutral diversity can be calcu-
lated as follows. We define B as Ne/N, where N is the
effective population size in the absence of selection
at linked sites. According to Nordborg et al. (1996),
we have
B  exp


X
i
u
si ½11 ð1 siÞr i=si 2

; ð4Þ
where ri is the recombination rate between the focal
neutral site and the ith selected site, as given by
Equation 3 of Loewe and Charlesworth (2007),
and si is the selection coefficient against carriers of a
deleterious nonsynonymous mutation at this site. For
a region of length L, we calculated B only for the
synonymous site in the center and ignored the spa-
tial pattern for B reported previously (Loewe and
Charlesworth 2007). To take into account the log-
normal distribution of si, we sampled an si value for
each nonsynonymous site and calculated B. Then we
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repeated the sampling and calculation 1000 times
and used themean value of B as the predicted reduction
in Ne.
RESULTS
The effects of linkage on the method of Zeng and
Charlesworth under neutrality in a constant-size pop-
ulation: It is known that, under the infinite sites model,
linkage between sites does not change the shape of the
site frequency spectrum, but merely increases the
variance (Hudson 1983; Bustamante et al. 2001). In
Figure S1, we show that the same conclusion holds
under the reversible mutation model considered here.
The maximum-likelihood inference method of Zeng
and Charlesworth (2009) assumes free recombina-
tion between sites and uses both polymorphic andmono-
morphic sites to infer the parameters of the model: u, k,
and g. The extra variance induced by linkage raises
concerns about the reliability of thismethod. To address
this issue, we used our inference method to analyze
random samples generated by the forward simulation
algorithm (see methods), assuming neutrality and a
constant population size, but with various levels of
linkage between sites. Reassuringly, the results in Table
2 (see also Table S1) suggest that the inference method
is approximately unbiased, regardless of the level of
linkage. This is consistent with a previous theoretical
study (Wiuf 2006), which showed that likelihood
methods neglecting linkage provide consistent estima-
tors under a wide range of neutral population genetic
scenarios.
Zeng and Charlesworth (2009) constructed two
likelihood-ratio tests, one to detect the signal of selec-
tion (g¼ 0 vs. g 6¼ 0), denoted by LRTg, and the other to
detect the presence of mutational bias (k¼ 1 vs. k 6¼ 1),
denoted by LRTk. Standard statistical theory suggests
that, if data are generated under their respective null
models, the P-values of these two tests should follow a
uniform distribution on the interval [0, 1]; they are then
regarded as proper tests. We used the KS test to deter-
mine whether LRTg and LRTk are proper tests in the
presence of linkage between sites (see methods).
Intriguingly, both LRTg and LRTk are proper tests over
a wide range of parameter combinations (Table 2; see
also Table S1). In fact, an analysis using the quantile–
quantile plot (Figure S2) suggests that, even with com-
plete linkage, the distribution of these two test statistics
conforms to a chi-square distribution with 1 d.f. (x21).
These results suggest that LRTg and LRTk are likely to
be proper statistical tests even when the data do not
conform to the assumption of free recombination. Fur-
thermore, LRTk seems to have good power to detect the
presence of mutational biases (.97% in Table 2; see
also Table S1).
The observation that linkage has only a limited
influence on LRTg and LRTk is counterintuitive, espe-
cially when considering the dramatic increase in vari-
ance due to tight linkage (Figure S1). In Figure 1A, we
plot summary statistics for the distributions of uˆ, kˆ, and gˆ
as functions of the rate of crossing over, for the case
where u ¼ 0.02, k ¼ 1, and L ¼ 10 kb (see Figure S3 for
cases with L ¼ 1 or 100 kb). Two features are of note.
First, as the above results imply, all observed distribu-
tions of kˆ and gˆ, regardless of the level of linkage, are
indistinguishable from those obtained under the free
recombination assumption. On the other hand, the
distribution of uˆ becomes more variable as the level of
linkage between sites increases (i.e., as r ¼ 4Nr de-
creases). Thus, the results in Figure 1A suggest that the
extra variance in the frequency spectrum induced by
linkage between sites manifests itself mainly in the
TABLE 2
The effects of linkage on the method of ZENG and CHARLESWORTH (2009) with neutrality at all sites
Input parameters P-value of KS test (power) Mean MLE
u k r f LRTg LRTk uˆ kˆ gˆ
0.005 1 0 0 0.165 0.149 0.0051 1.01 0.03
0.02 1 0 0 0.512 0.688 0.0200 1.01 0.00
0.1 1 0 0 0.309 0.170 0.1047 1.01 0.01
0.01 2 0 0 0.692 0.000 (97.8%) 0.0100 2.01 0.01
0.005 4 0 0 0.533 0.000 (99.8%) 0.0050 4.08 0.01
0.02 1 0.001 0 0.542 0.550 0.0204 1.00 0.01
0.02 1 0.02 0 0.460 0.596 0.0201 1.01 0.00
0.02 1 0 0.057 0.138 0.327 0.0201 1.01 0.00
0.02 1 0.02 0.028 0.825 0.889 0.0200 1.01 0.01
The data were generated using a neutral model with L ¼ 10 kb and 2N ¼ 1000. When gene conversion was included, we
assumed E(T) ¼ 352 bp. Five hundred random samples, each composed of 15 chromosomes, were generated for each param-
eter combination. The samples were analyzed by the method of Zeng and Charlesworth (2009). The P-values of the two
likelihood-ratio tests, LRTg and LRTk, were examined using the Kolmogorov–Smirnov (KS) test. When the KS test detected
a significant deviation, the proportion of samples where the null hypothesis for the likelihood-ratio test was rejected (i.e.,
the power) is given in parentheses.
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increased variability of the distribution of uˆ. Additional
simulations also suggest that, for the parameter values
we have considered, with r $ 0.05, the distribution of uˆ
becomes indistinguishable from that observed under
free recombination (results not shown).
For LRTg, some exceptions to the above conclusions
have been found. For example, when u ¼ 0.05, k ¼ 2,
and L ¼ 10 kb, the KS test suggests that the distribution
of the P-values deviates from uniformity (P ¼ 2.58 3
1013), and, at a significance level of 5%, LRTg rejects
neutrality in 14.8% of the random samples. As above, we
plot the distributions of uˆ, kˆ, and gˆ as functions of the
rate of crossing over (Figure 1B with L ¼ 10 kb; see also
Figure S3). As in the case with a lower mutation rate in
Figure 1A, the variance of uˆ increases sharply as r ap-
proaches zero. However, with a high mutation rate, the
variances of kˆ and gˆ also increase as r decreases, but to a
much lesser extent than that of uˆ. In fact, using a two-
sample Kolmogorov–Smirnov test, the distributions of kˆ
and gˆ under r ¼ 0 are significantly different from those
observed under r ¼ ‘ (the P-values for the two tests are
1.8 3 106 and 7.2 3 106, respectively). When a
moderate level of crossing over is introduced, the effects
of linkage on the distributions of kˆ and gˆ vanish. For
example, with r¼ 0.001, the two-sample KS test suggests
that the two distributions are indistinguishable from
those observed under r ¼ ‘, and LRTg rejects 5.8% of
the random samples.
Additional simulations suggest that, with complete
linkage, a high mutation rate, and k 6¼ 1, the false
positive rate of LRTg seems to be positively correlated
with L, but crossing over tends to be effective in re-
ducing false rejections (Table S1 and Figure S3). In gen-
eral, we find that LRTg tends to be too liberal when these
three conditions are met simultaneously: (1) ku. 0.05,
(2) k . 1, and (3) r , 0.001 (Table S1). However, this
situation has limited relevance to most eukaryote
species, whose scaled per-site mutation rate is usually
of the order of a few percent (see Figure 1.10 of
Charlesworth and Charlesworth 2010).
Neutral models with population size changes or
population structure: Many methods for detecting
selection assume that population size is constant over
time. It is well known that violations of this assumption
can make methods that rely on the infinite sites model
become counterconservative (Simonsen et al. 1995;
Jensen et al. 2005; Nielsen 2005; Zhu and Bustamante
2005; Zeng et al. 2006). In this section, we investigate the
joint influence of linkage and demography on LRTg
and LRTk. In the simulations, we assumed neutral evo-
lution and complete linkage between sites.
First, we modeled a 10-fold population expansion
(i.e., N2/N1 ¼ 10; see methods). It is known theoreti-
cally that an abrupt increase in population size causes
an excess of rare mutations in the sample and, conse-
quently, negative Tajima’s D values (Tajima 1989a;
Slatkin and Hudson 1991). This effect renders many
tests (e.g., Tajima’s D) counterconservative with respect
to detecting purifying selection (e.g., Simonsen et al.
1995; Zeng et al. 2006). The results in Table 3 suggest
that LRTg and LRTk tend to have slightly elevated
rejection rates (up to 11%; see Table S2 for more
Figure 1.—The effects of linkage on the distributions of uˆ,
kˆ, and gˆ. The data were generated under the assumptions of
neutrality at all sites and a constant population size. The sim-
ulated region was 10 kb in length, and the sample size was 15.
The input parameters were u ¼ 0.02 and k ¼ 1 (A) and u ¼
0.05 and k ¼ 2 (B). The case of r ¼ ‘ corresponds to the free
recombination assumption. For the ease of presentation, the
uˆ-values, for instance, were transformed using the formula
uˆ9 ¼ [uˆ  Efr(uˆ)]/SDfr(uˆ), where Efr(uˆ) and SDfr(uˆ) are the
mean and standard deviation of uˆ obtained under free recom-
bination, respectively; the mean of uˆ9 is indicated by :, and
the intervals between the 2.5th and 97.5th percentiles are in-
dicated by the solid lines. Similar procedures were applied to
the values of kˆ and gˆ.
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data) under this demographic model, although these
two tests seem to be more conservative than Tajima’s D.
In most cases, the KS test reveals that the distribution of
P-values deviates significantly from the uniform dis-
tribution. Interestingly, the method seems to produce
roughly unbiased estimates of g and k, with the
g-estimator behaving better than the k-estimator.
Extensive empirical investigations suggest that the
following statistically ad hoc approach is effective in
solving the problemof counterconservativeness: instead
of using x21, we can perform LRTg and LRTk assuming
that they follow a chi-square distribution with 2 d.f. (x22);
we refer to these two ad hoc tests as LRTg2 and LRTk2,
respectively. Using data simulated under various mod-
els, we find that LRTg2 and LRTk2 are more conservative
than LRTg and LRTk (see Figure S4 for more details).
For example, when the data were generated under the
expansion model with t ¼ 0.04 and k ¼ 1, LRTg2 re-
jects 0.6, 2.2, and 5.4% of the samples at significance
levels of 1, 5, and 10%, respectively; LRTk2 has similar
properties (Table 3). When generating data using the
same expansion model but with k ¼ 2, at a significance
level of 5% the original LRTk rejects 46.8% of the
samples, whereas the ad hoc LRTk2 rejects 31.2% (Table
3). Note that, because type I error is uncontrolled for
LRTk, we cannot equate the 46.8% rejection frequency to
power. On the contrary, LRTk2, although conservative,
has reasonable power to detect mutational bias in the
presence of recent population expansion (see Table S2
for more data).
Next, we simulated a 10-fold population size reduc-
tion (i.e., N2/N1 ¼ 0.1). In contrast to the case of
population expansion, a reduction in population size
usually generates an excess of variants with intermediate
frequencies and, consequently, positive Tajima’s D val-
ues (Fu 1996). Under the assumed model, the rejection
rates using Tajima’s D can be as high as 40% (Table 3).
For LRTg and LRTk, the KS test indicates that the
distributions of these two test statistics usually do not
follow a x21-distribution. Nonetheless, all the observed
rejection rates are below the 5% nominal significance
level. Hence, LRTg and LRTk tend to be conservative
tests following a reduction in population size, so it is
unnecessary to perform the even more conserva-
tive LRTg2 and LRTk2. When mutational bias was in-
cluded, LRTk has 80% power to detect its presence,
whereas LRTk2 has 68% power. Again, we obtain
approximately unbiased estimates of g and k.
The third case we consider is a bottleneck model,
which has been used to describe the evolution of non-
African Drosophila melanogaster populations (Thornton
and Andolfatto 2006). This model contains a brief
bottleneck period, when the population size is reduced
to 2.9%of the prebottleneck value, and is likely to induce
false positive results with respect to detecting selection
(e.g., Barton 1998). In fact, Tajima’s D becomes liberal,
TABLE 3
The effects of changes of population size on LRTg and LRTk
P-value of KS test Observed rejection rate (%) Mean MLE
Input: t LRTg LRTk LRTg LRTk DT LRTg2 LRTk2 kˆ gˆ
N2/N1 ¼ 10, k ¼ 1
0.04 0.051 0.063 8.2 7.6 16.2 2.2 2.2 1.04 0.016
0.08 1.2 3 105 4.9 3 105 11.2 11.0 28.8 4.0 4.4 1.05 0.006
0.12 0.004 0.005 10.2 10.2 27.8 4.2 4.0 1.03 0.005
N2/N1 ¼ 10, k ¼ 2
0.04 0.054 0 8.4 46.8 23.2 3.2 31.2 2.16 0.015
0.08 5.5 3 104 0 11.2 57.4 30.8 4.4 39.8 2.15 0.013
0.12 6.1 3 104 0 8.2 63.7 35.2 3.4 49.4 2.10 0.009
N2/N1 ¼ 0.1, k ¼ 1
0.51 2.2 3 109 18.8 3 1010 2.8 2.4 36.0 0.8 0.6 1.02 0.000
0.54 6.3 3 107 3.9 3 107 2.6 2.2 38.6 0.8 1.0 1.03 0.006
0.57 8.3 3 108 2.8 3 107 4.4 4.0 36.2 1.8 2.0 1.04 0.010
N2/N1 ¼ 0.1, k ¼ 2
0.51 0.001 0 3.8 81.2 39.4 1.6 68.4 2.09 0.008
0.54 3.7 3 104 0 4.2 80.6 36.4 1.8 67.7 2.11 0.011
0.57 0.010 0 3.8 80.2 34.8 1.0 68.2 2.13 0.017
Neutrality at all sites and complete linkage between sites were assumed. The time, t, since the change of population size is
measured in units of 2N2 generations; the values of t at which Tajima’s D shows high rejection rates are shown. For each parameter
combination, we analyzed 500 random samples of 15 chromosomes each (L ¼ 10 kb). For the expansion case (ku1 ¼ 4N1ku ¼
0.002), an observed value of Tajima’s D (DT) is significant if it is smaller than the 5th percentile value generated under neutrality,
using the observed number of segregating sites; for the reduction case (ku1 ¼ 0.02), a DT is significant if it is larger than the 95th
percentile.
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with up to 41.4% of the samples being rejected (Table 4).
Nonetheless, the bottleneck event has only mild effects
onLRTgandLRTk, and theKS test usually doesnot detect
significant deviation fromuniformity (Table 4). As under
the expansion model, LRTg2 and LRTk2 tend to be very
conservative. The mean value of gˆ is close to zero, but
estimates ofk tend tobeupwardly biased, especially when
the samples were taken shortly after the recovery of
population size.
Finally, we consider the effects of population struc-
ture. For simplicity, we adopted a finite island model in
the simulations (see methods). The results are given in
Table 5. First, data were generated under a two-deme
model.Here, relatively low levels of geographic isolation
(as measured by FST) were assumed. None of the three
tests, Tajima’s D, LRTg, and LRTk, is significantly af-
fected. LRTk has only moderate power (50%) to de-
tect mutational bias. Next, we modeled a case with a
higher level of isolation and a larger number of demes
(five demes in Table 5). Under this model, Tajima’s D
becomes counterconservative, rejecting up to 22% of
the samples. Encouragingly, LRTg and LRTk seem to be
TABLE 4
The effects of population bottlenecks on LRTg and LRTk
P-value of KS test Observed rejection rate (%) Mean MLE
Input: t LRTg LRTk LRTg LRTk DT LRTg2 LRTk2 kˆ gˆ
k ¼ 1
0.0084 0.144 0.205 4.8 4.6 21.4 1.6 1.8 1.21 0.018
0.021 0.172 0.316 7.8 7.2 33.0 3.2 3.0 1.16 0.014
0.034 0.348 0.274 7.8 7.4 39.4 1.8 2.0 1.08 0.003
0.047 0.055 0.140 7.6 7.4 41.4 3.0 3.0 1.07 0.005
k ¼ 2
0.0084 0.279 0 4.2 62.2 21.4 1.6 49.4 2.28 0.002
0.021 0.674 0 7.2 62.6 31.8 3.8 53.2 2.24 0.013
0.034 0.054 0 9.6 68.8 41.4 3.6 58.0 2.21 0.022
0.047 0.276 0 7.8 73.4 41.2 2.2 59.2 2.12 0.002
The bottleneck model of Thornton and Andolfatto (2006) for describing the evolutionary history of non-African D. mela-
nogaster populations was simulated. This model assumes that the population with size N was at equilibrium until tb ¼ 0.044 before
the present, where time is measured in units of 2N generations. At tb, the population size changed instantly to 0.029N and stayed
constant until tr¼ 0.0084 before the present, when the population size recovered instantly to N, and stayed constant afterward. t is
the time after the recovery of population size. The simulation assumed neutrality at all sites and complete linkage between sites.
For each parameter combination, we analyzed 500 random samples of 15 chromosomes each, generated with 4Nu¼ 0.015 and L¼
10 kb. An observed value of Tajima’s D (DT) is significant if it is smaller than the 5th percentile value generated under neutrality,
using the observed number of segregating sites.
TABLE 5
The effects of population structure on LRTg and LRTk
Input P-value of KS test (power) Mean MLE
DT (%)4Nm FST k LRTg LRTk kˆ gˆ
Two-deme model
1 0.2 1 0.792 0.733 1.03 0.018 7.6
1 0.2 2 0.275 0.000 (54.0%) 2.22 0.033 6.2
0.5 0.33 1 0.067 0.007 (5.2%) 1.04 0.009 9.6
0.5 0.33 2 0.690 0.000 (47.0%) 2.15 0.018 9.8
Five-deme model
1 0.39 1 0.322 0.258 1.01 0.016 13.8
1 0.39 2 0.787 0.000 (79.8%) 2.13 0.007 14.8
0.5 0.56 1 0.342 0.296 1.03 0.010 22.4
0.5 0.56 2 0.333 0.000 (72.6%) 2.18 0.028 18.6
Wright’s island model was simulated. Neutrality at all sites and complete linkage between sites were assumed. We analyzed 500
random samples for each combination of parameter values (L ¼ 10 kb and ku ¼ 0.002, where u is defined by the number of
chromosomes per deme). Each sample had 15 chromosomes, all taken from one deme. An observed value of Tajima’s D is sig-
nificant if it is smaller than the 5th percentile value generated under neutrality using the observed number of segregating sites; the
rejection rates are given in the DT column.
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proper tests, and LRTk seems have reasonable power to
detect mutational bias. Note that these results are based
on a sampling scheme where all chromosomes are taken
from one deme. Nonetheless we have obtained similar
conclusions using other sampling schemes (e.g., with
one chromosome taken from one deme and all the rest
from another deme; Table S3).
In summary, we suggest (i) that LRTg and LRTk are
relatively insensitive to the neutral demographicmodels
we have examined, (ii) that they tend to produce ap-
proximately unbiased estimates of g and k, (iii) that
LRTk seems to have reasonable power to detect muta-
tional bias, and (iv) that the two ad hoc tests, LRTg2 and
LRTk2, tend to be conservative and rarely produce false
positive results even when LRTg and LRTk become too
liberal. The observation that the mean of gˆ is usually
close to zero, even though the frequency spectrum is
distorted, is counterintuitive. In File S1, we present a
numerical example based on the population expansion
model, which may shed light on these seemingly
paradoxical observations.
The effects of selection at nonsynonymous sites on
linked, neutrally evolving synonymous sites: Theoriginal
purpose of the method of Zeng and Charlesworth
(2009) was to estimate the parameters governing the
evolution of synonymous sites. In this regard, the models
considered in the previous sections are unrealistic, since
they assume neutrality and neglect the fact that synony-
mous sites are linked to nonsynonymous sites in the same
gene, which are under natural selection (Loewe and
Charlesworth 2007). To address this issue, we con-
ducted simulations taking into account codon structure
and selection at nonsynonymous sites, but retaining
the assumption of neutrality at synonymous sites (see
methods). In particular, we assume that mutation is
reversible at all sites and ku ¼ 0.02, which should be
realistic for D. melanogaster (assuming Ne  106 and a
mean per site mutation rate of 5 3 109) (Kreitman
1983; Keightley et al. 2009). We sampled the fitness
effects of the selected sites from a log-normal distribu-
tion, which has been shown to provide a good fit to
the data obtained from population genetic surveys
(Loewe and Charlesworth 2006; Boyko et al. 2008;
Kaiser and Charlesworth 2009). The statistics ob-
tained on synonymous sites were then analyzed to ex-
amine the performance of the method of Zeng and
Charlesworth (2009).
In a previous simulation study, Kaiser and
Charlesworth (2009) concluded (i) that, with a large
number of tightly linked nonsynonymous sites, the
frequency spectrum at linked, neutrally evolving synon-
ymous sites can be seriously distorted, showing extreme
negativeTajima’sD values (see also Seger et al. 2010), and
(ii) that gene conversion alone is ineffective in removing
HRI. Here, we substantiate these conclusions by includ-
ing mutational bias in the simulation and by providing
distributions for the quantities of interest (Figure 2).
We highlight several observations. First, incorporat-
ing mutational bias into the simulation has little impact
on the frequency spectrum at synonymous sites (Figure
S5). Second, the ineffectiveness of gene conversion in
removing HRI is clearly demonstrated by the fact that
the observed distribution of Tajima’s D under gene
conversion overlaps substantially with that observed
under complete linkage (Figure 2), although gene
conversion was assumed to have occurred at a rate that
is realistic for D. melanogaster (Hilliker et al. 1994;
Loewe and Charlesworth 2007). In contrast, with a
rate of crossing over of r ¼ 0.04/bp, which should also
be realistic for D. melanogaster [assuming Ne  106 and a
mean per-site rate of crossing over of 108 (Hey and
Kliman 2002)], the distribution of Tajima’s D is much
closer to the neutral expectation of zero. As noted
previously, the effects of selection at linked sites on the
frequency spectrum at synonymous sites become im-
portant when there are a large number of linked
selected sites. In fact, with.20 kb of tightly linked sites,
the 97.5th percentile of the distribution of Tajima’s D
barely overlaps with the neutral expectation of zero
(Figure 2).
Figure 2.—The effects of selection at linked nonsynony-
mous sites on the frequency spectrum at neutral synonymous
sites. Along the whole length of a chromosome, a pair of se-
lected nonsynonymous sites is followed by a neutral synony-
mous site (see methods). We set u ¼ 0.02 and k ¼ 1. To see
whether the observed Tajima’s D values are close to the theo-
retical minimum, we present values of the relative Tajima’s D
statistic (Schaeffer 2002). The mean values are indicated by
:, and the intervals between the 2.5th and 97.5th percentiles
are indicated by the thin (or dashed) lines. The parameter val-
ues used in the case with gene conversion as the sole recombi-
nation mechanism were f ¼ 0.028 and E(T) ¼ 352 bp. For the
case with crossing over alone, r ¼ 0.04. For L , 500 kb, the
results are based on 250 random replicates; due to computa-
tional constraints, 100 and 50 replicates were performed for
L ¼ 500 kb and 1 Mb, respectively.
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To examine the details of the frequency spectra for
derived alleles, we used the forward simulation algo-
rithm to obtain the unique genealogy that relates all
extant haplotypes in the absence of recombination. For
each segregating site in the sample, we determined
ancestral and derived alleles by comparing the extant
sequences with the ancestral sequence at the most
recent common ancestor for this sample. In Figure S6,
the spectrum observed at synonymous sites is shown
and compared to the neutral expectation. We observe
an excess of low-frequency variants and a deficit of
intermediate- and high-frequency ones. This is in line
with the prediction under the standard background
selection theory with weak selection (Charlesworth
et al. 1995; Fu 1997; Gordo et al. 2002).
In the absence of recombination, Tajima’s D is
counterconservative when applied to synonymous sites,
with observed rejection rates up to 74% (Table 6 and
Table S4). For LRTg and LRTk, their P-values are no
longer uniformly distributed (Table 6), and the ob-
served rejection rates are slightly elevated (,14%; Table
S4). As in the case of population expansion, LRTg2 and
LRTk2 tend to be conservative, with all observed re-
jection rates ,5% (Table 6, Table S4, and Figure S7).
Note that, because type I error is uncontrolled, power is
undefined for LRTk in the case of no recombination.
On the other hand, using LRTk2, we still have some
power to detect mutational bias: 15.2% for L ¼ 10 kb,
36.6% for L¼ 50 kb, and 50.4% for L¼ 100 kb (Table 6).
Additional simulations suggest that a relatively high
level of crossing over is necessary to reduce the effects
of selection at linked sites on LRTg and LRTk. For
example, with L¼ 10 kb, r. 0.01 is necessary (Table 6).
Note that, since the simulation model does not in-
clude any noncoding regions, the rate of crossing
over needed to alleviate the effects of selection at linked
sites is likely to be overestimated. Nonetheless caution
should be exercised when applying LRTg and LRTk
to genomic regions where crossing over is relatively
infrequent; for these regions, LRTg2 and LRTk2 are
probably more reliable.
The mean ML estimates for g tend to be unbiased,
whereas those for k seem slightly upwardly biased when
recombination is infrequent (Table 6). In all parameter
combinations, the mean uˆ-values are severalfold lower
than the input values (Table 6), and cases with larger L
values tend to have smaller uˆ-values. This reflects the
well-known fact that selection at linked sites reduces the
level of neutral diversity, reflecting a reduction in Ne
(McVean and Charlesworth 2000; Comeron et al.
2008; Kaiser and Charlesworth 2009).
The power to detect selection at synonymous sites in
the presence of linked nonsynonymous sites: In this
section, we investigate whether LRTg has any power to
detect natural selection at synonymous sites when there
is strong HRI caused by linked nonsynonymous sites. To
this end, we introduced weak selection on synonymous
sites into the simulation model described in the pre-
vious section. Here, the selection coefficient, s, against a
deleterious mutation at a synonymous site was assumed
to be constant across the entire simulated region. The
region size was set to 50 kb and the input scaled intensity
of selection at synonymous sites was g¼ 2 (Table 7); very
similar results were obtained when the size was 100 kb
(results not shown). HRI tends to reduce Ne as mea-
sured by equilibrium diversity at neutral sites, especially
when there are a large number of linked selected sites
(McVean and Charlesworth 2000; Comeron et al.
2008; Kaiser and Charlesworth 2009). As a conse-
quence, the weak selective differences between the two
variants at synonymous sites may be invisible to natural
selection, due to their very small Nes (Stephan et al.
1999).
In the case of complete linkage, with the selection and
mutation parameters for nonsynonymous sites used here,
the observed diversity at neutral synonymous sites is
TABLE 6
The effects of selection at linked nonsynonymous sites on LRTg and LRTk for neutral sites
Input P-value of KS test Rejection rate (%) Mean MLE
k L (kb) r LRTg LRTk LRTg LRTk DT LRTg2 LRTk2 uˆ kˆ gˆ
1 10 0 0.029 0.027 7.4 7.0 18.6 3.0 2.6 0.0059 1.11 0.001
2 10 0 0.001 0 6.8 30.8 12.0 3.0 15.2 0.0029 2.34 0.008
1 50 0 0.002 0.002 10.0 9.2 42.6 2.8 3.0 0.0023 1.05 0.014
2 50 0 4.0 3 104 0 9.9 53.6 38.6 4.6 36.6 0.0011 2.20 0.012
1 100 0 3.2 3 104 9.5 3 104 9.4 9.2 49.6 3.0 2.6 0.0016 1.02 0.017
2 100 0 3.8 3 104 0.000 8.0 63.2 48.8 2.6 50.4 0.0008 2.13 0.005
1 10 0.008 0.066 0.044 6.4 6.2 0.4 2.0 1.8 0.0088 1.06 0.011
1 50 0.008 0.012 0.014 8.6 8.8 0.2 4.0 3.6 0.0048 1.02 0.003
1 10 0.012 0.971 0.827 5.0 5.6 0.0 1.6 1.8 0.0098 1.05 0.007
1 50 0.012 0.273 0.170 7.8 8.2 0.0 1.8 1.4 0.0060 1.02 0.002
The simulation procedures were identical to those used to obtain Figure 2. Synonymous sites were assumed to be neutral. We set
ku ¼ 0.02. The results are based on 500 random samples of 15 chromosomes each.
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0.0015,13-fold lower than the input value of 0.02 (Table
6). This is consistent with observed levels of diversity on
the Drosophila dot chromosome (Charlesworth et al.
2010). Hence, for synonymous sites under selection, 4Nes
predicted from theNe value corresponding to the neutral
diversity level is equal to 213  0.15. Themean value of gˆ is
0.088 (Table 7), somewhat lower than this predicted value
(seediscussion).Not surprisingly, with such a small 4Nes,
neither LRTg nor LRTg2 has any power to detect selection
(Table 7). Introducing gene conversion does not signif-
icantly increase the power of the two tests. These results
imply that it will be hard to detect selection on synony-
mous sites in parts of the genomewith extremely reduced
recombination (e.g., the dot chromosome inDrosophila),
consistent with the evidence that selection on codon
usage is greatly reduced in these regions (reviewed by
Charlesworth et al. 2010).
The power of LRTg starts to increase as the rate of
crossing over becomes higher (Table 7). When r¼ 0.02,
about half of the typical value of 0.04 for D. melanogaster,
LRTg achieves virtually 100% power in detecting selec-
tion. Nonetheless, it should be noted that, for cases with
r , 0.01, the power of LRTg should be interpreted
with caution because of the problem of inflated type I
error rates reported in the previous section. Encourag-
ingly, the more conservative LRTg2 has only slightly
reduced power compared to LRTg (e.g., 93.6% vs. 97.4%
for r ¼ 0.02). Further, LRTg2 can be applied to regions
with reduced recombination, where LRTg is counter-
conservative (e.g., when r ¼ 0.008).
In all cases, the estimates of k are approximately
unbiased (Table 7). On the other hand, with higher
levels of recombination the mean values of uˆ and gˆ
becomes closer to the input values of 0.02 and 2,
although even under the highest level of recombina-
tion (r ¼ 0.04 and f ¼ 0.028) the mean estimates
of these two parameters are still lower than the input
values, suggesting that the effects of selection at
linked sites have not been completely removed. This
reduction is due to the action of background selection
(Charlesworth et al. 1993; Hudson and Kaplan
1994). In fact, using the theory developed byNordborg
et al. (1996) and Loewe andCharlesworth (2007), for
r ¼ 0.02 and 0.04, the predicted effect on Ne at
synonymous sites due to selection at linked nonsynon-
ymous sites is Ne/N ¼ 0.32 and 0.54, respectively (see
Equation 4); the expected 4Nes values for linked
weakly selected sites are therefore 0.64 and 1.07, which
are very close to themean values of gˆ given in Table 7, in
agreement with the results of Stephan et al. (1999) for
one strongly selected and one weakly selected site.
However, when recombination rates are very low, the
background selection formula tends to overestimate the
reduction in Ne and g (Table 7) for reasons given in
the discussion.
If the above conclusions are correct, then the pre-
vious estimate of g ¼ 1.03 (Zeng and Charlesworth
2009), obtained by analyzing twofold degenerate syn-
onymous codons located in normally recombining re-
gions in theD.melanogaster genome(c. 1.15 cM/Mb; i.e.,
r . 0.04), is likely to be close to the actual intensity of
selection acting on these sites.
DISCUSSION
Properties of the methods based on the reversible
mutation model: In a series of articles (Cutter and
Charlesworth 2006; Zeng and Charlesworth 2009,
2010; Zeng 2010), we proposed several methods for
inferring the selection and mutation parameters using
the reversible mutation model, which are especially
suitable for detecting selection on synonymous muta-
tions or on GC vs. AT variants in noncoding sequences.
These methods have the following features: (1) They do
not require the use of outgroup sequences to infer
ancestral states and are thus free from the potential
problem of false inference caused by misidentifica-
tion of ancestral states (Baudry and Depaulis 2003;
Hernandez et al. 2007); (2) they allow simultaneous
estimation of selection and mutational bias parameters
from population genetic data; and (3) they can be ex-
tended to account for the effects of past changes of
population size.
We have further shown here that the method of Zeng
and Charlesworth (2009), a representative of the
class of methods cited above, is fairly insensitive to the
violation of the free recombination assumption. Addi-
tionally, this method seems to be relatively insensitive to
demographic changes, population structure, and selec-
tion at linked sites, compared to the commonly used
TABLE 7
The power to detect selection at synonymous sites in the
presence of linked selected nonsynonymous sites
Input Power (%) Mean MLE
Prediction:a
r f LRTg LRTg2 uˆ kˆ gˆ g
0 0 9.0 3.2 0.0023 1.06 0.088 3.2 3 107
0 0.028 17.0 6.2 0.0027 1.08 0.170 0.009
0.004 0 16.2 6.0 0.0036 1.04 0.215 0.046
0.008 0 45.0 32.6 0.0047 1.07 0.366 0.191
0.02 0 97.4 93.6 0.0077 1.06 0.681 0.639
0.04 0 100.0 100.0 0.0107 1.08 1.044 1.070
0.04 0.028 100.0 100.0 0.0118 1.06 1.161 1.210
The simulation method was similar to that used in Table 6,
with the additional feature that selection was acting on synon-
ymous sites with intensity g ¼ 2. In all cases, L ¼ 50 kb, u ¼
0.02, and k ¼ 1. For each parameter combination, the results
were based on analyzing 500 random samples of 15 chromo-
somes. Note that, for cases with r , 0.01, the power of LRTg
should be interpreted with caution because of inflated type I
error rates (Table 6).
a g-values predicted using the background selection for-
mula for Ne (Equation 4).
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Tajima’s D and related tests for detecting skews in the
site frequency spectrum (reviewed by Charlesworth
and Charlesworth 2010, pp. 287–291). In cases where
our likelihood-ratio tests for detecting selection and
mutational bias are counterconservative, we find that
the ad hoc approach of performing the tests with a chi-
square distribution with 2 d.f. can effectively solve the
problem of inflated type I error rates, while retaining
reasonable power to detect selection and mutational
bias (Tables 3 and 6).
We have paid particular attention to the effect of
selection at linked sites on the behavior of neutral or
weakly selected sites.Consistentwithearlier work (Kaiser
and Charlesworth 2009; Seger et al. 2010), we found
that selection on nonsynonymous sites causes a large
skew in the site frequency spectrum at neutral sites when
the recombination rate is very low, with very negative
values of Tajima’s D, many of which approach the
minimal possible value (Figure 2). This pattern could
easily be mistaken for the effect of a selective sweep, as
discussed by Kaiser and Charlesworth (2009).
In addition, as mentioned in the description of the
results shown inTables 6 and7, when sites subject toweak
purifying selection, such as synonymous or noncoding
sites, are embedded in a large low-recombination region
containing many strongly selected sites, the estimated
scaled intensity of selection, g ¼ 4Nes, for the weakly
selected sites (Table 7) is reduced by considerably more
than that predicted from the reduction in Ne caused by
the strongly selected (nonsynonymous) sites, as esti-
mated from diversity at neutral sites (see the last section
of results). This is probably caused by the additional
HRI among the weakly selected sites themselves
(McVean and Charlesworth 2000; Comeron and
Kreitman 2002; Comeron et al. 2008).
For recombination rates that are typical of normally
recombining regions of the Drosophila or human
genomes, in the presence of the strongly selected sites,
there is still a reduction in Ne for neutral synonymous
sites and in g for weakly selected sites, which is well
predicted by the background selection equation (Equa-
tion 4). But with low levels of recombination, this
equation tends to overestimate the reduction in Ne
and g (Table 7). This phenomenon was noted pre-
viously (Kaiser and Charlesworth 2009) and reflects
HRI between the nonsynonymous sites in regions with
very low recombination rates, which weakens the effec-
tive strength of selection acting on them. As a result, the
deterministic mutation–selection model on which stan-
dard background selection theory is based does not
apply.
It should be noted that we have not attempted to
construct a realistic model of genome structure for
normally recombining genomic regions; the results
shown in Tables 6 and 7 make no allowance for non-
coding sequences either within or between genes, which
are common in eukaryotes and can potentially serve as
spacers reducing HRI (Comeron and Kreitman 2002),
although there is evidence that noncoding regions are
themselves under selection (e.g., Andolfatto 2005;
Haddrill et al. 2005). The effects of HRI that we have
described here are probably overestimates of the true
effects for genes in normally recombining regions.
Further work is needed to determine the properties of
more realistic models.
Differences between the PRF methods and the RM
methods: The key difference between the PRF methods
and the RMmethods is that with PRF alleles are typically
classified as ancestral and derived using outgroup
sequences, whereas with RM alleles are assigned to
several predetermined classes (typically two; see Zeng
2010 for a multiallele model) that are potentially
selectively different. Examples of the latter include
preferred and unpreferred synonymous codons (Li
1987; Bulmer 1991; McVean and Charlesworth
1999) or AT and GC in noncoding regions (Galtier
et al. 2006; Haddrill and Charlesworth 2008; Zeng
and Charlesworth 2010). The need to define selec-
tively different allele classes makes it hard to apply the
RM approach to such problems as the distribution of
fitness effects of nonsynonymous mutations (Eyre-
Walker et al. 2006; Keightley and Eyre-Walker
2007; Boyko et al. 2008). Further work is needed to
determine whether the desirable properties of the RM
methods can be used for this purpose.
A question that is raised by our results is the fact that
close linkage does not seem to produce a high variance
in the estimates of g and k from the RMmethod (Figure
1), in contrast to the well-known effect of close linkage
on the variance of estimates of u (Hudson 1983, 1990).
The intuitive reason for this is that the variance of the
estimate of u reflects the large stochastic variation in the
size of gene genealogies; linked sites have a high
covariance of tree sizes, which inflates the variance of
the mean tree size across sites compared with that of a
set of independent genealogies (Pluzhnikov and
Donnelly 1996; McVean 2002). The associated vari-
ability in the shapes of trees will also generate more
variability in the frequencies of derived vs. ancestral
variants for sets of closely linked sites compared with in-
dependent sites, resulting in a higher frequency of false
positive results of tests for selection from PRF methods
(Bustamante et al. 2001; Zhu and Bustamante 2005;
Desai and Plotkin 2008).
In contrast, the estimate of g from the RM approach
comes from the frequencies of favored vs. disfavored
variants, such that a skew toward higher frequencies of
favored variants indicates the action of selection or
biased gene conversion. A high-frequency, putatively
favorable variant could be either derived or ancestral, so
that the chance of observing it is relatively independent
of tree size or shape. Similarly, estimates of k come
mainly from the relative frequencies of sites that are
fixed for the different alleles in the model (Zeng and
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Charlesworth 2009; Zeng 2010), which is also little
affected by tree size or shape. Similar considerations
may apply to the effects of population structure and
population size changes. Overall, therefore, there are
reasons to expect that the RM approach is more robust
than the PRF method. However, it is worth emphasizing
that, due to computational constraints, the results
presented in this study are based on a limited number
of combinations of parameter values. Therefore, they
should not be overinterpreted.
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FILE S1 
We adopt the matrix-based representation of  the reversible mutation model described in ZENG and CHARLESWORTH 
(2009). Consider a diploid Wright-Fisher population (EWENS 2004, p. 20), whose size in generation t is Nt. At an autosomal 
nucleotide site, two selectively indifferent variants, A0 and A1, can occur. Mutation is reversible: the per generation mutation 
rate from A0 and A1 is u, and that in the reverse direction is u. Let fi(t) be the probability that A1 is represented i times in the 
population at time t, and pij(t) be the probability that the number of  copies of  A1 changes from i in generation t to j in 
generation t+1 (Eq. 3 in ZENG and CHARLESWORTH 2009). Standard Markov chain theory implies the following recursion 
relationship (KARLIN and TAYLOR 1975) 
 . (A1) 
ZENG and CHARLESWORTH (2009) showed that fi(t) can be decomposed into two sub-processes 
  (A2) 
In (A2), f1,i(t) is the probability that the mutant allele A1 is currently represented i times in the population, having originated at 
a site fixed for A0. The second sub-process involves mutations originating at sites fixed for A1, such that the mutant allele A0 is 
currently represented 2Nt – i times in the population (i.e., A1 is represented i times). For the first sub-process, we have the 
following recursion formula 
 . (A3) 
Under the infinite sites assumption of  t = 4Ntu << 1, (A3) can be approximated by 
  (A4) 
where i,1 is the Kronecker delta, which takes the value of  one if  i = 1 and the value of  zero otherwise, and 
 . 
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Thus, by defining 
  (A5) 
we arrive at the recursion formula for the frequency spectrum under the infinite sites model (EVANS et al. 2007). Therefore, 
the infinite sites model can be viewed as an approximation to the reversible mutation model.  
We used a population expansion model to illustrate why the method of  ZENG and CHARLESWORTH (2009) tends to 
produce unbiased estimates of  . As in Table 3, we assumed that the population was at equilibrium up to time zero, at which 
point its population size increased 10-fold (from 2N1 = 500 to 2N2 = 5,000) instantly and stayed constant thereafter. We used 
the numerical method described in PRESS et al. (1992) to obtain the equilibrium solutions to (A1) – (A5), in which case these 
formulae are independent of  the time variable t. Then, these solutions were used as the initial conditions to iterate (A1) – (A5) 
to obtain the frequency spectra at  = t / (2N2) = 0.04 after the expansion event. 
Using diffusion theory, MCVEAN and CHARLESWORTH (1999) have shown that when the mutation rate is low (i.e.,  << 
1) the shape of  the spectrum at statistical equilibrium is determined solely by  (i.e., it is independent of  the mutational 
parameters), and that the spectrum is U-shaped under neutrality (see Figure ST1 below). After the expansion, our numerical 
calculations suggest that that, although mutation is biased with  = 2, the spectrum is still approximately U-shaped (Figure 
ST1). However, compared to the equilibrium case, we observe an excess of  low frequency variants and a deficit of  
intermediate frequency variants. Because most information about selection probably comes from the segregating sites in the 
sample (ZENG 2010), we investigated which equilibrium spectrum (determined solely by ) is closest to the spectrum we 
observe after the expansion. The results are presented in Figure ST2 below. Despite the differences between the two spectra 
present in Figure ST1, the equilibrium spectrum obtained under  = 0 provides the best fit to the non-equilibrium spectrum 
obtained after the expansion. This may explain why the method of  ZENG and CHARLESWORTH (2009) tend to give unbiased 
estimates of  , although the assumption of  statistical equilibrium has been violated by introducing changes in population size. 
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Figure ST1.  
 
 
Frequency spectra obtained under equilibrium and population expansion. Evolution was assumed to be neutral. 
The population expansion model with  = 2 used in Table 3 was considered. The time since the change in population size 
was  = 0.04. 
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Figure ST2.  
 
The distance between the non-equilibrium spectrum given in Figure ST1 and the equilibrium spectra 
obtained under various   values. For each value of  , the equilibrium spectrum was obtained by the method of  ZENG 
and CHARLESWORTH (2009), and its distance from the non-equilibrium spectrum obtained at  = 0.04 after the expansion 
(Figure ST1) was calculated using the formula given in the figure, where obsi is the observed frequency of  sites at which allele 
A1 is represented i times in the sample at  = 0.04, and expi is that expected under the equilibrium model. 
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FIGURE S1.—The effects of  linkage on the allele-frequency spectrum under neutrality. We simulated a region of  10Kb 
sites. The mutation parameter values used were  = 0.02 and  = 1 (see Table 1 for definitions of  the parameters used here). 
Three levels of  linkage were considered: (i) free recombination; (ii)  = 0.001; (iii) complete linkage ( = 0). One thousand 
random data sets, each containing 10 haplotypes, were generated for each level of  linkage. The mean values of  the di’s, the 
number of  sites where A1 is represented i times in the sample, are shown by the bars. Each thin line indicates the interval 
between the 2.5 and 97.5 percentiles for the distribution of  a given di. 
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FIGURE S2.—Quantile-quantile plots of  the distributions of  LRT and LRT under complete linkage. Neutral evolution 
and complete linkage between sites were assumed. The size of  the simulated region was set to 10Kb, with  = 0.01 and  = 1. 
Five hundred random samples were generated. We used the method of  ZENG and CHARLESWORTH (2009) to analyze each of  
these samples. Likelihood ratio scores for the two tests, LRT and LRT, were obtained and compared to a chi squared 
distribution with one degree of  freedom. The thin line is the 45-degree diagonal line. F(X  x) is the probability that the 
random variable X takes a value smaller than x. For the simulated data, this quantity was estimated by counting the number 
of  likelihood ratio scores smaller than a given value. 
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FIGURE S3.—The effects of  linkage on the distributions of , , and . The simulation model described in Figure 2 
was used. The sample size was 15. The input parameters were: in (A),  = 0.02,  = 1, and L = 1Kb; in (B),  = 0.05,  = 2, 
and L = 1Kb; in (C),  = 0.02,  = 1, and L = 100Kb; in (D),  = 0.05,  = 2, and L = 100Kb. The case of   =  
corresponds to the free recombination assumption. For the ease of  presentation, the  values, for instance, were 
transformed using the formula = [ – Efr( )] / SDfr( ), where Efr( ) and SDfr( ) are the mean and standard deviation 
of   obtained under free recombination, respectively; in the figure, the mean of   is indicated by , and the intervals 
between the 2.5 and 97.5 percentiles are indicated by the solid lines. Similar procedures were applied to the values of   
and . 
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FIGURE S4.—Performing LRT and LRT using chi-squared distributions with one or two degrees of  freedom in the 
presence of  recent population expansion. The data were generated as in Table 3. Time was set to  = 0.04. The observed 
distributions of  LRT and LRT were compared to chi-squared distributions with one or two degrees of  freedom, respectively. 
We visualize the comparisons by using quantile-quantile plots as in Figure S2. If  an observed distribution is conformed to an 
assumed distribution, the thick curve should fall on the 45-degree diagonal line (thin straight line). If  the observed curve falls 
consistently above the diagonal line, it means performing the test using the assumed distribution is counter-conservative. On 
the other than, if  the observed curve falls consistently below the diagonal line, it means that using the assumed distribution 
tends to produce conservative results.  
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FIGURE S5.—The effects of  mutational bias on the frequency spectrum at synonymous sites. The simulation procedures 
were the same as those used to obtain Figure 2. Complete linkage between sites was assumed. 
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FIGURE S6.—The derived allele frequency spectrum at neutrally evolving synonymous sites in the presence of  linked 
nonsynonymous sites. The simulation procedures were the same as those described in Figure 2. Parameter values were:  = 
0.02,  = 1, and  = 0. The genealogy was tracked, and we used the ancestral sequence in the most recent common ancestor 
of  the chromosomes in the sample to determine ancestral and derived states for each segregating site. The data presented 
here is based on 250 random samples. 
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FIGURE S7.—Performing LRT and LRT using chi-squared distributions with one or two degrees of  freedom in the 
presence of  linked nonsynonymous sites. The data were generated as in Table 6. The parameter values used in all plots were 
 = 0.02,  = 1, and  = 0. In (A), L = 10Kb; in (B), L = 50Kb. The observed distributions of  LRT and LRT were 
compared to chi-squared distributions with one or two degrees of  freedom, respectively. We visualize the comparisons by 
using quantile-quantile plots as in Figure S4.  
K. Zeng and B. Charlesworth 23 SI 
TABLE S1  
The effects of  linkage on the method of  ZENG and CHARLESWORTH (2009) 
Input  p value of  KS test  Rejection rate (in %)  Mean MLE 
   LRT LRT  LRT LRT2 LRT LRT2     
n = 10 L = 5Kb             
0.02 1  0.705 0.426  5.00 1.40 4.80 1.80  0.020 1.04 0.019 
n = 10 L = 10Kb             
0.02 1  0.571 0.565  5.50 1.50 5.90 1.70  0.020 1.01 -0.004 
0.02 2  0.419 0.000  5.17 1.72 99.57 97.84  0.020 2.03 0.005 
0.01 2  0.613 0.000  2.81 1.20 94.38 86.75  0.010 2.03 0.001 
0.01 2.5  0.422 0.000  4.87 1.77 89.38 78.32  0.004 2.39 0.000 
0.1 2.5  0.005 0.000  14.52 6.64 100.00 100.00  0.040 2.56 -0.041 
n = 20 L = 10Kb             
0.02 1  0.856 0.898  4.71 1.10 5.01 1.30  0.020 1.01 0.000 
n = 15 L = 1Kb             
0.02 1  0.759 0.703  5.60 1.40 5.80 1.60  0.021 1.10 -0.004 
0.1 2  0.180 0.000  7.60 2.40 79.60 63.00  0.050 2.15 0.038 
n = 15 L = 10Kb             
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0.01 1  0.907 0.757  7.29 2.02 6.68 2.63  0.010 1.02 0.005 
0.05 1  0.609 0.570  5.86 2.42 4.44 1.82  0.050 1.00 -0.003 
0.04 2  0.191 0.000  6.81 1.40 99.60 99.40  0.020 2.03 0.007 
0.04 4  0.089 0.000  6.41 2.20 100.00 100.00  0.010 4.11 0.014 
0.05 2  0.117 0.000  6.60 2.40 99.80 99.60  0.025 2.03 0.010 
0.05 4  0.122 0.000  5.20 1.80 100.00 100.00  0.012 4.08 0.011 
0.06 2  0.000 0.000  9.98 4.07 100.00 100.00  0.032 2.03 0.011 
0.06 4  0.054 0.000  7.83 2.21 100.00 100.00  0.015 4.13 0.024 
0.07 2  0.001 0.000  9.24 4.42 100.00 100.00  0.036 2.04 0.017 
0.07 4  0.008 0.000  8.60 3.00 100.00 100.00  0.018 4.06 0.008 
0.08 2  0.021 0.000  9.02 3.41 100.00 100.00  0.041 2.03 0.012 
0.08 4  0.000 0.000  11.62 5.81 100.00 100.00  0.021 4.14 0.030 
n = 15 L = 100Kb             
0.02 1 ( = 0)  0.144 0.219  7.20 1.20 6.40 2.00  0.020 1.00 0.001 
0.1 2 ( = 0)  0.000 0.000  28.00 16.80 100.00 100.00  0.050 2.04 0.021 
0.1 2 ( = 0.001)  0.419 0.000  6.00 2.00 100.00 100.00  0.052 2.00 -0.000 
0.1 2 ( = 0.01)  0.617 0.000  3.60 2.40 100.00 100.00  0.051 1.99 -0.008 
The data generating procedures were as described in Table 2. In all cases,  =  = 0, except when n = 15 and L = 100Kb.  
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TABLE S2 
The effects of  changes of  population size on LRT and LRT 
Input  p value of  KS test  Observed rejection rate (in %)  Mean MLE 
  LRT LRT  LRT LRT DT LRT2 LRT2    
N2/N1 = 10,  = 1 
0.16  4.4E-04 5.8E-04  10.4 10.0 19.4 4.2 4.2  1.01 -0.025 
0.2  8.5E-06 1.1E-06  8.2 8.6 19.6 4.0 4.0  1.01 -0.023 
0.24  4.9E-04 2.0E-03  8.7 8.7 16.0 3.0 3.4  1.02 -0.011 
0.28  1.1E-05 9.0E-05  8.7 8.3 10.2 3.6 3.4  1.01 -0.017 
0.32  1.5E-04 1.4E-04  8.4 9.6 8.6 3.6 4.2  1.02 -0.006 
N2/N1 = 10,  = 2 
0.16  9.5E-06 0  8.6 68.1 27.4 3.6 52.5  2.05 -0.026 
0.2  5.6E-05 0  10.4 73.8 19.6 4.6 60.0  2.05 -0.021 
0.24  1.5E-02 0  9.2 77.4 14.8 4.4 63.2  2.05 -0.016 
0.28  4.6E-06 0  9.2 79.6 7.8 2.8 67.4  2.06 -0.006 
0.32  1.4E-03 0  10.2 81.8 7.8 4.4 67.2  2.06 -0.005 
N2/N1 = 0.1,  = 1 
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0.42  7.9E-08 5.0E-07  3.0 2.6 33.4 0.2 0.2  1.02 0.004 
0.45  1.0E-08 5.3E-07  4.0 3.6 36.6 1.6 1.6  1.03 0.000 
0.48  2.3E-06 1.1E-06  1.8 1.8 34.2 0.2 0.2  1.02 -0.003 
0.6  1.2E-06 9.2E-07  3.6 2.6 36.4 0.6 0.8  1.05 0.016 
0.63  4.7E-08 1.7E-07  3.6 3.6 35.2 1.8 1.6  1.04 0.002 
0.66  2.1E-03 3.4E-04  3.0 3.2 37.0 1.0 1.0  1.04 0.004 
N2/N1 = 0.1,  = 2 
0.42  1.2E-02 0  5.0 84.4 32.8 2.4 74.1  2.10 0.016 
0.45  4.1E-03 0  3.6 81.0 31.8 1.2 71.0  2.09 0.009 
0.48  9.4E-02 0  3.4 84.0 36.0 1.0 72.6  2.12 0.025 
0.6  8.8E-06 0  4.4 77.0 36.8 2.4 65.4  2.14 0.022 
0.66  1.5E-05 0  3.8 77.0 39.0 1.4 63.6  2.12 0.014 
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TABLE S3 
The effects of  sampling on LRT and LRT in a subdivided population 
 p value of  KS test  Rejection rate (in %)  Mean MLE 
Sampling 
 LRT LRT  LRT LRT    
Two-deme model, 4Nm = 0.5, FST = 0.33,  = 1 
[1, 14]  0.654 0.633  6.2 5.2  1.06 0.013 
[2, 13]  0.622 0.706  5.0 4.6  1.07 0.026 
[3, 12]  0.240 0.500  5.2 4.8  1.07 0.031 
[4, 11]  0.391 0.290  5.2 4.8  1.06 0.027 
          
Two-deme model, 4Nm = 0.5, FST = 0.33,  = 2 
[1, 14]  0.153 0  4.2 55.9  2.15 -0.003 
[2, 13]  0.989 0  4.8 58.6  2.11 -0.007 
[3, 12]  0.958 0  3.2 59.7  2.09 -0.014 
[4, 11]  0.962 0  3.8 60.1  2.08 -0.013 
[5, 10]  0.446 0  5.2 61.6  2.08 -0.015 
[6, 9]  0.350 0  4.6 60.3  2.06 -0.020 
[7, 8]  0.032 0  4.4 61.1  2.05 -0.022 
          
Five-deme model, 4Nm = 0.5, FST = 0.56,  = 1 
[1, 14]  0.470 0.449  5.6 5.6  1.04 0.019 
[2, 13]  0.201 0.323  4.6 5.4  1.04 0.018 
[3, 12]  0.776 0.889  4.6 3.8  1.03 0.016 
[4, 11]  0.137 0.114  2.4 3.0  1.03 0.016 
          
Five-deme model, 4Nm = 0.5, FST = 0.56,  = 2 
[1, 14]  0.174 0  6.6 85.8  2.06 0.001 
[2, 13]  0.043 0  5.6 89.6  2.06 0.008 
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[3, 12]  0.337 0  6.8 90.6  2.07 0.013 
[4, 11]  0.115 0  4.8 93.0  2.08 0.021 
[5, 10]  0.002 0  5.2 92.8  2.08 0.024 
[6, 9]  0.001 0  4.4 93.0  2.08 0.025 
[7, 8]  0.000 0  3.0 93.0  2.08 0.027 
The simulation models are the same as those used in Table 4. The sampling scheme is described by [i, j], where i and j 
give the number of  chromosomes taken from the first and second demes, respectively (i + j = 15). 
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TABLE S4 
The effects of  selection at linked nonsynonymous sites on applying LRT and LRT to neutrally evolving synonymous sites. 
Input  p value of  KS test  Rejection rate (in %)  Mean MLE 
No. replicates  L  LRT LRT  LRT LRT DT LRT2 LRT2     
500 1 20Kb  0.490 0.282  7.0 7.2 26.4 2.8 3.0  0.0038 1.10 0.017 
500 2 20Kb  1.210-5 0  8.4 40.6 22.6 2.8 25.8  0.0019 2.31 0.007 
300 1 500Kb  0.158 0.162  14.0 13.0 62.1 1.0 1.0  0.0007 1.01 -0.008 
200 2 500Kb  0.034 0  11.0 89.0 58.5 4.0 83.0  0.0004 2.07 -0.001 
100 1 1Mb  0.301 0.291  10.0 10.0 74.0 4.0 4.0  0.0004 1.00 -0.016 
100 2 1Mb  9.310-4 0  8.1 96.0 65.7 2.0 91.9  0.0003 2.05 0.006 
The simulation procedures were identical to those used to obtain Figure 2. Complete linkage between sites was assumed. 
Synonymous sites were assumed to be neutral. We set  = 0.02. Each random sample contained 15 chromosomes. 
