--OD + Σ {an cos nx + b n sin nx) = Σ «n(aθ is that of suitably defining a process of integration such that, if the series (1.1) converges to a function f(x), then f(x) is integrable and the coefficients a nf b n are given in Fourier form. The problem has been solved by Denjoy [3] , Verblunsky [10] , Marcinkiewicz and Zygmund [8] , Burkill [1] , [2] , and James [6] . In Verblunsky's paper and in BurkilΓs first paper, additional hypotheses other than the convergence of (1.1) were made, and in all the papers some modification of the form of the Fourier formulas was necessary: An extension of the problem is to consider series that are summable (C, k), &2>1. This has been solved by Wolf [11] when the sum function is Perron integrable. The problem of defining a process of integration which may be applied to any series summable (C, k) may be solved if an additional condition involving the conjugate series (1.2) Σ ( a n sin nx -b n cos nx) = -is imposed. With this extra condition, it is proved, in § 2, that the formal product of cos px or sin px and a series summable (C, k) to f(x) is also summable (C, k) to f{x)c,o$px or /(a?) sin pa:. In § 3, some properties of integrated series are discussed and then, in § 4, it is shown that the generalized P fc+^i ntegral [7] integrates any trigonometric series summable (C, k) and satisfying the extra condition. In addition, the coefficients are given by a natural modification of the Fourier formulas. These are the principal results of the paper. They were described briefly for the special case k=2 in the author's invited address at the 1954 Summer Meeting of the American Mathematical Society.
It is also possible to improve the results slightly and only require summability for all x in [0, 2π] with the possible exception of a countable set. This requires a minor modification in the definition of the P fc+2 -integral and these changes are indicated in § §5 and 6. 100 R. D. JAMES 2 Formal multiplication of summable trigonometric series* Following the notation of Hardy [4, § 5.4] where a n (x)=a n cos nx + b n sin nx , )=b n cos nx -a n smnx, n and let E k n ={n + k)\ln\k\. If A*(a?)/£7*->/(a?) as ^->CXD, the series (1.1) is said to be summable (C, &) to /(#) and the notation is
The formal product of g(x)=λ cos px-hμ sin pa;, pl> 1, and the series (1.1) is the series obtained by multiplying each term by g{x), replacing the trigonometric products by sums of cosines and sines, and rearranging the terms in the form Before proving the main result of this section, it is convenient to find expressions for U k n (x) and V%(x). It will be seen later that it is suf-ficient to consider the case x=0. The method is similar to that of Zygmund [12] , who proved the analogous result for Abel (or Poisson) summability.
The definitions (2.1), with x=0, are equivalent to the identity (2.5)
When the formulas (2.3), (2.4), with #=0, are substituted in the right side of (2.5), the coefficient of λ\2 may be written in the form (2.6) and the coefficient of μj2,
The first series in (2.6) becomes
The second series in (2.6) is (2.9) The main result of the section now follows from (2.11) and (2.12).
Proof. Since and this is equivalent to (2.14).
Similarly, since (2.13) imply for τ<^ky the other conclusions of the theorem follow from (2.11) and (2.12) with k replaced by k-2 and k -1, respectively.
3. Integrated trigonometric series* In the work of Riemann there are two fundamental results for series (1.1) with coefficients a n and b n tending to zero [13, §11.2]. These results have been generalized for series in which a n =o(n k ), b n =o(n k ). They involve generalized (symmetric) derivatives [13, §10.41] defined successively by
where, for p=2m,
and, for p=2m + l, (3 2) (£ϋk
The generalizations of Riemann's results are given in [11, Theorem E\ and [13, § 10.42] and are conveniently stated in terms of the following conditions that may be imposed on the series (1.1): ( 
) is satisfied, then the series obtained by integrating (1.1) formally term-by-term kΛ-2 times converges uniformly to a continuous function F(x). If conditions
Proof. The function F(x) of Theorem 3.1 is also the function obtained by integrating (3.8) formally term-by-term k-h 1 times. Since conditions (3.3) imply that the coefficients of (3.8) Proof. It is not difficult to see (for example, by the method of proof of [4, Theorem 50] ) that (4.2) implies (3.9) , so that the hypotheses of Theorem 4.2 are stronger than those of Theorem 4.1.
All the hypotheses of Theorem 2.1 are satisfied for all x so that (2.14) is true. Thus, with Λ=l, ^=0,. (a,,; x) . By taking Λ=0, μ=l in (2.14), it follows in a similar fashion that the same result is true for f(x) sin px.
COROLLARY. // ά=2m-2, let 7-f c = (2rn)!/(m!) 2 and let (a t ) be the set Proof. Only the case & = 2m-2 will be considered, since the details for &=2m-1 are quite similar. It follows from the proof of by (4.4) . This, together with (4.7) shows that (4.5) is true when p=0. If P^A> it is only necessary to consider the formal product of (1.1) and g(x) with either Λ=l, /z=0 or ^=0, μ=l. In the first case the constant term of the new series is α p /2 and, in the second, it is 6 p /2. Hence (4.5) and (4.6) are true for p^>l. 
Upper and lower sums (C, k). Let
and C k depends only on k.
Proof. This result is equivalent (when k+2=2m) to [11, Theorem B] and it may also be proved by the method of [13, § 10.42 ]. [3, p. 90] ), that is> a set which contains no subset that is dense-in-itself.
Proof. It follows from (3.7) with r=0 that SCE so that S is at most countable. By Lemma 5.2, S is the complement of the set P and is therefore a set G δ . But a set G δ that is at most countable cannot contain a subset that is dense-in-itself [5, VIII, p. 136 ].
6 A new definition of the P fc+2 -integraL Since only the case k = 2m -2 is considered in detail in [7] , the same restriction will be made in this section. Two of the requirements for a major function Q(x) and a minor function q(x) are [7, Definition 5.1]
Under the hypotheses of Theorem 5.1, the function Q(x) defined by (4.1) satisfies (6.1) only for #e [0, 2π\-E, where E is at most countable, and (6.2), only for xe [0, 2π] -S, where S is scattered. In order to extend the results of § 4, it must be possible to weaken (6.1) and (6.2) and still define an integral. It is not difficult to see that there is no change in the P 2w -integral if (6.1) holds only for xe (a, b)-E Q1 where E o is of measure zero. The method is similar to that used for the Perron integral and the P 2 -integral [6, Theorem 3.1] . The modification of (6.2) is not quite so easy.
If the reasons for requiring (6.1) and (6.2) are examined, it is seen that they are needed to make sure that the difference
is defined and nonnegative for xe{a, b F(x)^>0 in (α, 6) . The conclusions of Theorem 6.1 now follow from Lemma 6.1.
Once Theorem 6.1 (replacing [7, Theorem 4.1] ) has been established, there is no further difficulty in defining a modified P 2w -integral. The only difference between the new and old definitions is that (6.4) and (6.5) [0, 2π] , then f(x), f(x) cosp#, f(x) sin px are each P IC+2 -integrable and the coefficients of (1.1) are given by (4.5) and (4.6) .
7 Remark on the PMntegraL It was noted in [7, § 6] that the P 2TO -integral for m=l was possibly not the same as the original PMntegral. It is, however, not difficult to see that the new P 2m -integral for m=l is the same as the original. The reason is that the set of points where δ 2 Q(x)= -oo or A 2 q(χ)= + oo is a set G δ and, if at most countable, it must be scattered.
