In this work, fluid dynamics of a turbulent round impinging jet has been studied using Computational Fluid Dynamics (CFD) and the results have been compared with experimental data from the literature. The fluid was water with density of 1000 kg/m 3 and the average velocity of the submerged jet was kept constant at 10.7 m/s while the liquid viscosity varied from 1 cP to 100 cP. Different turbulence models including k-ε, k-ω and Reynolds Stress Model (RSM) have been employed in ANSYS FLUENT and the predicted axial and radial velocity profiles at various distances from the wall are compared with LDV data. It was observed that at locations away from the target wall, predicted velocities are comparable to the measured velocities for all the viscosities. However, near the wall, the deviation between the CFD predictions and experimental measurements become noticeable. The performance of k-ω model and RSM are found to be better than the k-ε model especially for the highest viscous fluid, but no model was found to be superior for all conditions and at all locations.
INTRODUCTION
Impinging jets have been widely used in industry to enhance the process of heat and mass transfer. Thermal management is vital for electronic equipment and a challenging area for aerospace engineering and many other applications. Gas or liquid impinging jets are used to control the operating temperature of electronic circuits and their components. In aerospace engineering and turbine design, heat transfer and hydrodynamic calculations of jet impinged surfaces is of great importance. Controlling the mass transfer in jet deposition processes and erosion study of slurry jets are other examples of engineering problems which require prediction of the fluid behavior in jet impingement configurations (Arabnejad et al. 2015a; Arabnejad et al. 2015b; Mansouri et al. 2014; Mansouri et al. 2015) . In addition to the direct use of a hydrodynamic solution of the impinged jets, heat transfer calculations are possible if velocity of the fluid near the wall is known.
Different configurations of impinging jets have been studied in the literature using empirical, numerical or theoretical methods. Donaldson and Snedeker (1971) measured the heat transfer characteristics of a circular impinging jet and introduced a correction term to use the laminar heat transfer coefficient for turbulent flows. Elison and Webb (1994) studied local heat transfer experimentally for a liquid jet impinging a flat surface with uniform heat flux. Womac et al. (1993) conducted experimental investigations of liquid jet impingement cooling of square heat sources in free-surface and submerged configurations as a simplified model of circuit chip heat transfer. Maurel and Solliec (2001) measured jet centerline mean velocity and velocity fluctuations in plane turbulent jets impinging a flat surface for a variety of stand-off distances using Laser Doppler Velocimetry (LDV) and Particle Image Velocimetry (PIV) techniques. Narayanan et al. (2004) investigated the flow field, surface pressure and heat transfer of a submerged turbulent slot impinging jet experimentally. They mainly focused on the impinging velocity field and heat transfer. Experimental investigation of wall shear stress and vortex dynamics in a circular impinging jet has been conducted by El Hassan et al. (2012) .
Assisted by the advancement of computational resources, numerical modeling became prominent in the literature in analyzing impinging jets but limitations have been found with the turbulence models in predicting the flow velocities. The effect of wall function on the computation of the wall shear stress has been studied by Bouainouche et al. (1997) . They proposed a hybrid wall function and a criterion for the grid selection. Tong (2003) studied the liquid jet impinging onto a substrate numerically, and the effect of key parameters on the hydrodynamics and heat transfer of an impinging liquid jet were examined. Jaramillo et al. (2012) modeled a turbulent plane impinging jet by means of DNS and evaluated the performance of k-ε and k-ω models. Most of the studies that are conducted in the literature have focused on the measurement of shear stress or heat transfer characteristics of the impinging jets, but less attention has been paid to the verification of CFD models in predicting the flow velocity near the wall. Zuckerman and Lior (2005) discussed some of the RANS models and reviewed the studies on the evaluation of different turbulence models. The deviation was found to be significant for high Reynolds turbulent flows and small stand-off distances even with the high resolution grid.
In this work, different turbulence models are employed to evaluate the CFD predicted flow velocity components in axial and radial direction at various locations for a submerged impinging jet configuration using different turbulence models. Fig. 1 shows the physical representation of a submerged impinging jet. The study will provide a clear understanding of how turbulence models affect the velocity predictions for the submerged jet. 
Physical model
In this study, it is assumed that the fluid is Newtonian irrespective of its viscosity. The geometry and mesh is created by ANSYS Design Modeler and Meshing tool, respectively and FLUENT 15.0 is used to solve the Navier-Stokes equations and obtain the fluid dynamics solution. Fig. 2 shows the computational domain and boundary conditions for the submerged impinging jet, and the nozzle dimensions and standoff distance are provided in Fig. 3 . The orientation angle between the nozzle and the impingement plate is 90 o , the nozzle diameter is 8 mm, and the distance to the wall is 12.7 mm. In flow regions near the wall, inside the nozzle and on top of the impingement plate, inflated mesh is created. The total number of cells used for this geometry is about 3 million. Although two symmetry planes can be found in the geometry, the full body is modeled as the results will be used in future for further investigation on particle tracking in liquid. The Discrete Particle Model (DPM) performance is poor in geometries with symmetry planes. Moreover, it is sensitive to the surface mesh on the wall and will not work well if the surface mesh on the wall is not uniform. So, the mesh that is created in this study is structured in the nozzle and unstructured for the rest of geometry. Fig. 4 shows the mesh configuration in the nozzle and near the stagnation point. 
Turbulence modeling
For steady-state turbulent flow, Reynolds-Averaged Navier-Stokes (RANS) model is used to calculate the dynamic properties of the fluid. While some RANS models assume isotropic normal stresses, there are some others that track various components of a nonuniform turbulent viscosity or all Reynolds stresses using semi-empirical equations. A brief overview of the models used in this study is given in the following.
The Reynolds Stress Model (RSM) contains seven transport equations (3D). The RSM model was developed to solve the transport equation for each of the terms in the Reynolds stress tensor, which means Reynolds stresses are assumed to be anisotropic. The model is known to be good in complex flows since it accounts for the effects of rotation, swirl, and change in strain rate. Reynolds stress transport equations are derived by multiplying the momentum equation by fluctuating properties and then taking the time-average of the resulting equations.
The k-ε model consists of three models: standard, RNG, and Realizable k-ε models. RNG and realizable models are improved versions of the standard model. All three models are very similar to each other where they all have transport equations for k and ε. The differences among the three models are the methods of calculating turbulent viscosity and model empirical constants, and the generation and destruction terms in the ε equation. Standard k-ε model is the simplest of the three models. It was proposed by (Launder and Spalding 1974) . It is a semi-empirical model based on k and ε equations. k-ε model is based on the assumption that the flow is fully turbulent and the effects of molecular viscosity are negligible. RNG model differs from the standard model since it has an additional term in its ε equation and the effect of swirl is included. It also accounts for low Reynolds number effects. The realizable model is called realizable because the model satisfies the mathematical constraints of the Reynolds Stresses, which is consistent with the physics of turbulent flow. It differs from the standard model in that the realizable model contains its own formulation of turbulent viscosity and has a new transport equation for the dissipation rate which has been derived from the transport equation of the vorticity fluctuation. Among these three, the RNG k-ε model is used in this study as it has been validated more in different geometries (ANSYS 2014) . The k-ω model is an empirical model based on transport equations for turbulent kinetic energy and specific dissipation rate which is the ratio of ε to k with improved accuracy over the k-ε model for shear flows. Both standard and shear-stress transport (SST) model have similar forms, but the SST model uses standard k-ω in the inner region of boundary layer and a high-Reynolds number version of k-ε in the outer part of the boundary layer. The SST k-ω model is more accurate for a wider class of flows and has been used in this study.
COMPARISON WITH EXPERIEMNTAL DATA
Erosion testing is one of the applications of an impinging jet. In order to characterize the erosion behavior of different materials under subsequent particle impacts, the submerged jet configuration is often used. In this apparatus, particles are suspended in the slurry tank by means of a stirrer. As shown in Fig. 5 , the slurry mixture is deducted from the bottom of the tank and pumped through a nozzle to impact the specimen. It should be noted that the particle impact velocities are not the 0.15 m (6 in) 0.012 m (0.5 in) ID 0.008 m same as the liquid velocities within the nozzle as significant drag is expected as particles interact with the flowing submerged jet impacting a target. It is well known that the particle impact speed and angle are major contributors to erosion rates. In order to estimate the particle speed and angle of impact, CFD simulations and Lagrangian particle tracking scheme are often employed. The particle impact speed, angle and the resulting erosion highly depend on the flow velocity. So, the predicted flow velocity using different turbulence models need to be validated with experimental data for different fluid viscosities before moving to the particle tracking.
Miska (2008) measured particle and fluid velocities in the direct impingement geometry using Laser Doppler Velocimetry (LDV). In his experiments, the flow rate through the nozzle was 8.5 GPM that corresponds to an average velocity of 10.7 m/s. The liquid viscosity varied from 1 cP to 100 cP by adding glycerin to the water. The distance between the nozzle exit and the target surface was 12.7 mm and the nozzle diameter was 8 mm. The flow velocity was measured by Laser Doppler Velocimeter (LDV) using seed particle size of 3 µm made of aluminum that are reflective and fluid borne but the particle concentration is so low that the it does not affect the flow. A stirrer was also used to promote homogeneity of the mixture. A schematic of the flow loop is provided in Fig. 5 . For the 1 cP liquid (water), the axial velocity calculations match the experiments near the nozzle outlets as shown in Figs. 6 and 7. After y of about 2.7 mm from the target, axial flow speed rapidly decreases to zero at the centerline of the jet as shown in Figs. 9-10. Predictions also follow the data except for slight difference in the shape of the velocity profiles near the center of the jet. On the other hand, the radial component of velocity, being much smaller than the axial velocity component near the exit of the pipe, is not predicted well by the models at y=11.7 mm as shown in Fig. 10 . But, as the jet is approaching the wall, predictions of radial velocity components are much better as compared with the experimental data shown in Figs. 11-14. For the 10 cP liquid, predictions of the axial velocities, as compared to experimental data, are similar to those of 1cP liquid. That is: better prediction of axial velocity near the outlet of the nozzle as shown in Figs. 15-16 . Closer to the wall, the agreement of the axial velocity component with data (Figs. 17-19 ) is not as good as the ones closer to the nozzle exit. The radial velocity components for the 10 cP liquids are well predicted at y=2.7 mm by the k-ω and RSM, although k-ε model does a good job especially at y=1.7 mm. Again in this region close to the wall, the radial velocity component is changing very rapidly from high values at y=0.7 mm and then For the 100 cP liquid, in general, the k-ω and RSM model predictions for the axial velocity agree with data better than the k-ε model as shown in Figs. 25-29. For the 100 cP liquid, the flow Reynolds number is about 800 based on the jet diameter and the flow is nearly laminar inside the nozzle. Predictions of radial velocity components are comparable with the experimental data for the k-ω and the RSM models as shown in Figs. 30-33 . Interestingly, the experimental data coincides with the k-ε model prediction only at y=0.1 mm as the flow velocity decreased rapidly to zero toward the wall as shown in Fig. 34 .
SUMMARY AND CONCLUSIONS
In this work, a submerged impinging has been simulated using ANSYS FLUENT and the predicted velocity components in axial and radial directions have been compared to the experimental data obtained by measuring the velocity of 3 µm seeding particles using LDV. The comparison is made over a wide range of fluid viscosities from 1 cP to 100 cP and by employing three turbulence models, RNG k-ε, SST k-ω and RSM.
It was observed that there is general agreement between the predicted and measured values for all turbulence models and at all distances from the wall, especially for 1 cP fluid. At the locations near the nozzle exit, CFD agrees well with experimental data but deviation observed when the flow is approaching the wall. For 10 cP fluid, the deviation between the predicted velocities at locations close to the wall are found to be considerable for the radial component of the velocity, especially at a vertical distance of 0.1 mm. For 100 cP fluid, the k-ε model under-predicted the axial velocity but over-predicted the radial component significantly except for the closest location to the wall where it out-performed the other two models. It should be noted that for the case with the highest viscosity, the Re number is approximately 800 which implies laminar flow condition in the nozzle. But, the predictions by k-ω and RSM were consistent with the measured values. This Exp. CFD-ke CFD-kw CFD-RSM may be due to the fact that k-ω and RSM used Low-Re correction formulation while the RNG k-ε does not. It can be concluded that there is no dominant superiority of a specific turbulence model with respect to the others for all cases but the results from this study can be used as preliminary step for further investigation of CFD turbulence models in an impinging jet configuration which has numerous industrial applications.
