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Abstract: Using integrability and analyticity properties of the AdS5/CFT4 Y-system we reduce it
to a finite set of nonlinear integral equations. The Z4 symmetry of the underlying coset sigma model,
in its quantum version, allows for a deeper insight into the analyticity structure of the corresponding
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1 Introduction
It is well known that the spectra of integrable two dimensional QFT’s in finite volume can be studied
by the thermodynamic Bethe ansatz (TBA) approach [1]. TBA results in a system of non-linear
integral equations which can be always “miraculously” recast into the universal Y-system — a system
of functional equations on Y-functions, looking simpler than TBA, but at the price of loss of a certain
analyticity input. Apart from some exceptional cases (Lee-Yang model, SS-model, Wess-Zumino
cosets) both the TBA system and the Y-system are infinite. However, Destri and de Vega noticed [2]
that the infinite TBA system for the vacuum of the Sine-Gordon model can be reduced to only one
non-linear integral equation, and this was later generalized to excited states [3]. For the models with
higher rank groups of symmetries a similar reduction to a few integral equations is usually possible.
DdV-type equations often make possible a systematic study of IR and UV limits. In general this is
the best one can do with the spectral problem of a finite volume integrable QFT. This reduction, still
not very well studied and understood, can be traced down to the fact [4, 5] that the Y-system itself
is a gauge invariant version (see (2.3)) of the integrable finite difference bilinear Hirota equation, or
T-system:
Ta,s(u+
i
2 )Ta,s(u− i2 ) = Ta+1,s(u)Ta−1,s(u) + Ta,s+1(u)Ta,s−1(u) . (1.1)
The equation is essentially the same for all known integrable 2D QFT’s1, and what differs from
one model to another is its boundary conditions w.r.t. the “representational” variables a, s and the
1with slight modifications for the algebras other than Ak.
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analyticity properties w.r.t. the spectral parameter. In practice, the Hirota equation is often a very
good starting point for attacking the finite volume spectrum problem in any integrable 2D QFT’s (e.g.
for an important case of the principal chiral field [4, 6]): even the analyticity properties of T-functions
appear to be considerably constrained by the structure of Hirota equation.
All these observations should hold for the AdS/CFT Y-systems [7], and in particular for the
most studied AdS5/CFT4 case, solving the problem of planar spectrum of anomalous dimensions in
N=4 SYM theory (see for the recent review [8], and in particular the chapters [9, 10] therein). The
AdS5/CFT4 Y- and T-systems with T-hook boundary conditions proposed in [7] and summarized
in figure 1 were later shown to be equivalent, with certain analyticity requirements [11–13], to the
TBA equations [14–16]. It was shown in [17, 18] (see also [19, 20]) that the T-system, and hence the
Y-system, in T-hook can be formally solved in terms of Wronskian determinants of a finite number of Q-
functions — a generalization of Baxter’s Q-function. But the corresponding finite system of nonlinear
integral equations (FiNLIE), a remote analogue of Destri-de Vega equations, was still missing. In this
paper we propose such a FiNLIE for the planar AdS/CFT spectrum.
The difficulty of finding FiNLIE — possibly the ultimate step in simplifying the spectral problem in
AdS/CFT — resides in its formidably complicated analytic structure w.r.t. the spectral parameter u:
the Y-functions live on a Riemann surface with infinitely many sheets connected by an infinite system
of Zhukovsky cuts (we will call them Z-cuts) parallel to the real axis, with the fixed branch points
at u = ±2g + i2Z. This cut structure can be already seen in the asymptotic, infinite length solution
of the Y-system [7] deduced from the asymptotic Bethe ansatz equations [21] describing the infinite
volume spectrum. This analytic structure is also visible from the dispersion relation of elementary
excitations and their bound states in the string sigma-model in the light-cone gauge, when the energy
and momentum are parameterized by the spectral parameter u (see eqs.(2.7)-(2.8)).
One way to overcome these difficulties with analyticity is to work in the TBA formulation of
the Y-system which implicitly includes all the information about the analyticity properties of the Y-
functions. This approach made possible the first numerical computation of the anomalous dimension
of the lowest lying, Konishi state in planar N = 4 SYM [22].
However, to write FiNLIE we need to explicitly understand the missing analyticity properties of
all Y-functions or T-functions. In the papers [11, 13] the basic analytic properties of Y-functions
were decrypted from TBA. Alternatively, together with the Y-system equations, these properties were
shown to be equivalent to the TBA equations. This was an important progress though the resulting
formulation of the problem contained the same infinite number of Y-functions and it still remained
quite complex.
We find in this paper that the analytic properties become considerably simpler and more natural
when formulated in terms of T-functions. We managed to formulate here a simple and sufficient set
of analyticity properties of T-functions, mostly following from the symmetries of the model. In order
to formulate these properties in a simple way we also have to make a good choice of labeling of the
sheets of the Riemann surface. In this paper, we describe a choice which we call “magic”, additional
to the “physical” and “mirror” labeling already extensively used in the literature. The magic sheet
has, unlike the mirror sheet, “short” cuts between the pairs of branch points u = ±2g + i2Z and
coinciding with the mirror sheet in the vicinity of the real axis. On this sheet, we discover a new
quantum symmetry (already mentioned in [18]), which generalizes the classical Z4 symmetry of the
string sigma model on the PSU(2,2|4)SO(1,5)×SO(6) coset [23, 24]. Using this symmetry, we identified certain
Q-functions having one single short Z-cut, which means that they can be written in terms of a density
with a finite support [−2g, 2g].
These observations allow us to formulate the first (probably still perfectible) version of FiNLIE
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and even to perform its numerical study for the Konishi dimension. The results of this numerical
study are in perfect correspondence with the results obtained in [22, 25] from TBA and thus confirm
the validity of our FiNLIE. We also prove the equivalence between FiNLIE and TBA analytically.
(a) lattice for T-functions’ (a,s) indices (b) lattice for Y-functions’ (a,s) indices
Figure 1: Boundary conditions for Y-system (b) and T-system (a) of AdS5/CFT4: T-
shaped “fat hook” (T-hook). We will often distinguish in the T-hook (a) the upper band – all the
nodes with a ≥ |s|, the right band – all the nodes with a ≤ s and the left band – all the nodes with
a ≤ |s|, s < 0.
This paper is composed as follows: section 2 introduces the Y-system and our notations. The
readers familiar with the subject can go directly to section 3 where the analytic properties of T-
functions are described and the Z4 symmetry of the classical string is generalized to a new symmetry
of the full quantum T-functions. In section 4, the Wronskian solution of T-system in terms of a finite
set of Q-functions is introduced. We work out here a compact and general representation of such
solutions in terms of exterior forms. In section 5, the equations constraining these Q-functions are
obtained with the use of the analyticity and symmetry constraints identified in section 3. Finally,
section 6 summarizes our construction and the resulting FiNLIE, while section 7 presents the results
of our first numerical implementation of this FiNLIE. A systematic study of the analyticity properties,
as well as a recasting of the spectral problem into the FiNLIE form, are performed explicitly for the
sl(2) sector’s symmetric states, and in particular having only two magnons, containing a relatively
large class of operators including Konishi operator.
2 Y-system generalities
For the detailed description of the Y-system for AdS/CFT we refer to [8–10]. In this section we list
the main results and general facts about Y-systems and Hirota equation. The reader familiar with the
basics of Y-systems can skip this section.
2.1 AdS/CFT Y-system
The AdS/CFT Y-system belongs to a class of functional equations arising in spectral problems of
many integrable models
Ya,s(u+ i/2)Ya,s(u− i/2) = (1 + Ya,s+1(u))(1 + Ya,s−1(u))
(1 + 1/Ya+1,s(u))(1 + 1/Ya−1,s(u))
. (2.1)
In particular, the same equations are used to compute the spectrum of SU(N) principal chiral model
[4, 6] which is an important source of inspiration for the AdS/CFT case. Y-functions are associated
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with certain nodes on a two-dimensional (a, s) lattice. The main difference from model to model is
the shape of the domain on this lattice where the Y-functions are defined. In the present AdS5/CFT4
it is the T-shaped hook [7] depicted in figure 1b. 2
In addition to the shape of the (a, s) domain one should also specify the analyticity properties of
the Y-functions. These properties can be deduced from the TBA equations [14–16] and were explicitly
written in [9, 11, 13].
Y-functions are natural objects in the TBA approach, however not the most elementary ones.
More fundamental quantities are the T-functions defined by
Ya,s =
Ta,s+1Ta,s−1
Ta+1,sTa−1,s
. (2.2)
As it is the case for many relativistic sigma models, T-functions can sometimes be identified with
eigenvalues of the transfer matrices of an underlying spin chain-type discretization. A similar scenario
may exist in the AdS/CFT case, however the physical interpretation of the AdS/CFT T-functions and
their operatorial realization is not yet established. In the strong coupling limit the T-functions were
identified with the psu(2, 2|4) characters of the monodromy matrix [17]. This classical monodromy
matrix was perturbatively quantized, up to two loops on the world sheet, in [29, 30] and the Hirota
functional equation (1.1) was shown to hold at least in this approximation.
It was noticed for the AdS/CFT system that T-functions are much simpler objects than the Y-
functions in all limiting cases where the general solution of the Y-system was obtained explicitly, i.e.
in the asymptotic large volume limit [7] and in the strong coupling limit [17]. It is very natural to
assume that the formulation of analytic properties at the level of T-functions should be also more
revealing and simple. Indeed this is the case, as described in the next sections.
As one can see from (1.1), the T-functions live in an enlarged T-hook depicted on figure 1b. The
meaning of the shape of the (a, s) domain in this case also becomes clear in terms of the T-functions:
the super-Young diagrams of the unitary highest weight representations of psu(2, 2|4) should be en-
tirely contained inside this domain [17, 27]. Furthermore, as we explain in this paper, an important
Z4 symmetry of the super-coset model noticed in [18] has a transparent realization in terms of the
analyticity of T-functions w.r.t. both the spectral parameter u and the representational variables
(a, s).
It is easy to see that the definition of T-functions by (2.2) is ambiguous. This ambiguity is
expressed in the “gauge” transformation
Ta,s → g[+a+s]1 g[+a−s]2 g[−a−s]3 g[−a+s]4 Ta,s (2.3)
which does not affect Y’s and the Hirota equation. Here and everywhere in the text we use a short-hand
notation for the shift of the spectral parameter:
f [±a] = f(u± ia/2) , f [±1] ≡ f±. (2.4)
It is also useful to notice that due to the Hirota equation (1.1) there are several equivalent ways for
the Y-functions to be expressed in terms of the T-functions
1 + Ya,s =
T+a,sT
−
a,s
Ta+1,sTa−1,s
, 1 + 1/Ya,s =
T+a,sT
−
a,s
Ta,s+1Ta,s−1
. (2.5)
2More general Y-systems with T-hook shapes are possible for generalizations to other non-compact supersymmetry
groups, see [26–28].
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2.2 Notations
Let us introduce some important notations used through the text. We define the Zhukovsky variable
x+ 1/x = u/g, where g =
√
λ
4pi is related to the ‘t Hooft coupling λ, choosing two different branches
3
x(u) =
u
2g
+ i
√
1− u
2
4g2
, xˆ(u) =
u
2g
+
√
u
2g
− 1
√
u
2g
+ 1 . (2.6)
The first choice x(u) will be referred to as the mirror branch, whereas xˆ(u) will be called either
“physical” or equivalently4 “magic”. x(u) has a long cut, called from now on the Zˇ-cut, connecting
the branch points ±2g through the infinity, whereas xˆ(u) has a short cut [−2g, 2g] called Ẑ-cut (see
figure 2).
The asymptotic energy of a single magnon (or of a bound state of a magnons) is given by [31–33]
ˆa(u) = a+
2ig
xˆ[+a]
− 2ig
xˆ[−a]
. (2.7)
Similarly, the asymptotic magnon momentum is
pˆa(u) =
1
i
log
xˆ[+a]
xˆ[−a]
. (2.8)
The energy and the momentum of a state are given by
E =
M∑
k=1
ˆ1(uk) +
∞∑
a=1
∫ ∞
−∞
du
2pii
∂ua(u) log(1 + Ya,0(u)) ,
P =
M∑
k=1
pˆ1(uk) +
∞∑
a=1
∫ ∞
−∞
du
2pii
∂upa(u) log(1 + Ya,0(u)) ,
(2.9)
a(u) = a+
2ig
x[+a]
− 2ig
x[−a]
, pa(u) =
1
i
log
x[+a]
x[−a]
.
The anomalous dimension is defined as γ ≡ E −M . The shift of the spectral parameter is always
defined by a path which avoids the fixed Ẑ- and Zˇ-cuts of the functions5. For instance, the path in
the shift u→ u+ ia/2 of xˆ[a] never crosses the Ẑ-cut, while the path in the shift of x[a] never crosses
the Zˇ-cut. As a consequence, x[−1] 6= xˆ[−1] whereas x[+1] = xˆ[+1] (see figure 2) and thus the choice of
the cuts affects the functional relations. The “hat” symbol over a function of the spectral parameter
u (for instance in the definition (2.6) of xˆ(u)) means that we choose a Riemann sheet with only short
Ẑ-cuts. When the “hat” appears over a function of u and of the (a, s) labels, as on figure 1, then it
denotes also the analytic continuation in the labels (a, s) performed on the sheet having only Ẑ-cuts.
This will be introduced in more detail in section 3.4 and section 3.5 (see for instance (3.17)).
We will also use in this paper a short-hand notation for long cuts shifted by the distance in/2
from the real axis as Zˇn and similarly for the short cuts as Ẑn. Another important notation which
we will frequently use is An, denoting the class of functions analytic6 inside the strip |Imu| < n2 . The
3To define the branches, we always use the definition of square roots which has a cut on R− and is positive on R+.
4 The function x is quite particular because the magic and physical sheet coincide. We will see that there exists other
functions (like T- and Y-functions) which do not have this property, and then, the symbol hat will denote specifically
the magic sheet.
5This is a particular case of a general convention to avoid the default cuts of a function [34]. See [34] for more details
about the shift operations.
6In this paper, sometimes what we call the “analyticity” strip is in fact the “meromorphicity” strip since the corre-
sponding function might have poles in that strip.
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xˆ(u + i/2) = x(u + i/2)
b
b b
b b
x(u)
1/x(u)
b
b
xˆ(u− i/2)
b
x(u− i/2)
(a) The functions x(u) and 1/x(u).
xˆ(u + i/2) = x(u + i/2)
b b
b
b b
xˆ(u)
1/xˆ(u)
b
b
xˆ(u− i/2)
b
x(u− i/2)
(b) The functions xˆ(u) and 1/xˆ(u).
Figure 2: Riemann sheets of the multivalued function x(u). The subfigure 2a represents the
function u 7→ x(u) (upper sheet) and u 7→ 1/x(u) (lower sheet), whereas the subfigure 2b represents
the function u 7→ xˆ(u) (upper sheet) and u 7→ 1/xˆ(u) (lower sheet). When u is real, x[±1] is defined by
an analytic continuation from the real axis, along the red path which avoids the cut Zˇ0, whereas xˆ
[±1]
is defined by a continuation along the green path which avoids the cut Ẑ0. We see that x
[+1] = xˆ[+1]
whereas x[−1] = 1/xˆ[−1].
class of functions analytic in the interval −n−m2 < Imu <
n−m
2 is denoted A[m]n . Usually it means that
we have a pair of Zˇ-cuts or Ẑ-cuts at the boundaries of the corresponding analyticity strip.
In addition to the shift operation we will use the fused product for a function:
f [s]D ≡ f [s−1]f [s−3] . . . f [1−s]. (2.10)
This definition comes from the q-number notation: [s]D =
Ds−D−s
D−D−1 , where D = e
i
2∂u . So, e.g. [2]Df =
(D + D−1)f = f+ + f− whereas f [2]D = f+f−.
Finally, for the functions with cuts we define the discontinuity on the cut as follows
disc (f) = f(u+ i0)− f(u− i0) . (2.11)
In this paper we use the following Baxter-type polynomials and “Z-polynomials”7 :
Q =
M∏
j=1
(u− uj) , B(±) =
M∏
j=1
√
g
x∓j
(
1
x
− x∓j
)
, R(±) =
M∏
j=1
√
g
x∓j
(
x− x∓j
)
. (2.12)
For convenience we chose a normalization which assures the following simple relations:
B(±)R(±) = (−1)MQ± . (2.13)
The roots uj of the Baxter polynomials in (2.12) are called “Bethe roots”. They are related to xj
by xj = xˆ(uj). Their number and positions completely define different states of the sl(2) sector of the
theory to which we restrict our analysis in this paper.
7i.e., having a fixed Z-cut on their Riemann surface, apart from zeros
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In the integral equations that we will write we use the following kernels:
K(u) ≡ − 1
2piiu
, Ks(u) ≡ K(u+ is2 )−K(u− is2 ) , (2.14)
Z(u, v) ≡ − 1
2pii
√
4g2 − u2√
4g2 − v2
1
u− v , Zs(u, v) ≡ Z(u, v −
is
2 )−Z(u, v + is2 ) , (2.15)
Ψ(u) = −ψ(−iu)
2pi
=
γ
2pi
+
∞∑
n=0
(
K[2n] − 1
2pi(n+ 1)
)
. (2.16)
The convolution is denoted, for arbitrary kernels K and function f , by
(K ∗ f) (u) ≡
∫ ∞
−∞
K(u, v)f(v)dv, ( /K ∗ f) (u) ≡ −
∫ ∞
−∞
K(u, v)f(v)dv,
(K ∗ˆ f) (u) ≡
∫ 2g
−2g
K(u, v)f(v)dv, (K∗ˇf) (u) ≡
[∫ −2g
−∞
+
∫ ∞
2g
]
K(u, v)f(v)dv . (2.17)
3 Fundamental properties of T-functions
The purpose of this section is to find T-functions in a gauge with good analyticity properties, different
for each of three bands of the T-hook (see figure 1), and then to relate the three bands by transition
functions (gauge transformations). We describe and motivate a new structure in AdS/CFT Y- and T-
systems which we call Z4 symmetry. It is tightly related to the analytic properties of T-functions which
we consider first. We will also introduce a concept of the “magic” sheet. Although some analyticity
requirements of this section look a bit speculative, they are verified in appendix C from the TBA form
of the Y-system.
It is important to stress that one cannot find a global gauge with good analyticity properties for
all T-functions in the whole T-hook. Therefor we rather describe three different, “physical” gauges
with a good analyticity for, respectively, the right, left and upper bands of the T-hook, which are then
related by the transitional gauge functions. Then we show that the analyticity requirements to the
functions of these gauge transformations appear to be strong enough8 to fix the system of FiNLIE and
the corresponding physical solutions of the Y-system.
3.1 Analyticity strips
Whereas the Y-system itself follows to a large extent from the symmetry of the integrable theory
the analytic properties of the Y-functions only partially are constrained by the consistency with the
Y-system. However, they cannot be easily obtained from general properties of the theory. For the
integrable theories for which the integrable lattice formulation is known the analytic properties can be
read off from the underlying microscopic Bethe ansatz equations. However, in the present case such a
formulation is unknown. Nevertheless, one can make reasonable assumptions based on the asymptotic
solution of the Y-system proposed for an arbitrary state in [7] and from the integral TBA form of the
Y-system for a subclass of sl(2) operators written in [15, 22].
The analyticity properties of Y-functions which are expected to be satisfied by the physical solu-
tions of the Y-system are written in table 1, in the notations of the previous section.These Y-functions
8together with some simple assumptions about the behavior at u → ∞ and about the structure of poles and zeros
for a given state.
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Ya,0 ∈ Aa
Ya,±1 ∈ Aa−1 , a ≥ 1
Y1,±s ∈ A|s|−1 , |s| ≥ 1
Y a,s = Ya,s (Y-functions are real)
Table 1: Analyticity properties of the Y-functions of the Y-system for AdS/CFT
are considered on the mirror sheet which means that we have chosen the long Z-cuts [16]. Moreover,
Y1,±1, Y2,±2 have a Zˇ-cut on the real axis and are related on this cut by
Y2,±2(u+ i0) = 1/Y1,±1(u− i0) , u ∈ Zˇ0 . (3.1)
The last property was discovered from the TBA form of the Y-system in [15] but it will be considered
here as one of the basic analyticity assumptions for our construction of FiNLIE. It means that Y2,±2
and Y1,±1 are not independent functions but rather the analytic continuation of one into another
through the Zˇ0-cut.
The above list of analytic properties for Y-functions also imposes certain analytic properties for T-
functions. Most of them can be inferred from the definition of T ’s (2.2), the analyticity of Y-functions,
and the consequences of Hirota equation (2.5). Recall that the T-functions are not uniquely defined
given the Y-functions, due to the gauge freedom (2.3). This makes the statement about the analyticity
of T ’s a bit more complicated and gauge dependent. A natural assumption, which will be later
demonstrated, is that, in a certain gauge which we denote by the bold font, Ta,s has good analyticity
properties for the upper band, whether as in another gauge, denoted by the “blackboard” font, Ta,s
has good analyticity properties for the right band of the T-hook.9 These analyticity properties are
explicitly written in table 2.
Let us notice that there exists still some residual gauge freedom which will not spoil the analyticity
properties. We will fix the remaining gauge ambiguity in the definition of Ta,s and Ta,s later on. In
particular, we choose
T0,s = 1 . (3.2)
Now, with this knowledge of the analyticity strips, we will proceed with fixing the details of the
analytic structure of T-functions in each strip.
3.2 Group theoretical constraints
Let us remind that there is some evidence [17, 30] for interpretation of the T-functions as transfer
matrices. In particular, at strong coupling the T-functions are reduced to the characters of classical
monodromy matrix, in such a way that each pair of indices (a, s) corresponds to a unitary representa-
tion of the symmetry group PSU(2, 2|4) having a rectangular a×s Young tableau. This interpretation
itself singles out a particular gauge. Indeed, according to [17] the pairs (n, 2) and (2, n), or (n,−2) and
(2,−n), correspond for any n ≥ 2 to the same typical representation and should have equal characters.
For the transfer matrices this also suggests a natural gauge where
Tn,2 = T2,n , Tn,−2 = T2,−n , n ≥ 2 . (3.3)
This is indeed the gauge in which the Wronskian solution for the T-hook was written in [18].
9For the left band the gauge is also different from the upper and right bands but we will mostly consider the right
band since the construction for the left band is similar.
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if a ≥ |s|, if s ≥ a,
Ta,0 ∈ Aa+1 T1,±s ∈ As
Ta,±1 ∈ Aa T2,±s ∈ As−1
Ta,±2 ∈ Aa−1 Ta,s, Ta,s are real functions.
Table 2: Analyticity properties of the T-function of the T-hook for AdS/CFT.
Another constraint which we will impose is Q∅ = 1. In the rational (super)-spin chains Q∅ is the
Baxter Q-function on the final step of the Ba¨cklund procedure [35, 36], where it corresponds to the
trivial gl(0|0) sub-algebra and therefore it is naturally represented by a constant that does not depend
on the spectral parameter. The same observation holds when Q-functions are constructed from the
first principles, i.e. as eigenvalues of Q-operators [37–39]. Even though the construction of Q- and
T- operators in AdS/CFT is still in a preliminary stage (see [30] for the first nontrivial quantum
computation with T-operators), we believe that Q∅ will play the same role, i.e. it will be an identity
operator.
The quantum super-determinant should be also set to 1. In [18]10 the quantum determinant was
identified with the following combination of the Q-functions:
Q+∅ Q
−
∅¯
Q−∅ Q
+
∅¯
. Setting it to 1 and recalling that
T0,s = Q
[−s]
∅¯ gives the following “unimodularity” constraint
11
T+0,0 = T
−
0,0, T0,s = T
[+s]
0,0 = T
[−s]
0,0 . (3.4)
This tells that T0,0 should be an i−periodic function12. Due to the importance of this quantity, in
what follows we introduce a special notation
F ≡√T0,0 . (3.5)
We expect T to be a kind of a physical gauge. In this gauge the T-functions exhibit all natural
symmetries of the characters, and for the left-right wing symmetric states (in particular, the sl(2)
or su(2) states; we will call them LR-symmetric from now on) it can be shown to be essentially
unique when supplemented by a set of analyticity conditions summarized in (3.44) (see Appendix E.1).
Moreover, we will show that in addition to the properties listed above there is one more very important
symmetry of the T-gauge which we call Z4 symmetry.
Finally, let us define T in terms of T. A natural candidate for that is the following, very particular
gauge transformation (2.3) from one to another:
Ta,s = (−1)a(s+1)Ta,s(F [a+s])a−2 . (3.6)
This transformation does not change indeed the gauge invariant Y-functions. The relation (3.6) can be
considered as a minimal gauge transformation from T (where T0,s, for instance, has an infinite number
10see the eq.(4.6) and the beginning of sec.5.3 there
11A closer look reveals an intimate connection of T0,0 with the dressing kernel in TBA. This is similar to the case
of relativistic sigma models with rational S-matrices, where the scalar factor of R-matrix needed to set the quantum
determinant to one is equal to the dressing factor of the factorized S-matrix in the integrable field theory with the same
symmetry group [40].
12We recall that since the original Y-system is defined on the mirror sheet, the corresponding Ta,s are defined as
functions with long cuts. The periodicity condition is sensible to the choice of cuts. Periodicity of T0,0 can be also
obtained from the TBA equations, see appendix C.2.
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of branch points) to a gauge with the analyticity bands of table 2. Indeed, we see that T0,s = 1. The
property T2,±s ∈ As−1 is also obviously true since T2,a = T2,a. Then T1,s = ±T1,s/F [1+s] seems to be
a natural choice since both T1,1 and T1,1 should be regular functions13 with the same analyticity strip,
according to table 2, and the factor 1/F will not spoil it. Moreover, as it is shown in appendix C.2,
the property T1,s ∈ As and (3.6) itself, for which we gave a motivation above, rigorously follow from
the TBA equations. The overall sign (−1)a(s+1) does not affect the analyticity strips and can be
chosen arbitrarily, by adjusting definition of the T-gauge. Our choice will eventually provide a simpler
behavior of Q-functions at u→∞.
3.3 Magic sheet
Let us consider T-functions in the right band of the T-hook, i.e. for Ta,s with s ≥ a. In this case the
T-functions satisfy precisely the same Hirota equations as for the su(2) principal chiral model in [4].
Moreover, at least for the sl(2) states the Y-functions obey a similar asymptotics Y1,s → s2−1, u→∞.
This property is well seen in the ABA limit, see app. B.1, and also holds at finite size, see app. B.2.
Therefore, to construct the T-functions with a good analyticity in this band we choose a gauge14 T
with T1,s → s, u → ∞ (i.e. it tends to the dimension of representation in this limit), preserving the
analyticity strip As and the property T0,s = 1.
Following the logic of [4, 6] we find the general solution of Hirota equation satisfying all these
properties in the right band of the T-hook in terms of the Q-functions15 Q1, Q1¯, Q2, Q2¯ in a gauge
where
Q2 = Q1¯ = 1 , Q1 = −iu+G(u), Q2¯ = −Q1 = −iu− G¯(u), (3.7)
namely,
T1,s =
∣∣∣∣∣ Q[s]1 Q[s]2Q[−s]
2¯
Q
[−s]
1¯
∣∣∣∣∣ = Q[s]1 +Q1[−s] , (3.8)
where we introduced two mutually complex conjugate resolvents:
G(u) = − 12pii
∫∞
−∞ dv
ρ(v)
u−v , Im(u) > 0,
G¯(u) = + 12pii
∫∞
−∞ dv
ρ(v)
u−v , Im(u) < 0.
(3.9)
The function G (function G¯) is analytic everywhere above(below) the real axis and should be defined
by analytic continuation in the lower(upper) half-plane. In general, one would expect G to have
infinitely many Zˇ-cuts Zˇ0, Zˇ−2, Zˇ−4, . . .. Also notice that G[+0] + G¯[−0] = ρ. In these notations we
get
T0,1 = 1
T1,s = s+G[+s] + G¯[−s], (3.10)
T2,s = (1 +G[s+1] −G[s−1])(1 + G¯[−s−1] − G¯[−s+1]).
In this way we write all T-functions, and thus Y-functions of the right band in terms of one single real
function ρ. This result was first time presented at the talk [41]. Later an alternative way to reduce
the right band to a finite set of functions was proposed in [42].
13we frequently use the words “regular” and “analytic” in the paper for the functions without cuts but potentially
with poles
14which will be later related to T-gauge by a gauge transformation conserving its analyticity properties
15in the notations of the paper [18]
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Figure 3: Comparison of the mirror (on the left) and the magic sheets (on the right).
T1,s coincide on the real axis of both sheets.
The function ρ can be fixed by gluing this right band of the T-hook to the rest of it, into the single
T-system. A gauge-invariant way of doing this is to consider the following combination of Y1,1 and
Y2,2:
r =
1 + 1/Y2,2
1 + Y1,1
. (3.11)
A nice feature of this combination is that it can be expressed entirely in terms of T-functions from
the right band:
r =
T +2,2T −2,2T0,1
T +1,1T −1,1T2,3
. (3.12)
Using (3.10) we find
r =
(1 +G[+2] −G)(1 + G¯[−2] − G¯)
(1 +G[+2] + G¯)(1 + G¯[−2] +G)
. (3.13)
Due to the property (3.1) we should get
r(u+ i0) = 1/r(u− i0), u ∈ Zˇ0. (3.14)
Since on the real axis the r.h.s. of (3.13) has branch points due to G and G¯, whereas G[+2] and
G[−2] are regular there, the relation (3.14) can be satisfied by imposing the following simple condition:
G[+0] = −G¯[−0] , u ∈ Zˇ0. (3.15)
This simple observation has some dramatic consequences. First, due to ρ = G[+0] + G¯[−0] we see that
the density ρ has a finite support on the cut [−2g, 2g]. This allows us to clarify the definition of the
resolvent as follows:
Gˆ(u) ≡ − 1
2pii
∫ 2g
−2g
dv
ρ(v)
u− v =
{
+G(u) , Imu > 0
−G¯(u) , Imu < 0 . (3.16)
We clearly see the advantage of the choice of the Riemann sheet with only “short” Z-cuts Ẑn over
the “long” cuts Zˇn: the same function G(u), when being defined as a function with the short cuts,
appears to be Gˆ(u) — a function with only one single cut!
We can go further and convert any function with long Zˇ-cuts into a function with short cuts by
the appropriate choice of the section of the Riemann surface (a priori of an infinite genus). As we shall
see, this strategy leads indeed to an essential simplification of analytic properties of various functions
involved in the TBA equations. By this reason we call this section of the Riemann surface the “magic”
sheet. We systematically denote various functions defined on that sheet by a hat over them leaving
the same quantities on the mirror sheet without the hat.
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3.4 Z4 symmetry
In this subsection we study the properties of the magic version of T-functions in the right band of the
T-hook which we denote by Tˆa,s. To produce this function we should simply systematically replace
all G and G¯ in (3.10) by Gˆ:
Tˆ0,s = 1 ,
Tˆ1,s = s+ Gˆ[+s] − Gˆ[−s], (3.17)
Tˆ2,s = Tˆ [+s]1,1 Tˆ [−s]1,1 .
Now we present some important observations. Firstly, Tˆ1,s coincide with T1,s everywhere inside
the strip As. This in particular means that
Tˆ +1,sTˆ −1,s = T +1,sT −1,s , s > 1, (3.18)
thus the Hirota equation for T1,s also implies the Hirota equation for Tˆ1,s>1. However, for s = 1 this
Hirota equation should be different since Tˆ +1,1Tˆ −1,1 6= T +1,1T −1,1. s = 1 is precisely the point where the
T-functions from the upper band start entering the Hirota equation.
Secondly, although the initial parameterization (3.10) of Ta,s (and thus of Tˆa,s) makes sense16 only
for s ≥ a, we can formally define Tˆa,s for any −∞ < s <∞ by (3.17). Interestingly, for s = 1 we get
then
Tˆ +1,1Tˆ −1,1 = Tˆ0,1Tˆ2,1 + 0 , (3.19)
which is consistent with
Tˆ1,0 = 0 . (3.20)
In fact, it is easy to see that Tˆa,s defined by (3.17) satisfy Hirota equation for any s if we define it for
−∞ < s ≤ 1 as an analytic continuation in s.17
Finally, the magic T-functions for the right band defined in this way satisfy
Tˆa,−s = (−1)aTˆa,s . (3.21)
We call this new symmetry of the AdS/CFT T-functions the Z4-symmetry. In the appendix A we
motivate its relation to the Z4 symmetry of the classical monodromy matrix of the string sigma model
(inherited from Z4 symmetry in the super coset action construction).
It is evident that T is related to T by a gauge transformation. Since in both gauges T0,s = T0,s = 1
and T-functions are real we have to take in (2.3) g4 = 1/g1, g3 = 1/g2,
g+1
g−1
=
(
g−1
g+1
)
≡ h. Then, since
in both gauges the analyticity strips are the same and given by table 2, h should be analytic in the
upper half-plane. In addition, in appendix C.4 we show that h should be real on the magic sheet18.
Therefore T’s can be found from the relation (3.17) as
T0,s = Tˆ0,s = 1 , Tˆ1,s = hˆ[+s]hˆ[−s]Tˆ1,s , Tˆ2,s = hˆ[+s+1]hˆ[+s−1]hˆ[−s+1]hˆ[−s−1]Tˆ2,s, (3.22)
from were it follows that Tˆa,s also obeys Z4 symmetry property given by (3.21).
16We remind here that the determinant expression (3.8) only holds when s ≥ a. As explained in [18], the T-functions
on the T-Hook are given by different determinants in each of the domains s ≥ a, s ≤ −a and a ≥ |s|.
17Let us point out that this analytic continuation of T -functions to negative s has nothing to do with the physical
solution of Hirota equation on the T-hook at negative s.
18The function h on the magic sheet, denoted by hˆ, is defined by equality h = hˆ in the upper half-plane and taking
all the Z-cuts being short.
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Note that reality of hˆ together with its analyticity in the upper half-plane means that hˆ has only
one single cut Ẑ0, similarly to Gˆ. Therefore T-gauge inherits another “magic” property of the T -gauge
— finite number of short Z-cuts. In particular, Tˆ1,s has only two of them: Ẑs and Ẑ−s.
3.5 Z4 invariance of the upper band
In this section we argue that the Z4 symmetry also leads to an additional symmetry transformation
in the T-gauge having good analyticity properties in the upper band. In order to see it we have to
pass to the magic sheet and then analytically continue the solution of Hirota equation in the variable
a from a ≥ |s| to a < |s|, defining in this way Tˆa,s for an arbitrary integer a, positive or negative,
providing that −2 ≤ s ≤ 2. Our claim, stemming from the Z4 symmetry, is that Tˆa,s defined in this
way obeys the property similar to (3.21) of the right band:
Tˆa,s = (−1)sTˆ−a,s . (3.23)
Let us demonstrate it. Consider a combination of Y-functions Y1,1Y2,2 which reads in terms of T -
functions as follows:
Y1,1Y2,2 =
T1,0T2,3
T0,1T3,2
=
T1,0
T−0,0
=
T1,0
T+0,0
. (3.24)
Here we use that, by definition of the bold gauge, T2,3 = T3,2 and T0,1 = T
+
0,0 = T
−
0,0. Next, from
(3.1) we notice that Y1,1Y2,2 gets inverted when passing through the cut Z0:
Y1,1(u+ i0)Y2,2(u+ i0) = 1/(Y1,1(u− i0)Y2,2(u− i0)) , |u| > 2g . (3.25)
If we simply substitute expression (3.24) into (3.25) we get19
T1,0
T
[−1+0]
0,0
=
T
[+1−0]
0,0
T1,0
. (3.26)
This relation takes a nice form in terms of Tˆ’s. Employing the definition of the hatted functions we
have T
[−1+0]
0,0 = Tˆ
[−1]
0,0 (for |u| > 2g) from where we obtain on the magic sheet simply
Tˆ+0,0Tˆ
−
0,0 = Tˆ
2
1,0 . (3.27)
On the other hand, Hirota equation on the magic sheet reads as follows:
Tˆ+0,0Tˆ
−
0,0 = Tˆ1,0Tˆ−1,0 + Tˆ0,1Tˆ0,−1 , (3.28)
which coincides with (3.27) if (3.23) is satisfied! Indeed, from (3.23) we have
Tˆ0,±1 = 0 (3.29)
and
Tˆ1,0 = Tˆ−1,0 . (3.30)
To give some more evidence to these results let us consider a bit more complicated example. Take
another expression built from Y1,1 and Y2,2 which is rewritten entirely in terms of the T-functions of
the upper band of the T-hook (a ≥ |s|)
s =
1 + Y2,2
1 + 1/Y1,1
=
T+2,2T
−
2,2T1,0
T+1,1T
−
1,1T3,2
. (3.31)
19we use a natural notation f [n±0] = f(u+ in/2± i0)
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From the property (3.1) of Y -functions it follows again that
s(u+ i0) = 1/s(u− i0), |u| > 2g. (3.32)
If we calculate s slightly bellow the mirror Zˇ0 cut we can represent it as a product of the following
two ratios:
s(u− i0) = T
[−1+0]
1,1 T
[−1−0]
2,2
T
[−1−0]
1,1 T
[−1+0]
2,2
Tˆ+2,2Tˆ
−
2,2Tˆ1,0
Tˆ+1,1Tˆ
−
1,1Tˆ3,2
, for |u| > 2g. (3.33)
Now we notice that the second multiplier is simply 1 if Z4 symmetry holds. Indeed, the magic Hirota
relations give Tˆ+2,2Tˆ
−
2,2 = Tˆ3,2Tˆ1,2 and, if Tˆ0,1 = 0 then Tˆ
+
1,1Tˆ
−
1,1 = Tˆ1,2Tˆ1,0 . Thus
s(u− i0) = T
[−1+0]
1,1 T
[−1−0]
2,2
T
[−1−0]
1,1 T
[−1+0]
2,2
, for u ∈ Zˇ0, (3.34)
and we see that (3.32) is satisfied assuming, as usual for the AdS/CFT integrability, that all branch
points are of a square root type (in fact only Z-cuts are present). This is an additional argument for
the hypothesis that Tˆ0,1 = 0 .
In appendix C the Z4-symmetry of the upper band is derived rigorously from the TBA equa-
tions. However, from our point of view, the Z4-symmetry should be rather included into the list of
fundamental properties of the AdS/CFT Y-system, out of which the TBA equations can be derived.
3.6 Bethe equations
In the study of integrable spin chains a very convenient way of writing the Bethe equations is the
Baxter equation supplemented with the condition that the eigenvalues of transfer matrices are analytic.
Analyticity is an obvious fact from the very definition of the transfer matrix, but it is not immediately
clear from the explicit expression for its eigenvalues in terms of the Bethe roots and is only true once
the Bethe equations are satisfied.
Provided that the interpretation of [20] is correct and the T-functions of AdS/CFT are indeed the
transfer matrix eigenvalues one should expect that the auxiliary Bethe roots (carrying no momentum
and energy) can be found by requiring some good analytic properties for the physical transfer matrices.
In this paper we restrict ourselves to the sl(2) sector, which has no auxiliary roots, and thus the
analyticity should be simpler.
As it is shown in appendix E.1, one can make gauge transformations by means of i-periodic
functions without Z-cuts preserving all the properties of T- and T-gauge mentioned before in this
section. We claim that it is possible to show that the requirement of absence of poles in the T-
functions in T- and T-gauges, at least in their analyticity strips, together with the requirement that
T0,0 has the minimal possible number of zeroes in its analyticity strip, removes the residual gauge
ambiguity. This fixes the T- and T- gauges completely up to an inessential constant factor.
Now suppose that T0,0 has some number of zeroes in the strip −1/2 < Im (u) < 1/2. Since
F = √T0,0 defines the gauge transformation between T- and T-gauges, the only possibility to avoid
the appearance of branch points different of those of standard Z-cuts, is to have only the double zeroes
in T0,0, so that F has only simple zeroes. We denote these zeros as uj and assume that there are M
such zeroes.
Comparison with the TBA equations shows that uj are nothing but the Bethe roots and thus we
should also satisfy
Y γ1,0(uj) = −1 , (3.35)
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Figure 4: Paths used for analytical continuation. To get the Bethe equations used in the TBA
approach, we continue Y1,0 using the path γ (on the left). Alternatively we can formulate Bethe
equations using T1,1 continued over γ+ and γ− (on the right).
where Y γ1,0 denotes the analytic continuation along the contour γ defined on figure 4.
Let us mention a curious observation. Since T1,2 = T1,2/F+, the absence of poles in T1,2 is
only possible if T1,2 has zeroes at positions uj ± i/2. Assuming that T2,1 does not have zeroes at
uj ± i/2, Y2,2 = T2,1/T1,2 should have poles at uj ± i/2. On the other hand, let us consider analytic
continuation along the contour γ of the Y-system equation at a = 1, s = 1. Using (3.1), one gets
(1 + Y γ1,0)Y
−
2,2 =
(
Y +1,1(1 + 1/Y2,1)
(1 + Y1,2)
)γ
.
On the l.h.s., the poles of the Y −2,2 at zeroes of the Bethe roots are conveniently canceled with zeroes
of (1 +Y γ1,0), due to (3.35). Therefore we see that the exact Bethe equations (3.35) can be replaced by
the condition that the r.h.s. should be regular at u = uj . We believe that it reduces to the condition
of regularity of (Y +1,1)
γ at u = uj . This is an interesting statement deserving a further study.
In appendix E.2 we show that the Bethe equations (3.35) can be alternatively written as
Tˆγ+1,1
Tˆγ−1,1
= −1, u = uj , (3.36)
where the analytic continuation along the contours γ± is defined on the right of figure 4.
Eq. (3.36) looks more natural than (3.35) since T1,1 has only one Ẑ-cut in each of the half-planes
of the magic sheet, therefore the analytic continuation along γ+ or γ− is uniquely defined. On the
contrary, Y1,0 has infinitely many Zˇ-cuts in the mirror sheet and one should impose an additional
condition in (3.35) that the contour γ goes only through the closest cut. In appendix E.2 we analyze
(3.36) and represent it in terms of the quantities suitable for numerics.
3.7 Expression for the energy
The transfer matrices of integrable models form a commutative set of operators. Their expansion with
respect to the spectral parameter produces a family of conserved charges, one of them being energy.
Hence we expect the energy to be encoded into certain asymptotics of the T-functions. To see how it
happens in AdS/CFT case let us first consider the TBA equation for Y1,1Y2,2 given in [15] (the sum
of eqs.(40-41) therein)
Y1,1Y2,2 =
M∏
k=1
(
1
x − x+k
)
(x− x−k )(
1
x − x−k
)
(x− x+k )
exp
[ ∞∑
a=1
Za ∗ log(1 + Ya,0)
]
, xk = xˆ(uk). (3.37)
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The kernel Za is defined in section 2.2 and for u→∞+ i0 can be written as20
Za(u, v) = ∂vpa(v)
2pi
+
∂va(v)
2piu
+O(1/u2). (3.38)
The product in the pre-exponent has a similar expansion:
M∏
k=1
(
1
x − x+k
)
(x− x−k )(
1
x − x−k
)
(x− x+k )
= exp
[
M∑
k=1
(
ipˆ1(uk) +
iˆ1(uk)
u
+O(1/u2)
)]
. (3.39)
Therefore the exact finite volume expression for Y1,1Y2,2 has the following large u expansion:
Y1,1Y2,2 = exp
[
iP +
iE
u
+O(1/u2)
]
, (3.40)
where we used (2.9). Note that for all physical states P = 0.
Now let us recall that Y1,1Y2,2 =
T1,0
T+0,0
. Since T1,0 is regular on the real axis we get due to (3.1)
log
T0,0(u+
i
2 + i0)
T0,0(u+
i
2 − i0)
= −2 log Y1,1Y2,2 , |u| > 2g. (3.41)
This important property essentially defines the function T0,0 in terms of the product of Y-functions
(see appendix E.3), and it will be often used in this paper. Since T0,0 is an i-periodic function, one
gets:
log
T0,0(u− i2 + i0)
T0,0(u+
i
2 − i0)
' −2 iE
u
, u→∞ , (3.42)
so that both T0,0’s are inside the analyticity strip. We can see that this expression implies
E =
1
2
lim
u→∞u∂u log T0,0 . (3.43)
Thus T0,0 renders indeed the value of energy of the state when being expanded in u.
3.8 Summary of properties of Ta,s and Ta,s
In this subsection, for convenience of the reader we summarize the properties of the T-functions
encountered above.
First, the T-functions satisfy the following analyticity properties:
20the next terms contains the next “local” charges. For example the 1/u2 term is
2g2∂vq3,a(v)+a
2piu2
. Note that also a
“non-local” part ∼ a is present. Here qn,a = in−1
(
1
(x[+a])n−1 −
1
(x[−a])n−1
)
are “local” charges [32].
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T’s are real functions analytic in the upper band:
Ta,0 ∈ Aa+1
Ta,±1 ∈ Aa
Ta,±2 ∈ Aa−1
(3.44a)
T’s satisfy “group-theoretical” properties:
Tn,2 = T2,n , n ≥ 2
Tn,−2 = T2,−n , n ≥ 2
T+0,0 = T
−
0,0
T0,s = T
[−s]
0,0
(3.44b)
Ta,s obey Z4 symmetry on the magic sheet: Tˆa,s = (−1)sTˆ−a,s (3.44c)
T’s have no poles in the analyticity strip (3.44d)
T0,0 has a minimal possible amount of zeroes (3.44e)
The double zeroes of T0,0 are the Bethe roots uj (3.44f)
Then, the T-functions are related to the T-functions by a gauge transformation involving T0,0:
Ta,s = (−1)a(s+1)Ta,s(F [a+s])a−2, F ≡
√
T0,0 . (3.45)
They satisfy the properties:
T’s are real functions analytic in the
right(left) band:
T0,±s = 1
T1,±s ∈ As
T2,±s ∈ As−1
(3.46a)
Tˆ1,s has only two magic cuts Ẑs and Ẑ−s (3.46b)
Ta,s obey Z4 symmetry on the magic sheet: Tˆa,s = (−1)aTˆa,−s (3.46c)
T’s have no poles in the analyticity strip (3.46d)
In this paper, restricted to the states of sl2 sector, the symmetry between the right and left wing
implies an extra relation Ta,s = Ta,−s.
All the listed properties of T-functions can be derived from the TBA equations, as we show
in appendix C. However, in this paper we take a different point of view and consider them to be
fundamental. Below we fix the solution using only these properties and taking some extra information
about the large u behavior of various functions from the large volume asymptotic solution.
In appendix E we show that the conditions (3.44) assure that the T-gauge is unique up to a
normalization constant.
4 Wronskian solution
In section 3.3 we managed to express all T-functions Ta,s in the right band of the T-hook in terms of
a single function — the spectral density ρ. In this section we will find a similar representation for the
upper band of the T-hook by using the so-called Wronskian determinant solution of Hirota equation
in the infinite band −2 ≤ s ≤ 2, −∞ ≤ a ≤ ∞. The right (left) and upper bands of the T-hook will
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Figure 5: Infinite band B(n) for the Hirota equation.
be represented by 2× 2 and 4× 4 Wronskian determinants, respectively. In the next section, the full
finite set of equations, FiNLIE, will be found by gluing these three bands together into the full T-hook.
Each of these steps has to be done by respecting the structure of analyticity strips of T-functions.
The Wronskian solution allows to parameterize the infinite set of T-functions satisfying Hirota
equation in a band, in terms of a finite number of Q-functions. It is thus important to understand
the analyticity properties of the underlying Q-functions in virtue of the analyticity conditions and the
symmetries, such as Z4 symmetry, established in the previous section. The representation in terms
of Q-functions will be the base for construction of the FiNLIE system for AdS5/CFT4 formulated in
sections 5,6 and solved then numerically in section 7.
4.1 General Wronskian solution
Here we describe the Wronskian solution for Hirota equation (1.1) on an arbitrary infinite band of
width n shown in figure 5. Let us denote this band as B(n). This kind of Wronskian solutions was
used in [35] for the analysis of the su(n) quantum spin chains and in [6] for the solution of the su(n)
principal chiral field (PCF) model in a finite volume.21 At this point, we do not specify any particular
boundary conditions at the end (s = 0) of the band (we need three semi-infinite bands, one B(4) and
two B(2), for the construction of the T-hook).
A possible basis of the Wronskian ansatz is a set 2n + 2 Q-functions: q∅, qi and p∅, pi where
i = 1, 2, . . . , n. To get rid of numerous indices it is very convenient to use the formalism of exterior
forms. Namely, introducing an auxiliary basis of n vectors ei we define the 1-forms:
q ≡ qi ei , p ≡ pi ei.
Then, introducing the k-forms22
q(k) ≡ q
[k−1] ∧ q[k−3] . . . ∧ q[1−k]
q
[k−2]
∅ q
[k−4]
∅ . . . q
[2−k]
∅
, q(0) ≡ q∅ , (4.1)
(and similar definitions for p(k)), we write the general Wronskian solution for the B
(n) band [35] simply
as follows
Ta,s = q
[+s]
(a) ∧ p[−s](n−a) , (4.2)
where we identify the exterior n-form with a scalar, e1 ∧ · · · ∧ en ≡ 1. One can easily check that for
arbitrary q’s and p’s, Ta,s defined in this way satisfy indeed Hirota equation with Ta,s = 0 outside
the band B(n). Notice however, that there is a certain freedom in choosing different sets of q∅, qi and
21In spite of this similarity in the Wronskian representations, the analytic properties of Q-functions are totally different
in AdS/CFT and PCF models, especially due to the difference in position of the momentum carrying nodes in the band.
22 q(k) =
1
k!
qi1...ik e
i1 ∧ . . . ∧ eik .
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Figure 6: The structure of Z4 symmetric band B(2) obtained by analytic continuation from the
right band of the Y-system. T- and Y-functions to the right of the dashed diagonal and T-functions
at the dashed diagonal are the ones of the AdS/CFT T-hook and are given by the Wronskian 2 × 2
determinants. T-functions to the left of the diagonal are the analytic continuation of these Wronskians.
p∅, pi for the same solution of Hirota equation. Indeed, the construction possesses the following sl(n)
symmetry:
pi → Hijpj , qi → Hijqj , p∅ → p∅ , q∅ → q∅, (detH = 1) (4.3)
which leaves Ta,s invariant for an arbitrary non-degenerate i-periodic matrix H(u). There are also
two scalar symmetries:
pi → Cn−2pi , qi → Cn−2qi , p∅ → Cnp∅ , q∅ → Cnq∅ ; (4.4a)
pi → F pi , qi → F−1qi , p∅ → F p∅ , q∅ → F−1q∅ (4.4b)
with arbitrary i-periodic functions C and F .
Eqs.(4.3) and (4.4) form the complete set of transformations of the Wronskian solution which leave
T’s invariant. Indeed, q1, q2, . . . qn should be n independent solutions of the Baxter equation (see for
instance [35]). Any other solution of the Baxter equation should be a linear combination of these n
solutions with coefficients being i-periodic functions, i.e. it should be related to those n solutions by
a combination of transformations (4.3) and (4.4). The same is true for p1, p2 . . . , pn. We have also an
additional freedom in rescaling p∅ and q∅ which explains why there are two scalar symmetries (4.4)
and not one.
4.2 Right band
In this subsection, to demonstrate to the reader the method of Wronskians, we rewrite the results of
section 3 for the right band in Wronskian notations. Also we will discuss rigorously the analyticity
properties of Q-functions of the right band previously assumed in section 3 as being just natural. All
this will be very helpful when we generalize these methods, in the next couple of subsections and in
appendix D, to the considerably more complicated case of the upper band.
Using Eq. (4.1) we can write the T-functions in the right band in terms of 6, so far arbitrary
functions qˆ∅, pˆ∅, qˆ1, qˆ2, pˆ1, pˆ223
Tˆ0,s = qˆ[+s]∅ pˆ
[−s]
(2) , Tˆ1,s = qˆ
[+s] ∧ pˆ[−s] , Tˆ2,s = pˆ[−s]∅ qˆ[+s](2) , (4.5)
where
qˆ(2) =
qˆ+ ∧ qˆ−
qˆ∅
, pˆ(2) =
pˆ+ ∧ pˆ−
pˆ∅
. (4.6)
This is the most general solution of Hirota equation in the infinite horizontal B(2) in (a, s) plane,
without any analyticity assumptions. Let us show how Z4 symmetry constrains the form of this
solution and its analyticity properties.
23In the notations of eq.(4.11) of [18] we have qˆ∅ = Q∅, qˆ1 = Q1, qˆ2 = Q2, pˆ∅ = Q12, pˆ1 = Q2¯/F , pˆ2 = Q1¯/F .
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• From Tˆ1,0 = 0, which is a consequence of Z4 property (3.46c), we conclude that the forms pˆ and
qˆ are linearly dependent: pˆ = α qˆ, where α is a function of the spectral parameter.
• Tˆ1,1 = −Tˆ1,−1 implies that α+ = α−, which means that α is i-periodic. It is therefore possible
to absorb α into pˆ and qˆ using (4.4b) with F =
√
α. Hence we put α = 1 in what follows.
• From Tˆ0,s = 1 we conclude that qˆ+∅ = qˆ−∅ and pˆ∅ = qˆ∅Tˆ1,1.
From all these properties we get the solution which depends only on qˆ1 and qˆ2:
Tˆ0,s = 1 , Tˆ1,s = qˆ[+s] ∧ qˆ[−s] , Tˆ2,s = Tˆ[+s]1,1 Tˆ[−s]1,1 . (4.7)
The solution (4.7) literally coincides with the parameterization of su(2) XXX spin chain transfer
matrices in terms of the Baxter Q-functions24 [35] . This implies that the following system of Baxter
equations should be satisfied:
qˆ[+2r−1]Tˆ1,1 = qˆ+Tˆ[+r−1]1,r − qˆ−Tˆ[+r]1,r−1 , (4.8)
qˆ[−2r+1]Tˆ1,1 = qˆ−Tˆ[−r+1]1,r − qˆ+Tˆ[−r]1,r−1 ,
which is easy to check explicitly by substitution of (4.7).
The equations (4.8) are very useful for the analysis of analytic properties of Q-functions induced
by the analyticity of T-functions. Using them we can prove that the analyticity of T1,s inside the strip
As and of Tˆ1,1 everywhere except Ẑ±1, implies the existence of such a symmetry transformation H
from (4.3) that qˆ1 and qˆ2 are analytic everywhere except a single cut Ẑ0 on the real axis. In particular,
this shows that all Tˆ1,s have only two magic cuts.
Here is the idea of the proof. From the analyticity properties of T-functions and (4.8) it follows:
Tˆ[−3]1,1 disc qˆ
[2r−4] = Tˆ[r−4]1,r disc qˆ
[−2] − Tˆ[r−3]1,r−1 disc qˆ[−4] , r > 2. (4.9)
In other words, the discontinuities of qˆ’s on the cuts Ẑ−2 and Ẑ−4 define all discontinuities on Ẑ2r,
r > 0.
We see that if a solution is regular at Ẑ−2 and Ẑ−4, it is then automatically regular in the upper
half-plane. The conjugate of equation (4.9) expressing the discontinuities of qˆ’s on Ẑ−2r in terms of
the discontinuities on Ẑ2, Ẑ4 implies the analyticity in the lower half-plane. It is enough to find such
a symmetry transformation (4.3) that
disc (Hi
j)qˆ
[−2n]
j +Hi
j disc (qˆ
[−2n]
j ) = 0, n = 1, 2 , (4.10)
which represents a Riemann-Hilbert problem. Assuming that it has a solution we can prove the above-
mentioned statement. In order to argue that the solution exists let us recast Eq. (4.10) into a linear
integral equation
Hji = Pji +
1
2i
coth(pi(u− v))∗ˆ [Hki disc (Ank )(A−1)jn] , Ani = qˆ[−2n]i , (4.11)
where Pji are some i-periodic functions without cuts. It is convenient first to relax the condition
detH = 1. Then (4.11) is a linear equation for four independent matrix elements of H. Suppose we
found a solution of (4.11) which means that there is indeed a linear combinations q˜i of the initial qˆi
24up to relabeling Tˆa,s → Ta,s−1. Of course, in our case Q-functions are not polynomials.
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Figure 7: The structure of the Z4 symmetric band B(4) obtained by analytic continuation
from the upper band of the Y-system.
with periodic coefficients without cuts Ẑ−2 and Ẑ−4. As it is easy to see, q˜i also satisfy (4.8) and,
as a consequence, (4.9) which then implies that q˜i could have only one single cut Ẑ0. We should
remember, however, that the expression for T1,s in terms of q˜i will also contain detH in denominator.
This denominator is easy to get rid of since it is a periodic function and cannot contain any cuts.
Indeed,
detH =
Tˆ1,s
q˜[+s] ∧ q˜[−s] , s 6= 0 (4.12)
and so we can absorb detH into q˜[+s] keeping the nice analyticity properties of q˜[+s].
It is important to mention that the explicitly found in [18] large volume asymptotics of Q-functions
has indeed only one cut.
We still have some freedom in the H-transformations for Hi
j being regular i-periodic functions.
A part of this freedom can be used to make qˆ1 real and qˆ2 purely imaginary. Both functions have only
one cut and thus can be very efficiently written in terms of a spectral representation (i.e. from the
discontinuities on the cuts).
We finish the discussion of the right band by relating the qˆ’s to the quantities introduced in
section 3. One can easily identify qˆ1 = (−iu+ Gˆ)hˆ and qˆ2 = hˆ, where Gˆ was defined in (3.16).
4.3 Upper band
For the upper band we can perform a similar procedure, but now in the T-gauge. The following 10
functions can be used as a basis: q∅, p∅ and qi,pi, i = 1, . . . , 4.25
The multi-indexed Q-functions qij , qijk and qijkl can be determined from the Plu¨cker determinant
formulae (4.1) in the vertical B(4) band of the T-hook:26
q(2) =
q+ ∧ q−
q∅
, q(3) =
q++ ∧ q ∧ q−−
q+∅ q
−
∅
, q(4) =
q[+3] ∧ q+ ∧ q− ∧ q[−3]
q++∅ q∅q
−−
∅
. (4.13)
25In the notations of [18] they are q∅ = Q12, p∅ = Q34, qi = Q12iˆ, pi = Q34iˆ.
26There exists a Wronskian parameterization of the general solution in the full T-hook [18, 28] and it can be also
represented in terms of exterior forms (we postpone it to future publications). But in this paper we prefer to build our
physical solution from three Z4-symmetric bands.
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Wronskian solution of the vertical band is then written in an extremely compact form27:
Tˆa,s = q
[+a]
(2−s) ∧ p[−a](2+s) . (4.14)
The Wronskian ansatz (4.14) gives the formal general solution of Hirota equation in the vertical
B(4) shown in figure 7. Further restrictions on the underlying q’s are needed to ensure that the Z4
properties are satisfied, as well as the other analyticity properties listed in section 3.8. Moreover, for
simplicity we consider the LR-symmetric states only28 and hence an additional, LR wing exchange
symmetry is imposed:
Tˆa,−s = Tˆa,s . (4.15)
In appendix D we study all these conditions in detail. For the moment let us notice that from
(3.45),(4.7) we have Tˆa,2 = Tˆ2,a = Tˆ2,a = Tˆ[+a]1,1 Tˆ
[−a]
1,1 and Tˆa,2 = Tˆa,−2. Therefore we can set
q∅ = p(4) = p∅ = q(4) = Tˆ1,1 , (4.16)
by making appropriate transformations (4.4).
After that we still have a residual sl(4) symmetry (4.3). As we prove in appendix D.8, this
symmetry can be partially used to choose q-s and p-s satisfying the following relations:
q123 = q1 = −p¯134 = −p¯3, q124 = q2 = p¯234 = p¯4,
q134 = q3 = −p¯123 = −p¯1, q234 = q4 = p¯124 = p¯2. (4.17)
As a consequence of (4.17) we also get
q12 = p¯34, q13 = p¯13, q14 = −p¯23, q23 = −p¯14, q24 = p¯24, q34 = p¯12 . (4.18)
With these identifications, we obtain from (4.14) an explicitly real and LR-symmetric parameterization
[18]:
Tˆa,±1 = q
[+a]
1 q¯
[−a]
2 + q
[+a]
2 q¯
[−a]
1 + q
[+a]
3 q¯
[−a]
4 + q
[+a]
4 q¯
[−a]
3 , (4.19)
Tˆa,0 = q
[+a]
12 q¯
[−a]
12 + q
[+a]
34 q¯
[−a]
34 − q[+a]14 q¯[−a]14 − q[+a]23 q¯[−a]23 − q[+a]13 q¯[−a]24 − q[+a]24 q¯[−a]13 .
One may wonder whether the Wronskian solution (4.14) possesses a finite cut structure for the
Q-functions, as it was the case for the right band. We performed a detailed analysis of this question
in appendix D and came to the conclusion that unfortunately at least some of Q-functions should
have infinite number of cuts. However, we were able to show that there is a choice of Q-functions
such that q(k) is analytic in the upper half-plane above Z−1+|k−2| and p(k) is analytic in the lower
half-plane below Z1−|k−2|, where the Z-cuts are absent. This analyticity condition fixes a part of the
sl(4) symmetry. It can be shown that the transformations (4.3, 4.4a, 4.4b) used to enforce (4.17) do
not spoil this analyticity condition, so that we can impose that (4.17) holds for Q-functions such that
q(k) is analytic in the upper half-plane above Z−1+|k−2|. In the rest of the paper we stick to this
analytic choice of the Q-functions.
A nice property of the relations (4.17), especially important for the numerical applications, is
that for the large volume L the terms in the Wronskian formulas (4.19) are well distinguished by their
magnitude: the first two terms in Ta,±1 are of the order one whether as the other two are exponentially
27In this section we systematically remove hats over q-s and p-s for convenience, however we consider them as functions
with short cuts.
28This includes in particular all sl(2) and su(2) states, and many more.
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small w.r.t. the length L. Similarly, the first term in Ta,0 is of the order 1 whether as the other are
exponentially suppressed.
Let us show that it is enough to know q1,q2,q12 to restore unambiguously all the q-functions
of the upper band. For that we use the Plu¨cker relations which follow from (4.14) and are explicitly
given in [18, 20, 36]:
q∅qij = q
+
i q
−
j − q+j q−i , (4.20)
qijkqi = q
+
ijq
−
ik − q+ikq−ij . (4.21)
Reconstruction of the rest of q functions goes as follows:
• From (4.20) with ij = 12 one finds
q∅ =
q+1 q
−
2 − q+2 q−1
q12
. (4.22)
• Relations (4.21) for ijk = 123, 124, 213 and 214 can be explicitly written in view of (4.17) as
q21 = q
+
12q
−
13 − q+13q−12, (4.23)
q1q2 = q
+
12q
−
14 − q+14q−12 = q+12q−23 − q+23q−12, (4.24)
q22 = q
+
12q
−
24 − q+24q−12. (4.25)
We can unambiguously and explicitly define q13, q14, q23 and q24 through q1,q2,q12 using their
regularity above Z−1, by inverting the linear difference operators in these Plu¨cker relations. Note
that q14 = q23.
• Similarly, the relations (4.20) for ij = 13 and 14 define q3 and q4.
• Finally, the relation (4.21) for ijk = 134 fixes q34.
Let us summarize the analyticity properties of the Q-functions introduced in the previous section:
q1,q2 are regular above Z0 and q12 is regular above Z−1. A simple inspection of relations (4.20) and
(4.21) shows that this automatically ensures the correct analyticity of all the rest of q-functions, and,
consequently, of all T-functions of the upper band: q∅ is regular above Z1, qi are regular above Z0
and qij are regular above Z−1.
5 Finite set of equations
In the previous section we managed to parameterize the T-functions of all three bands of the T-
hook by Wronskian determinants of the Q-functions and establish their symmetry and analyticity
properties. Here we will derive yet missing equations of the system FiNLIE gluing all three bands
together into the single T-hook by means of a few transition functions and constraining these functions
by their analyticity properties. The method will not appeal to the TBA equations but rather will be
based on the properties listed in section 3.8, from which the TBA equations also follow (as is shown
in appendix C). They look more fundamental and simple then the set of analyticity properties for
the construction of TBA from the Y-system given in [11] but their equivalence is demonstrated in
appendix C.
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5.1 Density parameterization of the upper band
In section 4.3 we explained how all the T-functions of the upper band can be written in terms of only
three independent functions: q1,q2 and q12. Let us now introduce a suitable parameterization for
them:
q1 = Uf
+f−, q2 = Uf+f−W, q12 = f2Q˜ , (5.1)
where Q˜ =
∏M
j=1(u − u˜j) is simply a polynomial of degree M containing all zeros of q12 29 and
normalized so that Q˜ = uM + . . ., whereas f, U,W are nontrivial functions. We see that this is indeed
just a parameterization which does not change the number of independent functions, and the roots
of the polynomial Q˜ encode (but are not equal to) the Bethe roots of an sl(2) state. One can think
about this parameterization as being a gauge transformation to a new gauge Ta,s = q
[+a]
(2−s) ∧ p[−a](2+s)
defined by
q∅ = U+U−f++f−−q∅, q = Uf+f−q, q(2) = f2q(2), q(3) =
f+f−
U
q(3), q(4) =
f++f−−
U+U−
q(4) (5.2)
so that:
q1 = 1 , q2 = W , q12 = Q˜ , q123 = U
2 . (5.3)
The T -functions and the T-functions are related as follows
Ta,s = Ta,s f
[a+s]f [a−s]f¯ [−a−s]f¯ [−a+s]
(
U [+a]U¯ [−a]
)[s]D
. (5.4)
In particular, one can see that the LR symmetry of Ta,s implies that
Ta,−1 = (U [+a]U¯ [−a])2Ta,1 . (5.5)
The Wronskian representation (4.19) becomes:
Ta,1 = W¯
[−a] +W [+a] + q[+a]3 q¯
[−a]
4 + q
[+a]
4 q¯
[−a]
3 , (5.6)
Ta,0 = q
[+a]
12 q¯
[−a]
12 + q
[+a]
34 q¯
[−a]
34 − q[+a]14 q¯[−a]14 − q[+a]23 q¯[−a]23 − q[+a]13 q¯[−a]24 − q[+a]24 q¯[−a]13 . (5.7)
Knowing the analytic structure of the functions (5.1) we can parameterize them in terms of spectral
densities with the support on R. Not only it is conceptually important for the reformulation of the
whole Y-system as a finite Riemann-Hilbert problem but it is also very convenient for the numerics.
First, as we see from (5.1) W = q1q2 and thus it should be regular in the upper half-plane. This
allows us to introduce the spectral representation for W . Defining a real function
ρ˜2 = W
[+0] + W¯ [−0] , (5.8)
for the states with two symmetric magnons we can write
W = −iu+K ∗ ρ˜2 , Imu > 0, (5.9)
W¯ = +iu−K ∗ ρ˜2 , Imu < 0. (5.10)
For the states with more than two magnons the linear polynomial −iu in W should be replaced by a
polynomial of degree M − 1 (see appendix B for more details).
29 In the large volume limit Q˜ coincides with the Baxter polynomial Q(u) =
∏M
j=1(u − uj). Recall that T0,0 =
q12q¯12 + subleading terms . The zeros u˜j of q12 are chosen in such a way that T0,0 has zeros at the positions of Bethe
roots uj . In the large volume limit u˜j = uj
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This function W used for parameterization of the upper band is a direct analog of the function
Qˆ1 parameterizing the right band and defined before in eqs.(3.7),(3.9) as
Qˆ1 = −iu+K ∗ˆ ρ . (5.11)
In the large volume limit, the densities ρ and ρ˜2 become semi-circle distributions with a finite support
on Ẑ0. At a finite volume ρ still has the same finite support whereas ρ˜2 becomes non-zero everywhere
on the real axis. However, if we define ρ2 ≡ ρ˜2 + q[+0]3 q¯[−0]4 + q[+0]4 q¯[−0]3 then the Z4 constraint Tˆ0,1 = 0
implies30 that ρ2 has a finite support, in complete analogy with ρ. In terms of this density W is
parameterized as follows:
W = −iu+K ∗ˆ ρ2 −K ∗ (q[+0]3 q¯[−0]4 + q[+0]4 q¯[−0]3 ) , Imu > 0 . (5.12)
Contribution from q3 and q4 vanishes for large volume and thus the parameterization (5.12) is very
handy for numerics.
Similar spectral representation can be written for f and U and thus we conclude that the spectral
problem reduces to a problem of finding a few densities as well as a few additional parameters, such
as the Bethe roots. In the next subsection we show however that the function f can be explicitly
excluded from the final FiNLIE. The further restrictions on the densities are due to the symmetries,
analyticity properties and the condition that the Hirota equation is satisfied not only inside the bands
but also in all nodes of the T-hook. In other words one should sew the three bands of the T-hook
together to close FiNLIE.
5.2 Closing the system of FiNLIE
In this subsection we show how the system of equations can be closed by sewing the T-hook from three
bands and imposing the analyticity properties discussed earlier.
5.2.1 Equation for f
The regularity of the Q-functions in a half-plane allowed us to write a spectral representation of W in
terms of a single density ρ2 (5.12). Here we will exploit the analyticity properties of U and f , which
follow from their relation to the Q-functions (5.1), to write the equations for fermionic Y-functions
Y1,±1, Y2,±2. Namely, we will use the fact that the functions U, f−, hˆ are regular in the upper half-
plane. Moreover, for a sufficiently large L (or sufficiently small coupling constant) these functions do
not have poles and zeroes in the upper half-plane and behave as a power of u at u → ∞, as one can
see from the asymptotic limit (see appendix B).
Considering a function
(
f−
f+
)2
we see from (5.4) that it can be written through T-functions of the
upper band and the fermionic Y-functions as follows:
B ≡
(
f−
f+
)2
=
T−0,0
T1,0
T1,0
T −0,0
=
1
Y1,1Y2,2
T1,0
T −0,0
. (5.13)
Moreover, due to the analyticity properties of f this function is analytic in the upper half-plane and
goes to 1 at infinity there. Also we assume (and our numerics seems to confirm it) that it has neither
zeros nor poles there. Thus one can construct a spectral representation for log B in the upper half-plane
log B = K ∗ ρb , Imu > 0, (5.14)
30 One can define ρ2(u) ≡ lim→+0 Tˆ,1(u). For u ∈ Zˇ0 the limit is zero since it is equal to Tˆ0,1 which must vanish
due to Z4. From (5.6) we get ρ2 = ρ˜2 + q
[+0]
3 q¯
[−0]
4 + q
[+0]
4 q¯
[−0]
3 .
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from its real part on the real axis
ρb(v) ≡ log B(v + i0)B(v − i0) =

log
T 21,0
T +0,0T
−
0,0Y
2
1,1Y
2
2,2
, |v| < 2g
log
T 21,0
Tˆ +0,0Tˆ
−
0,0
, |v| > 2g
. (5.15)
Alternatively, one can also reconstruct B
log B = K ∗ ηb , Imu > 0 (5.16)
from its imaginary part
ηb(v) ≡ log B(v + i0)
B(v − i0) =

log
T +0,0
T −0,0
, |v| < 2g
log
Tˆ +0,0
Tˆ −0,0
(
1
Y
[+0]
11 Y
[+0]
22
)2
, |v| > 2g
. (5.17)
Notice that in both representations (5.14),(5.16) the term log B(v − i0) does not contribute in the
r.h.s. We also used the fact that due to (3.1) log(Y1,1Y2,2) is real between the branch points ±2g and
is purely imaginary outside that interval.
The former representation has an advantage with respect to the latter one since ρb(v) tends to
zero faster than ηb when v → ±∞. This is because at large v B is asymptotically a phase31 as can be
seen from (5.13).
Since B is a simple combination of f ’s, one can determine f from the following finite difference
equation:
log(f−)2 − log(f+)2 = log B = K ∗ ρb . (5.18)
Keeping in mind that f should be regular in the upper half-plane we write the solution as follows
log f2 '
∞∑
n=1
K[2n−1] ∗ ρb . (5.19)
The sum in the r.h.s. is divergent, however the divergence is just an infinite constant which can be
regularized, as in (2.16), so that
log f2 = Ψ+ ∗ ρb , (5.20)
where the kernel Ψ is defined in (2.16). Note that in principle one can add a constant to the r.h.s.
of the previous equation. This however would change only the normalization of f and as a result the
normalization of T. We fix the normalization by (5.20).
5.2.2 Equations for Y1,1, Y2,2 and U
Equation for Y1,1Y2,2: To derive an equation for Y1,1Y2,2 we consider instead of (5.13)
log B˜(u) ≡ log B(u)√
4g2 − u2 . (5.21)
Again we will use the fact that due to (3.1) log(Y1,1Y2,2) is real between the branch points ±2g and
is purely imaginary outside that interval. Together with the square root the product Y1,1Y2,2 drops
31In (5.13), the factor T1,0 is real, Y11Y22 is a phase as soon as u > 2g and T1,0/T
−
0,0 approaches 1 at large values of
u.
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out from the imaginary part Im (log B˜) and therefore does not appear in the r.h.s. of the spectral
representation
log B˜ = K ∗ η˜b, Im(u) > 0 , (5.22)
where
η˜b = log
B˜
B˜
=

1√
4g2−v2 log
T +0,0
T −0,0
, |v| < 2g
i√
v−2g√v+2g log
T 21,0
Tˆ −0,0Tˆ
+
0,0
, |v| > 2g
. (5.23)
Inserting the definition of B˜ (5.13,5.21) into the l.h.s of (5.22) and shifting the contours of integration
in the integrals involving logT ±0,0 we obtain an equation for Y11Y22 expressing it through T1,0 and
T0,0 and the polynomial Q(u) =
∏M
j=1(u− uj) encoding the Bethe roots of the state:
log Y1,1Y2,2 = log
R(+)B(−)
R(−)B(+)
+ Z+0 ∗ log T1,0
Q+Q−
−Z1 ∗ log T0,0
Q2
, (5.24)
where the kernels are defined in section 2.2. This equation can be also obtained from the TBA
equations as is shown in appendix C.2. The derivation from TBA is an important check of our basic
analyticity assumptions in section 3.
Equation for Y1,1/Y2,2: Similarly to Y1,1Y2,2, we can derive a separate equation for the ratio
Y1,1/Y2,2. For that we construct a combination of T-functions which contains only U and f and
no conjugate quantities, namely
T1,0(T
−
1,1)
2
T−0,0(T2,1)2
=
(
U
U [2]
f [1]
f [3]
)2
T1,0(T
−
1,1)
2
T −0,0(T2,1)2
. (5.25)
Next, writing the ratio of the Y-functions in terms of T,
Y1,1
Y2,2
=
[
T1,0(T
−
1,1)
2
T−0,0(T2,1)2
]
(T1,2)
2
(T−1,1)2
, (5.26)
and using that, according to (3.45) and (3.22), T−1,1/T1,2 = − hˆhˆ[2] T
−
1,1/T1,2 we construct from here the
quantity
C =
(
U
U [2]
f [1]hˆ[2]
f [3]hˆ
)2
=
Y1,1
Y2,2
T −0,0
T1,0
(
T2,1
T1,2
T −1,1
T −1,1
)2
(5.27)
which is written completely in terms of functions analytic in the upper half-plane and approaching 1
at infinity. Its spectral representation is again straightforward:
log C = K ∗ ηc , Im(u) > 0 (5.28)
with the spectral density given by
ηc = log
C(u+ i0)
C¯(u− i0) = log
T −0,0
T +0,0
(
T +1,1
T +1,1
T −1,1
T −1,1
)2
. (5.29)
Here we use the reality of T-functions as well as the reality of log Y1,1/Y2,2 so that the Y-functions
again drop out from the density. Furthermore, we can get rid of the shift in arguments of the functions
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in the definition of the density by shifting the integration contours in (5.28). As before, one should be
careful with the singularities at the positions of Bethe roots. This gives
log
Y11
Y22
= log
T1,0
Q+Q−
( T1,2
T2,1
)2
− /K1 ∗ log T0,0
Q2
( T1,1
T1,1
)2
. (5.30)
This equation is also equivalent to the corresponding combination of TBA equations for fermionic
nodes as it is shown in appendix C.2. Note however that, as we see from (3.1), the functions Y1,1 and
1/Y2,2 are not independent but rather they are the values of the same function on two consecutive
Riemann sheets. So the ratio or the product of (5.24) and (5.30) are enough to fix any of them (up
to a sign).
Equation for U : One can find U from the left equality in (5.27). Again we get a finite difference
equation which can be solved up to a constant Λ as follows:
logU = log Λ + log
hˆ
f+
+
1
2
Ψ ∗ ρc . (5.31)
Similarly to (5.20), (5.31) is not sensitive to the choice between ηc = log
C(u+i0)
C¯(u−i0) and
ρc = log C(u+ i0)C¯(u− i0) which differ by a function holomorphic in the lower half-plane. Nu-
merically, it is more convenient to use ρc in (5.31) because it quickly decreases to zero when u→∞.
We fix the constant Λ in (E.21). The yet unknown function hˆ is determined below.
5.2.3 Equations for ρ and ρ2
From (3.13) and (3.16) we get an equation expressing the resolvent Gˆ, or equivalently, the density ρ
through the Y-functions Y11 and Y22
1 + 1/Y2,2
1 + Y1,1
=
(1 + /K+1 ∗ˆ ρ− 12ρ)(1 + /K−1 ∗ˆ ρ− 12ρ)
(1 + /K+1 ∗ˆ ρ+ 12ρ)(1 + /K−1 ∗ˆ ρ+ 12ρ)
, u ∈ Ẑ0 , (5.32)
where /K+1 ∗ˆ ρ denotes the principal part of the convolution along the interval [−2g, 2g]. Expressing ρ
from the terms without convolution in the r.h.s. of (5.32) we can easily determine ρ numerically, by
iterations, as a function of
1+1/Y2,2
1+Y1,1
.
To fix ρ2 we use a similar ratio of Y-functions which can be expressed only through the T-functions
of the upper band, namely
1 + Y2,2
1 + 1/Y1,1
=
T +2,2T
−
2,2
T3,2T
+
1,1T
−
1,1
, (5.33)
where each T-function can be expressed through q-functions according to (5.6)32. The explicit expres-
sion for the r.h.s. of (5.33) is similar to the r.h.s. of (5.32), up to the substitution ρ → ρ2 and to a
number of additional terms involving q3 and q4. As a consequence, ρ2 is expressed as a function of
1+Y2,2
1+1/Y1,1
and q3,q4. Note that q3 and q4 are relatively small and vanish in the large volume – the fact
which is important for our numerical iterative procedure described below.
32For instance, one gets T +1,1 = 1+ /K+1 ∗ˆ (ρ2−q[+0]3 q¯[−0]4 −q[+0]4 q¯[−0]3 )+ 12ρ2+(q
[+2]
3 − 12 q
[+0]
3 )q¯
[−0]
4 +(q
[+2]
4 − 12 q
[+0]
4 )q¯
[−0]
3 .
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5.2.4 Equation for hˆ
To obtain this last equation needed to complete our FiNLIE, we employ a couple of Hirota equations
in the T-gauge:
T+2,2T
−
2,2 = T3,2T1,2 + T2,1T2,3 , (5.34)
T+1,1T
−
1,1 = T1,0T1,2 + T2,1T0,1 . (5.35)
We notice that in this gauge T0,1 = 1, Tˆ2,s = Tˆ[+s]1,1 Tˆ
[−s]
1,1 , T3,2 = −F+T2,3, T1,0 = −Y1,1Y2,2F+ and
the magic and mirror functions are related for u ∈ Ẑ0 by T2,3 = Tˆ2,3, T2,2(u± i2 ) = Tˆ2,2(u± i2 ∓ i0),
T1,1(u± i2 ) = Tˆ1,1(u± i2 ∓ i0). Using all these properties and excluding T2,1 from both equations we
get
Tˆ[−1−0]1,1 Tˆ
[+1+0]
1,1 + F+T1,2 = Tˆ[−1+0]1,1 Tˆ[+1−0]1,1 + Y1,1Y2,2F+T1,2 , u ∈ Ẑ0. (5.36)
Inserting the explicit parameterization (3.17) Tˆ1,s = hˆ[+s]hˆ[−s](s+ Gˆ[+s]− Gˆ[−s]) we get the following
equation on hˆ:
hˆ(u+ i0)hˆ(u− i0) = F
+(1− Y1,1Y2,2)
ρ
, u ∈ Ẑ0 . (5.37)
We know that hˆ has only one Ẑ0-cut. Asymptotically, for large volume hˆ
2 behaves at large u
as u−L−2 (see appendix B), and hence the monodromy of hˆ2 should be trivial for the closed paths
surrounding its single Z-cut. This topological property is unlikely to be changed for a finite size and
therefore the large u behavior of hˆ should be the same as in the asymptotic limit. Moreover, since in
the asymptotic limit hˆ has no poles or zeroes we conclude that at least for sufficiently large but finite
L (or small but finite g) the discontinuity equation (5.37) uniquely fixes it as follows:
log hˆ = −L+ 2
2
log xˆ+ Z ∗ˆ log
(F+(1− Y1,1Y2,2)
ρ
)
. (5.38)
We remind that the function F = √T0,0 can be written in terms of Q-functions. Alternatively
we can use (3.41) to write it in terms of the Y-functions Y1,1, Y2,2 which is a very convenient equation
for numerics (see appendix E).
This concludes the derivation of FiNLIE for the exact anomalous dimensions of the sl(2) sector’s
symmetric states in AdS5/CFT4. Our derivation uses only the properties of T- and T-functions
summarized in section 3.8, which can be either derived from TBA integral equations or postulated,
from the explicit knowledge of large volume solution given in appendix B (weak coupling solution
is enough as well), and an assumption, which can be verified in every explicit computation, that
qualitative structure of poles and zeroes does not change if to compare with large volume expressions.
6 List of FiNLIEs
In this section we will collect together the results of previous sections into the full list of FiNLIE. To
make the formulas a bit more compact we will employ here exponential notations for the convolutions.
Namely, by definition, for any kernel Ξ and a function f we will define the exponential of convolution
as
f∗Ξ ≡ exp(Ξ ∗ log f). (6.1)
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The equation for Y1,1 ( obtained as a sum of (5.24) and (5.30)) now reads
33
Y1,1 = −
√
R(+)
R(−)
B(−)
R(+)
T1,2
T2,1
(
T1,0
Q+Q−
)1+∗ˇZ (
Q2
T0,0
)∗ 12 (Z1+K1)(T1,1
T1,1
)∗/K1
. (6.2)
The equation for Y2,2 is essentially the same since Y2,2 is simply the analytic continuation of Y1,1 under
the Z-cut: Y2,2(u+ i0) = 1/Y1,1(u− i0). The T -functions in the r.h.s. of (6.2) are given by
Tˆ1,s = s+Ks∗ˆρ (6.3)
and the equation for ρ in terms of Y1,1 and Y2,2 is
1 + 1/Y2,2
1 + Y1,1
=
(1 + /K+1 ∗ˆρ− 12ρ)(1 + /K−1 ∗ˆρ− 12ρ)
(1 + /K+1 ∗ˆρ+ 12ρ)(1 + /K−1 ∗ˆρ+ 12ρ)
, u ∈ [−2g, 2g] . (6.4)
The upper band T -functions are expressed through the q-functions and the LR wing exchange “gauge”
function U(u) using (5.6) and (5.5):
Ta,+1 = q
[+a]
1 q¯
[−a]
2 + q
[+a]
2 q¯
[−a]
1 + q
[+a]
3 q¯
[−a]
4 + q
[+a]
4 q¯
[−a]
3 , (6.5)
Ta,0 = q
[+a]
12 q¯
[−a]
12 + q
[+a]
34 q¯
[−a]
34 − q[+a]14 q¯[−a]14 − q[+a]23 q¯[−a]23 − q[+a]13 q¯[−a]24 − q[+a]24 q¯[−a]13 , (6.6)
Ta,−1 =
(
U [+a]U¯ [−a]
)2
Ta,1 , (6.7)
with all the q-functions being parameterized through a base of 5 of them:
q1 = 1, q2 = P +K ∗ ρ˜2 , q12 = Q˜ , q123 = U2 , q124 = U2q2 , (6.8)
where for the Konishi state we introduce two polynomials Q˜ = (u − u˜1)(u + u˜1), P = −iu.34 The
value of u˜1 is determined by the condition that T
+
1,0 should have zeroes at position of the Bethe roots.
The other q’s can be found through the set of Plu¨cker relations [20, 36]
q∅qij = q
+
i q
−
j − q+j q−i , (6.9)
qijkqi = q
+
ijq
−
ik − q+ikq−ij . (6.10)
The density ρ˜2 in (6.8) is represented as ρ˜2 = ρ2 − q[+0]3 q¯[−0]4 − q[+0]4 q¯[−0]3 , where ρ2 has a finite
support on Ẑ0 and the remainder is a small correction fixed from the consistency with (6.9) and (6.10).
ρ2 is then expressed through Y1,1 and Y2,2 as follows:
1 + Y2,2
1 + 1/Y1,1
=
T +2,2T
−
2,2T1,0
T +1,1T
−
1,1T3,2
, u ∈ [−2g, 2g] , (6.11)
where Ta,2 = q
[+a]
∅ q¯
[−a]
∅ .
The function U(u) is defined through (5.31) with the spectral densities expressed through Y- and
T-functions by means of (5.13),(5.20),(5.38):
U2 =
Λ2T −00
xˆL−2Y1,1Y2,2T1,0
(
1− Y1,1Y2,2
ρ/F+
) ∗ˆ 2Z ( T2,1T −1,1
Tˆ −1,1T1,2Y2,2
)∗2Ψ
, Imu > 0 (6.12)
33The overall minus sign in (6.2) is not visible from Y1,1Y2,2 and Y1,1/Y2,2. It is chosen so that Y1,1 and Y2,2 are
positive on [−2g, 2g]. The square root
√
4g2 − v2 in Z(u, v)∗ˇ is evaluated slightly above real axis.
34 For the case of more than two symmetric roots we expect these polynomials to be Q˜(u) =
∏M
j=1(u− u˜j), P (u) =
− iu
M−1
∏M−2
j=1 (u− vj)
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Figure 8: Algorithm for our FiNLIE implementation.
where Λ is defined by relations (E.20),(E.21).
The M Bethe roots are fixed by the exact Bethe equations which can be written as:(
xˆ−
xˆ+
)L+2
= −Y
+
2,2
Y −2,2
T +1,2
T −1,2
Tˆ [−2]1,1
Tˆ [+2]1,1
(
ρ/F+
1− Y1,1Y2,2
) ∗ˆ 2(Z+−Z−)
, at u = uj . (6.13)
In (6.12) and (6.13), F is obtained from (E.16) as
F = ΛF (Y1,1(v)Y2,2(v)) ∗ˇ
tanhpi(u−v)+sign(v)
2i
M∏
i=1
sinh(pi(u− ui)) , (6.14)
where ΛF is just a constant expressed as (E.18) in appendix E.4.
Finally, the energy of the state can be then found from the large u asymptotics of the product of
fermionic Y-functions:
log Y1,1Y2,2 =
iE
u
+O(1/u2) . (6.15)
7 Numerical implementation of FiNLIEs
Using the system of FiNLIE derived in the last two sections, the spectral problem can be solved
iteratively for the densities of the parameterization (3.16,5.1). We performed the numerical computa-
tions for the Konishi operator characterized by two symmetric Bethe roots u1 = −u2. We expect the
generalization to the other operators, with a larger number of roots, to be straightforward.
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Let us denote as X = (ρ, U,W, {u˜j}, {uj}) the set of parameters characterizing a solution which
we want to find numerically. It consists of two densities on a short Ẑ-cut (the density ρ defined in (3.9)
and the density ρ2 which parameterizes W as in (5.12)), one function U (which can be parameterized
from knowing only its value on the real axis35), a set of Bethe roots {ui}, and another set of roots
{u˜i} of the polynomial Q˜ from (5.1) ( for the Konishi state i = 1 or 2, u1 = u2 and u˜1 = −u˜2).
The numerical solution of the FiNLIE system is achieved using the fixed point approach: first,
the equations are put into a form X = F (X) which allows us to build a sequence of approximations
Xn+1 = F (Xn) converging to the exact solution. The solution is then reached by a large number of
iterations, each of them consisting of two main steps (see figure 8):
• On the first step, the T-functions and the fermionic Y-functions Y11, Y22 are computed for given
densities and Bethe roots:
1. The upper-band Q-functions are expressed in terms of U , W and Q˜ using the Plu¨cker
relations (6.9,6.10). It is clear indeed that (6.9,6.10) allow us to write all the Q-functions
in terms of the five functions given in (6.8), (by essentially the same steps as at the end of
section 4.3). Numerically, the main tricky point is to invert the difference equations: for
instance q13 is obtained from
U2
q1
2
q+12q
−
12
=
(
q13
q12
)−
−
(
q13
q12
)+
. (7.1)
The l.h.s. behaves as u−L−γ−2M when u  1, hence q13q12 =
∑
k≥0
(
U2 q1
2
q+12q
−
12
)[2k+1]
, where
the sum converges very fast. It is also possible to rewrite this equation as an integral
equation, similarly to (5.19). At the end of this first step, once all these Q-functions are
obtained, one computes T ’s using the equations (6.5-6.7);
2. The right band T -functions are expressed in terms of ρ, using (6.3);
3. Then it is possible to compute Y1,1 and Y2,2 using equations (5.24,5.30). To do this, we use
the T -functions, the T -functions, and the position of Bethe roots.
• On the second step, the set of parametersX is expressed from these T-functions and the fermionic
Y-functions:
4. First, u˜j is obtained by the requirement that T1,0(uj + i/2) = 0;
5. Then the density ρ is extracted from Y11 and Y22 using (6.4). In the same way W is
extracted from Y11 and Y22 using (6.11);
6. The function U is then found from (6.12), with F fixed from (6.14);
7. Eq. (6.13) is used to express the positions of the Bethe roots {uj}.
Finally, for the initialization point X0 one can either use the asymptotic solution, which works
perfectly for small g’s, or extrapolate X from smaller values of g.
Numerical results: Our, rather preliminary, numerical realization of FiNLIE’s gives for the Konishi
state the results written in table 3.
35The large-u behavior of U is given by U ∼ u(−L−γ)/2 (see (B.18) and the discussion at the end of appendix B),
allows us to write a Cauchy-kernel representation for it as follows
U2 = − 1
xˆL+γ−1
1
2pii
∫ +∞
−∞
ρU (v)
u− v dv , where ρU (u) = 2 Re
(
U2 · xˆL+γ−1
)
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g EABA ETBA [22] EFiNLIE numerical error
0.25 4.6154 4.6147 4.615(7) 10−3
0.5 5.7362 5.7120 5.712(9) 10−3
1 7.7285 7.6044 7.60(53) 10−3
1.6 9.5749 9.3874 9.38(23) 5 · 10−3
Table 3: Numerical energy of the Konishi state, for a few values of the coupling constant g. The
outcome of our FiNLIE iterations is compared to the previous TBA-iterations [22] and to the prediction
of the Asymptotic Bethe Ansatz (ABA).
These results are in perfect agreement with earlier numerical study, using TBA approach, of the
Konishi state [22] (confirmed by a similar numerical study of TBA in [25]): when g ≤ 1, the numerical
precision is essentially the same as in [22].
For a given state which we take as Konishi state here, our numerics showed the convergence of the
algorithm36 to the exact solution of all the above-written equations, and this solution coincides with
the previous numerical studies from the original TBA equations. We notice however that numerically
it is more efficient to use the old exact Bethe equation derived in [7] rather then (6.13).
In figure 9 we can see that the Y-functions Ya,0, Y1,1 and Y2,2 obtained from FiNLIE iterations
(dots) coincide with a good precision with the data of TBA-iterations (solid curve). We can also see
a sensible deviation from the asymptotic limit of these Y-functions (dashed curve).
For Konishi state, the plots of various densities resulting from the iteration procedure are presented
in figure 10. The densities ρ, ρ2 and ρU (black curve) are compared to their asymptotic values
(B.5), (B.13), (B.20) (dashed gray curve). We see that at g = 1.6, the densities are already quite
different from their asymptotic value. In particular, figure 10b shows that the density ρ2 sensibly
deviates from its asymptotic semi-circle shape.
In conclusion, our preliminary numerical results confirm the validity of our FiNLIE system. We
plan to improve the precision and speed of our numerical procedure in the near future.
8 Conclusions
In this paper we have shown that using the integrable Hirota dynamics, together with a few relatively
simple and natural assumptions about the analyticity properties of T-functions (parameterizing the Y-
functions) we can transform the AdS5/CFT4 Y-system into a finite set of non-linear integral equations
(FiNLIE).
Our FiNLIE remotely resembles, at least in spirit, the famous Destri-de Vega equations known in
the literature for some other 2D QFT’s. But the method of derivation, first proposed in the context
of the SU(N) principal chiral field (PCF) in [4], is conceptually very much different from the original
approach of Destri and de Vega37. The relation between two approaches still needs to be clarified,
though some interesting results on this way are obtained for the principal chiral field model in [43]. It is
relatively easy to formally solve the integrable Hirota equations in T-hook in terms of a few “boundary”
functions, which is done by means of the Wronskian determinant formulas [18, 35]. However, it is much
36For Konishi state, it is checked numerically at least in the range 0 ≤ g ≤ 2.
37though the resulting equations can be identical in some simplest cases, like Sine-Gordon or Gross-Neveu models, see
[4].
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Figure 9: Numerical Y-functions for Konishi state at g=1.6 : The Y-functions obtained from
FiNLIE iterations (dots) are compared to the outcome of TBA-iterations [22] (solid lines) and to the
ABA expression (dashed lines). The figure 9a shows Y1,0 (black), Y2,0 (blue), Y3,0 (green), Y4,0 (red)
and Y5,0 (violet), while the figure 9b shows Y1,1 (green) and its continuation 1/Y2,2 (blue).
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Figure 10: Numerical densities obtained for Konishi state by our FiNLIE algorithm:
In figure (a) the density ρ describing the right band is plotted (black curve) and compared to its
asymptotic expression (B.5, dashed gray curve). The same comparison is presented in figure (b) for
−ρ2 and in figure (c) for ρU .
more difficult to establish the right analyticity properties of those functions: asymptotic conditions,
analyticity strips, analytic continuation through Z-cuts present in all T-functions, etc., and thus fix
the full physical solution.
As for the case of the PCF, we observe that the analytic properties of T-functions can be reasonably
simple (i.e. exhibiting well established analyticity strips) only in a well chosen gauge which is different
for right, left and upper bands of the T-hook.
Our fundamental observation, mentioned already in [18] but clearly understood and employed only
in the current paper, is the fact that the Z4 symmetry of the string coset model, explicit in the classical
system, can be promoted to the quantum level as a symmetry under the analytic continuation of the
T-functions w.r.t. their representational indices (a, s). For a given T-function, this is only possible
on a certain sheet of the Riemann surface having only short Z-cuts. We call it the magic sheet.
The Z4 symmetry, the quantum analogue of unimodularity (quantum determinant = 1), and a few
other natural assumptions allow us to fix the analytic properties of each T-function in the appropriate
gauge, as well as the transitional gauge functions relating T’s for three different bands of the T-hook.
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Only then, knowing the whole structure of all T-functions, we have enough of analyticity input not
only to parameterize all T-functions and the gauge transition functions but also to constrain them by
additional Riemann-Hilbert-type equations, thus closing the whole system of FiNLIE.
Our system of FiNLIE (summarized in section 6) shows that we achieved our conceptual goal of
getting a finite system of equations out of a set of analyticity properties of T-functions. Probably
the actual realization is still perfectible and we only begin to see the hidden “simplicity” of the whole
problem. It is even conceivable that there exists a “quantum spectral curve” of an infinite genus, with
infinite number of sheets connected by Z-cuts, uniformizing the analytic structure of all basic functions
(presumably Q-functions) of the model at once.
We also demonstrated here that our FiNLIE is a useful tool for the computation of the spec-
trum. Our first, preliminary numerical implementation of the FiNLIE (which, with a certain effort,
can be certainly improved in efficiency and precision) allows to check that, within reasonable error
margins, our numerics reproduces the known results [22], thus perfectly confirming the correctness of
our FiNLIE. We also proved here the equivalence of our FiNLIE to the TBA equations of [14–16, 22]
analytically (the paper [11] was especially useful for that).
Our method rendering a finite system of equations for the AdS/CFT spectrum can be certainly
generalized to any state of the model but the details for the other states still have to be worked out.
We also hope that our FiNLIE will allow in the nearest future an efficient way for constructing the
systematic weak coupling expansion. It will be more difficult to do the same for the strong coupling,
thus making it possible an efficient higher loop calculation in the string sigma model, but our FiNLIE
could hopefully provide us with some clues also for that. It is especially important in view of recent
analytic results obtained by a very different method at strong coupling [44–48]. Indeed FiNLIE, unlike
the TBA, provides an extensive knowledge about the analytic properties of underlying functions on
the whole magic sheet. It should be also easier now to attack another important limit of the theory
— the BFKL approximation. Hopefully FiNLIE will allow to re-derive the known leading [49] and
next-to-leading [50] BFKL approximation for N=4 SYM and to attempt a systematic study of this
expansion in N=4 SYM. Another important quantity which would be interesting to compute is the
“slope function”, the exact form of which was conjectured recently in [51].
Finally, we hope that our result will bring us closer to the understanding of the mystery of the
AdS/CFT correspondence. At least in technical terms, due to FiNLIE the gap between two sides of
duality seems to be much narrower now than before. But an important ingredient – a derivation of
the Y-system and of FiNLIE from the first principles, i.e. directly from both the string sigma-model
and the N=4 SYM theory – is still missing.
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A Z4 symmetry and strong coupling limit
In this appendix we remind the classical Z4 symmetry of the string coset at strong coupling and
motivate its quantum generalization given in the main text.
We know from the group theoretical analysis of finite gap solutions for the superstring on
PSU(2,2|4)
Sp(2,2)×Sp(4) coset [17, 52] that in the classical limit our T-functions become characters, explicitly
written in [18] (see eqs. (4.12-21) there), in the highest weight unitary irreps as of PSU(2, 2|4):
Ta,s = tra,sΩ(u) , (A.1)
where Ω(u) is the classical monodromy matrix with the eigenvalues (µ1, µ2, µ3, µ4|λ1, λ2, λ3, λ4). Note
that this identification was made in [18] in the mirror sheet and the expression (A.1) should be con-
sidered in the mirror kinematics. The classical monodromy matrix as a function of spectral parameter
u has only one large cut (−∞,−2g] ∪ [+2g,+∞) with an essential singularity at the branch points
u = ±2g.
The Z4-symmetry of the coset sigma model [24] imposes the following relations among the eigen-
values [23]:
µ1(u) = 1/µ2(u
γ), µ3(u) = 1/µ4(u
γ), λ1(u) = 1/λ2(u
γ), λ3(u) = 1/λ4(u
γ) . (A.2)
Here we denote by f(uγ) the result of the analytic continuation of a function f following the full circle
around the branch point u = 2g along a path avoiding square root cuts of a finite gap solution which
are present in the eigenvalues but are absent in the monodromy matrix38.
For classical T-functions, or characters, given by the formula (2.19) of [17] the property (A.2)
implies the following symmetry{
Ta,s(u) = (−1)sTa,−ŝ(uγ), if |s| ≥ a
Ta,s(u) = (−1)aT−â,s(uγ), if a ≥ |s| , (A.3)
where the functions Ta,−ŝ represent the analytic continuations of the functions Ta,s with respect to
the argument s from the values s > a. Ta,−ŝ should not be confused with Ta,−s entering the Hirota
equation (1.1) on the T-hook. T−â,s(u) is also simply the analytic continuation of Ta,s(u) from a > |s|
to negative a.
The classical limit has a rather degenerate analytic structure w.r.t. the full quantum case, with the
eigenvalues (and hence the T-functions) having only two branch points at ±2g. In the full quantum
case, we have, a priori, an infinite system of branch points, at u = ±2g ± i( |a−|s||+12 + n), n =
0, 1, 2, 3, . . .. At strong coupling g → ∞ there is no way to distinguish between the branch points
with different n’s. Hence, the quantum version of (A.3) is potentially ambiguous. However, discussed
in this paper analytic properties of Q-functions give a natural suggestion how the proper quantum
version should look like.
Let us consider the right-band T-functions and use the Wronskian parameterization for them, e.g.
T1,s = q
[+s]
1 p
[−s]
2 −q[+s]2 p[−s]1 . The transformation Ta,s → Ta,−ŝ simply becomes the shift of the spectral
parameter39 u in the mirror kinematics: q
[+s]
i → q[−s]i , p[−s]i → p[+s]i . Now we consider only q-s and
note that combination of the shift with analytical continuation uγ clockwise is nothing but the shift
q
[+s]
i → q[−s]i avoiding the short cut [−2g, 2g], see figure 11. The same observation holds for p-s if the
38these cuts may be interpreted as a condensate of Bethe roots.
39Note that for q-functions such a shift is not negligible, even in the character limit.
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Figure 11: Equivalent representations of transformation of q-functions following from
(A.3)
continuation uγ is made counterclockwise40. Therefore (A.3) for the horizontal band is reformulated
as:
Ta,s(u) = (−1)aTˆa,−s(u), (A.4)
where Tˆa,−s is defined by the Wronskian ansatz for the right band considered at −s and with all shifts
of q- and p-functions avoiding the short cut.
Generically, Q-functions on the quantum level have infinite number of cuts, which makes the above
arguments very ambiguous. However, in the T-gauge we know that the Q-functions can be chosen
to have only one short cut. This makes the T-gauge (and any other gauge with only two short cuts)
more suitable for the generalization of (A.4) to the quantum case. That is probably why one gets
(3.46c). A similar analysis for the upper band is more tricky. However, in appendix C.4 we show that
upper-band Z4 symmetry can be derived from the right-band Z4 symmetry.
The outcome of our observations is that the quantum Z4 symmetry (3.44c) and (3.46c) is the
most natural generalization of the classical Z4 symmetry of the string sigma model on PSU(2,2|4)SO(1,5)×S)(6)
coset. However, we should note that it still remains to be proven that the generalization we propose
actually reduces to the classical Z4 symmetry in the strong coupling limit. One should carefully
analyze the possibility of interchanging the order of making analytical continuation and taking the
strong coupling limit. Also note that in the quantum version we use two different gauges for the upper
and the right band to formulate the Z4 invariance, whereas in the classical case they should coincide
up to a constant for |Re (u)| < 2g. This effect is accounted by the i-periodic function F relating two
gauges which in the scaling regime used for the classical approximation is indeed approximated by a
constant for |Re (u)| < 2g.
B Large volume asymptotics
The asymptotic large L solution of the Y-system is used in this work as a starting point for the iterative
numerical solution of FiNLIE. The positions of cuts/poles/zeroes and the large u expansion for the
asymptotic solution are explicitly known. We use this information to deduce the qualitative structure
of cuts/poles/zeroes and to derive the large u expansion of the exact solution.
We consider only the sl(2) sector, hence all the Bethe roots are expected to be real. We also
study here for simplicity only symmetric configurations of these roots, i.e uk = −uM−k with an even
40There is no apparent contradiction in using the opposite directions of γ for continuation of q and p and the same
direction for continuation in (A.3). The reason is that γ defines a monodromy of order 2 as it follows from (A.2).
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number of roots M . Some of the formulae written below are simplified by using these assumptions. In
particular, the vanishing of the total momentum is already satisfied due to the relation41
∏
k
x+k
x−k
= 1.
It is useful to define the following functions
P =
(−1)M/2
2
(B(+)R(−) +B(−)R(+)) , S =
(−1)M/2
2
(B(+)R(−) −B(−)R(+)) . (B.1)
Note that P = uM + . . . is a polynomial in u, and S is a polynomial times pure square root.
B.1 Right band
An expression for the large volume limit of T-functions was presented in [7]. On can check that up to
a gauge transformation this expression for the case of the right band is equivalent to:
Tˆ1,s = CT
(
s+
1
2
1 + Φˆ[+s]
1− Φˆ[+s] −
1
2
1 + Φˆ[−s]
1− Φˆ[−s]
)
, CT =
γas
γas + 2
, (B.2)
where γas is the asymptotic value of the anomalous dimension and Φˆ = (−1)M/2 Bˆ(+)Bˆ(−) is defined as a
function with short Z-cut. The normalization constant CT is chosen so that Tˆ1,s → s, u → ∞. For
configurations of the Bethe roots without poles in the analyticity strip of Tˆ1,s one can write a spectral
representation for Tˆ1,s:
Tˆ1,s = s+Ks ∗ˆ ρ . (B.3)
The density ρ is given by:
ρ = CT
Φˆ[+0] − Φˆ[−0]
(1− Φˆ[+0])(1− Φˆ[−0]) = CT
2S
Q+ +Q− − 2P , u ∈ Ẑ0 . (B.4)
The above expressions give indeed the large volume limit in the T -gauge introduced in section 3. One
can see that the denominator in the rightmost expression of (B.4) is a polynomial of degree M − 2.
For the case of two symmetric magnons (M = 2) (B.4) simplifies to
ρ = 4
√
4g2 − u2
γas + 4
=
x− 1/x
x+1 − x−1
(B.5)
and (B.2) simplifies to
Tˆ1,s = s− 1/xˆ
[s] − 1/xˆ[−s]
x+1 − x−1
, (B.6)
where we choose u1 = −u2 > 0.
B.2 Upper band
For two symmetric magnons there is an expression for the T-functions in the T -gauge which is very
similar to (B.6):
Tˆa,1(u) = a− 1/xˆ
[a] − 1/xˆ[−a]
1/x+1 − 1/x−1
. (B.7)
41In the generic case the momentum is given by (2.9).
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In this form it is easy to see that T1,1(uj) = 0. For general M the asymptotic expressions for the
T -gauge can be read off from the Wronskian parameterization in [18]. The explicit asymptotic values
of our basis of Q-functions look as follows:
q1 = 1 , Wˆ = q2 = CT
(
M− Sˆ
)
, q12 = Q˜ = Q . (B.8)
Here CT =
4
γas(γas+2)
and M is a polynomial solution of the following equation:
M+ −M− = 2Q− P+ − P− . (B.9)
The additive constant cannot be fixed from (B.9) but it is irrelevant due to the H-symmetry (4.3). A
convenient choice for this constant is given below.
In the leading large volume approximation the T-functions in the T -gauge are given by
Tˆa,1 = Wˆ
[+a] − Wˆ [−a] , Tˆa,0 = Q[+a]Q[−a] , Tˆa,2 =
Tˆ
[+a]
1,1 Tˆ
[−a]
1,1
Q[+a]Q[−a]
. (B.10)
One can see that
Tˆ1,1(uj) = 0 , (B.11)
so the poles in the denominator of Tˆa,2 cancel. The normalization constant CT introduced in (B.8)
is chosen so that Ta,1 = a uM−2 + . . . for large u.
Since W has no poles and for large u it behaves as au
M−1
i(M−1) one can construct the following spectral
representation:
Wˆ = PM−1 +K ∗ˆ ρ2 , ρ2 = −2CT S , (B.12)
where the zeros of the polynomial PM−1 = − iM−1u
∏M−2
j=1 (u− vj) are fixed by condition (B.11). Note
that we used a freedom in the choice of the additive constant of M to constrain the form of PM−1.
For M = 2 we get simply
Wˆ = −iu− 1/xˆ
1/x+1 − 1/x−1
, ρ2 =
x− 1/x
1/x+1 − 1/x−1
. (B.13)
Expression for U : Comparing
Ya,0 =
Tˆ 2a,1(U
[+a]U¯ [−a])2
Tˆa+1,0Tˆa−1,0
, Imu > a/2 (B.14)
to the asymptotic expression for Ya,0 in [7] we find
U(u) =
e+iΛU√
CT
B(−)(u)
V (u)
xL/2(u)
, Imu > 0 , (B.15)
U¯(u) =
e−iΛU√
CT
R(+)(u)
xL/2(u)
V (u)
, Imu < 0 , (B.16)
where ΛU is a real number and V is a solution to the equation
V +
V −
=
B(+)+
B(−)+
M∏
k=1
σBES(u, uk) =
(
B(−)+
B(−)−
M∏
k=1
σmirr(u, uk)
)−1
. (B.17)
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The function σmirr first time appeared in [15, 53] and was later identified in [34, 54] with solution of
the mirror crossing equation. It has a particularly nice behavior under fusion: σ(u, v)[a]D as a function
of u has only two cuts, Zˇa and Zˇ−a, on the mirror sheet. As a consequence, V has only one cut, Zˇ0, on
the mirror sheet. From integral representations for σmirr given in [15] or [34] one derives the following
explicit expression for V :
V (u) =
M∏
k=1
exp
(
2∑
i=0
χi
(
u, uk +
i
2
)
− χi
(
u, uk − i
2
))
,
χ0(u, v) = − ig
y
log x,
χ1(u, v) = −
(∫ −1
−∞
+
∫ ∞
1
)
dz
2pii
(
1
z − x −
1
z − 1x
)
log
(
1− 1
z y
)
,
χ2(u, v) =
∫ ∞
2g
dω
2pi
x− 1x
xω − 1xω
∫ 2g
−2g
dq
1
e2pi(q+ω) − 1
(
1
ω − u log
(
1 +
xq
y
1 + 1xq y
)
+
1
ω + u
log
(
1− 1xq y
1− xqy
))
,
where x = x(u), y = xˆ(v), xω = xˆ(ω), xq = x(q).
Note that log V is a purely imaginary function in the mirror kinematics (which is consistent with
(B.15)). The large u behavior of V is defined solely by χ0. One gets log V ' −γ2 log u which implies
logU ' −L+ γ
2
log u , u→∞+ i0 . (B.18)
Asymptotics of hˆ: The large volume expression for hˆ is rather complicated. However, we would
need only the large u asymptotics of this expression. From the condition Ta,2 = T2,a one can relate
hˆ to the other, already known functions:
hˆ+hˆ−Tˆ1,1 = eiCf++f−−U+U− Tˆ1,1
Q
, (B.19)
where C is some real number. One can see from (B.23) and (5.18) that f ∼ uγ/2 and thus from the
previous relation one has
hˆ2 ' f
2U2(W+ −W−)
Q
∼ u
γu−γ−LuM−2
uM
∼ u−L−2 (B.20)
or
hˆ ∼ u−L+22 . (B.21)
We expect that in a finite volume this asymptotic behavior remains unchanged, see discussion after
(5.37).
Some useful expressions: It is known that the product of fermionic Y-functions is very simple
Y1,1Y2,2 =
B(−)R(+)
B(+)R(−)
, (B.22)
so that from (5.13) one can easily determine the large volume expression for B :
B =
(
B(+)
B(−)
)2
. (B.23)
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The function F can be determined by its discontinuities and zeroes. By applying arguments of ap-
pendix E.3 to the large volume expression (B.22) one gets:
F2 = ΛF
∞∏
a=−∞
exp
(
2E
|2a−1|
)
Y
[2a−1]
1,1 Y
[2a−1]
2,2
. (B.24)
The exponential numerical factor in the numerator is needed to ensure the convergence and ΛF is a
normalization constant.
Large u behavior of exact quantities: Above we derived the large u behavior of different quanti-
ties in the large volume approximation. The result however remains the same at finite volume provided
that we use the exact value for the energy (2.9) and anomalous dimension. This was already shown for
Y1,1Y2,2 (see Eq. (3.40)) and for hˆ. Finite volume corrections also do not change the leading large u
term of Ta,s≥0 and Ta,s. Indeed, the magnitude of corrections in these quantities is defined by UαU¯−α
for some positive integer α which is smaller than (xˆ[+α]xˆ[−α])−L/2. From the definition (5.13) for B
and f we can now conclude that f ∼ uγ/2 and B ∼ 1 − iγu at any volume. Finally, we can invert
relation (B.20) to prove that (B.18) holds at any volume.
C Equivalence of FiNLIE to the TBA equations
The finite volume AdS/CFT spectrum problem was previously analyzed in the literature using an
infinite set of the TBA equations. These equations were proposed in [14–16], following the discovery
of the Y-system [7], and passed a number of important checks [17, 22, 25, 44–46, 52, 55–57]. It
is important to verify that FiNLIE is equivalent to the TBA equations and this is the goal of this
appendix. The TBA equations can be also viewed as a departing point to derive the properties of the
transfer matrices which we summarized in section 3.8. Alternatively, these properties were considered
there as the initial assumptions for the derivation of FiNLIE.
The TBA equations and the notations we use are the ones from [15, 22]. The papers [14, 16]
contain an equivalent set of TBA equations in different notations, but without the driving terms for
the excited states.
C.1 TBA for Y1,s and Ya,1
We start our analysis by the TBA equations for the right band:
log(Y1,n+1) =
∞∑
m=1
Kn,m ∗ log(1 + 1/Y1,m+1) +Kn∗ˆ log 1 + Y1,1
1 + 1/Y2,2
, n ≥ 1 , (C.1)
Kn,m =
(
D+2 −D−2) [n]D[m]DK , D = e i2∂u . (C.2)
The fusion operator [s]D is defined in section 2.2.
Now one replaces the Y-functions with a combination of the T-functions using 1 + 1/Y1,m =
T +1,mT −1,m
T1,m+1T1,m−1 . This leads to the chain cancellations of an infinite number of terms in the sums leaving
us only with a finite number of terms in the r.h.s of (C.1). We call this procedure “telescoping”42.
42The same kind of simplification was also used in [12, 13] under the name of “chaining relations”.
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Indeed, after the substitution of T-functions and the shifts of the contours of integration in the terms
containing log T ±1,m one gets:
Kn,m ∗ log(1 + 1/Y1,m+1) =
(D+2 −D−2)[n]D
( ∞∑
m=1
(D + D−1)[m]D −
∞∑
m=0
[m+1]D −
∞∑
m=2
[m−1]D
)
K ∗ log T1,m . (C.3)
(C.4)
Since (D + D−1)[m]D − [m+ 1]D − [m − 1]D = 0, all the terms in the infinite sums above cancel out
except the boundary ones. We therefore get:
∞∑
m=1
Kn,m ∗ log(1 + 1/Y1,m+1) = log(T1,n+2T1,n)− (Kn+1 +Kn−1) ∗ log(T1,1)
= log(T1,n+2T1,n)−Kn ∗ log(T [+1−0]1,1 T [−1+0]1,1 ). (C.5)
The formal manipulations that we made are valid only if the integration and summation can be
interchanged and only if the contours of integration do not hit poles or branch points when being
shifted. The T -gauge given by (6.3) enjoys these nice properties and that is why we used it for the
derivation of (C.5). Note that the r.h.s of (C.5) is not invariant under an arbitrary gauge transformation
while the l.h.s is; that is so because the telescoping procedure can be performed only in a specially
chosen gauge.
One can substitute Y1,n+1 =
T1,n+2T1,n
T2,n+1 at the l.h.s of the TBA equation (C.1). The numerator is
cancelled against log(T1,n+2T1,n) term in the telescoped expression (C.5). Therefore this TBA equation
is reduced to
− log(T2,n+1) = −Kn ∗ log(T [+1−0]1,1 T [−1+0]1,1 ) +Kn ∗ˆ log
1 + Y11
1 + 1/Y22
= −Kn ∗ log(T [+1−0]1,1 T [−1+0]1,1 ) +Kn ∗ˆ log
T2,3T +1,1T −1,1
T −2,2T +2,2
= −Kn∗ˇ log(Tˆ +1,1Tˆ −1,1) +Kn ∗ˆ log
T2,3
T −2,2T +2,2
. (C.6)
Using the representation (3.10) for T2,n+1 we get:
log(T2,n+1) = log(1 +G[n+2] −G[n]) + log(1 + G¯[−n−2] − G¯[−n])
= Kn ∗ log(1 +G[2] −G[+0])(1 + G¯[−2] − G¯[−0]) ≡ Kn ∗ log
T [+1−0]2,2 T [−1+0]2,2
T2,3 . (C.7)
Note that the expression in the argument of the log is equal to Tˆ2,1 for u > 2g and T
+
2,2T −2,2
T2,3 for u < 2g
so that (C.7) reduces to:
Kn∗ˇ log Tˆ2,1Tˆ +1,1Tˆ −1,1
= 0 . (C.8)
This equation should be valid everywhere on the real axis and for any positive integer n, which is only
possible if
Tˆ +1,1Tˆ −1,1 = Tˆ2,1. (C.9)
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From the Hirota equation for Tˆ1,1 we have Tˆ +1,1Tˆ −1,1 = Tˆ2,1 + Tˆ1,0Tˆ1,2, and consequently43
Tˆ1,0 = G[+0] + G¯[−0] = 0. (C.10)
We thus derived from the TBA equations the statement (3.15).
The derivation presented here can be reversed. Hence the set of TBA equations for Y1,s≥2 is equiv-
alent to the condition Tˆ1,0 = 0, with an additional assumption that T1,s ∈ As and with a large volume
asymptotics T1,s ∼ s +O(1/u). The condition of the absence of poles and zeroes in the “telescoping
strip”44 −1/2 < Im(u) < 1/2 is also needed, however it is relevant only because we consider here the
sl(2) sector. In case of a general state zeroes may be present in these T-functions and they should
lead to the appearance of additional driving terms in the TBA equation (C.1).
Equations for “pyramids”: Let us now consider the TBA equations for {a, 1} nodes of the T-hook:
log(Yn+1,1) = [n−1]D log B
(+)
B(−)
+ [n+1]D log
R(+)
R(−)
+Mn+1,m ∗ log(1 + Ym,0)
−Kn,m ∗ log(1 + Y1,m+1)−Kn ∗ˆ log
(
1 + Y1,1
1 + 1Y2,2
)
, n ≥ 1. (C.11)
Here and below the summation sign over the doubly repeated m from 1 to∞ is systematically omitted.
We want to perform the telescoping procedure similar to the one for the right band. For that it is
natural to use the T -gauge which has the simplest possible large u behavior. One should be especially
careful with the terms containing Ym,0 in the r.h.s. which have a complicated kernel
45. Moreover the
term with fermions does not have a form, which is easily expressible in terms of the T-functions of
the upper band. Both complications can be overcome at once by subtracting from (C.11) the TBA
equation for Y1,1 after applying to it Kn ∗:
Kn ∗
(
log Y1,1 = log
[
−R
(+)
R(−)
]
+R(0m) ∗ log(1 + Ym,0)−Km ∗ log 1 + Ym+1,1
1 + 1/Y1,m+1
)
.
The result of subtraction reads:
log Yn+1,1 = log
Q[+n+1]
Q[−n+1]
+K 6=n,m−1 log(1 + Ym,0)−Kn,m ∗ log(1 + Ym+1,1) +Kn ∗ˆ log
(
1 + Y2,2
1 + 1Y1,1
)
,
where K 6=n,m−1 = (D −D−1)[n]D[m]DK . (C.12)
Now one can perform the same steps as for the right band. The difference is that Ta,s functions
do contain zeroes inside the telescoping strip. However, the only fate of the residues coming from
these zeroes is to cancel the driving term log Q
[n+1]
Q[n−1] . Note that the driving term is definitely such only
for Konishi-like states at a sufficiently small coupling. In general this term may be more complicated
[22, 58]. In any case this term is constructed precisely in the way to cancel residues coming from the
contour shifts. Therefore the result of telescoping procedure is not sensible to the structure of the
43The property (C.10) can be equivalently reformulated in terms of Y-functions as Yˆ +1,2Yˆ
−
1,2 = (1 + Y1,3). The latter
equation was first time derived from the TBA system in [16], however the magic properties of the T -gauge following
from (C.10) were not discovered there.
44This is the strip in which the contours are shifted.
45we use the notations from [7]
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driving term and in this sense it is more universal than the TBA equations. In complete analogy with
the right band, the final equation we get for the upper band is:
Tˆ0,1 = 0. (C.13)
Again, the equivalence works in both directions: one can derive the set of TBA equations for Ya,1,
a > 1 from (C.13). The required assumption, in addition to (C.13), is the existence of the T -gauge
with Ta,s ∈ Aa−|s|+1 and a polynomial behavior at infinity.
C.2 TBA for Y1,1 and Y2,2
One can make the telescoping procedure for the TBA equations for Y1,1Y2,2 and Y1,1/Y2,2 and get
precisely the integral equations (5.24) and (5.25). We leave this exercise to a curious reader, while
here we will use the results of [11] for the derivation of equivalence between (5.24), (5.25) and the
TBA equations. In [11] it was shown that the fermionic vacuum TBA equations are a consequences
of the discontinuity conditions: TBA for Y1,1Y2,2 is equivalent to the discontinuity condition (1.7)
of [11] and the TBA for Y1,1/Y2,2 is equivalent to the discontinuity condition (F.5) in that paper
46.
The discontinuity conditions are proved to be correct also when the excited states are considered [13].
We will show now that these discontinuity conditions are equivalent to the analyticity of B and C
functions, in the upper half-plane — the essential property needed for the derivation of (5.24) and
(5.25), respectively.
TBA for the product of Y1,1 and Y2,2: The condition (1.7) of [11] is written in our notations as
disc
(
(log Y1,1Y2,2)
[+2n]
)
= −
n∑
a=1
disc
(
log(1 + Y
[2n−a]
a,0 )
)
, n ≥ 1 . (C.14)
We express 1+Ya,0 through the T-functions using 1+Ya,0 =
T +a,0T
−
a,0
Ta+1,0Ta−1,0
. Again, massive cancellations
occur in the sum and the final result is:
disc
(
(log Y1,1Y2,2)
[+2n]
)
= −disc
(
log
T
[2n]
1,0 T
[n−1]
n,0
T
[2n−1]
0,0 T
[n]
n+1,0
)
. (C.15)
moreover since T
[n−1]
n,0 and T
[n]
n+1,0 does not have a cut on the real axis we conclude that (C.15) is
precisely the condition of analyticity of B, defined in (5.13), in the upper half-plane. As we know, the
analyticity of B allows the construction of the gauge transformation f via (5.20), which then implies
existence of T as we show below. Let us consider then the LR-symmetric gauge Ta,s =
√
Ta,sTa,−s
and perform the following gauge transformation:
Ta,s = f
[a+s]f [a−s]f¯ [−a+s]f¯ [−a−s]Ta,s . (C.16)
Since f by construction is regular above Z−1, T-functions have the same analyticity strips as T -
functions. Moreover from (C.16) one can show that
T3,2T0,1
T2,3T
−
0,0
= 1 . (C.17)
46Though (F.5) is claimed in [11] to be a consequence of other discontinuity relations and Y-system equations, we
found that the derivation of this claim contains a logical gap, at least in the way it is presented. Therefore we consider
(F.5) as an independent requirement on the discontinuities of the Y-functions.
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Next, since T-functions are real by construction, the complex conjugate of (C.17) reads
T3,2T0,1
T2,3T
+
0,0
= 1.
This immediately implies T+0,0 = T
−
0,0 and T3,2 = T2,3, and thus the T-gauge is indeed the gauge
introduced in section 3 (Z4-symmetry in this gauge is shown below). We therefore arrive at the initial
assumptions that we used in the main text for derivation of regularity of B in the upper half-plane.
TBA for the ratio of Y1,1 and Y2,2: The TBA equation for the ratio can be reformulated as a
discontinuity equation (F.5) of [11]. In our notations it reads as
disc
(
2
∞∑
a=2
log
(
1 + Ya,1
1 + 1/Y1,a
)[2n+1−a]
−
∞∑
a=1
log (1 + Ya,0)
[2n−a] − log
(
Y2,2
Y1,1
)[2n])
= 0 .
After the substitutions 1 + Ya,s =
T +a,sT
−
a,s
Ta+1,sTa−1,s
, 1 + 1/Y1,a =
T +1,aT −1,a
T1,a+1T1,a−1 and the telescoping of the
sums we get
disc
(
2 log
T2,1
T1,2
T −1,1
T −1,1
− log T1,0
T −0,0
− log
(
Y2,2
Y1,1
))[2n]
= 0 . (C.18)
It easy to see that this equation is equivalent to the condition of regularity of C (5.27) in the upper
half-plane.
Again, the only assumption we used is the existence of a T -gauge with Ta,s ∈ As−a, s > a. Let
us show now that the T-gauge defined by (3.45) has the same analyticity strips as the T -gauge. For
that it is enough to show that the function h relating T- and T - gauges by
Ta,s = (h[+s]h¯[−s])[a]DTa,s (C.19)
is analytic in the upper half-plane. To show this, we note that from analyticity of C in the upper half-
plane and (5.27) it follows that h++/h is analytic in the upper half-plane. Therefore discontinuities
δ = ∆(log h[2n]), if non-zero, are the same for arbitrary n ≥ 1. Let us introduce an i-periodic function
P with ∆(logP) = δ. Then h′ ≡ h/P is analytic in the upper half-plane. From (h[+s]h¯[−s])[2]D =
T2,s/T2,s = T2,s/T2,s ∈ As−1 we conclude that 2∆(logPP¯) = 0 and hence we can choose P to be
such that PP¯ = 1. Therefore h[+s]h¯[−s] = h′[+s]h¯′[−s], i.e. we can always adjust h, by multiplying by
irrelevant i-periodic function, to be analytic in the upper half-plane.
C.3 TBA for Ya,0
It is again useful to start from the discontinuity condition (1.6) of [11, 13] instead of the equivalent
TBA equation for Ya,0. This condition reads in our notations as follows:
disc ( disc (log Y +1,0)
[2n]) = 2 disc
(
log
(
1 + Y
[2n]
1,1
)
+
∞∑
m=1
log(1 + Y
[2n−m]
m+1,1 )
)
− log Y1,1Y2,2,
n ≥ 1. Let us first compute disc (log Y +1,0). We use Y1,0 = T21,1T0,0T2,0 = T21,1T2,0 and T2,0 ∈ A3. Then
disc
(
log Y +1,0
)
= 2 disc
(
logT+1,1
)
= 2 logT+1,1/T˜
+
1,1, where T˜1,1 is defined as follows: It coincides with
T1,1 below i/2 and has a short Ẑ1 cut; all other cuts of T˜1,1 above Z1 are of the Zˇ-type (long).
After telescoping we get
disc log
(
T+1,1
T˜+1,1
T0,1
T+1,1
)[2n]
= − log Y1,1Y2,2 . (C.20)
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Now we use T0,1/T
+
1,1 = F+/T+1,1. Since the analyticity strips for T-gauge and the periodicity
of T0,0 ≡ F2 were already established (from TBA for Y1,1Y2,2) one can use (3.41), which is derived
indeed from the periodicity of T0,0 and the analyticity of T1,0. It states: discF [2n+1] = − log Y1,1Y2,2.
Therefore (C.20) simplifies to
disc log T˜[2n+1]1,1 = 0, n = 1,∞. (C.21)
This means that Tˆ1,1 has only two short cuts Ẑ±1, and is regular otherwise. This condition is also in
our list in section 2.2. In the previous subsection we showed that hˆ is analytic in the upper half-plane.
Since Tˆ1,1 = hˆ+
¯ˆ
h−Tˆ1,1 we see that hˆ has only one Zˆ0-cut and is regular elsewhere in the complex
plane.
Let us now show that hˆ can be chosen to be a real function. For that we use equation (5.37). It
was derived for real hˆ but this assumption can be relaxed in the derivation:
hˆ[+0]
¯ˆ
h[−0] =
F+(1− Y1,1Y2,2)
ρ
.
The r.h.s of this equation is regular on the real axis. Indeed, ρ = Gˆ[+0] − Gˆ[−0], hence it behaves
as a pure square root on the real axis. Since Y
[+0]
1,1 Y
[+0]
2,2 = 1/(Y
[−0]
1,1 Y
[−0]
2,2 ) and F [1+0]/F [1−0] =
1/(Y
[+0]
1,1 Y
[+0]
2,2 ), the numerator of the r.h.s also behaves as a pure square root on the real axis. Therefore
we conclude that hˆ[+0]
¯ˆ
h[−0] = hˆ[−0]¯ˆh[+0]. Hence ¯ˆh/hˆ is a function analytic everywhere. Its large u
behavior should be at most polynomial as it follows from the asymptotic solution, see (B.20). For the
asymptotic solution one can check the absence of poles/zeroes in
¯ˆ
h/hˆ and we assume that this is also
the case for the exact hˆ. Therefore
¯ˆ
h/hˆ should be a constant. It is always possible to redefine the
normalization of the T-gauge so that this constant is equal to one. Hence hˆ can be indeed chosen as
a real function.
C.4 Deriving Z4 invariance
Z4 invariance of the T-gauge: In section 3.4 we show that the condition Tˆ1,0 = 0 implies the
Z4 symmetry of Tˆa,s and only two magic Z-cuts for Tˆ1,s. As a consequence, Tˆ2,s is given by Tˆ2,s =
Tˆ [+s]1,1 Tˆ [−s]1,1 and hence it has only four magic Z-cuts. Using the reality of hˆ we see that Since T- and
T - gauges are related by (3.22), the Z4 symmetry of the T-gauge follows from the Z4 symmetry of the
T -gauge. Since hˆ has only one cut, the magic cut structure of the T -gauge is also preserved in the
T-gauge.
Z4 invariance of the T-gauge: The simplest is to derive Z4 symmetry on the border. Since
Ta,2 = T2,a = T2,a and T-gauge is Z4-symmetric, we get:
Tˆa,2 = Tˆ−a,2 . (C.22)
Moreover the TBA equations Y1,a imply (see (C.13))
Tˆ0,1 = 0 . (C.23)
Then, the followings equalities
Tˆ21,1
Tˆ0,0
1
Tˆ0,2
= Tˆ21,1
1
Tˆ2,0
= 1 (C.24)
and Hirota equation in the magic at the node (0, 1): Tˆ1,1Tˆ−1,1 + Tˆ0,0Tˆ0,2 = 0 imply that
Tˆ1,1 = −Tˆ−1,1. (C.25)
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Finally, consider u slightly above real axis with Re (u) > 2g, so that Fˆ− = F− = F+. Then:
T21,0
Tˆ+0,0Tˆ
−
0,0
=
(
T0,1Y1,1Y2,2
Fˆ+Fˆ−
)2
=
(
(F−)2
Fˆ+Fˆ−
Fˆ+
F+
)2
= 1. (C.26)
From the Hirota equation in the magic Tˆ+0,0Tˆ
−
0,0 = Tˆ1,0Tˆ−1,0 and (C.26) it follows that
Tˆ1,0 = Tˆ−1,0. (C.27)
Relation between Z4 symmetries in the right and upper bands: Let us show that the property
Tˆ0,1 = 0 can be obtained from the property Tˆ1,0 = 0 instead of the TBA equations for Y1,a. To see
this let us use that T1,1 = Tˆ1,1F . Then:
Tˆ+1,1Tˆ
−
1,1 = Tˆ
+
1,1Tˆ
−
1,1
Fˆ+
F+ (F
+Fˆ−). (C.28)
Let us consider this equation for Re (u) > 2g and slightly above the real axis. Now let us note that
F+ = Fˆ− =
√
T+0,0 =
√
T0,1 and log Fˆ+/F+ = −disc (F+) = log Y1,1Y2,2 = T1,0/T0,1. Since the
T-gauge is Z4-symmetric, Tˆ+1,1Tˆ
−
1,1 = Tˆ2,1. On the other hand, from (3.3), (3.45) and Hirota equations
in the magic one gets Tˆ2,1 = Tˆ1,2. Plugging these relations into (C.28) we get
Tˆ+1,1Tˆ
−
1,1 = Tˆ1,2Tˆ1,0. (C.29)
Since the full Hirota equation for Tˆ1,1 in the magic is Tˆ
+
1,1Tˆ
−
1,1 = Tˆ1,2Tˆ1,0 + Tˆ2,1Tˆ0,1 and Tˆ2,1 6= 0
we conclude that
Tˆ0,1 = 0 . (C.30)
Therefore we can derive equations (C.22),(C.23),(C.25) from the Z4 symmetry of the T-gauge.
Note that this derivation is reversible and we can use equations (C.22),(C.23),(C.25) as an input to
derive the Z4 symmetry of the T-gauge. Finally, (C.22),(C.23),(C.25),(C.27) is the only input needed
for the derivation of the formulae (D.8) from the next appendix that explicitly show that the generic
form of the Z4 symmetry (3.23) holds.
D Details of the Wronskian solution for the upper band
In this appendix, the Wronskian formalism of section 4 is applied to derive the analyticity properties
in the upper band. We also derive here the relation between various p- and q- functions and find a
basis of these functions where all the q-functions are analytic in the upper half-plane. We also show
that, unfortunately, there is no basis in which all q-functions of the upper band have a finite number
of Ẑ-cuts.
D.1 1/2-Baxter equations
The simplest Z4 condition Tˆ0,1 = 0 implies that the columns in the corresponding determinant (4.14)
are linearly dependent:
q = αp++ + β p + γ p−− , (D.1)
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where α, β, γ are some functions of the spectral parameter. We can easily determine these coefficients
by computing Tˆ±1,1 and Tˆ2,−1. For example47
Tˆ+1,1 = q
+ ∧ p−(3) = α+
p[+3] ∧ p+ ∧ p− ∧ p[−3]
p∅p
−−
∅
= α+Tˆ+1,2 ,
Tˆ−1,1 = q− ∧ p+(3) = γ−
p[−3] ∧ p[+3] ∧ p+ ∧ p−
p++∅ p∅
= −γ−Tˆ−1,2 , (D.2)
Tˆ2,−1 = q++(3) ∧ p−− = −q++(3) ∧
(
α
γ
p++ +
β
γ
p
)
= −α
γ
Tˆ++0,−1 −
β
γ
Tˆ+1,−1.
Therefore we get α = Tˆ−1,1/Tˆ1,2, γ = Tˆ
+
1,1/Tˆ1,2, β = −Tˆ2,1/Tˆ1,2. Analogously, from Tˆ0,−1 = 0 a
linear relation follows
p = αq++ + β q + γ q−− (D.3)
with the same α, β, γ due to the LR symmetry, and we get the following pair of “1/2-Baxter” equations:
Tˆ1,2 q + Tˆ2,1p = Tˆ
−
1,1p
++ + Tˆ+1,1p
−− ,
Tˆ1,2 p + Tˆ2,1q = Tˆ
−
1,1q
++ + Tˆ+1,1q
−− .
(D.4)
Excluding p (resp q) from these two equations we get a finite difference equation of the 4th order
on p (resp q) only, which has a form of the Baxter equation for the su(4) spin chain. In what follows,
we will make some important observations based on (D.4).
D.2 Periodic 2-forms
The sum and the difference of the 1/2-Baxter equations read
(Tˆ2,1 + Tˆ1,2)(q + p) = Tˆ
−
1,1(q + p)
++ + Tˆ+1,1(q + p)
−− ,
(Tˆ2,1 − Tˆ1,2)(q− p) = Tˆ−1,1(q− p)++ + Tˆ+1,1(q− p)−− .
(D.5)
These are the second order difference equations and thus the Wronskians τ± = (q±p)+∧(q±p)−/Tˆ1,1
should be i-periodic functions (playing the same role as constants for the differential equations). To
see this one can for instance multiply the first equation in (D.5) by (q + p)∧. The l.h.s. gives zero
whereas the r.h.s. gives precisely the condition of i-periodicity of τ+. It is convenient to introduce
instead of τ± their linear combinations ω =
τ++τ−
2 and χ =
τ+−τ−
2 :
ω =
1
Tˆ1,1
(q+ ∧ q− + p+ ∧ p−) , χ = 1
Tˆ1,1
(q+ ∧ p− + p+ ∧ q−) . (D.6)
These periodic 2-forms allow to relate p(3), q(3) and q, p:
q ∧ ω− = +p(3) , p ∧ ω− = +q(3) (D.7a)
q ∧ χ− = −q(3) , p ∧ χ− = −p(3) . (D.7b)
The derivation is straightforward. For example, using (D.1):
q ∧ ω− = q ∧ p ∧ p
−−
Tˆ−1,1
=
p++ ∧ p ∧ p−−
Tˆ1,2
= +p(3) ,
q ∧ χ− = q ∧ p ∧ q
−−
Tˆ−1,1
=
q ∧ q++ ∧ q−−
Tˆ1,2
= −q(3) .
47We remind here that, as discussed in section 4.3, the relation q∅ = q(4) = p∅ = p(4) = Tˆ1,1 holds.
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D.3 Expressions for T
Using the relations from the previous section we can exclude p from the expressions for T-functions
to get:
Tˆa,2 = q
[+a]
∅ q
[−a]
∅ , (D.8a)
Tˆa,1 = q
[+a] ∧ q[−a] ∧ ω[a−1] , (D.8b)
Tˆa,0 = −q[+a](2) ∧ q[−a](2) + F [+a]F [−a]. (D.8c)
Here is the derivation of the last, the most complicated formula. First, we notice that the Z4 symmetric
Hirota equation Tˆ+0,1Tˆ
−
0,1 = Tˆ0,0Tˆ0,2− Tˆ21,1 = 0 allows to substitute Tˆ1,1 with qˆ0
√
Tˆ0,0 = F q0. This
allows to rewrite the first equality in (D.6) as
ω =
1
F (q(2) + p(2)). (D.9)
Explicit calculation then gives:
Tˆa,0 = q
[+a]
(2) ∧ p[−a](2) = −q[+a](2) ∧ q[−a](2) + F [−a]q[+a](2) ∧ ω[±a] = −q[+a](2) ∧ q[−a](2) +
F [−a]
F [+a] q
[+a]
(2) ∧ p[+a](2)
= −q[+a](2) ∧ q[−a](2) +
F [−a]
F [+a] Tˆ
[+a]
0,0 = −q[+a](2) ∧ q[−a](2) + F [−a]F [+a] . (D.10)
The representations (D.8a), (D.8b) and (D.8c) explicitly show that the expressions for Tˆa,s in
terms of the Wronskian ansatz (4.14) explicitly satisfy the general Z4 property Tˆ−a,s = (−1)sTˆa,s
announced in section 4.
D.4 Relation between p and q
Both qi and pi satisfy the same 4
th order finite difference equation and thus each p should be a
linear combination of q’s with i-periodic coefficients. It is easy to see from (D.7a) that in fact these
coefficients are:
pi = Vi
jqj , Vi
j = −ωikχkj , (D.11)
where χij ≡ 12ijklχkl. For that we use that the Pfaffian of χij is −1:
χ ∧ χ = −2T
2
1,1
T21,1
q(2) ∧ p(2) = −2
T21,1
T21,1
T0,0 = −2 , (D.12)
where we used (4.16). Similarly, the Pfaffian of ωij can be shown to be 1 and so
ωij ≡ 1
2
ijklωkl = −(ω−1)ij , χij ≡ 1
2
ijklχkl = (χ
−1)ij . (D.13)
As a consequence V 2 = 1 which implies that the inverse relation has precisely the same form qi = Vi
jpj
and thus it ensures the LR symmetry. In addition one can check that TrV = 0. Hence the eigenvalues
of V are (+1,+1,−1,−1).
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D.5 Darboux basis
Let us now use the freedom (4.3) in the choice of Q-functions to simplify the relation among p, q,p(3)
and q(3) (D.7,D.11). In order to preserve q∅ = q∅¯ = p∅ = p∅¯ = T1,1 we restrict ourselves to the
transformations with detH = 1. Under the transformation (4.3) ωij and χij transform covariantly
while V ji transforms by the adjoint action:
ω → HωHT, χ→ HχHT, V → HVH−1. (D.14)
Note that V by itself is an H-transformation. In addition, since V just interchanges p and q, it leaves
ω and χ invariant.
Since ωij is a skew-symmetric matrix, it is always possible to choose an H-transformation that
brings ωij to the Darboux form, i.e. to the matrix with ω12 = −ω21 = ω34 = −ω43 = 1 and with all
other matrix elements being zero. The remaining freedom in H-transformation is the sp(4) subgroup,
and V is its particular element. The action of H on V generates an adjoint orbit which always passes
through a Cartan element, hence V can be brought to the form diag(1, 1,−1,−1). Therefore it is
possible to find a Q-basis in which:
ω =

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0
 , χ =

0 1 0 0
−1 0 0 0
0 0 0 −1
0 0 1 0
 . (D.15)
In this canonical basis we get simple relations48
p123 = q3 = −p3 = −q123,
p124 = q4 = −p4 = −q124,
p234 = q2 = +p2 = +q234,
p134 = q1 = +p1 = +q134. (D.16)
Notice that we still have a residual symmetry sp(2)× sp(2) preserving both ω and χ.
The Darboux basis is a direct analog of the 1-cut basis for the horizontal su(2)-band of the section
4.2. It is tempting to ask whether it is possible also to find a basis of q-functions all having a finite
number of cuts. Unfortunately, as we shell show later this appears to be not possible.
D.6 Existence of a basis regular in a half-plane
In this subsection we generalize the analyticity arguments, given for the right band in the main text,
to the upper band. The situation in the upper band is a little bit more complicated and in particular
we will see in the subsequent section that it is not possible to choose a basis with just a single cut.
However, we will prove that there exists a basis in which q(k)-forms are regular everywhere above
Zˆ|k−2|−1 cut and p(k)-forms are regular everywhere below Zˆ−|k−2|+1 cut.
We start by writing an analog of (4.8). The idea of derivation is simple: we want to write q
[2a−1]
i
in terms of T functions with a shift ∼ a and of the other qi or pi functions with shifts independent of
a. This is straightforward to achieve using (4.14) which we copy here for convenience:
Ta,1 = Ta,−1 = q
[+a]
(3) ∧ p[−a] = q[+a] ∧ p[−a](3) . (D.17)
48these relations are not the same as in (4.17).
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Indeed, we notice that expressions for T
[a+1]
a−2,1, T
[a]
a−1,1, T
[a−1]
a,1 , T
[a−2]
a+1,1 are four independent linear
functions of four components of q
[2a−1]
(3) with coefficients containing only a-independent shifts. There-
fore q(3) can be written as certain linear combinations of these functions. Explicitly:
(p[+3] ∧ p[+1] ∧ p[−1] ∧ p[−3])q[2a−1](3) = −p[+1] ∧ p[−1] ∧ p[−3]T[a+1]a−2,1
+p[+3] ∧ p[−1] ∧ p[−3]T[a]a−1,1
−p[+3] ∧ p[+1] ∧ p[−3]T[a−1]a,1
+p[+3] ∧ p[+1] ∧ p[−1]T[a−2]a+1,1 . (D.18)
The coefficients in front of T-functions is very easy to check by acting with ∧p[n], n = −3,−1, 1, 3 on
both sides of the equality.
Now we make the following observation. Let us first shift the argument in both sides of (D.18)
by −5i/2 so that q[2a−6](3) is expressed in terms of T[a−4]a−2,1, T[a−5]a−1,1, T[a−6]a,1 , T[a−7]a+1,1 with coefficients
depending on p[−2], p[−4], p[−6], p[−8]. Notice that all these T-functions are shifted such that they
are still regular on the real axis for a ≥ 4. Thus if we find a basis where p does not have cuts
Ẑ−2, Ẑ−4, Ẑ−6, Ẑ−8 then q(3) will be immediately regular in the whole upper half-plane.
Note that we can reverse all shifts and interchange q(3) with ∗p 49 in (D.18). From that equation
we can say that in the basis where q does not have the cuts Ẑ+2, Ẑ+4, Ẑ+6, Ẑ+8, p must be regular
everywhere in the lower half-plane.
Using the argument from the main text we can argue that the cuts Ẑ2, Ẑ4, Ẑ6, Ẑ8 in q(3) can
be always canceled by an appropriate H-transformation. Then in this basis we see that q(3) will be in
fact free of all cuts above the real axis and p will have no cuts below the real axis. Note that in this
basis p(3), as a certain combination of p
[−2], p, p[2], should be regular at least starting from −i and
below.
To complete our proof let us make two further observations. First, due to the LR symmetry
Ta,1 = Ta,−1 we can also make a replacement q→ ∗q(3) and p→ ∗p(3) in (D.18). Second, we notice
that the regularity argument also works when in p(3) there are no cuts Ẑ−4, Ẑ−6, Ẑ−8, Ẑ−10 instead.
For that one should shift (D.18) by −6i/2 and use it for a ≥ 5. Thus we conclude that in the same
basis q and q(3) are regular in the upper half-plane and p and p(3) are regular in the lower half-plane.
It remains to show that q(2) and p(2) are also regular in their half-planes. It is immediately obvious
that, say, q(2) is regular starting from Ẑ1. In fact we can prove that the cut Ẑ1 is absent and the
function is regular everywhere above Ẑ−1.
Indeed, let us rewrite the Plu¨cker relation (4.21) in the following form:
qkijqk
q+kiq
+
kj
=
q−kj
q+kj
− q
−
ki
q+ki
.
The l.h.s of this relation is regular everywhere above the real axis. In particular, the discontinuity at
Ẑ2 should be trivial, which gives for the r.h.s.:
o ≡ disc (q
[+1]
kj )
q
[+3]
kj
=
disc (q
[+1]
kr )
q
[+3]
kr
, ∀k, j, r. (D.19)
49the ? is the Hodge dualization.
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We see that o is some universal function which should be the same for any pair of indexes, since qij
is an antisymmetric tensor. Consider now
T−2,0 = q
+
(2) ∧ p[−3](2) =
1
4
ijklq
[+1]
ij p
[−3]
kl . (D.20)
Since disc (T−2,0) = 0, one gets
0 =
1
4
ijkl disc (q
[+1]
ij )p
[−3]
kl = o
1
4
ijklq
[+1]
ij p
[−3]
kl = oT3,0 . (D.21)
We see therefore that o = 0 and hence disc (q+ij) = 0, i.e. we proved that q(2) is regular above Ẑ−1-cut.
The same logic applies to p(2) which is thus regular below the Ẑ1-cut. This accomplishes the proof
about the possibility to construct a basis which is regular in a half-plane announced in the beginning
of this subsection.
D.7 No-go theorem: There is no q-basis with a finite number of short cuts
Proof: Suppose there exists such a basis. Then by considerations from the previous subsection q(2)
should be analytic in the upper half-plane up to Ẑ−1 and in the lower half-plane up to Ẑ1, i.e. it
should be analytic in the whole plane. The same is true for p(2). Therefore Ta,0 in (4.14) and hence
Ya,0 =
T+a,0T
−
a,0
Ta+1,0Ta−1,0
− 1 should not have any cuts at all which leads to an obvious contradiction with
the basic properties of the Y-system, starting from the large L asymptotics.
This no-go theorem shows that the Darboux basis cannot be in this respect as nice as the 1-cut
basis of the right(left) band. It even cannot be a half-plane regular one. Indeed, in the Darboux basis
p12 = q34 and hence, due to (D.9) F = Fω12 = q(2) + p(2) = q12 + q34. F definitely has a Ẑ1 cut,
hence q(2) cannot be regular at Ẑ1. However, the existence of a periodic form ω, with the periodic
structure of short Z-cuts, may potentially allow to deform the Darboux basis in a way to parameterize
the upper band in terms of densities with the finite [−2g, 2g] support only.
D.8 Basis used for computations
In this subsection we show existence of the basis which is used for explicit computations50. This basis
is regular in a half-plane and posses particularly chosen relations (4.17) among p-s and q-s.
In addition to LR and Z4 symmetries which manifest themselves in existence of respectively 2-
forms χ and ω there is also a reality property of T-functions which we will now encode into the
properties of an i-periodic 4× 4 matrix S defined by:
qk = iSk
jp¯j . (D.22)
The latter relation should exist since complex conjugated quantities p¯ and q¯ satisfy the same Baxter
equations (D.4) as p and q. It also follows from (D.4) that
pk = iSk
jq¯j . (D.23)
S transforms under the H-transformation (4.3) as S → HSH¯−1 and enjoys the following proper-
ties:
detS = 1, (D.24a)
S¯ S = 1, (D.24b)
Sχ¯ST = χ . (D.24c)
50Note that this not a Darboux basis of appendix D.5. In particular, structure of ω is complicated.
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These properties follow correspondingly from (4.16), reality of T-functions, and definition (D.6) of χ.
Relations (4.17) mean a particular choice of χ and S:
χ0 ≡

0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0
 , S0 ≡ 1i

0 0 −1 0
0 0 0 1
−1 0 0 0
0 1 0 0
 . (D.25)
Let us now show that this particular choice can be always done by using the H-symmetry (4.3). First,
we bring χ to the form χ0. After that we only can use the H-transformations restricted by:
χ0 = Hχ0H
T . (D.26)
It is easy to construct such transformation explicitly:51
H =
√
S0
√
S . (D.27)
Since S transforms as S → HSH¯−1 we get
S →
(√
S0
√
S
)
S
(√
S
√
S0
)
= S0 . (D.28)
Note that once q’s are chosen to be regular in the upper half-plane (and p’s are chosen to be regular
in the lower half-plane), χ and S become also regular. Hence all the transformations discussed in the
previous paragraph are done by the regular H-matrices and thus do not spoil analyticity properties
of the q-basis.
E Further details about FiNLIE equations
E.1 Uniqueness of the physical gauge
We are going to show that conditions (3.44) completely constrain the T-gauge, up to an overall
constant. First, let us note that the gauge transformations that preserve the LR symmetry Ta,−s =
Ta,s, reality Ta,s = Ta,s, and analyticity Ta,s ∈ A1+|a−s| are of the following form:
Ta,s → g[a+s]g[a−s]g¯[−a−s]g¯[−a+s]Ta,s, (E.1)
where the function g is analytic in the upper half-plane above Z−1 and g¯ is the complex conjugate of
g.
To preserve the T2,3 = T3,2 condition g/g¯ should be a periodic function. To preserve the T
+
0,0 =
T−0,0 condition gg¯ should be also a periodic function. Hence g =
√
gg¯ × g/g¯ is periodic by itself.
Then, since g is analytic in the upper half-plane and periodic, it is analytic everywhere. Such periodic
analytic function should not have poles, due to the condition of absence of singularities, and no zeroes,
due to the condition of a minimal possible number of zeroes. Therefore this gauge transformation can
be only a constant.
51 Since S is an element of SP (4) (see (D.24c)) it can be written as eiR where R is an element of the algebra sp(4)
and R = R¯ due to (D.24b). We define
√
S = eiR/2. One can see that
√
S
√
S = 1 and also (D.24c) holds for
√
S. In the
same way we define
√
S0.
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E.2 Reduction of Bethe equations to computable quantities
We need to express (3.35) in terms of quantities that can be explicitly computed. We start from the
fact that Y1,0 =
T21,1
T2,0T0,0
=
T21,1
T2,0
. Since T2,0 ∈ A2, its analytic continuation along the contour γ defined
in figure 4 is trivial. Therefore (3.35) can be equivalently written as:
(Tγ1,1(uj))2
T2,0(uj)
=
(Tγ+1,1(uj))2
T2,0(uj)
= −1. (E.2)
It is allowed to replace γ with γ+ because the branch points are of the square root type and analytic
continuation along γ and γ+ leads to the same results. To find explicitly the analytically continued
function Tγ+1,1 one uses T1,1 = hˆ+hˆ−T1,1 and the density representation (6.3) T1,1 = 1 +K1 ∗ ρ. For the
latter the continuation picks a pole in the Cauchy kernel leading to
T γ+1,1 = T1,1 − ρ−. (E.3)
Analytic continuation of hˆ can be found from the discontinuity property (5.37) which gives
(hˆ−)γ+ =
1
hˆ−
F(1− Y −1,1Y −2,2)
ρ−
= − 1
hˆ−
FY −1,1Y −2,2
ρ−
, u = uj . (E.4)
At the last step we used that Y −2,2 has a pole at the Bethe root. Note that F has a zero at the same
position, therefore the whole expression is regular.
The function ρ− can be found from equation (6.4) shifted by −i/2. Again, at the Bethe root Y −2,2
is singular, therefore we can simplify the l.h.s of (6.4) just to (1 + Y −1,1)
−1. Explicitly, we get after
some algebra:
ρ− =
T1,1Tˆ [−2]1,1 Y −1,1
T −1,2 + Tˆ [−2]1,1 Y −1,1
, u = uj . (E.5)
By combining (E.3),(E.4) and (E.5) we derive the final answer for T1,1:
Tγ+1,1 = −
hˆ+
hˆ−
FY −2,2
T −1,2
Tˆ [−2]1,1
, u = uj . (E.6)
Let us now check the following property:
Tγ+1,1(uj)T
γ−
1,1(uj)
T2,0(uj)
= 1. (E.7)
Applying Hirota equations on the magic sheet and using the relation between T- and T-gauges one
can get:
T2,0 = Fˆ++Fˆ−− − T21,1. (E.8)
The first term on the r.h.s. can be further transformed, using the i-periodicity of F in the mirror, the
relation (3.41), and the Y-system equation (2.1) for Y1,1, to:
Fˆ++Fˆ−− = F2(Y1,1Y2,2)+(Y1,1Y2,2)− = F2Y +2,2Y −2,2(1 + Y1,0)(1 + Y1,2), u = uj . (E.9)
Note that at the last step we used that 1 + 1/Y2,1 = 1 at the Bethe root.
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On the other hand, it follows from (E.6) and its complex conjugate:
Tγ+1,1T
γ−
1,1 = F2Y +2,2Y −2,2
T −1,2T +1,2
T2,2 = F
2Y +2,2Y
−
2,2(1 + Y1,2) . (E.10)
The difference of (E.9) and (E.10) gives:
F2Y +2,2Y −2,2Y1,0(1 + Y1,2) =
Fˆ++Fˆ−−
1 + 1Y1,0
=
Fˆ++Fˆ−−
T+1,0T
−
1,0
T21,1 =
Fˆ++Fˆ−−
Fˆ++F2 Fˆ−−T
2
1,1 = T21,1,
which indeed assures (E.7).
The property (E.7) in particular implies that if (E.2) holds then the conjugated equation
(Tˆγ−1,1(uj))2 = −T2,0(uj) also holds, i.e. the Bethe roots always come in the conjugated pairs. For
the sl(2) sector all the Bethe roots are expected to be real and the eq.(E.7) follows from (E.2) up to
a sign. We hence checked what sign should be chosen.
The ratio of (E.2) and (E.7) leads to:
Tˆγ+1,1(uj)
Tˆγ−1,1(uj)
= −1, (E.11)
which after substitution (E.6) gives (
hˆ+
hˆ−
)2
= −Y
+
2,2
Y −2,2
T +1,2
T −1,2
Tˆ [−2]1,1
Tˆ [+2]1,1
. (E.12)
This is the equation that we are using to determine the positions of the Bethe roots.
One can show from (5.27) and the explicit definitions for B that (E.12) is equivalent to
−
(
Uˆ−
Uˆ+
)2
=
(
T −2,1
Tˆ
[−2]
1,1
)2
Tˆ
[−2]
0,0
T2,0
. (E.13)
Then, by using explicit asymptotic expressions from appendix B it is easy to see that (E.13) reduces
to (
xˆ+
xˆ−
)L
= −Q
−−
Q++
(
Bˆ(+)+
Bˆ(−)−
)2
σ2BES (E.14)
in the large volume limit. This is nothing but the asymptotic Bethe Ansatz equations for the sl(2)
sector, as it should be.
E.3 An alternative equation on F
The i-periodic function F = √T0,0 plays the key role in our constructions since it is the function that
relates the right band with the upper band. In this section we derive a simple expression for F in
terms of the product Y1,1Y2,2 which allows for a better understanding of the properties of F . For that
we depart from (3.41) which can be considered as the Riemann-Hilbert equation on F . It is not hard
to solve this equation. One of the possible solutions is52
F0(u) = exp
[∫
Zˇ0
dv
2i
(
tanhpi(u− v) + sign(v)
)
log
(
Y1,1(v)Y2,2(v)
)]
, (E.15)
52Recall that F is i-periodic and hence it has an infinite set of long Zˇ-cuts.
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where sign(v) is added for the convergence of the integral. In general one can multiply F0(u) by an
arbitrary periodic function analytic in the whole complex plane. The remaining function can be fixed
from the knowledge that F has simple zeros at the positions of Bethe roots:
F(u) = F0(u)ΛF
M∏
i=1
sinh(pi(u− ui)) , (E.16)
where ΛF is a constant.
One should be careful with the 2piiZ ambiguity of log(Y1,1Y2,2) in the definition of F0. This
ambiguity is however uniquely fixed by the requirement that logF0 should not have any logarithmic
poles at u = i2 ± 2g. This is only possible if the integrand is zero at v = ±2g which uniquely fixes the
branch.
Let us now analyze the large u behavior of F0(u). Expansion (3.40) implies that log(Y1,1Y2,2)→
2piim± at u→ ±∞+ i0. In order to determine the integers m± we analytically continue the logarithm
from u = 2g, where we already fixed log(Y1,1Y2,2) = 0, to ±∞ + i0 along the real axis. At weak
coupling the Y-functions are known explicitly, see (B.22), and we get:
Y1,1Y2,2 '
M∏
j=1
u− uj + i/2
u− uj − i/2 (E.17)
from where we find m− −m+ = M . By the continuity argument, since m± are integers, this relation
should hold for a finite coupling53. For the case of symmetric roots m− = −m+ = M/2.
One can check that the exponential factor from F0(u) cancels against the one from the product of
sinh in F(u) and we get a simple power-law asymptotics F ∼ uE , in complete agreement with (3.43).
E.4 Fixing the normalization constants
A freedom in the overall scale of the T-gauge was used to choose the normalization for f in (5.20).
There is no further freedom and the integration constants Λ and ΛF appearing in this article are fixed
once the normalization for f is chosen.
ΛF appearing in (E.16) is found from the comparison of the large u asymptotics of F = ff¯
√
T0,0
and (E.16) and is given by
ΛF = exp
[
−2piMg + E log 2g +M log 2−
∫ ∞+i0
2g+i0
dv
(
−i log (Y1,1(v)Y2,2(v)) + piM − E
v
)]
, (E.18)
where the branch of log Y1,1Y2,2 is the same as in (E.15).
The comparison of (E.16) and ff¯
√
T0,0 at large u reveals also a practical expression for the energy,
E = M − 1
2
∫ ∞
−∞
dvρB(v), (E.19)
which is suitable for the numerical computation of E.
Λ appearing in (6.12) is fixed in two steps. First, we demand that54 q∅ = Tˆ1,1 is a real function
on the magic sheet which allows us to fix the phase of Λ. Indeed, by studying the equality q∅ =
53unless there is a critical point at some value of the coupling - the possibility which we ignore since it was not realized
so far for explicit examples.
54q∅ is regular in the upper half-plane above Zˆ1. This is the region where q∅ on mirror and magic sheets are identified.
In contrary, mirror T1,1 and magic Tˆ1,1 are identified inside their analyticity strip A1. Hence q∅ and T1,1 are equal in
magic but not in mirror.
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q∅f++f−−U+U− at large u we see that q∅ is a real function, at least at large u, if Λ2eΨ∗ρc is a real
function at large u. Hence:
Im log Λ2 = −1
4
∫ ∞
−∞
ρc(v)dv . (E.20)
The absolute value of Λ is fixed from√
T +0,0T
−
0,0 = UU¯T0,1 = UU¯
ρ2
1− Y1,1Y2,2 , (E.21)
which should be valid for −2g < u < 2g. This relation is an upper band analog of (5.37) and it is
derived similarly.
Note that (E.21) fixes UU¯ on Zˆ0 essentially from the knowledge of ρ2. Hence the nontrivial
information about U is contained in the complementary region: (−∞,−2g] ∪ [2g,∞).
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