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Abstract
Self-assembly is the term used to describe the autonomous organization of pre-
existing components into ordered structures or patterns from a disordered system.
In self-assembly, the nal (desired) ordered structures and functions depend on
the information coded in individual components. It is well known that isotropic
particles can form into amorphous and crystalline structures. Furthermore, with
the advance in synthesis technology, the fundamental building blocks of the self-
assembling systems have become more complex, which consequently increases the
complexity of the structures and enriches the properties new materials can have.
In this thesis, we have studied several coarse-grained models and their self-
assemblies. Using Brownian dynamics, we investigate the dynamic processes and
mechanisms in self-assembling systems; using Monte Carlo simulations, we exam-
ine the structures and properties of aggregates obtained from self-assembly. In
particular, we focus on the eects of anisotropic factors introduced to the funda-
mental components in those systems. We nd that such anisotropy can aect the
dynamic process of the self-assembly and eventually lead to the change in aggre-
gation structures which possess new characters and carry potential applications.
We also nd that the combination of dierent anisotropy dimensions can hence
purify/magnify certain properties induced by one anisotropy dimension, and such
purication/magnication in a desired function could happen in a fairly small regime
of a control parameter. This could be of general interest from the design point of
view.
1
Chapter 1
Introduction and Outline
Self-assembly, the term used to describe the autonomous organization of pre-existing
components (separate or distinct parts of a disordered structure) into ordered struc-
tures or patterns from a disordered system through specic, local interactions among
the components (without external intervention), is one of the more important con-
cepts of the 21st century. [1{3] As a eld, self-assembly has grown rapidly, mainly
for two reasons: 1) it is the crucial concept to understand life and many struc-
tures important in biology. Cells self-assemble and also oer countless examples of
functional self-assembly that could stimulate the design of non-living systems; 2) it
is one strategy to synthesize structures that cannot be synthesized bond-by-bond,
since covalent bonds only enable the synthesis of almost arbitrary congurations of
up to 1000 atoms due to stability issues. In principle, self-assembly is applicable
at all scales, from nanometers to micrometers; this range of size is awkward to be
manipulated by either chemistry or other conventional manufacturing techniques.
However, it is crucial for the development of micro/nano technologies. In this sense,
we could say that self-assembly extends the scope of chemistry and engineering by
aiming at synthesizing products with order and functionality properties, as well as
extending chemical bonds to many dierent weak interactions. [1, 2, 4{6]
Specically, molecular self-assembly, the self-assembly when the constitutive
components are molecules, has been widely applied in synthesis and fabrication
in materials science and bioengineering. According to the interactions, it can be
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divided into two types: intramolecular and intermolecular. Intramolecular self-
assembling involves components such as complex polymers with the ability to as-
semble from the random coil conformation into a well-dened stable structure (sec-
ondary and tertiary structure), for example, the folding of polypeptide chains into
proteins and the folding of nucleic acids into their functional forms. Intermolecu-
lar self-assembly is the ability of molecules to form supramolecular assemblies (e.g.
quarternary structure), such as the formation of molecular crystals, colloids, lipid
bilayers, micelles, phase-separated polymers, and self-assembled monolayers etc. [2]
In particular, in this study, we focus on intermolecular self-assembly.
In self-assembly, the nal (desired) ordered structures and functions depend on
the information coded in individual components, such as geometric shape, surface
chemical properties, charge, polarizability, magnetic dipole moment, etc; these char-
acteristics determine the recognition and interactions among the components. [3, 7]
Therefore, self-assembly is referred to as a `bottom-up' manufacturing technique in
contrast to `top-down' techniques, such as microlithography, and the design of the
components is the key to applications of self-assembly. It is also to be noted that
self-assembly requires that the components be able to move with respect to one
another to balance attractions and repulsions (and lower the free energy). Thus it
usually takes place in uid phases or on smooth surfaces. Such environments can
also modify the interactions between the components. Thus, the use of boundaries
and other templates in self-assembly is particularly important as they introduce
additional control parameters. In consequence, there are two properties of self-
assembly systems, weak (non-covalent) interactions, and thermodynamic stability,
which lead to another property often found in self-assembled systems: their sensi-
tivity to perturbations. In other words, the weak nature of interactions determine
that small uctuations could alter thermodynamic variables and make (remarkable)
changes in the structures, during or after self-assembly. And if uctuations bring
the thermodynamic variables back to the initial condition, the structure is likely to
go back to its starting conguration, since there is no covalent bond forming among
components. Such a property is called reversibility. [1, 2]
It is the main purpose of this thesis to study some self-assembly systems with
3
dierent kinds of particles, isotropic and anisotropic, through computational simula-
tions. We wish to have a set of parameters of self-assembling components that could
be changed easily, in order to understand the underlying mechanisms and hopefully,
to manipulate the self-assembly on dierent length scales. (Note: all these projects
are done in collaboration with various authors. In particular, I am the major con-
tributor in Chapters 2, 4, 6 and 7; the study and discussion of Chapter 3 and 5 are
mainly under the lead of Dr. Toni Perez and Dr. Ya Liu respectively.)
In Chapter 2 and 3, we introduce two isotropic short-range attraction models
of homogenous global particles. In particular, Chapter 2 is dedicated to a simple
theoretical model we developed that can predict the formation of a fractal network
of insulin monomers and the subsequent break-up of the fractal network into mi-
crosphere aggregates. The work is motivated by a recent experiment on insulin
microsphere formation where polyethylene glycol (PEG) is used as the precipitating
agent. In our approach the eect of PEG on insulin is modeled via a standard de-
pletion attraction mechanism via the Asakura-Oosawa model. We show that even
in the context of this simple model, it is possible to mimic important aspects of
the insulin experiment in a Brownian Dynamics simulation. We simulate the eect
of changing temperature in our model by changing the well depth of the Asakura-
Oosawa potential. A fractal network is observed in a `deep quench' of the system,
followed by a `heating' that results in a break-up of the network and subsequent
formation of microspheres.
In Chapter 3, we conduct a study of the self-assembly of colloidal particles for
a short-range attractive model through Brownian dynamics simulation. For the
quenches below such model's metastable critical point in low temperature regime,
we nd amorphous structures. In particular, for low volume fraction system, we
nd so-called sticky beads that diuse around the system, without reaching a nal
large cluster on the timescale of our simulation; and for larger volume fraction, gel
forms as the result of kinetically slowed down spinodal decomposition, as shown
earlier for other short-range attractive models. For the quenches below the critical
point but above the intersection of the binodal with the glass line, we nd crystal
structures from two-step crystallization processes. For suciently small volume
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fractions, the rst step is the nucleation of dense uid drops, followed by the second
step of crystallization within these drops; for larger volume fraction, the initial step
is spinodal decomposition that leads to the formation of an interconnected network
of low and high density uids. The second step is crystallization that takes place
within the dense uid phase.
In Chapter 4, we propose a simplied anisotropic bipolar model, consisting of
hydrophobic spherical colloid particles and a point charge located on each particle
surface, to describe the kinetics of nanochain formation of amelogenin molecules
by a combination of translational and rotational diusion. Amelogenin is a kind
of globular proteins, which is believes to be the key component in teeth enamel
formation. Its self-assembly into ribbon structure can function as the scaold for bio-
mineralization. In our model, the colloid particles interact via a standard depletion
attraction whereas the point charges interact through a screened Coulomb repulsion.
We study the kinetics via a Brownian dynamics simulation of both translational
and rotational motions and show that the anisotropy brought in by the charge
dramatically aects the kinetic pathway of cluster formation and our simple model
captures the main features of the experimental observations.
The following three chapters are then devoted to three studies of Janus ellipsoidal
particles, using a primitive model we have proposed that represent the particles with
ellipsoidal bodies and two hemi-surfaces coded with dissimilar chemical properties.
Using Monte Carlo simulation, we investigate the eects of the aspect ratio on the
self-assembly morphology and aggregation processes of Janus oblate spheroids in
Chapter 5 and Janus prolate spheroids in Chapter 6. In particular, we nd micelle
aggregates for Janus oblate spheroids and several ordered cluster structures for Janus
prolate spheroids, such as micelles, vesicles and chains. We also nd that the size
and structure of the aggregate can be controlled by the aspect ratio. We show
certain dierences between our results and those of earlier results for Janus spheres.
In Chapter 7, we discuss a possible application of Janus particles by introducing
a preliminary model of an encapsulation system produced by the self-assembly of
Janus oblate spheroids. We investigate the encapsulation system with spherical
particles as encapsulated guests, for dierent densities. We study the anisotropic
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eect due to the encapsulating agent's geometric shape and chemical composition on
the encapsulation morphology and eciency. Given the relatively high encapsulation
eciency we nd from the simulations, we believe that this method of encapsulation
has potential practical value.
Finally we present a brief conclusion and perspective in Chapter 8. We note
that experimental work is obviously necessary to complement the simulation studies
presented in this thesis. Nevertheless, we hope our simulation work could provide a
useful guide to the experimental research.
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Chapter 2
Insulin Microsphere Formation
from Break-up of a Fractal
Network
2.1 Introduction
Type-1 diabetes is a chronic disease that aicts about one million Americans and
results when the pancreas produces little or no insulin. Insulin is a 51 amino acid,
dual-chain hormone that is essential for glucose metabolism. The treatment of
this disease requires additional insulin delivery, often via daily injections which
can become troublesome for the patient. It is known that the frequency of these
injections can be reduced by the use of suspensions of insulin microcrystallites. [8, 9]
The formation of insulin crystal microspheres is an important practical example
of protein aggregation and crystallization from solution in the eld of drug delivery.
Considerable recent attention has been given to characterizing the thermodynamics
and kinetics of insulin crystallization. A challenging problem in the therapeutic
use of insulin involves the physical instability of bril formation; these brils are
long bers whose diameters range from 3 to 15 nm and whose lengths range up to
several microns. [10] By studying the kinetics of the formation of insulin bers, one
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hopes to obtain information to help prevent the formation of the brils. Substantial
progress has been made in understanding insulin brillation, aggregation and crystal
growth mechanisms. In particular, it is known that several steps are involved in the
brillation process, including the nucleation of the stable crystal phase from solution,
growth (via elongation of the nuclei to brils) and their subsequent precipitation
(formation of occules). [10{21]
The kinetics of insulin particle formation is a complex process that depends on
several parameters, such as the insulin concentration, pH, ionic strength, anions
and agitation. [11] The usual method of forming microcrystals of insulin in phar-
maceutical applications involves batch crystallization in which an insulin species is
dissolved in acid solution. This is followed by the addition of zinc chloride and other
salts to precipitate microcrystals. Experimental studies under controlled conditions
have shown that in such cases both nucleation and bril growth are controlled by
hydrophobic and electrostatic interactions. [11]
In an interesting recent paper by Bromberg et al., [22] an alternative polyther-
mal method has been carried out which eliminates the addition of zinc salts to
cause protein precipitation. This involves using polyethylene glycol (PEG) as the
precipitating agent, together with a pH that is close to the insulin isoelectric point.
This novel method fabricates spherical microspheres of insulin and is of potential
value in therapeutic drug delivery. The microcrystals formed by this method were
monodisperse and uniformly spherical. A particularly striking feature of this new
method is the initial formation of a fractal network of insulin molecules that is then
broken up by stirring and subsequent dilution of the system.
In Bromberg et al.'s work, [22] the kinetics of forming the microspheres were
studied by using dynamic and continuous-angle static light scattering methods. A
brief summary of their experiment is as follows. They created a supersaturated
solution by rapid cooling of a ternary insulin-PEG-water system. They then mea-
sured the nucleation induction time from the onset of a rapid increase of the relative
intensity of the scattered light, characteristic of the formation of a solid phase. This
induction time (the time from the moment of creating a metastable, supersaturated
solution to the detection of a solid phase) was of the order of tens to a few hundreds
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of seconds, which is much shorter than the induction times described in the protein
literature. They found that the dependence of this induction times was inversely
proportional to the square of the logarithm of the supersaturation, as predicted by
classical nucleation theory. They also studied the subsequent early stage kinetics
of growth of this (presumably) collection of droplets of the nucleating phase using
small angle light scattering. The relative scattering intensity I(q) increased several
orders at the forward angles over time, and was devoid of peaks characteristic of
spinodal decomposition. The authors plotted I(q) vs. scattering vector q (in double
logarithmic coordinates) in order to obtain scaling information about the structure
of the forming aggregates. After approximately 10 minutes they observed that was
proportional to q 1:8, which is typical of scattering by fractal structures and in ac-
cordance with the case of a diusion limited cluster-cluster growth mechanism. [23]
This network develops through brils growing and encountering other brils, linking
together to form junctions. Bromberg et al. [22] speculated that the presence of
the large concentrations of PEG altered the mechanism of insulin aggregation ob-
served in acid, denaturing media, in which rather well-organized three-dimensional
bril structures have been observed. This change in mechanism could occur through
depletion interactions induced by PEG. They also studied the size and shape of par-
ticles formed in late stage aggregation, using continuous-angle static light scattering
methods. The contents of the scattering cell were agitated by brief vortexing and
diluted 100-fold into another scattering cell. The authors found that in this case
the scattering intensity satised I(q)  q 4, which is consistent with Porod's law,
[24, 25] a behavior that is typical of globular structures, such as microspheres. Elec-
tron microscope studies of this system in fact revealed the presence of a relatively
uniform dispersion of spherical insulin particles.
The fact that Bromberg et al. [22] were able to obtain uniformly spherical
insulin particles with a narrow particle size distribution could be of importance in
the delivery of insulin. Their results are in clear distinction with other processes of
forming microcrystalline insulin particles, in which crystallization results in acidic
aqueous/acetone solutions with zinc salts. In such a case, the crystallization develops
via the generation and spreading of crystal layers. It is therefore of interest to see
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if one can develop a simple theoretical model that can predict the formation of the
fractal network, its fractal dimension and the subsequent break-up of the fractal
network into microsphere aggregates. One simple approach to try is to develop a
model in which the eect of PEG on insulin is modeled via a standard depletion
attraction mechanism via the Asakura-Oosawa model. [26, 27] This model is an
approximate description of the eects of PEG on colloidal particles and has a phase
diagram that depends on the concentration of PEG as well as the ratio of the radius
of the colloidal particle to the radius of gyration of PEG. [28] The model, however,
is independent of temperature, so in this regard it cannot describe the temperature
eects of the experiment. However, it provides an interesting model in that we show
it is possible to mimic important aspects of the insulin experiment in a Brownian
Dynamics simulation. We simulate the eect of changing temperature in our model
by changing the well depth of the Asakura-Oosawa potential, as discussed in Sec.
2.2. A fractal network forms in a `deep quench' of the system which, when followed
by a `heating', results into a break-up of the network and subsequent formation of
spherical droplets.
The rest of the chapter is organized as follows. In Sec. 2.2 we describe the model
and numerical method employed in our work. In Sec. 2.3 we present simulation
results. First, we study the kinetics of formation of the fractal network. Next, we
study the break-up of this fractal network into microspheres and study the crystal
structure of the microspheres. Finally, we conclude in Sec. 2.4 with a brief summary
and discussion of the results.
2.2 Model and Simulation Method
Our simple model assumes that the dominant interaction between two insulin molecules
near the isoelectric point is a combination of a depletion attraction and hard-sphere
repulsion. We use the Asakura-Oosawa model to describe the depletion attraction.
Although this is only a semi-quantitative description of this attraction, it does pro-
vide us with a useful starting point in a Brownian Dynamics simulation for studying
10
the kinetics of a fractal network formation and its subsequent break-up into micro-
spheres.
In our Brownian dynamics (BD) simulations, [29] we consider three-dimensional
systems of sizes L = 64 and L = 128 in units of the monomer diameter .
All other length scales are measured in units of  as well. We consider several
monomer volume fractions in this study ranging from monomer volume fractions
from f = 0:001  0:02
The equations of motion for the BD simulation read as:
~rij =  rUi     _~ri + ~Wi(t) (2.1)
where   is the friction coecient and ~Wi, the random force acting on each insulin
particle i, is a Gaussian white noise satisfying a uctuation-dissipation relation. Hy-
drodynamic interactions, including lubrication forces, are ignored in the simulation
as they might not be of predominant importance for a study of quiescent secondary
minimum colloids. [30{32] The potential U acting upon each colloidal particle has
a twofold contribution: the two-body depletion potential of Asakura-Oosawa-Vrij
(UAO) plus a repulsive hard-core-like interaction (Uhc) given by the following expres-
sions:
U(rij) = UAO(rij) + Uhc(rij) (2.2)
where
UAO(r
c
ij)
kT
=
8<: p( rc )3

3rcij
2rc
  1
2

rcij
rc
3
  1

; rcij < rc
0; rcij > rc
(2.3)
and
Uhc(rij)
kT
= r ij : (2.4)
In Eq. 2.3,  is the size-ratio between a polymer coil and a colloidal particle
which controls the range of the depletion interaction in the Asakura-Oosawa-Vrij
model and p is the polymer volume fraction which controls the strength of the
interaction. Most of our simulations are for  = 0:1, while some simulations have
also been carried out for  = 0:8. In the hard-core-like repulsive interaction given by
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Eq. 2.4, we have set  = 36. Exponents  < 36 are reported to lead to anomalies
when a hard-core mimic is required in the potential. [33{35] The total pair-potential
U(rij) passes through a minimum value (Umin) that depends on  and p. In what
follows, we will often characterize the strength of the potential in terms of the
absolute value of the minimum potential depth, Um  jUminj. We choose   = 0:5
and time step t = 0:005 in reduced time units of (m=kT )1=2 with m = 1. For this
choice of  , particle motion is purely diusive for t  1=  i.e. t  2 in our units.
Periodic boundary conditions are enforced to minimize wall eects. All simulations
start from a random initial monomer conformation and the results for the kinetics
are averaged over several (5-10) runs.
2.3 Results and Discussion
In order to accelerate the kinetic process, we rst perform a deep quench below the
liquid-crystal boundary that leads to a fractal network formation. We next heat
the system to obtain a break-up of the fractal clusters and form several fragments
around the critical size (several hundred units), then cool the system to obtain a
spherical aggregation of droplets modulated by surface tension with a relatively
narrow size distribution.
2.3.1 Morphology and Growth Kinetics for Deep Quenches
For low volume fractions f = 0:02 and a deep quench to Um = 10kT , a transition
from a single dispersed-phase to a coexistence of two phases starts to develop as one
would expect from the phase diagram of the model system.
Snapshots of fractal aggregate formation (for  = 0:1, short range) amidst the
colloidal gas phase are shown in Fig. 1 at various time steps. At the beginning [Fig.
2.1 (A)], 10013 colloid monomers are introduced at random sites in the simulation
box (L = 64); they do not overlap. Shortly afterwards, nuclei form and grow as
a disordered, fractal aggregate; these aggregates then collide with others [Fig. 2.1
(B)]. Metastable fractal network structures are obtained at late times as can be seen
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in Figs. 2.1 (C) and (D).
Fig. 2.2 shows plots of the structure factors at various times during the evolution
of the system. In Fig. 2.2 (B), the Porod regime of S(q)  q (d+1) is observed for
large q-values, originating from the short-range crystalline packing of the monomers;
this conrms our direct observations that the growing clusters are compact at short
length scales. The fractal nature of the clusters shows up as a power law regime at
intermediate q-values, S(q)  q Df , with Df = 1:8. This value of Df is typical of
diusion-limited cluster-cluster aggregation (DLCA). [24, 25]
Fig. 2.3 (A) and (B) show log-log plots of the temporal behavior of the number of
clusters, Nc, and their average radius of gyration, Rg (in units of monomer diameter),
respectively. The kinetic theory based on the mean-eld Smoluchowski equation
predicts that for irreversible aggregation at late times, the temporal behavior of the
number of clusters should satisfy Nc(t)  t z, where z is the kinetic exponent that
depends on the homogeneity constant, , of the aggregation kernel, z = 1=(1   ).
For the DLCA model with a Brownian coagulation kernel,  = 0 and z = 1 in
three dimensions. [36] The simulation results shown in Fig. 2.3 (A) are consistent
with the DLCA value of z = 1 as Nc(t)  t 1 over a large time interval. The
increase of the kinetic exponent at late times from its DLCA value of z = 1 is due
to the system becoming `cluster dense' at late times and is well documented in the
literature. [37, 38]
Our results for Rg shown in Fig. 2.3 (B) can be understood in the following way.
First, there is an initial sudden fast formation and growth of clusters. As far as we
can tell, this initial process is due to an instability, rather than a nucleation, process.
Subsequently, these clusters grow with time with a power law with n  0:55. In the
scaling description of DLCA, the exponent n is related to z and Df in the following
way: n = z=Df . For Df = 1:8, this yields n = 1=1:8 = 0:55, consistent with our
simulation results.
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Figure 2.1: Morphology of cluster formation ( = 0:1; f = 0:02) for a deep quench
(Um = 10kT ) into the two phase gas-solid region at various times: (A)
t = 0, (B) t = 50 (C) t = 1000, and (D) t = 10000.
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Figure 2.2: (A) Structure factors and (B) log-log plot of structure factors at several
times for Um = 10kT . The dashed line in (B) indicates fractal clusters with
S(q)  q Df , where Df = 1:8, while the dotted line indicates the Porod
regime S(q)  q (d+1), d = 3.
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Figure 2.3: Plot of (A) number of clusters, Nc and (B) radius of gyration, Rg as a
function of time in a log-log plot, for a 10kT , f = 0:02,  = 0:1 system. The
dashed line in (A) has a slope of  1 while that in (B) has a slope of 0:55 in
agreement with DLCA.
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2.3.2 Microsphere Formation during the Break-up of the
Fractal Structure
In the next phase of the simulation, we pick out the largest cluster in the system
after a deep quench and put it into another simulation box to mimic the dilution
process in the experimental study [Fig. 2.4 (A)]. Then we change the well depth
of the Asakura-Oosawa potential to various shallower values which we loosely term
`heating' the system. As shown in Fig. 2.4 (B), the fractal network breaks up
into a combination of spherical structures and a colloidal gas phase when heated
to Um = 2:88kT . Subsequently, the spherical clusters of Fig. 2.4 (B) coagulate to
form bigger spheres in Fig. 2.4 (C). The colloidal gas phase, however, persists at
this temperature.
In another run, we took the system corresponding to Fig. 2.4 (B) and cooled it
to a lower well depth of Um = 3:72kT and let it evolve [Fig. 2.4 (D)]. This lowering
of the well depth reduces the monomer concentration in the system signicantly.
In Fig. 2.5, we plot the cluster size Nc versus radius of gyration, Rg, for the
microspherical clusters corresponding to the system state of Fig. 2.4 (D) for 10
dierent runs. From the slope we nd the mass fractal dimension of these clusters
is Df = 3, which conrms our conclusion from visual inspection that these clusters
are spherical.
To characterize a spherical cluster at late times, we compute the radius of gyra-
tion Rg and the perimeter radius Rp for the growing cluster. For a compact spherical
cluster, Rp is related to Rg in the following way:
Rp =
r
5
3
Rg: (2.5)
We then dene the core of the cluster as comprised of all particles residing at a
distance  Rg from the center of mass and the cluster surface as a collection of all
particles residing at a distance  Rp from the center of mass. We then consider a
single particle residing in the core and calculate the distances from it of its closest
36 neighbors. We then repeat this for all the particles in the core and average these
distances to obtain the average distance r(i) as a function of the ith neighbor for
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Figure 2.4: (A) Largest cluster from a deep quench Um = 10:0kT ,  = 0:1, t = 10000.
(B) Cluster morphology at a subsequent time t = 5000 after heating up the
system corresponding to (A) to Um = 2:88kT . (C) Same as (B) but after a
subsequent time t = 10000. (D) The system corresponding to (B) is cooled
to Um = 3:72kT for t = 5000 subsequent time steps.
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Figure 2.5: Log-log plot of the number of particles N in a cluster, vs. radius of gyration,
Rg of the cluster. The system state is the same as in Fig. 2.4 (D); however,
data from 10 runs are used in this graph. The dotted line has a slope of 3.
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these particles. We repeat this calculation for the surface particles.
Our results are shown in Fig. 6. The cluster core shows 12 nearest neighbors
(n.n.) within a small spread of distance indicating a closed packed crystal structure
(fcc or hcp). A subsequent discontinuity in distance indicates the beginning of
the next-nearest neighbor sequence and 6 such next n.n. follows. Another weak
discontinuity comes next and then the sequence of 3rd nearest neighbors follows.
As also shown in Fig. 6, we nd that the surface structure of the cluster is, however,
liquid-like.
We dene the near-neighbor distance d as the location of the rst discontinuity
in the neighbor distances. The number of near neighbors of a particle i within d is
denoted as Nb(i) and is used in our calculations of various bond orientation order
parameters described in the following section.
Next we compute local bond order parameters for particles in the growing cluster.
For this purpose, we follow an algorithm based on spherical harmonics. [39, 40] We
rst associate spherical harmonics with all the neighbors of each particle in the
cluster and compute
qlm(i)  1
Nb(i)
Nb(i)X
j=1
Ylm(r^ij); (2.6)
here r^ij is the unit vector connecting particles i and j which uniquely determines
the polar and azimuthal angles ij and ij; these in turn can be used to compute
the spherical harmonics Ylm(ij; ij). The local order parameter ql(i) is then dened
as:
ql(i) 
"
4
2l + 1
lX
m= l
jqlm(i)j2;
# 1
2
(2.7)
We compute this quantity for each particle i in the cluster (separately for core and
surface sites) and then compute the probability (frequency) distribution functions
for l = 4 and l = 6.
Our results for the frequency distribution P (q4) and P (q6) for the cluster core are
shown in Figs. 2.7 (A) and (B), respectively. We observe that the crystal structure
inside the core of the cluster is predominantly a mixture of fcc and hcp structures. It
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spherical cluster corresponding to the state of the system as in Fig. 2.4 (D).
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seems that the hcp structure is more dominant at early stages while the fcc structure
is dominant in the later stages.
2.3.3 Morphology of Clusters for Longer Range Asakura-
Oosawa Potential
In this set of simulations, we choose a longer range for the Asakura-Oosawa potential
( = 0:8), which would correspond to a larger molecular weight of PEG used in the
insulin experiment. In this case, the original network for a 10kT deep quench is
thicker as shown in Fig. 2.8 (A). The entire system that evolves after the deep
quench breaks up into spherical droplets with a background of a colloidal gas phase
[Figs. 2.8 (B) and (C)] when warmed up to a well depth of 2:2kT . Subsequently,
the monomer phase is depleted as the system is cooled to 2:64kT .
2.4 Conclusion
We have studied the Asakura-Oosawa model for the depletion interaction between
PEG and insulin monomers. As one increases the concentration of PEG in the
model, one increases the strength of the attractive interaction, while an increase of
PEG molecular weight increases the range of the insulin-insulin eective interaction.
We have found that our results are somewhat dependent on the range and strength
of this interaction. For a short ranged interaction and a deep quench, we form mass
fractals that upon heating (actually we reduced the well depth in the simulation)
break-up into droplets. These droplets grow initially as the monomers condense
on them. As the monomer population decreases, subsequent growth occurs due to
cluster diusion and coagulation. Upon cooling this system a bit, we slow down
the growth process so that a relatively stable collection of droplets results. As
noted in Sec. 2.3, it appears that the initial formation of the fractal network is an
unstable, rather than a nucleation, process. We see no evidence of an induction
time, for example, in contrast to the experimental study, in which a nite (but
small) induction time was observed. The most likely explanation for this is that
22
Figure 2.7: Distribution of the bond order parameters (A) q4 and (B) q6 for the largest
spherical cluster core of Um = 3:72kT , t = 5000 conguration; also shown
are the corresponding values for the fcc and hcp crystal structures.
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Figure 2.8: (A) Snapshot of the entire system from a deep quench Um = 10:0kT ,  = 0:8,
t = 10000. (B) Cluster morphology at a subsequent time t = 5000 after
heating up the system corresponding to (A) to Um = 2:2kT . (C) Same as
(B) but after a subsequent time t = 10000. (D) The system corresponding
to (B) is cooled to Um = 2:64kT for t = 5000 subsequent time steps.
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the experiment and simulation studies were carried out in dierent regions of the
phase diagram, i.e., metastable vs. unstable. It is thought that the metastable
region for the models with short-range attractive forces is in fact quite small, in
that the classical spinodal curve lies close to the bimodal curve. [41] Thus the
fact that we do not seem to observe nucleation in this model even for the very
small volume fractions considered here is consistent with this. We will consider in a
future work the possibility of seeing a nucleation regime for this model. We should
note, however, that although the initial stages of formation of a fractal network in
our model dier from that of the Bromberg et al. study, we nevertheless are able
to break-up this network into a collection of spherical droplets, which is the main
result of the Bromberg et al. experiment.
Given the complexity of the insulin brillation, aggregation and crystal growth
mechanisms, we recognize that our work will need to be rened subsequently to cap-
ture more details of these processes. For example, the model needs to incorporate
interactions other than depletion interactions such as the van der Waals interaction
and a short-ranged repulsive interaction. These additional interactions are needed to
reproduce the experimental solubility curve and the fact that PEG-protein interac-
tion seems to have a short-range repulsive contribution in addition to the depletion
interaction. Given the success of our work with the depletion interaction alone, it
is our hope that a systematic study of this improved model will lead to a more
detailed understanding of the role of PEG on insulin solutions and in particular on
the kinetics of droplet formation starting from a fractal state.
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Chapter 3
Pathways of Cluster Growth
during the Self-assembly of
Short-range Attractive Colloids
3.1 Introduction
There has been a signicant amount of research conducted in recent years on the
kinetics of self-assembly of colloidal particles which possess attractions between each
other and their interaction ranges shorter than the particle diameters (e.g., less than
or about 0:1 where  denotes the diameter). Such systems possess a metastable
critical point, below which there is a phase separation into a dilute and dense uid
phase. Although such phase transition is preempted by a stable uid-solid phase
transition, its lifetime is long enough that experimentalists have been able to study
the behavior of the systems below the metastable critical point.
The formation of a gel state under certain conditions has been the subject of
considerable interest and is now thought to result from an `arrested' spinodal de-
composition. [41{47] A recent large-scale molecular dynamics simulations of a bi-
nary Lennard-Jones (LJ) model shows that there is a gradual change from phase-
separated systems at high temperature to nonequilibrium gel-like structures at low
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temperature, and the gel continues to evolve very slowly, with the growth of typical
domain size slows down logarithmically. [48] The clusters, obtained from equilibrium
and nonequilibrium routes, change from dense faceted crystals to fractal aggregates
(a ramied structure on large length scale but closed-packed crystal structure on
short length scale) accordingly. [49, 50]
It is believed, on the basis of simulation studies, that the phase diagram and
kinetic properties of short-range attractive colloids do not depend on the details of
the interaction but generally apply to any particle system with suciently short-
range interactions. For instance, there is a universal uid-uid coexistence curve for
all such systems (e.g., that of the Baxter model), if one uses B2 = B2=B
hs
2 , as the
control parameter instead of the temperature. B2 is the second virial coecient of
the colloid particle and Bhs2 is the second virial coecient for hard spheres, given by
Bhs2 = 2
3=3. This is known as the Noro-Frenkel extended law of corresponding
states. [51{53] The phase diagram of the Baxter model has been accurately deter-
mined via grand-canonical Monte Carlo techniques by Miller and Frenkel. [54, 55] In
addition, a numerical study of a short-range square well model shows that no sign of
dynamical arrest is present for the systems quenched below the critical temperature,
but above the intersection temperature between the spinodal and the extrapolated
glass line, T . [56] However, if the quench is performed below T , one would nd a
gel forming as the result of an arrested spinodal decomposition. The origin of the
arrest can traced back to an attractive glass transition of the dense phase.
In this Chapter, we present a Brownian dynamics study of a short range attrac-
tive model, the so-called    2 model with  = 18, which possesses a short-range
attraction that is less than 0:1 for all the temperatures that we report here. The
phase diagram of this model has been studied by Monte Carlo simulations. [57]
Our motivation for this investigation is primarily twofold: 1) to study the kinetics
and morphology of the systems below T  for short-range attractive models; 2) to
examine in detail about the nature of the phase separation that occurs above T .
This chapter is organized as follows, in Sec. 3.2 we provide a discussion of the
model and our simulation method. In Sec. 3.3, we rst present the low temperature
(below T ) results at low and intermediate volume fractions, for temperatures T =
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0:1 and T = 0:2 respectively; we then present the results at high temperature
(above T ) where we see a two-step crystallization processes at two dierent volume
fractions. In Sec. 3.4, we present a brief conclusion.
3.2 Model and Simulation Method
We perform the extensive Brownian Dynamics (BD) simulations (as introduced in
Chapter 2) in three-dimensional systems composed of particles. We consider the
system size L = 32   256 in units of the particle diameter . The particles
interact via the isotropic attractive potential [57]:
U(rij) = 4"
"

rij
2
 


rij
#
; (3.1)
where " is the strength of the interaction and the exponent  denes the shape
and the range of the interaction. In our study, we set  = 18 which gives a short-
range interaction, and without a loss of generality, we set " = 1. Periodic boundary
conditions are enforced to minimize wall eects. All simulations start from a random
initial monomer conformation and the results for the kinetics are averaged over
several (5-10) runs.
3.3 Results and Discussion
3.3.1 Kinetic Pathway at Low Temperature
We start by analyzing our system at low volume fractions and L = 256. In Fig. 3.1,
we show a snapshot of the system with f = 0:001 at two dierent temperatures,
T = 0:1 and 0:2. Small aggregates appear immediately in the system and evolve
into large aggregates at both temperatures. The gure indicates that if the density
of particles in the system is below the percolating limit, the system is not able to
form spanning gel structures.
Fig. 3.2 shows the temporal evolution of the number of clusters Nc for dier-
ent temperatures. For T = 0:1, the number of clusters follows Nc(t)  t z with
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A                                                            B
Figure 3.1: Snapshots of the system with f = 0:001 for dierent temperatures: (A)
T = 0:1 and (B) T = 0:2. Simulation time: t = 150000
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the kinetic exponent z = 0:75, which is corresponding to a region of growth kinet-
ics in between the coalescence and the diusion-limited cluster-cluster aggregation
(DLCA) limit. [49, 50] For T = 0:2, the number of clusters decreases quickly at
intermediate times mainly because of monomer addition to the clusters, but at long
times, cluster-cluster aggregation becomes extremely slow. The main feature we
nd in this low volume fraction limit is that small aggregates form and then diuse
slowly through the system. There continues to be a slow growth of these clusters,
as can be seen in Fig. 3.2, out to the longest times that we have studied (on the
order of 150000). The slow growth of these sticky beads (unconnected pieces of at-
tractive glass) is in fact what has been predicted earlier to occur when the average
density is such that the phase-separation process does not produce a percolating
structure. [47, 58] We have also calculated the time dependence of the radius of
gyration Rg(t) and the structural function of the system (not shown here). We did
not nd any time regime in which a single growth mechanism dominated from Rg
evolution; the structure factor followed Porod's law at large q (with S(q)  q 4) at
T = 0:1 (suggesting that the clusters are locally compact) but not at T = 0:2.
Next, we characterize the morphology of the largest clusters by computing bond
order parameters q4 and q6. [39, 40] In Fig. 3.3, the bond order parameter indicates
that at a temperature T = 0:2 the aggregates present a mixture of hcp and fcc crystal
structure with a slight predominance of hcp. The global bond order parameters are
Q4 = 0:01 and Q6 = 0:13 in this case. On the contrary, at lower temperature
T = 0:1, the aggregates do not present any well-dened crystal structure and have
a global Q4 = 0:01 and Q6 = 0:04. Presumably, at long times for T = 0:1 and 0:2,
the system separates into a gas coexisting with a large cluster.
Now we analyze the system at intermediate volume fractions of temperature
T = 0:1. Considering the computational cost, we choose a system size of L = 128
for volume fraction f = 0:01 and size of L = 64 for a higher volume fraction,
f = 0:045. In Fig. 3.4, we show a snapshot of the system with the two volume
fraction respectively. At these densities, the system is able to form a structure that
spans the entire simulation box.
In Fig. 3.5, we show the number of clusters Nc and the radius of gyration Rg
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Figure 3.2: The temporal behavior of number of clusters Nc for dierent temperatures.
The volume fraction is f = 0:001. The dashed line has a slope of  0:75
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A                                                              B
Figure 3.3: Distribution of local bond order parameters q4 and q6 for the largest cluster
in Fig. 3.1. (A) T = 0:1 and (B) T = 0:2.
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A                                                               B
Figure 3.4: Snapshot of the system at temperature T = 0:1. (A) f = 0:01, t = 43000
and (B) f = 0:045, t = 15000.
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as a function of time. Two power law behaviors are found for Nc(t) and Rg(t)
respectively in the range of 800   10000, as Nc(t)  t z and Rg(t)  tn, where
z = 0:75, n = 0:4. The indices are in agreement with the relationship in the scaling
description of DLCA, n = z=Df with Df = 1:8 which is typical of diusion-limited
cluster-cluster aggregation (DLCA). [24, 25] In contrast to the low volume fraction
case, the indices suggest a kinetic growth somehow in between the coalescence and
the DLCA limit.
We show the evolution of structure factor S(q; t) and its rst moment q1 in Fig.
3.6. The structure factor follows a power law S(q)  q Df with Df = 1:8 for small
q, which is consistent with the DLCA value found in previous discussion. For large
q, it shows a compact structure given by an exponent of q 4. This kind of hybrid
structure has already been seen in previous investigation. [49, 50] The normalized
rst moment q1 for T = 0:1 follows a power law of q1(t)  t 1=6, which is a hallmark
of spinodal decomposition. [41]
For f = 0:045, we nd that the peak of the structure factor is almost frozen
at later times, which is a characteristic of dynamic arrest. Furthermore, a recent
long-time simulation study has shown that in fact there is a very slow evolution for
the gel state, rather than the frozen behavior that has been seen in earlier studies.
[48] Thus it would be good to study the system for a longer time than studied here
to see whether there is a true dynamic arrest or just a kinetic slowing down.
3.3.2 Two-step Crystallization at Higher Temperatures
For completeness, we also study the behavior of the system at higher temperatures
for both low and high volume fractions. At suciently high temperatures (above
the temperature at which the glass line intersects the right-hand side of the binodal
curve), Fo et al. pointed out that one no longer sees a gel forming. [42, 43] Instead,
the process follows normal two-phase separation via either nucleation at low volume
fractions or spinodal decomposition at high volume fractions.
At a suciently high volume fraction and low temperature, the system forms
a spanning percolated structure (gel). While at higher temperatures, the system
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A                                                             B
Figure 3.5: The temporal behavior of (A) number of clusters Nc and (B) radius of gyra-
tion Rg for f = 0:01, T = 0:1. The dashed line in (A) has a slope of  0:75
while that in (B) has a slope of 0:4, which is in agreement with DLCA.
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A                                                             B
Figure 3.6: (A) Structure factor S(q; t) and (B) log-log plot of S(q; t) for f = 0:01,
T = 0:1. The inset in (A) shows time evolution of the normalized rst
moment q1 of the cluster distribution. The dashed line has a slope of  16
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phase separates into a gas phase and a crystal phase via a two-step process. The
nature of this process depends on the volume fraction at high temperature. If one is
initially in the metastable uid-uid region, the rst step is to nucleate a dense uid
droplet, which is then followed by a second step in which the dense uid droplet
develops crystal nuclei that then grow. A part of this process is shown in Fig. 3.7.
This two-step nucleation process is originally proposed by ten Wolde and Frenkel in
their study of nucleation in a short-range Lennard-Jones model. In this case, they
observed dense uid droplets forming rst just above the metastable uid-uid curve,
which subsequently formed crystal nuclei that expedited the overall crystallization
process. In our case, a similar two-step process takes place for quenches below
the metastable critical point but above the temperature at which the glass line
intervenes in the gel formation process, as noted originally by Fo et al. in their
simulation work and conrmed by Schurtenberger et al. in their experimental study
of lysozymes. [42{44, 46]
The plot of the ensemble average potential energy along with time (Fig. 3.8)
shows an induction time for the nucleation process for such system (T = 0:35,
f = 0:045).
To study the morphology of the nucleating cluster, in Fig. 3.9 we show an
snapshot of the largest cluster at t = 30000 of Fig. 3.7. Bond order parameters
q4 and q6 shown in Fig. 3.10 indicate that the crystal structure is predominately
a mixture of fcc and hcp structures. We calculate the average distance to the ith
nearest neighbor r(i) of each particle inside the core and at the surface, also shown
in Fig. 3.10, indicating a signature of a close-packing structure (mixture of fcc and
hcp as suggested by the previous bond order parameter analysis).
There is another type of two-step crystallization process that takes place at
larger volume fraction. In such process, the step one is spinodal decomposition,
which leads to the formation of the coexistence of dilute and dense uid phases;
step two is the crystallization inside dense uid phase. The typical conguration is
shown in Fig. 3.11.
For system T = 0:35, f = 0:22: a) in Fig. 3.12, it shows an immediate drop
and a plateau in potential energy, corresponding to the arrested state described
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Figure 3.7: Snapshot of the system of T = 0:35, f = 0:045 at dierent times.
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Figure 3.8: Time evolution of the ensemble average potential energy for system T = 0:35,
f = 0:045.
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Figure 3.9: Snapshot of the largest cluster at t = 30000 in Fig. 3.7.
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A                                                            B
Figure 3.10: (A) distribution of local bond order parameters q4 and q6. (B) average
distance distribution of the ith neighbor for particles in the largest cluster
at T = 0:35 in Fig. 3.7.
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Figure 3.11: Snapshot of the system of T = 0:35, f = 0:22 at dierent times.
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previously. b) in Fig. 3.13, the radial distribution g(r) exhibits a typical peak close
to the diameter of the particle  at early times (t = 100) when the system evolves
through the uid phase; at a later time (t = 2000), dierent peaks are generated
in g(r), which is typical for crystal structures. c) in Fig. 3.14, the distribution of
bond order parameters q4 and q6 indicates that such crystal corresponds to a fcc
structure. While at the early time, the distribution of the bond order parameters
shows the liquid-like state of the system.
3.4 Conclusion
We have studied the self-assembly of colloidal particles at dierent densities and tem-
peratures below their metastable critical point. At low temperatures, in low volume
fraction limit, we nd that the system organizes into sticky beads that diuse across
the system without forming a larger aggregate on the timescale considered; whereas
for larger volume fractions, it forms a gel as a result of a kinetically slowed down
spinodal decomposition. We also nd that quenches below the critical point but
above the intersection of the binodal with the glass line yield a two-step crystalliza-
tion. At suciently low volume fraction, the rst step of this process consists of
the formation of dense uid droplets, with the second step being the crystallization
within these droplets. For larger volume fractions, the rst step is spinodal decom-
position that induces the formation of a percolated structure of dilute and dense
uids, and the second step is the crystallization within the dense uid region.
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Figure 3.12: Time evolution of the ensemble average potential energy for system T =
0:35, f = 0:22.
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Figure 3.13: Pair correlation g(r) at dierent times for system T = 0:35, f = 0:22
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Figure 3.14: Distribution of local bond order parameters q4 and q6 at dierent times for
system T = 0:35, f = 0:22.
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Chapter 4
Kinetics of Nanochain Formation
in a Simplied Model of
Amelogenin Biomacromolecules
4.1 Introduction
The self-assembly of colloidal particles and globular proteins with surface hetero-
geneities into various desired structures is an important area of current research of
chemical particle synthesis and biological systems, wherein the inhomogeneity (such
as an amphiphilic group and a residual group) plays a crucial role, more specically
in the kinetic pathway of nonequilibrium cluster formation and eventually impacts
on the stabilized crystal structures. Examples include Janus particles and DNA-
coated colloidal particles that may lead to the next generation of building blocks
of new materials and have potential applications in fabricating photonic crystals,
targeted drug delivery, and electronic equipment. [59{62]
Another interesting example is amelogenin, the chief hydrophobic protein with
a hydrophilic 25-amino acid C terminus in nature. Amelogenin is involved in the
mineral deposition and has been postulated to fulll major structural roles during
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highly organized ribbonlike carbonated apatite crystals formation in enamel devel-
opment, which is an unusual case in biomineralization. [63] Recent experiments
show that the self-assembly of amelogenin protein into nanospheres is the key factor
in controlling elongated and oriented growth of carbonated apatite crystals, and the
organized assembly of nanospheres into collinear arrays (chains) is critical at the
initial stage of mineral deposition. [64{66] The experiments also revealed that the
hydrophilic C terminus is essential for this hierarchical self-assembly of amelogenin,
and cleaved amelogenin lacking C terminus fails to conduct such an assembly under
the same conditions.
In this chapter, we present a coarse-grained model of amelogenin molecules and
explain how the nanochain forms through self-assembly. In Sec. 4.2, we describe
our model and simulation method. We present our results in Sec 4.3 and conclude
our discussion in Sec. 4.4.
4.2 Model and Simulation Method
The amelogenin molecule is hydrophobic with a charged hydrophilic tail. Our model
describes this in a simplied way, representing the monomer as a spherical molecule,
with the charged hydrophilic tail replaced by a single tethered point charge located
on the surface of the molecule. We make this generic bipolar model specic to the
amelogenin case by choosing the parameters for our model based on the experimental
study of amelogenin. [64] Using Brownian dynamics simulations, we investigate
the static and dynamic properties of the self-assembly process. We show that the
anisotropy brought by the charge dramatically alters the kinetic pathway of cluster
formation, comparing to the isotropic case in which there is no charge. [50] Our
simple model captures the main features of the experimental observations in chain
structure formation.
In these studies of the amelogenin assembly process, one typically adds salt
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and a precipitant such as polyethylene glycol (PEG). Although PEG-protein in-
teractions are quite complicated [67], we model this as a depletion interaction us-
ing the well-known Asakura-Oosawa (AO) potential, plus a repulsive hard-core-like
interaction, depending on the center-center distance between spherical particles,
Uc(r
c
ij) = UAO(r
c
ij) + Uhc(r
c
ij), where
UAO(r
c
ij)
kT
=
8<: p( rc )3

3rcij
2rc
  1
2

rcij
rc
3
  1

; rcij < rc
0; rcij > rc
(4.1)
The cut-o range rc  1 + , where  is the size ratio between a PEG coil and a
colloidal amelogenin particle that controls the range of the depletion interaction,
and p is the value of the PEG volume fraction that controls the strength of the
interaction described by the absolute value of the minimum potential depth Um 
jUminj. [26, 27] The hard core potential is given by
Uhc(r
c
ij)
kT
= (rcij)
 : (4.2)
We set  = 36, since the values of  < 36 have been reported to lead to anomalies
when a mimic of the hard-core potential is required in the potential. [33, 34] The
point charges interact with each other through a screened Coulomb potential,
Up(r
p
ij) =
"
rpij
exp

  r
p
ij
D

; (4.3)
in which the magnitude is controlled by " and the range is controlled by Debye
screening length D, vary in the simulations. We nd that the early morphology
of the self-assembly is more sensitive to the size of D rather than to the value of
". These Coulomb charges exert torques on adjacent molecules and hence produce
a rotational motion of the molecules that is included in our Brownian equations of
motion, which are given as:
m~ri =  ~r(U ci + Upi )   t _~ri + ~Wi(t); (4.4)
I _~!i = ~i    r~!i + ~W 0i (t); (4.5)
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where m, I, ~ri, ~!i, ~i are the mass, moment of inertia, position vector, angular
velocity, and torque, respectively, of the ith colloidal particle. The mass of the
point charge is ignored in this model.  t = 6r ( r = 8r
3) is the translational
(rotational) friction coecient, where r is the radius of monomer and  the dynamic
viscosity. ~Wi and ~W
0
i are the random forces and torques acting on the ith colloidal
particle respectively, which satisfy a uctuation-dissipation relation h ~Wi(t) ~Wj(t0)i =
6kT tij(t  t0), h ~W 0i (t)  ~W 0j(t0)i = 6kT rij(t  t0). [29]
In our Brownian dynamics (BD) simulations, all length scales are measured in
units of the monomer diameter  and energies are scaled by " (" = 1kT ). We
choose  t = 0:5,  r = 0:167, and the time step 4t = 0:005 in reduced time units
of (m=kT )1=2 with m = 1. For this choice of  t = 0:5, particle motion is purely
diusive for t  1= t, i.e., t  2 in our units. We scale the strength and range of
interparticle interaction according to the range of values of the experimental data
displayed in Du et al.'s paper. [64] In particular, the results shown here are for the
values  = 0:1, Um = 6kT , D = 0:4. We consider three-dimensional systems of
sizes L = 64 and 128. We pick a small volume fraction of the molecules, typically of
the order of f = 0:01 or 0:02, which is in the range of the experimental values. [64]
Periodic boundary conditions are enforced to minimize wall eects. All simulations
start from a random initial monomer conformation and the results for the kinetics
are averaged over several (5-10) runs.
4.3 Results and Discussion
We show typical congurations in the nanochain formation in Fig. 4.1. We see
that initially the monomers form oligomers and the oligomers self-assemble into
larger aggregates contained (approximately) within nanospheres, then nanospheres
associate together into a chain structure, quite similar to the process of amelogenin
self-assembly (see Fig. 3 in reference [64]).
The Coulomb forces cause the majority of the charges to point outwards inside
the nanospheres, as one would expect; this is shown in Fig. 4.2. This again is
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Figure 4.1: (A) The model of amelogenin molecule consists of a spherical colloid particle
and a point charge located on its surface that preserves a bipolar nature.
(B) and (C) Oligomerization of amelogenin molecules occurs by means of
hydrophobic interactions and modication due to Coulomb repulsions. (D)
Nanosphere structures are formed through aggregation of monomers and
oligomers. (E) Further association of nanospheres results in larger assemblies
among which chains are formed.
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reminiscent of the situation with the hydrophilic tails of amelogenin. To characterize
the orientational distribution of point charges within a nanosphere, we introduce a
parameter , dened as  = cos 1

~up~uc
j~upjj~ucj

, where ~up is the position vector of a
point charge referenced to the center of its host colloid and ~uc the position vector
of a colloid referenced to the center of mass of this nanosphere. Therefore  < 90
if the charge points outwards and  > 90 if it points inwards. Due to uctuations
and our choice of short repulsion interaction range, the distribution of  is spread
around a small nonzero peak position, as shown in Fig. 4.2, for the conguration
in inset. Subsequent aggregation forms via necks between nanospheres, leading to
larger structures that eventually form (exible) nanochains.
We characterize the morphology of the clusters in terms of their fractal dimen-
sion Df . The q-dependence of S(q; t) shown in Fig. 4.3 (A) is given by a slope of
 2 on a log-log plot over a reasonable range of q. This value of Df is larger than
the typical diusion-limited-cluster-cluster aggregation (DLCA) value of 1:8 as the
chain-like clusters observed here have signicant short range ordering. [24, 25] For
this reason, we speculate that the repulsive Coulomb force causes the surface parti-
cles to reorganize, which reduces the surface roughness of our model, in contrast to
the case without the Coulomb interactions (see reference [50]). We nd that a peak
develops in the structure factor whose magnitude increases with time. Correspond-
ingly, the peak position decreases as a function of wave number with increasing time;
these features typify spinodal decomposition. [68] However, we note that for deep
quenches that lead to the nonequilibrium cluster growth considered in this model,
the system is controlled by two characteristic lengths that evolve dierently in time.
An apparent scaling for the structure factor can only be observed over some pe-
riod of time when these two characteristic length scales become comparable to each
other. [69, 70]
The kinetics of the cluster growth process in this simple model for amelogenin
self-assembly is consistent with a cluster-cluster aggregation mechanism, as shown
in Fig. 4.4. The number of clusters decreases inversely with time (i.e. the kinetic
exponent z = 1) and the radius of gyration increases as a power law with an exponent
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Figure 4.2: Distribution of ;  shows whether the point charge orients outwards ( <
90) or inwards ( > 90). Inset: Nanosphere structure, large (grey) spheres
indicate amelogenin molecules while small (red) ones for point charges.
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Figure 4.3: Log-log plot of structure factor at several time steps, q ranges from 2=L to
 in the simulation. The dashed line indicates fractal clusters with S(q) /
q Df , where Df = 2:0, while the dotted line indicates the Porod regime
S(q) / q (d+1), d = 3.
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of n = 0:5. [36, 71] The relation between z and n involves the fractal dimension
in the following way: n = z=Df . Thus the kinetic exponents are consistent with a
fractal dimension of Df = 2 as well.
To check the stability of the clusters produced in straight simulation from a
quench (Um = 6kT ) into the two phase gas-solid region, we `heat' the system formed
after 5000 time steps from the initial quench Um = 6kT to Um = 4kT and run
the simulation for another 5000 steps. This heating corresponds to the change
in PEG concentration as it is done in the experiment. A typical run (Fig. 4.5)
shows that the nanochains are quite robust under such a change of conditions, as
found experimentally for a wide range of conditions (including a change in the PEG
concentration). We have also checked the structure factor behavior for the heating
process and found that the structure factor curve has the same exponent of  2 as
at the cooler temperature (see Fig. 4.3). This is consistent with the robustness of
the major cluster morphology.
We characterize these entangled nanochains by computing three eigenvalues of
the gyration tensor, denoted as 21, 
2
2, and 
2
3 in descending order. [72] We calculate
the ratios among these three principal values, which characterize the relative colloid
(or charge) particle distribution. A typical result is given in Table 4.1, for the colloid
particles and point charges separately, based on the conguration in Fig. 4.5 (B).
These ratios of eigenvalues demonstrate the anisotropy of these clusters, and suggest
planar clusters, which might imply that the joining together of chains can eventually
lead to the formation of a ribbonlike structure. However, the experimental evidence
for this is at the moment weak. The dierence of the ratios between colloidal
particles and point charges may indicate that under electrical repulsion, the rotation
of monomers inside the cluster leads to the small reduction of anisotropy in the
spatial distribution of the point charges.
From the gyration tensor, we can determine the typical length scales of these
clusters by taking square roots of the eigenvalues. To illustrate this, we use the
colloid conguration shown in Fig. 4.5 (B), which gives 18:27, 17:75, and 5:91
for the three length scales. Since the chain structure is the association of several
nanospheres (as shown in Fig. 4.1), the typical diameter of the nanosphere in this
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Figure 4.4: Log-log plot for time evolution of (A) number of clusters, Nc and (B) radius
of gyration, Rg. The dotted line in (A) has a slope of  1; the dashed line in
(B) has a slope of 0:50.
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Figure 4.5: (A) Morphology of entire system ( = 0:1, f = 0:02) from another 5000
time steps shallow quench of Um = 4kT after rst quench into Um = 6kT ,
5000 time steps. (periodic boundary condition are enforced). (B) One of
the clusters inside (A). The dark guide line through the cluster indicates
its three dimensional backbone. Our estimate of this backbone is based on
a perspective of the cluster gained from viewing it from several dierent
rotation angles.
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Table 4.1: Typical ratios of eigenvalues of gyration tensor
21=
2
3 
2
2=
2
3
Colloid particles 9.57 9.03
Point charges 9.25 8.74
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conguration is at the most 5:91. We can also use this estimate of the diameter
to obtain an estimate of the minimum wavenumber that corresponds in Fig. 4.3
to the crossover to the Porod regime (corresponding to compact clusters on a local
scale). This yields a value of qmin ' 2=5:91 = 1:06, which is consistent with the
behavior shown in Fig. 4.3 (B). Since the hydrodynamic radius RH of the amelogenin
macromolecule is about 2:2 nm, the RH of the nanosphere for the conguration in
Fig. 4.5 (B) is 2:2  5:91 = 13:00 nm; this lies in the range of values of the radii
of typical nanospheres, 10  25 nm, found in the experiment (cf. Fig. 3, reference
[64]).
4.4 Conclusion
We conclude by discussing some issues related to this work. The rst point has to
do with the role of the pH in this self-assembly process. The pH could aect the in-
teraction between C-terminal domains of amelogenin monomers, and the monomer's
geometric shape, as has been shown in reference. [73, 74] However, our model is not
suciently detailed to account for such a change of shape. Rather, the model we
have studied here is based on Du et al.'s experimental study for dierent pH values
(4:5, 6:5). In this range amelogenin molecule folds into a unique globular form,
which we model as a sphere. To extend our model to describe another morphol-
ogy, such as occurs at pH 3:8 [74], where the monomers are extended and unfolded,
would require our choosing such a shape for the monomers. This could be done,
but would add considerable complication to the simulations. The main eect of pH
in our study is via the Debye-Huckel form for the screened Coulomb potential, in
which the Debye screening length and the amplitude of the potential depend on the
salt concentration. In this study we chose a value of the prefactor of 1kT , and a
screening length of 0:4, based on the experimental values of parameters in the study
of Du et al.. [64] However, we have also examined the eects of varying the prefac-
tor from 1kT to 4kT and the screening length from 0:4 to 1:2; in all these cases we
found a similar kinetic process and chain formation as reported in this paper.
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A second point has to do with the possibility of multivalent ions providing an-
other mechanism for amelogenin chain formation. For example, one investigation
reported the formation of chains in the presence of calcium ions, in the absence of
PEG. [75] This relies on the interaction of the ions with the C-terminal sequence
of the monomer, leading to a calcium bridging between nanospheres. A theoretical
description of this mechanism would require generalizing our model to include the
explicit eects of calcium ions interacting with the C-terminal charged sequence,
as well as to replace the AO potential model of the depletion interaction due to
PEG with some alternative form of the residual hydrophobic interaction. Such a
generalization is certainly worth pursuing in future work. Finally, there is some ex-
perimental evidence that oligomer subunits can assemble to form chains. From our
simulation results we believe that by tuning the interaction strengths and ranges,
one could control the size of the stabilized nanospheres, from oligomers to large
aggregates. We have found in preliminary simulation work that chains indeed do
form from such subunits and we plan to pursue this issue in future work.
In summary, we have developed an anisotropic, bipolar model for the hierarchical
self-assembly of amelogenin molecules and have carried out Brownian dynamics sim-
ulations of the self-assembly process. Simulations show a hierarchical self-assembly
process where the molecules aggregate to form dimers, hexamers to nanospheres,
and the assembly of the nanospheres then lead to the formation of nanochains in
agreement with experimental ndings. The relative strengths of the interaction
parameters can lead to a phase diagram where the nanospheres are stable against
nanochains formation. Thus a control over the morphology of the clusters can be
achieved. Such a study is currently underway.
60
Chapter 5
Self-assembly of Janus Oblate
Spheroids
5.1 Introduction
It is well known that isotropic particles can form into ordered structures, such as
glasses and crystals. [2] However, with the advance in synthesis technology such
as template-assisted fabrication and physical vapor deposition etc, the fundamental
building blocks of the self-assembling systems have become more complex, includ-
ing irregular geometrical shapes and directional interactions. This consequently
increases the complexity of the structures and enriches the properties new materials
can have. [7, 76{78] As a result, considerable experimental and simulation work
has been devoted to study the eect of `anisotropy dimensions' [7], such as surface
coverage (patchiness), aspect ratio, etc. [61, 79{87]
Patchiness on spheres with dierent number, size and arrangement have been
successfully fabricated in colloids experiments, which reveal certain interesting prop-
erties and desired crystal structures. [59, 88, 89] One particular example is the
Janus sphere, spherical particle with two hemi-surfaces coded with dierent chem-
ical properties, such as hydrophobic/hydrophilic, charged/uncharged, and metal-
lic/polymeric etc. Janus sphere has been studied by considerable experimental and
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numerical work. [61, 84, 90{93] A variety of stable structures and unusual phase
behaviors have been found under dierent chemical environments. Without losing
the generality of the dissimilarity of two surfaces, a primitive Kern-Frenkel model
has been used to model Janus spheres. [61, 79, 90] Through Monte Carlo simu-
lations, such simplied model reproduces the main experimental features and thus
sheds light on practical applications in materials science and engineering. [82, 94].
To further explore the eect introduced by a specic anisotropy dimension,
namely, aspect ratio, we propose a theoretical model of Janus ellipsoids and present
a systematic study of the self-assembly of Janus spheroids by means of Monte Carlo
simulation. Through posing an additional anisotropy dimension on an existing
anisotropy dimension, we believe such a model extends the eld of Janus particle,
as well as brings new potential applications and raises more questions.
In this chapter, we rst elucidate the theoretical model for Janus ellipsoids in
Sec. 5.2. We then present a study of Janus oblate spheroids in Sec. 5.3 and give a
brief conclusion in Sec. 5.4.
5.2 Model and Simulation Method
In our simulation study, a primitive model is presented for Janus spheroidal particles,
with the lengths of the principle semi-axes denoted by a = b 6= c while a = b = ?=2,
c = k=2. Depending on the aspect ratio, dened as  = c=a, the ellipsoid is
characterized as oblate if  < 1 and prolate if  > 1. Furthermore, in the simulation,
we scale the longer axis length of the ellipsoid to be the unit length , i.e.,  =
Max[?; k]. For an ellipsoid centered at r0 = (x0; y0; z0) and its axial orientations
are given by uT = (u1; u2; u3), v
T = (v1; v2; v3), w
T = (w1; w2; w3), the equation for
this ellipsoid has the explicit form
[u  (r  r0)]2
a2
+
[v  (r  r0)]2 + [w  (r  r0)]2
b2
= 1 (5.1)
In terms of a matrix representation, Eq. 5.1 can be rewritten as XTAX = 0,
where XT = (x; y; z; 1) and A is a 4  4 symmetric matrix. The ten independent
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elements of A are listed as follows: 1)
A11 =
u21
a2
+
v21
b2
+
w21
c2
A12 =
u1u2
a2
+
v1v2
b2
+
w1w2
c2
A13 =
u1u3
a2
+
v1v3
b2
+
w123
c2
A14 =  x0A11   y0A12   z0A13
2)
A22 =
u22
a2
+
v22
b2
+
w22
c2
A23 =
u2u3
a2
+
v2v3
b2
+
w2w3
c2
A24 =  x0A21   y0A22   z0A23
3)
A33 =
u23
a2
+
v23
b2
+
w23
c2
A34 =  x0A13   y0A23   z0A33
A44 =  1  x0A14   y0A24   z0A34
Here, A is normalized so that a point in the interior of the ellipsoid X0 satises
XT0AX0 < 0 and thus, det(A) < 0. This normalization will be used to determine
the spatial relation between ellipsoids.
Analogous to the Kern-Frenkel patchy model [79], we choose the ellipsoids to
interact through a pair-potential that depends on their separation and orientation
Uij = Uf(r^ij; n^i; n^j); (5.2)
As illustrated for two oblate ellipsoids in Fig. 5.1, attractive patches are coded by
red and the orientation n^ is chosen to coincide with the principle axis k in the
body-xed frame of reference.
The standard square-well potential model has been applied for the study of Janus
spheres. [82, 90] However, the determination of the accurate spatial relation between
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Figure 5.1: Illustration of two interacting Janus ellipsoids (oblate spheroids with  =
0:4). Red hemi-surfaces attract each other; blue hemi-surface interacts with
other surfaces through a hard-core repulsion.
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ellipsoids is computationally expensive. Thus, for the radial dependence of Uij, we
introduce a `quasi-square-well' potential dened as:
U =
8<: 1 if particles overlap u0H(ij + 0:5   rij) otherwise (5.3)
and the angular modulation is
f(r^ij; n^i; n^j) =
8<: 1 if n^i  r^ij  0; n^j  r^ji  00 otherwise (5.4)
where u0 is the well-depth. H(x) denotes the Heaviside step function, rij is the
center-to-center distance between particles and r^ij is the direction of the particle
separation vector ~rij = ~ri   ~rj. n^i; n^j are the patch orientation vectors which are
along the long axes. ij, the orientation-dependent range derived from a Gaussian
overlap model, is given by
ij = ?

1  
2

(r^ij  n^i + r^ij  n^j)2
1 + n^i  n^j +
(r^ij  n^i   r^ij  n^j)2
1  n^i  n^j
  1
2
(5.5)
with  = (2   1)=(2 + 1). ij is introduced as an approximation to characterize
the spatial relation, such that there is no overlapping interaction if rij  ij. [95]
Therefore, H(ij+0:5 rij) represents a `quasi-square-well' potential. [96] Specic
cases under the condition n^i = n^j are illustrated in Fig. 5.2 for the aspect ratio
 = 0:1, 0:5 and 0:9 (oblate spheroids) from left to right. Two particles will interact
when their red shells touch each other.
We note that this approximation has been widely used to study anisotropic
particles such as liquid crystals and granular material [97{99]. We also note that
in our study, this approximation is only applied to the interaction potential but
not to distinguish the geometric overlapping. Thus hard-core repulsion is provided
by the following geometric relation. Given two ellipsoids A: XTAX = 0 and B:
XTBX = 0, one introduces the characteristic polynomial F () = det(A   B).
A and B are normalized so that the interiors of A and B satisfy XTAX < 0 and
XTBX < 0. The roots of the characteristic equation F () = 0 have two positive
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Figure 5.2: Illustration of interaction range of `quasi-square-well' potential for individual
ellipsoid under the condition n^i = n^j ,  = 0:1, 0:5 and 0:9 from left to right.
The red surfaces represent the attraction range and the blue bodies for hard
cores associated with the individual ellipsoids.
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real values and the rest characterizes the geometric relation between ellipsoids [100]
such that
1) A and B are separate, for two distinct negative roots;
2) A and B touch each other externally for two equivalent negative roots;
3) otherwise, A and B overlap.
Sturm sequence methods have been applied to numerically decide if two roots are
distinguishable.
To summarize, for such Janus ellipsoid model: a) the interactions between two
red hemi-surfaces of Janus ellipsoids are `quasi-square-well' potentials; b) the inter-
action between a blue region and other regions is just a hard-core repulsion. The
primitive model we propose recovers the Kern-Frenkel Janus sphere model [90] with
well-width 0:5 when  = 1, since under this condition, ij = . Nevertheless, our
model is dierent from the Kern-Frenkel model when  6= 1, since then the radial
part U is a function of both separation and orientation associated with the ellip-
soidal cores. In addition, the introduced `quasi-square-well' model has an advantage
that there is no ambiguity when dening the connectivity of aggregates during the
self-assembly process. Furthermore, it could be easily generalized to more realistic
models.
We use a standard Monte Carlo (MC) simulation in the NVT ensemble to study
the self-assembly of Janus ellipsoids. We investigate a three-dimensional system in
a box with length L. Periodic boundary conditions are enforced to minimize wall
eects. We choose the low density value in order to study the fundamental structures
formed from direct self-assembly. The system is initialized as a randomly-distributed
noninteracting gas of monomers. A random translation and a random rotation is
carried out for each monomer in each MC step. (the rotation is performed using
the method of quaternion parameters.) In the following,  is taken as the unit of
length and u0 the unit of energy. The temperature T is also expressed in the unit
of u0 (with the Boltzmann constant kB = 1).
We study Janus oblate spheroids ( < 1) in this chapter and prolate spheroids
( > 1) in the next. In particular, we choose box length L = 30, number density
 = 0:037 and the spheroid aspect ratios range from 0:1 to 0:9. The temperature
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is set to be T = 0:33. More than ten independent runs for each aspect ratio have
been carried out up to 5 million Monte Carlo steps (MCS) and an ensemble average
is taken by averaging over all runs.
5.3 Results and Discussion
To characterize the eective interaction between particles, we calculate the second
viral coecient B2:
B2 =
1
2V
Z 
1  e Uij d~rid~rjdn^idn^j (5.6)
The results of Monte Carlo integrations of B2 = B2=B
hs
2 as a function of temperature
for dierent  are shown in Fig. 5.3. (Without specication,  = 0:1, 0:5 and 0:9
are denoted by green down triangles, red triangles and blue circles, respectively.)
Bhs2 = 2
3=3 stands for the second viral coecient of a hard sphere whose diameter
is . The solid curve represents the the analytic values for Janus sphere: BJS2 =
1  (3   1)(eu0   1)=4, where the interaction range  has been chosen as  = 1:5
in earlier studies. [61, 79, 90] As  increases to 1, B2 approaches the value for the
Janus sphere from above, which indicates that the eective interactions increase as
the aspect ratio increases.
In Fig. 5.4, we show the time evolution of ensemble averaged potential energy
in log-log plot. The magnitude of average potential is scaled by the attraction well-
depth, which characterizes the number of interacting neighbors for each particle. As
the initial conguration has no interaction between particles,  E=u0 starts from 0.
It grows quickly and the dynamics slows down while approaching equilibrium. As
shown in the inset, we perform linear ts to the data in the region 4 5 million MCS
and obtained slopes of 6:4 10 8 and 2:4 10 8 per MCS, respectively, for 0:9 and
0:5. It would appear from these results that the systems for  = 0:9 and 0:5 are close
to equilibrium. While for  = 0:1, the slope is 4:0  10 7 per MCS. Although the
energy is still slowly changing, it is approaching equilibrium. We believe that for all
three cases, much of the variation in energy shown in the inset is due to the thermal
uctuation of monomers in individual clusters, including orientational reordering.
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Figure 5.3: Plot of B2 vs. kBT=U0 for the aspect ratio  = 0.1 (green down triangle),
0.5 (red triangle) and 0.9 (blue circle) from top to bottom. The solid curve
is the theoretical prediction for a Janus sphere, i.e.  = 1.
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It is to be noted that, for small aspect ratio, the ellipsoids take a much longer time
to equilibrate due to the freedom of rotation. (It would be desirable to perform even
longer simulation runs, on the order of 107 or 108 MCS, based on Sciortino et al.'s
[90] study of Janus spheres, which are computationally less expensive to simulate
than ellipsoids. However, this would require several months of computer time to
carry out the simulation for each point we studied.) It is also important to note
that the main focus of this study is the dependence of the cluster morphology on
the aspect ratio. Since the morphology of the clusters is only slowly changing in this
late time regime in all the cases we have studied, we believe that our simulations
are of suciently long term to address this point.
As also shown in Fig. 5.4, the dierent growth tendency in potential evolution
for the dierent aspect ratios is due to the distinct aggregation mechanism that
dominates at dierent times. As we will show in the later section, the aggrega-
tion at the early stage is dominated by monomer diusion and interactions with
small, formed oligomers. Depending on the aspect ratio, the system is composed
of monomers, small oligomers, micelles and vesicles. Afterwards, the aggregation
is mainly on account of the coalescence of small clusters by diusion and collision,
and the clusters have much smaller diusion constants than monomers. As we also
can nd from Fig. 5.4 that the size of stable clusters depends on the aspect ratio as
well.
To illustrate the dierence in aggregation morphology, we take snapshots of the
cluster growth as shown in Fig. 5.5. The cluster is dened such that two particles
are connected if they interact; there is no ambiguity with respect to this interaction
in our model. From left to right in Fig. 5.5, we show typical structures for  = 0:1,
0:5, and 0:9 that are collected from simulations. Small oligomers such as trimer,
tetramer, pentamer, hexamer, and heptamer are similar and monomers form usual
polygons except that for  = 0:1. As for the aspect ratio less than 0:5, there is more
rotational freedom associated with the space enclosed by monomers. Thus, instead
of forming polygons, ellipsoids with the same patch orientations pile into layers.
This is due to the fairly long interaction range of `quasi-square-well' potential in
this model, which is longer than the k = 0:1 of aspect ratio 0:1. Thus, for  < 0:5,
70
104 105 106
0.01
0.1
1
4.0x106 4.5x106 5.0x106
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
 
 
 
 
 
-E
 / 
u 0
MCS
 
 
 
Figure 5.4: Plot of  E=u0 vs. MCS. The curves from top to bottom correspond to the
aspect ratio  = 0:1 (green), 0:5 (red), and 0:9 (blue)
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two ellipsoids can interact even with another particle in between of them.
As also shown in Fig. 5.5, with the cluster size grows, it forms into micelle
(single layer) and vesicle (double layers) structures, which is same as the behavior
of Janus sphere. These structures have an eect in breaking the thermal correlations
between particles and thus aect the system phase behavior. [90] One thing to note
is that the patch orientations in two layers of the Janus oblate spheroids vesicles
mostly point to the same directions, which is dierent from the case of Janus sphere,
whereas they face toward each other. [90] This could be caused by the broken in
rotational symmetry of a particle that biases it from orientational reorganization
in the shell structures. In summary, we nd typically micelle aggregates for Janus
oblate spheroids; the aggregates can fuse with others by bridging of monomers; new
layers can form outside the micelles that lead to multiple-layer structures.
In Fig. 5.6, we plot the time evolution of number of clusters Nc. From the
gure, we nd that Nc drops faster for larger  at the beginning and later the
tendency reverses. Such behavior is consistent with the energy temporal behavior.
This indicates that at the early stage, the aggregation dynamics is dominated by
monomer motion and larger  has stronger interaction that leads to faster cluster
formation; then the dynamics is governed by cluster-cluster aggregation and hence
for larger aspect ratio, the clusters grow more slowly than for smaller aspect ratio.
It is to be note that the cluster denition by means of interaction might in
principle be inconsistent with the experimental observations, which mostly use the
distance denition without considering orientations. Thus we show the Nc evolution
by the energy denition (upper blue) and distance denition (lower red) for  = 0:9
respectively in the inset of Fig. 5.6. We nd that the dierence occurs between two
denition is smaller than the statistical error.
In Fig. 5.7, we show the distribution of cluster size for dierent aspect ratios. We
nd that for larger , the distribution spreads out for a broader range, which indicates
the larger possibility of the fusion of clusters that leads to larger aggregations, such
as shown in the inset, a chain structure former for  = 0:9 (size 137). Moreover,
as  decreases, the distribution range shrinks and typical peaks become dominant,
which means that the cluster structures gets more uniform for smaller aspect ratios
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Figure 5.5: Plot of cluster morphology for  = 0:9, 0:5 and 0:1 from left to right. The
number next to each panel is the cluster size.
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Figure 5.6: Plot of number of cluster vs. MCS for  = 0:9 (blue circle), 0:5 (red up
triangle) and 0:1 (green down triangle). Error bars come from the statistical
variance of independent runs. The inset shows the evolution of the number
of clusters through energy denition (blue) and distance denition (red) for
 = 0:9.
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( = 0:1; 0:5)
In order to investigate in detail how ellipsoids organized in the cluster, we plot
the correlation between patch orientations: n^1 n^2 of two bonded particles (for which
there exists an attraction) in Fig. 5.8. From the gure, two peaks near  1:0 and 1:0
are found for  = 0:9 that provides the complexity in fundamental building blocks
for self-assembly. The associated typical pair congurations are shown beside the
curve, corresponding to two ellipsoids facing toward (n^1  n^2   1:0) and parallel
(n^1  n^2  1:0) to each other; similar behavior has been found for Janus spheres.
[90] However, as  decreases, for  = 0:1 and 0:5, the peak near  1:0 vanishes and
single peaks dominate the distribution which indicates the micelle-like aggregates
dominate the congurations. Furthermore, the peak position shifts towards zero as
 decreases that leads to more compact structures which are energetically favorable.
With the outside hardcore repulsion shell, such micelle-like aggregates weaken the
further cluster-cluster aggregation.
In Fig. 5.9, we show the snapshots of congurations of the system with dier-
ent  at 1:0 and 5:0 million MCS, which are roughly in the phase separation and
cluster-cluster aggregation regimes separately. The morphologies from these two
time frames are consistent with the ndings from our previous discussion about the
dynamics and cluster structures.
5.4 Conclusion
We propose a primitive model to study the self-assembly of Janus ellipsoids. The
interactions between ellipsoids include a hard-core repulsion and a `quasi-square-
well' attraction, where the attraction occurs when the patchy areas of two ellipsoids
orient in designated directions within the interaction range. The anisotropy in our
model comes from two aspects: patchiness and aspect ratio. One thing to note
is that our model could be easily extended to more realistic systems and it raises
many potential avenues for investigation, for example, the possible extension of B2
scaling in the calculation of the phase diagram (such B2 scaling has been successfully
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Figure 5.7: Distribution of cluster size for  = 0:1 (green down triangle), 0:5 (red up
triangle) and 0:9 (blue circle). Insets from top to bottom are the congura-
tions of the largest cluster found in the simulations for  = 0:1, 0:5 and 0:9,
respectively. The number associated with each conguration is the cluster
size.
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Figure 5.8: Distribution of orientation correlation (n^1  n^2) over all pairs of bonded el-
lipsoid particles for  = 0:1 (green), 0:5 (red) and 0:9 (blue). Typical cong-
urations corresponding to each peak are shown.
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Figure 5.9: Snapshots of the system for  = 0:9; 0:5 and 0:1 from left to right. The upper
and lower panels correspond to t = 106 and 5 106 MCS.
78
applied for patchy spheres [101, 102]; the morphology dependence on range of the
interaction, e.g., 0:2, as is the typical case for colloidal interactions, as well as the
shape of potential etc. In our study, the phase diagram is not yet known, thus we
pick a thermodynamic point (density and temperature) in the micelle gas regime to
investigate the aggregation structures from direct self-assembly as the rst step. It
is of certain interest for future study of the system at high density, where one would
expect to encounter gelation and large orientational ordering. [103, 104]
In this chapter, we focus on the study of Janus oblate spheroids with  ranges
from 0.1 to 0.9. We show the eects of aspect ratio on the self-assembly morphology
and dynamical property. We nd that for large aspect ratio, the self-assembly
process is relatively faster and the morphology is more complicated due to the
fusion of micelle aggregates, such as dumbbell and chain structures; while for small
aspect ratio, Janus ellipsoids tend to form uniform micelles and vesicles, which
could provide potential applications accordingly, such as particle encapsulation. We
believe the more important point of this study is the fact that the size and structure
of the self-assembly aggregates can be controlled by additional anisotropy dimension
onto the building units, namely, aspect ratio. This suggests that the additional
anisotropy can somehow purify or magnify the eect of previous functional design,
which is interesting and heuristic for materials engineering from a design point of
view.
79
Chapter 6
Self-assembly of Janus Prolate
Spheroids
6.1 Introduction
In this chapter, we continue our investigation of Janus ellipsoids and study the self-
assembly of Janus prolate spheroids ( > 1) using the model and method proposed
in the previous chapter. To be specic, we clarify our model and simulation method
in Sec. 6.2. In Sec. 6.3, we rst present the results for `structure-poor' region of
 = 2  10, in which we obtain micelle-like aggregates; we then show the results for
`structure-rich' region  = 1:0 2:0 where we nd a transition in cluster morphology
from vesicles to chains and micelles. In Sec. 6.4, we present a brief conclusion.
6.2 Model and Simulation Method
Janus prolate spheroids are dened as a hemi-spheroid patchy model of prolate
spheroids (ellipsoids with the lengths of the semi-principal axes denoted by c > a =
b, c = =2, and aspect ratio  = c=a). Thus ij in this case is given by
ij =



1  
2

(r^ij  n^i + r^ij  n^j)2
1 + n^i  n^j +
(r^ij  n^i   r^ij  n^j)2
1  n^i  n^j
  1
2
(6.1)
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where  = (2   1)=(2 + 1).
Again we use the standard Monte Carlo (MC) simulation in the NVT ensemble
to conduct this study. We choose three-dimensional systems of size L = 30, with
a number density  = 0:02. (We choose the low density value in order to study the
fundamental structures formed from direct self-assembly.) Periodic boundary con-
ditions are enforced to minimize wall eects. The simulations start from a random
initial monomer conformation and run for 10 million Monte Carlo steps (MCS). We
then analyze the data at the end of the simulation, with our nal results averaged
over tens of runs.
6.3 Results and Discussion
We use the second virial coecient B2 (Eq. 5.6) as a measure of the eective,
temperature dependent interaction between particles. In particular, we use a scaled
B2, i.e., B

2 = B2=B
hs
2 in our discussion. B
hs
2 = 2
3=3 stands for the second viral
coecient of a hard sphere whose diameter is . For simplicity, we omit the `*' in the
notation for all the B2's in the following discussion. We rst give the analytic values
of B2 for spherical particles ( = 1:0) interacting through a square well potential;
specically, for isotropic spheres, BIS2 = 1 (3 1)(eu0 1), and for Janus spheres,
BJS2 = 1   (3   1)(eu0   1)=4, where the interaction range  has been chosen as
 = 1:5 in earlier studies. [79, 96] Next, we give the numerical results for B2 for
Janus ellipsoids, obtained from Monte Carlo integration, for our quasi-square-well
model above. We plot the B2 of Janus ellipsoids, B
JE
2 , vs. the aspect ratio  at three
temperatures, T = 0:25; 0:28 and 0:33 in Fig. 6.1 (A). The gray circles represent
the B2 for pure hard-core prolate spheroids. We nd that: a) the magnitude of
BJE2 decreases as the temperature and aspect ratio increase. This suggests that
particles combine more strongly at lower temperatures. In addition, the larger the
aspect ratio, the weaker the attraction between particles. (For the same interaction
cuto, the interaction range depends on the geometric shape of individual particles
and the volume integral in Eq. 5.6 is reduced by a factor of the aspect ratio, i.e.
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 1). b) The interaction between particles approaches a pure hard-core repulsion as
the aspect ratio increases, since the probability of two attractive (red) parts nding
each other becomes smaller when the particles are slimmer. To understand the B2
dependence on the hemi-surface patch and aspect ratio, we show the ratio between
the B2 of Janus ellipsoids and isotropic ellipsoids, B
JE
2 =B
IE
2 , in the upper panel
of Fig. 6.1 (B), and BIE2 in the lower panel for reference. The results show that
the patch eect becomes more distinct for larger aspect ratio, which may reduce
the complexity of the structures formed in the self-assembling process. Thus we
arbitrarily split the map of Fig. 6.1 A into two regions: region 1,  = 2:0   10:0,
`structure-poor' region; and region 2,  = 1:0 2:0, `structure-rich' region. From the
discussion and similarity among the B2 curves for dierent temperatures, we set our
simulations at T = 0:25. We believe the results and structures for this temperature
range are quite general.
The simulation results also verify the simplicity in the cluster structures of region
1. We study the self-assembly for  from 2.0 to 10.0 (step size 1.0) and show
typical system congurations and cluster structures in Fig. 6.2. From the gure,
we see that most clusters in the two simulation boxes are micelles with (complete
or incomplete) `star' structures. One would expect that the cluster size depends on
the monomer's geometric shape. However, their properties, such as volumes and
chemical characteristics (red parts inside and blue parts outside), are quite similar
and rather simple.
Now we focus on the region 2; we simulate the systems with  from 1.0 to 2.0,
and step size 0.1. We show the evolution of the ensemble average potential in Fig.
6.3. The plateaus of the potential curves suggest that those self-assembly systems
are in, or close to, the equilibrium states. The dierences between the plateaus
indicate the dierences in cluster sizes and structures.
The typical morphologies for dierent aspect ratios are given in Fig. 6.4. From
the snapshots, we nd that in the upper panel, the nal congurations of  =
1:0; 1:1; 1:2 at 10 million MCS are quite similar, i.e., the systems consist of vesicles
(double-layer shells), micelles (single-layer shells) and small oligomers. This also
explains why the potential curves of these three aspect ratios are almost the same
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Figure 6.1: Plot of second virial coecient (B2) vs. ellipsoid aspect ratio at three tem-
peratures, T = 0:25; 0:28 and 0:33. (A) B2 of Janus ellipsoid-ellipsoid inter-
action, BJE2 . Gray circles indicate theB2 of pure hard-core prolate spheroids.
Dash line is for the guide of B2 = 1:0. (B) upper panel, scaled B2 of Janus
ellipsoid-ellipsoid interaction (BJE2 ) on isotropic ellipsoid-ellipsoid interac-
tion (BIE2 ), and lower panel, B
IE
2 , dependence on the aspect ratio. Color
stars indicate the values from analytical calculation.
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A         B
C         D
Figure 6.2: Conguration of the entire system after 10 million MCS for ellipsoid aspect
ratios (A)  = 3:0 and (B)  = 10:0. (C) and (D) show the largest clusters
in those two conguration with cluster size Np = 42 and 26 respectively.
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Figure 6.3: System potential evolution along with MCS for aspect ratios from 1:0 to 2:0.
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in Fig. 6.3. The small dierences in energy for  = 1:1 and 1:2 in comparison to
 = 1:0 are due to the change in monomer geometry, which leads to small changes
in the cluster sizes and hence energy. As  reaches c = 1:3 (Fig. 6.4 (D)), the
morphology changes, the vesicle structure becomes unstable and a chain structure
dominates the conguration. Interestingly, the chains are also found for the larger
aspect ratios ( = 1:4; 1:7); however, the chain length decreases dramatically as the
aspect ratio increases beyond 1.3. Thus, as shown in Fig. 6.4 (F), the micelle-
like structures become the dominant part of the conguration for  = 1:7. This
change in morphology in the neighborhood of  = 1:3 makes this narrow region
special. Note that a small change in  results in a large change in morphology. This
sensitive dependence on a control parameter could be true in other systems and thus
potentially be of importance in the design of new materials.
To gain a better qualitative understanding of the properties of the clusters formed
in those systems, we plot the statistical results for the cluster distribution with a bin
size Np = 5 in Fig. 6.5. We also give a rough interpretation of the dominant peaks
in the cluster distribution. For  = 1:0, the dominant peak at Np = 40 corresponds
to a vesicle and is consistent with earlier results for Janus spheres. [82, 90] The
region around the secondary peak at Np = 20 corresponds to micelle aggregates.
For  = 1:2, vesicles of sizes Np = 20 60) dominate in the cluster distribution. The
more or less at portion shows a rather wide range of vesicle size, corresponding
to a slimmer particle than for smaller aspect ratios. The curve for  = 1:3 shows
an oscillatory, `periodic' behavior in size, as the dominant peak occurs at about
Np = 5; 15; 25; 35 etc, which suggests the chain structure forms from the assembly
of `sub' building blocks (Np = 5 9) rather than from monomers. Such a periodicity
dies out quickly as the aspect ratio increases, and the sub building blocks are fairly
large (for instance, Np = 20 for  = 1:4; 1:7). As a result, the attachment points
(exposed attractive regions) on the surface of sub building blocks that attract each
other can be easily eliminated in the equilibration process (the adjustment to lower
the free energy due to surface tension eects). Such an eect is not helpful in forming
larger regular structures, such as chains, so that the hard-core repulsion of outside
surfaces tend to keep the micelle-like structures in the clusters. We also note that
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A         B    C
D         E    F
Figure 6.4: Conguration of the entire system after 10 million MCS for ellipsoid aspect
ratios (A)  = 1:0, (B)  = 1:1, (C)  = 1:2, (D)  = 1:3, (E)  = 1:4 and (F)
 = 1:7.
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due to the very slow late stage cluster-cluster aggregation process, there might be
small changes in the cluster distribution function with time. We give one example
of this in our discussion of Fig. 6.8 below.
Next we evaluate the distribution of the scalar product n^1  n^2 for all pairs of
bonded ellipsoid particles for dierent , and give the results in Fig. 6.6. The
two peaks that are near  1:0 (the patch orientation vectors of a pair of parti-
cles face toward each other) and 1:0 (the two patch orientation vectors are par-
allel) for  = 1:0 (Janus sphere) are quite consistent with previous investigations.
[90] The similarity of the curves  = 1:0; 1:1 and 1:2 is consistent with the clus-
ter morphologies being similar in the three cases. Furthermore, new order (peaks)
builds up within the intermediate region that reects the typical close packing struc-
tures due to the constraint of geometrical shapes. This becomes more obvious for
larger aspect ratios, which increase the system symmetry and reduce the complex-
ity of cluster morphologies. However, in contrast to the other two groups of curves
( = 1:0; 1:1; 1:2;  = 1:4; 1:5; 1:7; 2:0),  = 1:3 is a special case, since the dierent
congurations of pairs of particles have an equal probability of occurrence (the at
region of the distribution function). This reects the cylindrical symmetry of the
ordered chains, in contrast to the spherical symmetry of micelles.
To study the cluster morphology in a more quantitative way, we apply an inertia
tensor analysis for a typical example. As shown in Fig. 6.7, we plot the distribution
of the particle distance from the cluster center of mass, for the cluster ( = 1:1; Np =
49) in the inset. From the result, we nd that such a cluster consists of two layers,
with 9 ellipsoids in the rst layer (inner shell) and 40 in the second, with two
average radii r1 = 0:85, and r2 = 1:74 respectively. Thus we give an estimate of
the moment of inertia I by computing the sum of the moments of inertia of the two
shells, I = 2(m1r
2
1 +m2r
2
2)=3 = 85:07 where m1 = 9;m2 = 40. We then calculate
the principal moments of inertia for the cluster by diagonalizing the inertia tensor
numerically and nd the results I1 = 85:93; I2 = 85:47; I3 = 83:38, and the moment
of inertia I = (I1 + I2 + I3)=3 = 84:93. I1; I2; I3 are approximately the same and
indicate the spherical symmetry of the cluster. The result for I is consistent with
our prediction about the vesicle structure of the cluster.
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Figure 6.5: Distribution of cluster size (Np) inside the system after 10 million MCS for
dierent ellipsoid aspect ratios.
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Figure 6.7: Plot of distance r(i) of the ith particles to the center of mass of the cluster,
corresponding to the conguration ( = 1:1; Np = 49) shown in the inset.
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Finally we show the typical clusters for  = 1:2; 1:4 and 1:3 in Fig. 6.8. These
congurations are from runs carried out to 40 million MCS, in contrast to all our
other results. These runs were carried out in order to check the stability of the con-
gurations found at the end of 10 million MCS, and conrm our earlier conclusions.
We see again the transition from vesicles to chains and micelles, as well as the regu-
larity in the chain structure of  = 1:3. Furthermore, Fig. 6.8 (C) also illustrates the
formation of such a chain structure by attaching sub building units one by one and
reorganizing the particles into an ordered geometrical arrangement. It is to be noted
that for longer runs, there is a small change in the cluster distribution function for
 = 1:3 shown in Fig. 6.5, resulting from further slow cluster-cluster aggregation
that preserves the ordered structure of the chains and shifts the dominant peak to
a higher value of Np. For  = 1:4, however, such an anisotropy modulation, namely,
the change in length of semi-axes a = b = c= from 0:385 to 0:357, weakens the
formation of the higher hierarchical order through such attachment, and leads to
the limitation in chain extension and reduces the chain length.
6.4 Conclusion
In summary, we have proposed a theoretical model for Janus prolate spheroids and
have used Monte Carlo simulations to study its self-assembly for dierent aspect
ratios. We have limited our investigation to a low temperature, low density regime
that has been studied by others for the case of Janus spheres. [61, 82, 83, 90] In
contrast to the micelle aggregates obtained from the self-assembly of Janus oblate
spheroids [96], we nd several ordered cluster structures for Janus prolate spheroids,
such as micelles, vesicles and chains. Furthermore, we nd that small increases in
aspect ratio lead to a signicant transition of cluster morphology. Specically, vesicle
structures dominate the conguration for Janus prolate spheroids with  = 1:1
and 1:2, which is quite similar to the case of Janus spheres ( = 1:0). Ordered
chain structures are formed for  = 1:3, which is a somewhat rare structure. As 
increases further, such a regularity quickly disappears and leads to a reduction in
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A          B
C
Figure 6.8: Typical clusters of (A)  = 1:2; Np = 69, (B)  = 1:4; Np = 39 and (C)
 = 1:3; Np = 88.
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chain length. Finally, micelle structures dominate the conguration when  exceeds
2:0. The ndings based on the anisotropy of geometric shape are quite general for
the low density regime and demonstrate the eect of anisotropy in directing the
self-assembly. Thus we believe that studies of dierent anisotropy dimensions of the
basic building blocks could add further precise control in self-assembly and raise
additional questions for future study.
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Chapter 7
Encapsulation by Janus Spheroids
7.1 Introduction
The subject of encapsulation has received considerable attention in various elds
of current research. For instance, in drug delivery, encapsulation with polymer mi-
celles has some remarkable pharmacokinetic advantages, such as reduced systemic
toxicity, reduced patient morbidity, and increased bioavailability and absorption ef-
ciency. Encapsulation systems can also be used in specic drug targeting in cancer
treatment and controlling the drug release time. This has extensive therapeutic use.
[105{110] In biomaterial research, the encapsulation of proteins could provide the
building blocks for the formation of biodegradable scaolds in tissue engineering.
[111{114] Furthermore, a polymer-encapsulating system promises to be industrially
important for self-healing material. [115, 116] Several studies have been devoted
to addressing the issue of ecient, uniform encapsulation. Self-directed assembly
provides a reasonable method through a bottom-up approach in micro/nanoscale
systems. [117{121] In particular, amphiphilic groups have been used in encapsula-
tion since most encapsulated guests are hydrophobic molecules, that provide a high
eciency, are stable and have the prospect of broad application. [122, 123]
In this chapter, we present a study of a new encapsulation method by means of
the self-assembly of Janus oblate spheroids. Janus particles are two-faced particles,
95
whose chemical makeup diers between the two sides. Due to the recent success
in synthesizing these particles, there has been a signicant amount of experimental
and numerical work reported in recent literatures. [7, 76, 77] For instance, Janus
spheres have been studied in much of the experimental work, focusing on its synthe-
sis and self-assembly properties. [61, 83, 84, 124] In addition, some theoretical and
numerical studies have also been carried out to investigate the phase diagram and
cluster morphology based on simple, primitive, anisotropic potentials. [82, 86, 90]
These studies show an anomalous thermodynamic behavior in the gas-liquid coexis-
tence region, due to the existence of stable micelle and vesicle aggregates in the gas
phase (colloidal poor phase). [90] The inner hollow space and the exterior shielding
(hydrophilic) surface of the shell structure associated with the micelle or vesicle ag-
gregate makes it a good candidate to act as an encapsulating agent. Furthermore,
in the case of Janus oblate spheroids, it has two types of anisotropy; one is due to
the Janus character of chemical composition and the other is due to its geometric
shape. This reduces the rotational symmetry and also leads to the hollow space
inside the shell structure formed by Janus oblate spheroids being larger than in the
case of Janus spheres. These eects make it likely that oblate spheroids are more
eective encapsulating agents than Janus spheres. Thus in this chapter we investi-
gate the performance of encapsulation by Janus oblate spheroids. We believe that
Janus oblate spheroids may lead to a high eciency of encapsulation and serve as
a platform for the implantation of functional groups.
The outline of this chapter is as follows. In Sec. 7.2, we illustrate the model of
such encapsulation system and the Monte Carlo method. We present our results in
Sec. 7.3 and conclude the discussion with a brief summary in Sec. 7.4.
7.2 Model and Simulation Method
In our model, the encapsulating agents are oblate spheroidal Janus particles, dened
as a hemi-spheroid patchy model of oblate spheroids (ellipsoids with the lengths of
the principal axes denoted by c < a = b = =2 and aspect ratio  = c=a); the
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encapsulated guests are chosen to be isotropic hydrophobic spheres with diameter
R = . There are three kinds of inter-particle interactions, ellipsoid-ellipsoid (U ee),
ellipsoid-sphere (U es), and sphere-sphere (U ss), respectively.
As proposed in Chapter 5, we introduce a `quasi-square-well' potential dened
as
U =
8<:1 if particles overlapu0H(ij + 0:5   rij) otherwise (7.1)
f(r^ij; n^i; n^j) =
8<: 1 if n^i  r^ij  0; n^j  r^ji  00 otherwise (7.2)
where u0 is the well depth, H(x) denotes the Heaviside step function, rij is the
center-to-center distance between particles and r^ij is the direction of particle sep-
aration vector ~rij = ~ri   ~rj, n^i; n^j are the patch orientations which are along the
semi-minor axes, as shown in Fig. 5.1. We treat the isotropic hydrophobic sphere
as a unique Janus ellipsoid, with its  = 1:0, and with its patch covering its entire
surface, with an orientation n^i = r^ji(n^j = r^ij). This way we can write all three
types of pairwise interactions (U eeij , U
es
ij , and U
ss
ij ) in the form of equations 7.1 and
7.2, but with amplitudes  uo,  uss and  ues, respectively. We choose the inter-
action between spheres and ellipsoids to be equal to that between ellipsoids and
spheres, for simplicity. We then consider the three cases uss=u0 = 0, 0:5 and 1,
as representative cases in which one might see encapsulation. For the hydrophobic
interaction between spheres, the potential is a standard square-well potential with
well-depth denoted as uss and a cut-o range rc = 1:5 (since ij =  for  = 1:0).
To summarize, a) the interactions between two hydrophobic parts (hemi-surfaces of
Janus ellipsoids, or entire spherical surfaces) are `quasi-square-well' potentials; b)
the interaction between a hydrophilic region and other regions is just a hard-core
repulsion. Our choice for the hydrophilic interactions corresponds to an experimen-
tal situation in which the salt concentration is suciently large as to screen the
Coulomb interactions.
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We use standard Monte Carlo (MC) simulation in the NVT ensemble to study
the encapsulation process of this system. We choose small three-dimensional (3D)
systems of size L = 24 (as the simulation becomes quite computationally expen-
sive with increasing particle number). Periodic boundary conditions are enforced to
minimize wall eects. All simulations start from a random initial monomer confor-
mation and the results are averaged over tens of runs. In the following,  is taken
as unit of length and u0 the unit of energy. The temperature T is also expressed
in the unit of u0 (with the Boltzmann constant kB = 1). The other parameters are
denoted as follows: the number of ellipsoids Ne, the number of spheres Ns, the ratio
of particle numbers  = Ne=Ns, and the total number density  = (Ne +Ns)=L
3.
7.3 Results and Discussion
Encapsulation is dened such that each guest (sphere) is suciently surrounded by
agents (oblate spheroids). To be specic, in our model, the self-assembly of the Janus
ellipsoids leads to aggregates with one or more outer shells; the outmost surfaces
are (mostly) hydrophilic. These shells surround hydrophobic centers consisting of
one or more spheres. To study the mechanism of the encapsulation as well as the
eciency dependence on the ellipsoid aspect ratio, we need to nd a way to quantify
the degree of encapsulation that characterizes how well each sphere is surrounded
by ellipsoids. In the rst case we study, we choose a low density,  = 0:02 and
temperature T = 0:25, since we nd that this thermodynamic point is in the gas
phase (micelle) region. We choose a ratio of particle numbers  = 10, as this equals
the number of particles in a stable micelle of Janus spheres [90] and set uss = 0 so
that there is no hydrophobic attraction between spheres (just hard-core repulsion).
We choose uss = 0 initially to make it favorable that only one sphere is encapsulated.
Later we consider the case for which uss 6= 0. We carry out simulations up to 8
million Monte Carlo steps (MCS). From the results (not shown here), we nd a
window of simulation time around 2.5 million MCS when mono-dispersed clusters
form (with mostly single guests inside), which co-exist with a few monomers and
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small oligomers. All the simulation results presented in this paper are from the runs
in this window, at 2.5 million MCS.
We investigate the clusters formed by plotting the distribution of the particle
distance from the cluster center of mass. A typical example is shown in Fig. 7.1.
From the result, we nd that inside this cluster there are 26 particles with one
sphere (colored green) and mostly two layers (shells) of ellipsoids; the inner layer
consists of 12 ellipsoids. The number 12 is typical of what we nd for the (inner)
layer of ellipsoids in other clusters and is also reminiscent of the size of stable Janus
sphere micelles. [86] Based on this observation, we dene the `ideal encapsulation' as
corresponding to the case in which each sphere is surrounded by at least 12 ellipsoids
so that it forms a cluster with a complete shell. Then we calculate the eciency  by
dividing the number of spheres that are `ideally' encapsulated (N es ) by the number
of total spheres inside the system (Ns), i.e.,  = N
e
s=Ns.
We choose  = 12; T = 0:25, and run the simulations for dierent densities and
aspect ratios. We show the results in Table 7.1. The table shows that: a) as the
aspect ratio  varies from 1.0 to 0.3, the eciency increases and achieves its peak
value at  = 0:6, then it decreases; b) the same trend is found in the variation with
density and reaches another peak at  = 0:04. Two typical runs for density  = 0:01
and 0:06, with an ellipsoid aspect ratio  = 0:4, are presented in Fig. 7.2.
The behavior shown in Table 7.1 can be understood in terms of the balance
between enthalpy-driven and entropy-driven eects. To illustrate this competition,
we rst examine the numerical results for the second virial coecient, B2, that
characterizes the pair interaction between the particles, for dierent aspect ratios
at three temperatures. We plot B2 for the Janus ellipsoid-ellipsoid interaction,
(B2)ee, and a scaled B2 of the Janus ellipsoid-sphere interaction, with (B

2)es =
(B2)es=(B2)ee, as a function of  in Fig. 7.3. The stars in Fig. 7.3 (A) represent
the theoretical prediction for Janus spheres. [79, 96] Fig. 7.3 shows a monotonic
behavior of these quantities: a) (B2)ee, the magnitude of the eective interactive
strength increases as temperature decreases and the aspect ratio goes up. This
means that particles combine more strongly at lower temperature; in addition, the
larger the aspect ratio, the stronger is the attraction to each other (noticing that with
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Figure 7.1: Plot of distance r(i) of the ith particles to the center of mass of the cluster,
corresponding to the conguration shown in the inset.
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Table 7.1: Eciency (%) of `ideal encapsulation' at temperature T = 0:25
HHHHHH


1.0 0.7 0.6 0.5 0.4 0.3
0.01 15.5 9.1 13.6 10.9 7.3 11.8
0.02 24.7 21.3 27.3 28.0 24.0 21.3
0.04 28.9 33.3 44.4 35.0 30.0 26.7
0.06 23.3 26.7 25.9 28.9 32.9 40.7
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Figure 7.2: Morphology of the entire system for an ellipsoid aspect ratio  = 0:4. (A)
Initial conguration of number density  = 0:01. (B) Encapsulation system
( = 0:01) after 2.5 million MCS, eciency  = 9:1%. (C) Initial congura-
tion of number density  = 0:06. (D) Encapsulation system ( = 0:06) after
2.5 million MCS, eciency  = 48:1%.
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same interaction range, interaction space is proportional to ); b) (B2)es indicates
how larger the Janus ellipsoid-sphere interaction is compared to the Janus ellipsoid-
ellipsoid interaction. As one would expect, the greater this value is, the more likely
an ellipsoid chooses to combine with a sphere instead of another ellipsoid. We see the
advantage of a smaller aspect ratio ellipsoid from the curves. This also suggests that
such an advantage becomes more important at higher temperatures. However, the
absolute values of B2 are relatively small at high temperatures, i.e., the interactions
are relatively weak, which is not helpful in forming stable encapsulation structures.
From this discussion, we conclude that enthalpy-driven eect should lead to the
eciency increasing as the aspect ratio decreases.
Next we evaluate the distribution of the scalar product n^1  n^2 for all pairs of
bonded ellipsoid particles in three cases,  = 0:3; 0:6 and 1:0 respectively, and give
the results in Fig. 7.4 (A). We illustrate the relative shapes and orientations of the
bonded particles by the conformations shown there. For  = 1:0 (Janus spheres),
the conformation of pair particles mainly lies in two regimes, facing each other
and nearly parallel to each other. This is favorable in forming large clusters with
complex structures, providing two types of dissimilar building blocks. For  = 0:6
and 0:3, the curves are localized around single peaks. However, the orientation
conguration for  = 0:3 is more spread out, which indicates a larger entropy eect
due to the freedom of the arrangement of the patch direction. Also, the peak position
of  = 0:3 around 0:20 implies that the angle between two patch orientations is
p = cos
 1(0:20) = 78:5. Therefore, the angle formed between the equatorial
planes of the pair of ellipsoids e = 180
 78:5 = 101:5. Considering the geometric
conguration, the shell structure formed by the pairs with such an internal angle
and the other analogous pieces might have a smaller hollow space inside. As a
consequence, this is not favored in encapsulation. On the contrary, for  = 0:6,
the curve is more localized and the peak dominates the distribution, with its pair
conguration open enough (e = 180
 cos 1(0:58) = 125:5) that the structure aids
in the self-assembly of encapsulation. This argument nds additional support in Fig.
7.4 (B), which shows the cluster size (Np) distribution for three aspect ratios.  = 1:0
has a large and extended distribution (up to Np = 96), while the histograms of
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Figure 7.3: Plot of second virial coecient (B2) vs. ellipsoid aspect ratio at three tem-
peratures, T = 0:25; 0:28; and 0:33. (A) B2 of Janus ellipsoid-ellipsoid in-
teraction, (B2)ee. Color stars indicate the values from theoretical predic-
tion. (B) Scaled B2 of Janus ellipsoid-sphere interaction on the (B2)ee, i.e.
(B2)es = (B2)es=(B2)ee.
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 = 0:3 and 0:6 are much compressed.  = 0:3 is peaked sharply around a small size,
since it is easier to form a shell structure with a shielding outer surface within small
clusters, considering that the pair congurations of  = 0:3 have smaller internal
angles. Taking the two-dimensional case for example, the equiangular polygon with
an internal angle  leads to the number of sides n = 360=(180   ). Hence the
smaller the internal angle, the fewer sides and fewer vertices the polygon could have.
In conclusion, the entropy-driven eect becomes obvious for ellipsoids with small
aspect ratios and causes the reduction of encapsulating eciency. As a consequence,
it is reasonable to have  = 0:6 as a practical choice for Janus oblate spheroids in
encapsulating guests through the self-assembly.
Now we move on to discuss another factor that might aect the eciency,
i.e., the interaction between encapsulated guests (uss). We start the new runs
at  = 12; T = 0:25 for dierent densities ( = 0:02 and 0:04) and aspect ratios
( = 0:5 and 0:6) for three values of uss. We consider these more realistic cases in
order to compare with practical applications, to shed light on potential experimental
work. We introduce a new method to calculate the eciency, by direct observation
from dierent 3D perspective views. For each run, we view all the clusters generated
individually via 3D rotation and count the total number of sphere(s), ns, not suf-
ciently surrounded to be considered encapsulated. We repeat these observations
for each run three times, average the number of spheres `at large' n = hnsi and
calculate the eciency 0 through (Ns   n)=Ns. The results are given in Table 7.2.
From these values, we nd relatively high eciencies, which lends credence to the
argument that the self-assembly of Janus ellipsoids provides a possible mechanism
for ecient encapsulation. Furthermore, we have not found any evidence that the
interaction between encapsulated guests would change the encapsulation dramati-
cally at low densities, for the cases we consider here. It is possible that uctuations
and time variation in the cluster equilibration process of dierent sizes produce the
dierences in the eciencies. However, this leaves an open question for the further
study of this model at higher densities. To end this section, we show two typical
snapshots of the nal stages in Fig. 7.5 for  = 0:6. In both systems, only two guests
(spheres) have not been entrapped suciently, i.e., only two are not encapsulated.
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Figure 7.4: Distribution of (A) orientation correlation over all pairs of bonded ellipsoid
particles and (B) cluster size (Np) inside the system after 2.5 million MCS
for dierent ellipsoid aspect ratios,  = 0:3; 0:6; and 1:0 respectively.
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In addition, we have also studied the cases in which there is no interaction between
guests and agents, namely Ues = 0; in this case encapsulations were rarely found.
The results suggest that by screening the interaction between guests and agents, one
could switch o the encapsulation. In this case one would expect to see separate
phase separation for each of the two species.
7.4 Conclusion
In summary, we have proposed a potential method for ecient encapsulation of
interacting guests, through the self-assembly of Janus oblate spheroids, which based
on recent advances in chemical synthesis of Janus particles. We have dened a model
correspondingly and used Monte Carlo simulations to investigate the encapsulation
process. In the absence of any available experimental evidence to guide us, we
have chosen the sphere-ellipsoid interactions to be the same as the ellipsoid-ellipsoid
interactions, for simplicity. We then explored three values of the ratio of the sphere-
sphere to ellipsoid-ellipsoid interactions: 0, 0.5 and 1.0, as representative values that
might be expected to yield encapsulation. Obviously as experimental data becomes
available, one will have to explore other regions of this parameter space to see the
eects of this on the morphology and eciency of encapsulation. We have limited
ourselves to a low temperature, low density regime that has been studied by others
for the case of Janus spheres[61, 82, 83, 90]. It would clearly be of value to explore
the eects of changing the temperature, and more importantly the density, on the
encapsulation process. Another potentially important eect to explore in future
work is the role of guest size on the self-assembly process; one could term this eect
\adaptive self-assembly" (see Appendix A).
We nd that under the competition of enthalpic and entropic eects, it is most
favorable to use Janus oblate spheroids with an aspect ratio  = 0:6, at least in the
range of ratio values varying from 0.1 to 1.0 (via a step size 0.1). We also examine
other possible factors in determining the eciency, such as density, temperature,
and interaction strength etc. The results turn out to support the argument that a
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Table 7.2: Eciency (%) of encapsulating from observation at temperature T = 0:25
HHHHHH

0.02 0.04 uss=u0
0.5
60.2 62.5 0
73.6 61.4 0.5
65.0 65.9 1.0
0.6
80.7 81.8 0
74.6 63.9 0.5
75.9 81.1 1.0
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A                                           B
Figure 7.5: Morphology of entire system for ellipsoid aspect ratio  = 0:6 after 2:5 million
MCS. (A) Encapsulation system  = 0:02; uss = u0. (B) Encapsulation
system  = 0:04; uss = 0.
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method based on anisotropic properties introduced by geometric shape and chemical
composition could be quite general in its application. Thus we believe the methodol-
ogy of encapsulation we propose here could be of practical value and raise questions
for future study.
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Chapter 8
Conclusion
Self-assembly is the process in which pre-existing components form into ordered
structures or patterns from a disordered system through autonomous organization.
Studying self-assembly cannot only help understanding biological structures and pro-
cesses and explaining the mechanism of the self-assembly systems, but also provide
a strategy in designing nonbiological mimics and building aggregates and structures
with new types of function. It is well known that isotropic particles can form into
amorphous and crystalline structures. [2] However, with the advance in synthe-
sis technology, the fundamental building blocks of the self-assembling systems have
become more complex, including irregular geometrical shapes and directional inter-
actions. This consequently increases the complexity of the structures and enriches
the properties new materials can have. [7, 76{78] As a result, considerable exper-
imental and simulation work has been devoted to study the eect of `anisotropy
dimensions' [7]. Therefore, we have determined to explore this eld and use simula-
tion work to understand self-assembly in life, as well as to shed light on the design
of new functional materials.
In this thesis, we devote Chapter 2, 3 and 4 to the studies of existing self-
assembly systems in nature, and in the following Chapters 5, 6 and 7 to a new
proposed anisotropic model, i.e, Janus ellipsoids. We use this simulation work to
understand the `key' factors in controlling such self-assemblies and hence through
tuning those factors to manipulate the self-assembly. To be specic, in Chapter 2,
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we propose a simple theoretical model for insulin monomers. Through Brownian
dynamics, we reproduce a phase transition process of insulin particles from fractals
into microsphere aggregates in our simulations, which is quite consistent with ex-
perimental ndings. In this study, we nd that through a deep quench in the phase
diagram in the low volume fraction regime, insulin particles form into fractal struc-
tures with fractal dimension Df = 1:8, which indicates the DLCA process of such
self-assembly. The fractal structure preserve a metastable property that monomers
are kind of `arrested' in the cluster, which prevent the system from phase separation
into a uid-uid coexistence state. Then we present a `heating-annealing' process
to the system that breaks up the network into small pieces with their size larger
than the critical size of nucleation, and then these small clusters (droplets) start
to evolve into spherical structures under the adjustment of surface tension, with
crystallization taking place inside those droplet. Thus we obtain crystalline micro-
spheres of insulin, which is of particular value in drug delivery. On the contrary,
direct quench to the heating temperature carries a pretty slow evolution process
that can easily fail to form uniformly distributed nuclei, which is not favorable in
forming mono-dispersed droplets.
In Chapter 3, we conduct a systematic study of the self-assembly process for
a short-range attractive model (through Brownian dynamics simulation). Since it
is believed (on the basis of simulation studies) that the phase diagram and kinetic
properties of short-range attractive colloids do not depend on the details of the
interaction but generally apply to any particle system with suciently short-range
interactions, the results we present here are quite typical and rather general. We
nd that in the low density, low temperature regime, monomers with short-range
inter-particle interactions associate into amorphous structures, such as glasses and
gels, which possess a long lifetime. While for the quench above the glass line (below
critical point), two kinds of two-step crystallization processes have been found. The
initial aggregation mechanism, i.e., nucleation or spinodal decomposition, depends
on the density set in the system. In conclusion, the results we show here are in good
agreement with other simulation/experimental work, which veries our previous
assumption about the Noro-Frenkel extended law of corresponding states.
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In Chapter 4, we propose a simplied anisotropic bipolar model to understand
the self-assembly of ribbon structure for amelogenin molecules. Due to thermal
uctuations and nite size eects, we could not achieve the nal stage of a mature
ribbon with an ordered domain in our simulations. However, we have been able to
reproduce the self-assembly of nanochain formation which is believed to be the key
step. Our bipolar model for monomer consists of a hydrophobic spherical colloid
particle and a point charge located on its surface. With this setting, in contrast
to the self-assembly of isotropic insulin particles which leads to fractals, the self-
assembly of anisotropic amelogenin particles yields nanochains from the association
of nanospheres. Such a nanochain has a high order of fractal dimension which indi-
cates the low surface roughness under the reorganization of point charges repulsion.
Meanwhile, such a chain structure also holds a stability in heating/diluting process.
In Chapter 5 and 6, we conduct a systematic study in the self-assembly of
Janus oblate spheroids and prolate spheroids separately, using a primitive model
and Monte Carlo simulations. We choose aspect ratio as a control parameter in
these studies. We nd that for Janus oblate spheroids, as aspect ratio decreases, the
stable clusters are more compact and have multiple-layer structures, and the system
congurations are dominated by micelle aggregates. For Janus prolate spheroids,
more interestingly, besides micelles and vesicles, (ordered/disordered) chains can
form by such self-assembly. We nd a transition from vesicles to chains and micelle-
like clusters as the aspect ratio increases; this transition happens in a narrow regime,
which suggests the function of two combined anisotropy dimensions, namely patch-
iness and aspect ratio.
In Chapter 7, we provide a possible application of Janus ellipsoids by means
of Monte Carlo simulation. We propose a new encapsulation system consisting of
Janus oblate spheroids as encapsulating agents and hydrophobic drug spheres as
encapsulated guests. From the simulation, we found a relatively high encapsulation
eciency from the self-assembly of such binary system. We compare the results for
dierent aspect ratios and we show that under the competition of enthalpy- and
entropy-driven eects, an aspect ratio 0.6 is the best value for encapsulation in such
systems, under the conditions we studied.
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In summary, we have studied several coarse-grained models and their self-assemblies.
Using Brownian dynamics, we investigate the dynamic processes and mechanisms in
self-assembling systems; using Monte Carlo simulations, we examine the structures
and properties of aggregates obtained from self-assembly. In particular, we focus
on the eects of anisotropic factors introduced to the fundamental components in
those systems. We nd that such anisotropy can aect the dynamic process of
the self-assembly and eventually lead to the change in aggregation structures which
possess new characters and carry potential applications. We also nd that the
combination of dierent anisotropy dimensions can hence purify/magnify certain
properties induced by one anisotropy dimension. What's more important, such pu-
rication/magnication in a desired function could happen in a fairly small regime
of a control parameter. This could be of general interest from the design point of
view. Thus, the further exploration of anisotropy dimensions could extend the eld
of materials science and engineering, and hence enrich the spectrum of functional
materials as well as complete the bottom-up pathway in dierent length scales.
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Appendix A.
Selective Encapsulation & Adaptive
Self-assembly
A                                             B       C
D                                             E       F
Figure 1: Conguration of encapsulation systems with  = 0:6 after 2:5 million MCS for
sphere radii: (A) r = 0:3, (B) r = 0:4, (C) r = 0:5, (D) r = 0:6, (E) r = 0:7,
and (F) r = 0:9. The total surface area of spheres are kept the same in the
simulation systems.
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A                                                                    B
Figure 2: Conguration of binary systems with ellipsoid  = 1:1, sphere radius r = 0:3
after 2:5 million MCS for (A) long-range and (B) short-range interactions.
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