Abstract-Recent scaling up of partially observable Markov decision process (POMDP) solvers toward realistic applications is largely due to point-based methods that quickly converge to an approximate solution for medium-sized domains. These algorithms compute a value function for a finite reachable set of belief points, using backup operations. Point-based algorithms differ on the selection of the set of belief points and on the order by which backup operations are executed on the selected belief points. We first show how current algorithms execute a large number of backups that can be removed without reducing the quality of the value function. We demonstrate that the ordering of backup operations on a predefined set of belief points is important. In the simpler domain of MDP solvers, prioritizing the order of equivalent backup operations on states is known to speed up convergence. We generalize the notion of prioritized backups to the POMDP framework, showing how existing algorithms can be improved by prioritizing backups. We also present a new algorithm, which is the prioritized value iteration, and show empirically that it outperforms current point-based algorithms. Finally, a new empirical evaluation measure (in addition to the standard runtime comparison), which is based on the number of atomic operations and the number of belief points, is proposed in order to provide more accurate benchmark comparisons.
I. INTRODUCTION

M
ANY interesting reinforcement learning problems can be modeled as partially observable Markov decision process (POMDP) domains. Potential applications of POMDPs include application fields such as planning under uncertainty for planetary exploration [22] and path planning under uncertainty, recommendation systems [16] , and any other decision-making problems where the state of the world is not immediately accessible. However, POMDPs are frequently avoided due to the difficulty of computing an optimal policy. Research has therefore focused on approximate methods for computing a policy (see, e.g., [2] , [14] , and [11] ). A standard way to define a policy is through a value function that assigns a value to each belief state, thereby also defining a policy over the same belief space. Small and Sondik [19] show that this value function can be represented by a set of vectors and is hence piecewise linear and convex. A promising approach for computing value functions is the point-based method. Algorithms of this family compute a value function over a finite subset of the reachable belief space. An optimal solution for a subset of the belief space may not be optimal for the entire belief space. However, point-based methods assume that the solution would generalize well to other unobserved belief points. Generalizing to the entire belief space is possible through the use of the vector representation of a value function for POMDPs. The main contribution of this paper is a framework for accelerating point-based solvers by smartly ordering the sequence of value-function updates over a set of belief points. We also propose an improved method for finding a "good" finite set of belief points.
Improving a value function represented by vectors can be done by performing a backup operation over a single belief state, resulting in a new vector that can be added to the representation of the value function. Although a vector is computed for a single belief state, it defines a value over the entire belief space, although this value may not be optimal for many belief states. A single backup operation can therefore, and in many cases does, improve the value function for numerous belief points. Backup operations are relatively expensive, and POMDP approximation algorithms can be improved by reducing the number of backup operations needed to approximate the optimal policy.
For the simpler domain of MDPs, it was previously observed [1] , [9] , [25] that the order by which backup operations are executed over states can change the convergence rate of the value function. For example, as the value for a state is influenced by the values of its successors, it is more useful to execute a backup operation for a state only after values for its successors are computed. In an MDP, it is easy to find the set of predecessors for a given state, making backward state space traversals possible. Methods that define a backup sequence can be viewed as performing backups in an order of decreasing priorities for states.
We have recently introduced the idea of using prioritization in POMDPs [17] , demonstrating how similar ideas can be applied in the more difficult POMDP domain. A direct implementation of the techniques used for MDPs is not possible. First, one cannot efficiently find the set of predecessors for a belief state, which may have an unbounded size. Second, a backup operation for a belief state potentially improves the value of many other belief states as well, therefore affecting the belief states that are not the direct predecessors of the improved state.
In this extended version of the paper, we initiate a more disciplined examination of backup operation ordering. We raise the following issue. Suppose that we hold everything else (such as set of belief points, etc.) constant, what would be the sequence of backups that would lead the algorithm to converge most quickly to the correct policy? This poses a metareasoning problem that is hard in, and of, itself and certainly not one we could expect a POMDP algorithm to solve at runtime. However, we can attempt an approximate solution to this metareasoning ex post facto and examine the backup performance of various backup schemes in this light, and these new empirical results are illuminating.
An orthogonal question to the order of backups is the selection of the belief subsets. Previous methods suggested to cover the belief space as best as possible using a finite number [11] or a random selection [23] of reachable points. These methods take two extreme views-the first generates very good belief sets but requires extensive computations, whereas the second is extremely fast but produces random sets. We show here that in complex domains, it is unlikely that a random walk will quickly reach important parts of the domain. We continue to suggest and evaluate a heuristic method that is very fast to compute and produces good belief sets.
Another important issue that this paper addresses is the scheme for reporting experimental results evaluating the performance of point-based algorithms. Previous researchers have implemented their own algorithms and compared these algorithms' performance with previous published results [usually reporting average discounted reward (ADR) as a measure of the quality of the computed policy] and with convergence time (over well-known benchmarks). While the ADR of a policy is identical (although noisy) over different implementations, the convergence time is an insufficient measurement. The execution time for an algorithm is highly sensitive to variations in machines (CPU speed and memory capacity), selected platform (operating system and programming language), and implementation efficiency. Although we comply with the commonly used result-reporting scheme, additional measures are also reported, designed to help future publications to provide a fair comparison.
II. BACKGROUND AND RELATED WORK
We begin with an overview of MDPs and POMDPs, the belief-space MDP, and how a solution to a POMDP is computed. We then provide a short introduction to point-based methods for solving POMDPs and explain how prioritization has been used before in the context of MDPs.
A. MDPs, POMDPs, and the Belief-Space MDP
MDPs are designed to model autonomous agents acting in a stochastic environment. Consider, for example, a robot traveling through a maze. The robot starts at some location and can either move forward, turn left, or turn right. As the robot moves, its location may change, and thus, the environment, which includes the location of the robot, changes. The assumption is that the environment changes only as the result of the agent actions. The robot must reach some goal state, such as the exit door, or, alternatively, collect rewards, such as items that are scattered through the maze.
Formally, an MDP is a tuple S, A, tr, R . 1) S is the set of all possible world states. In the aforementioned example, the environment state is the location and orientation of the robot. 2) A is a set of actions that the agent can execute. Our robot can only turn left, right, or move forward. 3) tr(s, a, s ) defines the probability of transitioning from state s to state s using action a. The transition function models the stochastic nature of the environment, such as the robot attempting to move forward but failing to do so due to engine malfunction or because the wheels were slipping. 4) R(s, a) defines a reward that the agent receives for executing action a in state s. Action costs can be modeled as negative rewards. In our example, the robot receives a reward for getting out of the maze or for collecting an item. The robot may pay a cost each time it moves, modeling the energy loss incurred by the move. An MDP models an agent acting in an environment where it can directly observe the state it is at.
Realistically, a robot does not know where it is located within a maze. It has sensors that provide observations such as nearby walls. These sensors are imperfect, which means that they sometimes detect a wall where none exists, and sometimes, the sensors fail to detect an existing wall. Now, in order to find its way through the maze, the robot must also gather information about the environment state-its own location within the maze.
A POMDP is designed to model such agents that do not have direct access to the current state but rather observe it through noisy sensors. A POMDP is a tuple S, A, tr, R, Ω, O, b 0 . 1) S, A, tr, R compose an MDP, which are known as the underlying MDP. This MDP models the behavior of the environment. 2) Ω is a set of available observations-the possible output of the sensors. In the aforementioned example, the set of observations consists of all possible wall configurations. 3) O(a, s, o) is the probability of observing o after executing a and reaching state s, i.e., the sensor model, which incorporates the sensor noise. As the agent is unaware of its true world state, it must maintain a belief over its current state-a vector b of probabilities such that b(s) is the probability that the agent is at state s. Such a vector is known as a belief state or belief point. b 0 defines the initial belief state-the belief of the agent over the state space before it has executed or observed anything.
Given a POMDP, it is possible to define the belief-space MDP-an MDP over the belief states of the POMDP. The transition from belief state b to belief state b using action a is deterministic, given an observation o, and defines the τ transition function, i.e., we denote b = τ (b, a, o), where
Therefore, τ is computed in O(|S| 2 ).
B. Value Functions for POMDPs
It is well known that the value function V for the beliefspace MDP can be represented as a finite collection of |S|-dimensional vectors known as α vectors. Thus, V is both piecewise linear and convex [19] . A policy over the belief space is defined by associating an action a to each vector α, so that α · b = s α(s)b(s) represents the value of doing action a in belief state b, and following the policy afterward. It is therefore a standard practice to compute a value function-a set V of α vectors. The policy π V is immediately derivable using
We can compute the value function over the belief-space MDP iteratively
where r a (s) = R(s, a) is a vector representation of the reward function. The computation of the next value function V n+1 (b) out of the current V n (4) is known as a backup step. The backup step can be implemented efficiently [11] , [23] by
Note that the g α a,o computation (7) does not depend on the belief state b and can therefore be cached for future backups. All the algorithms we implemented use caching to speed up backup operations. Without caching the g α a,o results, the backup process takes O(|S| 2 |V Ω A|). While it is possible to execute full backups for V over the entire belief space, hence computing an optimal policy [4] , the operation is computationally difficult. Various approximation schemes attempt to decrease the complexity of computation, potentially at the cost of optimality.
A value function can be defined using other representations, such as a direct mapping between the belief states and values. Given such a representation, we use the H operator, known as the Bellman update, to compute a value-function update
The computation time of the H operator is O(T V |S| 2 |O A|), where T V is the time it takes to compute the value of a specific belief point using the value function V .
C. PBVI
Computing an optimal value function over the entire belief space does not seem to be a feasible approach. A possible approximation is to compute an optimal value function over a finite subset B of the belief space [8] . Unfortunately, an optimal solution over B does not guarantee optimality over belief points not in B. It is therefore possible that for some reachable belief states (which are not included in B), the resulting value function is suboptimal. Such schemes are based on the (empirically verified) assumption that the computed value function will generalize well for other belief states not included in B.
Point-based algorithms [11] , [21] , [23] choose a subset B of the belief points that is reachable from the initial belief state through different methods and compute a value function only over the belief points in B.
The point-based value iteration (PBVI) algorithm [11] (Algorithm 1) begins with B = b 0 and, at each iteration, computes an optimal value function for the current belief-point set. After the value function has converged, the belief-point set is expanded with all the most distant immediate successors of the previous set. Following Pineau et al. [11] , we used the L 2 distance metric in our reported experiments. 1 Given the ever-expanding belief space, it is clear that at the limit, the belief set B ∞ will cover the entire reachable belief space. Thus, at the limit, PBVI will compute an optimal value function over all reachable beliefs. However, at the limit, the number of α vectors can also be unbounded, making the pointbased backup intractable.
PBVI has a number of shortcomings that do not allow it to scale up to larger domains. First, the belief expansion procedure (Algorithm 3) requires the time-consuming computation of distances. Computing the distance between any two belief points requires |S| operations. As we have |B| belief points and each belief point has |A O| successors, computing the expanded belief space requires |B| 2 |A O S| operations. To reduce this computation cost, Pineau et al. also suggest to randomly select a successor for each belief-action pair, reducing the computation to |B| 2 |A S| at the cost of missing distant successors. The value-function update phase of PBVI (Algorithm 2) requires a complete backup of all the belief points in the set B in an arbitrary order. Such a backup sequence is time consuming, and as we argue later, not all backups are needed. 
add(V, α) 5: until V has converged.
Algorithm 3 Expand(B)
Input: B-a set of belief points 1:
Spaan and Vlassis [23] suggest exploring the world using a random walk from the initial belief state b 0 . The points that were observed during the random walk compose the set B of belief points. The Perseus algorithm 2 (Algorithm 4) then iterates over these points in a random order. During each iteration, backups are executed over points whose value has not yet improved in the current iteration.
The belief points used by Perseus are very different from the ones used by PBVI, and in many cases, most of them are redundant. The random walk that Perseus uses is, however, much faster than the belief expansion of PBVI. The valuefunction update may only execute backups over a small subset of the beliefs in B and yet ensures that the value for all points in B improves after each iteration. However, the behavior of Perseus is very stochastic. The random selections cause a high variation in performance and, in more complicated problems, may cause the algorithm to converge very slowly. Nevertheless, the ideas pointed out by Spaan and Vlassis-eliminating the need for complete backups and computing B rapidly-are an important foundation to our work.
Algorithm 4 Perseus
add(V, α) 9: until V has converged.
Smith and Simmons [20] , [21] present the heuristic search value iteration (HSVI-Algorithm 5) that maintains both an upper and lower bound over the value function. HSVI traverses the belief space following the upper bound heuristic, greedily selecting successor belief points where the gap between the bounds is the largest, until some stopping criteria has been reached. Afterward, HSVI executes backups, and the H operator updates over the observed belief points on the explored path in a reversed order.
HSVI is stopped when the gap between bounds over the initial belief state b 0 is reduced to less than , thus providing a guarantee over the quality of the value function. Although Smith and Simmons prove that the gap is closed in a polynomial number of iterations, in most cases, closing this gap is impractical, particularly due to the slow improvement of the upper bound. In practice, the HSVI computes good policies when the gap is still quite large.
Executing backups in a reversed order is important because the Bellman update uses the values of the successors to update the value of the current belief. As such, the value of a successor must be improved before the value of the current belief can be improved. Indeed, when backups in the HSVI are done in order for detection, the performance of HSVI is reduced drastically.
HSVI differs considerably from other point-based algorithms. First, it collects new belief points after each iteration, as opposed to Perseus that uses a fixed set of points and to PBVI that collects more points only if the current set was insufficient to produce a good policy. Second, the points that HSVI collects depend on the computed value function. As such, while it is possible to combine ideas from Perseus and PBVI, such as collecting B following the PBVI expansion and updating the value function using the Perseus method, such combinations with HSVI are nontrivial.
While producing very good trajectories in the belief space, the computation of these trajectories is time consuming as it requires the complete expansion of all the successors of every belief state that is visited. Maintaining and updating the upper bound is also time consuming and provides an additional burden on the HSVI.
Algorithm 6 Explore(b, V ,V )
Input: a belief state b, upper and lower bounds on the value function V ,V .
Recently, Shani et al. [18] suggested the forward search value iteration (FSVI) algorithm. FSVI uses ideas from HSVI, such as traversing the belief space following a heuristic and executing backups in a reversed order. The FSVI heuristic for traversing the belief space relies on an optimal Q function for the underlying MDP. This is a reasonable assumption, as solving the underlying MDP is always easier than solving the POMDP. The algorithm simulates a traversal in both the MDP state and POMDP belief spaces, following, always, the best action for the MDP. As such, the traversal is ensured to minimize the expected number of steps to the goal.
FSVI traversals are very fast to compute, requiring only |A| + |S| + |O| operations for the heuristic computation at each step, compared with the O(|S| 2 ) operations required just for the belief update. The downside of following an MDP-based heuristic is one's inability to create traversals that visit states that may provide important observations, unless these states lie on some path from a start state to a goal, following the MDP policy. Choose s from the tr(s, a
s ← s 13: Execute backups on B in reversed order.
As FSVI trajectories do not depend on the value function they compute, it is possible to break the process as follows. First, it collects a set of belief points B, following a number of trajectories and maintaining the successor-predecessor relationship between belief states. Then, it computes a value function, going over the trajectories in B in reverse order.
While in practice, such an implementation requires additional memory for remembering the belief points, this view of FSVI allows us to better compare FSVI to Perseus, PBVI, and the new algorithms suggested in this paper.
D. Other Related Works
Aside from point-based approaches, a second dominant method is the computation of a policy directly without a value function through the use of finite-state controllers (see, e.g., [13] ). A different approach for scaling up is using compression techniques to create a smaller model and solving the compressed POMDP instead of the larger one [12] . However, another promising alternative is the use of bounded online search in the belief space, with heuristic functions to decide which action to execute in real time [10] , [15] . Although interesting and useful, none of the aforementioned approaches have a direct bearing to our approach, and thus, we will not further discuss them here.
III. ENHANCING POINT-BASED VALUE ITERATION (PBVI)
Point-based algorithms compute a value function using α vectors by iterating over some finite set of belief points and executing a sequence of backup operations over these belief points. Our goal is to find the best possible policy within the minimal number of computations. A few factors may affect the amount of computations that is needed in order to compute a value function over a given domain.
1) The number of belief points that are used for the computation of the value function. The number of belief points bounds the number of α vectors in the value function which, in turn, influences the runtime of the backup process. The number of points is also important when considering the selection of the next point to improve.
2) The number of backup operations. As backup operations are expensive, reducing the number of backup operations will reduce the execution time. 3) Operations used to compute the belief states or to choose the next belief point to update. As explained earlier, the PBVI method for expanding the belief space and the HSVI method for selecting the next point in the traversal require a large number of operations, such as belief updates.
For both belief-point selection and the ordering of backups, there is a need to balance the amount of operations required for computation and the gain from the reduction in the belief set size and the number of backups.
In this paper, we suggest methods that provide both a good selection of belief states and a good ordering of backups over the gathered belief states. We explain how to implement these methods so that the overall gain, balancing the additional required computations and the gain, proves to be beneficial.
IV. PRIORITIZED POINT-BASED VALUE ITERATION (PBVI)
We first discuss the proper ordering of backups over a given set of belief points B, attempting to find good policies as quickly as possible through point-based backups. We argue that many of the backups executed by point-based methods are redundant. It is possible to achieve a policy with the same quality, with a smaller amount of operations.
Given a predefined set of belief points, selecting such a sequence (or, more generally, a plan) of backup operations is a metareasoning problem. An optimal solution to this problem should greatly improve the speed of convergence. As the problem of selecting an optimal backup plan is a very hard problem, we use heuristics in order to attempt to find a good, but not necessarily optimal, sequence. We will show empirically that even using a heuristic that results in backup sequences that are far from optimal, still significant runtime improvement is achieved over arbitrary orders.
A backup sequence seq 1 is better than the sequence seq 2 if seq 1 is shorter than seq 2 and produces a policy which is no worse (we compare policies by measuring their ADR) than the one produced by seq 2 . However, a sequence may be better but still induce an overhead that is intolerable. For example, we could have tried all the possible backup sequences and afterward selected the one that is shortest. Such an approach would give us the best possible sequence yet would require an absurdly large computation time (considering that this entails solving the POMDP problem of interest multiple times).
Hence, a better sequence does not always mean that the algorithm that uses it will be more efficient. It is possible that an algorithm executes a good sequence; however, the time to compute it is much more than the execution of a worse sequence. Ideally, we would like to obtain a good sequence rapidly.
We suggest creating better sequences using a heuristic that predicts useful backups. Clearly, the heuristic must be efficiently computable so that the overhead of computing the heuristic does not outweigh any savings achieved by performing fewer backups.
Even if we ignore the needed effort for computing the sequence, the number of backups is still an inaccurate estimation of the actual execution time of the sequence. In practice, backup execution times may differ due to their dependence on the size of the value function. It is likely that two different sequences of backups with identical lengths will produce value functions with different sizes and will therefore require different execution times. It is therefore better to evaluate the execution time in terms of g operations or inner products. Nevertheless, for clarity of the discussion, we measure high-level backups rather than the low-level atomic g operations.
A. Prioritizing MDP Solvers
A comparable scheme used for prioritizing in MDP solvers suggests performing the next backup on the MDP state that maximizes the Bellman error A key observation for the efficiency of their algorithm is that after a backup operation for state s, the Bellman error recomputation needs to be performed only for the predecessors S of s, defined as S = {s : ∃a, tr(s , a, s) = 0}. Hence, after initially setting e(s) = max a R(s, a) for each s ∈ S, we update the priorities only for predecessors, avoiding a complete iteration through the state space.
B. Prioritizing POMDP Solvers
While the Bellman error generalizes well to POMDPs
there are two key differences between applying priorities to MDPs and POMDPs.
First, a backup update affects more than a single state. A new vector usually improves the local neighborhood of its witness belief point but may improve the value for the entire belief space. As such, both the current value of any belief state and the value of any of its successors may change, following a backup operation. Hence, the error e(b) for each belief state b ∈ B may decrease or increase due to the new vector.
Second, the set of predecessors of a belief state cannot be efficiently computed, and its size is potentially unbounded. Consider, for example, a case where in some state s, the agent receives a unique observation o such that O( * , s, o) = 1 and O( * , s , o) = 0 for all s = s. We denote by b s the deterministic belief state of s so that b s (s) = 1.0. Every belief state b, such that pr(b, * , o) > 0, is therefore a predecessor of b s . In the worst case, the set of predecessors of a belief point is the entire belief simplex.
Moreover, even supposing that some similarity metric for finding the neighborhood of a belief point were defined and that the computation of the predecessor set was only for the finite set of belief points we use, directly applying the approach would still not be worthwhile. In practice, algorithms such as Perseus frequently converge to an optimal solution while computing fewer backups than the number of belief points in the finite set. Precomputations, such as similarity matrices, will take more time than the original algorithm they are designed to improve in the first place.
As we cannot find the set of belief states affected by the backup operation directly, we recompute the Bellman error for all belief states after every backup from scratch. When the number of belief points we use is relatively small, this computation can be done without seriously damaging the performance. As the size of the problem-states, actions, observations, and belief set size-increases, we can no longer afford the overhead of recomputing the Bellman error for all belief states.
We therefore take a stochastic approach, sampling a subset of the belief-point set and computing the Bellman error only for this sampled subset. If the sampled subset does not contain a point with positive error, we sample again from the remaining subset (without repetitions) until a belief point with positive error is found. If there is no belief point with positive Bellman error, then we assume that the value function has reached a fixed point and cannot be further improved for the finite set of belief points.
While the upper bound complexity of both the backup operation and the error computation is identical, O(|A Ω S| 2 ), in practice, computing belief updates (1) is much faster than the computation of g α a,o (7) . This is because belief states usually have many zero entries compared to α vectors. Using data structures that support maintaining and iterating only over nonzero entries, all aforementioned operations can be implemented efficiently.
A new α vector may change the Bellman error of many belief states in B by changing both the value of any b ∈ B and the values of the successors of b. Nevertheless, when introducing a new α vector, we do not need to run the entire computation V (b) = max α∈V α · b. Given that for each cached belief state we also cache its latest optimal value, we can now check only whether the newest α vector has improved the cached value.
When we update the Bellman error only over a sample of the belief states in B, the aforementioned approach needs to be generalized. We record for each α vector in V the time it was inserted into V . Each belief state b is caching, aside for its current value V (b), the timestamp T (b) at which this value was last updated. When updating the value of a belief state b, only vectors that were inserted later than T (b) are considered.
Hence, we never compute the value b · α for any b−α pair more than once.
As we use a finite predefined set of belief states B, we can use caching in order to increase the computation efficiency at the cost of additional memory requirement. For each belief state in B, we maintain a list of successors. As a result, updating the Bellman error of a belief state b takes O(|A O V new ), where V new is the number of α vectors that were added after the last update of the Bellman error for b.
In the context of MDPs, the cost of maintaining a priority queue may induce an additional cost that annuls the benefits of the good order of backups [5] . In our case, we do not use a priority queue, considering that the priorities of all beliefs should be updated after each backup. Any suggested way to update the priorities of only a constant number of belief points should also discuss the priority-queue maintenance.
C. Prioritizing Existing Algorithms
We first show how prioritization can be used to enhance the performance of current algorithms. We suggest replacing the backup selection mechanism of existing algorithms with a prioritization scheme.
Prioritizing Perseus is straightforward. The "choose" step (Algorithm 4, line 4) is implemented in Perseus as a uniform selection among any of the current belief points insideB. Prioritized Perseus uses, instead, the Bellman error computation to choose a belief point whose value can be improved the most. As a result, backups are executed over belief states for reduced priorities. These priorities are updated after each backup; however, belief points which were already improved in the current iteration are no longer considered.
PBVI improves its value function (Algorithm 1, line 3) by arbitrarily passing over all belief points and performing backup executions. We replace this inefficient computation of the "Improve" operation with our PVI algorithm (see Section IV-D). As the number of points used by PBVI is relatively small, we did not use sampling when computing the Bellman error.
D. PVI
Finally, we present an independent algorithm-PVI. Similar to Perseus, PVI computes a value function over a fixed set of belief points collected before the algorithm is executed. However, Perseus operates in iterations over the set of belief points, attempting to improve all belief points between considering the same belief state twice. PVI considers, at each step, every possible belief state for improvement. It is therefore likely that some belief states will be backed up many times, whereas other belief states will never be used.
Algorithm 9 presents our PVI algorithm. The algorithm described here is the clean version of PVI; however, in practice, we implement the arg max operation (line 2), using our sampling technique (Algorithm 10). If the algorithm is unable to find a belief state b with nonzero error (Choose returns nil), then we assume that the value function over B has converged.
If the prioritization metric is good, PVI executes a shorter sequence of backup operations. Indeed, experiments show that it uses significantly fewer backup operations than Perseus using our locally greedy Bellman error prioritization metric. return b max 10: return nil.
V. GATHERING BELIEF POINTS THROUGH HEURISTIC SEARCH
PBVI and Perseus use two opposing methods for gathering the belief-point sets B; PBVI attempts to cover the reachable belief space in a uniform density by always selecting immediate successors that are as far as possible from the B. Perseus, on the other hand, simply explores the belief space by performing random trajectories. While the points gathered by PBVI generate a good B set (as shown later in our experiments), the time it takes to compute these points makes other algorithms more attractive.
The Perseus belief set is gathered very rapidly, and Perseus was shown to work well over small domains. In such smalland medium-sized domains, it is possible to reach all interesting belief points through a random walk. In larger or more complex domains, however, it is unlikely that a random walk would visit every location where a reward can be obtained.
In the case where a sequence of actions is required to obtain a reward while every deviation from the sequence causes the system to reset to its original state, it is unlikely that a random walk will be able to find the sequence. For example, if a robot is required to carry an object to some location and place it there, dropping the object on the way might always force the robot to start over. It is also unlikely that the robot will know that it should put down the object it is carrying upon arriving at the destination.
We suggest replacing the random walk of Perseus and PVI with a heuristic search, based on the Q MDP policy. The Q MDP policy [3] uses the optimal Q function Q * of the underlying MDP to define a Q function over the POMDP belief space
The POMDP policy is then defined by
A well-known problem with the MDP-based heuristics for POMDP models is that MDP policies do not execute actions that reduce the uncertainty of the belief. We overcome this difficulty by using an -greedy exploration heuristic-with probabilities 1 − and to choose the best and random actions, respectively. The heuristic search allows us to use smaller more focused sets of belief points and, thus, to reduce the runtime of our algorithms. In our implementation, we limit the heuristic selection to the set of actions, selecting observations from the O distribution. This setting is more appropriate for online algorithms where the agent actions are controlled yet the observations are generated by the environment. However, in an offline setting, it is also possible to select the next observation through some heuristic, as is done by the HSVI. We leave the discussion of good strategies for selecting observations for future research.
VI. EMPIRICAL EVALUATIONS
A. Heuristic Search
We would first like to evaluate the benefits of our heuristic search method for gathering the belief set B over the random walk used by Perseus.
The float-reset problem can be used to model a scenario where a random walk has difficulties in achieving good performance. Consider n states connected in a chain. The system has two actions, namely, float, which moves the agent with equal probability either up or down the chain, and reset, which sends the agent to the initial state. The agent receives a reward for executing reset at the last state in the chain. In the last state in the chain, the agent receives a special observation. A good policy would be to float until the special observation is perceived and then activate the reset action. A random walk would take a very long time until such a specific sequence of actions is executed. Fig. 1 shows the number of steps a random walk requires to find the reward of the float-reset problem. A heuristic search found, very rapidly, the reward. With n = 10, all ten runs of length 100 found the reward. With n = 5, all ten runs of length 20 found the reward.
In other domains, the agent may receive multiple rewards in different places. A random walk would need to visit all these places in order to allow Perseus to include these rewards in the POMDP value function. We experimented with two instances of the RockSample [21] domain, both with an 8 × 8 board, one with four rocks and one with six rocks. Sampling every rock results in a different reward. The belief-set gathering process must pass through the locations of the rocks on the board. Fig. 2 shows how the size of the belief set influences the number of rocks visited during the gathering process and, hence, the ADR.
B. Reducing Backup Sequences
In addition to showing that our methods achieve significant runtime improvement (see the coming sections), we would like to begin addressing the metareasoning issue of optimal backup sequences. This way, one could examine the potential gain that could be achieved by methods of prioritizing backup operations, regardless of whether it is achieved in practice. This would also give us another yardstick for evaluating the quality of our prioritization heuristics. Examining prioritization heuristics in this light may lead to ideas of how to improve them in the future.
However, solving this metareasoning problem is very difficult. Even knowing the solution to a POMDP and even in retrospect, after observing algorithm executions, it is very hard to come up with optimal or, even probably, near-optimal backup sequences. However, the retrospective view allows us, at least, to look at sequences of backups for a POMDP instance (and for a specific choice of belief points) and assess which of the backup operations seem to have moved the algorithm to convergence faster. We could, in principle, attempt to rerun the algorithm for every possible subsequence, examine the quality of each such subsequence with respect to the length of the subsequence and the resulting policy ADR, and treat subsequences that are optimal in this respect as approximately optimal (note that we could either weigh in the sequence length with the ADR or alternately generate an optimal performance profile, i.e., what is the best ADR reached for subsequences of each given length).
Unfortunately, considering that trying all subsequences, even offline, is prohibitively expensive (we also need to try all possible permutations), in practice, we use the following scheme. Compute a backup sequence by a point-based algorithm over a fixed set of belief points. Each backup changes the value of the belief point it was executed upon. We can run the sequence again, filtering out backups that contributed a value change of no more than but otherwise maintaining the original order of backups, and check the resulting ADR. The new sequence may, once again, contain backups that improved the value by less than . We hence repeat this process until no more backups can be removed, noting the number of remaining backups and the ADR after each iteration. Once all backups improve the value of the updated belief point by at least , we double and continue the experiment until all backups have been removed.
We evaluate the possible reduction in the sequence of backups that three methods-PBVI, Perseus, and FSVI-execute over a finite set B. We therefore gathered a belief set B of size 100, using our heuristic search, and executed, for each method, 1000 backups. PBVI backups were executed in the order that the belief states were discovered (fixed arbitrary order); Perseus backups were executed, using the standard Perseus procedure. To simulate FSVI, we chose, from B, a belief state where a heuristic search traversal terminated and moved back toward its successors until the initial belief state was reached. While our heuristic traversal is not identical to the traversal that FSVI uses, it still allows us to estimate the reversed order of backups.
We used five different belief-point sets, and for each of these sets, we ran five value-function computation trials of FSVI and Perseus. The PBVI that executes a nonrandom sequence of backups was executed only once. We then run the backuppruning procedure explained earlier and averaged over the different trials.
As Fig. 3 clearly shows for the Hallway problem, the local improvement of a belief-state update is a good estimator of its usability. When pruning backups that added no more than 0.001, there is no noticeable decrease in the value-function update in any of the algorithms we have tested. In fact, in some cases, removing such backups even improves the valuefunction quality. As we start removing backups that contributed higher value improvements, the value function slowly begins to degrade. Our experiments provide further evidence that a value function of equal quality can be computed using much fewer backups than the algorithms used in practice.
Another interesting aspect that is shown in Fig. 3 is that all the algorithms present a similar sensitivity to the Bellman error. Although the algorithms produce very different sequences of backups, in all cases, removing backups with small Bellman error has little effect over the quality of the value function. This further supports our claim that there is a high correlation between the Bellman error and the importance of a backup. While this might seem obvious at first, this is not so. A backup produces an α vector that may define a new value for many belief points. It is theoretically possible that a backup may only slightly improve the value for the updated belief point but will contribute much to many other belief points. However, as our results seem to indicate, in practice, this is not the case.
Note that this type of empirical examination, which is very informative, cannot, obviously, be done during the run of the algorithm. However, it does seem that the direction we took-avoiding backups that have a low local impact-is useful and that further effort should be made to discover ways to rapidly provide an estimation as to the effect of a value update over a specific belief point. Although the aforementioned retrospective, which is the "clairvoyant" backup-sequence optimization scheme, is not a reasonable runtime metareasoning scheme, we can still check how our algorithms perform against this idealized yardstick.
We have done so only for the Hallway domain due to the excessive runtime involved for each data point, with results shown in Fig. 4 . For this small problem, it seems that our PVI algorithm selected a backup sequence that was very near the optimal, except when it only allowed fewer than 25 backup operations. However, despite the fact that our algorithms did better than competing algorithms (see in the following discussion), the backup sequences used were not so close to optimal for the more complicated problem instances.
C. Improved Evaluation Metrics
Previous researchers [2] , [10] , [11] , [21] , [23] limit their reported results to execution time, the ADR, and, in some cases, the number of vectors in the resulting value function.
Value-function evaluation: The ADR is computed by simulating the agent interaction with the environment over a number of steps (called a trial) and averaging over a number of different trials
It is widely agreed that the ADR is a good evaluation of the quality of a value function.
The ADR is, however, very noisy when the number of trials or the number of steps is too small. For instance, on the Hallway example, with 250 trials per ADR, we observed a noise of about 0.5 (about 10% of the optimal performance), whereas with 10 000 trials, the noise dropped to around 0.0015. In our experiments, we interrupted the executed algorithms occasionally to check the ADR of the current value function. We have observed that in some cases, an algorithm managed to produce a value function providing surprisingly good ADR; however, additional backups caused degradation in the ADR. We treat such cases as a noise in the convergence of the value function. To decrease this noise, we used a filter.
The actual filter used in order to decide on the convergence threshold for results shown in the table was the first-order filter with a weight of 0.5
where FADR 0 = 0. This filter does not provide any guarantee for the accuracy of the result, and as such, it is not optimal. Nevertheless, it is an (minor) improvement over related research that used only a single noisy ADR measurement. The algorithm was stopped once the filtered ADR has exceeded a predefined target. Execution time: It was observed before that the execution time is a poor estimate of the performance of the algorithm. The execution time is subject to many parameters irrelevant to the algorithm itself, such as the machine and platform used to execute it, the programming language, the level of implementation, and so forth. It is also important to report CPU time rather than wall-clock time.
As all algorithms discussed in this paper compute a value function using identical operations such as backups, τ function computations, and inner products (α · b), it seems that recording the number of executions of those basic building blocks of the algorithm is more informative.
Backup operations themselves do not make a good estimator because they depend on the number of vectors in the current value function. A better estimation is hence the g α a,o computation (7), which depends only on the system dynamics.
Memory: While the size of the computed value function is a good estimate for the execution time of the resulting policy, it can also be used to estimate the memory capacity required for the computation of the algorithm.
A second indication for the amount of required memory is the number of maintained belief points throughout the execution of the algorithm. As some operations (e.g., the Bellman error computation) can be highly improved when caching more belief states, we also report the number of belief states as algorithm caches.
D. Experimental Setup
In order to test our prioritized approach, we tested all algorithms on the full set of standard benchmarks from the point-based literature, namely, Hallway, Hallway2 [7] , TagAvoid [11] , and RockSample [20] . Table I contains the problem measurements for the benchmarks, including the size of the state, action, and observation spaces, the number of belief points in the set |B| used for Perseus, Prioritized Perseus, and PVI, and the error in measuring the ADR over 10 000 trials for each problem.
We implemented, in Java, a standard framework that incorporated all the basic operators used by all algorithms, such as vector inner products, backup operations, τ function, and so forth. All reported results were gathered by executing the algorithms on identical machines-x86 64-bit machines, dualproc, 2.6-GHz processor speed, 4-Gb memory, 2-Mb cache, and running Linux and JRE 1.5.
As previous researchers have already shown the maximal ADR achievable by their methods, we focus our attention on the convergence speed of the value function to the reported ADR. We executed all algorithms, interrupting them from time to time in order to compute the efficiency of the current value function using the ADR over 5000 trials. Once the filtered ADR has reached the maximal value reported in past publications, execution was stopped. The reported ADR was then measured over additional 10 000 trials (error in measurement is reported in Table I ).
For algorithms that require a given set of belief states B-Perseus, Prioritized Perseus, and PVI-we precomputed five different sets of belief points for each problem. Each belief-point set was computed by simulating an interaction with the system following the Q MDP policy with an -greedy exploration factor ( = 0.1). For each belief-point set, we ran five different executions with different random seeds, resulting in 25 different runs for each stochastic method. The number of belief points used for each problem is specified in Table I . Using the Q MDP heuristic for gathering belief points allowed us to use a considerably smaller belief set than the original Perseus algorithm [23] .
Algorithms that are deterministic by nature-PBVI, Prioritized PBVI, and HSVI-were executed once per problem. The reported numbers do not include the repeated expensive computation of the ADR or the initialization time (identical for all algorithms). Results for algorithms that require a precomputed belief space do not include the effort needed for this precomputation. We note, however, that it took only a few seconds (less than three) to compute the belief subset B over all problems.
E. Results
To better illustrate the convergence of the algorithms, we have also plotted the convergence of the ADR versus the number of backups an algorithm performs in Fig. 5 . 3 The graphs contain data collected over separate executions with fewer trials (500 instead of 10 000) so that Table II has more accurate  results. HSVI is the only method that also maintains an upper bound over the value function (V ). Table III contains additional measurements for the computation of the upper bound, namely, the number of points inV , the number of projections of other points For the stochastic methods, we show standard deviations over the 25 runs for all categories.
PBVI and PPBVI failed, in two cases (Rock Sample 5, 5 and Rock Sample 5, 7), to improve the reported ADR even when allowed more time to converge. These rows are marked with an asterisk.
As our PVI must update the Bellman errors for the belief states after each new α vector is computed, it is highly affected by the size of the belief set B. Table IV shows the effect of the size of the B over the time it takes for the algorithm to run and over the ADR in the Hallway and Hallway2 domains. We ran PVI for 200 backups, stopping after each 50 backups to evaluate the execution time and ADR. 4 We report results both without and with sampling of 25 belief points at each step.
F. Discussion
Our results clearly show how selecting the order by which backups are performed over a predefined set of points improves the convergence speed. When comparing PBVI with prioritized PBVI and Perseus with prioritized Perseus, we see that our heuristic selection of backups leads to a considerable improvement in runtime. This is further demonstrated by the new PVI algorithm. In all these cases, there is an order of magnitude reduction in the number of backup operations when the next backup to perform is chosen in an informed manner. However, we also see that there is a penalty we pay for computing the Bellman error so that the saving in backups does not fully manifest in the execution time. Nevertheless, this investment is well worth it, considering that the overall performance improvement is clear. Although the ADR to which the different algorithms converge is not identical, the differences are minor, never exceeding 2%, making their ultimate ADR equivalent for all practical purposes.
Examining Table II , we see that our PVI algorithm results in convergence time that is at least comparable, if not better, than existing point-based methods (PBVI, Perseus, and HSVI). The efficiency of its backup choices shows up nicely in Fig. 5 , where we see the steep improvement curve of PVI.
In many cases, HSVI also executes a smaller number of backups than other algorithms. Indeed, one may consider HSVI's selection of belief-space trajectories as a method for backup sequence computation and, hence, as a prioritization metric. Nevertheless, in most cases, our form of backup selection exhibits superior runtime to HSVI, even when the number of backups that HSVI uses is smaller. This is due to the costly maintenance of the upper bound over the value function.
The good performance of HSVI is due to two factors-the heuristic selection of belief-space trajectories and the ordering of backups over the belief states in the trajectory. To test this claim, we have modified HSVI, executing backups before computing the next belief point in the trajectory. As expected, this caused HSVI to slow down considerably and made it unsuitable for solving even medium-sized problems. HSVI also suffers from the same problem as our PVI-the computation time of the order of backups is time consuming. Indeed, FSVI [18] is a trial-based algorithm similar to HSVI. FSVI uses more backups due to a less focused heuristic search but requires almost no time to compute this heuristic. As a result, in most cases, FSVI computes policies much faster than HSVI. As FSVI uses the underlying MDP to guide its exploration, it is not guaranteed to find a good solution. Specifically, in tasks that require multiple actions to reduce the partial observability, FSVI cannot compute good policies.
A new approach within the PVI framework suggested in this paper was recently introduced as the soft clustering value iteration (SCVI) algorithm [24] . SCVI uses a less focused heuristic than the Bellman error but allows the rapid computation of the order of backups. This algorithm also uses a fixed set of belief points B. SCVI clusters B using optimal MDP state values and iterates over clusters by decreasing values. As such, SCVI captures the successor-predecessor relationship of belief points without explicitly computing it for each pair of beliefs.
SCVI executes, in most cases, more backups than PVI but computes good value functions much faster. This further supports the main claim of this paper, that the order of backups is crucial to the speed of convergence. Other such heuristics probably exist that lie, as SCVI does, on the "metareasoning resource expenditure" axis, in the range between the arbitrary backup sequence of PBVI, which requires no computations but is extremely inefficient, and the Bellman error proposed by PVI, which provides short backup sequences but demands extensive computations. Further examination of this tradeoff constitutes interesting further research. Other aspects of metareasoning about backup sequences may also be of advantage. Currently, we choose the backups that improve the value function the most over a single belief state. Alternatively, we can consider improvements to all belief states as a result from a single backup. Thus, it may be possible to allocate metareasoning techniques, trying to determine how much a backup at a belief point generalizes, to other belief points. Another direction for future research is in theoretically bounding the quality of backup sequences. It may be possible to show that for submodular functions, the greedy selection of backups is optimal within a certain factor by using a method similar to [6] in optimizing observation action sequences.
Our heuristic belief-state gathering process is suitable for algorithms, such as Perseus and PVI, that first compute a belief subset B and then compute a value function over B. PBVI, HSVI, and FSVI take a different approach. These algorithms interleave belief selection and value-function updates. Such an iterative process can allow the algorithm to select points based on the current value function, an approach that is indeed implemented by HSVI. Interleaving belief-space sampling and valuefunction updates can lead to superior results to the fixed belief set we use in this paper; however, we leave such discussion to future research.
VII. CONCLUSION
This paper has demonstrated how point-based POMDP solvers such as PBVI and Perseus can greatly benefit from intelligent selection of the order of backup operations and how such selection can be performed efficiently so that the overall performance of the algorithms improves. It also presents an independent algorithm-PVI-that outperforms all previous point-based algorithms on a large set of benchmarks converging faster toward comparable values of ADR. The extensive experimental results reported here provide a clearer picture of different aspects of the performance of PVI and current pointbased algorithms on popular domains from the literature.
All the prioritized algorithms described in this paper use the same heuristic measure, which is the Bellman error, to decide on the sequence of backups. The method for selecting the order of backups using the Bellman error is pointwise greedy. While this choice may be optimal in the context of MDPs, in the context of POMDPs, it does not also take into account the possible improvement of a backup over other belief points. It is quite likely that executing a backup that improves a region of the belief space rather than a single belief point may have better influence over the convergence of the value function. Thus, future work should examine other possible heuristic functions that take this into account. The Bellman error is also expensive to compute, forcing us to estimate only a sampled subset of the belief points. This implies that cheaper alternatives that lead to a similar quality of the backup selection may lead to algorithms that are an order of magnitude faster than current algorithms.
We have also presented a new method for belief-state selection for algorithms, such as Perseus and PVI, that first select a set of belief points and then compute a value function only for this fixed set. We show our Q MDP -based heuristic to provide belief points that are smaller and more focused and, thus, to increase the execution time of the algorithms.
