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Introduccio´n
El propo´sito de este trabajo consiste en estudiar la existencia y ciertas propiedades
cualitativas de las soluciones del problema semilineal{
∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω,
(1)
donde Ω ⊂ RN , N ≥ 2, es un dominio suave y acotado y f : R→ R es una funcio´n
no lineal de clase C1. Aqu´ı y en adelante, la expresio´n Ω es suave significara´ que Ω
es, al menos, un dominio de clase C3.
En particular, consideraremos el caso en que f es asinto´ticamente lineal, ma´s pre-
cisamente,
(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 1,
donde {λj}j es la sucesio´n de valores propios de −∆ con condicio´n de Dirichlet cero
en la frontera.
Las propiedades cualitativas que nos proponemos estudiar se relacionan, ba´sica-
mente, con el ı´ndice de Morse y los grupos cr´ıticos por un lado, y el cambio de
signo de las soluciones por el otro. En este sentido, en el Cap´ıtulo 2, probamos la
existencia de una solucio´n cuyo ı´ndice de Morse aumentado es grande en un sentido
que se precisara´ ma´s adelante. Adema´s, usando informacio´n acerca de los grupos
cr´ıticos, bajo condiciones adicionales demostramos la existencia de tres soluciones.
Este resultado mejora el teorema de J. Cossio y S. Herro´n en [CH] y el teorema
de J. Cossio y C. Ve´lez en [CV]. Nuestros desarrollos en este cap´ıtulo provienen de
resultados esencialmente establecidos por A. Lazer y S. Solimini en [LS].
En el Cap´ıtulo 3, consideramos el problema (1) bajo la hipo´tesis adicional
(f2) Existe γ > 0 tal que f ′(t) ≤ γ < λk+1 para todo t ∈ R
3
(aqu´ı y en adelante se entendera´ que k en (f2) es el mismo que satisface (f1)). En
este contexto, se puede aplicar el Me´todo de Reduccio´n de Lyapunov-Schmidt. En
la Seccio´n 3.1, usando algunas ideas de A. Castro y A. Lazer en [CL] demostramos
un resultado de invariancia del ı´ndice de Morse bajo reduccio´n que nos permite,
en la Seccio´n 3.2, complementar los resultados de A. Castro y J. Cossio en [CC].
En particular, quedan establecidos la existencia de una solucio´n de ı´ndice de Morse
aumentado igual a k y el hecho de que, si esta solucio´n cambia de signo, existe otra
solucio´n del problema que tambie´n cambia de signo.
Finalmente, en el Cap´ıtulo 4 demostramos que, bajo condiciones adecuadas, las solu-
ciones de ı´ndice de Morse aumentado grande, obtenidas en los cap´ıtulos anteriores,
cambian de signo. La cuestio´n clave para obtener este resultado consiste en estable-
cer primero ciertos estimativos a priori muy precisos para la norma en L∞ de las
soluciones de un signo del problema (1).
En el Cap´ıtulo 1 presentamos los preliminares necesarios para enunciar y demostrar
nuestros resultados.
A fin de precisar los teoremas descritos anteriormente, introduzcamos el funcional
J : H10 (Ω)→ R asociado al problema (1) y definido por
J(u) =
∫
Ω
(
1
2
|∇u|2 − F (u)
)
dx,
donde F (ξ) =
∫ ξ
0 f(s)ds. Bajo las condiciones consideradas a lo largo del traba-
jo, se puede probar que J es de clase C2 y que sus puntos cr´ıticos coinciden con
las soluciones del problema (1). Aplicaremos diversas te´cnicas tales como Grupos
Cr´ıticos, Teor´ıa de Grado de Leray-Schauder, estimativos a priori y Teor´ıa de puntos
cr´ıticos, en particular el Teorema del Paso de la Montan˜a y el Me´todo de Reduc-
cio´n de Lyapunov-Schmidt. Puesto que varios de los teoremas de estas te´cnicas que
emplearemos lo exigen, en adelante supondremos que los puntos cr´ıticos de J son
aislados.
Ahora enunciamos de forma precisa los aportes de nuestro trabajo. En lo que sigue,
m(u) y ma(u) denotara´n, respectivamente, al ı´ndice de Morse de J en el punto
cr´ıtico u y al ı´ndice de Morse aumentado de J en el punto cr´ıtico u. Adema´s, Cq(J, u)
denotara´ al q-e´simo grupo cr´ıtico de J en el punto cr´ıtico aislado u, tomando el grupo
de coeficientes igual a R. En el Cap´ıtulo 2, se demuestran los siguientes resultados.
Proposicio´n A. Sea Ω un dominio suave y acotado y sea f : R → R una funcio´n
de clase C1 que satisface (f1). Entonces existe al menos una solucio´n u0 de (1) tal
que Ck(J, u0) 6= {0}. En particular, m(u0) ≤ k ≤ ma(u0).
Proposicio´n B. Sea Ω un dominio suave y acotado y sea f : R → R una funcio´n
de clase C1 que satisface (f1) con k ≥ 2. Supongamos, adema´s, que f satisface las
condiciones
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(f3) f(0) = 0, y
(f4) f ′(0) < λ1.
Entonces existen al menos tres soluciones no triviales u+, u− y u0 de (1). Adicional-
mente, u+ > 0 en Ω, u− < 0 en Ω y Ck(J, u0) 6= {0}.
La Proposicio´n A proviene, en esencia, de un lema abstracto de Lazer y Solimini en
[LS], que hemos reescrito en forma adecuada para nuestros propo´sitos. El lema de
[LS], nuestra variante y su demostracio´n se incluyen en el Cap´ıtulo 2. La Proposicio´n
B es consecuencia de resultados conocidos, que recordamos en el Cap´ıtulo 1, y de la
Proposicio´n A. En [CH] se obtiene la misma conclusio´n de la Proposicio´n B bajo las
hipo´tesis (f1) con k ≥ 2, (f3), (f4) y la hipo´tesis adicional de no degeneramiento de
los puntos cr´ıticos de J . En [CV] se obtiene la misma conclusio´n de la Proposicio´n B
bajo las hipo´tesis (f1) con k ≥ 2, (f3), (f4) y la hipo´tesis adicional de que k sea par.
En este sentido, nuestro resultado mejora aquellos de [CH] y [CV]. Ma´s au´n, bajo
la hipo´tesis adicional de no degeneramiento considerada en [CH], en el Cap´ıtulo 2
probamos la existencia de soluciones adicionales.
Proposicio´n C. Sea Ω un dominio suave y acotado y sea f : R → R una funcio´n
de clase C1 que satisface (f1) con k ≥ 2, (f3) y (f4). Supongamos, adema´s, que
la solucio´n u0 proveniente de la Proposicio´n B es no degenerada. Entonces existe
una cuarta solucio´n no trivial uˆ de (1). Adema´s, si u0 cambia de signo, uˆ tambie´n
cambia de signo.
En el Cap´ıtulo 3 recordamos el siguiente resultado de Castro y Cossio en [CC].
Teorema D. Sea Ω un dominio suave y acotado. Sea f una funcio´n que satisface
(f1)-(f4), con k ≥ 2. Entonces el problema (1) tiene al menos cinco soluciones.
Adema´s, ocurre uno de los siguientes casos:
(a) k es par y el problema (1) tiene dos soluciones que cambian de signo.
(b) k es par y el problema (1) tiene seis soluciones, tres de las cuales tienen el
mismo signo.
(c) k es impar y el problema (1) tiene dos soluciones que cambian de signo.
(d) k es impar y el problema (1) tiene tres soluciones del mismo signo.
Denotemos por ui, i = 1, ..., 5, a las soluciones de (1) cuya existencia viene del teore-
ma anterior. En su demostracio´n, A. Castro y J. Cossio demuestran que una de las
soluciones, digamos u4, proviene de una aplicacio´n del me´todo de reduccio´n descrito
en la Seccio´n 3.1 y que otra solucio´n, digamos u5, se obtiene a trave´s de argumentos
de grado de Leray-Schauder. Con base en el Teorema D probamos nuestro resultado.
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Teorema E. Sea Ω un dominio suave y acotado y supongamos que f satisface (f1)-
(f4), donde k ≥ 4 es par. Supongamos adema´s que todos los puntos cr´ıticos de J
son no degenerados. Entonces:
(a) m(u4) = k.
(b) u5 cambia de signo, m(u5) es par y m(u5) ≤ k.
(c) Si m(u5) = k, existen dos soluciones adicionales u6 y u7 de (1). Adema´s
m(u6) = k − 1.
(d) Si u4 es de un signo, tambie´n existen dos soluciones adicionales u6 y u7 de
(1).
La demostracio´n de este teorema sigue las mismas ideas usadas en [CC] para es-
tablecer el Teorema D. No obstante, para su demostracio´n se requiere de un hecho
adicional, que es la invariancia del ı´ndice de Morse bajo el me´todo de reduccio´n.
Este hecho, a su vez, es consecuencia de algunos de los resultados y argumentos
desarrollados en [CL] si bien no esta´ expl´ıcitamente demostrado all´ı. En conclusio´n,
en el Cap´ıtulo 3 hemos incluido la prueba de la invariancia del ı´ndice de Morse bajo
reduccio´n en un marco abstracto y la prueba del Teorema E.
Hasta ahora los resultados que hemos presentado se refieren a soluciones para las
cuales se tiene alguna informacio´n acerca del ı´ndice de Morse o del ı´ndice de Morse
aumentado. En la prueba del Teorema D en [CC], para establecer la existencia de
u5 se consideran por separado dos casos: u4 cambia de signo o u4 es de un signo.
A ra´ız de esta disyuncio´n, surge la pregunta de cua´ndo u4, que es una solucio´n que
tiene ı´ndice de Morse aumentado igual a k, cambia de signo. E´ste es el origen y la
motivacio´n para nuestros desarrollos del Cap´ıtulo 4. En primer lugar, en este cap´ıtulo
establecemos un estimativo a priori para la norma en L∞ de las soluciones de un
signo del problema (1). Este tipo de estimativos tiene antecedentes, por ejemplo,
en aquellos de H. Bre´zis y R. E. L. Turner en [BT] y D. de Figueiredo, P. L. Lions
y R. D. Nussbaum en [DLN]. No obstante, nuestro estimativo es ma´s preciso en
cuanto que indica expl´ıcitamente de que´ aspectos de la no linealidad f depende la
constante que acota las normas. Por otra parte, nuestro estimativo no es aplicable
en el caso superlineal, como es el caso de [BT] y [DLN]. Usando estos estimativos y
los resultados de existencia de soluciones de ı´ndice de Morse aumentado grande de
los cap´ıtulos 2 y 3, probamos resultados cuyas versiones resumidas presentamos a
continuacio´n.
Teorema F. Sea Ω ⊂ RN , N ≥ 3, un dominio suave y acotado. Sea f : R → R
una funcio´n de clase C1 que satisface (f1) con k ≥ 2 y (f3). Existe una constante
positiva C(Ω, N, f) que depende de Ω, N y f tal que si
f ′(t) < λk ∀t ∈ [−C(Ω, N, f), C(Ω, N, f)], (2)
entonces existe al menos una solucio´n u∗ de (1) que cambia de signo y
‖u∗‖L∞(Ω) > C(Ω, N, f).
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Teorema G. Sea Ω ⊂ RN , N ≥ 3, un dominio acotado y suave. Sea f : R→ R una
funcio´n de clase C1 que satisface (f1)-(f4) con k ≥ 2. Supongamos, adema´s, que
f ′(t) < λk ∀t ∈ [−C(Ω, N, f), C(Ω, N, f)], (3)
donde es la constante del Teorema F. Entonces existen dos soluciones u∗ y v∗ de
(1) que cambian de signo. Adema´s, al menos una de ellas, digamos u∗ es tal que
‖u∗‖L∞(Ω) > C(Ω, N, f).
A pesar de que en los enunciados anteriores no queda clara la forma que tiene la
constante C(Ω, N, f), en el Cap´ıtulo 4 presentamos de manera ma´s precisa esta
constante. Igualmente mostraremos, a manera de ejemplo, una clase de funciones
para las cuales la hipo´tesis (2) es verificable.
Los Teoremas F yG tienen antecedentes, por ejemplo, en los resultados de A. Castro,
J. Cossio y J. M. Neuberger en [CCN] y [CCN2]. Sin embargo, en estas referencias
se trabaja bajo condiciones del tipo f ′(t) > f(t)/t para t 6= 0, que en nuestro caso
no son necesarias. Por otra parte, en [CCN] y [CCN2] no se requiere la hipo´tesis (2).
Al final de cada cap´ıtulo incluimos algunos comentarios acerca de las conexiones de
nuestros resultados con avances recientes o resultados afines debidos a otros autores.
Como lo hemos mencionado, destacamos que algunos de los resultados presentados
en este trabajo son abstractos en el sentido de que son va´lidos para funcionales
definidos en espacios de Hilbert reales, no so´lo para el funcional J que definimos
antes.
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Cap´ıtulo 1
Preliminares
En este cap´ıtulo presentamos de manera muy resumida algunos resultados que usare-
mos repetidamente a lo largo del trabajo. Comenzamos en la Seccio´n 1.1 recordando
resultados cla´sicos de la teor´ıa de ecuaciones diferenciales parciales. Aplicaremos
estos resultados especialmente en el Cap´ıtulo 4. En la Seccio´n 1.2 introducimos con-
ceptos y resultados abstractos ba´sicos de la Teor´ıa de Morse. Estos conceptos sera´n
aplicados en los Cap´ıtulos 2 y 3 para establecer propiedades cualitativas de las solu-
ciones para nuestro problema. Finalmente, en la Seccio´n 1.3 fijamos el marco en
el cual desarrollaremos nuestro trabajo y recordamos algunos resultados espec´ıfica-
mente relacionados con el problema en consideracio´n.
1.1. Lemas de Ecuaciones Diferenciales Parciales
Comenzamos esta seccio´n con un lema relacionado con el concepto de vecindad
tubular de la frontera de un dominio suave. Para fijar ideas, consideremos el dominio
suave y acotado Ω ⊂ RN , N ≥ 2. Dado δ > 0, denotemos por Ωδ al conjunto
{x ∈ Ω| d(x, ∂Ω) < δ}. Para x ∈ ∂Ω, denotamos por −→n (x) a la normal interior
unitaria a ∂Ω en x. El siguiente lema es una escritura conveniente de algunos de los
hechos enunciados y demostrados en los Lemas 2.1 y 2.2 de [Pr].
Lema 1.1.1. Sea Ω un dominio suave y acotado. Existe δ0 > 0 tal que
(i) si z ∈ Ωδ0 entonces existe un u´nico (xz, tz) ∈ ∂Ω × (0, δ0) tal que
z = xz + tz−→n (xz).
(ii) si x ∈ ∂Ω entonces para todo t ∈ (0, δ0) se tiene que x+ t−→n (x) ∈ Ω.
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Nota: el numeral (i) del lema anterior tiene una consecuencia que sera´ de utilidad en
la demostracio´n del Lema 4.1.2. Consideremos z ∈ Ωδ0 y y ∈ ∂Ω tal que d(z, ∂Ω) =
‖y − z‖. Debido a la regularidad de Ω existe una vecindad U de y y existe una
funcio´n G : U → R de clase C3 tal que U ∩ ∂Ω = {x ∈ U |G(x) = 0}. Ahora,
definamos la funcio´n D : U → R por D(x) := ‖x − z‖2. Aplicando el Teorema de
los multiplicadores de Lagrange a la funcio´n D restringida a U ∩ ∂Ω y el numeral
(i) del Lema 1.1.1, se demuestra que y = xz.
Ahora repasamos algunos hechos conocidos. Comenzamos por el Lema de Hopf.
Lema 1.1.2. (Hopf) Sean Ω ⊂ RN un dominio suave y acotado y u ∈ C2(Ω)∩C(Ω).
Sea L un operador de la forma L = ∆+ c, donde c es una funcio´n continua en Ω.
Supongamos que Lu ≥ 0 en Ω y que existe x0 ∈ ∂Ω tal que 0 = u(x0) > u(x) para
todo x ∈ Ω. Entonces la derivada normal interior de u en x0 satisface la desigualdad
estricta
∂u
∂n
(x0) < 0. (1.1)
Prueba. Ve´ase [GT], pa´g. 34.
El siguiente lema permite representar puntualmente una solucio´n de nuestro pro-
blema en te´rminos de la no linealidad f . Este hecho sera´ clave en la Seccio´n 4.1. Su
demostracio´n se presenta en [GT] (pa´g 19-26).
Lema 1.1.3. (Funcio´n de Green) Sea Ω ⊂ RN , N ≥ 3, un dominio suave y acotado.
Sea u ∈ C2(Ω). Dado ξ ∈ Ω existen una funcio´n v(ξ, .) : Ω → R en C2(Ω) ∩ C(Ω),
que es positiva y armo´nica en Ω, y una constante C(N) > 0 tales que
u(ξ) =
∫
Ω
(
C(N)
‖x− ξ‖N−2 − v(ξ, x)
)
(−∆u(x)) dx.
En el Cap´ıtulo 4 usaremos el siguiente resultado de encajes de Sobolev. Su prueba
se puede consultar en [A] (pa´g. 98) o en [GT] (pa´g. 171).
Teorema 1.1.1. Sea Ω ⊂ RN un dominio suave y acotado. Para j,m ∈ N ∪ {0} y
p > 1 el encaje
W j+m,p(Ω) ↪→ Cj,α(Ω)
es continuo si mp > N > (m− 1)p y 0 < α ≤ m− Np .
El siguiente resultado, parte del cual es conocido como Estimativos de Agmon-
Douglis-Nirenberg, es u´til para establecer resultados de regularidad de soluciones
para problemas el´ıpticos no lineales. Su demostracio´n se puede revisar en [GT] (pa´g.
241-244).
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Teorema 1.1.2. Sea Ω ⊂ RN un dominio suave y acotado. Sea p ∈ (1,∞). Si
h ∈ Lp(Ω) entonces el problema{ −∆u = h en Ω,
u ∈ W 1,p0 (Ω),
(1.2)
tiene una u´nica solucio´n u0 ∈ W 2,p(Ω). Adema´s, existe una constante positiva C
(independiente de u) tal que
‖u‖W 2,p(Ω) ≤ C‖∆u‖Lp(Ω) ∀u ∈W 1,p0 (Ω) ∩W 2,p(Ω).
Si h ∈W 1,p(Ω), entonces la solucio´n u0 ∈W 2,p(Ω) de (1.2) pertenece a W 3,p(Ω).
1.2. Lemas de Ana´lisis no Lineal y Topolog´ıa
Sea H un espacio de Hilbert real y sea J : H → R una funcio´n de clase C1. En
esta seccio´n recordamos algunos conceptos y resultados relacionados con grupos de
homolog´ıa, grupos cr´ıticos y Teor´ıa de Morse. Comencemos con una definicio´n que
usaremos a lo largo del trabajo.
Definicio´n 1.2.1. Diremos que J satisface la condicio´n de Palais-Smale, en ade-
lante referida como (PS), si dada una sucesio´n {un}n en H tal que DJ(un) → 0 y
{J(un)}n es acotada, {un}n contiene una subsucesio´n convergente.
Sea X un espacio topolo´gico y sea Y ⊂ X un subespacio de X. Al par (X,Y )
lo llamaremos par topolo´gico. Para q ∈ N ∪ {0}, denotemos por Hq(X,Y ) al q-
e´simo grupo de homolog´ıa singular relativa de X con respecto a Y con grupo de
coeficientes igual a R. Se sabe que, en este caso, Hq(X,Y ) es un espacio vectorial
real. En particular, si Y = ∅, usamos la notacio´n Hq(X) en lugar de la anterior. Una
descripcio´n de las propiedades ba´sicas del los grupos de homolog´ıa se encuentra, por
ejemplo, en [Ch] (Cap´ıtulo I, Seccio´n 1). Para c ∈ R, denotemos por Jc al conjunto
Jc := {u ∈ H|J(u) ≤ c}.
Definicio´n 1.2.2. Supongamos que u0 es un punto cr´ıtico aislado de J y sea c =
J(u0). Para q ∈ N ∪ {0} definimos el q-e´simo grupo cr´ıtico de J en u0 como
Cq(J, u0) := Hq(Jc ∩ U, Jc ∩ U \ {u0}),
donde U es cualquier vecindad de u0 que no contiene otro punto cr´ıtico de J .
Notas:
-Se puede demostrar que la definicio´n anterior no depende de la escogencia de la
vecindad U (ve´ase [Ch], pa´g. 32).
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-Si, en particular, J satisface la condicio´n (PS) y u0 es un mı´nimo local aislado de
J , entonces todos los grupos cr´ıticos de J en u0 son triviales excepto el de orden
0. Ma´s au´n: Cq(J, u0) = δq,0R, donde δq,j denota al delta de Kronecker, es decir,
δq,j = 0 si q 6= j y δq,j = 1 si q = j. Por otra parte, si u0 es un punto cr´ıtico aislado
que no es de mı´nimo local, entonces C0(J, u0) = {0} (ve´ase [Ch], pa´g. 33-43).
-Si H es de dimensio´n finita, digamos dimH = n, J satisface la condicio´n (PS) y u0
es un punto aislado de ma´ximo local, entonces Cq(J, u0) = δq,nR. Ana´logamente, si
u0 es un punto cr´ıtico aislado que no es de ma´ximo local, entonces Cn(J, u0) = {0}
(ve´ase [Ch], pa´g. 33-43).
El siguiente lema sera´ de utilidad en la Seccio´n 2.1 (ve´ase [Ch], pa´g. 35).
Lema 1.2.1. Supongamos que J satisface la condicio´n (PS). Sea c un valor cr´ıtico
de J y supongamos que c es el u´nico valor cr´ıtico de J en un intervalo (a, b). Sean
d1, d2 ∈ (a, b) tales que d1 < c < d2. Si Kc := {u ∈ H|DJ(u) = 0 , J(u) = c} =
{u1, ..., um}, entonces
Hq(Jd2 , Jd1) =
m⊕
i=1
Cq(J, ui)
para todo q ∈ N ∪ {0}.
A continuacio´n introducimos el concepto de ı´ndice de Morse que sera´ usado a lo
largo del trabajo. Hemos tomado la definicio´n de [LS].
Definicio´n 1.2.3. Supongamos que J ∈ C2 y que u0 es un punto cr´ıtico de J . De-
notemos por D2J(u0) : H → H a la segunda derivada vista como operador acotado
y autoadjunto en H.
Si existe un entero m tal que existe un subespacio m-dimensional de H sobre el cual
D2J(u0) es definido negativo, y m es maximal respecto a esta propiedad, decimos
que m es el ı´ndice de Morse de J en u0 y lo denotamos por m(J, u0), o m(u0)
cuando no haya confusio´n.
Si no existe un entero m con la propiedad descrita, entonces decimos que el ı´ndice
de Morse de J en u0 es infinito.
Definimos el ı´ndice de Morse aumentado de J en u0 en la misma forma,
cambiando la expresio´n “definido negativo” por “definido no positivo”. En este caso
usamos la notacio´n ma(J, u0), o ma(u0) cuando no haya confusio´n.
Finalmente, decimos que el punto cr´ıtico u0 de J es no degenerado si D2J(u0) es
invertible.
11
Convencio´n: en lo que queda de esta seccio´n supondremos que J ∈ C2 y que
en cada punto u ∈ H, el operador lineal D2J(u) es de la forma Identidad menos
Compacto. En este caso, se puede probar que ma(u0) es finito y ma(u0) = m(u0) +
dimkerD2J(u0).
El siguiente resultado es una consecuencia de un teorema conocido como Shifting
Theorem , o Teorema de Intercambio, que relaciona los grupos cr´ıticos de J en un
punto cr´ıtico u0 con los grupos cr´ıticos de J |N en u0, donde N = kerD2J(u0) ⊂ H
(ve´ase [Ch], pa´g. 50-51).
Lema 1.2.2. Supongamos que J satisface la condicio´n (PS). Sea u0 un punto cr´ıtico
aislado de J . Entonces
Cq(J, u0) = {0}, para todo q < m(u0) y todo q > ma(u0).
Adema´s, si u0 es no degenerado, Cq(J, u0) = δq,m(u0)R.
El siguiente lema tambie´n es consecuencia del Teorema de Intercambio y sera´ u´til
para caracterizar ciertas soluciones de los problemas el´ıpticos que consideraremos, en
particular aquellas que vienen de Teorema del Paso de la Montan˜a. Su demostracio´n
se puede consultar en [Ch], pa´g. 91.
Lema 1.2.3. Supongamos que J satisface la condicio´n (PS). Sea u0 un punto cr´ıtico
aislado de J tal que C1(J, u0) 6= {0}. Supongamos que se verifica la siguiente condi-
cio´n: si 0 es el menor valor propio de D2J(u0) entonces es un valor propio simple.
Entonces
Cq(J, u0) = δq,1R.
El pro´ximo lema permite calcular el grado local en un punto cr´ıtico aislado de J en
te´rminos de sus grupos cr´ıticos. Dado un punto cr´ıtico aislado u0 de J , denotamos
por dloc(∇J, u0) al grado local de Leray-Schauder de ∇J en u0 (ve´ase [K], cap´ıtulo
3).
Lema 1.2.4. Supongamos que J satisface la condicio´n (PS) y que ∇J es de la
forma ∇J = Id− T , donde T es un operador compacto (no necesariamente lineal).
Sea u0 un punto cr´ıtico aislado de J . Entonces
dloc(∇J, u0) =
∞∑
q=0
(−1)q dimCq(J, u0).
Prueba. Ve´ase [Ch], pa´g. 100.
En el Cap´ıtulo 3 haremos uso de la versio´n del Teorema del Paso de la Montan˜a que
recordamos a continuacio´n (ve´ase [H]). Antes de presentar este resultado, introduci-
mos la nocio´n de punto cr´ıtico de tipo paso de montan˜a.
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Definicio´n 1.2.4. Sea u0 ∈ H un punto cr´ıtico de J y sea c = J(u0). Diremos que
u0 es un punto cr´ıtico de tipo paso de montan˜a de J si existe una vecindad U de u0
tal que, para toda vecindad V ⊂ U de u0, se tiene que
V ∩ {u ∈ H|J(u) < c}
no es vac´ıo ni es arco-conexo.
Teorema 1.2.1. Supongamos que J satisface la condicio´n (PS). Sean u1 y u2 puntos
distintos en H. Definamos
Γ := {σ : [0, 1]→ H|σ es continua, σ(0) = u1, σ(1) = u2} y
c = ı´nf
σ∈Γ
sup
t∈[0,1]
J(σ(t)).
Si ma´x{J(u1), J(u2)} < c entonces existe un punto cr´ıtico u0 ∈ H de J tal que
J(u0) = c. Si adema´s Kc := {u ∈ H|DJ(u) = 0 , J(u) = c} consta so´lo de puntos
aislados, entonces Kc contiene al menos un punto cr´ıtico de tipo paso de montan˜a.
1.3. Preliminares te´cnicos
En esta seccio´n presentamos algunos hechos ya publicados relacionados con nuestro
problema principal. Comencemos considerando el espacio de Sobolev H10 (Ω). A lo
largo de todo el trabajo, supondremos que λ1, λ2, λ3, . . . es la sucesio´n de valores
propios de −∆ en Ω con condicio´n de Dirichlet cero en la frontera, y ϕ1, · · · , ϕn...
es una sucesio´n correspondiente de funciones propias, completa y ortonormal en el
espacio de Sobolev H10 (Ω). En adelante, para u ∈ H10 (Ω) tomaremos la norma defini-
da por ‖u‖2
H10 (Ω)
:=
∫
Ω |∇u|2. Dado k ≥ 1, consideremos los subespacios de H10 (Ω),
X := span{ϕ1, ϕ2, . . . , ϕk } y Y := X⊥ = {ϕk+1, ϕk+2, . . .}. A lo largo del tra-
bajo, usaremos repetidamente las desigualdades provenientes de la caracterizacio´n
variacional de los valores propios:
‖x‖2H10 (Ω) ≤ λk
∫
Ω
x2 ∀x ∈ X, (1.3)
y
‖y‖2H10 (Ω) ≥ λk+1
∫
Ω
y2 ∀y ∈ Y. (1.4)
A continuacio´n, introducimos el concepto de solucio´n para el problema{
∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω,
(1.5)
donde, como hemos dicho, f : R→ R es una funcio´n no lineal de clase C1. Para fijar
ideas en nuestra definicio´n supondremos que f es tambie´n sublineal.
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Definicio´n 1.3.1. Sea Ω ⊂ RN , N ≥ 2, un dominio suave y acotado y sea f : R→ R
una funcio´n de clase C1 tal que existen a, b ∈ R que satisfacen
|f(t)| ≤ a|t|+ b ∀t ∈ R.
Una solucio´n de´bil de (1.5) es un elemento u ∈ H10 (Ω) que satisface∫
Ω
(∇u · ∇v − f (u) v) dx = 0 ∀v ∈ H10 (Ω).
En realidad, en las condiciones de la definicio´n anterior, empleando un argumento de
boot-strap que involucra los estimativos de Agmon-Douglis-Nirenberg de la Seccio´n
1.1, se sabe que si u ∈ H10 (Ω) es una solucio´n de´bil de (1.5) entonces u ∈ C2(Ω)
y satisface (1.5) en sentido puntual (ve´ase [GT] o [MZ]). En consecuencia, en lo
sucesivo escribiremos simplemente solucio´n en lugar de solucio´n de´bil.
Por otra parte, el problema de hallar soluciones (de´biles) de (1.5) se puede formular
en forma variacional, como lo indica el siguiente resultado.
Lema 1.3.1. Sea Ω ⊂ RN , N ≥ 2, un dominio suave y acotado y sea f : R → R
una funcio´n de clase C1 tal que existen a, b ∈ R que satisfacen
|f(t)| ≤ a|t|+ b ∀t ∈ R.
Definamos J : H10 (Ω)→ R por
J(u) =
∫
Ω
(
1
2
|∇u|2 − F (u)
)
dx,
donde F (ξ) =
∫ ξ
0 f(s) ds. Entonces J es de clase C
1(H10 (Ω),R) y
DJ (u) v = 〈∇J(u), v〉H10 (Ω) =
∫
Ω
(∇u · ∇v − f (u) v) dx, ∀u, v ∈ H10 (Ω).
Adema´s, el operador T : H10 (Ω)→ H10 (Ω) definido por
〈T (u), v〉H10 (Ω) =
∫
Ω
f (u) v dx, ∀v ∈ H10 (Ω),
es compacto.
Prueba. Ve´ase [R], pa´g. 90-94.
De esta forma, las soluciones del problema (1.5) coinciden con los puntos cr´ıticos de
J , cuando f es continuamente diferenciable y sublineal. En los cap´ıtulos siguientes
necesitaremos que este funcional J sea de clase C2 para poder aplicar los resultados
de la Seccio´n 1.2. El siguiente resultado, que tambie´n se prueba en [R], garantiza
esta regularidad para J .
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Lema 1.3.2. Sea Ω ⊂ RN , N ≥ 2, un dominio suave y acotado y sea f : R → R
una funcio´n de clase C1 tal que existe a ∈ R que satisface
|f ′(t)| ≤ a ∀t ∈ R.
Entonces el funcional J definido en el Lema 1.3.1 es de clase C2(H10 (Ω),R) y〈
D2J (u) v, w
〉
=
∫
Ω
(∇v · ∇w − f ′ (u) vw) dx, ∀u, v, w ∈ H10 (Ω).
Nota: en realidad se puede probar que J es dos veces continuamente diferenciable
bajo una condicio´n ligeramente ma´s de´bil que el acotamiento global de |f ′| (ve´ase
[R]). Hemos presentado esta versio´n del resultado de [R] por simplicidad y conve-
niencia para nuestros propo´sitos.
Como mencionamos en la introduccio´n, a lo largo del trabajo estudiaremos el pro-
blema (1.5) cuando f es asinto´ticamente lineal. Introduzcamos la siguiente condicio´n
(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 1.
Esta´ claro que si f satisface (f1), se tienen las hipo´tesis de los Lemas 1.3.1 y 1.3.2.
Con la siguiente proposicio´n, completamos la lista de condiciones que se requieren
para poder aplicar a J los resultados de la Seccio´n 1.2.
Lema 1.3.3. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R → R
una funcio´n de clase C1 que satisface (f1). Entonces el funcional J definido en el
Lema 1.3.1 satisface la condicio´n (PS) definida en la Seccio´n 1.2.
Prueba. En virtud de la Proposicio´n B.35 en [R], para verificar la condicio´n (PS),
so´lo debemos probar que si {un}n∈N es una sucesio´n tal que |J (un) | ≤ M y
DJ (un)→ 0 cuando n→∞, entonces {un}n∈N es una sucesio´n acotada.
Puesto que H10 (Ω) = X ⊕ Y , existen sucesiones {xn} ⊂ X y {yn} ⊂ Y tales que
un = xn + yn para cada n. Adema´s, existe N ∈ N tal que
〈∇J(xn + yn),−xn + yn〉 ≤ ‖ − xn + yn‖H10 (Ω) = ‖xn + yn‖H10 (Ω), (1.6)
para n ≥ N. Por un ca´lculo directo
〈∇J(xn + yn),−xn + yn〉 = −
∫
Ω
|∇xn|2 +
∫
Ω
|∇yn|2 −∫
Ω
f(xn + yn)(yn − xn). (1.7)
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De (1.6) y (1.7) vemos que∫
Ω
|∇yn|2 −
∫
Ω
|∇xn|2 ≤ ‖xn + yn‖H10 (Ω) +
∫
Ω
f(xn + yn)(yn − xn). (1.8)
Sea γ : R→ R la funcio´n definida por
γ(s) := f(s)− f ′(∞)s. (1.9)
Del Teorema del Valor Medio se tiene (ve´ase la nota posterior al Lema 1.3.7)
γ(s) = o(s) cuando |s| → ∞.
Combinando (1.8) y (1.9) deducimos que∫
Ω
|∇yn|2 − f ′(∞)
∫
Ω
y2n + f
′(∞)
∫
Ω
x2n −
∫
Ω
|∇xn|2 ≤
‖xn + yn‖H10 (Ω) +
∫
Ω
γ(xn + yn)(yn − xn).
De (1.3) y (1.4) se sigue que(
1− f
′(∞)
λk+1
)
‖yn‖2H10 (Ω) +
(
f ′(∞)
λk
− 1
)
‖xn‖2H10 (Ω) ≤
‖xn + yn‖H10 (Ω) +
∫
Ω
γ(xn + yn)(yn − xn). (1.10)
Dado que f ′(∞) ∈ (λk, λk+1), existen ε∗1 > 0 y ε∗2 > 0 tales que
ε∗1C
2 < 1− f
′(∞)
λk+1
and ε∗2C
2 <
f ′(∞)
λk
− 1, (1.11)
donde C es la constante que aparece en la desigualdad de Poincare´.
Sea ε1 = mı´n{ε∗1, ε∗2} > 0. Afirmamos que∫
Ω
γ(xn+yn)(yn−xn) ≤ ε1C2‖xn‖2H10 (Ω)+ε1C
2‖yn‖2H10 (Ω)+l1‖xn+yn‖H10 (Ω), (1.12)
donde l1 es una constante positiva. De hecho, la continuidad de γ y el hecho de que
γ(s)/s → 0 cuando |s| → ∞ implican que∣∣∣∣γ(s)s
∣∣∣∣ < ε1
cuando |s| > M , y |γ(s)| ≤ K0 si |s| ≤M para ciertas constantes positivas M y K0.
De esto, la desigualdad de Cauchy-Schwarz, y los resultados de encajes de Sobolev,
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obtenemos∫
Ω
γ(xn + yn)(yn − xn) ≤
∫
|un|>M
|γ(xn + yn)||yn − xn| dx
+
∫
|un|≤M
|γ(xn + yn)||yn − xn|
≤ ε1
∫
|un|>M
|xn + yn||yn − xn|
+K0
∫
|un|≤M
|yn − xn|
≤ ε1‖yn + xn‖L2‖yn − xn‖L2 +K∗0‖yn − xn‖L2
≤ ε1C2‖yn + xn‖
H10(Ω)
‖yn − xn‖
H10(Ω)
+ CK∗0‖yn − xn‖H10(Ω)
= ε1C2‖yn + xn‖2H10 (Ω) + l1‖yn + xn‖H10 (Ω),
y as´ı llegamos a (1.12). De (1.10) y (1.12) se sigue que(
1− f
′(∞)
λk+1
− ε1C2
)
‖yn‖2H10 (Ω) +
(
f ′(∞)
λk
− 1− ε1C2
)
‖xn‖2H10 (Ω) ≤
(1 + l1)‖xn + yn‖H10 (Ω) ≤ (1 + l1)(‖yn‖H10 (Ω) + ‖xn‖H10 (Ω)). (1.13)
Luego, usando (1.11) y (1.13) concluimos que {xn} and {yn} son sucesiones acotadas.
Por tanto {un} es una sucesio´n acotada.
Los dos siguientes resultados sera´n usados en los Cap´ıtulos 2 y 3, especialmente en
argumentos relacionados con el grado de Leray-Schauder. La demostracio´n de ambos
resultados se puede consultar, por ejemplo, en [CV]. El primero de ellos en realidad
se obtiene de manera similar a la condicio´n (PS). El segundo, se prueba usando la
propiedad de invariancia homoto´pica del grado de Leray-Schauder.
Lema 1.3.4. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R→ R una
funcio´n de clase C1 que satisface (f1). Entonces el conjunto K de puntos cr´ıticos
del funcional J definido en el Lema 1.3.1 es acotado en H10 (Ω).
Recordemos que ∇J : H10 (Ω) → H10 (Ω) es de la forma Identidad menos Compacto
(ve´ase Lema 1.3.1).
Lema 1.3.5. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R → R
una funcio´n de clase C1 que satisface (f1). Sea R > 0 suficientemente grande tal
que todo punto cr´ıtico de J esta´ contenido en BR(0) ⊂ H10 (Ω). Entonces el grado
de ∇J en BR(0) con respecto a 0, que denotamos por d(∇J,BR(0), 0), es tal que
d(∇J,BR(0), 0) = (−1)k.
A continuacio´n recordamos un resultado conocido. Su demostracio´n esta´ contenida,
por ejemplo, en [Ch] (Cap´ıtulo 3), parcialmente en [CV], y esencialmente en [R].
17
La idea consiste en construir funcionales adecuados, modelados sobre J , para los
cuales cualquier punto cr´ıtico resulte ser solucio´n de un signo de (1.5). La existencia
misma de dichos puntos cr´ıticos proviene de una aplicacio´n del Teorema del Paso
de la Montan˜a. Las propiedades adicionales relacionadas con los grupos cr´ıticos y el
grado, se siguen de resultados de H. Hofer en [H] y de Chang en [Ch] (Cap´ıtulos 2
y 3).
Lema 1.3.6. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R → R
una funcio´n de clase C1 que satisface (f1). Supongamos, adema´s, que f satisface
(f3) f(0) = 0, y
(f4) f ′(0) < λ1.
Entonces existen dos soluciones u+ y u− de (1.5) tales que u+ > 0 y u− < 0 en Ω.
Adema´s, Cq(J, u+) = δq,1R = Cq(J, u−) y dloc(∇J, u+) = −1 = dloc(∇J, u−).
El resultado anterior permite establecer el siguiente lema de grado global en regiones
que contienen soluciones de un signo del problema (1.5).
Lema 1.3.7. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R → R
una funcio´n de clase C1 que satisface (f1). Supongamos, adema´s que f satisface
(f3) f(0) = 0, y
(f4) f ′(0) < λ1.
Entonces si Σ+ es una regio´n abierta y acotada de H10 (Ω) que contiene a todas las
soluciones positivas de (1.5) y cuya clausura no contiene otros puntos cr´ıticos de J ,
d(∇J,Σ+, 0) = −1. Ana´logamente, si Σ− es una regio´n abierta y acotada de H10 (Ω)
que contiene a todas las soluciones negativas de (1.5) y cuya clausura no contiene
otros puntos cr´ıticos de J , d(∇J,Σ−, 0) = −1.
Prueba. Ve´ase [CC].
Nota: Los resultados de los Lemas 1.3.3, 1.3.4, 1.3.5 y 1.3.7 se han establecido en
las referencias citadas bajo la hipo´tesis
(f1’) f ′(∞) = l´ım|t|→∞ f(t)t ∈ (λk, λk+1) para algu´n k ≥ 1,
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que es ma´s de´bil que la hipo´tesis (f1) en el sentido de que, razonando con el Teorema
del Valor Medio, la existencia de l´ım|t|→∞ f ′(t) implica la existencia e igualdad con
l´ım|t|→∞
f(t)
t . No obstante, hemos escogido la hipo´tesis (f1) a efectos de asegurar que
J sea siempre de clase C2.
Definicio´n 1.3.2. Sea Ω un dominio acotado y suave en RN , con N ≥ 2, y sea
f : R→ R una funcio´n de clase C1 que satisface (f1). Sea u una solucio´n de (1.5).
Definimos el ı´ndice de Morse de la solucio´n u, m(u), como el ı´ndice de Morse del
funcional J , definido en el Lema 1.3.1, en el punto cr´ıtico u ∈ H10 (Ω). Ana´logamente
se define el ı´ndice de Morse aumentado, ma(u), de la solucio´n u. En el mismo
sentido diremos que u es una solucio´n no degenerada de (1.5) si el punto cr´ıtico
u ∈ H10 (Ω) de J es no degenerado.
Finalizamos con un lema que establece una cota superior para el ı´ndice aumentado
de Morse de una solucio´n de (1.5) si se imponen condiciones adecuadas sobre f ′.
Este resultado sera´ de gran utilidad en el Cap´ıtulo 4.
Lema 1.3.8. Sea Ω ⊂ RN , N ≥ 2, un dominio acotado y suave y sea f : R → R
una funcio´n de clase C1 que satisface (f1). Supongamos que u es una solucio´n de
(1.5) y que existe j ∈ N tal que
f ′(t) < λj para todo t ∈ u(Ω).
entonces el ı´ndice de Morse aumentado de u es menor o igual que j − 1.
Prueba. De la fo´rmula para la segunda derivada de J ,〈
D2J (u) v, v
〉
=
∫
Ω
(∇v · ∇v − f ′ (u) v2) dx.
Luego, si Y := 〈ϕj , ϕj+1, ...〉 ⊂ H10 (Ω) y v ∈ Y \{0}, de la hipo´tesis y la desigualdad
(1.4), se tiene que
〈
D2J (u) v, v
〉
> 0.
Si j = 1 el resultado se sigue. Si j > 1 razonemos por el absurdo y supon-
gamos que existe un subespacio W ⊂ H10 (Ω) tal que dimW =: p > j − 1 y〈
D2J (u)w,w
〉 ≤ 0 para todo w ∈ W \ {0}. Sea {w1, ..., wp} una base de W . Sea
X := span{ϕ1, ϕ2, . . . , ϕj−1 }. Entonces, por la descomposicio´n H10 (Ω) = X ⊕ Y ,
tenemos que w1 = x1 + y1, ..., wp = xp + yp, para ciertos x1, ...xp ∈ X y ciertos
y1, ..., yp ∈ Y . Dado que p > j − 1, existen α1, ..., αp ∈ R, no todos iguales a cero,
tales que α1x1 + ...+ αpxp = 0. Por tanto, w := α1w1 + ...+ αpwp ∈ W ∩ Y \ {0}.
Esto es absurdo y el resultado se sigue.
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Cap´ıtulo 2
Existencia de soluciones v´ıa
argumentos de Lazer-Solimini
Este cap´ıtulo esta´ dedicado a establecer resultados de existencia y propiedades cua-
litativas de soluciones del problema{
∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω,
(2.1)
donde Ω ⊂ RN , N ≥ 2, es un dominio suave y acotado y f : R→ R es una funcio´n
de clase C1 que es asinto´ticamente lineal.
En particular, nuestro intere´s consiste en obtener soluciones de este problema cuyo
ı´ndice de Morse aumentado sea grande en un sentido que se precisara´ ma´s adelante.
Este tipo de soluciones sera´ de utilidad en el Cap´ıtulo 4. Adicionalmente, quisie´ramos
mejorar algunos resultados de existencia de mu´ltiples soluciones ya establecidos en
[CV] y [CH].
La idea inicial en [CH] es aplicar un lema abstracto debido a Lazer y Solimini
(ve´ase [LS] o [Ch]) que afirma la existencia de una solucio´n de ı´ndice Morse grande
cuando el funcional asociado a (2.1) satisface ciertas condiciones, entre ellas, no dege-
neramiento de sus puntos cr´ıticos. Siguiendo esta idea, en la Seccio´n 2.1 mostramos
una variante de dicho lema, en la cual la hipo´tesis de no degeneramiento de los
puntos cr´ıticos queda eliminada. A cambio, como es de esperarse, la conclusio´n no
sera´ la existencia de un punto cr´ıtico de ı´ndice de Morse alto, sino la existencia de
un punto cr´ıtico para el cual cierto grupo cr´ıtico de orden grande es no trivial. Este
punto cr´ıtico servira´ para nuestros propo´sitos.
En la Seccio´n 2.2 mostramos, como aplicaciones del lema abstracto, los resultados
de existencia de una solucio´n de (2.1) cuyo ı´ndice de Morse aumentado esta´ acotado
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inferiormente y los resultados de multiplicidad de soluciones que mejoran aquellos
de [CV] y [CH]. En estas aplicaciones, se hace uso extensivo de algunos de los
preliminares enunciados en las Secciones 1.2 y 1.3 relacionados con ı´ndice de Morse
y grupos cr´ıticos.
2.1. Un resultado abstracto
En esta seccio´n, H sera´ un espacio de Hilbert real y X y Y sera´n subespacios
cerrados de H tales que dimX =: k <∞ y H = X ⊕ Y .
Comenzamos enunciando, sin demostracio´n, una versio´n resumida del Teorema del
Punto de Silla de Rabinowitz (la prueba se puede consultar, por ejemplo, en [R],
pa´g. 24). Este teorema es el punto de partida del lema de Lazer y Solimini en [LS]
que mencionamos en la introduccio´n del cap´ıtulo. Intuitivamente, una consecuencia
del teorema dice que si un funcional adecuado es coercivo sobre Y y anticoercivo
sobre X, entonces el funcional tiene al menos un punto cr´ıtico. En particular, cuando
dimX = 0, este resultado es simplemente una versio´n del resultado cla´sico de mini-
mizacio´n de funcionales (ve´ase, por ejemplo [R], pa´g. 8).
Teorema 2.1.1. (Teorema del Punto de Silla) Sea J ∈ C1(H,R) un funcional
que satisface la condicio´n (PS) y que satisface las siguientes hipo´tesis
(S1) ı´nf{J(y) : y ∈ Y } =: d > −∞,
(S2) J(x)→ −∞ cuando ‖x‖ → ∞ con x ∈ X.
Entonces existe un punto cr´ıtico de J , i.e. existe u0 ∈ H tal que DJ(u0) = 0.
En [LS] los autores demuestran que bajo ciertas condiciones adicionales a las del
Teorema de Punto de Silla, al menos uno de los puntos cr´ıticos del funcional debe
tener ı´ndice de Morse igual a dimX. De manera precisa, los autores prueban el
siguiente lema.
Lema 2.1.1. (Lazer-Solimini) Sea J ∈ C2(H,R) un funcional que satisface la
condicio´n (PS), y las hipo´tesis (S1) y (S2). Supongamos que J tiene solamente un
nu´mero finito de puntos cr´ıticos y que todos ellos son no degenerados. Entonces
existe un punto cr´ıtico de J que tiene ı´ndice de Morse igual a k = dimX.
Una revisio´n de la prueba de este lema, presentada en [LS], deja claro que el lema
se puede reformular en te´rminos de grupos cr´ıticos en lugar de ı´ndice de Morse,
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eliminando la hipo´tesis de no degeneramiento de los puntos cr´ıticos. Ma´s au´n, en
esta reformulacio´n no se requiere que el funcional sea de clase C2 sino de clase C1. A
continuacio´n enunciamos esta variante del lema de Lazer y Solimini y presentamos
su demostracio´n, que como hemos dicho, es una reproduccio´n de la que aparece en
[LS] para el lema original. En la demostracio´n hacemos uso de varios de los conceptos
y resultados de la Seccio´n 1.2 y de [Ch].
Lema 2.1.2. Sea J ∈ C1(H,R) un funcional que satisface la condicio´n (PS), y las
hipo´tesis (S1) y (S2). Supongamos, adema´s, que J tiene solamente un nu´mero finito
de puntos cr´ıticos. Entonces existe un punto cr´ıtico u0 de J tal que Ck(J, u0) 6= {0}.
Prueba. Consideremos primero el caso en que k = 0. En este caso, por (S1), el
funcional J es acotado inferiormente en H, y puesto que satisface la condicio´n (PS),
existe un u0 tal que J(u0) = mı´nH J (la demostracio´n de este hecho se puede
consultar, por ejemplo, en [R], pa´g. 8). As´ı, u0 es un punto cr´ıtico de J tal que
C0(J, u0) 6= {0} segu´n la segunda nota posterior a la Definicio´n 1.2.2.
Supongamos entonces que k ≥ 1. Notemos que del Teorema de Punto de Silla se
tiene la existencia de al menos un punto cr´ıtico de J . Razonemos por contradiccio´n,
es decir, supongamos que para cada punto cr´ıtico u de J , Ck(J, u) = {0}. Denotemos
por c1 < ... < cm a los distintos valores cr´ıticos de J . Escojamos d0 tal que d0 < c1
y d0 < d. Tomemos d1, ..., dm tales que
d0 < c1 < d1 < c2 < ... < cm < dm.
Recordemos de la Seccio´n 1.2 que, para j ∈ {1, ...,m},
Hk(Jdj , Jdj−1) =
mj⊕
i=1
Ck(J, uij),
donde Jdj = {u ∈ H|J(u) ≤ dj} y los puntos uij , i = 1, ...,mj , son todos los puntos
cr´ıticos de valor cr´ıtico cj . Por nuestra hipo´tesis, tenemos entonces que
Hk(Jdj , Jdj−1) = {0}. (2.2)
Ahora, consideremos la terna topolo´gica Jd0 ⊂ Jd1 ⊂ Jdm y la siguiente porcio´n de
una secuencia exacta
... −→ Hk(Jd1 , Jd0) α−−→ Hk(Jdm , Jd0) β−−→ Hk(Jdm , Jd1) −→ ... (2.3)
(la existencia de una secuencia de este tipo proviene de las propiedades ba´sicas de
los grupos de homolog´ıa singular, ve´ase la seccio´n I.1 de [Ch]). Por resultados de
espacios vectoriales y por la exactitud de esta secuencia,
dimHk(Jdm , Jd0) = dimkerβ + dim Imβ ≤ dim Imα+ dimHk(Jdm , Jd1).
Por otra parte, dim Imα ≤ dimHk(Jd1 , Jd0) = 0 en virtud de (2.2). Luego,
dimHk(Jdm , Jd0) ≤ dimHk(Jdm , Jd1).
22
Repitiendo este argumento para las ternas Jd1 ⊂ Jd2 ⊂ Jdm ,..., Jdm−2 ⊂ Jdm−1 ⊂
Jdm , se sigue entonces que
dimHk(Jdm , Jd0) ≤ dimHk(Jdm , Jd1) ≤ ... ≤ dimHk(Jdm , Jdm−1) = 0. (2.4)
Ahora, consideramos el par topolo´gico Jd0 ⊂ Jd1 y la siguiente porcio´n de una
secuencia exacta
... −→ Hk(Jdm , Jd0) ∂−−→ Hk−1(Jd0) γ−−→ Hk−1(Jdm) −→ ... (2.5)
Tenemos entonces que
dimHk−1(Jd0) = dimker γ + dim Imγ ≤ dim Im∂ + dimHk−1(Jdm).
De (2.4), se sigue que dim Im∂ ≤ dimHk(Jdm , Jd0) = 0. Por tanto,
dimHk−1(Jd0) ≤ dimHk−1(Jdm). (2.6)
Ahora, por el Teorema 1 de [CL], o bien porque Jdm es un retracto de deformacio´n
de H debido a que [dm,∞) no contiene valores cr´ıticos (ve´ase [P]), se sabe que
dimHk−1(Jdm) = dimHk−1(H) = δk,1. En consecuencia, de este hecho y de (2.6)
dimHk−1(Jd0) ≤ δk,1. (2.7)
Observemos que esta conclusio´n se ha obtenido solamente con nuestra hipo´tesis de
contradiccio´n y con argumentos ba´sicos de secuencias exactas. Ahora, usando la
geometr´ıa del funcional J dada por las hipo´tesis (S1) y (S2), estimaremos inferior-
mente la dimensio´n de Hk−1(Jd0), lo cual nos dara´ una contradiccio´n en virtud de
(2.7).
Comencemos observando que, debido a (S2), si r > 0 es suficientemente grande y
S := {x ∈ X| ‖x‖ = r}, entonces ma´xx∈S J(x) < d0. Por (S1) y la escogencia de
d0 < d, Jd0 ⊂ H \ Y . En conjunto, entonces, tenemos que
S ⊂ Jd0 ⊂ H \ Y. (2.8)
Denotemos por i : S → H \ Y , j : S → Jd0 y h : Jd0 → H \ Y a las funciones de
inclusio´n entre los respectivos espacios. Denotemos por
i∗k−1 : Hk−1(S)→ Hk−1(H \ Y ),
j∗k−1 : Hk−1(S)→ Hk−1(Jd0) y
h∗k−1 : Hk−1(J
d0)→ Hk−1(H \ Y )
a las homomorfismos inducidos entre las respectivas homolog´ıas de orden k − 1.
Afirmacio´n: S es un retracto de deformacio´n de H \ Y . A causa de esto, i∗k−1 es
un isomorfismo.
La demostracio´n de esta afirmacio´n, que omitimos, hace uso de la propiedad de
invariancia bajo homotop´ıa de la homolog´ıa (ve´ase [Ch], pa´g. 4).
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Ahora completamos la demostracio´n. Notemos que i = h◦j. Aplicando la propiedad
de functorialidad de los grupos de homolog´ıa, i∗k−1 = h
∗
k−1 ◦ j∗k−1. Dado que i∗k−1 es
un isomorfismo, h∗k−1 debe ser sobreyectivo. En particular,
dimHk−1(H \ Y ) = dim Im h∗k−1 ≤ dimHk−1(Jd0). (2.9)
Por otra parte, nuevamente usando el hecho de que i∗k−1 es un isomorfismo,
dimHk−1(H \ Y ) = dimHk−1(S).
El conjunto S es homeomorfo a la esfera Sk−1. Por tanto, dimHk−1(S) = 1 + δk,1.
Reemplazando entonces en (2.9), obtenemos la estimacio´n
1 + δk,1 ≤ dimHk−1(Jd0). (2.10)
De (2.7) y (2.10) obtenemos una contradiccio´n. El resultado se sigue.
Como consecuencia de este lema, tenemos el siguiente corolario.
Corolario 2.1.1. Sea J ∈ C2(H,R) un funcional que satisface las hipo´tesis del
Lema 2.1.2. Entonces existe un punto cr´ıtico u0 de J tal que m(u0) ≤ k ≤ ma(u0).
Prueba. Del Lema 1.2.2, aplicado al punto cr´ıtico obtenido en el Lema 2.1.2 se
tiene el resultado.
Nota: “Otra” forma de probar el Lema 2.1.2, consiste en aplicar los resultados
abstractos de la teor´ıa de puntos cr´ıticos en el lenguaje de la teor´ıa de Morse pre-
sentados en [Ch]. En efecto, una vez podamos aplicar el Teorema 1.5 (pa´g. 89, [Ch])
el resultado estara´ probado. Basta entonces verificar las hipo´tesis de este teorema.
Es decir, que Hk(Jdm , Jd0) 6= {0}. Segu´n el Teorema 1.1’ (pa´g. 84, [Ch]) para esto
basta ver que ciertos conjuntos se encadenan homolo´gicamente (estos conjuntos se
aclaran con las condiciones 1.1 y 1.2 de la pa´g. 84, [Ch]). En nuestro caso, como te-
nemos las hipo´tesis del Teorema del Punto de Silla, estos conjuntos son los descritos
en el ejemplo 2 (pa´g. 84, [Ch]). El Teorema 1.2 (pa´g. 86, [Ch]) garantiza que ellos
se encadenan homolo´gicamente. En consecuencia se puede aplicar el Teorema 1.5 de
[Ch] mencionado antes y el resultado se sigue.
2.2. Aplicaciones
A lo largo de esta seccio´n supondremos que la funcio´n f , mencionada en la intro-
duccio´n del cap´ıtulo, satisface al menos la hipo´tesis
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(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 1.
Debido al Lema 1.3.2, bajo esta condicio´n (f1) el funcional J : H10 (Ω)→ R, definido
por
J(u) =
∫
Ω
(
1
2
|∇u|2 − F (u)
)
dx,
donde F (ξ) =
∫ ξ
0 f(s) ds, es de la clase C
2(H10 (Ω),R) y las soluciones cla´sicas de
(2.1) coinciden con los puntos cr´ıticos de J . En esta seccio´n tambie´n supondremos
la siguiente hipo´tesis
(A) las soluciones de (2.1) son aisladas, esto es, los puntos cr´ıticos de J son
aislados.
El siguiente resultado se obtiene por aplicacio´n directa del Lema 2.1.2 al funcional
J que acabamos de definir.
Proposicio´n 2.2.1. Sea Ω un dominio suave y acotado en RN , N ≥ 2, y sea
f : R→ R una funcio´n de clase C1 que satisface (f1). Entonces existe al menos una
solucio´n u0 de (2.1) tal que Ck(J, u0) 6= {0}. En particular, m(u0) ≤ k ≤ ma(u0).
Prueba. Debido a los Lemas 1.3.2 y 1.3.3 sabemos que J es de clase C2(H10 (Ω),R)
y satisface la condicio´n (PS). A efectos de aplicar el Lema 2.1.2, debemos verificar
que J satisface (S1), (S2) y la condicio´n de que el conjunto de sus puntos cr´ıticos
es finito. Esta u´ltima condicio´n es consecuencia del hecho de que el conjunto de los
puntos cr´ıticos de J es acotado en H10 (Ω) (ve´ase Lema 1.3.4), de la condicio´n (PS)
y de la hipo´tesis (A): en efecto, supongamos que existe una sucesio´n {un}n∈N de
puntos cr´ıticos de J , todos distintos. Como e´sta es una sucesio´n acotada, y J env´ıa
conjuntos acotados en conjuntos acotados, la condicio´n (PS) implica que {un}n∈N
tiene una subsucesio´n convergente. Esto contradice la hipo´tesis (A).
Sean X := span{ϕ1, ϕ2, . . . , ϕk } y Y := X⊥ = {ϕk+1, ϕk+2, . . .}.H
1
0 (Ω)
Afirmacio´n 1: J satisface la condicio´n (S1).
Para probar la afirmacio´n, tomemos y ∈ Y . Debido a (f1), existen a1 < λk+1 y
a2 ∈ R tales que
F (s) ≤ a1
2
s2 + a2 ∀s ∈ R.
Luego,
J(y) ≥ 1
2
‖y‖2H10 (Ω) −
a1
2
∫
Ω
y2 − a2|Ω|.
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De la desigualdad (1.4),
J(y) ≥ 1
2
(
1− a1
λk+1
)
‖y‖2H10 (Ω) − a2 |Ω|.
Puesto que a1 < λk+1, J satisface (S1).
Afirmacio´n 2: J satisface la condicio´n (S2).
En efecto, tomemos x ∈ X. Nuevamente por (f1) existen a3 > λk y a4 ∈ R tales que
F (s) ≥ a3
2
s2 + a4 ∀s ∈ R.
As´ı,
J(x) =
1
2
‖x‖2H10 (Ω) −
∫
Ω
F (x) ≤ 1
2
‖x‖2H10 (Ω) −
a3
2
∫
Ω
x2 − a4|Ω|.
De la desigualdad (1.3),
J(x) ≤ 1
2
(
1− a3
λk
)
‖x‖2H10 (Ω) − a4 |Ω|.
Puesto que a3 > λk, J satisface (S2).
El resultado se sigue aplicando el Lema 2.1.2.
Combinando esta proposicio´n con el Lema 1.3.6 obtenemos el siguiente resultado.
Proposicio´n 2.2.2. Sea Ω un dominio suave y acotado en RN , N ≥ 2, y sea
f : R → R una funcio´n de clase C1 que satisface (f1) con k ≥ 2. Supongamos,
adema´s, que f satisface las condiciones
(f3) f(0) = 0, y
(f4) f ′(0) < λ1.
Entonces existen al menos tres soluciones no triviales u+, u− y u0 de (2.1). Adi-
cionalmente, u+ > 0 en Ω, u− < 0 en Ω y Ck(J, u0) 6= {0}.
Prueba. La solucio´n u0 es aquella que viene de la Proposicio´n 2.2.1. Como vimos
en el Lema 1.3.6 de la Seccio´n 1.3, existen soluciones de un signo u+ y u− tales que
Cq(J, u+) = Cq(J, u−) = δq,1R.
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Puesto que k ≥ 2 y Ck(J, u0) 6= {0}, u+ 6= u0 y u− 6= u0. Finalmente, de las hipo´tesis
(f3) y (f4) se sigue que 0 es un mı´nimo local aislado de J . En efecto, debido a (f3), 0
es un punto cr´ıtico de J . De la fo´rmula para la segunda derivada de J , tenemos que〈
D2J (0) v, v
〉
=
∫
Ω
(∇v · ∇v − f ′ (0) v2) dx ∀v ∈ H10 (Ω).
La desigualdad de Poincare´ implica entonces que〈
D2J (0) v, v
〉 ≥ (1− f ′(0)
λ1
)
‖v‖2H10 (Ω) ∀v ∈ H
1
0 (Ω),
lo cual implica que 0 es un mı´nimo local aislado de J . En consecuencia, por la nota
2 posterior a la Definicio´n 1.2.2, Cq(J, 0) = δq,0R, con lo cual u0 6= 0 y el resultado
se sigue.
Nota: En [CV] se prueba la existencia de tres soluciones no triviales cuando f
satisface las hipo´tesis de la Proposicio´n 2.2.2 con k ≥ 2 par. En este aspecto, la
Proposicio´n 2.2.2 mejora el resultado de [CV]. No obstante, el argumento de grado
de Leray-Schauder empleado en [CV], permite demostrar que la tercera solucio´n no
trivial, u0, cambia de signo. Como veremos en el Cap´ıtulo 4, esta solucio´n cambia de
signo, independientemente de si k es par o impar, cuando f satisface (f1), (f3) y una
condicio´n adicional que involucra al rango de su derivada (la hipo´tesis f ′(0) < λ1 es
reemplazada por una variante en el Teorema 4.2.1 del Cap´ıtulo 4).
En [CH] se prueba la existencia de tres soluciones no triviales bajo una hipo´tesis
adicional a las de la Proposicio´n 2.2.2: los puntos cr´ıticos de J deben ser no de-
generados. En este sentido, la Proposicio´n 2.2.2 mejora el resultado principal de
[CH]. Ma´s au´n, si se supone el no degeneramiento de los puntos cr´ıticos de J , una
combinacio´n de los argumentos de [CV] y [CH], de grado e ı´ndice de Morse, nos
garantiza la existencia de una cuarta solucio´n no trivial. Enunciamos este resultado
con precisio´n.
Proposicio´n 2.2.3. Sea Ω un dominio suave y acotado en RN , N ≥ 2, y sea
f : R → R una funcio´n de clase C1 que satisface (f1) con k ≥ 2, (f3) y (f4).
Supongamos, adema´s, que la solucio´n u0 proveniente de la Proposicio´n 2.2.2 es no
degenerada. Entonces existe una cuarta solucio´n no trivial uˆ de (2.1). Adema´s, si
u0 cambia de signo, uˆ tambie´n cambia de signo.
Prueba. Sean u+, u− y u0 como en la Proposicio´n 2.2.2. Puesto que u0 es no
degenerado y Ck(J, u0) 6= {0}, el ı´ndice de Morse de u0 es k debido al Lema 1.2.2.
En consecuencia, por los lemas 1.2.2 y 1.2.4, dloc(∇J, u0) = (−1)k.
Del Lema 1.3.6 se sigue que dloc(∇J, u+) = dloc(∇J, u−) = −1. A causa de las
hipo´tesis (f3) y (f4) se verifica que 0 es un mı´nimo local aislado de J . Luego,
dloc(∇J, 0) = 1, segu´n la segunda nota posterior a la Definicio´n 1.2.2 y el Lema
1.2.4.
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Ahora, supongamos que R > 0 es suficientemente grande tal que el conjunto de todos
los puntos cr´ıticos de J esta´ contenido en BR(0). Esto es posible pues ya se probo´ en
la Seccio´n 1.3 que el conjunto de puntos cr´ıticos de J esta´ acotado en H10 (Ω). Por el
Lema 1.3.5, d(∇J,BR(0), 0) = (−1)k. Sea D una regio´n en BR(0) cuya clausura no
contiene a ninguno de los puntos 0, u+, u− o u0 y tal que BR(0)−({0, u+, u−, u0}∪D)
no contiene puntos cr´ıticos.
Gracias a la propiedad de escisio´n del grado de Leray-Schauder,
(−1)k = d(∇J,BR(0), 0) =
dloc(∇J, 0) + dloc(∇J, u+) + dloc(∇J, u−) + dloc(∇J, u0) + d(∇J,D, 0)
= 1− 1− 1 + (−1)k + d(∇J,D, 0).
Consecuentemente, d(∇J,D, 0) = 1, y debe existir una cuarta solucio´n de (2.1).
Si u0 cambia de signo, se emplea un argumento similar al anterior, pero ahora
usando el hecho de que, si Σ+ (respectivamete Σ−) es una regio´n que contiene a
todas las soluciones positivas (respectivamente negativas) de (2.1) y a ningu´n otro
punto cr´ıtico de J , entonces d(∇J,Σ+, 0) = d(∇J,Σ−, 0) = −1 en virtud del Lema
1.3.7. Concretamente, se toma D tal que D no intersecta a ninguno de los conjuntos
{0, u0}, Σ+ o Σ− y tal que BR(0) − ({0, u0} ∪ Σ+ ∪ Σ− ∪ D) no contiene puntos
cr´ıticos. Entonces se aplica la propiedad de escisio´n del grado, tal como se hizo antes.
Se sigue que existe una cuarta solucio´n que, adema´s, cambia de signo.
Nota: Separando los casos k par y k impar, de la demostracio´n anterior queda claro
que lo que se requiere para garantizar la existencia de una cuarta solucio´n es el hecho
de que dloc(∇J, u0) 6= 0 y dloc(∇J, u0) 6= 2 . Si u0 es no degenerado esto claramente
ocurre.
Notas finales:
-La Proposicio´n 2.2.1 garantiza, en particular, la existencia de una solucio´n u0 cuyo
ı´ndice de Morse m(u0) esta´ acotado superiormente. A este respecto vale destacar
que, imponiendo condiciones adicionales sobre f , se puede acotar inferiormente, de
manera no trivial, el ı´ndice de Morse de cualquier solucio´n de (2.1). Por ejemplo, se
puede probar que la condicio´n adicional
f ′(t) >
f(t)
t
para todo t 6= 0,
implica que cualquier solucio´n no trivial de (2.1) tiene ı´ndice de Morse por lo menos
igual a uno. Ma´s au´n, si u es una solucio´n que tiene m regiones nodales entonces
ma(u) ≥ m(u) ≥ m (ve´ase, por ejemplo, [CCN]). En particular, toda solucio´n que
cambia de signo de (2.1) tiene ı´ndice de Morse por lo menos dos. En el Cap´ıtulo 4
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veremos que, en cierto sentido y bajo condiciones adecuadas, el rec´ıproco es cierto:
si ma(u) es grande entonces u cambia de signo.
-Ana´logamente, la Proposicio´n 2.2.1 garantiza, en particular, la existencia de una
solucio´n u0 cuyo ı´ndice de Morse aumentado ma(u0) esta´ acotado inferiormente.
Nuevamente, vale destacar que, imponiendo condiciones adicionales sobre f , se puede
acotar superiormente el ı´ndice de Morse aumentado de cualquier solucio´n de (2.1).
Por ejemplo, como caso particular del Lema 1.3.8 de la Seccio´n 1.3, si adema´s de
(f1),
f ′(t) ≤ γ < λk+1 para todo t ∈ R,
para algu´n γ > 0, entonces toda solucio´n de (2.1) tiene ı´ndice de Morse aumentado
menor o igual que k. En el siguiente cap´ıtulo, veremos que, bajo esta condicio´n y
(f1), existe una solucio´n cuyo ı´ndice de Morse aumentado es exactamente k.
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Cap´ıtulo 3
Propiedades cualitativas de
soluciones v´ıa Reduccio´n de
Lyapunov-Schmidt y
aplicaciones
En este cap´ıtulo estudiamos ciertas propiedades cualitativas de las soluciones del
problema {
∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω,
(3.1)
donde, como antes, Ω ⊂ RN , N ≥ 2, es un dominio suave y acotado y f : R→ R es
una funcio´n de clase C1 que es asinto´ticamente lineal y su derivada esta´ adecuada-
mente acotada. Ma´s precisamente, supondremos que f es tal que
(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 1 y
(f2) Existe γ > 0 tal que f ′(t) ≤ γ < λk+1, para todo t ∈ R.
En particular, nuestro intere´s consiste, en primer lugar, en estudiar propiedades
cualitativas de las soluciones de este problema obtenidas en [CC] bajo hipo´tesis
complementarias, y en segundo lugar, en usar estas propiedades para obtener solu-
ciones adicionales del problema (3.1).
La idea global en [CC] consiste en aplicar el Me´todo de Reduccio´n de Lyapunov-
Schmidt (ve´ase por ejemplo [CL]) que permite reducir el problema de hallar solu-
ciones de (3.1) al problema de hallar puntos cr´ıticos de un funcional definido en un
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espacio de dimensio´n finita. En este sentido, vale destacar que, bajo las hipo´tesis
(f1) y (f2), este funcional resulta tener un comportamiento especialmente u´til.
Siguiendo la idea de [CC] y los argumentos de [CL], comenzamos probando en la
Seccio´n 3.1 un lema que afirma la invariancia del ı´ndice de Morse bajo el me´todo
de reduccio´n. En realidad, la prueba de este lema es una aplicacio´n de algunos de
los hechos establecidos en [CL]. Este resultado sera´ u´til para nuestros pro´positos y
nos permitira´, en la Seccio´n 3.2, describir propiedades de las soluciones obtenidas en
[CC] y demostrar la existencia de soluciones adicionales bajo condiciones adecuadas.
Nuevamente, en la Seccio´n 3.2, se hace uso extensivo de algunos de los preliminares
enunciados en las Secciones 1.2 y 1.3 relacionados con el ı´ndice de Morse.
En las notas finales del cap´ıtulo, indicamos co´mo nuestros resultados se relacionan
con trabajos recientes.
3.1. Invariancia del I´ndice de Morse bajo reduccio´n
En esta seccio´n, H sera´ un espacio de Hilbert real con producto interior 〈· , ·〉, y X y
Y sera´n subespacios cerrados de H tales que dimX =: k <∞ y H = X ⊕ Y . Dado
un funcional  : H → R, denotaremos por D(u) a la derivada de  en u y, como se
acostumbra, ∇(u) denota al u´nico elemento de H que representa a D(u) segu´n el
Teorema de Representacio´n de Riesz. La derivada de ∇ : H → H en u ∈ H, que es
un operador autoadjunto en H, se denotara´ por D2(u).
Comenzamos enunciando, sin demostracio´n, un lema abstracto que es el punto de
partida del Me´todo de Reduccio´n de Lyapunov-Schmidt. En la formulacio´n que
presentamos aqu´ı hemos seguido [CC] y [CL], y recomendamos estas referencias
para una lectura de la prueba.
Lema 3.1.1. Sea  : H → R una funcio´n de clase C2(H,R). Supongamos que existe
c > 0 tal que
〈D2(u)y, y〉 ≥ c‖y‖2H ; ∀u ∈ H ∀y ∈ Y. (3.2)
Entonces:
(i) Existe una funcio´n ψ : X → Y , de clase C1, tal que
(x+ ψ(x)) = mı´n
y∈Y
(x+ y).
Adema´s, dado x ∈ X, ψ(x) es el u´nico elemento de Y tal que
〈∇(x+ ψ(x)), y〉 = 0 ∀y ∈ Y. (3.3)
31
(ii) El funcional ˆ : X → R, definido por ˆ(x) := (x+ ψ(x)) para cada x ∈ X, es
de clase C2. Adema´s,
Dˆ(x)h = 〈∇ˆ(x), h〉 = 〈∇(x+ ψ(x)), h〉 ∀x, h ∈ X. (3.4)
(iii) Dado x ∈ X, x es punto cr´ıtico de ˆ si y so´lo si u = x+ ψ(x) es punto cr´ıtico
de .
(iv) Si u0 = x0 +ψ(x0) es un punto cr´ıtico de tipo paso de montan˜a de  (ve´ase la
Definicio´n 1.2.4) entonces x0 es un punto cr´ıtico de tipo paso de montan˜a de
ˆ.
(v) Si x0 ∈ X es un punto cr´ıtico aislado de ˆ entonces el grado local se preserva
bajo reduccio´n, es decir,
dloc(∇ˆ, x0) = dloc(∇, u0).
Observemos que la conclusio´n (iii) del lema anterior en realidad es una consecuencia
de (3.3) y (3.4). De esta forma, el problema de hallar puntos cr´ıticos de  queda
reducido al problema de hallar puntos cr´ıticos de ˆ que esta´ definido en un espacio
de dimensio´n finita.
A continuacio´n presentamos en forma resumida algunos hechos establecidos en [CL]
que usaremos para probar la invariancia del ı´ndice de Morse bajo reduccio´n. En
primer lugar, la segunda derivada de ˆ satisface las identidades
〈
D2ˆ(x)h, h
〉
=
〈
D2 (x+ ψ(x)) (h+ ψ′(x)h), (h+ ψ′(x)h)
〉
(3.5)
y 〈
D2 (x+ ψ(x)) (h+ ψ′(x)h), y
〉
= 0 ∀x, h ∈ X ∀y ∈ Y. (3.6)
Notemos que (3.5) sugiere cierta correspondencia entre los elementos h ∈ X y los
elementos de la forma h + ψ′(x)h ∈ H. A su vez, (3.6) indica cierta ortogonalidad
entre elementos de la forma h + ψ′(x)h y los elementos y ∈ Y con respecto a la
forma bilineal asociada a D2 (x+ ψ(x)). Con esta motivacio´n, dados x ∈ X y un
subespacio X˜ ⊂ X, definamos
W˜ := {h+ ψ′(x)h| h ∈ X˜} ⊂ H. (3.7)
Puesto que X∩Y = {0}, se puede probar que {h1, ..., hm} ⊂ X˜ es una base para X˜ si
y so´lo si {h1+ψ′(x)h1, ..., hm+ψ′(x)hm} ⊂ W˜ es una base para W˜ . En consecuencia,
dim W˜ = dim X˜. (3.8)
Si consideramos en particular
W := {h+ ψ′(x)h| h ∈ X} ⊂ H, (3.9)
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se tiene que
H =W ⊕ Y. (3.10)
Ahora presentamos el resultado principal de esta seccio´n. En lo sucesivo, denotamos
por m(u0, ) al ı´ndice de Morse de u0 ∈ H con respecto al funcional . Igualmente,
m(x0, ˆ) denotara´ al ı´ndice de Morse de x0 ∈ X con respecto al funcional ˆ. Ana´loga-
mente, denotamos por ma(, u0) al ı´ndice de Morse aumentado de u0 con respecto a
.
Lema 3.1.2. Sea  : H → R una funcio´n de clase C2(H,R) que satisface (3.2).
Sean ψ : X → Y y ˆ : X → R como en el Lema 3.1.1. Supongamos que x0 ∈ X
es un punto cr´ıtico de ˆ y denotemos por u0 = x0 + ψ(x0) ∈ H al correspondiente
punto cr´ıtico de . Entonces
m(, u0) = m(ˆ, x0)
y
ma(, u0) = ma(ˆ, x0).
Prueba. Por simplicidad, a lo largo de la prueba tomemos m := m(ˆ, x0) ≤ k y
n := m(, u0) ∈ N∪{∞}. En primer lugar, probemos que n = m(, u0) ≤ k = dimX.
Razonemos por contradiccio´n y supongamos que m(, u0) > k. Entonces, existen
p > k y un subespacio V ⊂ H tales que dimV = p y
〈D2(u0)v, v〉 < 0 ∀v ∈ V \ {0}. (3.11)
Sea {v1, ..., vp} una base para V . Dado que H = X ⊕ Y ,
v1 = x1 + y1, ..., vp = xp + yp
para ciertos x1, ..., xp ∈ X y y1, ..., yp ∈ Y . Puesto que p > k = dimX, existen
α1, ..., αp ∈ R, no todos iguales a cero, tales que α1x1 + ... + αpxp = 0. Luego,
v := α1v1 + ...+ αpvp ∈ V \ {0} y
v = α1x1 + ...+ αpxp + α1y1 + ...+ αpyp = α1y1 + ...+ αpyp ∈ Y.
As´ı, v ∈ V ∩Y \ {0} lo cual es absurdo en virtud de (3.2) y (3.11). Por tanto n ≤ k.
Ahora probamos que m ≤ n. Para esto, tomemos un subespacio X˜ ⊂ X tal que
dim X˜ = m y 〈
D2ˆ(x0)h, h
〉
< 0 ∀h ∈ X˜ \ {0}.
Tomando w = h+ ψ′(x0)h para cada h ∈ X˜, de (3.5) y (3.7), tenemos〈
D2 (u0)w,w
〉
< 0 ∀w ∈ W˜ \ {0}.
De (3.8), dim W˜ = m. Luego, n = m(u0, ) ≥ m.
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Finalmente, probemos que m ≥ n. Sea V ⊂ H un subespacio tal que dimV = n y
〈D2(u0)v, v〉 < 0 ∀v ∈ V \ {0}. (3.12)
Sea {v1, ..., vn} una base ortogonal de V . En virtud de (3.10),
v1 = w1 + y1, ..., vp = wn + yn
para ciertos w1, ..., wn ∈ W y y1, ..., yn ∈ Y . Razonando como en la prueba de la
desigualdad n ≤ k que presentamos antes, se puede mostrar que {w1, ..., wn} es un
conjunto linealmente independiente. Ahora, de (3.9), w1 = h1 + ψ′(x0)h1, ..., w1 =
hn + ψ′(x0)hn para ciertos h1, ..., hn ∈ X. Como mencionamos antes, la inde-
pendencia lineal de w1, ..., wn implica la independencia lineal de h1, ..., hn. Sean
X˜ := span{h1, ..., hn} y W˜ := span{w1, ..., wn}. Mostraremos que〈
D2ˆ(x0)h, h
〉
< 0 ∀h ∈ X˜ \ {0}. (3.13)
Debido a (3.5), para probar (3.13) basta probar〈
D2 (u0)w,w
〉
< 0 ∀w ∈ W˜ \ {0}. (3.14)
Para este fin, tomemos w ∈ W˜ \ {0}. Entonces existen v ∈ V \ {0} y y ∈ Y tales
que v = w + y. De (3.5) y (3.6)〈
D2 (u0) v, v
〉
=
〈
D2 (u0)w,w
〉
+
〈
D2 (u0) y, y
〉
.
Por tanto, (3.14) se sigue de (3.2) and (3.12). Puesto que dim X˜ = n, (3.13) im-
plica n ≤ m(ˆ, x0) = m. La demostracio´n de la igualdad ma(, u0) = ma(ˆ, x0) es
completamente ana´loga. El resultado se sigue.
En la siguiente seccio´n, usaremos el hecho de que si u0 = x0 + ψ(x0) ∈ H es un
punto cr´ıtico no degenerado de  entonces x0 ∈ X es un punto cr´ıtico no degenerado
de ˆ. Este hecho esta´ esencialmente contenido en [CL] si bien no esta´ enunciado
expl´ıcitamente.
Lema 3.1.3. Sea  : H → R una funcio´n de clase C2(H,R) que satisface (3.2).
Sean ψ : X → Y y ˆ : X → R como en el enunciado del Lema 3.1.1. Supongamos
que u0 = x0+ψ(x0) ∈ H es un punto cr´ıtico no degenerado de . Entonces x0 es un
punto cr´ıtico no degenerado de ˆ.
Prueba. Supongamos que para algu´n h0 ∈ X〈
D2ˆ(x0)h0, h
〉
= 0 ∀h ∈ X.
De la regla de la cadena y (3.4) se sigue que para todo h ∈ X,
0 =
〈
D2ˆ(x0)h0, h
〉
=
d
dt
〈∇ˆ(x0 + th0), h〉 |t=0 =
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ddt
〈∇(x0 + th0 + ψ(x0 + th0)), h〉 |t=0 =
〈
D2(u0)(h0 + ψ′(x0)h0), h
〉
.
Este hecho en conjunto con (3.6) implica que〈
D2(u0)(h0 + ψ′(x0)h0), u
〉
= 0 ∀u ∈ H.
Como por hipo´tesis u0 es no degenerado, h0 + ψ′(x0)h0 = 0. As´ı h0 = 0. El lema se
sigue.
Nota: Recientemente, S. Liu en [L] ha demostrado que los grupos cr´ıticos son in-
variantes bajo reduccio´n. Ma´s precisamente, si  : H → R, ψ : X → Y y ˆ : X → R
son como en el Lema 3.1.1, x0 es un punto cr´ıtico de  y u0 = x0 + ψ(x0) es el
correspondiente punto cr´ıtico de , entonces
Cq(, u0) = Cq (ˆ, x0) ∀ q = 0, 1, 2...
En su demostracio´n, S. Liu usa argumentos de homolog´ıa tales como funtorialidad
e invariancia homoto´pica y no usa las identidades (3.5) y (3.6) que hemos usado
para probar el Lema 3.1.2. Notemos que en el caso en que u0 es un punto cr´ıtico no
degenerado, por los resultados ba´sicos de grupos cr´ıticos e ı´ndice de Morse (ve´ase
[Ch]), la invariancia de los grupos cr´ıticos implica la invariancia del ı´ndice de Morse.
No obstante, nuestro resultado es independiente del resultado de [L].
3.2. Propiedades cualitativas de algunas soluciones y
existencia de soluciones adicionales
A lo largo de esta seccio´n, consideraremos el espacio de Sobolev H10 (Ω) y los sub-
espaciosX = span{ϕ1, ϕ2, . . . , ϕk } y Y = X⊥. Adema´s, supondremos que la funcio´n
f mencionada en la introduccio´n del cap´ıtulo satisface, al menos, las hipo´tesis
(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 1 y
(f2) Existe γ > 0 tal que f ′(t) ≤ γ < λk+1, para todo t ∈ R.
Como mencionamos antes, bajo (f1) el funcional J : H10 (Ω)→ R, definido por
J(u) =
∫
Ω
(
1
2
|∇u|2 − F (u)
)
dx,
donde F (ξ) =
∫ ξ
0 f(s) ds, es de la clase C
2(H10 (Ω),R), satisface la condicio´n (PS) y,
adema´s, sus puntos cr´ıticos coinciden con las soluciones cla´sicas de (3.1). Igual que
antes, en esta seccio´n tambie´n supondremos la siguiente hipo´tesis
35
(A) las soluciones de (3.1) son aisladas, esto es, los puntos cr´ıticos de J son
aislados.
A continuacio´n probamos que la hipo´tesis (f2) implica que J satisface la condicio´n
(3.2). En efecto, de la Seccio´n 1.3 recordemos que la segunda derivada de J satisface
〈
D2J (u) v, v
〉
=
∫
Ω
(∇v · ∇v − f ′ (u) v2) dx ∀u, v ∈ H10 (Ω).
Y recordemos tambie´n que
‖y‖2H10 (Ω) ≥ λk+1
∫
Ω
y2 ∀y ∈ Y.
Como consecuencia de estos dos hechos y de la hipo´tesis (f2),
〈D2J(u)y, y〉 ≥ (1− γ
λk+1
)‖y‖2, ∀u ∈ H ∀y ∈ Y. (3.15)
As´ı, J : H10 (Ω)→ R satisface las condiciones del Lema 3.1.1. Siguiendo las notaciones
de la seccio´n anterior, ψ : X → Y y Jˆ : X → R denotara´n a las funciones que
satisfacen las conclusiones de los Lemas 3.1.1 y 3.1.2 para J .
Comenzamos recordando el teorema de [CC] sobre el cual enunciamos nuestro re-
sultado acerca de propiedades cualitativas y existencia de soluciones adicionales.
Teorema 3.2.1. (Castro-Cossio) Sea Ω un dominio suave y acotado en RN , con
N ≥ 2. Sea f una funcio´n que satisface (f1) y (f2), con k ≥ 2, y las condiciones
(f3) f(0) = 0, y
(f4) f ′(0) < λ1.
Entonces el problema (3.1) tiene al menos cinco soluciones. Adema´s, ocurre uno de
los siguientes casos:
(a) k es par y el problema (3.1) tiene dos soluciones que cambian de signo.
(b) k es par y el problema (3.1) tiene seis soluciones, tres de las cuales tienen el
mismo signo.
(c) k es impar y el problema (3.1) tiene dos soluciones que cambian de signo.
(d) k es impar y el problema (3.1) tiene tres soluciones del mismo signo.
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Denotemos por ui, i = 1, ..., 5, a las soluciones de (3.1) cuya existencia viene del
teorema anterior. En su demostracio´n, A. Castro y J. Cossio demuestran que una de
las soluciones, digamos u2 es positiva en Ω, y que otra, digamos u3 es negativa en Ω.
Este hecho proviene de una aplicacio´n del Teorema del Paso de la Montan˜a (ve´ase
[R]) a ciertos funcionales adecuados. La solucio´n u4 proviene de una aplicacio´n del
me´todo de reduccio´n descrito en la Seccio´n 3.1 y la solucio´n u5 se obtiene a trave´s
de argumentos de grado como los que usamos en la Seccio´n 2.2. Para obtener u2,
u3 y u5, es fundamental el hecho de que, debido a (f3) y (f4), u1 ≡ 0 es un mı´nimo
local aislado de J .
Ahora enunciamos y demostramos nuestro resultado. Como quedara´ claro ma´s ade-
lante, en la demostracio´n que presentamos, seguimos estrechamente los mismos ar-
gumentos de [CC]. El u´nico ingrediente adicional es el uso de la invariancia del ı´ndice
de Morse bajo reduccio´n establecida en el Lema 3.1.2. En las notas posteriores a la
prueba del teorema indicamos otros resultados que provienen de argumentos simi-
lares.
Teorema 3.2.2. Sea Ω un dominio suave y acotado en RN , N ≥ 2, y supongamos
que f satisface (f1)-(f4), donde k ≥ 4 es par. Supongamos adema´s que todos los
puntos cr´ıticos de J son no degenerados.
Entonces:
(a) m(J, u4) = k.
(b) u5 cambia de signo, m(J, u5) es par y m(J, u5) ≤ k.
(c) Si m(J, u5) = k, existen dos soluciones adicionales u6 y u7 de (3.1). Adema´s
m(J, u6) = k − 1.
(d) Si u4 es de un signo, tambie´n existen dos soluciones adicionales u6 y u7 de
(3.1).
Prueba. Comenzamos la demostracio´n resumiendo algunos de los hechos estable-
cidos en [CC] y enunciados en la Seccio´n 1.3. En primer lugar, debido a (f3) y (f4),
u1 ≡ 0 es un mı´nimo local estricto de J . Del Lema 1.2.4 y de la nota 2 posterior a la
Definicio´n 1.2.2, dloc(∇J, u1) = 1. Como vimos en la Seccio´n 1.3, existen soluciones
de un signo u2 = u+ > 0 y u3 = u− < 0 tales que
dloc(∇J, u2) = dloc(∇J, u3) = −1. (3.16)
Adema´s, si Σ+ (respectivamente Σ− ) es una regio´n que contiene todas las soluciones
positivas (respectivamente negativas) de (3.1) y ninguna otra solucio´n, entonces
d(∇J,Σ+, 0) = −1 = d(∇J,Σ−, 0). (3.17)
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Recordemos tambie´n que (f1) implica, por el Lema 1.3.4, la existencia de R > 0 tal
que BR(0) ⊂ H10 (Ω) contiene a todos los puntos cr´ıticos de J . Adema´s, por el Lema
1.3.5,
d(∇J,BR(0), 0) = (−1)k. (3.18)
Hasta ahora no hemos usado en la demostracio´n la hipo´tesis (f2) ni el me´todo de re-
duccio´n descrito en la seccio´n anterior. A continuacio´n, recordamos co´mo se obtiene
la solucio´n u4 en [CC]. En la prueba de la Proposicio´n 2.2.1 se demostro´ que
J(x)→ −∞ cuando ‖x‖ → ∞ para x ∈ X. (3.19)
Puesto que Jˆ(x) = mı´ny∈Y J(x+ y) ≤ J(x) para cada x ∈ X,
Jˆ(x)→ −∞ cuando ‖x‖ → ∞.
Dado que dimX <∞, existe x4 ∈ X tal que Jˆ(x4) = ma´xX Jˆ . Por tanto, u4 = x4+
ψ(x4) es un punto cr´ıtico de J . Notemos que x4 es un punto de ma´ximo de Jˆ . As´ı,de
la tercera nota posterior a la Definicio´n 1.2.2 y del Lema 1.2.4, dloc(∇(Jˆ), x4) =
(−1)k. Debido a la conclusio´n (v) del Lema 3.1.1, o bien usando la caracterizacio´n de
grado presentada en la Seccio´n 1.2 y la invariancia de los grupos cr´ıticos establecida
en [L],
dloc(∇J, u4) = (−1)k. (3.20)
Hasta ahora so´lo hemos recordado la prueba de [CC]. Notemos que no hemos usado
el no degeneramiento de los puntos cr´ıticos de J .
Ahora, dado que los puntos cr´ıticos de J son no degenerados, el Lema 3.1.3 y la
caracterizacio´n de x4 implican que m(Jˆ , x4) = k. Del Lema 3.1.2, m(J, u4) = k
y de esta forma hemos probado la parte (a) del Teorema 3.2.2. Antes de seguir,
observemos que au´n si u4 fuese degenerado, su caracterizacio´n y la invariancia del
ı´ndice aumentado de Morse garantizan que ma(J, u4) = k.
Sea K el conjunto de puntos cr´ıticos de J . Sean S1, S2, S3 regiones abiertas acotadas
y disjuntas enH10 (Ω), que contienen respectivamente a u1, u2 y u3, tales que S1∩K =
{u1}, S2 ∩K es el conjunto de soluciones positivas de (3.1), y S3 ∩K es el conjunto
de soluciones negativas de (3.1). Consideraremos dos casos, los cuales nos llevara´n
a probar (b) y (d) en el Teorema 3.2.2. En esta parte nuevamente seguimos los
argumentos de [CC].
Supongamos en primer lugar que u4 cambia de signo. Sea S4 una regio´n abierta y
acotada que contiene a u4, es disjunta de S1 ∪ S2 ∪ S3 y es tal que S4 ∩K = {u4}.
Entonces, a causa de (3.17), (3.18), (3.20) y la propiedad de escisio´n del grado de
Leray-Schauder,
(−1)k = d(∇J,BR(0), 0)
= d(∇J, S1, 0) + d(∇J, S2, 0) + d(∇J, S3, 0) + d(∇J, S4, 0)
+ d(∇J,BR(0) \ S1 ∪ S2 ∪ S3 ∪ S4, 0)
= 1− 1− 1 + 1 + d(∇J,BR(0) \ S1 ∪ S2 ∪ S3 ∪ S4, 0).
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En consecuencia, d(∇J,BR(0) \ S1 ∪ S2 ∪ S3 ∪ S4, 0) = 1. Por tanto, existe otro
punto cr´ıtico u5 de J cuyo grado local es 1 = (−1)m(J,u5). Luego, m(J, u5) es par.
De (3.15) o de la hipo´tesis (f2), m(J, u5) ≤ k. Observamos que, en este caso, u5 es
una solucio´n de (3.1) que cambia de signo.
Ahora supongamos que u4 es de un signo. Sin pe´rdida de generalidad, supongamos
que u4 ∈ S2. Sea P una subregio´n de S2 tal que P ∩K = {u2, u4}. De (3.16), (3.17),
(3.20) y la propiedad de escisio´n del grado de Leray-Schauder se sigue que
−1 = d(∇J, S2, 0)
= dloc(∇J, u2) + dloc(∇J, u4) + d(∇J, S2 \ P , 0)
= −1 + (−1)k + d(∇J, S2 \ P , 0).
De esto, la propiedad de existencia del grado de Leray-Schauder implica la existencia
de una solucio´n adicional de (3.1). Denotemos por u6 esta solucio´n. Razonando como
en el caso en el cual u4 cambia de signo, se obtiene la existencia de u5 y u7 que son
soluciones de (3.1) que cambian de signo. De esta forma hemos completado la prueba
de (b) y (d) en el Teorema 3.2.2.
Finalmente probamos (c). Supongamos que m(J, u5) = k. Escribiendo u5 como
u5 = x5 + ψ(x5), el Lema 3.1.2 garantiza que m(Jˆ , x5) = k y, as´ı, x5 es un ma´ximo
local de Jˆ . Luego, x4 y x5 son puntos de mı´nimo de−Jˆ . Directamente de su definicio´n
se verifica que Jˆ satisface la condicio´n (PS) dado que J la satisface. El Teorema del
Paso de la Montan˜a (Teorema 1.2.1) implica que existe un punto cr´ıtico x6 de tipo
paso de montan˜a para −Jˆ . Puesto que es no degenerado, m(−Jˆ , x6) = 1 (ve´ase
[H]). Por tanto, m(Jˆ , x6) = k − 1. De nuevo, por el Lema 3.1.2, u6 = x6 + ψ(x6) es
un punto cr´ıtico de J cuyo ı´ndice de Morse es k − 1. Ahora usamos un argumento
de conteo de grado para obtener u7. Sea S una subregion de BR(0) tal que S ∩
K = {u1, u2, u3, u4, u5, u6}. As´ı, usando (3.16), (3.20), dloc(∇J, u5) = (−1)k = 1 y
dloc(∇J, u6) = (−1)k−1 = −1, tenemos que
(−1)k = d(∇J,BR(0), 0)
= d(∇J, S, 0) + d(∇J,BR(0) \ S, 0)
= 1− 1− 1 + (−1)k + (−1)k + (−1)k−1 + d(∇J,BR(0) \ S, 0).
Consecuentemente, d(∇J,BR(0) \ S, 0) = 1 6= 0 y la propiedad de existencia del
grado implica la existencia de u7. Hemos probado (c) y el teorema se sigue.
Enunciamos aparte un hecho destacado en medio de la demostracio´n anterior, el
cual no requiere del no degeneramiento de los puntos cr´ıticos. Ma´s au´n, siguiendo
los mismos argumentos que presentamos, es va´lido incluso para k ≥ 2 independiente
de que sea par o impar (ve´ase [CC]).
Proposicio´n 3.2.1. Sea Ω un dominio suave y acotado y supongamos que f satis-
face (f1)-(f4), donde k ≥ 2. Entonces:
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(a) ma(J, u4) = k.
(b) si u4 cambia de signo entonces u5 tambie´n cambia de signo.
Esta proposicio´n sera´ relevante en el Cap´ıtulo 4.
Notas:
1. De nuestra prueba es claro que, bajo las hipo´tesis del Teorema 3.2.2, existen al
menos dos soluciones que cambian de signo del problema (3.1).
2. Consideremos una hipo´tesis adicional: f ′(t) > f(t)t para cada t 6= 0. Entonces, un
ca´lculo directo muestra que el u´nico punto de mı´nimo de J es cero. En particular,
cuando k = 4, el Teorema 3.2.2 implica que o bien u5 tiene ı´ndice de Morse dos o
existen al menos siete soluciones.
3. La parte (c) del Teorema 3.2.2 genera de manera natural una pregunta: ¿bajo
que´ condiciones es posible garantizar la existencia de una segunda solucio´n cuyo
ı´ndice de Morse sea k? Esta pregunta es relevante porque la prueba del teorema
deja en claro que es el hecho de tener dos soluciones con ı´ndice de Morse maximal
lo que genera nuevas soluciones.
Al menos en el caso en que f es impar, cada solucio´n esta´ acompan˜ada de otra
solucio´n cuyo ı´ndice de Morse es igual. En consecuencia, u4 genera otra solucio´n de
ı´ndice maximal, digamos u5. El Teorema del Paso de la Montan˜a entre estas dos
soluciones, genera otra solucio´n u6, la cual a su vez genera una solucio´n adicional u7.
E´stas u´ltimas con ı´ndice de Morse igual a k− 1. Observemos que este razonamiento
no depende de que k sea par o impar.
Notas finales:
-En [L], se considera el problema (3.1) en el caso en que f ′(∞) = λk (denominado
resonante). Con las hipo´tesis (f2), (f3) y (f4) ma´s hipo´tesis adicionales, S. Liu de-
muestra el mismo resultado de [CC] presentado antes. En [L] se emplea la te´cnica
de grupos cr´ıticos.
-En [CL] se considera el caso en que f ′ cruza solamente un valor propio del operador
-Laplaciano, a diferencia del caso de [CC] en el cual f ′ cruza al menos k valores pro-
pios. En [CL] se establece la existencia de al menos tres soluciones para el problema
(3.1). As´ı mismo, se establecen resultados para el problema no homoge´neo asociado.
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-E. Dancer en [D] muestra el ejemplo de un problema asinto´ticamente lineal para
el cual existen solamente cuatro soluciones no triviales, no degeneradas y f ′ cruza
N +1 valores propios. Este ejemplo muestra que la conjetura de que si f ′ cruza ma´s
y ma´s valores propios deben existir ma´s y ma´s soluciones no es cierta en general.
-Supongamos que Ω es una bola o un anillo con centro en 0 y que f ∈ C2(R) satis-
face las hipo´tesis (f1)-(f4). Debido a la estimacio´n del ı´ndice de Morse aumentado
establecida en la Seccio´n 1.3, la hipo´tesis (f2) implica que todas las soluciones de
(3.1) tienen ı´ndice de Morse menor o igual a k. Por otra parte, A. Aftalion y F.
Pacella en [AP] establecen que las soluciones radiales que cambian de signo para
este problema tienen ı´ndice de Morse mayor o igual a N + 1. En consecuencia, si
k ≤ N entonces las soluciones que cambian de signo provenientes de los resultados
de esta seccio´n no son radiales.
-Una cuestio´n interesante que queda planteada es la posibilidad de eliminar la
hipo´tesis de no degeneramiento de las soluciones en el Teorema 3.2.2. Otra pregunta
natural es: ¿Cua´l es el resultado ana´logo al Teorema 3.2.2 cuando k es impar?
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Cap´ıtulo 4
Estimaciones a priori para
soluciones de un signo y
existencia de soluciones que
cambian de signo
En este cap´ıtulo abordamos la existencia de soluciones que cambian de signo para
el problema que hemos considerado a lo largo del trabajo,{
∆u+ f(u) = 0 en Ω,
u = 0 en ∂Ω.
(4.1)
Como antes, a lo largo de este cap´ıtulo, Ω ⊂ RN , N ≥ 3, es un dominio suave y
acotado y f : R → R es una funcio´n de clase C1. Igualmente, λ1, λ2, λ3, . . . es la
sucesio´n de valores propios de −∆ en Ω con condicio´n de Dirichlet cero en la frontera,
y ϕ1, ϕ2, ϕ3, ... es una sucesio´n correspondiente de funciones propias que es completa
y ortonormal en el espacio de Sobolev H10 (Ω). Por conveniencia, tomaremos ϕ1 > 0
en Ω.
La idea general es demostrar que, bajo condiciones adecuadas, las soluciones de
ı´ndice de Morse aumentado grande, cuya existencia hemos probado en los cap´ıtulos
anteriores, necesariamente cambian de signo. Como veremos, intuitivamente esto
ocurre cuando f ′ es relativamente pequen˜a en cierto intervalo alrededor de cero.
Para demostrar la existencia de soluciones que cambian de signo, procedemos de
la siguiente forma: en primer lugar, establecemos unos estimativos a priori para la
norma en L∞(Ω) de las soluciones de un signo para el problema (4.1). En segundo
lugar, imponemos condiciones sobre la no linealidad f que permiten, usando los
estimativos a priori, acotar superiormente el ı´ndice de Morse aumentado de las
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soluciones de un signo. Como consecuencia, usando los resultados de los cap´ıtulos
anteriores, probamos nuestros resultados.
Observamos que los estimativos a priori que establecemos a continuacio´n no re-
quieren que f sea asinto´ticamente lineal, so´lo que f sea sublineal. Por otra parte,
nuestros estimativos a priori son ma´s expl´ıcitos que los estimativos conocidos en el
caso en que f es superlineal (ve´ase [BT] y [DLN]).
Nuevamente, en las notas finales del cap´ıtulo indicamos co´mo nuestros resultados se
relacionan con los de otros trabajos recientes.
4.1. Estimaciones a priori para soluciones de un signo
Sea  > 0. A lo largo de esta seccio´n supondremos que la funcio´n f satisface las
siguientes hipo´tesis:
(E1) f(0) = 0,
(E2) existe Df ∈ (0,∞) tal que f ′(t) ≤ Df para todo t ∈ R,
(E3) existe A > 0 tal que f ′(t) ≥ λ1 + , para todo |t| > A.
Consideremos las constantes reales Kf , mf y Mf definidas por
−mf := mı´n
t≥0
f(t), (4.2)
−Mf := mı´n
t≥0
{f(t)− (λ1 + )t}, (4.3)
−Kf := mı´n
t≥0
{t|t| 1N+1 − f(t)}. (4.4)
Observemos que las hipo´tesis (E2) y (E3), en particular para t ≥ 0, implican la exis-
tencia de estas constantes. Antes de seguir, algunos comentarios son pertinentes.
Notemos en primer lugar que (E2) y (E3) garantizan que f ′ ∈ L∞(R) . En segundo
lugar, de las definiciones anteriores, mf ≤ Mf . Tercero, como quedara´ claro ma´s
adelante, en lugar de la potencia 1+ 1N+1 en la definicio´n de −Kf , se puede escoger
cualquier potencia de la forma 1 + 1N+µ con µ ∈ (0,∞). Nuestra seleccio´n µ = 1 se
hace por simplicidad.
En esta seccio´n, una solucio´n positiva (respectivamente negativa) de (4.1) es una
funcio´n no ide´nticamente nula u ∈ C2(Ω) que es no negativa (respectivamente no
43
positiva) en Ω y que satisface las dos condiciones en (4.1) en sentido puntual. Comen-
zamos enunciando el resultado principal de esta seccio´n, cuya demostracio´n desarro-
llamos por etapas.
Teorema 4.1.1. Sea Ω ⊂ RN un dominio suave y acotado. Sea f : R → R una
funcio´n de clase C1 que satisface (E1), (E2) y (E3). Existen constantes positivas
Ci(Ω, N), i = 1, ..., 5, y existe rf > 0 que depende so´lo de Ω, N , ‖f ′‖L∞(R) y Df
tales que si u es una solucio´n positiva de (4.1) entonces
‖u‖L∞(Ω) ≤M
1+ 1
N+1
f r
2−N
f C1(Ω, N) +Kf r
2−N
f C2(Ω, N) +mfC3(Ω, N) (4.5)
y
‖u‖L∞(Ω) ≤MfDf r2−Nf C4(Ω, N) +mfC5(Ω, N). (4.6)
Nota: rf esta´ definido por (4.28) y (4.33).
Prueba. La demostracio´n se completara´ en tres etapas. Dada una solucio´n positiva
u del problema (4.1), en la primera etapa procedemos a estimar superiormente las
integrales
∫
Ω uϕ1,
∫
Ω u,
∫
Ω u
1+ 1
N+1 y
∫
Ω f(u) en te´rminos de las constantes Kf , mf y
Mf . En la segunda etapa, demostramos que si ξu ∈ Ω y ‖u‖L∞(Ω) = u(ξu), entonces
la distancia de ξu a ∂Ω esta´ acotada inferiormente en te´rminos de ‖f ′‖L∞(R). En la
tercera etapa, hacemos uso de la funcio´n de Green y de los resultados de las dos
primeras etapas para probar el teorema.
ETAPA 1. Sea u una solucio´n positiva de (4.1). Multiplicando la ecuacio´n diferencial
en (4.1) por la funcio´n propia ϕ1 e integrando por partes, obtenemos
0 =
∫
Ω
ϕ1∆u+ ϕ1f(u) =
∫
Ω
(f(u)− λ1u)ϕ1. (4.7)
De la definicio´n de Mf se tiene que
0 ≥
∫
Ω
(u−Mf )ϕ1, (4.8)
es decir, ∫
Ω
uϕ1 ≤ Mf

∫
Ω
ϕ1. (4.9)
Ahora, en virtud del Teorema 1.1.2 y del Principio del Ma´ximo Fuerte (ve´ase [GT],
pa´g. 35), existe una u´nica solucio´n ψ > 0 para el problema{ −∆ψ = 1 en Ω,
ψ = 0 en ∂Ω.
(4.10)
Por aplicacio´n del Lema de Hopf (Lema 1.1.2), y usando argumentos de comparacio´n
de ϕ1 y ψ en Ω, existen constantes positivas c1 y c2 que dependen so´lo de Ω, tales
que
c1ϕ1 ≤ ψ ≤ c2ϕ1 en Ω (4.11)
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(ma´s adelante, en el Lema 4.1.1, damos la demostracio´n de un caso ma´s general que
e´ste). Multiplicando la ecuacio´n diferencial en (4.10) por u e integrando por partes
se obtiene ∫
Ω
u =
∫
Ω
f(u)ψ. (4.12)
Como consecuencia de (4.11) y (4.12), se sigue que∫
Ω
u ≤
∫
f(u)≥0
f(u)ψ ≤ c2
∫
f(u)≥0
f(u)ϕ1 = c2
(∫
Ω
f(u)ϕ1 −
∫
f(u)<0
f(u)ϕ1
)
.
De (4.7), (4.9) y la definicio´n de mf ,∫
Ω
u ≤ c2
(
Mf
λ1

∫
Ω
ϕ1 +mf
∫
Ω
ϕ1
)
. (4.13)
Ahora, dado que mf ≤Mf ,∫
Ω
u ≤Mfc2
(
λ1

+ 1
)∫
Ω
ϕ1. (4.14)
Usando (4.14), una combinacio´n de los Lemas 1.1.1 y 1.1.2 y de los Teoremas 1.1.1 y
1.1.2 aplicados a la solucio´n de un problema auxiliar, permiten estimar
∫
Ω u
1+ 1
N+1 .
Para este efecto, consideremos en primer lugar el problema{
−∆ω = u 1N+1 en Ω,
ω = 0 en ∂Ω.
(4.15)
Por los Teoremas 1.1.1 y 1.1.2, existe una u´nica solucio´n de´bil ω ∈ C1(Ω) para este
problema. Adema´s, por resultados tipo principio del ma´ximo (ve´ase [GT], pa´g. 179),
ω ≥ 0. Debido a los estimativos de Agmon-Douglis-Nirenberg (ve´ase Teorema 1.1.2)
existe una constante c3 > 0 (dependiendo so´lo de Ω y de N) tal que
‖ω‖W 2,N+1(Ω) ≤ c3‖u
1
N+1 ‖LN+1(Ω). (4.16)
Luego, de (4.14) y (4.16) se sigue que
‖ω‖W 2,N+1(Ω) ≤M
1
N+1
f
(
c2
(
λ1

+ 1
)∫
Ω
ϕ1
) 1
N+1
c3. (4.17)
De la continuidad del encaje W 2,N+1(Ω) ⊂ C1(Ω), existe una constante c4, depen-
diendo so´lo de Ω y de N , tal que
‖ω‖C1(Ω) ≤M
1
N+1
f
(
c2
(
λ1

+ 1
)∫
Ω
ϕ1
) 1
N+1
c3c4. (4.18)
Del Lema de Hopf (Lema 1.1.2), el Lema 1.1.1 y la desigualdad (4.18) podemos com-
parar las funciones ω y ϕ1 en Ω. Ma´s precisamente, tenemos el siguiente resultado.
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Lema 4.1.1. Existe una constante positiva cf que depende de Ω y de Mf tal que
ω ≤ cfϕ1 en Ω. (4.19)
Prueba de Lema 4.1.1. Sea m1 := min∂Ω|∇ϕ1|. Notemos que el Lema de Hopf
implica que m1 > 0. Ahora, consideremos δ0 como en el enunciado del Lema 1.1.1.
Recordemos que −→n (x) denota la normal unitaria interior a ∂Ω en x.
Afirmacio´n 1: Existe δ tal que 0 < δ < δ0 y
(a) Para todo z ∈ Ωδ se tiene |∇ϕ1(z)| ≥ 12m1,
(b) Para todo x ∈ ∂Ω y para todo t ∈ (0, δ) se tiene
∇ϕ1(x+ t−→n (x))
|∇ϕ1(x+ t−→n (x))| ·
−→n (x) ≥ 1
2
.
Para probar esta afirmacio´n se usa, en primer lugar, la continuidad uniforme de la
funcio´n z 7→ |∇ϕ1(z)| en Ω para obtener (a). En segundo lugar, se usa la continuidad
uniforme de (x, t) 7→ ∇ϕ1(x+t−→n (x))|∇ϕ1(x+t−→n (x))| ·
−→n (x) en ∂Ω× [0, δ] para δ ∈ (0, δ0) cumpliendo
(a). Finalmente, se obtiene (b) teniendo en cuenta que ∇ϕ1(x)|∇ϕ1(x)| ·
−→n (x) = 1 para
x ∈ ∂Ω.
Ahora, tomamos m2 := minΩ\Ωδϕ1 > 0. Notemos que m1, δ y m2 dependen so´lo de
Ω. Motivados en parte por (4.18) escojamos cf > 0 tal que
cf mı´n{14m1,m2} ≥M
1
N+1
f
(
c2
(
λ1

+ 1
)∫
Ω
ϕ1
) 1
N+1
c3c4.
Afirmacio´n 2: si z ∈ Ω \ Ωδ entonces ω(z) ≤ cfϕ1(z).
En efecto, si z ∈ Ω \ Ωδ,
ω(z) ≤ ‖ω‖C1(Ω) ≤M
1
N+1
f
(
c2
(
λ1

+ 1
)∫
Ω
ϕ1
) 1
N+1
c3c4 ≤ cfm2 ≤ cfϕ1(z).
Para completar la demostracio´n de (4.19), probemos la siguiente
Afirmacio´n 3: si z ∈ Ωδ entonces ω(z) ≤ cfϕ1(z).
Para probar la afirmacio´n escribamos z = x + t−→n (x), con x ∈ ∂Ω y t ∈ (0, δ), lo
cual es posible segu´n el Lema 1.1.1. Como ω ∈ H10 (Ω) ∩ C1(Ω), ω(x) = 0. As´ı,
ω(z) =
∫ t
0
∇ω(x+ s−→n (x)) · −→n (x) ds ≤
∫ t
0
|∇ω(x+ s−→n (x))| ds.
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Por otra parte, de la escogencia de cf y de la Afirmacio´n 1, para cada s ∈ [0, t] se
tiene
|∇ω(x+ s−→n (x))| ≤ ‖ω‖C1(Ω) ≤
1
4
cfm1
≤ 1
2
cf |∇ϕ1(x+ s−→n (x))| ≤ cf∇ϕ1(x+ s−→n (x)) · −→n (x).
En consecuencia,
ω(z) ≤
∫ t
0
|∇ω(x+ s−→n (x))| ds ≤
∫ t
0
cf∇ϕ1(x+ s−→n (x)) · −→n (x) ds = cfϕ1(z).
Se sigue la Afirmacio´n 3 y por tanto (4.19). Finalmente, observemos que se puede
tomar cf de la forma
cf = c5M
1
N+1
f , (4.20)
donde c5 depende so´lo de Ω y de N .
Ahora procedemos a la estimacio´n de
∫
Ω u
1+ 1
N+1 . Multiplicando por u la ecuacio´n
diferencial en (4.15), integrando por partes y usando (4.19), se sigue que∫
Ω
u1+
1
N+1 = −
∫
Ω
u∆ω =
∫
Ω
f(u)ω ≤ cf
∫
f(u)≥0
f(u)ϕ1 =
cf
(∫
Ω
f(u)ϕ1 −
∫
f(u)<0
f(u)ϕ1
)
.
Razonando como en el argumento que usamos para llegar a (4.14), de (4.7) y (4.9)
se tiene ∫
Ω
u1+
1
N+1 ≤Mfcf
(
λ1

+ 1
)∫
Ω
ϕ1. (4.21)
De (4.21) y de la definicio´n de Kf se sigue entonces que si Ω̂ ⊂ Ω,∫
bΩ f(u) ≤
∫
Ω
u1+
1
N+1 +Kf |Ω| ≤Mfcf
(
λ1

+ 1
)∫
Ω
ϕ1 +Kf |Ω|. (4.22)
Como una variante del estimativo anterior, notemos que por el Teorema del Valor
Medio y (E1), f(t) ≤ Df t para todo t ≥ 0. Teniendo en cuenta este hecho, as´ı como
(4.14) obtenemos ∫
bΩ f(u) ≤MfDfc2
(
λ1

+ 1
)∫
Ω
ϕ1, (4.23)
donde Ω̂ es cualquier subconjunto de Ω.
ETAPA 2.
Lema 4.1.2. Supongamos que Ω es un dominio suave y acotado, y que f : R → R
una funcio´n C1 que satisface (E1), (E2) y (E3). Entonces existe r0 > 0 dependiendo
so´lo de Ω, N y ‖f ′‖L∞(R) tal que si u es una solucio´n positiva de (4.1), se tiene que:
∀ξu ∈ Ω : ‖u‖L∞(Ω) = u(ξu)⇒ d(ξu, ∂Ω) ≥ r0. (4.24)
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Prueba. Puesto que Ω es suave y acotado, existe δ0 > 0, que depende so´lo de Ω,
que satisface (i) y (ii) en el Lema 1.1.1. Sea u una solucio´n positiva de (4.1). Sea
ξu ∈ Ω tal que ‖u‖L∞(Ω) = u(ξu). Para probar el lema, basta considerar el caso en
que ξu ∈ Ωδ0 (caso contrario d(ξu, ∂Ω) ≥ δ0 y el resultado se sigue).
Escribamos ξu = x + t−→n (x), con x ∈ ∂Ω y t ∈ (0, δ0). Como consecuencia de la
parte (ii) en el Lema 1.1.1, la funcio´n s 7→ u(x + st−→n (x)) esta´ bien definida y es
diferenciable en [0, 1]. Por el Teorema del Valor Medio, existe un s ∈ (0, 1) tal que
u(ξu) = (∇u(x+ st−→n (x)) · t−→n (x).
Puesto que ξu es un punto cr´ıtico de u, ∇u(x+ t−→n (x)) = ∇u(ξu) = 0. As´ı,
u(ξu) = (∇u(x+ st−→n (x))−∇u(x+ t−→n (x))) · t−→n (x). (4.25)
Por otra parte, de los encajes de Sobolev en el Teorema 1.1.1 y de los estimativos
de Agmon-Douglis-Nirenberg en el Teorema 1.1.2, existen constantes positivas c6 y
c7, dependiendo so´lo de Ω y de N , tales que
‖u‖
C
1, 1
2(N+1) (Ω)
≤ c6‖u‖W 2,N+1(Ω) ≤ c7‖f(u)‖LN+1(Ω). (4.26)
Por el Teorema del Valor Medio, aplicado a f(u), y (E1),
‖f(u)‖LN+1(Ω) ≤ c8‖f ′‖L∞(R)‖u‖L∞(Ω), (4.27)
para alguna constante positiva c8 que so´lo depende de Ω.
De (4.25), (4.26) y (4.27), se sigue que
‖u‖L∞(Ω) = u(ξu) ≤ t1+
1
2(N+1) ‖u‖
C
1, 1
2(N+1) (Ω)
≤ c7c8t1+
1
2(N+1) ‖f ′‖L∞(R)‖u‖L∞(Ω).
De lo anterior y de la nota posterior al Lema 1.1.1, tenemos entonces que
(d(ξu, ∂Ω))
1+ 1
2(N+1) = |ξu − x|1+
1
2(N+1) = t1+
1
2(N+1) ≥ 1
c7c8‖f ′‖L∞(R)
=: r
1+ 1
2(N+1)
0
(4.28)
y el lema se sigue.
Nota: En el caso en que Ω es, adema´s convexo, existe r0 que depende so´lo de Ω, tal
que si u es una solucio´n positiva de (4.1), existe ξu ∈ Ω tal que ‖u‖L∞(Ω) = u(ξu) y
d(ξu, ∂Ω) ≥ r0 (para esto, se pueden consultar los resultados de B. Gidas, W. M. Ni
y L. Nirenberg en [GNN] y los comentarios en [DLN]).
ETAPA 3. Ahora completamos la demostracio´n. Usando la Funcio´n de Green para
u en Ω (ve´ase Lema 1.1.3), se tiene que
u(ξu) =
∫
Ω
(
C(N)
‖x− ξu‖N−2 − v(ξu, x)
)
f(u(x))dx, (4.29)
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donde v(ξu, .) es una funcio´n positiva y armo´nica en Ω y C(N) > 0. Notemos que∫
Ω
(
C(N)
‖x− ξu‖N−2 − v(ξu, x)
)
dx ≥ 0
(por aplicacio´n de la funcio´n de Green a la solucio´n de (4.10)). Por tanto∫
Ω
v(ξu, x)dx ≤
∫
Ω
C(N)
‖x− ξu‖N−2dx ≤
∫
BR(ξu)
C(N)
‖x− ξu‖N−2dx =: C(N,Ω),
donde R = 2diam(Ω). Se sigue entonces de la definicio´n de mf que∫
Ω
−v(ξu, x)f(u(x))dx ≤ C(N,Ω)mf . (4.30)
Nos concentramos ahora en estimar u(ξu). Sea r ∈ (0, r0). Por (4.24), Br(ξu) ⊂ Ω.
Por tanto, de (4.29) y (4.30),
u(ξu) ≤
∫
Br(ξu)
C(N)f(u(x))
‖x− ξu‖N−2 dx+
∫
Ω\Br(ξu)
C(N)f(u(x))
‖x− ξu‖N−2 dx+ C(N,Ω)mf . (4.31)
Ahora, estimamos las integrales del lado derecho de (4.31). En primer lugar, ob-
servemos que por el Teorema del valor medio, (E1) y la definicio´n de Df se sigue
que ∫
Br(ξu)
C(N)f(u(x))
‖x− ξu‖N−2 dx ≤ C1(N)Df r
2u(ξu) (4.32)
donde C1(N) > 0 es una constante que depende de N . Tomemos r := rf > 0 en
(0, r0) tal que
0 < r2f <
1
2C1(N)Df
. (4.33)
Con esta escogencia, rf depende so´lo de Ω, N , ‖f ′‖L∞(Ω) y Df . Adema´s, de (4.31),
(4.32) y (4.33) se sigue que
1
2
u(ξu) ≤
∫
Ω\Br(ξu)
C(N)f(u(x))
‖x− ξu‖N−2 dx+ C(N,Ω)mf . (4.34)
En cuanto a la integral en el lado derecho de (4.34), debido a (4.22)∫
Ω\Br(ξu)
f(u(x))
‖x− ξu‖N−2dx ≤Mfcf r
2−N
f
(
λ1

+ 1
)∫
Ω
ϕ1 +Kf r2−Nf |Ω|. (4.35)
De (4.34) y (4.35) se sigue que existen constantes positivas C1(Ω, N), C2(Ω, N) y
C3(Ω, N) que dependen de Ω y de N tales que
‖u‖L∞(Ω) ≤Mfcf r2−Nf C1(Ω, N) +Kf r2−Nf C2(Ω, N) +mfC3(Ω, N). (4.36)
Como una variante del estimativo anterior, usando (4.23) as´ı como (4.34) obtenemos
‖u‖L∞(Ω) ≤MfDf r2−Nf C4(Ω, N) +mfC5(Ω, N), (4.37)
para ciertas constantes positivas C4(Ω, N) y C5(Ω, N). De (4.20), (4.36) y (4.37) se
sigue el teorema.
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A fin de obtener estimaciones similares a las anteriores para la norma en L∞(Ω) de
soluciones negativas de (4.1), observemos que si u es una solucio´n negativa de (4.1),
v := −u es una solucio´n positiva de{
∆v + (−f(−v)) = 0 en Ω,
v = 0 en ∂Ω.
(4.38)
En consecuencia, para establecer el estimativo para ‖u‖L∞(Ω), basta imponer sobre
la funcio´n g : R → R definida como g(t) := −f(−t), las mismas hipo´tesis que se
le han impuesto a f , en argumentos no negativos. Estas condiciones han sido (E1),
(E2) y (E3) para t ≥ 0. Dado que g′(t) = f ′(−t) para todo t ∈ R, basta entonces
imponer (E1), (E2) y (E3), para t ∈ R. Definamos las constantes K˜f , m˜f y M˜f tales
que
−m˜f := mı´n
t≥0
g(t) = mı´n
t≥0
{−f(−t)}
−M˜f := mı´n
t≥0
{g(t)− (λ1 + )t} = mı´n
t≥0
{−f(−t)− (λ1 + )t}
−K˜f := mı´n
t≥0
{t|t| 1N+1 − g(t)} = mı´n
t≥0
{t|t| 1N+1 + f(−t)}.
En te´rminos de f esto implica que
m˜f ≥ f(s), ∀s ≤ 0
M˜f ≥ f(s)− (λ1 + )s, ∀s ≤ 0
K˜f ≥ s|s|
1
N+1 − f(s), ∀s ≤ 0.
Como consecuencia del Teorema 4.1.1, tenemos el siguiente resultado.
Teorema 4.1.2. Sea Ω ⊂ RN un dominio suave y acotado. Sea f : R → R una
funcio´n de clase C1 que satisface (E1), (E2) y (E3). Existen constantes positivas
Ci(Ω, N), i = 1, ..., 5, y existe rf > 0 que depende so´lo de Ω, N , ‖f ′‖L∞(R) y Df
tales que si u es una solucio´n negativa de (4.1) entonces
‖u‖L∞(Ω) ≤ M˜
1+ 1
N+1
f r
2−N
f C1(Ω, N) + K˜f r
2−N
f C2(Ω, N) + m˜fC3(Ω, N) (4.39)
y
‖u‖L∞(Ω) ≤ M˜fDf r2−Nf C4(Ω, N) + m˜fC5(Ω, N). (4.40)
Nota: rf esta´ definido por (4.28) y (4.33).
Recordemos que rf depende de ‖f ′‖L∞(R) y Df . En el siguiente ejemplo mostramos
que, para cierta clase de funciones f que satisfacen (E1), (E2) y (E3), los te´rminos
Mf ,mf yKf en realidad dependen esencialmente del comportamiento de f en cierto
intervalo [0, a]. En consecuencia, suponiendo escogido Ω, para ciertas funciones f las
cotas en los lados derechos de (4.5), (4.6), (4.39) y (4.40) esta´n prescritas una vez
fijados ‖f ′‖L∞(R), Df y el comportamiento de la funcio´n en un cierto intervalo [0, a].
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Ejemplo 4.1.1. Sea q : [0,∞)→ R la funcio´n definida por
q(t) =
N + 2
N + 1
t
1
N+1 , t ∈ [0,∞).
Notemos que e´sta es la derivada de la funcio´n t 7→ t1+ 1N+1 . Sea j ∈ N \ {1} y
sea a1 > 0 tal que q(a1) = λ1 + , donde  ∈ (0, λ2 − λ1). Tomemos a ∈ [a1,∞).
Consideremos cualquier funcio´n continua h : [0,∞)→ R que satisfaga las siguientes
condiciones:
(h1) −λj ≤ h(t) < λ1 +  para todo t ∈ [0, a),
(h2) h(a) = λ1 + ,
(h3) λ1 +  ≤ h(t) ≤ mı´n{q(t), λj}, para todo t > a.
Definamos f : [0,∞)→ R como f(t) = ∫ t0 h(s)ds. Observemos que f satisface (E1),
(E2) y (E3) para t ≥ 0. En este caso, ‖f ′‖L∞(R+) ≤ λj. Adema´s, notemos que
−Mf =
∫ a
0
h(s)− (λ1 + )ds = f(a)− (λ1 + )a.
Por la escogencia de a ≥ a1 y por (h3), −Kf ocurre en un a2 ∈ (0, a]. Ana´logamente,
−mf ocurre en a3 ∈ (0, a].
Observamos que si h1 y h2 son dos funciones que satisfacen (h1), (h2) y (h3) y,
adema´s, h1 ≡ h2 en [0, a], entonces las respectivas antiderivadas f1 y f2 son tales
que Mf1 = Mf2, mf1 = mf2 y Kf1 = Kf2. En este sentido es que afirmamos que
estas constantes dependen del comportamiento de la funcio´n f en [0, a].
Si se interpretan geome´tricamente f(t), (λ1 + )t y t
1+ 1
N+1 como a´reas bajo curvas,
esta´ claro que se pueden debilitar la condicio´n (h3) y todav´ıa obtener funciones que
satisfacen (E1), (E2), (E3), para t ≥ 0, y para las cuales Mf , mf y Kf dependen
ba´sicamente de su comportamiento en [0, a]. Por otra parte, si se extiende h de
manera par a R se obtiene una funcio´n f que satisface (E1), (E2) y (E3).
4.2. Existencia de soluciones que cambian de signo
A lo largo de esta seccio´n supondremos que la funcio´n f satisface la hipo´tesis
(f1) f ′(∞) := l´ım|t|→∞ f ′(t) ∈ (λk, λk+1) para algu´n k ≥ 2.
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En este caso so´lo consideramos k ≥ 2 en (f1) por conveniencia. Sea  ∈ (0, λ2 − λ1).
Notemos que la hipo´tesis (f1) implica las hipo´tesis (E2) y (E3). Ahora, debido al
Lema 1.3.2 y al comentario posterior a la Definicio´n 1.3.1, bajo la condicio´n (f1) el
funcional J : H10 (Ω)→ R, definido por
J(u) =
∫
Ω
(
1
2
|∇u|2 − F (u)
)
dx,
donde F (ξ) =
∫ ξ
0 f(s) ds, es de la clase C
2(H10 (Ω),R) y las soluciones cla´sicas de
(4.1) coinciden con los puntos cr´ıticos de J . En esta seccio´n tambie´n supondremos
la siguiente hipo´tesis
(A) las soluciones de (4.1) son aisladas, esto es, los puntos cr´ıticos de J son
aislados.
Para efectos de simplicidad, introduzcamos las siguientes notaciones
B+(f) :=M
1+ 1
N+1
f r
2−N
f C1(Ω, N) +Kf r
2−N
f C2(Ω, N) +mfC3(Ω, N),
b+(f) :=MfDf r2−Nf C4(Ω, N) +mfC5(Ω, N),
donde los lados derechos son aquellos que aparecen en (4.5) y (4.6). Ana´logamente,
B−(f) := M˜
1+ 1
N+1
f r
2−N
f C1(Ω, N) + K˜f r
2−N
f C2(Ω, N) + m˜fC3(Ω, N),
b−(f) := M˜fDf r2−Nf C4(Ω, N) + m˜fC5(Ω, N),
donde los lados derechos son aquellos que aparecen en (4.39) y (4.40).
El siguiente teorema es consecuencia del Lema 1.3.8, de la Proposicio´n 2.2.1 y de los
estimativos obtenidos en la seccio´n anterior. En resumen, el teorema afirma que la
solucio´n de ı´ndice de Morse aumentado grande que se obtuvo en la Seccio´n 2.2 como
consecuencia de los argumentos abstractos de Lazer y Solimini, es una solucio´n que
cambia de signo si f ′ cruza el valor λk por fuera de cierto intervalo alrededor de
cero.
Teorema 4.2.1. Sea Ω ⊂ RN , N ≥ 3, un dominio acotado y suave. Sea f : R→ R
una funcio´n de clase C1 que satisface (f1) y
(f3) f(0) = 0.
Supongamos, adema´s, que
f ′(t) < λk ∀t ∈ [−B−(f), B+(f)]. (4.41)
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Entonces existe al menos una solucio´n u∗ de (4.1) que cambia de signo y
‖u∗‖L∞(Ω) > mı´n{B−(f), B+(f)}.
La misma conclusio´n se obtiene si en (4.41) se cambia B+(f) por b+(f) y/o B−(f)
por b−(f).
Prueba. De la Proposicio´n 2.2.1, debido a las hipo´tesis (f1), existe una solucio´n u∗
del problema (4.1) cuyo ı´ndice de Morse aumentado es al menos k. Del Lema 1.3.8 y
la hipo´tesis (4.41), el rango de esta solucio´n no puede estar contenido en el intervalo
[−B−(f), B+(f)]. En virtud de los Teoremas 4.1.1 y 4.1.2 el resultado se sigue.
El siguiente teorema es consecuencia del Lema 1.3.8, de la Proposicio´n 3.2.1 y de los
estimativos obtenidos en la seccio´n anterior. Esencialmente, el teorema afirma que
la solucio´n que se obtuvo en [CC] a trave´s del me´todo de Reduccio´n de Lyapunov-
Schmidt y que tiene ı´ndice de Morse aumentado igual a k (ve´ase la Seccio´n 3.2), es
una solucio´n que cambia de signo si f ′ alcanza suficientemente tarde el valor λk.
Teorema 4.2.2. Sea Ω ⊂ RN , N ≥ 3, un dominio acotado y suave. Sea f : R→ R
una funcio´n de clase C1 que satisface (f1), (f3),
(f2) existe γ > 0 tal que f ′(t) ≤ γ < λk+1 para todo t ∈ R, y
(f4) f ′(0) < λ1.
Supongamos, adema´s, que
f ′(t) < λk, ∀t ∈ [−B−(f), B+(f)]. (4.42)
Entonces existen dos soluciones u∗ y v∗ de (4.1) que cambian de signo. Adema´s, al
menos una de ellas, digamos u∗ es tal que
‖u∗‖L∞(Ω) > mı´n{B−(f), B+(f)}.
La misma conclusio´n se obtiene si en (4.42) se cambia B+(f) por b+(f) y/o B−(f)
por b−(f).
Prueba. De la Proposicio´n 3.2.1, debido a las hipo´tesis (f1)-(f4), existe una solucio´n
u∗ del problema (4.1) cuyo ı´ndice de Morse aumentado es k. Del Lema 1.3.8 y la
hipo´tesis (4.42), el rango de esta solucio´n no puede estar contenido en el intervalo
[−B−(f), B+(f)]. En virtud de los Teoremas 4.1.1 y 4.1.2, se concluye que u∗ cambia
de signo. Nuevamente los teoremas de la Seccio´n 3.2 garantizan la existencia de una
segunda solucio´n v∗ que cambia de signo. El teorema se sigue.
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Como una continuacio´n del Ejemplo 4.1.1, presentamos una coleccio´n de funciones
que satisfacen las hipo´tesis de los Teoremas 4.2.1 y 4.2.2.
Ejemplo 4.2.1. Sean f , q, h, a > 0 y a1 > 0 como en el Ejemplo 4.1.1. Tomemos
j ≥ k + 1. Con esto determinamos el valor de rf . Tomemos h de tal forma que,
adema´s de (h1), (h2) y (h3), satisfaga h(t) −→ D∞ ∈ (λk, λk+1), cuando t→∞, y
h(t) < λk para todo t ∈ (a,B+(f)]. Esto es posible debido a que, como se afirmo´ en
el Ejemplo 4.1.1, las constantes Mf , mf y Kf quedan determinadas por h en [0, a].
Entonces f : [0,∞)→ R satisface las hipo´tesis del Teorema 4.2.1 a la derecha de 0.
Ana´logamente se procede para extenderla a la izquierda de 0.
Si, en particular, j = k + 1, f ′(0) < λ1 y f ′(t) < λk+1 para todo t ≥ 0 entonces f
satisface las hipo´tesis del Teorema 4.2.2 a la derecha de 0 y ana´logamente se puede
extender.
Nuevamente, consideraciones geome´tricas dejan claro que la coleccio´n de funciones
f que satisfacen las hipo´tesis de los Teoremas 4.2.1 y 4.2.2 contiene funciones menos
restrictivas que las presentadas en este ejemplo.
Notas finales:
-La existencia de soluciones que cambian de signo para el problema (4.1) ha sido
tema de estudio recientemente. Para mencionar so´lo algunas referencias, T. Bartsch,
Z. Liu y T. Weth en [BLW], T. Bartsch y Z. Q. Wang en [BW], T. Bartsch y T.
Weth en [BWe] y A. Castro, J. Cossio y J. M. Neuberger en [CCN] estudian esta
cuestio´n en el caso en que el problema (4.1) es superlineal. En [BLW] , adema´s, se
estudia el caso en que Ω = RN .
-A. Castro, J. Cossio y J. M. Neuberger en [CCN2] y Z. Q. Wang en [W], por
ejemplo, consideran la existencia de soluciones que cambian de signo en el caso
asinto´ticamente lineal. En [CCN2] se consideran hipo´tesis del tipo f ′(∞) ∈ R o
f ′(∞) ∈ (λk, λk+1). No obstante, nuestros resultados difieren de aquellos de [CCN2]
en cuanto que all´ı se exige que la no linealidad f satisfaga, adema´s, la condicio´n
tf ′′(t) > 0 para t 6= 0, lo cual permite aproximar el problema (4.1) por problemas
superlineales (truncaciones) a los cuales se les puede aplicar los resultados de [CCN].
Observamos que una condicio´n de este tipo implica que f ′ es creciente e impide que
f ′ cruce valores propios mayores que λk. En nuestro caso, f y f ′ pueden tener un
comportamiento ma´s oscilatorio y f ′ puede cruzar valores propios mayores que λk.
Por otra parte, en [CCN2] no se requiere de una hipo´tesis del tipo (4.41) como la
requerimos en el presente trabajo. En [W] se considera el problema asinto´ticamente
lineal (4.1) con Ω = RN .
-Los estimativos a priori para soluciones de un signo, establecidos en la Seccio´n
4.1 esta´n, en parte, inspirados por los estimativos de [DLN] (ve´ase tambie´n [BT]).
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Destacamos que en [DLN] se consideran no linealidades f que podr´ıan ser super-
lineales o asinto´ticamente lineales. En particular, por ejemplo, no se requiere que f ′
sea acotada. Sin embargo, nuestros estimativos son mucho ma´s precisos que aquellos
de [DLN] y nos permiten, en condiciones adecuadas, dominar el ı´ndice de Morse de
las soluciones de un signo y obtener soluciones que cambian de signo para (4.1).
-En [Y], X. F. Yang obtiene estimativos polinomiales en te´rminos de los ı´ndices de
Morse, para la norma en L∞ de las soluciones (incluyendo las que cambian de signo)
de problemas superlineales.
-Nuevamente, como en el cap´ıtulo anterior, usando la informacio´n que conocemos
acerca de la solucio´n u∗ del Teorema 4.2.1 y los resultados cualitativos de [AP], se
pueden describir algunos aspectos de la geometr´ıa de esta solucio´n. Para ser ma´s
precisos, supongamos que Ω es una bola o un anillo con centro en 0 y que f ∈ C2(R)
satisface las hipo´tesis del Teorema 4.2.1 para k ≤ N . Entonces, de los resultados de
la Seccio´n 2.2, sabemos que el ı´ndice de Morse de u∗ es menor o igual que k y, por
el Teorema 4.2.1, sabemos que esta solucio´n cambia de signo. Por otra parte, si esta
solucio´n fuese radial, segu´n los resultados de [AP], su ı´ndice de Morse ser´ıa mayor o
igual que N +1, lo cual es absurdo. En consecuencia, tenemos el siguiente corolario.
Corolario 4.2.1. Sea Ω una bola o un anillo con centro en 0. Sea f ∈ C2(R) una
funcio´n que satisface (f1), (f3) y (4.41) con k ≤ N . Entonces la solucio´n u∗ del
Teorema 4.2.1 no es radialmente sime´trica.
-Bajo la hipo´tesis de reduccio´n (f2), toda solucio´n de (4.1) tiene ı´ndice de Morse
menor o igual que k. Razonando como en la nota anterior, tenemos el siguiente
corolario.
Corolario 4.2.2. Sea Ω una bola o un anillo con centro en 0. Sea f ∈ C2(R) una
funcio´n que satisface (f1)-(f4) y (4.42) con k ≤ N . Entonces las soluciones u∗ y v∗
del Teorema 4.2.2 no son radialmente sime´tricas.
-Sigue abierta la cuestio´n de si, en general, la solucio´n u4 en el Teorema 3.2.2,
que proviene del me´todo de reduccio´n y tiene ı´ndice de Morse aumentado grande,
necesariamente cambia de signo. El Teorema 4.2.2 es una respuesta parcial a esta
cuestio´n.
-En [CCN2] se consideran problemas asinto´ticamente lineales como el nuestro. La
estrategia general all´ı, consiste en aproximar la funcio´n f asinto´ticamente lineal
a trave´s de funciones superlineales, y luego aplicar los resultados de existencia de
soluciones nodales de [CCN]. Un asunto que dejamos planteado es el de intentar
aplicar la estrategia inversa con base en los resultados de este cap´ıtulo, es decir, ex-
traer informacio´n acerca de un problema superlineal con hipo´tesis adecuadas usando
aproximaciones con funciones asinto´ticamente lineales.
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