Despite having many similar characteristics with cryptography, existing chaotic systems have many security issues that negatively affect the chaos-based cryptographic algorithms that utilize them. This paper proposes a new chaotification method that enhances the chaotic complexity of existing chaotic maps to surmount these issues. The proposed method uses a cosine function alongside a chaotic map in a cascade system. To depict its advantages, we apply it to enhance logistic and Henon maps before analyzing their chaotic properties. Results and comparisons indicate that the new chaotic maps have a wider chaotic range, elevated sensitivity, complex characteristics, high nonlinearity, and an extended cycle length as compared to the original (seed) maps as well as other chaotic maps. We then utilize the modified maps (and their corresponding seed maps) to design simple pseudorandom number generators to study their feasibility when used in cryptographic algorithms. We perform comparisons between the generators derived from both the original and seed maps. Results show that generators based on the new maps outperform their seed counterparts in nearly every aspect. This finding demonstrates the capability of the proposed method in improving the performance of chaos-based cryptographic algorithms.
I. INTRODUCTION
Nonlinear dynamic systems have recently garnered a lot of research attention. The chaotic behavior of these systems can be produced by natural or non-natural events. A chaotic system is a dynamic mathematical model that can produce chaotic behaviors with the proper initialization of their parameters [1] - [4] . Chaotic systems have many desirable features such as sensitivity to initial conditions and parameters, ergodicity, topological transitivity mixing, unpredictability, and aperiodic dense orbits. Thus, chaotic systems have been broadly used in a number of areas such as secure communication [5] , engineering [6] , and cryptographic applications [7] - [10] . There are many commonalities between chaotic systems and cryptographic algorithms such as key sensitivity (parameter sensitivity), uniform data distribution (ergodicity), random-like behavior (chaoticity) and many more. Therefore, many chaos-based cryptographic algorithms have been proposed in various applications such as image encryption [11] - [13] , hash functions [2] , [14] , and
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Chaotic systems can be classified as continuous or discrete systems. Continuous chaotic systems are simulated on analog circuits and can be modeled using ordinary differential equations. Continuous chaotic systems are inappropriate for cryptographic purposes because they are slow and unstable. Furthermore, data is represented as analog signals. On the other hand, discrete chaotic systems are implemented on finite precision machines such as computers. Discrete chaos can be defined by iteration and difference equations, which are mathematically represented as digital chaotic maps. Although they are widely applied in the design of cryptographic algorithms, digital chaotic maps suffer from dynamical degradation, resulting in low chaotic complexity and a short cycle length [16] , [17] .
Many distinct chaotification methods have been proposed to enhance digital chaos and widen the chaotic parameter range of digital chaotic maps. Some studies aim at enhancing the complexity of chaotic behaviors. They use methods to perturb chaotic behaviors with noise sources such as PRNGs [18] , m-sequences [19] , analog chaotic systems [16] , and digital chaotic systems [20] . The perturbed chaotic maps VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ have increased chaotic complexity and chaotic range. However, the additional source of noise incurs computational overhead and may have additional drawbacks such as a constrained cycle length. There also exists perturbation methods that use internal chaotic states as the noise source [21] , whereby these chaotic states are used to perturb the control parameter before or after each map iteration. Even though cycle lengths can be prolonged, the chaotic range of the resulting maps remain limited. Another method known as the compensation method utilizes a varying parameter based on the Lyapunov number to improve the properties of digital chaotic systems [22] . However, the method incurs additional floating point multiplication operations to generate the compensation sequence, leading to higher computational complexity. A hybrid structure was also proposed to enhance digital chaos through symbolic dynamics [23] . However, it requires two different chaotic systems (which are combined via modular addition) to enhance digital chaos. Cascade and combination chaotic systems combine two or more chaotic systems to create a new one [24] . The underlying chaotic maps are called seed chaotic maps. The chaotic behavior of the new chaotic system relies on the nature of the seed maps' chaotic behaviors. If one of the seed maps has poor chaotic behavior, it will have an adverse impact on the resulting chaotic system, making it less chaotic. Therefore, a cascade or combination system need to use seed maps that are complex. Cosine and sine models are commonly used to enhance existing chaotic maps [25] . These models are used in cascade systems that take one-dimensional (1D) or multi-dimensional chaotic maps as seed maps. The resulting chaotic systems have robust chaotic properties and possess a large chaotic range. However, some of them still involve additional calculations to achieve hyperchaos [26] and while others rely directly on seed maps that have periodic behaviors on for most of their parameter settings [27] , [28] .
To overcome these drawbacks and strengthen digital chaotic maps, a cosine chaotic map (CCM) is proposed. CCM is a cascade-based chaotic system that takes a chaotic map as a seed map and creates a new robust chaotic system based on the cosine function. The proposed chaotic system also includes a fractional power function with a new control parameter. Unlike previous work, we provide an in-depth analysis of the cosine function's properties prior to adopting it in the proposed work as well as a detailed chaos-based analysis of the resulting system. If a sufficiently large angle is provided to the function, it can generate random values. Based on this property, CCM has robust chaotic complexity and a large chaotic range. Theoretical analysis shows that CCM is indeed a cascade-based system whose properties are based on the underlying seed maps. To demonstrate the strength of CCM, logistic and Henon maps are used as seed maps (in separate instances). We use bifurcation diagram, Lyapunov exponent (LE), fuzzy correlation dimension (FCD), symplectic entropy (SymEn), and dynamical degradation analysis to evaluate the new chaotic maps. Experimental results indicate that the proposed maps have high complexity, large chaotic range, high nonlinearity, long cycle length, and heightened sensitivity.
Chaotic maps are often used as sources of randomness or nonlinearity in cryptographic algorithms. As such, we evaluate the feasibility of the new maps for cryptographic applications by using them to formulate simple pseudorandom number generators (PRNGs). We compare their properties to PRNGs that utilize classical seed maps. The goal is to depict improvements that a PRNG based on the enhanced maps would outperform PRNGs based on the conventional chaotic maps. This implies that chaos-based cryptographic algorithms should be able to utilize the proposed chaotification method to achieve improved security. Statistical results indicate that PRNGs based on the new maps have better randomness, uniform distribution and a higher degree of aperiodic behavior as compared to PRNGs based on their conventional counterparts. As an additional measure, we also compare the PRNGs to other chaotic maps in literature in terms of keyspace and efficiency. The proposed work centers on enhancing digital chaos and their potential applications in cryptography rather than PRNG design. As such, comparisons to non-chaotic PRNGs based on linear feedback shift registers (LFSR) or linear congruent methods are not within the scope of this manuscript.
The remaining sections of this paper are organized as follows: Section 2 provides background information to facilitate reader understanding of the proposed work, Section 3 delves into the concepts behind CCM and proceeds to analyze its chaotic properties. This is followed by chaotic performance analysis in Section 4, whereby a comparison with other existing chaotic maps is discussed in Section 5. Section 6 describes the new PRNGs based on the chaotic maps and analyzes their statistical properties. The paper is concluded in Section 7 with some final statements.
II. PRELIMINARIES A. LOGISTIC MAP
One of the most popular chaotic maps used in cryptography and other fields is the logistic map [29] . This is due to its low computational overhead and its capability to produce chaos with proper initialization of its parameters. The map can be described mathematically as
where x ∈ [0, 1] is the chaotic state, r ∈ [0, 4] is the control parameter. However, it is well established that the logistic map has a limited chaotic parameter range and experiences period doubling bifurcation states as shown later in Fig. 2(b) .
B. HENON MAP
Henon map is a two-dimensional (2D) chaotic map [30] defined as
where a and b are the control parameters whereas x and y are the chaotic states. When a = 1.4 and b = 0.3, the Henon map has chaotic behavior. Fig. 2(d) shows the Henon map's bifurcation diagram which has many large windows of periodic behavior. As such, there are only a limited range of parameter values that lead to chaos. In addition, the Henon map's chaotic complexity is low. These properties are undesirable for cryptographic purposes.
III. COSINE-BASED DIGITAL CHAOTIC MAPS
The cosine function is a trigonometric function, which is as a real-valued function. They are widely used in various areas such as navigation, geodesy, and geometry. As they are periodic functions, they are also used in studying periodic phenomena. We leverage upon the properties of the cosine function to enhance the chaotic behavior for different chaotic maps. The resulting cosine chaotic map (CCM) is bounded between [−1, 1] and depicts chaotic behavior instead of periodic patterns. CCM takes any chaotic map as a seed map and improves its chaotic complexity and chaotic parameter range. CCM can be directly formulated as a cascade system which is defined as
where G is the cosine function and F is the seed map. As a trigonometric function, G is periodic and produces a wave. Fig. 1(a) shows the bifurcation diagram for system that cascades the cosine function with a simple linear function F(x n ) = r × x n . We can see that the resulting system does indeed depict chaotic behavior but has some semblance of periodicity, whereby periodic windows occur at the peaks of the waves. The periodic windows are also larger for smaller values of r, which implies that the cosine function has a stronger effect on the overall system when r is small. In contrast, when r is large, the system starts to become more
aperiodic in nature. Fig. 1(b) shows the bifurcation diagram of cosine function with linear function at r = 10 6 +r. We can see the resulting system is now entirely chaotic with two attractors at 1 and −1. However, the cosine function has low sensitivity with regards to small changes to its seed values. For the cosine function to depict truly chaotic behavior, the seed values cannot be generated from a simple linear function.
Existing chaotic maps have a bounded phase space, such as the logistic map's phase space of [0, 1]. If the cosine function is cascaded with the logistic map, its outputs will still have limited chaotic behavior because all inputs are bounded together, whereby the differences between the values are not greater than 1−(−1) = 2. To increase the chaotic complexity of a cosine-based system, we use an existing chaotic map instead of a linear function, and introduce a new control parameter as part of an exponent function to invoke large differences between the seed values. A small difference in the exponent value can lead to a large differences, e.g 2 15+0.1 − 2 15 = 2351.872820389246. Thus, CCM can be defined as
where k ∈ [10, 24] is a control parameter and F refers to a chaotic map. We select k in the range [10, 24] for two reasons: Firstly, when the angle of the cosine function is sufficiently large, even small differences in F(x n ) will lead to wildly diverging outputs. For example, if the angle is small, the difference between cos(2 1 ) = −0.416146836 and cos(2 1+0.00001 ) = −0.416159442 is small. If the angle is large, even a small difference to the exponent will lead to a large output difference, i.e. cos(2 15 ) = 0.372937825 and cos(2 15+0.00001 ) = 0.154421065 Secondly, when k < 10 the result will be in a periodic state as shown in Fig 1(a) , whereas k ≤ 24 is to bound the computational complexity of the resulting system. To show that CCM has chaotic behavior, we study its LE. LE is a mathematical measure of chaos and can be calculated theoretically. LE is analyzed by calculating the divergence between two trajectories that have started from two infinitesimally close initial points. As time goes by, the divergence will increase exponentially. Eventually, the two trajectories will be entirely distinct from one another. A positive LE values is an indicator of chaoticity, whereas a zero or negative LE value implies otherwise. We denote the LE of G and F, as λ G and λ F respectively. λ G can be written as follows
where ε 0 is a very tiny positive amount near to zero. Based on the differential rule, λ G is known as the first differentiation of a system G. Alternatively, λ G can be written as
A cascade-based chaotic system consisting of two maps, G and F can be described as
To ensure VOLUME 7, 2019 that H (x) has desirable chaotic properties, the first map, G must be one that has better chaotic complexity whereas F can be a chaotic map of varying dimensions. We can mathematically describe dH dx | x i as
By taking into consideration both Eq. 6 and 7, we can now derive the LE for the cascade-based chaotic system, λ H ,
Based on Eq. 8, we now show that the LE of the proposed CCM chaotic system is larger than zero. Based on our findings in Fig. 1 , we set the k parameter for G to be within [10, 24] , which leads to large, positive λ G values. On the other hand, the LE of F is dependent on the selection of its control parameter. By selecting a control parameter value within the F's chaotic region, λ F will be a positive value. Thus, λ H > 0 because λ G > 0 and λ F > 0. Even if λ F ≤ 0 and λ G > |λ F |, the overall system remains chaotic. In Section IV, experiments verify that CCM has positive LE values for nearly the entirety of its control parameter range.
We select the logistic and Henon maps to form two new cosine-based chaotic maps. We denote the combination of the cosine and logistic map as the cosine-logistic map (CLM), whereas the Henon variant is denoted as the cosine-Henon map (CHM). CLM is mathematically described as
where k ∈ [10, 24] and r ∈ [0, 4] are the control parameters.
As the Henon map is a 2D chaotic map, we use CCM for each dimension. CHM can then be described as
where k ∈ [10, 24] , a ∈ [0, 2] and b ∈ [0, 1] are control parameters. Unlike the regular Henon map, CHM can utilize the full range for a and b because the cosine function itself has chaotic behavior when k is large, and tiny differences in the output of the seed maps would generate a significant difference in the overall chaotic system. Also, the cascade system helps to alter the chaotic states of the Henon map after each iteration.
IV. PERFORMANCE EVALUATIONS
In this section, we will examine the properties of CCM based on various evaluation methods. The evaluation results are compared with both the seed maps and other recently proposed chaotic maps to illustrate its superiority in terms of chaotic characteristics. Evaluation techniques such as bifurcation diagram, LE, FCD, SymEn, and dynamical degradation analysis were specifically chosen to analyze chaotic parameter range, initial condition sensitivity, attractor strangeness, fractal dimensionality, chaotic complexity, and cycle length.
A. BIFURCATION DIAGRAM
The control parameter of chaotic maps dictates their chaotic behavior. Some chaotic maps such as the logistic map and the Henon map have a small range of chaotic parameter values that result in aperiodic behavior, whereas the remaining values lead to non-chaoticity. Therefore, a wider range of chaotic parameters is particularly desirable for chaotic cryptographic algorithms. In some cases, the chaotic parameter range affects the resulting keyspace of a cryptosystem, thus a wider range offers robustness and resistance against exhaustive search attacks. To examine the chaotic parameter range of the new CCM maps, their bifurcation diagrams are plotted to represent the relationship between chaotic states and the control parameters. The bifurcation diagrams are then compared to their underlying seed maps as shown in Fig. 2 . These maps are simulated under the same control parameter range on Matlab, starting from the same initial condition, x 0 = 0.2. The diagrams show that the new chaotic maps have chaotic behaviors with minimal windows of periodicity for a broad range of their chaotic parameters. On the other hand, periodic windows can be visually identified from the logistic and Henon maps' bifurcation diagrams (indicated by unshaded regions). This implies that the proposed chaotification method has effectively eliminated periodic regions of their seed maps while also increasing the chaotic range beyond the limit of the seed maps. As mentioned above, having a large range of chaotic parameters is desirable for cryptographic applications as it can lead to a larger key space.
B. LYAPUNOV EXPONENT
One of the properties that play a heavy role in the adoption of chaotic maps in cryptography is their high sensitivity to slight changes in initial conditions and control parameters. To help quantify this property, the LE of a chaotic map, λ can be calculated. A chaotic map with positive LE will have completely diverged trajectories after a certain number of iterations, while a larger LE value is an indicator of higher unpredictability and sensitivity. On the other hand, a negative or zero value indicates periodic behaviour, whereby the chaotic trajectories will be confined to a small region in the phase space. To analyze the LE of the new maps, we leverage upon the method described in [31] and plot the LE values in Fig. 3 . Results show that the new maps have high, positive 
C. FUZZY CORRELATION DIMENSION
Dynamical systems that have strange attractors that determine sensitive dependence on initial conditions. When the trajectory of a chaotic system lies in a strange attractor, the system exhibits highly chaotic and nonlinear behaviours. The correlation dimension (CD) for a chaotic system can be calculated to quantify the ''strangeness'' of its attractor. CD estimates the fractal dimension in order to evaluate strange attractor geometries in the phase space [32] . We calculate CD using a fuzzy membership function as proposed in [11] . By using a fuzzy membership function instead of the Heaviside function, the similarity degree between chaotic points can be studied and biases between close tolerance values can be removed. FCD depicts the relational distance between chaotic points under the correlation integral.
We denote a chaotic trajectory as a sequence of chaotic states, {x i , |i = 1, 2, ..., N }, where N is number of points.
Then as shown in [32] , CD can be calculated as (12) where C e (r) denotes the correlation integral, r denotes the tolerance value, (w) represents the piecewise Heaviside function ( (w) = 0 if w ≤ 0, (w) = 1 if w > 0), while m = 2 denotes the embedding dimension, and ξ = 1 is the time delay for a discrete chaotic system. The estimation of CD is obtained by calculating the exponent v in (C e (r)) ∝ r v . The approximation of CD for chaotic trajectories can then be obtained from the slope of the log-log of C e (r) versus r. The Heaviside function is then replaced with the fuzzy membership function, θ(w), where w = |x(i) − x(j)|, which then allows the calculation of the degree of similarity between signals, and reduces biases between close tolerance values. We define θ(w) as
FCD values are calculated for chaotic trajectories produced by the new maps, and the seed maps. The results are as shown in Fig 4, whereby the FCD values of the new maps are larger than the seed maps for most of the control parameter range. It can also be seen that the seed maps have small FCD values which is an indication of low dimensionality. This property has been improved in CLM and CHM, leading to higher fractal dimension, more complex characteristics, and the presence of strange attractors.
D. SYMPLECTIC ENTROPY
The security of chaos-based cryptographic algorithms is closely related to the nonlinearity and complexity of its underlying chaotic maps. A complex dynamical system is one which requires a large amount of information to describe its behaviour, and as such, has no observable patterns in its outputs. The complexity of a chaotic map can be quantified by using entropy analysis. Although many methodologies for entropy estimation has been proposed [33] , [34] , we choose SymEn [35] to analyze the complexity and nonlinearity of the new maps as the method has shown to be precise.
We calculate SymEn for the same set of chaotic maps as an additional metric to estimate nonlinearity and complexity, which involves the notions of both entropy and symplectic geometry space. This metric is calculated based on an attractor's energy distribution entropy for a chaotic trajectory in symplectic space. We follow similar steps in [11] , [35] , [36] to calculate SymEn and plot the results in Fig. 5 . The figure shows that the new maps have a consistently large values for SymEn across their control parameter ranges as compared to their seed maps. A larger SymEn value is an indicator of higher nonlinearity, enhanced complexity, randomness, and resistance to parameter estimation or pattern prediction. Once more, the new maps have shown that the chaotic characteristics of their underlying seed maps have been effectively improved.
E. DYNAMICAL DEGRADATION ANALYSIS
Unlike trajectories generated from sources such as chaos-generating circuitry, digital chaos suffer from dynamical degradation which leads to negative characteristics such as a limited cycle length, lower complexity and ergodicity, higher correlation properties and non-uniform distribution. Dynamical degradation arises in digital chaos due to the finite computing precision which effectively cuts off least significant bits that may be the only differences between two chaotic states. As such, two chaotic states that are extremely close to each other are considered as the same state.
To analyze the dynamical degradation property of the new maps, we compare their cycle lengths with the the cycle length of their seed maps under limited computing precision. The cycle lengths are studied based on the state-mapping network (SMN) method [37] . The experimental settings are as follows: the computing precision is limited to 6 bits, fixed point representation is used for the chaotic states, the control parameters are determined and there are 64 initial chaotic states numbered from 0 to 63. Due to the 6-bit precision, iterating the maps will always fall into one of these 64 states. Thus, cyclic properties can be easily identified. The comparison of the maps is shown in Fig. 6 . More details regarding the cyclic properties of the maps are tabulated in Table 1 , where transient length refers to the number of iterations before a map enters a cycle. Overall, all maps have one cycle and similar cycle lengths. The new maps have fewer fixed points as compared to the seed maps. The logistic map takes 12 iterations to enter a cycle as compared to CLM which enters a cycle in 8 iterations. Henon map and CHM have the same maximum transient length to fall into a cycle. These results show that the new maps have fewer fixed points that have an effective influence on attracting the remainder of the chaotic states. We further analyze the cycle lengths of all the maps at higher bit precision as shown in Fig 7. One can see that the new maps have longer cycles as compared to their underlying seed maps at higher bit precision. 
V. COMPARISON AND DISCUSSION
The new chaotic maps have better chaotic performance than their underlying seed maps, whereby the range of chaotic parameters are widened. Next, comparative analysis based on three metrics (LE, FCD, SymEn) is performed to compare the performance of the new maps with other recently proposed chaotic maps. LE, FCD and SymEn are calculated to evaluate sensitivity to initial conditions, strangeness, and nonlinearity respectively. We calculate the mean values of these metrics for all benchmark chaotic maps, with proper selection of control parameter values that fall within their respective chaotic ranges. The comparison of chaotic maps is shown in Table 2 . One can see that the new chaotic maps outperform the other chaotic maps in terms of LE and SymEn and is at least on par with the others in terms of FCD. This comparison is another indicator of the proposed method's effectiveness in enhancing the chaotic properties of existing chaotic maps by just using a simple cascade-only structure.
VI. PRNG DESIGN AND PERFORMANCE ANALYSIS
Chaotic maps are commonly used to produce pseudorandom sequences in cryptographic algorithms due to their innate VOLUME 7, 2019 random-like behaviors. Thus, this section analyzes the capability of the new maps in designing simple yet statistically sound PRNGs. We use the same methodology to design PRNGs based on their underlying seed maps for comparative purposes. Although there are chaos-based PRNGs based on simple chaotic maps that have shown to be statistically sound, these generators require the use of additional components in their designs [42] , [43] . Rather than designing a complex PRNG, the aim of this section is to observe the capability of the new maps in generating random numbers without the need of additional design elements. 
A. PROPOSED PRNG
Each chaotic state X (i)|i = 1, 2, . . . , N has a 52-bit fractional portion based on the IEEE 754 floating point representation. Let X B (i) 0:51 = {b 0 , b 1 , . . . , b 50 , b 51 } represent the 52-bit fractional portion of X (i) For each chaotic point (after each iteration), we extract 8 bits from the middle of this fractional portion, more specifically, b 22 , b 23 , . . . b 28 , b 29 . These 8 bits are concatenated and used as the 8-bit outputs of the PRNG. The proposed PRNG can be defined as PRNG = X B (i) 22:29 
where i denotes number of iterations.
To analyze the feasibility of the proposed chaotic system for cryptographic applications, PRNGs based on the new chaotic maps are compared with their conventional counterparts. We use CLM, CHM, the logistic and Henon maps in separate PRNGs, denoted as PRNG-CLM, PRNG-CHM, PRNG-logistic and PRNG-Henon, respectively. The aim of comparing these generators is to depict improvements in terms of statistical properties that can be obtained if the new maps are used rather than the classical maps. For some of the experiments, PRNG-CLM and PRNG-CHM are additionally compared with existing chaos-based PRNGs. Unless specified, all experiments are performed using the following settings: a = 1.4, b = 0.3, x 0 = 0.2, y 0 = 0.2, k = 22.5, r = 3.99.
B. RANDOMNESS TEST
The National Standard and Technology Institute (NIST) SP 800-22 is commonly used to evaluate the randomness of PRNGs [44] . It has 15 sub-tests that assess randomness in various dimensions. To pass each sub-test for a given random number sequence, the P-value should be greater than or equal to the level of significance, α (P-value ≥ α). We use (n = 10 6 ) bits for each random sequence and the number of sequences for each test is larger than α −1 . For this experiment, we set α = 0.01 and use 10 3 test sequences for testing, whereas the remaining test parameters are left as default. Table 3 depicts the NIST SP 800-22 test outcomes for all PRNGs, whereby PRNG-CLM and PRNG-CHM effectively pass all sub-tests. In comparison, PRNG-logistic and PRNG-Henon failed multiple sub-tests. These results show that PRNGs based on new maps have less statistical bias as compared to PRNGs based on the seed maps.
C. Shannon Entropy
Shannon Entropy (SE) is commonly used to assess the randomness of a system and provides indication of a good distribution. We calculate SE for the proposed PRNGs to analyze their unpredictability median, which also indicates the amount of information can be contained in their outputs.
For each 8-bit integer generated by the PRNGs, the optimal SE value is 8. We generate 2 16 integers for each control parameter and calculate the SE values. Fig. 8(a) depicts the SE values of PRNG-CLM and PRNG-logistic for r ∈ [0, 4]. One can observe that PRNG-CLM has SE values that are near-optimal throughout the entire control parameter range unlike PRNG-logistic which has low SE. Next, Fig. 8(b) shows the SE values of PRNG-CHM and PRNG-Henon for a ∈ [0.5, 1.5] and b = 0.3. Again, PRNG-CHM has high SE values that are near-optimal as compared to PRNG-Henon. These results imply that PRNGs based on the new maps are highly disordered yet uniformly distributed.
D. Complexity Test
For PRNGs, complexity is regarded to be a significant attribute. A PRNG is viewed as complex when it requires a lot of information to characterize its behavior. In other words, a complex PRNG generates random behavior with little or no measurable patterns in its sequence. We evaluate complexity for the PRNGs based on eigenvalues, linear complexity and fuzzy entropy.
1) EIGENVALUE
Eigenvalue is a complexity measurement used to assess the complexity of random sequence [45] . It is strongly linked to the Lempel-Ziv (LZ) complexity, a commonly used measure which studies the occurrences of distinct phrases in a sequence. Eigenvalue is more accurate than LZ in reflecting the growth rate of phrases, and can also uniquely determine nonlinear complexity profiles. In this experiment, we compute the eigenvalue for each N -bit sequence and n blocks of symbols. The relationship between SE and the eigenvalue of n-block sequences can be written as
where h is SE, and E(k) is eigenvalue of the n-block sequence. Fig. 9 shows the eigenvalues of the PRNGs based on the new maps and their underlying seed maps. We can see that the eigenvalue for PRNGs based on the new maps are very close to the expected values of uniformly distributed n-block sequences, (n = 2, E(k) = 995.0171, n = 3, E(k) = 996.6781, n = 4, E(k) = 997.5086) as compared to their underlying seed maps.
2) LINEAR COMPLEXITY
We select linear complexity to investigate the balance between 1s and 0s in PRNGs-based chaotic trajectory. In this experiment, we count 0s and 1s in each random number sequence generated by PRNGs. Ideally, for a binary sequence of length N , the number of 1s and 0s should be equal ( N 2 ). Graphically, the ideal value is exhibited as a diagonal line. We generate random number sequences for all control parameters of each PRNG, then calculate the average binary distribution for each N . The results in Fig. 10 reflects the average total number of 1s for each PRNG based on their respective control parameter ranges (the number of 0s is just the inverse of the graph). One can see that PRNGs based on the new maps have nearly the same number of 0s and 1s. In contrast, PRNGs generated by seed maps have average values that are far from ideal. As such, the new maps are able to improve the linear complexity of the PRNGs as compared to their underlying seed maps. 
3) FUZZY ENTROPY
Fuzzy Entropy (FuzzyEN) is measures the degree of uncertainty of a system. Large FuzzyEN values imply that the system is highly complex. Based on [46] , we calculate the FuzzyEN values for each PRNG. Instead of Heaviside function, the Gaussian membership function is used. The embedding dimension and tolerance value are determined as well. The Gaussian function used to quantify FuzzyEn is written as
where m is embedding dimension, r is the tolerance value, w = max i,j ∈ (0,m−1) |x(i) − x(j)| is the maximum distance between two series equivalent to m. For each PRNG, random number sequences are generated for each control parameter value. The FuzzyEn values are calculated for each sequence and are plotted in the Fig. 11 . Results show that PRNGs based on the new maps have high FuzzyEn values as compared to their seed maps for almost the entirety of the control parameter range, which is an indication of elevated complexity.
E. SCALE INDEX
To estimate the level of non-periodicity of the proposed PRNGs, we calculate their scale index [47] . This technique is built upon wavelet multi-resolution analysis and continuous wavelet transform (CWT). The resulting scale index parameter can be used to estimate the non-periodicity of a signal. The CWT of a signal f is calculated based on time u and scale s and it is defined as 
where ς(s) ≥ 0 is the CWT energy of f at s. If f has a scalogram of ς(s) > 0, we indicate that it has details at s.
Next, the f inner scalogram is described as
where 
Selecting the scale interval [s0, s1] is key for analyzing the scalogram, particularly s 1 because the non-periodic behavior of a signal is based on its larger-scale features. In our analysis, we pick s0 = 1 and s1 = 64 for integer scales based on Benítez et al.'s experiments [47] . The scale index of f can then be calculated as Fig. 12 shows the scale index, i scale for the various PRNGs. One can see that PRNGs based on the new maps have larger i scale values that are closer to 1 as compared to the PRNGs based on the seed maps. Thus, PRNG-CLM and PRNG-CHM have a higher degree of non-periodicity as compared to PRNG-logistic and PRNG-Henon. 
F. KEY SPACE AND SENSITIVITY
Generally, the keyspace for cryptographic algorithms should be larger then 2 128 to resist brute force attempts. The keyspace for the new chaotic maps can be calculated by taking into consideration its control parameters and initial conditions. First, CLM has two control parameters k ∈ [10, 24] and r ∈ (0, 4] and one initial condition x 0 ∈ [−1, 1]. We focus only on the fractional portion for all variables, which is represented by a 52-bit value based on IEEE 754 floating-point number. Thus, 2 156 bits is the key space of CLM, fulfilling the minimum requirement of 2 128 bits. On the other hand, the logistic map has two variables, leading to a keyspace of 2 104 bits which is insufficient. Next, CHM has three control parameters k ∈ [10, 24] , a ∈ (0, 2] and b ∈ (0, 1], and two initial conditions x 0 , y 0 ∈ [−1, 1]. This leads to a keyspace of 2 260 bits. The classical Henon map can only generate chaotic behaviors when a = 1.4 and b = 0.3. However even if we ignore this fact and consider the keyspace of Henon map based on all four variables (x 0 , y 0 , a, b), the resulting keyspace is 2 208 which is lower CHM. We also compare the keyspace of CLM and CHM with other chaos-based PRNGs as shown in Table 4 .
Differential cryptanalysis studies the impact input differences on the resulting data sequence. In the case of PRNGs, the input difference refers to the key difference. Given two keys and their related data sequences, a PRNG will be resistant to differential attacks if two data sequences are clearly distinct due to a small difference in secret keys. The new chaotic maps have higher sensitivity to control parameters and initial conditions as compared to their underlying maps, implying a higher resistance against differential attacks. To analyze this property, we change the last bit of each initial condition and control parameter before generating new data sequences. These modified data sequences are then compared with the original ones. We use H to denote the variance ratio of each change. This test was applied on PRNG-CLM and PRNG-CHM, the results of which are tabulated in Table 5 . We can see that the variance ratios of the PRNGs are close to the ideal value of 50%, showing that these PRNGs are exceedingly sensitive to small changes in their variables and are resistant to differential attacks.
G. SPEED ANALYSIS
Next, we analyze the throughput of the PRNGs and compare them against other existing chaos-based PRNGs. All simulations were performed on a computer with 2.3GHz CPU and 4GB memory using Matlab, the results of which are tabulated in Table 6 . The classical chaotic maps (logistic and henon) are faster because they have a lower number of computational operations. PRNGs based on the new chaotic maps outperform some of the existing chaos-based PRNGs [21] , [38] but are slower than the PRNGs proposed in [15] , [50] , [51] . The lower efficiency is because the proposed generators were designed to produce only 8 bits per iteration, rather than multiple bytes. Despite the fact, the efficiency is still comparable to existing chaos-based PRNGs.
VII. CONCLUSION
In this paper, we introduced a new chaotification method to enhance digital chaotic maps. Existing chaotic maps such as the logistic map and Henon map were chosen as examples to evaluate the strength of the proposed method. Theoretical analysis showed that the new maps have enhanced chaotic behavior due to the chaotic properties of their underlying seed map and the use of the cosine function. The chaotic complexity of the new maps were studied via bifurcation diagram, LE, FCD, SymEn, and dynamical degradation analysis. Notably, we have also enhanced the correlation dimension estimation by using a fuzzy membership function. Results of comparison and analysis indicate that the new chaotic maps have superior chaotic complexity as compared to other recently proposed chaotic maps as well as their underlying seed maps. To investigate the application of the new chaotic maps in cryptography, we use them in the design of simple PRNGs. The PRNGs extract 8-bit integers directly from the chaotic states and use them as outputs. We use the new maps as well as their underlying seed maps as separate PRNGs for comparison. Even without any post-processing, experimental findings show that the PRNGs based on the new chaotic maps have near-ideal statistical characteristics as opposed to the seed maps. This demonstrates the strength of the proposed chaotification method in not only enhancing chaotic properties but also strengthening the security of chaos-based cryptographic algorithms.
