Abstract-The key parameters that need to be addressed while designing protocols for sensor networks are its energy awareness and computational feasibility in resource constrained sensor nodes. Variation in the distances of nodes from the Base Station and differences in inter-nodal distances are primary factors causing unequal energy dissipation among the nodes. Thus energy difference among the nodes increases with time resulting in degraded network performance. The LEACH and PEGASIS schemes which provided elegant solutions to the problem suffer due to randomization of cluster heads and greedy chain formation respectively. In this paper, we propose a Genetic algorithm inspired ROUting Protocol (GROUP) which shows enhanced performance in terms of energy efficiency and network lifetime over other schemes. GROUP increases the network performance by ensuring a sub-optimal energy dissipation of the individual nodes despite their random deployment. It employs modern heuristics like Genetic Algorithms along with Simulated Annealing, instead of the greedy algorithm as in PEGASIS to construct energy efficient routing paths. Extensive simulations validate the improved performance of GROUP. GROUP is also tested for its computational feasibility in real sensor motes running under TinyOS software platform.
I. INTRODUCTION
Wireless sensor networks (WSNs) consist of resource constrained sensor nodes that are usually randomly deployed in a large area, collecting important information from the sensor field and transmitting the gathered data to a distant Base Station [1] . Energy efficiency and network Lifetime of sensor networks are important issues to be addressed, while designing protocols for them. In case of WSNs, the definition of network lifetime is application specific [2] . It may be taken as the time from inception to the time when the network becomes nonfunctional. A network may become nonfunctional when a single node dies or when a particular percentage of nodes perish depending on requirement. However, it is universally acknowledged that equal energy dissipation for equalizing the residual energy of the nodes is one of the keys for prolonging the lifetime of the network [1] [2] . Thus design of energy efficient protocols is an important challenge particularly in the domain of data routing, which is one of the most important functions of the WSN.
Heinzelman et al. in [3] developed a cluster-based routing scheme called Low-Energy Adaptive Clustering Hierarchy (LEACH), where in each cluster, member nodes adopt a Time Division Multiple Access (TDMA) protocol to transmit their data packets to the cluster head. Compared with the Minimum Transmission Energy (MTE) routing scheme [4] , where communication distance is the only criterion for selecting low-energy routes, LEACH offers much better performance in terms of energy efficiency and network lifetime. The Power Efficient Gathering in Sensor Information Systems (PEGASIS) scheme proposed in [5] is based on a greedy chain, which starts from the farthest node from the Base Station. This problem was even approached by modern heuristic techniques like Ant colony Optimization [6] , trying to optimize energy dissipation. In [6] , authors tried to form an optimized chain for data gathering. The PEGASIS scheme depends upon a greedy chain formation whereas the LEACH scheme randomizes the leader selection in the network. While the greedy chain can not always guarantee minimal energy consumption, the randomized leader selection does not take into account the node's capability in being the leader, in terms of its energy content and transmit distance.
In this paper, we attack the problem from a new viewpoint and propose a Genetic algorithm inspired ROUting Protocol (GROUP). In GROUP, a chain is formed, but instead of allowing all nodes to become the leader, to communicate with the Base Station the same number of times, the network lifetime is increased by allowing the individual nodes to transmit unequal number of times to the Base Station depending on their residual energy and location. Furthermore, instead of forming a greedy chain, which may not always ensure minimum energy dissipation, we make use of modern heuristic optimization techniques like Genetic Algorithms [7] and Simulated Annealing [8] . This results in an enhanced network performance as balanced energy dissipation by the individual nodes is achieved in the network. The results obtained by applying GROUP shows encouraging improvements over PEGASIS, LEACH and ACO schemes. The GROUP algorithm was implemented in nesC [9] for the TinyOS software platform. The packet reception ratios in these schemes has also been studied using the interference model offered by TOSSIM [10] environment.
The rest of the paper is organized as follows: Section II describes the system model and Section III gradually develops our protocol introducing all the basic concepts and the backgrounds required. Results obtained through extensive simulations are reported in Section IV. Finally, we conclude the paper in Section V.
II. THE SYSTEM MODEL AND PROBLEM FORMULATION
For justification of the efficiency of our protocol and fair comparison with previous works [3 -6] , we choose to follow the similar assumptions for the system modeling. The foundation of GROUP relies on the realization of a powerful Base Station which is connected to an adequate source of energy supply and located far away from the sink. The sensor nodes are static, energy constrained and homogeneous with a uniform initial energy allocation. We considered the first order radio model for calculation of the energy dissipation for data communication operations like transmission and reception. The energy spent by a node in transmitting a k-bit packet to another node d meters away, is given by:
and that for receiving the packet is,
Here ξelec (50nJ/bit) is the energy dissipated per bit to run the radio electronics and ξamp is the energy required by the transmit amplifier to maintain an acceptable signal to noise ratio (SNR) in order to transfer data messages reliably. n is called the path loss exponent, whose value enhances with increasing channel non-linearity (usually, 2.0 ≤ n ≤ 4.0). In our approach, we have used both the free space (distance for n = 4. For all practical purposes, we can assume that the computational energy is much less than the communicational energy and thus can be neglected.
A routing chain is an ordered sequence of all the nodes in the network forming a chain-like structure. A particular node in the chain is selected as the leader node to communicate with the Base Station. A data gathering round consists of a time interval within which all the nodes generate a packet of its own and transmit it. Every node in the network on receiving a packet from the previous node fuses it with its own data and relays it to the next node in the chain in the direction of the leader node. Our aim is to minimize the energy dissipation in the nodes, by the formation of an optimal data gathering chain. Considering N nodes in the network, the total energy expended in a typical data gathering round is the summation of the energy dissipated by the individual sensor nodes and the leader. Assuming a constant packet size of k ,
In (3), di denotes the distance between the (i+1) th node and the i th node in the data gathering chain. D is the distance between the sensor node acting as the leader and the Base Station. The values of ξelec and ξamp are stated earlier. Here we impose a threshold value on di as dTH.. This ensures reliable communication in between the nodes reducing unwanted noise and packet loss probability.
III. PROPOSED ALGORITHM FOR GROUP
Genetic Algorithm is mainly a probabilistic search algorithm based on the principles and concept of natural selection and evolution. At each generation it maintains a population of individuals where each individual is a coded form of a possible solution of the problem at hand and is called a chromosome. Each chromosome is evaluated by a function known as the fitness function which is usually called the cost function or the objective function of the corresponding optimization problem. Next new population is generated from the present one through selection, crossover, repair and mutation operations. Purpose of selection mechanism is to select more fit individuals (parents) for crossover and mutation. A crossover cause the exchange of genetic material between parents to form offspring, whereas mutation incorporates new genetic materials in the offspring. Implementation of the above mentioned components for our proposed algorithm are as follows.
A. Genes and Chromosome
We represent our data routing chain by means of a chromosome, which contains genetic information for the Genetic Algorithm. A chromosome is a collection of genes and each chromosome represents a particular arrangement of the nodes in the routing chain for a given network. The gene index represents the position of the node in the chain and gene value provides the node's identification number (ID), as shown in the fig. 1 . A chromosome is represented by an integer string of size N, where each integer is unique and lies between 1 and N. These integers are the individual gene values that make up the chromosome. In this representation, each chromosome encodes an ordered sequence of nodes. Also note that for a chromosome containing N genes, there are N! different gene arrangements possible.
B. Population
A population is a collection of chromosomes, where a family of r chromosomes is represented as P = (c1, c2 ... cr). An initial population for GROUP is created with randomly chosen permutation of the integer string {1, 2… N}. It consists of r chromosomes, where r depends upon the extent of optimization. Greater the value of r, greater is the probability of reaching a better solution. Again, a greater r is more computation intensive, thus a trade off exists on the part of the programmer for the choice of r. While the chromosomes are generated, it is ensured that the distances between any two consecutive nodes or gene values, do not exceed the threshold distance for communication dTH.
C. Parent Selection
The parent selection process of Genetic Algorithm determines which two parents out of the total population of r chromosomes will take part in mating to create the an offspring. We use Tournament Selection where two chromosomes are chosen randomly for mating. A new generation is created using crossover and mutation operations. A single point crossover is performed between two parent chromosomes to produce a pair of offspring. The population size remains same for all the generations. We also keep a track of the historically obtained best or fittest chromosome, Cbest.
• Crossover -Crossover indicates the combination of the two parent chromosomes to produce an offspring. We implemented the crossing method as discussed in [11] . For e.g., Say, C1 = {3,1,2,4,6,5} and C2 = {5,2,1,4,3,6} are the two parent chromosomes selected for crossover. The slot {2,1,4} is randomly chosen from C2 and inserted in the same position in C1. Thus the offspring produced is O1 = {3,2,1,4,6,5}. The historically obtained best chromosome is also updated if applicable.
• Evaluation and Fitness -In any evolutionary computation scheme, a metric is needed to compare and evaluate the fittest candidate from a generation of candidates. The fitness of a candidate is determined by the objective of the optimization problem and the cost function is designed accordingly.
We first explain some basic concepts regarding simulated annealing. The idea of simulated annealing proposed by Metropolis was used to solve combinatorial optimization problems by Kirkpatrick. [8] It is a stochastic process that accepts the current optimal solution at a probability after searching, which is called the Metropolis Acceptance Law. The acceptance probability is determined by two factors, the Energy Function, which can be thought of to be similar to the fitness function of the Genetic Algorithm and the Anneal Temperature, Ө. Starting from a higher temperature, Ө is decreased to a lower limit, at a rate determined by a function called the Cooling Schedule. As Ө approaches the lower-limit, searching region is constrained around the best point.
Fitness function -Fitness is the core part of a Genetic Algorithm. Our fitness function is designed to increase the lifetime of the system, which evaluates whether a particular chromosome increases lifetime or not. We always preserve the historically obtained best chromosome, that is, with the highest fitness value. The Energy Function for the Simulated Annealing algorithm is designed as,
The above equation is derived from (3); we have considered the terms in the chain related to distance only, which is responsible for energy consumption. Equation (4) calculates the energy of a chromosome C containing N genes and di denotes the distance between the (i+1) th node (or, gene) and the i th node in the data gathering chain. It should be noted that a greater value of the chromosome energy indicates a longer chain and corresponds to an inferior solution. When Cparent1 and Cparent2, produces a new offspring Coffspring ,
Equation (5) In the above algorithm, sign(x) returns 1, if x is non-negative, else return -1 and exp(x) denotes the exponentiation of x.
Cooling Schedule: One of the most important control parameter in the Selection Algorithm is Ө, called the Anneal Temperature; a parameter which is decremented, every time the system of particles approaches a better solution (or a low energy state). If Өi be the initial temperature and Өf be the final temperature, and t be the cooling time, Ө(t) = Өf + (Өi -Өf )*α t (6) is our designed cooling schedule. This value of Ө(t) is used in the Selection Algorithm. Here α is the rate of cooling, (usually, 0.7 ≤ α < 1.0) and t is the cooling time. For our purpose we considered t as the number of iterations. The Simulated Annealing algorithm incorporates the concept of probability through the Metropolis Acceptance Law into the optimal search ability of Genetic Algorithm.
• Repair and Mutation
If a produced offspring violates the constraints imposed in the optimization problem, namely the distance threshold, the solution is rejected, and the crossover operation is performed again. This phenomenon is called the repair. The pseudo code for the Repair Function is presented below. The mutation adds variation in the next generation. In mutation, a node is randomly picked slot from the historically obtained best chromosome is picked and inserted into the offspring. Similar to crossover, mutation operation may produce an invalid chromosome, which is also fixed by the repair function. The mutation operation can help the optimization problem to jump out of the local optimization by sharing the global information about the population.
E. Leader selection phase
Once the sub-optimal chain is formed we look for the node which has the maximum value of Eresi /D IV. SIMULATION To evaluate the performance of the GROUP scheme extensive simulations were performed on several random 100 node networks in a 50m*50m field as in [5] . Simulations performed in MATLAB show that GROUP scheme outperforms the data gathering schemes like PEGASIS [5] and the Scheme based on Ant Colony Optimization (ACO) [6] . This readily implies the efficiency of our method over LEACH [3] and MTE [4] . As mentioned in Section III, for implementing our energy efficient data gathering protocol the chain formation was done by Genetic Algorithm with Simulated Annealing. Simulation results are shown in Table I . The Base Station was located at (25m, 150m) and energy per node was varied. As mentioned earlier, while comparing PEGASIS, ACO and GROUP schemes, a common threshold was introduced as the inter-nodal distance.
A second simulation was conducted in TOSSIM to study the Packet Reception Ratios for the three schemes. Packet Reception Ratio (PRR) is defined as the fraction of the number of packets received successfully out of the total number of packets required. The simulation process in TOSSIM [10] considers the TOSSIM radio loss model which is based on the empirical data. In our experiment, we considered a fixed number of 20 packets for transmission from a network of 20 sensor nodes, where each node had a packet to send, to the Base Station. But due to the factor of packet loss, noise and unreliability of the wireless links, all the packets could not ultimately reach the Base Station successfully, if no retransmission attempts are made. Retransmission attempt simply means that when a node X sends a packet to another node Y, and the process fails, node X tries to resend the packet to Y. The maximum number of times this process can happen is called the Maximum Retransmission Attempts (MRAs). Our intention is to study the improvement of the PRR value at the Base Station with increasing MRAs for the different schemes. Thus this simulation helped us to take into account an interference model as in a real life environment and a more realistic physical layer. Detailed results for the outcome are shown in Table II .
B. Simulation Results
In this section we show the results obtained in simulating our algorithm. Table I demonstrates the enhancement of network lifetime compared to the other schemes. From fig. 2 , we find that GROUP largely outperforms PEGASIS, and also the chain obtained by ACO. It also reveals that GROUP largely performs both ACO and PEGASIS till about more than 50% of nodes in the network are dead. Networks with over 50% of nodes dead are very inefficient and therefore the degradation of performance of our schemes under these conditions can easily be ignored keeping in mind the superior performance with lesser percentage of dead nodes.
The PRR have been compared in Table II . It shows how the PRR value at the Base Station increases faster in GROUP with increasing the retransmission attempts. In PEGASIS, certain links are comparatively much longer than the other links, which is responsible for the greatest number of packet losses. For a particular value of MRA the simulation has been conducted for 10 times. Here also, we see that packet loss in GROUP is less compared to PEGASIS or ACO schemes. Thus less number of retransmissions is necessary on the average for successful delivery of packets. This is also an important aspect of GROUP in terms of energy efficiency. Figures 3.1 and 3.2 portray the chains formed by greedy algorithm and GROUP respectively, for the same node distribution in a 50m x 50m field. It depicts clearly how the inter-nodal distances are bound to increase when the greedy algorithm is used. The bold links in fig. 3 .1 indicate the internodal distances which are larger than the threshold. Thus as clear from fig. 3 , the greedy chain introduces unreliable communication links in the network which will affect the average throughput of the network and in the process decrease the network lifetime too. Since, this algorithm requires centralized knowledge about the sensor network, it would be best to carry out the algorithm in the Base Station and disseminate the result in the network before initiating data gathering tasks. However, this could well be dependent upon the application itself. In case, frequent communication with the Base Station is not feasible for all the nodes, this chain formation algorithm can also be applied in individual clusters in the sensor field, where these computations can be done by a local leader in each cluster. This will not only use up less resources as the number of nodes in a cluster is limited but also result in equalized energy dissipation among the local leaders. Secondly, this sort of distributed computation will speed up the process of selforganization of the network. Finally the Base Station could connect these local leaders to form the final optimized chain.
V. CONCLUSION
Routing in sensor networks has attracted a lot of attention in the recent years and introduced unique challenges compared to traditional data routing in wired networks. In this paper we present a protocol that ensures that a near optimal energy utilization occurs thereby increasing network lifetime as is validated by simulation results. The application of Simulated Annealing helps to enhance the performance of our protocol. Reports of applications of using these meta-heuristic tools have been widely published, thus forming a solid background. Moreover, GROUP has been coded in nesC, which justifies it to be feasible on real motes. Also, we have considered the TOSSIM interference model, while simulating packet loss rates for the various schemes. This simulation helped us to compare the reliability of the schemes for successful packet delivery, as if in a real life environment. All the results we obtained are in total compliance with our objective. Thus GROUP in true sense plays a good role in enhancing the lifetime of a sensor network by optimizing the routing paths.
