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As a generalization of undirected strongly regular graphs, a digraph
X without loops, of valency k and order v is said to be a
(v,k,μ,λ, t)-directed strongly regular graph whenever for any vertex
u of X there are t undirected edges having u as an endvertex
and for every two different vertices u and w of X the number
of paths of length 2 starting at u and ending at w is λ or μ
depending only on whether uw is an arc of X or not. An m-Cayley
digraph of a group H is a digraph admitting a semiregular group
of automorphisms having m orbits, all of equal length, isomorphic
to H . In this paper, the structure of directed strongly regular 2-
Cayley graphs of cyclic groups is investigated. In particular, the
arithmetic conditions on parameters v , k, μ, λ, and t are given.
Also, several inﬁnite families of directed strongly regular graphs
which are also 2-Cayley digraphs of abelian groups are constructed.
© 2012 Elsevier Inc. All rights reserved.
1. Historical and introductory remarks
Introduced by Bose [2] in 1963, strongly regular graphs are deﬁned in the following way. Given
non-negative integers k and v , a graph X of valency k and order v is called strongly regular with
parameters (v,k, λ,μ) (for short, (v,k, λ,μ)-strongly regular) whenever every pair of adjacent vertices
of X has λ common neighbors, and every pair of distinct nonadjacent vertices of X has μ common
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regular.
There is a natural generalization of the strong regularity concept to digraphs, ﬁrst considered by
Duval [5] in 1988. A digraph X without loops, of valency k and order v is called a directed strongly
regular graph with parameters (v,k,μ,λ, t) (for short, (v,k,μ,λ, t)-DSRG or simply DSRG if we do not
specify the parameters) whenever for any vertex u of X there are t undirected edges having u as an
endvertex and for every two different vertices u and w of X the number of paths p(u,w) of length
2 starting at u and ending at w depends only on whether uw is an arc of X or not. In particular,
p(u,w) =
⎧⎨
⎩
t if u = w,
λ if u = w and uw ∈ A(X),
μ if u = w and uw /∈ A(X)
(where A(X) denotes the arc set of X ). It is clear that a DSRG with t = k is a strongly regular graph,
and that a DSRG with t = 0 is a doubly regular tournament. Observe also that a DSRG may have
undirected edges, indicated by parameter t , as well as directed ones. A DSRG is said to be trivial if
t = k, and μ = 0 or μ = k, that is, if it does not have directed edges and the graph or its complement
is a disjoint union of complete graphs. It was proven by Duval [5] that the fundamental properties of
strongly regular graphs are carried naturally to the directed case. In particular, he showed that for a
digraph to be a DSRG the following necessary conditions need to be satisﬁed: ﬁrst, its complement is
a DSRG; second, its parameters v,k, λ,μ and t satisfy the following condition
k(k − β) = μv + γ , (1.1)
where β = λ − μ and γ = t − μ; and third, its adjacency matrix has integral eigenvalues and conse-
quently
 =
√
β2 + 4γ
is a positive integer. The parameter sets satisfying these three and certain other conditions (see [5])
are sometimes called feasible.
Numerous papers have been published on the subject of DSRGs (see, for example, [5,6,8,11–14,16,
24]). In 1997 Klin, Munemasa, Muzychuk and Zieschang [15] proved that a DSRG cannot be a Cayley
digraph of an abelian group, whereas in 1999, Hobart and Shaw [11] gave constructions of DSRGs
which are Cayley digraphs of nonabelian groups. In 2002 Fiedler, Klin and Muzychuk [8] determined
DSRGs of order v  20 having a vertex-transitive automorphism group, which combined together with
results in [12] gives a complete answer to Duval’s question posed in [5] about the existence of DSRGs
of order v  20. Further examples of Cayley digraphs which are DSRGs were given in 2003 by Duval
and Iourinski [6]. In 2004 Klin, Munemasa, Muzychuk and Zieschang [16] studied DSRGs with the aid
of coherent algebras, and constructed new inﬁnite families of DSRGs. In [13,14] Jørgensen gave several
non-existence results, each excluding inﬁnitely many feasible parameter sets.
Coming back to strongly regular graphs, a particular attention has been given to questions regard-
ing strong regularity for various classes of graphs satisfying certain special symmetry conditions. For
example, by a classical result of Bridges and Mena [3] it is known that the Paley graphs are the only
strongly regular graphs among Cayley graphs of cyclic groups. This result was obtained by considering
the algebras of rational circulant matrices and the related association schemes. It should be men-
tioned that these algebras are in fact particular cases of a more general class of algebras, discovered
earlier by Schur [28], which are known nowadays as Schur rings. This result was generalized to Cayley
graphs of the group Zpn ⊕ Zpn , p a prime, and to Cayley graphs of dihedral groups with respective
classiﬁcations given in [21] and [25]. Cayley graphs of dihedral groups may be viewed as a special
case of m-Cayley graphs of a group H , that is, graphs admitting a semiregular automorphism subgroup
H having m orbits, all of equal length. (In the particular case of Cayley graphs of dihedral groups, the
subgroup H in question is the index 2 cyclic subgroup.) When the semiregular subgroup H is abelian
an m-Cayley graph is said to be an m-Abelian graph. Questions regarding strong regularity of m-Abelian
graphs for m = 2 and m = 3 were considered in [18,19,27]. The terms bi-Abelian, tri-Abelian, and in
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graphs.
Clearly, the concept of m-Abelian graphs can be generalized to digraphs in a natural way. In this
paper we continue with this line of research by investigating the structure of DSRGs which are bi-
Abelian digraphs. In particular, in Section 3 we give constructions of inﬁnite families of bi-Abelian
DSRGs. In Section 4 we derive conditions on the parameters of bicirculant DSRGs (see Theorem 4.1)
as well as some further structural properties of such DSRGs (see Theorems 4.17 and 4.18). Finally, in
Section 5 we discuss possible future directions regarding m-Cayley DSRGs.
2. Terminology and notation
Given integers m 1 and n 2, a group of automorphisms of a digraph is called (m,n)-semiregular
if it has m orbits of length n and no other orbit, and the action is regular on each orbit. An m-
Cayley digraph G is a digraph admitting an (m,n)-semiregular group H of automorphisms. When H is
abelian, we say that G is m-Abelian. If H is generated by an automorphism ρ (that is to say, when H is
a cyclic group) and m = 1 (respectively, m = 2) we say that G is n-circulant (respectively, n-bicirculant).
Every m-Cayley digraph G can be represented, following the terminology established in [23], by an
m × m array of subsets of H in the following way. Let U0, . . . ,Um−1 be the m orbits of H , and for
each i let ui ∈ Ui . For each i and j, let Si, j be deﬁned by Si, j = {ρ ∈ H | ui → ρ(u j)}. The family (Si, j)
is called the symbol of G relative to (H;u0, . . . ,um−1). In particular, when m = 2, in which case we
say that G is bi-Cayley (bi-Abelian or bicirculant, if H is abelian or cyclic, respectively), the symbol
will be denoted by (Q , R, S, T ), where Q = S1,0, R = S0,0, S = S1,1 and T = S0,1, respectively.
The strong regularity question for Cayley and bi-Cayley graphs is related to the notions of partial
difference sets [4,20] and partial difference triples [19,27], whereas the strong regularity question
for m-Cayley digraphs is related to the notion of partial sum families, ﬁrst introduced in [24] in the
context of the so-called difference digraphs which are deﬁned as follows. Let G be a ﬁnite group, H a
normal subgroup of G and ϕ : G/H × G/H →P(G − {e}) a mapping satisfying
ϕ(x, y) ⊆ y − x for every x, y ∈ G/H .
Then the difference digraph induced by ϕ is a digraph GG,H,ϕ = (G, E) with vertex set G and adja-
cencies satisfying the following condition: xy ∈ E if y − x ∈ ϕ(x, y). In this paper we consider a very
important particular case of this construction, the case in which G = H × Cm , where Cm is the cyclic
group of order m. In this case, the pairs (0, i), i ∈ Cm , form a transversal for the cosets in G/H , and
ϕ((0, i), (0, j)) is of the form Si, j × ( j − i), with Si, j ⊆ H . Hence it suﬃces to give the sets Si, j to
determine the digraph. It can be easily seen that in this case the difference digraph is an m-Cayley
graph of the group H (where m is the index of H in G). Moreover, the sets Si, j form the symbol of
the digraph as deﬁned above, and so we will use the symbol notation.
The following deﬁnition deﬁnes partial sum families specialized to this context (G = H ×Cm) using
the terminology of symbols. Condition (iii) of the deﬁnition represents an identity in the group ring
Z[H] where, as usual, a subset of H is identiﬁed with the sum in Z[H] of its elements (for deﬁnitions
and results on group rings, we refer the reader to [26]). When a subset of H is the empty set, the
corresponding element in the group ring Z[H] is the zero element of the group ring.
Deﬁnition 2.1. (See [1].) Let H be a group of order n and let m be an integer with m  1. A family
S = {Si, j}, with 0  i, j < m, of subsets of H is an (m,n,k,μ,λ, t)-partial sum family (for short,
(m,n,k,μ,λ, t)-PSF, or simply PSF if we do not specify the parameters) if it satisﬁes:
(i) For every i it holds that e /∈ Si,i , where e is the identity of H .
(ii) For every i it holds that
∑m−1
j=0 |Si, j| =
∑m−1
j=0 |S j,i | = k.
(iii) For every i and j it holds that
∑m−1
l=0 Sl, j Si,l = δi, jγ e + β Si, j + μH , where δi, j is the Kronecker
delta, and where γ = t − μ and β = λ − μ.
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Now, the following result holds:
Proposition 2.2. S = {Si, j} is an (m,n,k,μ,λ, t)-PSF iff the digraph associated to the symbol (Si, j) is an
(mn,k,μ,λ, t)-DSRG (which admits H as an (m,n)-semiregular group of automorphisms).
When m = 2, we will call a PSF a partial sum quadruple (for short, PSQ). In this case we will omit
the m in the list of parameters and we will say that it is an (n,k,μ,λ, t)-partial sum quadruple. As
we said before, in this case the elements in the family are denoted by Q , R, S and T . From now on
we will denote by q, r, s and t the cardinalities of Q , R, S and T , respectively, and the group H will
be abelian. For PSQs the identities in part (iii) of Deﬁnition 2.1 take the following form:
R2 + Q T = γ e + βR + μH, (2.1a)
T (R + S) = βT + μH, (2.1b)
Q (R + S) = βQ + μH, (2.1c)
S2 + Q T = γ e + β S + μH . (2.1d)
By subtracting (2.1a) from (2.1d) we have
(S − R)(S + R − βe) = 0. (2.2)
If S= (Q , R, S, T ) is a PSQ then its complement Sc = (H − Q , H − R − {e}, H − S − {e}, H − T ) is
also a PSQ, which generates the complement of the digraph generated by S.
We say that a PSQ is trivial if it originates a trivial strongly regular digraph.
Note that, to obtain undirected strongly regular graphs from PSQs, some additional restrictions
must hold: R = −R , S = −S and Q = −T . Thus, in this case we only need to give a triple (R, S, T ).
These kind of structures are known in the literature as partial difference triples [19,27].
Next, we will review some results that will be needed later.
Lemma 2.3. (See [5, Lemma 2.1].) If G is a (v,k,μ,λ, t)-DSRG, then its complement is a (v,k′,μ′, λ′, t′)-DSRG
with
k′ = (v − 2k) + (k − 1),
μ′ = (v − 2k) + λ,
λ′ = (v − 2k) + (μ − 2),
t′ = (v − 2k) + (t − 1).
Lemma 2.4. (See [5, Theorem 2.3].) If G is a (v,k,μ,λ, t)-DSRG with t = k and its adjacency matrix is distinct
from J − I and not equivalent to a Hadamard matrix, then
(i) 0 λ < t < k,
(ii) 0 < μ t < k.
Remark. The condition that the adjacency matrix is equivalent to a Hadamard matrix means that the
parameters of the DSRG satisfy λ = μ − 1, t = 0 and k = (v − 1)/2. This, obviously, does not happen
for DSRGs coming from PSQs, because in this case v is even.
Lemma 2.5. (See [13, Theorem 3].) Suppose that (v,k,μ,λ, t) are the parameters of a DSRG with t < k whose
adjacency matrix has rank at most 4.
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(v,k,μ,λ, t) = (6s,2s, s,0, s) or (v,k,μ,λ, t) = (8s,4s,3s, s,3s)
or the adjacency matrix has rank 4 and
(v,k,μ,λ, t) = (6s,3s,2s, s,2s) or (v,k,μ,λ, t) = (12s,3s, s,0, s)
for some positive integer s.
Lemma 2.6. (See [27, Lemma 3.5].) Let A =∑h∈H ahh ∈ Z[H], where H is a cyclic group of order n. Assume
χ(A) ∈ {x − y, x, x + y} for every non-trivial character χ of H, where x and y are integers. Then there exist
integers cm such that A =∑m|n cmUm, where Um denotes the unique subgroup of order m of H. If m /∈ {1,n},
then cm has the form cm = ywm/m, where wm ∈ Z and wm = 0 only if m divides 2y. Moreover, if the coeﬃ-
cients of A can take only the values 0,1, and 2, one has cm = 0 unless m ∈ M := {1,n,2y, y, y/2} ∩ {k: k|n};
ﬁnally, if the coeﬃcients of A can take only the values 0 and 1, one even has
cm = 0 unless m ∈ M ′ := {1,n,2y, y} ∩ {k: k|n}. (2.3)
Lemma 2.7. (See [27, Theorem 4.2].) Let S = (R, S, T ) be a partial difference triple in a cyclic group H. If
R = S, thenS is trivial.
Lemma 2.8. (See [27, Theorem 4.4].) LetS be a non-trivial partial difference triple in a cyclic group H, and let
us suppose that |H| is odd or not divisible by . Then, up to complementation, S has parameters of the form
n = 2s2 + 2s + 1, q= s2 , r= s2 + s, k = 2s2 + s, λ = s2 − 1 and μ = s2 .
3. Some examples and constructions
First, we will present a construction that let us to obtain new PSFs from old ones. We will consider
a group epimorphism p : H → H ′ , and let s be the order of ker(p).
Proposition 3.1. Let S′ = {S ′i, j} be a family of subsets of H ′ . If μ = t, then S′ is an (m,n,k,μ,λ, t)-PSF in
H ′ iffS= {p−1(S ′i, j)} is an (m, sn, sk, sμ, sλ, st)-PSF in H.
The proof of the proposition is immediate by using the following obvious lemma:
Lemma 3.2. If S1, S2 ⊆ H ′ , then
p−1(S1)p−1(S2) = sp−1(S1S2)
holds in the group ring Z[H].
Under the assumptions of Proposition 3.1, we will call S the inverse lifting of S′ by p.
There are two important special cases in which we can apply Proposition 3.1. The ﬁrst one is when
we take
p : H × K → H with p(x, y) = x.
In this case we obtain the following construction:
Proposition 3.3. Let H be a group and {Si, j} an (m,n,k,μ,λ, t)-PSF in H with μ = t. If K is a group of
order s, then {Si, j × K } is an (m, sn, sk, sμ, sλ, st)-PSF in H × K .
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The other important special case in which we can use Proposition 3.1 is when we take
p : Z/snZ→ Z/nZ with p(x+ snZ) = x+ nZ.
For this mapping p we have the following construction:
Proposition 3.4. Let H be a cyclic group of order sn and let H ′ and Z be the subgroups of H, respectively,
of order n and s. Let {Si, j} be an (m,n,k,μ,λ, t) circulant PSF in H ′ with μ = t. Then, {Si, j + Z} is an
(m, sn, sk, sμ, sλ, st) circulant PSF in H.
The following construction will give us PSFs with μ = t . The proof is immediate and reduces to
making some routine checks in the corresponding group ring.
Proposition 3.5. If H is a group of order ef + 1 and A0, . . . , Ae−1 is a partition of H − {0} and |Ai | = f for
every i, thenS= {Si, j}, where Si, j = A j , is an (e, ef + 1, ef , f , f − 1, f )-PSF in H.
Similarly, we have the following result:
Proposition 3.6. If H is a group of order ef + 1 and A0, . . . , Ae−1 is a partition of H − {0} with |Ai| = f for
every i, thenS= {Si, j}, where
Si, j =
{
Ai if i = j,
{0} ∪ A j otherwise,
is an (e, ef + 1, e( f + 1) − 1, f + 1, e + f − 2, e + f − 1)-PSF in H.
By combining Propositions 3.4 and 3.5, we have the following result:
Proposition 3.7. For every e, f and s there exists an (e, s(ef + 1), sef , sf , s( f − 1), sf ) circulant PSF.
Similarly, by combining Propositions 3.4 and 3.6 with e = 2, we have the following result:
Proposition 3.8. For every f and s there exists a (2, s(2 f + 1), s(2 f + 1), s( f + 1), sf , s( f + 1)) circulant
PSF.
An interesting example in which Proposition 3.4 can be applied beginning with a PSF formed in a
way not covered by Proposition 3.5 is the following one:
With the notations of Proposition 3.4, we form the PSQ by deﬁning
S = Z + 1, R = Z + 2, and T = Q = Z .
When we consider the associated DSRG, clearly all oriented edges are inside the orbits of H and
all undirected edges are between the two orbits of H . The parameters are: v = 6s, k = 2s, λ = 0,
μ = t = s, β = −s, γ = 0 and  = s. We call the obtained digraph the generalized Duval digraph
GD(m).
G.A. Fernández-Alcober, R. Kwashira and the fourth author introduced in [7] the concept of stan-
dard cyclotomy over a product of ﬁnite ﬁelds. By using this cyclotomy we will give several construc-
tions of PSFs. First, we will recall the basic deﬁnitions and results in [7] that will be necessary for our
constructions.
Let R = Fq1 × · · · × Fqn be a product of ﬁelds and X = {1, . . . ,n}. For every k ∈ X we choose a
primitive root θk in Fqk . Let e be a common divisor of all the qk − 1 for k ∈ X , and let us write
qk − 1 = efk . Then the following subgroup of the multiplicative group R× is well-deﬁned:
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{(
θ
r1
1 , . . . , θ
rn
n
) ∣∣∣ n∑
k=1
rk ≡ 0 mod e
}
.
The subgroup H acts by multiplication on the additive group of R .
Proposition 3.9. (See [7, Proposition 2.1].) The orbits of R under the action of H are the following subsets:
(i) Ci = {(θ r11 , . . . , θ rnn ) |
∑n
k=1 rk ≡ i mod e}, for all 0 i  e − 1.
(ii) F S = {(x1, . . . , xn) ∈ R | xk = 0 for k ∈ S and xk = 0 for k /∈ S}, for all S  X. In other words, F S = U1 ×
· · · × Un, where Uk = F×qk if k ∈ S and Uk = {0} otherwise.
Moreover,
|Ci | = e−1
∏
k∈X
(qk − 1) and |F S | =
∏
k∈S
(qk − 1).
The sets Ci are called cyclotomic cosets. When S is a singleton we will write Fi instead of F{i} .
We deﬁne the standard cyclotomy of order e with respect to the primitive roots θ1, . . . , θn as the
partition of R into orbits of the action of H .
Deﬁnition 3.10. (See [7, Deﬁnition 2.2].) Given a standard cyclotomy of order e over a product of
ﬁnite ﬁelds corresponding to primitive roots of unity θ1, . . . , θn , its inverse cyclotomy is the cyclotomy
of order e deﬁned by θ−11 , . . . , θ−1n .
Deﬁnition 3.11. (See [7, Deﬁnition 2.3].) Let two standard cyclotomies of the same order e be given
over the rings R and R ′ , deﬁned by primitive roots of unity θ1, . . . , θn and θ ′1, . . . , θ ′m , respectively.
Then the product cyclotomy of the two is the cyclotomy over R × R ′ of order e and primitive roots of
unity θ1, . . . , θn, θ ′1, . . . , θ ′m .
Proposition 3.12. (See [7, Proposition 2.5].) Let A, B and C be three orbits of R. Then the number of solutions
a ∈ A and b ∈ B to the equation a + b = c, with c ∈ C ﬁxed, is independent of the choice of c.
From the above proposition it follows that
AB =
∑
C is an orbit of R
α(A, B,C)C
for some non-negative integers α(A, B,C), in the corresponding group ring.
Since the orbits of R are indexed by integers 0  i  e − 1 or proper subsets S of X , we will
usually write these indices as arguments of α instead of the orbits themselves, writing thus, for
instance, α(i, j, S) instead of α(Ci,C j, F S ).
Proposition 3.13. (See [7, Proposition 2.6].) For any three orbits A, B and C of R, the following properties hold:
(i) α(B, A,C) = α(A, B,C).
(ii) α(B,C, A) = |C ||A|α(A,−B,C).
As a consequence of these simple properties, in order to determine α(A, B,C) for all orbits A, B
and C , it suﬃces to know the values α(i, j,k), α(i, j, S), α(S, T , i) and α(S, T ,U ), for 0 i, j,k e−1
and S, T ,U  X .
Proposition 3.14. (See [7, Proposition 2.7].) Let S, T and U be proper subsets of X and let i ∈ {0, . . . , e − 1}.
Then α(S, T , i) =∏k∈S∩T (qk − 2) if S ∪ T = X, and 0 otherwise, and
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∏
k∈S∩T∩U
(qk − 2)
∏
k∈(S∩T )U
(qk − 1)
if (S ∪ T ) (S ∩ T ) ⊆ U ⊆ S ∪ T , and 0 otherwise.
Before proceeding with the next proposition, we deﬁne the delta symbol δi of the cyclotomy:
δi =
{
1 if i = r,
0 otherwise,
where r is determined by the condition (−1, . . . ,−1) ∈ Cr .
Proposition 3.15. (See [7, Proposition 2.10].) Let S be a proper subset of X of cardinality s. Then
α(i, j, S) = e−1
∏
k/∈S
(qk − 1)
{
e−1
(∏
k∈S
(qk − 2) − (−1)s
)
+ (−1)sδ j−i
}
.
With respect to the α(i, j,k), it is easy to prove that α(i, j,k) = α(0, j − i,k − i), and hence it
suﬃces to get an expression for all the α(0, i, j) which will be denoted by (i, j) and will be called
the cyclotomic numbers of the corresponding cyclotomy. The cyclotomic number (i, j) coincides with
the number of solutions b ∈ Ci , c ∈ C j to the equation (1, . . . ,1) + b = c.
We say that a standard cyclotomy is uniform if (i,0) = (0, i) = (i, i) for all i = 0 and all the remain-
ing (i, j) = (0,0) are equal. In this case there are only three possible different values of the cyclotomic
numbers, namely A = (0,0), B = (0,1) and C = (1,2).
Proposition 3.16. (See [7, Proposition 3.9].) Let R = Fq1 × · · · × Fqn be a product of ﬁnite ﬁelds, and consider
an arbitrary standard cyclotomy over R of order e. Then the product of this cyclotomy with its inverse is a
uniform cyclotomy of order e over R × R. More precisely,
A = |R| + e−2((2− 3e)(|R| − 1)+ eM˙), B = e−2((2− e)(|R| − 1)+ eM˙), and
C = e−2(2(|R| − 1)+ eM˙), where M˙ = e−1
(
n∏
k=1
(2− qk)2 − 1
)
.
If we want to prove that a given quadruple (Q , R, S, T ) of subsets of a product of ﬁnite ﬁelds
that are unions of cyclotomic orbits is a PSQ, all we need to do is to check that Eqs. (2.1a), (2.1b),
(2.1c) and (2.1d) are satisﬁed, taking into account the values of the α(A, B,C). This can be done to
prove the next two propositions, by using Propositions 3.13, 3.14, 3.15 and, for Proposition 3.17, also
Proposition 3.16.
Proposition 3.17. Let e be a non-negative integer such that q = e + 1 is a prime power. If we consider any
standard cyclotomy of order e in Fq and we take in Fq ×Fq the product of this cyclotomy with its inverse, then
the sets
Q = {0} ∪ F2, R = F1 ∪ F2, S = C0 ∪ C1, T = {0} ∪ F1
form a (q2,3q − 2,3,q − 1,2q − 1)-PSQ in Fq × Fq.
In the particular case when q is odd, the parameters of the corresponding DSRGs generated by
these PSQs have the same form as the ones of an inﬁnite family of DSRGs constructed by Fiedler, Klin
and Pech in [9].
An inﬁnite family of PSFs which, when m = 2, has the same parameters as in the previous propo-
sition was constructed in [1] by the ﬁrst, third, fourth and ﬁfth author by using classic cyclotomy in
only one ﬁeld.
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integer q (not necessarily a prime power) by considering any commutative and unitary ring R of
order q (for instance, R = Z/qZ) and taking the product Rn , although R is not a ﬁeld in general.
In this case, the cyclotomic coset C0 is interpreted as (R)n . The proof of Proposition 3.14 in this
context is exactly the same as in the original proof in [7, Proposition 2.7], although the fact that
e = 1 is important in this more general situation. With this observation, the proof of the following
proposition is straightforward.
Proposition 3.18. Let q be a positive integer. If we consider a commutative and unitary ringR of order q and
the standard cyclotomy of order 1 inR×R, then the sets
Q = {0} ∪ F1, R = F1, S = F2, T = {0} ∪ F2
form a (q2,2q − 1,1,q − 1,q)-PSQ in the additive group ofR×R.
The parameters of the corresponding DSRGs generated by these PSQs have the form of the ones of
an inﬁnite family of DSRGs constructed by Klin, Pech and Zieschang in [17]. The parameters have also
the form of an inﬁnite family of PSQs obtained by the ﬁrst, third, fourth and ﬁfth author in [1] for the
particular case when m = 2, but there are two important differences: In [1] the PSQs were obtained
when q is a prime power, and now q is an arbitrary positive integer; also, in [1] uniform cyclotomy of
ﬁnite ﬁelds with arbitrary e was used, whereas in our Proposition 3.17 we use cyclotomy with e = 1
and besides the way of choosing the ground ring is more general.
4. Bicirculant partial sum quadruples
Now we will present our main theorem of this section, in which the form of the parameters for
bicirculant PSQs is determined.
Theorem 4.1. Let S be a non-trivial PSQ in a cyclic group H. Then, up to complementation, the parameters
ofS are of the following form, where U = k − t and s, f are positive integers:
(i) n = s(2 f + 1), q= sf , r= sf , k = 2sf , μ = sf , λ = s( f − 1), t = sf .
(ii) n = s(2 f + 1), q= s( f + 1), r= sf , k = s(2 f + 1), μ = s( f + 1), λ = sf , t = s( f + 1).
(iii) n = 4s, q= 2s, r= 2s − 1, k = 4s − 1, μ = s, λ = 3s − 2, t = 3s − 1.
(iv) n = 2s2 + 2s + 1 + 2U , q = s2 + U , r = s2 + s + U , k = 2s2 + s + 2U , μ = s2 + U , λ = s2 − 1 + U
and t = 2s2 + s + U .
(v) n = 2s2 + 2U , q = s2 + U , r = s2 + s + U , k = 2s2 + s + 2U , μ = s2 + s + U , λ = s2 + s + U and
t = 2s2 + s + U , where 2s divides s2 + U .
(vi) n = 2s2 + 2U , q = s2 + U , r = s2 − s + U , k = 2s2 − s + 2U , μ = s2 − s + U , λ = s2 − s + U and
t = 2s2 − s + U , where 2s divides s2 + U .
(vii) n = 2s2 + 2U , q = s2 ± s + U , r = s2 + U , k = 2s2 ± s + 2U , μ = s2 ± s + U , λ = s2 ± s + U and
t = 2s2 ± s + U , where s divides U .
(viii) n = 4s2 , q = 2s2 ± 2s, r = 2s2 ± s, k = 4s2 ± 3s, μ = (s ± 1)(2s ± 1), λ = (s ± 1)(2s ± 1) and
t = s2 + (s ± 1)(2s ± 1).
The proof will be performed in several steps. First, in Theorem 4.11 we will analyze the case when
n is odd or not divisible by . After that, in Theorem 4.13 we will consider the case when R ∪ S is
contained in any of U2,U or U/2 (which will happen only in the degenerate case when H = U2)
and, ﬁnally, we will study the general case.
Lemma 4.2. IfS is an (n,k,μ,λ, t)-PSQ, then
q= t= (2k − β ± )/4 and r= s= k − t.
1820 A. Araluze et al. / Journal of Combinatorial Theory, Series A 119 (2012) 1811–1831Proof. By part (ii) of Deﬁnition 2.1, it is evident that
q= t and r= s. (4.1)
Now, by applying the trivial character in (2.1b), we deduce that
t(r+ s) = βt+ μn.
Finally, by using the two previous equations and the fact that r+ t = k we can see that t is a root of
the polynomial 2x2 + (β − 2k)x+ μn, and solving the corresponding equation and using (1.1) (having
into account that v = 2n) we obtain the desired result. 
Lemma 4.3. If S is a non-trivial PSQ on an abelian group H, then there exists a non-trivial character χ of H
that satisﬁes χ(R) + χ(S) = β .
Proof. First, we will prove that there exists a non-trivial character χ satisfying χ(Q ) = 0 or χ(T ) = 0.
Suppose it is not true that such a character exists. Then, by applying the inversion formula to Q − H
and T − H we obtain that both Q − H and T − H are rational multiples of H , and hence we have
Q = H and T = H . Then, in the complement Sc = (Q ′, R ′, S ′, T ′) we have Q ′ = ∅ and T ′ = ∅. Now,
by applying the trivial character in (2.1b) for this complement we obtain that μ′ = 0, and hence by
part (ii) of Lemma 2.4 the digraph generated by Sc is undirected, and obviously it is disconnected,
which contradicts the fact that it is non-trivial. Now, by applying the character χ , whose existence
has just been proved, in (2.1b) when χ(T ) = 0 and in (2.1c) when χ(Q ) = 0, we obtain the desired
result. 
Lemma 4.4. Let (Q , R, S, T ) be a non-trivial PSQ in an abelian group H. If R ∪ S is contained in a proper
subgroup N of H, then r= (β + )/2.
Proof. Let p : Z[H] → Z[H/N] be the natural homomorphism that extends by linearity the projection
from H to H/N . By applying p in (2.1a) and (2.1b) we obtain
r2e + p(Q )p(T ) = μ|N|H/N + (βr+ γ )e, (4.2)
(2r− β)p(T ) = μ|N|H/N. (4.3)
We have from (4.3) that 2r − β > 0 and p(T ) = aH/N for some positive integer a. Now we deduce
from (4.2) that p(Q )p(T ) = μ|N|H/N , and hence r2 = βr+γ , from where we get that r= (β ±)/2.
Since β −  is non-positive, if the minus sign holds, then r = 0 and we obtain from Lemma 4.2 that
k = 0 or k = −β . But k = 0 is clearly impossible, and k = −β contradicts part (ii) of Lemma 2.4.
Therefore, we have r= (β + )/2, as desired. 
Lemma 4.5. Let S be a PSQ in an abelian group H, and let χ be a non-trivial character of H. Then, χ(R) +
χ(S) ∈ {β − ,β,β + }.
Proof. By using Eqs. (2.1a)–(2.1d), we have that the matrix
Aχ =
(
χ(R) χ(T )
χ(Q ) χ(S)
)
satisﬁes A2χ = βAχ + γ I2, and hence its trace χ(R) + χ(S) is the sum of two roots of x2 − βx − γ .
Since the roots of this polynomial are 12 (β ± ), the result follows immediately. 
In the rest of the section, all groups will be cyclic.
Lemma 4.6. LetS be a non-trivial PSQ in a cyclic group H, and let us suppose that R = S. Then, all of β,λ,μ
and  are even.
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since χ(R) = χ(S) and χ(R) is an algebraic integer, then β is even. Now, from Eq. (2.1b), we have
2T (R − βe/2) = μH, (4.4)
from where we can conclude that μ is even. Since β is even, then λ is also even. Finally, from the
deﬁnition of , it is obvious that it is even. 
By Lemma 4.5 and Lemma 2.6 with y = , we have that
R + S = x0H + x1U2 + x2U + x3U/2 + x4e. (4.5)
Clearly,
0
s∑
i=0
xi  2 for s = 0,1,2,3, (4.6)
and, since
4∑
i=0
xi = 0, (4.7)
we have
−2 x4  0. (4.8)
Note that, since 2,  and /2 not always divide n, then not all of U2,U and U/2 must be
in fact subgroups of H . When they are not, the corresponding coeﬃcient xi is 0. Note also that we
can suppose that H,U2,U,U/2 and {e} are distinct, because in the trivial cases in which more
than one of them are equal, we will put only one copy of them.
Lemma 4.7. If R + S is as in (4.5), then x3 is even.
Proof. If x3 = 0, we are done. In other case U/2 is really a subgroup of H and, by applying in (4.5)
a character χ1 which is non-trivial on U/2 we obtain χ1(R + S) = x4. Now, by applying in (4.5) a
character χ2 which is trivial on U/2 and non-trivial on U , we have that χ2(R + S) = x4 + x3/2.
Since, by Lemma 4.5, we have that χ2(R + S)−χ1(R + S) is divisible by , then x3 must be even. 
Lemma 4.8. Let S be a non-trivial PSQ in a cyclic group, and let U be the group of least order between
H,U2,U,U/2 and {e} appearing explicitly in R + S. If β = 0, then Q , R, S and T are unions of cosets
of U .
Proof. We will prove ﬁrst that, if A ⊆ H and χ(A) = 0 for every character χ non-trivial on U , then A
is a union of cosets of U . Let A =∑h∈H ahh and let H be the character group of H . If x is in H and
u is in U then, by the inversion formula, we have that ax+u = 1|H|
∑
χ∈H χ(A)χ(−u − x). Due to our
assumptions about A, this expression is equal to 1|H|
∑
χ is trivial on U χ(A)χ(−u − x), which can be
easily seen to be equal to 1|H|
∑
χ∈H χ(A)χ(−x). Using again the inversion formula, we ﬁnd that this
last quantity equals ax . Now, we will prove that Q , R, S and T satisfy the conditions required for A at
the beginning of the proof. If χ is a character of H which is non-trivial on U , then χ(R) + χ(S) = 0
and then, since β = 0, by applying χ in (2.2) we obtain that χ(S) − χ(R) = 0, and hence χ(R) =
χ(S) = 0. Now, by applying χ in (2.1b) and (2.1c) we deduce that also χ(Q ) = χ(T ) = 0. 
Lemma 4.9. LetS= (Q , R, S, T ) be a PSQ in a cyclic group H. If R = S, thenS is trivial.
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that μ = 0, by using part (ii) of Lemma 2.4. Let us suppose that S is non-trivial. By Lemma 4.5, it
holds that χ(R) ∈ {(β −)/2, β/2, (β +)/2} for every non-trivial character of H and, by Lemma 4.6,
the three values that χ(R) can take are integers. Since R has coeﬃcients 0 and 1 in the corresponding
group ring, then (2.3) in Lemma 2.6 with y = /2 shows that it is an integer combination of H =
Un,U,U/2 and U1 = {e}. By replacing, if necessary, S by its complement, we can suppose that
r< n/2. Thus, the coeﬃcient of Un must be 0. Since e is not in R , only the following possibilities can
hold:
Case 1: R = U − {e},
Case 2: R = U/2 − {e},
Case 3: R = U − U/2.
Let A be an adjacency matrix of the associated digraph G . Since G has no loops, then the sum of
the eigenvalues of A, taking into account their multiplicities, must be 0. Since one of them is k, then
one of the two eigenvalues distinct from k must be negative.
By Lemma 4.3, there exists a non-trivial character χ of H with χ(R) = β/2.
From the deﬁnition of  it is clear that   |β|. Let us suppose that  = |β|. Then μ = t holds
and the eigenvalues distinct from k (which are the roots of x2 − βx − γ ) are 0 and β . Since one of
these eigenvalues must be negative, then it must hold  = −β . Now we deduce from Lemma 4.4 that
r= 0, and we get a contradiction in a similar way as in the end of the proof of Lemma 4.4.
Thus, we have
 |β| + 1. (4.9)
We will prove that, in Cases 1 and 2, the character χ is non-trivial on U and U/2, respectively. Let
us suppose, on the contrary, that it does not hold.
In Case 1, we have then  − 1 = χ(R) = β/2, and this contradicts (4.9). In Case 2, we have  =
β + 2 and then, from Lemma 4.2 we obtain that the cardinality of R is (k − 1)/2 or (k + β + 1)/2.
Now, since R = U/2 − {e}, we have k = β + 1 or k = −1. The second possibility cannot hold, and if
k = β + 1 then we obtain from (1.1) that k = μv + γ and hence k v , which is a contradiction.
Thus, since χ(R) = β/2, then we have that in Cases 1 and 2 it holds that β = −2. In Case 1, we
can deduce from β = −2 and Lemma 4.4 that  = 0, but then λ = μ = t , and this contradicts part (i)
of Lemma 2.4. In Case 2, we obtain from (4.4) that 2U/2T = μH .
Now, by using the previous equation, Eq. (2.1a) and the fact that β = −2 we have
μqH = μQ H = 2U/2Q T = 2U/2
(
μH − 2R + γ e − R2)
= 2U/2
(
μH − 2(U/2 − e) + γ e − (U/2 − e)2
)
= (2μH − 4(U/2 − e) + 2γ e − 2(U/2 − e)2)U/2,
and hence (μq − μ)H = U/2X , where X is a linear combination of U/2 and e. Therefore, both
members in the above equation have to be 0 and, since μ = 0, we obtain 0 = q− = k+1− (3)/2.
Now we deduce that k = (3)/2 − 1 and, from here, if U = k − t and since μ is even we obtain
2 = 4 + 4(t − μ) = 6 − 4U − 4μ 6 − 12, and this is a contradiction. Hence, Case 3 must hold.
By using (4.9) and the fact that χ(R) = β/2, it can be easily proved that χ is non-trivial on both
U and U/2, and hence we obtain that β = 0. Then, 2 = 4γ holds. By Lemma 4.2 we have 2 =
4r = 4k − (2k ± ) = 2k ± , that is, 2 = 2k ± . Let us suppose for the sake of contradiction that
we have the plus sign in this equation; then, k = /2, and hence 2 = 4t − 4μ = 4k − 4U − 4μ =
2 − 4U − 4μ 2 − 12, and this is a contradiction. Hence, we must have k = 3/2. Therefore, we
have that 2 = 4t − 4μ = 4k − 4U − 4μ = 6 − 4U − 4μ 6 − 12, which is a contradiction. 
Lemma 4.10. LetS= (Q , R, S, T ) be a PSQ in a cyclic group H. Then (n,k,μ,λ, t) = (9,4,1,0,3).
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index i, let χi be the character of H deﬁned by χi(h j) = xij , where x is a complex primitive n-th root
of unity. By applying a character χi , with i ∈ Zn − {0}, in Eqs. (2.1a)–(2.1d) we obtain the following
equalities:
χi(R)
2 + χi(Q )χi(T ) − βχi(R) − γ = 0, (4.10a)
χi(T )
(
χi(R) + χi(S) − β
)= 0, (4.10b)
χi(Q )
(
χi(R) + χi(S) − β
)= 0, (4.10c)
χi(S)
2 + χi(Q )χi(T ) − βχi(S) − γ = 0. (4.10d)
Subtracting (4.10a) from (4.10d) we obtain that(
χi(S) − χi(R)
)(
χi(S) + χi(R) − β
)= 0 for every i ∈ Zn − {0}. (4.11)
Assume that S is a circulant PSQ with parameters (n,k,μ,λ, t) = (9,4,1,0,3). We will frequently
use the fact that χ1({0,3,6}) = 1+x3+x6 = 0 for n = 9. By using Lemma 4.2 we can see that r= s= 1
and q = t = 3, and thus we can suppose, without losing generality, that S = {s}, R = {r}, T = {0,a,b},
Q = −T .
From (4.11) we get (xsi − xri)(xsi + xri + 1) = 0, for every i ∈ Z9 \ {0} and consequently for each
i ∈ Z9 \ {0} either xsi = xri or xsi + xri + 1 = 0. In the former case (4.10b) and (4.10c) imply that
(2xsi + 1)χi(T ) = (2xsi + 1)χi(Q ) = 0, and so χi(T ) = χi(Q ) = 0. By (4.10d) we then have that x2si +
xsi − 2 = 0, which is clearly impossible. Thus xsi + xri + 1 = 0 for every i ∈ Z9 \ {0}. For i = 1 we have
xs + xr + 1 = 0, and so s, r ∈ {3,6}, say, with no loss of generality, s = 3 and r = 6. But then, for i = 3
we have xsi + xri + 1 = 3, and we get a contradiction. 
Theorem 4.11. LetS be a non-trivial PSQ on a cyclic group H of order n, where n is odd or not divisible by .
Then, up to complementation, the parameters ofS are of the following forms:
(i) n = 2s2 + 2s+ 1+ 2U , q= s2 + U , r= s2 + s+ U , k = 2s2 + s+ 2U , μ = s2 + U , λ = s2 − 1+ U and
t = 2s2 + s + U , where s is a positive integer and U = k − t.
(ii) n = s(2 f + 1), q = sf , r = sf , k = 2sf , μ = sf , λ = s( f − 1), t = sf , where s, f are positive integers
and s is odd.
(iii) n = s(2 f + 1), q = s( f + 1), r = sf , k = s(2 f + 1), μ = s( f + 1), λ = sf , t = s( f + 1), where s, f are
positive integers and s is odd.
Proof. If t = k, the result holds by Lemma 2.8. Thus, we will suppose that t < k (and hence, we have
μ 1). We can suppose, by replacing S by its complement if necessary, that
r= s< |H|/2. (4.12)
By Lemma 4.9 we have R = S .
If we consider the x0, x1, x2, x3, x4 appearing in (4.5) then, since n is odd or not divisible by ,
we have x1 = 0. If x3 = 0, then  must be even and some element of H has coeﬃcient 2 in R + S .
But then x2 must be zero, because if x2 = 0, then |n and, by hypothesis, n must then be odd, and
this is a contradiction. Also, x0 = 0, because of (4.12). Thus, we must have R = S = U/2 − e, which
contradicts Lemma 4.9. Therefore, x3 = 0, and now, by using (4.12), Lemma 4.9 and the fact that
e /∈ R ∪ S , it is easy to see that one of the following three cases must hold:
Case 1: R + S = H − e,
Case 2: R + S = H − U ,
Case 3: R + S = U − e.
Suppose that Case 1 holds. By Lemma 4.3 there exists a non-trivial character χ of H such that
χ(R) + χ(S) = β and, since R + S = H − e, then we deduce that β = −1. We have r = s = (n − 1)/2,
and hence q= t= k − (n − 1)/2. Now we deduce from Lemma 4.2, by using that β = −1, that
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Putting 2 = 1+4(t−μ) = (1+2s)2 we have that μ = t− s2− s and λ = t− s2− s−1, and substituting
 in (4.13) we obtain
2n = 2k + 1± (1+ 2s). (4.14)
If we have in (4.14) the positive sign then we deduce from (1.1) that
k2 = (t − s2 − s)(2k + 2s + 1) + t − k,
and solving in k we obtain k = 2t − 2s2 − s, and then we have
n = 2t − 2s2 + 1, q= t − s2 − s, r= t − s2,
k = 2t − 2s2 − s, μ = t − s2 − s, λ = t − s2 − s − 1.
Now, putting U = k − t we obtain parameters as in part (i) of the theorem. If we have the negative
sign in (4.14), then a similar reasoning shows that the form of the parameters of Sc is again as in
part (i).
Now, we will consider Cases 2 and 3. In these cases, since U appears with non-zero coeﬃcient,
then  divides n and hence n is odd. By Lemma 4.3, there exists a non-trivial character χ of H such
that χ(R) +χ(S) = β . Let us suppose that  = |β|. Then we have, as in the proof of Lemma 4.9, that
μ = t and  = −β . By using Lemma 4.4 we see that, in this situation, Case 3 cannot hold, and thus
we will consider Case 2. By Lemma 4.2, we have that r = k/2 or r = (k + β)/2. Let us suppose that
r = k/2. Then we have that k = n + β and, by using (1.1), we can see that k = n + β , μ = (n + β)/2,
λ = (n + 3β)/2, t = (n + β)/2.
By putting r = −k/β (observe that it is a positive integer, because it is equal to the multiplicity of
the eigenvalue β) and s = −β we obtain
n = s(r + 1), q= sr/2, r= sr/2, k = sr,
μ = sr/2, λ = s(r − 2)/2, t = sr/2. (4.15)
Now, let us suppose that r = (k + β)/2. Then we have that k = n and, by using (1.1) we can see
that k = n, μ = (n − β)/2, λ = (n + β)/2, t = (n − β)/2.
By putting r = −k/β and s = −β we obtain
n = rs, q= s(r + 1)/2, r= s(r − 1)/2, k = rs,
μ = s(r + 1)/2, λ = s(r − 1)/2, t = s(r + 1)/2. (4.16)
Thus, we will suppose now that
 |β| + 1. (4.17)
Let us suppose that Case 2 holds. We have β = −χ(U) and hence χ is non-trivial on U , because
otherwise we would get a contradiction with (4.17). Therefore, we have β = 0, and hence 2 = 4γ ,
but then, since  divides n we can conclude that n is even, and this contradicts our hypotheses.
Now, let us suppose that Case 3 holds. We can deduce from Lemma 4.4 that β = −1, and hence
2 = 4γ + 1. Now, by using Lemma 4.2 we have 2( − 1) = 4r = 4(k − t) = 4k − (2k + 1 ± ) and,
from here, 2k =  − 1 or 2k = 3 − 1. If 2k =  − 1, then 4μ = 4t + 1− 2 = −4U + 4k + 1− 2 =
−4U + 2 − 1− 2, but this expression is negative, and this is a contradiction.
Hence, 2k = 3−1, and then 4μ = 4t +1−2 = −4U +4k+1−2 = −4U +6−1−2. Since
μ 1 and U  1, we obtain −2 + 6 − 9 0, and hence  = 3. If U  2 we have a contradiction,
and hence U = 1. We obtain from here that n = 9, k = 4, μ = 1, λ = 0, t = 3, and now Lemma 4.10
shows that a PSQ in a cyclic group with this set of parameters cannot exist.
Finally, observe that in (4.15) it holds that s = . This, in view of the assumptions of the statement
of the theorem, implies that s is odd and consequently r must be an even integer, say r = 2 f , and
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in (4.16) we have also s = , and hence r and s must be odd. Putting r = 2 f +1 we obtain parameters
in the form indicated in part (iii) of this theorem. 
Proposition 3.7 with e = 2 shows that circulant PSQs with parameters as in part (ii) of the previous
theorem always exists for all possible values of r and s, and Proposition 3.8 shows that also circulant
PSQs with parameters as in part (iii) always exists for all possible values of r and s. With respect to
PSQs with parameters as in part (i), apart from the small number of known examples when U = 0
(that is, when they originate undirected strongly regular graphs), in [24] examples were obtained for
s = 1, U = 5, for s = 1, U = 6 and for s = 2, U = 2.
Lemma 4.12. LetS be a non-trivial PSQ in a cyclic group H. Then, q(2r− β) = μn.
Proof. Apply the trivial character in (2.1c). 
Theorem 4.13. Let S = (Q , R, S, T ) be a non-trivial PSQs in a cyclic group H. If x0 = 0 then, up to com-
plementation, the parameters of S have the following form: n = 4s, r = 2s − 1, q = 2s, k = 4s − 1, μ = s,
λ = 3s − 2 and t = 3s − 1, with s a non-negative integer.
Proof. Let us suppose that such a PSQ S = (Q , R, S, T ) exists. If k = t , the graph is undirected and
Leung and Ma proved in [19] that no non-trivial PSQ exists in this case. Thus, we will assume that
k = t . By considering the subgroup N of H corresponding to the smallest i such that xi is non-zero
and using Lemma 4.4 we have that
r= (β + )/2. (4.18)
Recall that, by (4.1) we have q= t and r= s. By Lemma 4.2 we can deduce that r−q= (β ±)/2.
Now, by (4.18), q = r− (β ± )/2 can be 0 or . If q = 0 then it can be easily seen that S is trivial,
and hence we have q = , r = (β + )/2. Now, by applying the trivial character in (2.1c) we obtain
n = q(2r− β)/μ = 2/μ. From the deﬁnition of  we have γ = (2 − β2)/4. Now, by using the fact
that k = q + r = (3 + β)/2 and that μ = t − γ , we obtain that μ = (β2 + 2β − 2 + 6 − 4U )/4,
where U = k − t . Since 0 λ = μ + β = (( + β)(β + 6 − ) − 4U )/4, and having into account that
0−β , U  1 and that −β is even, then −β must be 0, 2 or 4. If −β = 0 then, as we saw
in the proof of Lemma 4.9, β is negative, which contradicts that β = . Thus, we have two possible
situations:
Situation 1: β =  − 2 and r=  − 1.
Situation 2: β =  − 4 and r=  − 2.
Let us suppose that Situation 2 holds. By applying the trivial character χ to R + S , and using
Lemma 4.7, we get χ(R + S) = (2x1 + x2 + x3/2) + x4. On the other hand, this expression equals
r+s, which is 2−4. Hence  divides x4 +4, where x4 is in {0,−1,−2}. Now, we have the following
three possibilities:
(i) x4 = −2,  = 1 or  = 2,
(ii) x4 = −1,  = 1 or  = 3,
(iii) x4 = 0,  = 1,  = 2 or  = 4.
It is impossible to have  = 1, because then r = −1. If  = 2 we obtain that U = 1, and hence
λ = −1, which is a contradiction. If  = 3, by using that β = −1 we obtain μ = 2 − U and then,
since 0 < μ and U > 0 we get U = 1. Hence the parameters are as in the statement of Lemma 4.10,
which is a contradiction. If  = 4 we obtain U = 1, and the parameters of the PSQ are n = 16, r = 2,
q = 4, k = 6, μ = 1, λ = 1, t = 5, but no PSQ corresponding to this set of parameters exist; in fact,
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with Situation 1.
If we put now s′ =  then we have β = s′ − 2, q = s′ , r = s′ − 1, k = 2s′ − 1 and μ = s′ − U .
Now, n = s′2/(s′ − U ) and, since β = s′ − 2, we have λ = 2s′ − U − 2. Also, γ = s′ − 1, and hence
t = 2s′ −U − 1. Now, reasoning as we did in the analysis of Situation 2, we obtain the following three
possibilities:
(i) x4 = −2,
(ii) x4 = −1,  = 1,
(iii) x4 = 0,  = 1 or  = 2.
If  = 1 then r = 0 and hence R = S = ∅, which contradicts Lemma 4.9, and hence case (ii) and a
part of case (iii) is impossible. In case (iii) with  = 2, we obtain that U = 1, and we get the set of
parameters n = 4, r = 1, q= 2, k = 3, μ = 1, λ = 1, t = 2, and the parameters are as in the statement
with s = 1. In other case, x4 = −2, and since we are in Situation 1 we have 2x1 + x2 + x3/2 = 2. Also,
by (4.7) we have x1 + x2 + x3 = 2. We deduce from the two previous equations that x3 = 2x1 and
x2 = 2 − 3x1. Also, since x0 = 0, we have that 0  x1  2. If x1 = 0 we obtain a contradiction with
Lemma 4.9, and if x1 = 2 we obtain a contradiction with (4.6). Therefore, x1 = 1, x2 = −1 and x3 = 2.
Thus, R + S = U2 − U + 2U/2 − 2e. Since x3 = 0, then  must be even, and thus we put s′ = 2s.
Now, the complement Sc of the PSQ satisﬁes the conditions of Lemma 4.8 for the subgroup Us of H ,
and then we deduce from Proposition 3.1 that, in the complement, s divides μ′ , that is,
s|U (2s + U )/(2s − U ). (4.19)
Since 2s − U |4s2 and 4s|n, we have that there exist integers z and l such that 4s2 = (2s − U )z and
s = (2s − U )l, and hence s = z/(4l) and U = z(2l − 1)/(4l2). By substituting these values in (4.19) we
obtain that l|(2l−1)(4l−1), and hence l = 1 and U = s. Hence, the only possibility of obtaining a PSQ
as in the statement of the theorem is that H = U2 . This corresponds to a degenerate case in which
we cannot use Lemma 4.4, as we did at the beginning of the proof. If we prove that, in any case, it is
still true that r = (β +)/2, then our reasoning continues being true and we obtain parameters as in
the statement of the theorem. Since x0 = 0 and x1 = 1, by using (4.6), (4.7) and Lemma 4.7 we have,
up to complementation, three cases:
(i) x0 = 0, x1 = 1, x2 = −1, x3 = 0, x4 = 0,
(ii) x0 = 0, x1 = 1, x2 = −1, x3 = 2, x4 = −2,
(iii) x0 = 0, x1 = 1, x2 = 0, x3 = 0, x4 = −1.
Now, a reasoning similar to the one used in the proof of Theorem 4.11 shows that in cases (i) and
(iii) the parameters are as in families (i), (ii) and (iv) in the main Theorem 4.1, which contradicts that
n = 2. Thus, R + S = U2 − U + 2U/2 − 2e and then, by using Lemma 4.3 we obtain that β = −2
or β =  − 2. If β =  − 2, then r = (β + )/2, as we wanted to prove. If β = −2, since r =  − 1
and r− q= (β ± )/2, then we have that  − 1− q= (−2± )/2. Let us suppose that the plus sign
holds. Then we obtain 2q=  and, by Lemma 4.12 we get μ = (−1)/2. Now, by the deﬁnition of 
we have 2 = 4(1 + t − μ) = 4(1 + k − μ − U ) and, since k = r + q, we get 2 − 4 + 4U − 2 = 0,
but then 16 − 16U + 8 must be a square and, since U is positive, then U equals 1 and then we get
that 8 is a square, which is a contradiction. By reasoning in a similar way we get also a contradiction
if the minus sign holds. 
Proposition 4.14. For every s there exists a PSQ with parameters as in the previous theorem in a cyclic group.
Proof. It is easy to check that the following is a PSQ in the cyclic group C4s:
Q = {0,4, . . . ,4s − 4} ∪ {1,5, . . . ,4s − 3} = {a ∈ C4s ∣∣ a ≡ 0,1 (mod 4)},
R = {3,7, . . . ,4s − 1} ∪ {4,8, . . . ,4s − 4} = {a ∈ C4s ∣∣ a = 0, a ≡ 0,3 (mod 4)},
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Observe that, by applying Theorem 4.13 to S and its complement we have that if none of them
has parameters as in the statement of that theorem then, in fact, x0 = 1.
Lemma 4.15. IfS= (Q , R, S, T ) is a non-trivial PSQ in a cyclic group H of even order and if x0 = 1 then, up
to complementation, one of the two following facts holds:
(i) R + S = H − U or R + S = H + U − 2U/2,
(ii) β = x4 is −2, −1 or 0.
Proof. In the complement Sc = (Q ′, R ′, S ′, T ′) of S we have by Lemma 2.3 that β ′ = −2−β . Now, if
R ′ + S ′ = x′0H + x′1U2 + x′2U + x′3U/2 + x′4e, then x′4 = −2− x4, and hence β = x4 iff β ′ = x′4, and
therefore we can assume that β < 0. If U is the smallest subgroup in {H,U2,U,U/2} appearing
with non-zero coeﬃcient in (4.5) and χ is a character of H non-trivial on U , then applying χ in (4.5)
we obtain χ(R + S) = x4. By Lemma 4.5, we have then that x4 = β or x4 = β ± . If x4 = β + 
then, since  |β| and, by (4.8), x4  0, we have that  = −β and x4 = 0. Now, by using Lemma 4.3,
Lemma 4.5 and (4.6), (4.7), the only two possibilities are R+ S = H−U and R+ S = H+U−2U/2,
as stated in part (i). We will prove next that it is impossible to have x4 = β − . Suppose ﬁrst that
γ = 0. Then,  = |β| = −β , and x4 = 2β . Since −2  x4  0 and β < 0, then x4 = −2, and hence
β = −1 and  = 1. From Lemma 4.2 we have that q is k/2 or (k + 1)/2. Since  is odd, then x3 = 0
holds. Now, by using (4.6), (4.7), x0 = 1, x3 = 0 and x4 = −2 we see that the only three possibilities
are
x0 = 1, x1 = −1, x2 = 2, x3 = 0, x4 = −2, (4.20a)
x0 = 1, x1 = 0, x2 = 1, x3 = 0, x4 = −2, (4.20b)
x0 = 1, x1 = 1, x2 = 0, x3 = 0, x4 = −2. (4.20c)
If (4.20a) holds, then R + S = H − U2, and hence χ(R + S) must be 0 or −2 for any non-trivial
character, which contradicts Lemma 4.3. If (4.20b) holds, then 2r = n − 1, and this contradicts that n
is even. If (4.20c) holds, then R + S = H +U2 −2e, and hence χ(R + S) must be 0 or −2 for any non-
trivial character, which contradicts Lemma 4.3. Thus, γ  1, and hence  
√
4γ  2. Since β < 0,
then β − < −2 x4, and this contradicts that x4 = β −. Therefore, x4 = β . Finally, it follows from
(4.8) that x4 is −2,−1 or 0. 
Lemma 4.16. If S = (Q , R, S, T ) is a non-trivial PSQ in a cyclic group H of even order and if x0 = 1 and S
and its complement have not parameters as in Theorem 4.11 then, up to complementation, R + S is one of the
following:
(i) H − U,
(ii) H + U − 2U/2,
(iii) H + U2 − 2U/2,
(iv) H − U2 + 2U − 2U/2 .
In particular, β = 0.
Proof. Suppose that R + S is not as in (i) or (ii). Since n is even then we have from Theorem 4.11
that n is divisible by . Up to complementation, we can suppose that β = 0 or β = −1. Since x0 = 1,
we have by Lemma 4.15 that
R + S = H + x1U2 + x2U + x3U/2 + βe. (4.21)
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that is trivial on U (resp. U2) but not on U2 (resp. H). By applying χ and χ ′ in (4.21) we obtain
χ(R + S) = (x2 + x3/2) + β (4.22)
and
χ ′(R + S) = (2x1 + x2 + x3/2) + β, (4.23)
respectively. If we subtract now (4.22) from (4.23) we obtain χ ′(R + S) − χ(R + S) = 2x1 and now,
we deduce from Lemma 4.5 that
x1 = −(x2 + x3/2) = ±1. (4.24)
Therefore, for any non-trivial character χ which is trivial on U it holds that χ(R+ S) = β and hence,
we deduce from (2.2) that χ(S−R) = 0. Hence, if we consider the natural homomorphism ρ : Z[H] →
Z[H/U] that extends by linearity the projection from H to H/U , then χ(ρ(S)−ρ(R)) = 0 for every
non-trivial character of H/U , and hence ρ(R) = ρ(S). From here, |R ∩ (U +h)| = |S ∩ (U +h)| for
every non-identity coset U + h. Since H = U2 , then there exists h ∈ H − U2 . By (4.21) we have
that U + h is a disjoint union of R ∩ (U + h) and S ∩ (U + h), and hence  = 2|R ∩ (U + h)| is
even, and therefore β = −1. Thus, β = x4 = 0. Now, from (4.7), (4.24), and the facts that x3 is even (by
Lemma 4.7) and x0 = 1, x4 = 0 we deduce that the only two possibilities are R+ S = H+U2 −2U/2
and R+ S = H −U2 +2U −2U/2. Let us suppose now that x1 = 0. If β = −1 (and hence x4 = −1),
then  is odd, and therefore x3 = 0. Then, by (4.7) we have x2 = 0. But then 2r = n − 1, and this
contradicts that n is even. Thus, β = x4 = 0. By (4.6) and (4.7), and since x3 is even, we deduce
that either x2 = −1, x3 = 0, in which case R + S = H − U or x2 = 1, x3 = −2, and in this case
R + S = H +U −2U/2. In both cases, this contradicts our assumption about R + S at the beginning
of the proof. 
Now we will prove the main theorem.
Proof of Theorem 4.1. If n is odd, then Theorem 4.11 shows that the parameters are as in (iv) or as
in (i) or (ii) with odd s. If x0 = 0 then, by Theorem 4.13 the parameters are as in (iii). In other case,
according to Lemma 4.16, there are four possibilities for R + S . If R + S = H − U then the same
argument that was used in Theorem 4.11 shows that in this case the parameters are as in (i) or (ii)
with even s. Thus, let us suppose that one of the other three possible cases appearing in Lemma 4.16
(which we will call A, B and C, respectively) holds. Observe that in all cases β = 0. We have that r: is
n/2 if R + S = H + U − 2U/2 (Case A), is (n + )/2 if R + S = H + U2 − 2U/2 (Case B) and is
(n − )/2 if R + S = H − U2 + 2U − 2U/2 (Case C).
In Case A, as we said before, we have that r = n/2. By Lemma 4.12, we have q = μ. Hence, 2 =
4γ = 4(k − μ − U ) = 4(q + r − μ − U ) = 4(n/2 − U ) = 2n − 4U , and then n = (2 + 4U )/2. Putting
now  = 2s we have n = 2s2 + 2U and r = s2 + U . Now, by Lemma 4.2 we have that q = s2 ± s + U
and hence k = 2s2 ± s + 2U , and μ = λ = s2 ± s + U . Finally, from the deﬁnition of  we have
t = 2s2 ± s + U , and then the parameters are as in (vii). In Cases B and C we have r = (n ± )/2 and
then, by Lemma 4.2 we have q = n/2 or q = (n ± 2)/2. If q = n/2 then, by Lemma 4.12 we have
r = μ and by using a reasoning similar to the one of Case A we obtain parameters as in (v) (Case B)
and (vi) (Case C). Let us suppose that q = (n ± 2)/2 and r = (n ± )/2. Now, by using Lemma 4.12,
the deﬁnition of  and the fact that q+ r= k we obtain that
4n ± 6 = 2 + 4U + 2(n ± 2)(n ± )/n
and therefore
n = (4U + 2 ±√16U2 + 4 + 8U2 + 322)/4.
Since  is even, say  = 2s, then n = U + s2 ± √(U + s2)2 + 8s2, and then (U + s2)2 + 8s2 must
be a square, that can be put in the form (U + s2 + T )2, and evidently T can be only 1, 2 or 3. But
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2s2 −9 can only be congruent to 3 or 5 modulo 6. Thus, T = 2 and then U = s2 −1 and n = 4s2. Now,
from Lemma 4.12 and the fact that β = 0 we obtain λ = μ = (s ± 1)(2s ± 1). Besides q = 2s2 ± 2s,
r = 2s2 ± s, and hence k = 4s2 ± 3s. Since 2s =  = 2√γ , then t = μ + s2 = s2 + (s ± 1)(2s ± 1), and
the parameters are as in (viii). Finally, the divisibility relations for the parameters in families (v), (vi)
and (vii) are a consequence of the fact that  divides n in family (vii) and 2 divides n in families (v)
and (vi). 
Theorem 4.17. LetS= (Q , R, S, T ) be a PSQ in a cyclic group H of order n = s(2 f + 1) with parameters as
in parts (i) and (ii) of Theorem 4.1. Then the sets Q , R, S and T are unions of cosets of the unique subgroup
Z of order s, and S can be constructed as an inverse lifting of a circulant PSQ S′ = (Q ′, R ′, S ′, T ′) in a cyclic
group of order 2 f + 1 as described in Proposition 3.4.
Proof. Observe that, with our hypotheses, γ = 0, and β = − = −s. Following the proof of Theo-
rem 4.1, we see that S + R = H − Z . By Lemma 4.8 we obtain that Q , R, S and T are unions of cosets
of Z . Finally, by using Lemma 3.2 it is evident S can be expressed as a lifting in the form described
in the statement of the theorem. 
Theorem 4.18. Let S = (Q , R, S, T ) be a PSQ in a cyclic group H of order n = 4s with parameters as in
part (iii) of Theorem 4.1. Then, in the complement Sc = (Q , R, S, T ) of S the sets Q  , R , S and T 
are unions of cosets of the unique subgroup Z of order s, and Sc can be constructed as an inverse lifting of a
circulant PSQS′ = (Q ′, R ′, S ′, T ′) in a cyclic group of order 4 as described in Proposition 3.4.
Next, we will give some results about the existence of PSQs in cyclic groups for the families of
parameters presented in Theorem 4.1:
With respect to families (i), (ii) and (iii), circulant PSQs with those parameters always exist by
Propositions 3.7, 3.8 and 4.14.
With respect to family (iv), as we said after the proof of Theorem 4.11, besides of the known
examples when U = 0 and s = 1,2,3,4,5 (see [27] and [22]) that correspond with the undirected
case, examples generating DSRGs with new parameters were also found by the ﬁrst and fourth author
in [24] for s = 1, U = 5, s = 1, U = 6 and s = 2, U = 2.
With respect to family (v), Leung and Ma reported in [19], where they studied undirected strongly
regular graphs, that they hadn’t found any example. This case seems to be elusive also for the directed
case; nonetheless, we have found an example with repeated values in R and S for s = 2, U = 2. This
can be interpreted in terms of directed strongly regular multigraphs, as shown by the ﬁrst and fourth
author in [24]. The example that we have found is:
Q = {2,3,4,8,9,10}, R = {1,2,3,6,6,7,8,9, },
S = {3,4,5,6,6,9,10,11}, T = {2,3,4,8,9,10}.
With respect to family (vi), Leung and Ma found in [19] an example for s = 2, U = 0 (the undirected
case). Apart from that PSQ, the only ones that we have found correspond to s = 1 and an arbitrary U ,
in which case the parameters of the corresponding DSRGs have the same form than in Theorem 1 in
the paper [12] of Jørgensen. In fact, by following the proof of Theorem 2 in Jørgensen’s paper, one
can see that when k = 2μ + 1 and n = 4μ + 4 (which happens in our case), he proves the existence
of a Cayley graph of a dihedral group in which the semiregular action of the cyclic subgroup of index
2 corresponds with a PSQ in which the structure of R ∪ S is as described in this family.
With respect to family (vii), Leung and Ma found in [19] an example for s = 2, U = 0 (the undi-
rected case). For the plus sign, the ﬁrst and fourth author found in [24] a PSF whose complement
gives an example for s = 2, U = 6. For the minus sign, we have found the following examples:
For s = 1, U = 2: Q = {0,3}, R = {2,3,5}, S = {1,3,4}, T = {0,3}.
For s = 1, U = 4: Q = {0,1,5,6}, R = {1,4,5,6,9}, S = {2,3,5,7,8}, T = {1,3,6,8}.
1830 A. Araluze et al. / Journal of Combinatorial Theory, Series A 119 (2012) 1811–1831For s = 1, U = 6: Q = {0,4,6,7,11,13}, R = {1,3,6,7,8,10,13}, S = {2,4,5,7,9,11,12}, T =
{1,4,6,8,11,13}.
We have checked Hobart and Brouwer’s list of DSRGs [29], and we have found that the examples with
s = 1, U = 2 and s = 1, U = 6 produce digraphs which are not isomorphic to the ones mentioned in
Hobart and Brouwer’s list.
With respect to family (viii), examples of PSQs were found by the ﬁrst and fourth author in [24]
for s = 2 with the minus sign and the complement for s = 2 with the plus sign, but they were not
circulant. We have not found any circulant example.
We would like to remark that the parameters of the DSRGs derived from the PSQs with parameters
as in families (v), (vi) and (vii) have the form of an inﬁnite family of parameters with μ = λ and
v = 4k − 4μ described by Godsil, Hobart and Martin in [10].
5. Future directions
In [15] it is proved that there is no directed strongly regular Cayley graph of an abelian group,
whereas in [11] constructions of directed strongly regular Cayley graphs of nonabelian groups are
given. The next natural step is to consider digraphs admitting a semiregular subgroup of automor-
phisms with at least two orbits. For example, one may consider bicirculant digraphs, that is, digraphs
admitting cyclic semiregular automorphism subgroups with two orbits.
Results obtained on feasible parameter sets of directed strongly regular bicirculant digraphs al-
lowed us to construct inﬁnite families of such graphs. We believe that the use of concepts similar to
the ones used in this paper will prove useful in characterizing parameters of directed strongly regular
m-Cayley graphs in general. Thus suggesting the following two problems.
Problem 5.1. Determine feasible parameter sets for directed strongly regular m-Cayley graphs, m 2.
Problem 5.2. Construct directed strongly regular m-Cayley graphs for each m 2.
Let G be a directed strongly regular m-Cayley graph of a group H with symbol [Si, j], i, j ∈ Zm .
The regularity of G implies that for m = 2 we must have |S0,0| = |S1,1| and |S0,1| = |S1,0|. For m > 2
the sets Si,i , i ∈ Zm , can have different cardinalities, the complement of the line graph of the com-
plete graph K6 (with parameters (n,m,k, λ,μ, t) = (3,5,6,1,3,6)) being one of a few known such
examples, see [18]. Our approach to determine feasible parameter sets for DSRGs relies on the theory
of group rings where particular additional restrictions on the properties of subsets of H forming the
symbol of G simplify the analysis of the corresponding sums in the group ring Z[H]. It seems there-
fore natural to seek for feasible parameter sets for directed strongly regular m-Cayley graphs, m  2,
by ﬁrst considering a particular class of such graphs for which the sets forming the corresponding
symbol of the graph satisfy conditions listed in the following deﬁnition.
Deﬁnition 5.3. Let H be a group of order n 2 and let m 1 be an integer. Then an (m,n,k,μ,λ, t)-
partial sum family S= {Si, j}, with 0 i, j <m, of subsets of H is uniform if it satisﬁes the following
conditions:
(i) The cardinalities of the ‘diagonal’ blocks Si,i are all equal.
(ii) The cardinalities of the ‘non-diagonal’ blocks Si, j , i = j, are all equal.
(iii) The ‘diagonal’ blocks {Si,i: i ∈ Zm} form a partition of H − {e}.
Results on uniform PSFs are welcome.
Problem 5.4. Determine feasible parameter sets for directed strongly regular m-Cayley graphs, m 2,
whose associated PSF is uniform.
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