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Abstract
The A
(1)
n−1 trigonometric vertex model with generic non-diagonal boundaries is stud-
ied. The double-row transfer matrix of the model is diagonalized by algebraic Bethe
ansatz method in terms of the intertwiner and the corresponding face-vertex relation.
The eigenvalues and the corresponding Bethe ansatz equations are obtained.
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1 Introduction
Two-dimensional integrable models have traditionally been solved by imposing periodic
boundary conditions. For such bulk systems, the quantum Yang-Baxter equation (QYBE)
R12(u1 − u2)R13(u1 − u3)R23(u2 − u3) = R23(u2 − u3)R13(u1 − u3)R12(u1 − u2), (1.1)
leads to families of commuting row-to-row transfer matrices which may be diagonalized by
the quantum inverse scattering method (QISM) (or algebraic Bethe ansatz) [1].
Not all boundary conditions are compatible with integrability in the bulk. The bulk
integrability is only preserved when one imposes certain boundary conditions. In [2], Sklyanin
developed the boundary QISM, which may be used to described integrable systems on a finite
interval with independent boundary conditions at each end. This boundary QISM uses the
new algebraic structure, the reflection equation (RE) algebra. The solutions to the RE
and its dual are called boundary K-matrices which in turn give rise to boundary conditions
compatible with the integrability of the bulk model [2]-[4].
The boundary QISM has been applied to diagonalize the double-row transfer matrices of
various integrable models with non-trivial boundary conditions mostly corresponding to the
diagonal K-matrices. However, the problem of diagonalizing the double-row transfer matrix
for general non-diagonal K-matrices has been long-standing for trigonometric integrable
models. To our knowledge, the only exception is the spin-1
2
XXZ (or A
(1)
1 ) model with non-
diagonal K-matrices which was solved recently by fusion hierarchy of the transfer matrix
with the anisotropy value being the roots of unity [5, 6], the algebraic Bethe ansatz [7, 8]
and the coordinate Bethe ansatz [9]. The fundamental difficulty is that the usual highest-
weight state which is the pseudo-vacuum (or reference state) for the models with periodic
boundary condition or boundary conditions specified by diagonal K-matrices is no longer
the pseudo-vacuum on which the Bethe ansatz analysis is based.
In a very recent work [10], we constructed a class of non-diagonal solutions to the RE for
the trigonometric A
(1)
n−1 vertex model by the intertwiner-matrix approach. The non-diagonal
K-matrices we found can be expressed in terms of the intertwiner-matrices and diagonal face-
type K-matrices. In the present paper, we solve the trigonometric A
(1)
n−1 vertex models with
boundary conditions given by the non-diagonal K-matrices in [10]. We construct the pseudo-
vacuum and diagonalize the corresponding double-row transfer matrix by the generalized
QISM developed in [11].
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This paper is organized as follows. In section 2, we introduce our notation and some basic
ingredients. In section 3, we introduce the intertwiner-matrix which satisfies the face-vertex
correspondence relation between the two R-matrices R(u) and W (u). Through the magic
intertwiner vectors, in section 4, we transform the model from the original vertex picture into
its “face” picture. After succeeding in constructing the pseudo-vacuum state, we apply the
algebraic Bethe ansatz method to diagonalize the transfer matrices of the boundary model.
Section 5 is for conclusions. Some detailed technical calculations are given in Appendices
A-C.
2 A
(1)
n−1 trigonometric vertex model and integrable bound-
ary conditions
Let us fix a positive integer n (n ≥ 2) and a generic complex number η, and R(u) ∈
End(Cn ⊗Cn) be the trigonometric solution to the A
(1)
n−1 type QYBE given by [12, 13, 14]
R(u) =
n∑
α=1
Rαααα(u)Eαα ⊗ Eαα +
∑
α6=β
{
R
αβ
αβ(u)Eαα ⊗ Eββ +R
βα
αβ(u)Eβα ⊗ Eαβ
}
, (2.1)
where Eij is the matrix with elements (Eij)
l
k = δjkδil. The coefficient functions are
R
αβ
αβ(u) =


sin(u)
sin(u+η)
e−iη, α > β,
1, α = β,
sin(u)
sin(u+η)
eiη, α < β,
, (2.2)
R
βα
αβ(u) =


sin(η)
sin(u+η)
eiu, α > β,
1, α = β,
sin(η)
sin(u+η)
e−iu, α < β,
. (2.3)
One can check that the R-matrix satisfies the following unitarity, crossing-unitarity and
quasi-classical relations:
Unitarity : R12(u)R21(−u) = id, (2.4)
Crossing-unitarity : Rt212(u)M
−1
2 R
t2
21(−u− nη)M2 =
sin(u) sin(u+ nη)
sin(u+ η) sin(u+ nη − η)
id, (2.5)
Quasi-classical property : R12(u)|η→0 = id. (2.6)
Here R21(u) = P12R12(u)P12 with P12 being the usual permutation operator and ti denotes
the transposition in the i-th space, and η is the so-called crossing paramter. The crossing
3
matrix M is a diagonal n× n matrix with elements
Mαβ = Mαδαβ , Mα = e
−2iαη, α = 1, . . . , n. (2.7)
Here and below we adopt the standard notation: for any matrix A ∈ End(Cn), Aj is an
embedding operator in the tensor space Cn ⊗ Cn ⊗ · · ·, which acts as A on the j-th space
and as an identity on the other factor spaces; Rij(u) is an embedding operator of R-matrix
in the tensor space, which acts as an identity on the factor spaces except for the i-th and
j-th ones.
One introduces the “row-to-row” monodromy matrix T (u), which is an n×n matrix with
elements being operators acting on (Cn)⊗N
T (u) = R01(u+ z1)R02(u+ z2) · · ·R0N(u+ zN ). (2.8)
Here {zi|i = 1, . . . , N} are arbitrary free complex parameters which are usually called inho-
mogeneous parameters. With the help of the QYBE (1.1), one can show that T (u) satisfies
the so-called “RLL” relation
R12(u− v)T1(u)T2(v) = T2(v)T1(u)R12(u− v). (2.9)
Integrable open chains can be constructed as follows [2]. Let us introduce the K-matrix
K−(u) which gives rise to an integrable boundary condition on the right boundary. K−(u)
satisfies the RE
R12(u1 − u2)K
−
1 (u1)R21(u1 + u2)K
−
2 (u2)
= K−2 (u2)R12(u1 + u2)K
−
1 (u1)R21(u1 − u2). (2.10)
For models with open boundaries, instead of the standard “row-to-row” monodromy matrix
T (u) (2.8), one needs the “double-row” monodromy matrix T(u)
T(u) = T (u)K−(u)T−1(−u). (2.11)
Using (2.9) and (2.10), one can prove that T(u) satisfies
R12(u1 − u2)T1(u1)R21(u1 + u2)T2(u2) = T2(u2)R12(u1 + u2)T1(u1)R21(u1 − u2). (2.12)
In order to construct the double-row transfer matrices, besides the RE, one needs another
K-matrix K+(u) which gives integrable boundary condition on the left boundary. The K-
matrix K+(u) satisfies the dual RE [2, 3, 10]
R12(u2 − u1)K
+
1 (u1)M
−1
1 R21(−u1 − u2 − nη)M1K
+
2 (u2)
=M1K
+
2 (u2)R12(−u1 − u2 − nη)M
−1
1 K
+
1 (u1)R21(u2 − u1). (2.13)
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Different integrable boundary conditions are described by different solutions K−(u) (K+(u))
to the (dual) RE [2, 4]. In this paper, we consider the non-diagonal solutions K±(u) obtained
in [10], which are respectively given by
K−(u)st =
n∑
i=1
ki(u)φ
(s)
λ,λ−ǫi
(u)φ¯
(t)
λ,λ−ǫi
(−u), (2.14)
K+(u)st =
n∑
i=1
k˜i(u)φ
(s)
λ′,λ′−ǫi
(−u)φ˜
(t)
λ′,λ′−ǫi
(u). (2.15)
Here {ki(u)|i = 1, . . . , n} and {k˜i(u)|i = 1, . . . , n} are
kj(u) =


1, 1 ≤ j ≤ l,
sin(ξ−u)
sin(ξ+u)
e−2iu, l + 1 ≤ j ≤ n,
(2.16)
k˜j(u) =


e−2i(jη), 1 ≤ j ≤ l′,
sin(ξ¯+u+n
2
η)
sin(ξ¯−u−n
2
η)
e2i(u+
n−2j
2
η), l′ + 1 ≤ j ≤ n,
(2.17)
where l and l′ are positive integers such that 1 ≤ l ≤ n, 1 ≤ l′ ≤ n. In (2.14) and (2.15),
φ, φ¯ and φ˜ are intertwiners which will be specified in section 3. The K-matrix K−(u) (resp.
K+(u)) depends on a discrete parameter l (resp. l′) and continuous parameters ξ, {λi}
(resp. ξ¯, {λ′i}) and ρ (whose dependence is through the definition of the intertwiner-matrix
(3.2) below). Here and throughout we use the convention: associated with the boundary
parameters {λi} (resp. {λ
′
i}) let us introduce a vector λ =
∑n
i=1 λiǫi (resp. λ
′ =
∑n
i=1 λ
′
iǫi),
where {ǫi| i = 1, . . . , n} is the orthonormal basis of the vector spaceC
n such that 〈ǫi, ǫj〉 = δij .
Some remarks are in order. Our bulk R-matrix is different from those used in [15, 16, 17]
(see (2.2)). For n = 3 case, after a similarity transformation by a spectral-independent
diagonal matrix, our K-matrix K−(u) has the same number of the boundary parameters as
that of [17] and one more boundary parameter than that of [15, 16]. For generic n (n > 3),
our K-matrix K−(u) has many more boundary parameters than that given in [15].
Let us emphasize that a further restriction
λ′ +
N∑
k=1
ǫjk = λ, (2.18)
where {jk|k = 1, . . . , N} are positive integers such that 2 ≤ jk ≤ n, is necessary for the the
application of the algebraic Bethe ansatz method in section 4. Hereafter, we shall consider
only the above case.
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The double-row transfer matrix of the inhomogeneous model associated with the R-matrix
(2.1)-(2.3) with open boundary specified by the K-matrices K±(u) (2.14)-(2.18) is given by
τ(u) = tr(K+(u)T(u)). (2.19)
The commutativity of the transfer matrices
[τ(u), τ(v)] = 0, (2.20)
follows as a consequence of (1.1), (2.4)-(2.5) and (2.12)-(2.13). This ensures the integrability
of the inhomogeneous model with open boundary. The aim of this paper is to find the
common eigenvectors and the corresponding eigenvalues of the transfer matrix (2.19) with
generic non-diagonal K-matrices K±(u) given by (2.14)-(2.18).
3 Intertwining vectors and the associated face-vertex
correspondence relations
For a vector m ∈ Cn, set
mi = 〈m, ǫi〉, |m| =
n∑
k=1
mk, i = 1, . . . , n. (3.1)
Let us introduce n intertwining vectors (intertwiners) {φm,m−ǫj(u)| j = 1, . . . , n}. Each
φm,m−ǫj(u) is an n-component column vector whose α-th elements are {φ
(α)
m,m−ǫj(u)}. The
n intertwiners form an n × n matrix (in which j and α stand for the column and the row
indices respectively), called the intertwiner-matrix, with the non-vanishing matrix elements
being 

eiηf1(m) eiηFn(m)+ρe2iu
eiηF1(m) eiηf2(m)
eiηF2(m)
. . .
. . . eiηfj(m)
eiηFj(m)
. . .
. . . eiηfn−1(m)
eiηFn−1(m) eiηfn(m)


. (3.2)
Here ρ is a complex constant with regard to u and m, and {fi(m)|i = 1, . . . , n} and
{Fi(m)|i = 1, . . . , n} are linear functions of m:
fi(m) =
i−1∑
k=1
mk −mi −
1
2
|m|, i = 1, . . . , n, (3.3)
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Fi(m) =
i∑
k=1
mk −
1
2
|m|, i = 1, . . . , n− 1, (3.4)
Fn(m) = −
3
2
|m|. (3.5)
From the above intertwiner-matrix, one may derive the following face-vertex correspondence
relation [10]:
R12(u1 − u2)φm,m−ǫi(u1)⊗ φm−ǫi,m−ǫi−ǫj (u2)
=
∑
k,l
W klij (u1 − u2)φm−ǫl,m−ǫl−ǫk(u1)⊗ φm,m−ǫl(u2). (3.6)
Here the non-vanishing elements of {W (u)klij} are
W
jj
jj (u) = 1, W
jk
jk (u) =
sin(u)
sin(u+ η)
, for j 6= k, (3.7)
W
kj
jk (u) =


sin(η)
sin(u+η)
eiu, j > k,
sin(η)
sin(u+η)
e−iu, j < k,
for j 6= k. (3.8)
Associated with {W (u)klij}, one may introduce “face” type R-matrix W (u)
W (u) =
∑
i,j,k,l
W klij (u)Eki ⊗Elj . (3.9)
Some remarks are in order. The “face” type R-matrix W (u) does not depend on the face
type parameter m, in contrast to the Zn elliptic case [18, 19]. It follows that W (u) and R(u)
satisfy the same QYBE, i.e. W (u) obeys the usual (vertex type) QYBE rather than the
dynamical one [20, 11].
Noting that
n∑
i=1
fi(m) =
n∑
i=1
Fi(m) =
n∑
k=1
n− 2(k + 1)
2
mk, (3.10)
one can show that the determinant of the intertwiner matrix (3.2) is
Det
(
φ
(α)
m,m−ǫj(u)
)
= eiη
∑n
k=1
n−2(k+1)
2
mk (1− (−1)ne2iu+ρ). (3.11)
For a generic ρ ∈ C this determinant is non-vanishing and thus the inverse of (3.2) exists.
This fact allows us to introduce other types of intertwiners φ¯ and φ˜ satisfying the following
orthogonality conditions:
∑
α
φ¯
(α)
m,m−ǫi(u) φ
(α)
m,m−ǫj(u) = δij , (3.12)
∑
α
φ˜
(α)
m+ǫi,m(u) φ
(α)
m+ǫj ,m(u) = δij . (3.13)
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From these conditions we derive the “completeness” relations:
∑
k
φ¯
(α)
m,m−ǫk
(u) φ
(β)
m,m−ǫk
(u) = δαβ, (3.14)
∑
k
φ˜
(α)
m+ǫk,m(u) φ
(β)
m+ǫk,m(u) = δαβ. (3.15)
With the help of (3.12)-(3.15), we obtain, from the face-vertex correspondence relation
(3.6),
(
φ˜m+ǫk,m(u1)⊗ id
)
R12(u1 − u2)
(
id⊗ φm+ǫj ,m(u2)
)
=
∑
i,l
W klij (u1 − u2) φ˜m+ǫi+ǫj ,m+ǫj(u1)⊗ φm+ǫk+ǫl,m+ǫk(u2), (3.16)
(
φ˜m+ǫk,m(u1)⊗ φ˜m+ǫk+ǫl,m+ǫk(u2)
)
R12(u1 − u2)
=
∑
i,j
W klij (u1 − u2) φ˜m+ǫi+ǫj ,m+ǫj(u1)⊗ φ˜m+ǫj ,m(u2), (3.17)
(
id⊗ φ¯m,m−ǫl(u2)
)
R12(u1 − u2) (φm,m−ǫi(u1)⊗ id)
=
∑
k,j
W klij (u1 − u2)φm−ǫl,m−ǫk−ǫl(u1)⊗ φ¯m−ǫi,m−ǫi−ǫj(u2), (3.18)
(
φ¯m−ǫl,m−ǫk−ǫl(u1)⊗ φ¯m,m−ǫl(u2)
)
R12(u1 − u2)
=
∑
i,j
W klij (u1 − u2) φ¯m,m−ǫi(u1)⊗ φ¯m−ǫi,m−ǫi−ǫj(u2). (3.19)
4 Algebraic Bethe ansatz for the A
(1)
n−1 trigonometric
vertex model with non-diagonal open boundaries
In this section, we shall demonstrate that the intertwiners and the face-vertex correspondence
relations (3.6)-(3.19) play a fundamental role in the construction of the eigenstates of the
A
(1)
n−1 trigonometric vertex model with open boundary condition specified by the K-matrices
K±(u) given in (2.14)-(2.18). In order to apply the algebraic Bethe ansatz method, we need
to transform the fundamental exchange relation (2.12) from the vertex picture into its face
picture so that we can construct the corresponding pseudo-vacuum and the associated Bethe
ansatz states.
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4.1 K-matrices in the “face” picture
Corresponding to the vertex type K-matrices (2.14) and (2.15), one introduces the following
face type K-matrices K and K˜, as in [21]
K(λ|u)ji =
∑
α,β
φ˜
(α)
λ−ǫi+ǫj , λ−ǫi
(u)K−(u)αβ φ
(β)
λ, λ−ǫi
(−u), (4.1)
K˜(λ′|u)ji =
∑
α,β
φ¯
(α)
λ′, λ′−ǫj
(−u)K+(u)αβ φ
(β)
λ′−ǫj+ǫi, λ′−ǫj
(u). (4.2)
Through straightforward calculations, we find the λ(λ′)-independent face type K-matrices
have diagonal forms1
K(λ|u)ji = δ
j
i k(u; ξ)i, K˜(λ
′|u)ji = δ
j
i k˜(u)i, i, j = 1, . . . , n, (4.3)
where functions {k(u; ξ)i = k(u)i} and {k˜(u)i} are respectively given by (2.16) and (2.17).
Although the K-matrices K±(u) given by (2.14) and (2.15) are generally non-diagonal
(in the vertex picture), after the face-vertex transformations (4.1) and (4.2), the face type
counterparts K(λ|u) and K˜(λ′|u) become diagonal simultaneously . This fact enables us
to apply the generalized algebraic Bethe ansatz method developed in [11] for SOS type
integrable models to diagonalize the transfer matrix τ(u) (2.19).
4.2 Exchange relations of double-row monodromy matrix of face
type
By means of (3.14), (3.15), (4.2) and (4.3), the transfer matrix τ(u) (2.19) can be recasted
into the following face type form:
τ(u) = tr(K+(u)T(u))
=
∑
µ,ν
tr
(
K+(u)φλ′−ǫµ+ǫν ,λ′−ǫµ(u) φ˜λ′−ǫµ+ǫν ,λ′−ǫµ(u) T(u)φλ′,λ′−ǫµ(−u)φ¯λ′,λ′−ǫµ(−u)
)
=
∑
µ,ν
φ¯λ′,λ′−ǫµ(−u)K
+(u)φλ′−ǫµ+ǫν ,λ′−ǫµ(u) φ˜λ′−ǫµ+ǫν ,λ′−ǫµ(u) T(u)φλ′,λ′−ǫµ(−u)
=
∑
µ,ν
K˜(λ′|u)µν T (λ
′|u)νµ =
∑
µ
k˜(u)µ T (λ
′|u)µµ. (4.4)
1The spectral parameter u and the boundary parameter ξ of the reduced double-row monodromy matrices
constructed from K(λ|u) will be shifted in each step of the nested Bethe ansatz procedure [11]. Therefore,
it is convenient to specify the dependence on the boundary parameter ξ of K(λ|u), in terms of k(u; ξ)i, in
addition to the spectral parameter u.
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Here we have introduced the face type double-row monodromy matrix T (m|u),
T (λ′|u)νµ = T (m|u)
ν
µ |m=λ′ = φ˜m−ǫµ+ǫν ,m−ǫµ(u) T(u)φm,m−ǫµ(−u) |m=λ′
≡
∑
α,β
φ˜
(β)
λ′−ǫµ+ǫν ,λ′−ǫµ
(u) T(u)βα φ
(α)
λ′,λ′−ǫµ
(−u). (4.5)
Moreover from (2.12), (3.6) and (3.15) we derive the following exchange relations among
T (m|u)νµ (see Appendix A for details):
∑
i1,i2
∑
j1,j2
W
i0 j0
i1 j1
(u1 − u2) T (m+ ǫj1 + ǫi2 |u1)
i1
i2
×W j1 i2j2 i3 (u1 + u2) T (m+ ǫj3 + ǫi3 |u2)
j2
j3
=
∑
i1,i2
∑
j1,j2
T (m+ ǫj1 + ǫi0 |u2)
j0
j1
W
i0 j1
i1 j2
(u1 + u2)
× T (m+ ǫj2 + ǫi2 |u1)
i1
i2
W
j2 i2
j3 i3
(u1 − u2). (4.6)
For convenience let us introduce the standard notation:
A(m|u) = T (m|u)11, Bi(m|u) = T (m|u)
1
i , Ci(m|u) = T (m|u)
i
1, i = 2, . . . , n, (4.7)
Dji (m|u) = T (m|u)
j
i − δ
j
iW
j 1
1 j (2u)A(m|u), i, j = 2, . . . , n. (4.8)
From (4.6), after some tedious calculation, we find the commutation relations amongA(m|u),
D(m|u) and B(m|u) (see Appendix B for details). Here we give those which are relevant for
our purpose
A(m|u)Bj(m+ ǫj − ǫ1|v)
=
sin(u+ v) sin(u− v − η)
sin(u+ v + η) sin(u− v)
Bj(m+ ǫj − ǫ1|v)A(m+ ǫj − ǫ1|u)
+
sin(η) sin(2v)ei(u−v)
sin(u− v) sin(2v + η)
Bj(m+ ǫj − ǫ1|u)A(m+ ǫj − ǫ1|v)
−
sin(η)ei(u+v)
sin(u+ v + η)
n∑
α=2
Bα(m+ ǫα − ǫ1|u)D
α
j (m+ ǫj − ǫ1|v), (4.9)
Dka(m|u)Bj(m+ ǫj − ǫ1|v)
=
sin(u− v + η) sin(u+ v + 2η)
sin(u− v) sin(u+ v + η)
×


n∑
α1,α2,β1,β2=2
W
k β2
α2 β1
(u+ v + η)W β1 α1j a (u− v)
× Bβ2(m+ ǫk + ǫβ2 − ǫa − ǫ1|v)D
α2
α1
(m+ ǫj − ǫ1|u)
}
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−
sin(η) sin(2u+ 2η)e−i(u−v)
sin(u− v) sin(2u+ η)
×


n∑
α,β=2
W k βαa (2u+ η)Bβ(m+ ǫα − ǫ1|u)D
α
j (m+ ǫj − ǫ1)|v)


+
sin(η) sin(2v) sin(2u+ 2η)e−i(u+v)
sin(u+ v + η) sin(2v + η) sin(2u+ η)
×
{
n∑
α=2
W k αj a(2u+ η)Bα(m+ ǫj − ǫ1|u)A(m+ ǫj − ǫ1|v)
}
, (4.10)
Bi(m+ ǫi − ǫ1|u)Bj(m+ ǫi + ǫj − 2ǫ1|v)
=
n∑
α,β=2
W
β α
j i (u− v)Bβ(m+ ǫβ − ǫ1|v)Bα(m+ ǫα + ǫβ − 2ǫ1|u). (4.11)
4.3 Pseudo-Vacuum state
The algebraic Bethe ansatz requires, in addition to the relevant commutation relations (4.9)-
(4.11), a pseudo-vacuum state which is the common eigenstate of the operators A, Dii and
is annihilated by the operators Ci. In contrast to the models with diagonal K
±(u) [2, 22],
for models with non-diagonal K-matrices, the usual highest-weight state

1
0
...

⊗ · · · ⊗


1
0
...

 , (4.12)
is no longer the pseudo-vacuum state. However, after the face-vertex transformations (4.1)
and (4.2), the face type K-matrices K(λ|u) and K˜(λ|u) simultaneously become diagonal.
This suggests that one can translate the A
(1)
n−1 trigonometric vertex model with non-diagonal
K-matrices (2.14) and (2.15) into the corresponding “face” type model with diagonal K-
matrices K(λ|u) and K˜(λ|u) given by (4.1) and (4.2) respectively. Then one can construct
the pseudo-vacuum in the “face” picture and use the generalized algebraic Bethe ansatz
method [11] to diagonalize the transfer matrix. Such a method has already been successfully
used to diagonalize the transfer matrix of A
(1)
1 trigonometric vertex model (XXZ model) with
non-diagonal K-matrices [8]. In this paper we shall extend the construction to the generic
A
(1)
n−1 case.
Before introducing the pseudo-vacuum state, let us introduce a generic state in the quan-
tum space by the column vectors of the intertwiner-matrix (3.2)
|i1, . . . , iN〉
m
m0
= φNm0,m0−ǫiN
(−zN )φ
N−1
m0−ǫiN ,m0−ǫiN−ǫiN−1
(−zN−1) · · ·
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×φ1
m0−
∑N
k=2
ǫik ,m0−
∑N
k=1
ǫik
(−z1), (4.13)
where the vectors m0, m ∈ C
n and m = m0 −
∑N
k=1 ǫik , the vector φ
k = id ⊗ id · · ·⊗
k−th
φ
⊗id · · ·.
Now let us evaluate the action of the face type monodromy matrix T (m|u) (4.5) on the
state (4.13). Using the definition of the vertex type double-row monodromy matrix T(u)
(2.11) and relations (3.14)-(3.15), we can further write the face type T (m|u) in the following
form
T (m|u)ji = φ˜m−ǫi+ǫj ,m−ǫi(u)T (u)K
−(u)T−1(−u)φm,m−ǫi(−u)
≡ T (m,m0|u)
j
i
=
∑
µ,ν
φ˜m−ǫi+ǫj,m−ǫi(u)T (u)φm0−ǫν+ǫµ,m0−ǫν(u)φ˜m0−ǫν+ǫµ,m0−ǫν(u)K
−(u)
×φm0,m0−ǫν(−u)φ¯m0,m0−ǫν(−u)T
−1(−u)φm,m−ǫi(−u)
=
∑
µ,ν
T (m− ǫi, m0 − ǫν |u)
j
µK(m0|u)
µ
νS(m,m0|u)
ν
i . (4.14)
Here we have introduced
T (m,m0|u)
j
µ = φ˜m+ǫj ,m(u)T (u)φm0+ǫµ,m0(u), (4.15)
S(m,m0|u)
µ
i = φ¯m0,m0−ǫµ(−u)T
−1(−u)φm,m−ǫi(−u), (4.16)
K(m0|u)
j
i = φ˜m0−ǫi+ǫj ,m0−ǫi(u)K
−(u)φm0,m0−ǫi(−u). (4.17)
We can evaluate the action of the operator T (m,m0|u)
j
µ on the state |i1, . . . , iN〉
m
m0
from the
definition (2.8) and the face-vertex correspondence relation (3.6)
T (m,m0|u)
j
µ|i1, . . . , iN 〉
m
m0
= φ˜0m+ǫj ,m(u)R01(u+ z1)φ
1
m0−
∑N
k=2
ǫik ,m0−
∑N
k=1
ǫik
(−z1) · · ·
×R0N (u+ zN )φ
N
m0,m0−ǫiN
(−zN )φ
0
m0+ǫµ,m0(u)
=
∑
β1,i
′
N
φ˜0m+ǫj ,m(u)R01(u+ z1)φ
1
m0−
∑N
k=2
ǫik ,m0−
∑N
k=1
ǫik
(−z1) · · ·
×R0N−1(u+ zN−1)φ
0
m0+ǫµ−ǫi′
N
,m0−ǫiN
(u)φN−1m0−ǫiN ,m0−ǫiN−1−ǫiN
(−zN−1)
×W
β1 i
′
N
µ iN
(u+ zN)φ
N
m0+ǫµ,m0+ǫµ−ǫi′
N
(−zN )
...
= W
j i′1
βN−1 i1
(u+ z1)W
βN−1 i
′
2
βN−2 i2
(u+ z2) · · ·
×W
β1 i
′
N
µ iN
(u+ zN) |i
′
1, . . . , i
′
N〉
m+ǫj
m0+ǫµ. (4.18)
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In the last equation the repeated indices imply summation over 1, 2, . . . n. Noting the uni-
tarity of the R-matrix (2.4), T−1(−u) can be written
T−10 (−u) = RN 0(u− zN) · · ·R1 0(u− z1). (4.19)
Then by the face-vertex correspondence relation (3.6) we can evaluate the action of the op-
erator S(m,m0|u)
µ
i on the state |i1, . . . , iN〉
m
m0
, similar to what we have done for T (m,m0|u):
S(m,m0|u)
µ
i |i1, . . . , iN〉
m
m0
= W
i′
N
µ
iN αN−1
(u− zN )W
i′
N−1 αN−1
iN−1 αN−2
(u− zN−1) · · ·
×W
i′1 α1
i1 i
(u− z1) |i
′
1, . . . , i
′
N〉
m−ǫi
m0−ǫµ
. (4.20)
Here the repeated indices are summed over 1, 2, . . . n. Similarly, by the decomposition re-
lation (4.14) and the equations (4.18), (4.20) we obtain the action of T (m|u)ji on the state
|i1, . . . , iN〉
m
m0
:
T (m|u)ji |i1, . . . , iN〉
m
m0
≡ T (m,m0|u)
j
i |i1, . . . , iN〉
m
m0
= T (m− ǫi, m0 − ǫν |u)
j
µK(m0|u)
µ
νS(m,m0|u)
ν
i |i1, . . . , iN 〉
m
m0
=W
j i′′1
βN−1 i
′
1
(u+ z1)W
βN−1 i
′′
2
βN−2 i
′
2
(u+ z2) · · ·
×W
β1 i
′′
N
µ i′
N
(u+ zN )K(m0|u)
µ
ν W
i′
N
ν
iN αN−1
(u− zN )
×W
i′
N−1 αN−1
iN−1 αN−2
(u− zN−1) · · ·W
i′1 α1
i1 i
(u− z1) |i
′′
1, . . . , i
′′
N 〉
m−ǫi+ǫj
m0−ǫν+ǫµ. (4.21)
Here again it is understood that the repeated indices are summed over 1, 2, . . . n.
Specializing the face-type parameters {(m0)i} to the boundary parameters {λi}, i.e. m =
λ, in equation (4.17), then from equation (4.3) the corresponding face type boundary K-
matrix K(λ|u) becomes diagonal. This enables us to construct the pseudo-vacuum state
of the model and apply the algebraic Bethe ansatz method to diagonalize the double-row
transfer matrices (2.19) later.
Now, let us construct the pseudo-vacuum state |Ω〉:
|Ω〉 ≡ |vac〉λ−Nǫ1λ = |1, . . . , 1〉
λ−Nǫ1
λ , (4.22)
where λ is related to the boundary parameters {λi} of the boundary K-matrix K
−(u) in
(2.14). Then from equations (4.18) and (4.20) we find that the actions of the operators
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T (λ−Nǫ1, λ|u) given by (4.15) and S(λ−Nǫ1, λ|u) given by (4.16) on the pseudo-vacuum
state (4.22) are given by
T (λ−Nǫ1, λ|u)
1
1 |vac〉
λ−Nǫ1
λ = |vac〉
λ−Nǫ1+ǫ1
λ+ǫ1
, (4.23)
T (λ−Nǫ1, λ|u)
i
1 |vac〉
λ−Nǫ1
λ = 0, i = 2, . . . , n, (4.24)
T (λ−Nǫ1, λ|u)
i
j |vac〉
λ−Nǫ1
λ = δ
i
j
N∏
k=1
W
j1
j1(u+ zk) |vac〉
λ−Nǫ1+ǫj
λ+ǫj
,
i, j = 2, . . . , n, (4.25)
S(λ−Nǫ1, λ|u)
1
1 |vac〉
λ−Nǫ1
λ = |vac〉
λ−Nǫ1−ǫ1
λ−ǫ1
, (4.26)
S(λ−Nǫ1, λ|u)
i
1 |vac〉
λ−Nǫ1
λ = 0, i = 2, . . . , n, (4.27)
S(λ−Nǫ1, λ|u)
i
j |vac〉
λ−Nǫ1
λ = δ
i
j
N∏
k=1
W
1j
1j(u− zk) |vac〉
λ−Nǫ1−ǫj
λ−ǫj
,
i, j = 2, . . . , n. (4.28)
Noting that the diagonal form of K(λ|u) (4.3) and the above equations, we derive
T (λ−Nǫ1, λ|u)
1
1 |vac〉
λ−Nǫ1
λ = k(u; ξ)1|vac〉
λ−Nǫ1
λ , (4.29)
T (λ−Nǫ1, λ|u)
i
1 |vac〉
λ−Nǫ1
λ = 0, i = 2, . . . , n. (4.30)
Moreover, after a tedious calculation, we have (see Appendix C for details)
T (λ−Nǫ1, λ|u)
i
j |vac〉
λ−Nǫ1
λ
= δij
{
W
j1
1j(2u)k(u; ξ)1(1−
N∏
k=1
W
1j
1j(u− zk)W
j1
j1(u+ zk)
)
+k(u; ξ)j
N∏
k=1
W
1j
1j(u− zk)W
j1
j1(u+ zk)
}
|vac〉λ−Nǫ1λ ,
i, j = 2, . . . , n. (4.31)
Keeping the definition of operators A (4.7) and Dij (4.8) in mind, and using the relations
(4.29)-(4.31), we find that the pseudo-vacuum state given by (4.22) satisfies the following
equations
A(λ−Nǫ1|u) |Ω〉 = k(u; ξ)1|Ω〉, (4.32)
Daj (λ−Nǫ1|u) |Ω〉 = δ
a
j
sin(2u)eiη
sin(2u+ η)
k(u+
η
2
; ξ −
η
2
)j
×
{
N∏
k=1
sin(u+ zk) sin(u− zk)
sin(u+ zk + η) sin(u− zk + η)
}
|Ω〉,
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a, j = 2, . . . , n, (4.33)
Ci(λ−Nǫ1|u) |Ω〉 = 0, i = 2, . . . , n, (4.34)
Bi(λ−Nǫ1|u) |Ω〉 6= 0, i = 2, . . . , n, (4.35)
as required. In deriving the equation (4.33), we have used the following equation
k(u; ξ)j − k(u; ξ)1W
j1
1j(2u) =
sin(2u)eiη
sin(2u+ η)
k(u+
η
2
; ξ −
η
2
)j. (4.36)
Therefore, we have constructed the pseudo-vacuum state |Ω〉 which is the common eigen-
state of the operatorsA, Dii, i = 2, . . . , n, and is annihilated by the operators Ci, i = 2, . . . , n.
The operators Bi, i = 2, . . . , n, will play the role of creation operators used to generate the
Bethe ansatz states.
4.4 Nested Bethe ansatz
Having derived the relevant commutation relations (4.9)-(4.11) and constructed the pseudo-
vacuum state (4.22), we now apply the generalized algebraic Bethe ansatz method developed
in [11] to solve the eigenvalue problem for the transfer matrices (2.19) of the A
(1)
n−1 trigono-
metric vertex model with open boundary condition specified by the K-matrices K±(u) given
in (2.14)-(2.18).
For convenience, let us introduce a set of non-negative integers {Ni|i = 1, . . . , n − 1}
with N1 = N and complex parameters {v
(i)
k | k = 1, 2, . . . , Ni+1, i = 0, 1, . . . , n − 2}. As in
the usual nested Bethe ansatz method [23, 24, 22, 20, 11, 25], the parameters {v
(i)
k } will be
used to specify the eigenvectors of the corresponding reduced transfer matrices. They will
be constrained later by the Bethe ansatz equations. For convenience, we adopt the following
convention:
vk = v
(0)
k , k = 1, 2, . . . , N. (4.37)
We will seek the common eigenvectors (i.e. the so-called Bethe states) of the transfer matrix
in the form
|v1, . . . , vN〉 =
n∑
i1,...,iN=2
F i1,i2,...,iN Bi1(λ
′ + ǫi1 − ǫ1|v1)Bi2(λ
′ + ǫi1 + ǫi2 − 2ǫ1|v2) · · ·
×BiN−1(λ
′ +
N−1∑
k=1
ǫik − (N − 1)ǫ1|vN−1)
×BiN (λ
′ +
N∑
k=1
ǫik −Nǫ1|vN) |Ω〉. (4.38)
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The summing indices in the above equation should obey the following restriction:
λ′ +
N∑
k=1
ǫik = λ, (4.39)
where λ′ and λ are the boundary parameters which satisfy the restriction (2.18). The con-
dition (4.39) leads to
|v1, . . . , vN〉 =
n∑
i1,...,iN=2
F i1,i2,...,iN Bi1(λ
′ + ǫi1 − ǫ1|v1)Bi2(λ
′ + ǫi1 + ǫi2 − 2ǫ1|v2) · · ·
×BiN−1(λ
′ +
N−1∑
k=1
ǫik − (N − 1)ǫ1|vN−1)
×BiN (λ−Nǫ1|vN) |Ω〉. (4.40)
With the help of (4.4), (4.7) and (4.8) we rewrite the transfer matrix (2.19) in terms of
the operators A and Dii
τ(u) =
n∑
ν=1
k˜(u)µ T (λ
′|u)µµ
= k˜(u)1A(λ
′|u) +
n∑
i=2
k˜(u)i T (λ
′|u)ii
= k˜(u)1A(λ
′|u) +
n∑
i=2
k˜(u)iW
i1
1 i(2u)A(λ
′|u)
+
n∑
i=2
k˜(u)i
(
T (λ′|u)ii −W
i1
1 i(2u)A(λ
′|u)
)
=
n∑
i=1
k˜(u)iW
i1
1 i(2u)A(λ
′|u)
+
n∑
i=2
k˜(1)(u+
η
2
)i
(
T (λ′|u)ii −W
i1
1 i(2u)A(λ
′|u)
)
= α(1)(u)A(λ′|u) +
n∑
i=2
k˜(1)(u+
η
2
)iD(λ
′|u)ii. (4.41)
Here we have used (4.8) and introduced the function α(1)(u),
α(1)(u) =
n∑
i=1
k˜(u)iW
i1
1 i(2u), (4.42)
and the reduced K-matrix K˜(1)(λ′|u) with the elements given by
K˜(1)(λ′|u)ji = δ
j
i k˜
(1)(u)i, i, j = 2, . . . , n, (4.43)
k˜(1)(u)i = k˜(u−
η
2
)i, i = 2, . . . , n. (4.44)
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To carry out the nested Bethe ansatz process [22, 11, 25] for the A
(1)
n−1 type models with the
open boundary conditions, one needs to introduce a set of reduced K-matrices {K˜(b)(λ′|u)|b =
0, . . . , n− 1} [11] which include the original one K˜(λ′|u) = K˜(0)(λ′|u) and the ones in (4.43)
and (4.44):
K˜(b)(λ′|u)ji = δ
j
i k˜
(b)(u)i, i, j = b+ 1, . . . , n, b = 0, . . . , n− 1, (4.45)
k˜(b)(u)i = k˜(u− b
η
2
)i, i = b+ 1, . . . , n, b = 0, . . . , n− 1. (4.46)
Moreover we introduce a set of functions {α(b)(u)|b = 1, . . . , n − 1} (including the one in
(4.42)) related to the reduced K-matrices K˜(b)(λ′|u)
α(b)(u) =
n∑
i=b
W ibbi(2u) k˜
(b−1)(u)i, b = 1, . . . , n. (4.47)
Carrying out the nested Bethe ansatz, we finally find that, with the coefficients F i1,i2,···,iN
in (4.40) properly chosen, the Bethe state |v1, . . . , vN 〉 is the eigenstate of the transfer matrix
(2.19),
τ(u) |v1, . . . , vN〉 = Λ(u; ξ, {vk}) |v1, . . . , vN〉, (4.48)
with eigenvalue given by
Λ(u; ξ, {vk})
= α(1)(u)k(u; ξ)1
N∏
k=1
sin(u+ vk) sin(u− vk − η)
sin(u+ vk + η) sin(u− vk)
+
sin(2u)eiη
sin(2u+ η)
{
N∏
k=1
sin(u− vk + η)σ(u+ vk + 2η)
sin(u− vk) sin(u+ vk + η)
×
N∏
k=1
sin(u+ zk) sin(u− zk)
sin(u+ zk + η) sin(u− zk + η)
× Λ(1)(u+
η
2
; ξ −
η
2
, {v
(1)
k })
}
. (4.49)
The eigenvalues {Λ(j)(u; ξ, {v
(j)
k })|j = 0, . . . , n − 1} (with Λ(u; ξ, {vk}) = Λ
(0)(u; ξ, {v
(0)
k }))
of the reduced transfer matrices are given by the following recurrence relations:
Λ(j)(u; ξ(j), {v
(j)
k })
= α(j+1)(u)k(u; ξ(j))j+1
Nj+1∏
k=1
sin(u+ v
(j)
k ) sin(u− v
(j)
k − η)
sin(u+ v
(j)
k + η) sin(u− v
(j)
k )
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+
sin(2u)eiη
sin(2u+ η)


Nj+1∏
k=1
sin(u− v
(j)
k + η) sin(u+ v
(j)
k + 2η)
sin(u− v
(j)
k ) sin(u+ v
(j)
k + η)
×
Nj∏
k=1
sin(u+ z
(j)
k ) sin(u− z
(j)
k )
sin(u+ z
(j)
k + η) sin(u− z
(j)
k + η)
× Λ(j+1)(u+
η
2
; ξ(j) −
η
2
, {v
(j+1)
k })
}
,
j = 1, . . . , n− 2, (4.50)
Λ(n−1)(u; ξ(n−1)) = k˜(n−1)(u)n k(u; ξ
(n−1))n. (4.51)
The reduced boundary parameters {ξ(j)} and inhomogeneous parameters {z
(j)
k } are given by
ξ(j+1) = ξ(j) −
η
2
, z
(j+1)
k = v
(j)
k +
η
2
, j = 0, . . . , n− 2. (4.52)
Here we have adopted the convention: ξ = ξ(0), z
(0)
k = zk. The complex parameters {v
(j)
k }
satisfy the following Bethe ansatz equations:
α(1)(vs)k(vs; ξ)1
sin(2vs + η)e
−iη
sin(2vs + 2η)
×
N1∏
k 6=s,k=1
sin(vs + vk) sin(vs − vk − η)
sin(vs + vk + 2η) sin(vs − vk + η)
=
N∏
k=1
sin(vs + zk) sin(vs − zk)
sin(vs + zk + η) sin(vs − zk + η)
×Λ(1)(vs +
η
2
; ξ −
η
2
, {v
(1)
k }), (4.53)
α(j+1)(v(j)s )k(v
(j)
s ; ξ
(j))j+1
sin(2v(j)s + η)e
−iη
sin(2v
(j)
s + 2η)
×
Nj+1∏
k 6=s,k=1
sin(v(j)s + v
(j)
k ) sin(v
(j)
s − v
(j)
k − η)
sin(v
(j)
s + v
(j)
k + 2η) sin(v
(j)
s − v
(j)
k + η)
=
Nj∏
k=1
sin(v(j)s + z
(j)
k ) sin(v
(j)
s − z
(j)
k )
sin(v
(j)
s + z
(j)
k + η) sin(v
(j)
s − z
(j)
k + η)
×Λ(j+1)(v(j)s +
η
2
; ξ(j) −
η
2
, {v
(j+1)
k }),
j = 1, . . . , n− 2. (4.54)
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5 Conclusions
We have studied the A
(1)
n−1 trigonometric vertex model with integrable open boundary condi-
tion described by the generic non-diagonal boundary K-matrix K−(u) given in (2.14) and its
dual K+(u) given in (2.15) with restriction (2.18). In addition to the two discrete (positive
integers) parameters l and l′, the total number of the independent free boundary parameters:
ξ, ξ¯, ρ and λi, i = 1, . . . , n, is actually n + 3. Although the K-matrices given in (2.14) and
(2.15) are non-diagonal in the vertex picture, they become diagonal simultaneously in the
“face” picture after the face-vertex transformation given by (4.1)-(4.3). This fact enables
us to successfully construct the corresponding pseudo-vacuum state |Ω〉 (4.22) and apply
the algebraic Bethe ansatz method to diagonalize the corresponding double-row transfer ma-
trices . The eigenvalues of the transfer matrices and associated Bethe ansatz equations are
given by (4.49), (4.50)-(4.52), and (4.53), (4.54). Taking the rational limit of our results
with {limη→0(ηλi)} being kept finite, we recover the results obtained in [26].
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Appendix A: The exchange relation of T
The starting point for deriving the exchange relations (4.6) among T (m|u)νµ is the ex-
change relation (2.12). Multiplying both sides of (2.12) from the right by φm+ǫi3 ,m(−u1) ⊗
φm+ǫi3+ǫj3 , m+ǫi3 (−u2), and using the face-vertex correspondence relation (3.6) and the “com-
pleteness” relation (3.15), we have, for the L.H.S. of the resulting relation,
L.H.S. = R12(u1 − u2)T1(u1)R21(u1 + u2)
×(φm+ǫi3 ,m(−u1)⊗T(u2)φm+ǫi3+ǫj3 ,m+ǫi3 (−u2))
= R12(u1 − u2)T1(u1)R21(u1 + u2)(φm+ǫi3 , m(−u1)⊗ 1)
×(1⊗ {
∑
j2
φm+ǫi3+ǫj2 , m+ǫi3 (u2)φ˜m+ǫi3+ǫj2 ,m+ǫi3 (u2)
× T(u2)φm+ǫi3+ǫj3 ,m+ǫi3 (−u2)
}
)
=
∑
j2
R12(u1 − u2)T1(u1)R21(u1 + u2)
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×
(
φm+ǫi3 , m(−u1)⊗ φm+ǫi3+ǫj2 , m+ǫi3 (u2)
)
T (m+ ǫi3 + ǫj3 |u2)
j2
j3
=
∑
i2
∑
j1,j2
R12(u1 − u2)T1(u1)W
j1 i2
j2 i3
(u1 + u2)
×
(
φm+ǫi3+ǫj2 ,m+ǫj1 (−u1)⊗ φm+ǫj1 , m(u2)
)
T (m+ ǫi3 + ǫj3|u2)
j2
j3
...
=
∑
i0,j0
(φm+ǫi0 , m(u1)⊗ φm+ǫi0+ǫj0 ,m+ǫi0 (u2))
×


∑
i1,i2
∑
j1,j2
W
i0 j0
i1 j1
(u1 − u2)T (m+ ǫi2 + ǫj1 |u1)
i1
i2
×W j1 i2j2 i3 (u1 + u2)T (m+ ǫi3 + ǫj3 |u2)
j2
j3
}
. (A.1)
Similarly for the R.H.S. of the resulting relation, we obtain
R.H.S. =
∑
i0,j0
(
φm+ǫi0 , m(u1)⊗ φm+ǫi0+ǫj0 ,m+ǫi0 (u2)
)
×


∑
i1,i2
∑
j1,j2
T (m+ ǫi0 + ǫj1 |u2)
j0
j1
W
i0 j1
i1 j2
(u1 + u2)
× T (m+ ǫi2 + ǫj2|u1)
i1
i2
W
j2 i2
j3 i3
(u1 − u2)
}
. (A.2)
Note that intertwiners are linearly independent, which follows from (3.11). Thus we obtain
the exchange relation (4.6) by comparing (A.1) with (A.2).
Appendix B: The relevant commutation relations
Let us introduce
D
j
i (m|u) = T (m|u)
j
i , i, j = 2, . . . , n. (B.1)
The starting point for deriving the commutation relations among A(m|u), Dji (m|u) and
Bi(m|u) (i, j = 2, . . . , n) is the exchange relation (4.6).
For i0 = j0 = j3 = 1, i3 = i 6= 1, we obtain
A(m+ 2ǫ1|v)Bj(m+ ǫj + ǫ1|u)
=
sin(u+ v) sin(u− v + η)
sin(u+ v + η) sin(u− v)
Bj(m+ ǫj + ǫ1|u)A(m+ ǫj + ǫ1|v)
−
sin(η) sin(u+ v)e−i(u−v)
sin(u− v) sin(u+ v + η)
Bj(m+ ǫj + ǫ1|v)A(m+ ǫj + ǫ1|u)
−
sin(η)ei(u+v)
sin(u+ v + η)
n∑
α=2
Bα(m+ ǫα + ǫ1|v)D
α
j (m+ ǫj + ǫ1|u). (B.2)
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The commutation relation (4.9) is a simple consequence of (B.2), (4.7) and (4.8).
For i0 = k 6= 1, j0 = 1, i3 = i 6= 1 and j3 = j 6= 1, we obtain
Dka(m+ ǫa + ǫ1|u)Bj(m+ ǫj + ǫa|v)
=
n∑
α1,α2,β1,β2=2
W
k β2
α2 β1
(u+ v)W β1 α1j a (u− v)
W k1k1(u− v)W
1a
1a(u+ v)
×Bβ2(m+ ǫk + ǫβ2 |v)D
α2
α1
(m+ ǫa + ǫj |u)
+
n∑
α=2
W k 11 k (u+ v)W
kα
j a(u− v)
W k1k1(u− v)W
1a
1a(u+ v)
A(m+ ǫk + ǫ1|v)Bα(m+ ǫa + ǫj |u)
−
n∑
α,β=2
W k 11 k (u− v)W
kα
β a (u+ v)
W k1k1(u− v)W
1a
1a(u+ v)
Bα(m+ ǫk + ǫα|u)D
β
j (m+ ǫa + ǫj |v)
−
W k 11 k (u− v)W
k 1
1 a (u+ v)
W k1k1(u− v)W
1a
1a(u+ v)
A(m+ ǫk + ǫ1|u)Bj(m+ ǫa + ǫj |v). (B.3)
In order to separate the contribution of A and Dja in the above relations, one needs to
introduce the operator Dja as (4.8) (cf.[2]). Then we can derive the commutation relations
among Dka and Bj from (B.3)
Dka(m|u)Bj(m+ ǫj − ǫ1|v)
=
n∑
α1,α2,β1,β2=2
W
k β2
α2 β1
(u+ v)W β1 α1j a (u− v)
W k1k1(u− v)W
1a
1a(u+ v)
×Bβ2(m+ ǫk + ǫβ2 − ǫa − ǫ1|v)D
α2
α1
(m+ ǫj − ǫ1|u)
−
n∑
α,β=2
W k 11 k (u− v)W
k α
β a (u+ v)
W k1k1(u− v)W
1a
1a(u+ v)
×Bα(m+ ǫβ − ǫ1|u)D
β
j (m+ ǫj − ǫ1|v)
+
n∑
α,β1,β2=2
W
k β2
αβ1
(u+ v)W β1 αj a (u− v)
W k1k1(u− v)W
1a
1a(u+ v)
W α11α(2u)
×Bβ2(m+ ǫβ2 + ǫk − ǫa − ǫ1|v)A(m+ ǫj − ǫ1|u)
−
n∑
α=2
W k 11 k (u− v)W
kα
j a (u+ v)
W k1k1(u− v)W
1a
1a(u+ v)
W
j1
1j(2v)
×Bα(m+ ǫα + ǫk − ǫa − ǫ1|u)A(m+ ǫj − ǫ1|v)
+
n∑
α=2
W k 11 k (u+ v)W
kα
j a (u− v)
W k1k1(u− v)W
1a
1a(u+ v)
A(m+ ǫk − ǫa|v)Bα(m+ ǫj − ǫ1|u)
−
sin(u− v + η) sin(u+ v + η) sin(η)e−2iu
sin(u− v) sin(u+ v) sin(2u+ η)
×δkaA(m− ǫa + ǫk|u)Bj(m+ ǫj − ǫ1|v). (B.4)
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We have used the following equation
W k11 k(u− v)W
k1
1 k(u+ v)
W k1k1(u− v)W
1a
1a(u+ v)
+W k11 k(2u)
=
sin(u− v + η) sin(u+ v + η) sin(η)e−2iu
sin(u− v) sin(u+ v) sin(2u+ η)
, (B.5)
to derive the last term on the right side of the above equation. After some long tedious
calculation, we finally obtain the commutation relation (4.10) from (B.5) by noting the
definitions (4.7) and (4.8).
For i0 = j0 = 1, i3 = i 6= 1 and j3 = j 6= 1, we obtain
Bi(m+ ǫi + ǫ1|u)Bj(m+ ǫi + ǫj |v)
=
n∑
β,α=2
W
βα
j i (u− v)W
1β
1β(u+ v)
W 1111(u− v)W
1i
1i(u+ v)
Bβ(m+ ǫβ + ǫ1|v)Bα(m+ ǫi + ǫj |u), (B.6)
which leads to the commutation relation (4.11).
Appendix C: The action of T ij on the pseudo-vacuum
state
Carrying out the calculation similar to that leading to (4.29) and (4.30), we have
T (λ−Nǫ1, λ|u)
i
j |vac〉
λ−Nǫ1
λ
= k(u; ξ)1T (λ−Nǫ1 − ǫj , λ− ǫ1|u)
i
1S(λ−Nǫ1, λ|u)
1
j |vac〉
λ−Nǫ1
λ
+δijk(u; ξ)j
N∏
k=1
W
1j
1j(u− zk)W
j1
j1(u+ zk)
×|vac〉λ−Nǫ1λ , i, j = 2, . . . , n. (C.1)
The first term on the right hand of the above equation is obtained as follows.
From “RLL” relation (2.9), we derive the following exchange relations
T1(u)R12(2u)T
−1
2 (−u) = T
−1
2 (−u)R12(2u)T1(u). (C.2)
Multiplying both sides of the above equation from the left by φ˜λ−Nǫ1−ǫi+ǫj ,λ−Nǫ1−ǫi(u) ⊗
φ¯λ+ǫ1,λ(−u) and from the right by φλ+ǫ1,λ(u)⊗ φλ−Nǫ1,λ−Nǫ1−ǫi(−u), we obtain the following
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exchange relation from the face-vertex correspondence relations (3.6) and (3.16)-(3.19)
n∑
α=1
W α11α(2u)T (λ−Nǫ1 − ǫi, λ− ǫα|u)
j
αS(λ−Nǫ1, λ|u)
α
i
=
n∑
α,β=1
W
j β
α i (2u)S(λ−Nǫ1 + ǫα, λ+ ǫ1|u)
1
βT (λ−Nǫ1, λ|u)
α
1 .
(C.3)
Acting both sides on the pseudo-vacuum state |vac〉λ−Nǫ1λ , and using the equations (4.23)-
(4.28), we obtain
T (λ−Nǫ1 − ǫi, λ− ǫ1|u)
j
1S(λ−Nǫ1, λ|u)
1
i |vac〉
λ−Nǫ1
λ
= δji
{
W
j1
1j(2u)−W
j1
1j(2u)
(
N∏
k=1
W
1j
1j(u− zk)W
j1
j1(u+ zk)
)}
×|vac〉λ−Nǫ1λ . (C.4)
The equation (4.31) is a simple consequence of the equations (C.1) and (C.4).
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