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RESUMEN
Presentamos Pipe3D, un dataducto de analisis basado en el paquete de ajustes FIT3D,
desarrollado para explorar las propiedades de las poblaciones estelares y el gas ionizado
en datos de espectroscopía de campo integral. Pipe3D se desarrolló para obtener productos
derivados de una forma coherente, fácil de distribuir y de comparar independientemente del
origen de los datos, enfocado al análisis de datos de muestreos recientes de espectroscopía
3D (por ej., CALIFA, MaNGA y SAMI), y la nueva generación de estos instrumentos (por
ej., MUSE). A lo largo de este articulo describimos los diferentes pasos incluidos dentro
del análisis d elos datos, ilustrandolos mediante los productos derivados para NGC 2916,
observada por CALIFA y P-MaNGA. Como un ejemplo práctico del uso de este dataducto
se presentan los datos completos obtenidos para 200 cubos que conforman la segunda dis-
tribución de datos CALIFA para la configuración de V500, distribuyéndolos de forma libre
a través de la red. Finalmente, exploramos la hipótesis según la cual las propiedades de las
poblaciones estelares y el gas ionizado en las galaxias al radio efectivo son representativas
del promedio a lo largo de toda la galaxia, encontrando que de hecho este es el caso.
ABSTRACT
We present Pipe3D15, an analysis pipeline based on the FIT3D fitting tool, devel-
oped to explore the properties of the stellar populations and ionized gas of Integral Field
Spectroscopy data. Pipe3D was created to provide with coherent, simple to distribute, and
comparable dataproducts, independently of the origin of the data, focused on the data of the
most recent IFU surveys (e.g., CALIFA, MaNGA, and SAMI), and the last generation IFS
instruments (e.g., MUSE). Along this article we describe the different steps involved in the
analysis of the data, illustrating them by showing the dataproducts derived for NGC 2916,
observed by CALIFA and P-MaNGA. As a practical use of the pipeline we present the
complete set of dataproducts derived for the 200 datacubes that comprises the V500 setup
of the CALIFA Data Release 2 (DR2), making them freely available through the network.
Finally, we explore the hypothesis that the properties of the stellar populations and ionized
gas of galaxies at the effective radius are representative of the overall average ones, finding
that this is indeed the case.
Key Words: methods: data analysis — techniques: spectroscopic — surveys — galaxies:
structure
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1. INTRODUCTION
Integral field Spectroscopy (IFS) is steadily becom-
ing a common user technique after several years of being
limited to a handful of specialists across the world. In
particular, IFS is nowadays widely used in the study of
the spectroscopic properties of galaxies and their evo-
lution along cosmological times. This is evident in
the observational pattern, that has evolved from studies
focused on limited samples or individual objects (e.g.
García-Lorenzo et al. 2005; Rosales-Ortega et al. 2011)
to the study of large samples of galaxies in the last decade
(e.g. González Delgado et al. 2015).
After the success of prototyping surveys, like
SAURON (Bacon et al. 2001), a new set of observa-
tional programs has flourished, either at low redshift:
Atlas3D (Cappellari et al. 2011), Disk Mass Survey
(Bershady et al. 2010), CALIFA (Sánchez et al. 2012),
and the on-going MaNGA (Bundy et al. 2015) and SAMI
(Croom et al. 2012) surveys, or at high redshifts: e.g.
SINS (Förster Schreiber et al. 2006). Despite of their dif-
ferences, like the number of galaxies observed and/or
the number of spaxels sampling each galaxy, the total
amount of spectra of each of these surveys is similar,
to an order of magnitude, to the total number of spec-
tra in the Sloan Digital Sky Survey (York et al. 2000),
as recently highlighted by Sánchez (2015). Moreo-
ever, the advent of new instrumentation able to produce
even larger datasets for a single galaxy (e.g., MUSE
Bacon et al. 2010), and their presumable use in survey
mode, will increase orders of magnitude beyond these
current numbers and very fast the number of IFS spec-
tra to be analyzed. For this reason, it is necessary to de-
velop new tools capable of analyzing spectra of different
surveys in a consistent and automatic way.
In order to address this problem we developed
Pipe3D. This article is the second in a series focused on
the description of this pipeline, a spectroscopic analy-
sis tool developed to characterize the properties of the
stellar populations and ionized gas emission lines in the
spatially resolved data of optical IFU surveys described
before. In the first article of this series, Sánchez et al.
(2015b), hereafter PaperI, we described in detail the basic
fitting algorithms behind Pipe3D, included in a package
named FIT3D. In that article we focused on the descrip-
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tion of how the algorithms work on an individual spec-
trum, on the definition of the different parameters recov-
ered, and on the estimation of the accuracy of the numer-
ical values recovered, and the limitations of the method-
ology. In the current article we focus on the description
of how Pipe3D handles a complete datacube, indicating
step-by-step the different analysis performed to the data
to generate the dataproducts. In order to illustrate the
process we use real data extracted from the different on-
going IFS surveys.
The sequence of the article is as follows: In Section
2 we describe the datasets that have been used to illus-
trate how the pipeline works. In Section 3 we describe
the full analysis process, step by step, including (i) the
description of the pre-processing of the data, required to
perform an homogeneous analysis for different datasets
(Section 3.1); (ii) The analysis of the central spectrum
(Sec. 3.2), with a detailed description of the study of
the stellar population (Sec. 3.2.1); (iii) In Section 3.3 we
explain the spatial binning scheme adopted in Pipe3D in
order to increase the S/N of the stellar continuum, indi-
cating the main differences with the most common used
one; (iv) The analysis of the stellar population in the dif-
ferent spatial-bins and the corresponding analysis of the
emission lines are described in Sections 3.4 and 3.4.3;
(v) The dezonification procedure and how a emission line
pure datacube is generated is described in Sec. 3.4.4; (vi)
The analysis of the stellar indices for the spatially binned
spectra is described in Section 3.6.1; (vii) In Sections
3.5 and 3.6 we describe the procedures adopted to ana-
lyze the strong and weak emission lines spaxel-wise for
the emission line datacube; (viii) Section 3.7 summarizes
how the dataproducts are packed in a set of datacubes
in order to be distributed in a simple way; (ix) A practi-
cal use of Pipe3D is described in Section 4, including the
distribution of all the dataproducts derived for the V500
setup of the CALIFA DR2 galaxies (García-Benito et al.
2015); Finally, the summary and conclusions from this
article are included in Section 5.
2. DATA
Along this article we describe the different steps of
the analysis pipeline illustrating the intermediate results
using the following IFU data of the galaxy NGC 2916:
(i) the datacubes provided by the CALIFA survey
(Sánchez et al. 2012), in both the high and low spectral
resolution modes, and (ii) the datacubes provided by the
P-MaNGA studies (Bundy et al. 2015). This galaxy was
selected since it was already used by Cid Fernandes et al.
(2013) and Cid Fernandes et al. (2014) to illustrate the
use of their own analysis pipeline, based on starlight.
The details of the CALIFA survey, the sample,
observational strategy, and reduction are explained in
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Fig. 1. Broad-band image maps synthesized from the V500 (V-band), V1200 (B-band) and P-MaNGA (V-band) datacubes in logarithm
scales of 10−16 erg s−1 cm−2 arcsec−1. The contours represent the intensity level starting at 10−17 erg s−1 cm−2 arcsec−1 and with
successive steps of 10−17 erg s−1 cm−2 arcsec−1.
Sánchez et al. (2012). All galaxies were observed us-
ing PMAS (Roth et al. 2005) in the PPAK configuration
(Kelz et al. 2006), covering an hexagonal field of view
(FoV) of 74′′×64′′, which is sufficient to map the full
optical extent of the galaxies up to two to three disk
effective radii. This is possible because of the diame-
ter selection of the sample (Walcher et al. 2014). The
observing strategy guarantees complete coverage of the
FoV, with a final spatial resolution of FWHM∼2.5′′,
corresponding to ∼1 kpc at the average redshift of the
survey (García-Benito et al. 2015). The sampled wave-
length range and spectroscopic resolution (3745-7500 Å,
λ/∆λ ∼850, V500 setup) are more than sufficient to ex-
plore the most prominent ionized gas emission lines from
[O ii]λ3727 to [S ii]λ6731 at the redshift of our targets,
on one hand, and to deblend and subtract the underly-
ing stellar population, on the other (e.g., Kehrig et al.
2012; Cid Fernandes et al. 2013, 2014; Sánchez et al.
2013, 2014). In addition the objects are observed using a
higher resolution setup, covering only the blue end of the
spectral range (3700-4800Å,λ/∆λ ∼1650, V1200 setup).
The exposure time in this second setup is three times
larger than in the previous one to ensure a similar depth
of the corresponding data. The dataset was reduced us-
ing version 1.5 of the CALIFA pipeline, whose modifica-
tions with respect to the ones presented in Sánchez et al.
(2012) and Husemann et al. (2013) are described in de-
tail in García-Benito et al. (2015). In summary, the data
fulfill the predicted quality-control requirements with a
spectrophotometric accuracy better than a 6% in the en-
tire wavelength range.
The details of the MaNGA survey, its sample, ob-
servational strategy, and reduction are explained in
Bundy et al. (2015) and Law et al. (2015). The MaNGA
instrument was developed under the framework of the
SDSS-IV project. It deploys 17 science integral field
units (IFUs), each one composed of an hexagonal array of
fibers, across a field of view of 3 degree diameter attached
to the 2.5m Sloan Telescope (Gunn et al. 2006). Individ-
ual science IFUs range in size from 19 fibers (12.5′′ di-
ameter) to 127 fibers (32.5′′ diameter), with a diameter of
2′′/fiber, and a 56% effective filling factor. The fiber-end
are coupled with the BOSS spectrographs (Smee et al.
2013), that provides a continuous wavelength coverage
from 3600 Å to 10300 Å at a spectral resolution R∼2000
(R∼1600 at 4000Å, and R∼2300 at 8500Å), with a to-
tal system throughput of ∼25%. More details on the
MaNGA setup are given by Drory et al. (2015).
The P-MaNGA, or MaNGA prototype, observations
were obtained for three galaxy fields in January 2013,
as a testing phase of the instrument, spectrograph, ob-
serving procedures, and data reduction. They com-
prise a heterogeneous sample of galaxies, including four
objects selected from the CALIFA survey for photo-
metric and astrometric calibration purposes: IC 0944,
NGC 2916, UGC 05124, UGC 06036 (e.g. Bundy et al.
2015; Belfiore et al. 2015; Li et al. 2015; Wilkinson et al.
2015). Like in the case of the CALIFA survey, a three
dithering scheme was adopted to obtain a complete spa-
tial coverage, filling the gaps between the adjacent fibers.
The raw data was reduced using a prototype of the
MaNGA Data Reduction Pipeline (DRP), which is de-
scribed in detail by Law et al. (in preparation). In
essence, the data reduction comprises all the usual steps
required to extract the fiber-based spectra from the CCDs,
perform the wavelength calibration, correct for the fiber-
to-fiber transmission, subtract the sky spectrum, flux cal-
ibration and re-arrange spatially the spectra (e.g. Sánchez
2006a). The MaNGA and P-MaNGA data have the
same spectral resolution, similar to the CALIFA-V1200
one, and similar spatial resolution than the CALIFA data
(∼2.5′′ Bundy et al. 2015).
The final product of the data reduction from both
surveys is a regular grid datacube, with x and y coordi-
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nates that indicate the right ascension and declination of
the target, and the z coordinate a common step in wave-
length, case of CALIFA, or in logarithm of the wave-
length, in the case of P-MaNGA. For simplicity the P-
MaNGA cubes were transformed to the same format of
the CALIFA ones. In both cases the pipelines also pro-
vide the propagated error cube and a proper mask cube
of bad pixels. In the case of CALIFA they also include
a prescription of how to handle the errors when perform-
ing spatial binning (due to covariance between adjacent
pixels after image reconstruction). Although we describe
here the analysis of this particular dataset that comprises
galaxies in common between these two surveys, Pipe3D
is capable of analyzing data from any of the three ma-
jor on-going IFU surveys: MaNGA, CALIFA, and SAMI
(Croom et al. 2012). There are very few galaxies in com-
mon between the three surveys, since the redshift foot-
print overlap, but the sample selection are quite different.
In a companion article (Sánchez et al., in preparation) we
will provide with the dataproducts for the early-data re-
lease of the SAMI survey (Allen et al. 2015).
3. ANALYSIS SEQUENCE
Pipe3D analyzes each individual datacube in a fully
automatic way, without using any additional external in-
formation on the object to be analyzed (like redshift, as-
trometry, and so on). Here we describe the different indi-
vidual steps taken and the dataproducts provided.
3.1. Cube pre-processing
Prior to any analysis, a preprocessing of the dat-
acubes is required in order to (i) standardize the input
format and (ii) determine which areas within the FoV of
the data are suitable for the analysis.
Most IFU surveys, and in particular CALIFA,
MaNGA, and SAMI, provide a FITS format file includ-
ing a datacube as the final product of the reduction. In
that cube, created using different interpolation/image-
reconstruction schemes, the X and Y coordinates corre-
spond to the spatial dimension (i.e., RA and DEC), and
the third coordinate corresponds to the wavelength. All
of them include several extensions in the FITS files that
store, not only the physical flux intensity at each loca-
tion and wavelength, but also the propagated error asso-
ciated with those fluxes, a mask to indicate which pixels
within the cube should or should not be taken into ac-
count, and finally even the weight of the covariance in
the error propagation. However, the actual format is dif-
ferent for each survey (e.g., see Husemann et al. 2013;
García-Benito et al. 2015, for a few examples). Pipe3D
requires that all the input cubes are in the same format,
which corresponds to the configuration adopted for the
CALIFA datacubes, since it was originally developed for
this survey.
The input file FITS format is described in
Husemann et al. (2013), and it comprises a set of dat-
acubes stored as extensions of the same file. The
first extension corresponds to the measured flux densi-
ties, corrected for Galactic extinction in units of 10−16
erg s−1 cm−2 Å−1, with the wavelength solution following
a linear step of a fixed spectral sampling (dλ). The sec-
ond extension corresponds to the 1σ noise level of each
pixel as formally propagated by the pipeline. Those two
extensions are mandatory for Pipe3D. In addition, if there
is a third extension it is identified as the bad-pixel mask,
where the pixels not usable are indicated with a 1. Any
further extensions will be ignored by the code.
Therefore, in the case of CALIFA data it is not re-
quired to perform any modification of the original cubes.
But in MaNGA and SAMI there are different modifi-
cations that have to be taken into account. In the case
of MaNGA the spectral sampling should be transformed
from the logarithmic scale to a linear one (at least in the
current format of the MaNGA data). Note that this
transformation does not alter the spectral resolution of
the data, or fix it to a particular value. We have just re-
sampled the data. In addition the order and meaning of
the extensions should be re-arranged to produce the re-
quired input file. Finally, in the case of SAMI the blue
and red datacubes correspond to two different and dis-
continuous spectral ranges (Croom et al. 2012), should
be glued in a single dataset to cover the maximum wave-
length range observed by the final setup of this survey
(3720-7426 Å). Take into account that this final wave-
length range is different than the largest accessible one
by the SAMI instrument, due to the selected setup for the
red spectra (Croom et al. 2012). The spectra included in
the red datacube provided by the SAMI pipeline are de-
graded to the instrumental resolution of the blue datacube
before creating a COMBO datacube. That procedure is
mandatory if we want to analyze the blue and red-arm
spectra together as a single spectrum per spaxel. Then
the cubes are just combined by using the two datasets
and interpolating the spectra to a common linear spec-
tral sampling (adopting the one of the blue datacube).
Obviously, the COMBO datacubes have a blank wave-
length range between ∼5800 and ∼6300 Å. Finally, all
the cubes are converted to the same flux units, 10−16
erg s−1 cm−2 Å−1 spaxel−1, to facilitate comparison of
the results. The cubes are corrected for galactic extinc-
tion (when feasible) using the information in the header,
the Milky Way extinction law by Cardelli et al. (1989),
and a Milky Way specific dust attenuation of RV =3.1.
The next step selects the areas of interest within the
FoV. Due to the nature of the IFU systems provided by
the three surveys, the useful FoV follows either a fixed
hexagonal shape (CALIFA), an hexagonal shape of dif-
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Fig. 2. Central spectrum of NGC2916 for 5′′ aperture centered at the peak emission of the galaxy extracted from the V500 (in red)
and the V1200 (blue) CALIFA setups, and the P-MaNGA datacubes (orange). The inset shows a zoom area centred in the Hδ and Hγ
spectral regions to highlight the similarities between the datasets.
ferent size (MaNGA), or a circular shape (SAMI). Even
more, in many cases the FoV covers foreground stars that
should be masked, either using a proper catalog of field
stars or a mask provided by the user. Finally due to the
gradients in the surface brightness of galaxies across the
FoV there are areas with too little S/N to perform any reli-
able analysis of the stellar continuum, even in the case of
a proper spatial binning. Those areas should be masked
for the analysis of the continuum, but not (in general) for
the analysis of the emission lines since the spatial pattern
of both components (and therefore of the S/N distribu-
tion) are in general decoupled. In Pipe3D we mask all the
areas with a S/N<3 in the wavelength range 5590-5680
Å. This range was selected to avoid possible contamina-
tion by strong night sky emission lines, and at the same
time not too strong contamination by emission lines in
the galaxy. This masking is needed since at low S/N the
noise is not dominated by the Poissonian errors of the
intensity of the astronomical target, but by other effects
such as the sky brightness and sky subtraction, or by the
electron noise, which requires to perform a binning of a
huge area to increase the S/N to an acceptable level. This
is a problem since at large areas the co-added spectra lack
coherence in their properties, e.g., different kinematics,
different stellar populations, and different sources of gas
ionization.
3.2. Analysis of the central spectrum
Initially the pipeline extracts the central spectrum of
each datacube, defined as the 5′′ diameter (2.5′′ radius)
aperture spectrum in the case of CALIFA (P-MaNGA),
centred at the peak intensity in a broad-band image of
the corresponding object. The broad-band image in the
observed frame is synthesized by convolving the filter
response curve through the datacube. For the CALIFA
V500 and the P-MaNGA we use the V band filter, while
for the CALIFA V1200 we use the B band. Figure 1
shows a comparison between the three broad-band im-
ages, illustrating the similarities in terms of spatial res-
olution between the three different datasets. The ab-
solute flux intensities differ within the expectations for
the CALIFA and P-MaNGA datasets. We must recall
here that the current estimations of spectrophotometric
accuracies for CALIFA are of the order of ∼ 3 − 4 %
(García-Benito et al. 2015), while for P-MaNGA they
are of the order of ∼ 15% (Belfiore et al. 2015). The
lower photometric accuracy of the P-MaNGA observa-
tions arises because the prototype MaNGA hardware was
designed to explore a variety of alternative flux calibra-
tion methods in order to determine the optimal approach
for the main survey. In contrast, the full MaNGA survey-
mode data reach spectrophotometric accuracies ∼ 3%
(Yan et al., submitted). The P-MaNGA dataset were
originally reduced using a preliminary version of the
pipeline, and therefore there are some inaccuracies asso-
ciated with the reduction that are expected to be larger
than those of the current version of the MaNGA dat-
acubes (Law et al. 2015).
An example of the central spectra extracted from each
datacube is shown in Figure 2. For each one of them
we applied the stellar population and emission line fit-
ting procedures described in PaperI (Sec. 2). First, each
spectrum was fitted using a very simple template includ-
ing two SSPs plus a spectrum of an emission line source,
for the non-linear analysis, with main aim of estimating
the systemic velocity of the galaxy, its central velocity
dispersion and the dust attenuation. In this first anal-
ysis a wide range of non-linear parameters is explored.
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Fig. 3. Results of the SSP and emission line fitting procedure using FIT3D for the central spectrum of NGC 2916 extracted from the
V500 datacube of the CALIFA survey, shown in Fig. 2. The black line shows the original spectrum, along with the best fitted stellar
population (light blue), and the best fitted combination of stellar population and emission lines (red). Finally the emission line pure
spectrum, after subtracting the best model for the stellar population, is shown as a solid orange line, and the residual of the subtraction
of the best fitted model including both the stellar population and the emission line model is shown as a light green line. The inset
shows the same spectra for the wavelength range between Hβ and O iii, to highlight the quality of the fitting.
A priory, the explored range of systemic velocities cov-
ers the full redshift range of the survey considered. The
velocity dispersion covers the range between 0 and 400
km/s, including most of the known central velocity dis-
persion values for galaxies. Finally, the dust attenuation
for the stellar population covers a range between AV=0
to 1.6 mag. This latter parameter is derived from the
range of dust attenuation values observed in most galax-
ies (e.g. Charlot & Fall 2000; Calzetti 2001). The num-
ber of SSPs in this template is limited for the shake of
the speed, due to the strong dependence of the computa-
tional time with the number of SSPs in the template and
the range of parameters explored.
If there is a hint of the expected non-linear parame-
ters, like a published systemic velocity and velocity dis-
persion from previous analysis (e.g., from SDSS spec-
troscopy), or the expected dust attenuation, the pipeline
can restrict the range of parameters explored and speed
up the process.
After the non-linear parameters are derived, each
spectrum is fitted, in the linear phase, with a limited stel-
lar population library that includes 12 SSPs, as described
below. This provides with a simple but robust estimation
of the properties of the stellar populations and the shape
of the underlying continuum (e.g. Sánchez et al. 2013).
All the SSP templates used so far, were extracted
from the MILES project (Sánchez-Blázquez et al. 2006;
Vazdekis et al. 2010; Falcón-Barroso et al. 2011). We se-
lected this template on the basis of the results of PaperI,
were we demonstrate that is is optimal for the analy-
sis of the stellar population based on simulations (Sec.
3.1 and 3.2 of that paper). The main reason is that it
is based on one of the best spectrophotometrically cali-
brated library of stellar spectra. The template library
adopted for the estimation of the non-linear parameters
of the central spectrum of the galaxies comprises two
extreme stellar populations: (i) a young (∼90 Myr) and
low metallicity (Z/Z⊙ = 0.2) stellar population, and (ii)
an old (∼17.8 Gyr) and high metallicity (Z/Z⊙ = 1.5)
one. In addition it includes an empirical spectrum char-
acteristic of an emission line nebula, corresponding to
the integrated spectrum across a FoV of 5′ × 6′ of the
Orion Nebula (Sánchez et al. 2007c). The choice of the
spectra included in this template was the result of dif-
ferent experiments, guesses and errors, along the past
five years of analyzing the CALIFA data, and nearly two
years of analyzing MaNGA and SAMI data, in order
to recover the non-linear parameters in a consistent way
with the values reported for the central SDSS spectra (e.g.
Mármol-Queraltó et al. 2011; Sánchez et al. 2012).
The template library adopted for the estimation of
the properties of the stellar populations of the central
spectrum comprises a grid of SSPs including four stel-
lar ages (0.09, 0.45, 1.00, and 17.78 Gyr), and three
metallicities (0.0004, 0.019, and 0.03), subsolar, solar,
and supersolar. This template library, miles12 here-
after, is the same used in many previous CALIFA stud-
ies, for instance, Sánchez et al. (2012, 2013, 2014) and
Barrera-Ballesteros et al. (2015). Note that we use a
very simple template library in this case since the main
goal of the analysis of the central spectrum is to derive
the systemic velocity and the central velocity dispersion
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properties. The results of the analysis of the stellar pop-
ulation is not used anymore by the pipeline, and the tem-
plate is adopted just to speed-up the computing process.
3.2.1. Detailed analysis of the stellar population
After a first guess has been derived of the systemic
velocity and the central velocity dispersion, on the ba-
sis of the analysis described above, the procedure is re-
peated restricting the exploration of the kinematic pa-
rameters within a range of ±300 km/s around the es-
timated systemic velocity, and ±50% around the esti-
mated velocity dispersion. The dust attenuation is ex-
plored in the same range of values. For this second it-
eration we select a template with 3 SSPs for the non-
linear exploration (i.e., the derivation of the velocity, ve-
locity dispersion, and dust attenuation, as described in
PaperI, Sec. 2.1), including the two extreme ones de-
scribed above and an intermediate population with an
age of ∼1 Gyr and metallicity Z/Z⊙ = 0.4. For the lin-
ear exploration (i.e., the detailed analysis of the stellar
population by a multi-SSP decomposition), a more com-
plex stellar library was considered, defined as gsd156 in
PaperI ( Sec. 3.1, of that paper). This library is de-
scribed in detail in Cid Fernandes et al. (2013). It com-
prises 156 templates that cover 39 stellar ages (1 Myr
to 13 Gyr), and 4 metallicities (Z/Z⊙ = 0.2, 0.4, 1, and
1.5). These templates were extracted from a combina-
tion of the synthetic stellar spectra from the GRANADA
(Martins et al. 2005) and the SSP libraries provided by
the MILES project. This SSP template has been exten-
sively used within the CALIFA collaboration in different
studies (e.g. Pérez et al. 2013; Cid Fernandes et al. 2013;
González Delgado et al. 2014). The only difference with
respect to these studies is that the spectral resolution of
the library was not fixed to the spectral resolution of the
CALIFA V500 setup data (FWHM∼6 Å), to allow its
use for datasets with different resolution (like the ones
provided by MaNGA and the CALIFA V1200 setup).
This SSP-library uses the Salpeter (1955) Initial Mass
Function (IMF). Although the current implementation of
the pipeline uses this particular SSP library, Pipe3D is
not restricted to this particular one, since it can be ex-
changed by modifying a configuration parameter in the
main script.
As described in PaperI, Sec. 2, FIT3D allows to
fit the stellar continuum and the emission lines adopt-
ing an iterative procedure. In the case of Pipe3D we
fit the strongest emission lines in the optical wavelength
range, fitting together the following emission lines: (i)
[O ii]λ3727; (ii) Hδ; (iii) Hγ; (iv) Hβ, [O iii]λ4959,
and [O iii]λ5007; (v) [N ii]λ6548, Hα, [N ii]λ6583,
[S ii]λ6717, and [S ii]λ6731. In this way, we define a set
of wavelength ranges including the indicated set of emis-
sion lines, and they are all fitted together, assuming that
they have similar kinematic properties. In addition we fix
certain line intensity ratios, such as the relative strength
of the [O iii] and [N iii] doublets.
The result of this analysis is illustrated by Figure 3,
where the best model including the stellar population and
the emission lines is shown, along with the residuals from
the different analysis, for the central spectrum of NGC
2916 extracted from the V500 datacube of the CALIFA
survey. In this figure it is possible to appreciate the
quality of the fitting of both the stellar populations and
the emission lines, that has been extensively quantified
in Paper I, Sec. 3 and 4. In particular, it is possible to
appreciate that we can recover the emission line fluxes
even in the case of severe absorptions (e.g., in the case of
Hβ).
3.3. Spatial binning
The central spectra described in the previous sec-
tion have, in general, a S/N well above 50 for most of
the galaxies included in the IFU surveys of our interest
(e.g. Sánchez et al. 2012; Bundy et al. 2015). Therefore,
they are above the S/N threshold for which the simula-
tions from PaperI (Sec. 3 and Table 1) suggest that
the properties of the stellar populations are well recov-
ered (i.e., within an error of ∼0.1 dex). However, as
the surface-brightness of the galaxies declines as a func-
tion of the galactocentric distance, the S/N decreases
rapidly in the outer regions (e.g., Fig. 13, Sánchez et al.
2012), and therefore the results from any analysis of
the stellar continuum become unreliable, as already no-
ticed by several authors (e.g. Cappellari & Copin 2003;
Cid Fernandes et al. 2013, 2014).
In order to overcome this problem a binning scheme
is frequently adopted to aggregate spaxels in the outer re-
gions in order to increase the signal to noise. This is a
mathematical problem that goes beyond the field of inte-
gral field spectroscopy, although it is broadly addressed
in this field. A set of solutions have been proposed on
the basis of different assumptions and goals, in addition
to the main basic one, i.e., to increase the S/N preserving
as much as possible the spectroscopic properties of the
data.
One of the most simple methods was proposed by
Samet (1984), the so called Quadtree algorithm. This
method consists of a recursive partition of the FoV into
axis-aligned squares. The initial square corresponds to
the entire FoV. Then the FoV is divided in four areas
of equal size. Subsequently each of the sub-squares are
equally divided. If a certain goal S/N, required as input to
the algorithm, is not achieved in the next iteration, then
the procedure stops for a particular square. On the other
hand, if it is achieved, the procedure continues until the
original pixel (spaxel) size is reached. This algorithm is
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Fig. 4. top-left panel: Narrow-band intensity map derived by summing the fluxes within the wavelength range 5590–5680 Å for
the CALIFA V500-datacube of NGC 2916; top-central panel: Segmentation map derived for the same datacube using a continuum
plus S/N binning scheme, as outlined in the text; top-right panel: Segmentation map derived for the same datacube using the most
frequently used S/N voronoi binning scheme; bottom-left panel: Radial distribution of the signal-to-noise for the original datacube
(blue squares), the segmented cube based on Voronoi binning (orange stars), and the continuum plus S/N segmented cube (black
circles), for the same datacube; bottom-central panel: S/N map for each of the spatial bins created using a continuum plus S/N binning
scheme (the one on the top-central panel), for the same datacube; bottom-right panel: S/N map for each of the spatial-bins created
using a S/N voronoi binning scheme (the one on the top-right panel), for the same datacube. In all the maps the contours are the same
as the ones presented in Fig. 1, left-panel.
extensively explored in Cappellari & Copin (2003). The
two main problems with this procedure is that (1) it de-
pends on the actual orientation of the FoV with respect to
the original geometry of the galaxies, (2) for the dataset
discussed here, with an intrinsic non-square (or rectan-
gular shape), the method should be adapted, and (3) it
does not preserve the shape of the original astronomical
object.
An alternative method is the isophotal segmenta-
tion, first introduced by Papaderos et al. (2002), and im-
plemented for IFU data in Papaderos et al. (2013), and
Gomes et al. (submitted). The algorithm segmentates the
FoV on the basis of a set of isophotes, based on the sur-
face brightness distribution. Then each isophotal area is
divided in subsequent bins by aggregating adjacent pixels
(spaxels) along the azimuthal angle in order to achieve
a goal S/N. Therefore, the area of the final spatial bins
grows with galactocentric distance (as the surface bright-
ness decreases). The main problem with this approach is
that the resulting segmentation/binning depends strongly
on some arbitrary parameters, like the number and range
in surface brightness of original isophotes, and the origi-
nal pixel (spaxel) selected to start the aggregation in each
isophote, irrespectively of the goal S/N.
The most broadly used binning scheme in IFS data
is the Voronoi binning procedure (Cappellari & Copin
2003). This algorithm was developed to satisfy three re-
quirements, in addition to the main goal of all these al-
gorithms indicated above: (i) the bins should properly
tessellate the FoV (i.e., there should not be holes or over-
lapping areas), (ii) the bin shape has to be as compact or
round as possible, and (iii) the scatter of the S/N after the
binning should be as small as possible. Under this basic
assumption the authors developed an algorithm in which,
on the basis of a set of points within the FoV (called gen-
erators), a tessellation based on the Voronoi algorithm is
generated. This guarantees that all pixels (spaxels) in a
certain spatial bin are the nearest ones to the point that
has generated the considered bin. The generators are se-
lected on the basis of a ranking order S/N of the pixels
and a distance criterion (Cappellari & Copin 2003).
By construction this algorithm guarantees a very ho-
mogeneous distribution of the S/N, which has made it
very popular within the community. However, it does not
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preserve the original shape of the astronomical object, in
particular for galaxies with sharp structures. Even more,
since the aggregation is based mostly on a S/N criteria, it
may include spaxels corresponding to areas of the galaxy
with very different physical properties (like spiral arms
and inter-arm regions). This issue was never a concern
when the algorithm was created since it was developed
under the umbrella of the SAURON project (Bacon et al.
2001), whose main (initial) goal was to explore the cen-
tral regions of a sample of early type galaxies, and mostly
focused on the study of their kinematical properties. It
is expected that the light distribution of an early type
galaxy follows a smooth shape, and the kinematics does
not present abrupt changes. Therefore, imposing further
criteria to force the spatial bins to follow the shape of
the light (like the isophotal), was not needed. For simi-
lar reasons it was broadly adopted in the analysis of the
Atlas3D data (Cappellari et al. 2010), and subsequently
used in hundreds of studies.
An additional issue regarding the Voronoi binning al-
gorithm is that it assumes that the S/N follows the light
distribution. In general, this is the case for dataset ac-
quired with IFUs that cover the complete FoV, like the
case of the lensarray systems of SAURON (Bacon et al.
2001). In those cases, when the noise budget is domi-
nated by the intrinsic Poissonian noise due to light com-
ing from the astronomical target, the S/N is a function of
the surface brightness. In the case of SAURON and Al-
tas3D data this was the case for most of the targets, since
the FoV of the instrument rarely covers more than ∼1.5
effective radius. Thus the noise produced by the sky sub-
traction and other electronic effects of the detectors are
negligible.
However, most of the current ongoing IFU surveys
adopt a different IFU technology (fiber bundle with
an incomplete coverage of the FoV), and the targets
are sampled up to 2.5 effective radii and beyond (e.g.
Walcher et al. 2014). As a consequence, these basic as-
sumptions do not hold. First, due to the use of fiber bun-
dles current IFU surveys adopt a dithering scheme in or-
der to cover the complete FoV. In most of the cases this
approach creates intrinsic inhomogeneous distribution of
the S/N, even for exposures of totally flat targets. In the
case of the three pointing dithering pattern the spaxels
can be covered by one, two, or even three fibers. There-
fore, there could be a factor
√
3 in the S/N ratio of adja-
cent spaxels of the same intensity. The Voronoi binning,
that takes into account only the S/N as the basic metric
will aggregate spaxels from different physical regions to
compensate for that inhomogeneity.
The published version of the Voronoi binning does
not take into account the covariance between adjacent
spaxels that is inherent to the image reconstruction
schemes required to obtain a datacube from a dithering
observation using a fiber bundle. It is known that when
co-adding N adjacent spectra, the noise does decrease
following a
√(N) law. On the contrary the decrease in the
error is shallower, due to the covariance between adjacent
spaxels. This was nicely described in Husemann et al.
(2013), where a functional form was proposed for the
correction of the noise propagation when taking into ac-
count the covariance. The Voronoi binning algorithm
could be corrected for this effect in a simple way.
In Pipe3D we depart from the widely used Voronoi
binning scheme and we propose a different algorithm,
based on both a continuity criteria in the surface bright-
ness and a goal in the signal-to-noise ratio (Contin-
uum plus S/N binning, CS-binning hereafter). Like the
Voronoi binning, CS-binning requires as input a signal-
map, a noise-map, and a S/N goal. In addition it re-
quires the fraction of flux that a given spaxel differs from
an adjacent one in order to be aggregated. In principle,
the algorithm looks initially for all the spaxels/pixel for
which the S/N is already above the minimum S/N re-
quired. Those ones are selected as spatial bins with a
single pixel. Then, for the remaining pixels the algo-
rithm looks for the one with the higher intensity. This
will be the seed of the next spatial bin. It derives the S/N
at this location and estimates the maximum number of
adjacent pixels required to increase that S/N to the target
S/N, assuming that adjacent pixels have similar S/N lev-
els. It assumes Poissonian statistics plus the effect of the
covariance, and solves N (the number of adjacent pixels
to co-add) from the equation:
S/Ngoal = S/Ninput
√
N covar(N), (1)
where S/Ninput is the estimated signal-to-noise if the
noise distribution was Poissonian (i.e., no covariance
between adjacent spaxels), N is the number of adja-
cent spaxels included in a particular spatial bin, and
covar(N) is the correction introduced by the correlation
of the noise between adjacent spaxels. This last pa-
rameter is derived statistically in an empirical way as
described in Husemann et al. (2013) and more recently
in García-Benito et al. (2015), by creating spatial bins
of arbitary size coadding N adjacent spaxels computing
S/Ninput and measuring the real S/N from the coadded
spectra. Then a functional form for the dependence of
covar(N) with the number of coadded spaxels is derived
as shown in Fig. 11 of García-Benito et al. (2015).
Then, it uses N to estimate the radius of the circular
aperture required to be integrated to enclose this number
of spaxels/pixels:
Rmax =
√
N/pi (2)
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Fig. 5. Stellar velocity (top panels) and velocity dispersion maps (bottom panels) derived using the three datasets for NGC2916:
left CALIFA V500 setup; central CALIFA V1200 setup; right: P-MaNGA dataset. For the velocity dispersion the values below the
instrumental velocity dispersion have been masked.
Finally, it aggregates all the adjacent pixels within a
maximum distance of Rmax and for which the flux inten-
sity is within the predefined fraction to the initial seed. In
general this creates spatial bins that are not round, since
they tend to follow the shape of the isophotes across the
FoV. Due to the second criterion, in general the S/Ngoal
is not reached for most of the spatial bins. This seg-
mentation/binning scheme is somehow a mix between the
isophotal and the Voronoi binning schemes.
Figure 4 shows a comparison between the adopted
CS-binning and the Vorononi binning schemes for the
V500 setup data extracted from the CALIFA dataset of
the NGC 2916. The signal and noise maps adopted for
both procedures were created by deriving the median and
standard deviation of the flux intensity in each spaxel for
the spectral pixels within the wavelength range between
5590-5680 Å. In the case of the Voronoi binning it is used
only the S/N map. For the CS-binning the signal map is
used for the continuity criterion. For both procedures the
results depend a lot on the adopted wavelength regime
to perform the spatial binning. The Voronoi binning was
modified to take into account the spatial co-variance be-
tween the data. It shows the distribution of spatial bins
when a S/N goal of 40 is selected for the Voronoi bin-
ning, and S/N goal of 50 and a fractional flux variation
of 20% between adjacent pixels is accepted for the CS-
binning. The values were selected to reach a S/N>30 in
most of the FoV and to have a similar number of spatial
bins when using both algorithms to allow for a fair com-
parison (391 in the case of the Voronoi and 439 in the
case of the CS-binning).
As expected, both algorithms create similar single
pixel spatial bins for those pixels already fulfilling the
S/N criterium. Then, for pixels below the S/N goal the
Voronoi binning, less restrictive, creates larger spatial
bins, in particular in the outer regions of the galaxy. We
include in the Figure the spatial distribution of S/N af-
ter applying the spatial binning, for both algorithms. By
construction the distribution is very homogeneous in the
case of the Voronoi binning (〈S/N〉 = 38.5 ± 4.7), and
present a clear structure with a larger dispersion in the
case of the CS-binning (〈S/N〉 = 30.7 ± 16.3). The
bottom-left panel of Figure 4 shows the radial distribu-
tion of S/N for the original dataset and for the two binning
schemes. Up to ∼10′′ the three distributions are very sim-
ilar (the regions where no binning is needed). At larger
galactocentric distances the distribution for the Voronoi
binning becomes almost flat, as expected from the results
presented by Cappellari & Copin (2003). In contrast, the
CS-binning provides a S/N ∼40, between 10′′ and 30′′,
covering a wide range of S/N values (between ∼30 and
∼60). The average S/N in this regime is very similar (but
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Fig. 6. Stellar velocity along a pseudo-slit located at the cen-
ter of the galaxy and tilted 60◦ (top-panel), and radial distri-
bution of the velocity dispersion (bottom panel) extracted from
the kinematic maps of the galaxy NGC2916 shown in Figure
5 for the three datasets: CALIFA V500 setup (blue squares),
CALIFA V1200 setup (orange circles), and P-MaNGA (black
stars).
with twice the scatter) to the one provided by the Voronoi
binning.
Beyond this distance, the CS-binning gives little im-
provement in S/N with respect to the original data. How-
ever, at those galactocentric distances the original data
have S/N<3 in most cases, and we regard those areas use-
less for the analysis of the underlying stellar population.
If we try to reach a S/N above ∼30 by co-adding indi-
vidual spaxels with a S/N below 3 the area required to
be covered by the spatial bin would be so large that the
spectra would lose the coherence in their basic proper-
ties, as indicated above. Therefore, although it may be
mathematically correct the interpretation of the physical
properties derived will be always a problem.
This example does not demonstrate the superiority of
any of these methods, as this was never the intention. If
the goal is to normalize the S/N across the FoV of the
data, definitely, Voronoi binning is (so far) the best al-
gorithm. However, for increasnig the S/N preserving the
shape of the original target, the CS-binning presents sig-
nificant advantages. For the current implementation of
Pipe3D we adopted a S/N goal of 50 and a more restric-
tive upper limit to the range of relative fluxes between
adjacent spaxels to be coadded, setting it to a value of
10%, prioritizing to keep as much as possible the orig-
inal shape of the data rather than the final S/N of the
spectra. By increasing the fractional flux variation one
can achieve S/N closer to the goal, with the correspond-
ing lose of spatial information. If no limit is imposed to
the fractional flux variation, the binning provided by both
methods are very similar.
The procedure provides a S/N map before and after
binning, and a segmentation map in which each pixel cor-
responding to the same spatial bin is labeled with the run-
ning index that identifies the spatial bin. All those maps
are stored as FITS format files.
3.4. Analysis of the stellar population
As described above, the original cube is spatially
binned using the CS-binning algorithm. The spectra cor-
responding to the spaxels within each spatial bin are av-
eraged and stored as a single spectrum, together with the
average spatial coordinates. Thus, for each bin we ob-
tain a spectrum that corresponds to the mean of each in-
dividual spectra of all the spaxels within that spatial bin,
masking spectral pixels with bad values. At the end of
this process, a row stacked spectra (RSS) is created and
a position table for each binned cube, following the or-
der of the spatial bin indices (from the brightest to the
faintest areas in the cube, by construction). In addition it
provides an intensity map at the wavelength range corre-
sponding to the V-band before and after performing the
binning. The ratio between both maps is the relative con-
tribution of each pixel to the average intensity within the
spatial bin where it is aggregated. This ratio will be used
later in the dezonification process, that will be explained
below (Cid Fernandes et al. 2013).
Each spectrum within the RSS file is analyzed follow-
ing the same procedures applied to the central spectrum,
as described in Section 3.2.1. The goals of this analy-
sis are the following: (i) to obtain the best representation
of the underlying stellar population to subtract it from
the original data and provide a spectrum of the emission
lines (emission line pure spectrum); (ii) to characterize
the main properties of the underlying stellar population,
as described in PaperI , Sec. 2.3.
Following the procedures discussed, the stellar con-
tinuum is first fitted with a simple template of SSPs in
order to derive the systemic velocity, velocity dispersion,
and dust attenuation (miles12). Then the main prop-
erties of the strong emission lines are derived by fitting
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the residual spectrum (after the underlying stellar popula-
tion is subtracted) with a set of Gaussian functions. This
first model of the emission lines are subtracted from the
original spectrum to remove the effects of the strongest
emission lines. Finally, this spectrum is fitted with the
gsd156 template library, defined in Sec. 3.2.1, to de-
rive the main properties of the stellar populations (age,
metallicity, star-formation history, etc). As described in
PaperI, Sec. 2.2, the procedure may be iterated until it
fulfills a certain convergence criterion (i.e., that the χ2
decreases less than a certain percent). In this particular
implementation we iterated just 2 times, to speed up the
process, and due to the limited improvement in terms of
the χ2 between sucessive iterations.
The main differences with respect to the procedure
described in Sec. 3.2.1 and PaperI , Sec. 2 , are:
• The velocity dispersion (σ) for the first spectrum,
that corresponds to the peak intensity of the galaxy
and therefore the central region, is explored within
a wide range of values up to 400 km/s (in addition
to the instrumental dispersion that is first applied to
convolve the SSP template). Then, for successive
spectra, corresponding to spatial bins of lower flux
intensity, the exploration of the velocity dispersion
is restricted to a range between 0.5 and 1.5 the value
of the previous iteration, i.e., 0.5σi < σi+1 <1.5σi,
where i is the index of the spatial bin.
This procedure ensures that the velocity dispersion
is kept within reasonable values for areas of lower
S/N (lower intensity, i.e., in the outer part of the
galaxies). It is known that at lower S/N all fitting
procedures tend to increase the velocity dispersion
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to fit the average distribution of values that is domi-
nated by the noise.
• In the case of MaNGA data, the procedure is re-
peated twice, using a different template in the first
step, due to the widest wavelength range cov-
ered by MaNGA. First, we adopted a template
adopted extracted from the MIUSCAT SSP library
(Vazdekis et al. 2012). This library is an extension
of MILES, covering the wavelength range 3465-9469
Å, with a similar spectral resolution and spectropho-
tometric quality. We adopted a grid of MIUSCAT
SSPs including four stellar ages (0.06, 0.20, 2.00,
and 17.78 Gyr), and three metallicities (0.0004,
0.02, and 0.0331), subsolar, solar, or supersolar.
For this particular library we include ages slightly
younger than the ones included in miles12, since
we have seen that they tend to reproduce slightly
better the blue end of the MaNGA spectra (not cov-
ered by CALIFA and SAMI). The results of this first
analysis are used only to characterize the underlying
stellar population in the wider possible wavelength
range, and provide the best emission line spectrum
(i.e., the orange spectrum in Fig. 3), that would pro-
vide with a GAS-pure cube over almost the com-
plete wavelength range covered by MaNGA. They
are also used to derive the non-linear parameters of
the stellar populations (velocity, velocity dispersion
and dust attenuation)
In the second step the same parameters are
used, wavelength ranges, stellar templates, and ini-
tial guess values for the three surveys (CALIFA,
MaNGA, and SAMI), in order to homogenize the
results as much as possible. However, to speed-up
the processes, in the case of MaNGA we do not re-
peat the derivation of the non-linear parameters of
the stellar populations, using the result from the first
step described before.
• For MUSE data (e.g. Sánchez et al. 2015a) the same
stellar templates and guess parameters were adopted
as for MaNGA, but restricting the wavelength range
to that MUSE. Since for low-z objects MUSE does
not cover the 4000Å break, we are still not sure
about the accuracy of the parameters derived for the
stellar populations, that should be compared with ad
hoc simulations, similar to the ones shown in PaperI
, Sec. 3.2.
The analysis of the stellar populations performed us-
ing FIT3D on the RSS file provides three different dat-
aproducts, two csv files, and a FITS format cube:
1. The first of the two csv files, named
auto_ssp.CS.OBJECT.rss.out, is an ascii
table. Each row comprises the main properties of
the stellar population derived by the fitting proce-
dure for each individual spectrum within the RSS
file (and therefore each spatial bin within the binned
cube). The parameters distributed in each column
include the reduced χ2 of the fit, the luminosity
and mass weighted log-ages and log-metallicities of
the stellar populations, as defined in PaperI , Sec.
2.3. In addition it contains the dust attenuation,
the systemic velocity, and velocity dispersion, with
their corresponding errors. It also includes the
average intensity and standard deviation of the
residuals from the fitting procedure, and the average
mass-to-light ratio within the spatial bin.
2. The second csv file, named
coeffs_auto_ssp.CS.OBJECT.rss.out, is
a table with one row for each SSP in the library
and for each spectrum in the RSS file (i.e., number
of spatial bins). The columns include a running
index corresponding to the SSP, age, metallicity,
and mass-to-light ratio of this population, along
with the fraction of light that it contributes to the
original spectrum at the normalization wavelength,
with its estimated error. This information is
used to derive the luminosity and mass weighted
parameters included in the first file.
3. Finally a FITS format cube, named
output.auto_ssp.CS.OBJECT.rss.out.fits.gz
stores the original spectra, the best model spectra,
emission line pure spectra, the residuals from the
fit of the emission lines (as indicated below), and
the spectra after subtracting the best model for the
emission lines. In this FITS format cube each slice
along the Z-axis comprises the results from the
fitting procedure for each spectrum in the RSS file.
The derived dataproducts included in the two csv
files are rearranged into a set of maps (one for each
dataproduct), following the original spatial shape of
the datacubes, by associating each value to the loca-
tion in the 2D space defined by the segmentation file,
as described in Sec. 3.3. This format is convenient
to store and share the data, to compare different dat-
aproducts, and for plotting purposes. The maps of
these dataproducts are stored in separate FITS format
files, named map.CS.OBJ_PARAM_ssp.fits.gz, where
OBJ is the object name (as it appears in the name of
the datacube) and PARAM is a label indicating each of
the derived dataproducts. For example, the FITS file
map.CS.NGC2916_age_ssp.fits.gz stores the lumi-
nosity weighted age derived for the CALIFA V500 dat-
acube of NGC 2916. All the files generated by Pipe3D for
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Fig. 8. Radial distribution of the luminosity weighted age (top-left panel), metallicity (top-right panel), mass surface density (bottom-
left panel), and mass-to-light ratio (bottom-right panel) of NGC 2916 also shown in Figure 7 for the three datasets: CALIFA V500
setup (blue squares), CALIFA V1200 setup (orange circles), and P-MaNGA (black stars).
the V500 datacube of NGC 2916 described in this section
can be found in the FTP16. In Section 3.7 we provide the
correspondence of each FITS file with the measured pa-
rameter, for the distributed dataproducts.
3.4.1. Stellar Kinematics
Figures 5 and 6 illustrate the results of the kinemat-
ics analysis for the stellar populations. The figures show
the estimated velocities agree within ±30 km/s across the
entire FoV of the three datasets. For the velocity dis-
persion the three datasets agree just within the central
∼8′′, as expected from the simulations presented in Pa-
perI (e.g., Table 1 of that paper). The agreement be-
tween the V500 and V1200 datasets of the CALIFA sur-
vey reaches ∼10′′. Beyond that galactocentric distance,
the velocity dispersion derived for the V1200 data col-
lapse to the minimum selected value of 20 km/s fixed in
the presented version of Pipe3D, at the limit of what is
16ftp://ftp.caha.es/CALIFA/dataproducts/DR2/Pipe3D_NGC2916
feasible at the resolution of the data. This indicates that
we should re-analyze all the datasets again allowing the
exploration of lower velocity dispersion values. For the
V500 dataset we have applied an overall quadratic offset
of 120 km/s to match the velocity dispersion; this indi-
cates that offset between the SSP resolution and the in-
strumental resolution should be revised and that in the
current analysis we have a miss-match of the ∼30% in
the assumed instrumental resolution for the V500 data.
That offset does not affect the derivation of the properties
of the stellar populations, since the final velocity profiles
are well constrained, being affected only the derivation of
the velocity dispersions. The offset was derived from the
comparison of the peak velocity dispersion, at the cen-
ter of the galaxies, obtained by the pipeline for the ∼500
objects in common between the two CALIFA setups. Af-
ter this correction the velocity dispersion for the V500
dataset presents a cut at ∼10′′, a location at which the
values derived are dominated by the instrumental resolu-
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tion. For the P-MaNGA dataset the velocity dispersion
measured beyond 9′′ presents a large dispersion, with an
offset respect to the values derived using both the V1200
and V500 CALIFA datasets. We still do not know the ori-
gin of this discrepancy , although most probably it comes
from the fact that the P-MaNGA data were taking on an
experimental phase of this project, using different fibers
and packing that may alter the nominal spectral resolu-
tion.
3.4.2. Composition of the stellar population
Figures 7 and 8 illustrate the results from the analysis
of the properties of the stellar populations. Both figures
show the 2D and radial distributions of the luminosity
weighted log-age and log-metallicity, the surface mass
density, and the Mass-to-Light ratio for the three differ-
ent datasets. The log-ages agree within a range of ±0.2
dex, for the central regions (<15′′) of the three datasets,
in agreement with the expectations from the simulations
presented in PaperI (e.g., Table 1 of that paper). At larger
radii, we are not able to compare with the P-MaNGA
(due to the smaller FoV of this dataset), however, the
analysis performed over the V1200 data seem to derive a
slightly higher log-ages (∼0.2 dex) than the one derived
from the V500 one. In average it is found an inaccu-
racy/offset between the derived log-ages using the CAL-
IFA V500 and both the V1200 and P-MaNGA dataset
of ∼0.1 dex, with a dispersion of σ ∼0.1 dex. Between
the V1200 and the P-MaNGA data there is a very good
agreement, with an offset of 0.03 dex and a dispersion of
σ = 0.06 dex.
For the stellar metallicity we found an agreement
within a range of ±0.1 dex for the three datasets in the
shared FoV, although in the inner regions the values de-
rived for the V1200 are slighly lower. This is consis-
tent with the higher values derived for the ages and the
well-known age-metallicity degeneracy. For larger radii
the derivation based on V1200 data seem to present a
slightly larger log-metallicity (∼0.1 dex). Indeed, the
agreement between the results derived using the CAL-
IFA V500 dataset and the P-MaNGA ones are remarkable
good, with an offset of -0.02 dex and a dispersion of 0.06
dex. Taking into account the limited wavelength range
of the CALIFA V1200 data compared to the other two
datasets (e.g., Fig. 2), a range that does not cover those
features more sensitive to the variation of metallicities,
like the Fe and Mg absorption features between 5100-
5400Å, this result is somehow expected. This range does
not cover the stronger spectral features sensitive to the an-
alyzed parameters, and the wavelength range is too short
to be sensitive to the dust attenuation.
The surface mass density shows very good agree-
ment, within the range of the dispersion of each in-
dividual dataset, for the regions covered by the three
datasets. The agreement is better between the two CAL-
IFA datasets than between them and the P-MaNGA data,
with an offset of -0.01 dex and a dispersion of 0.12 dex,
in the first case, compared with an offset of ∼ −0.1 dex
and a dispersion of 0.1 dex, in the second case. In both
cases the dispersion is consistent with the limit in the ac-
curacy of the mass estimation found by different authors
using this methodology (González Delgado et al. 2014,
e.g). The offset is most probably due to the different
spectrophotometric calibration adopted in each survey
(García-Benito et al. 2015; Yan et al. 2016), explaining
while the two CALIFA datasets present a better agree-
ment.
Finally, the Mass-to-Light ratio presents a similar dis-
tribution for the three datasets at the different galacto-
centric distances, although there seems to be a system-
atic offset between the three estimations. Like in the
case of the stellar mass density, the offset is larger for
the CALIFA datasets with respect to the P-MaNGA ones
(0.07-0.10±0.04-0.06 dex), than among the former two
(0.03±0.05 dex).
All these Figures confirm the consistency of the
results for the stellar population analysis obtained
by PIPE3D based on different datasets with dif-
ferences within the range of the expected based on
simulations (PaperI, Table 1), and previous results
(e.g. Cid Fernandes et al. 2013; González Delgado et al.
2014).
3.4.3. Emission lines in the binned data
As explained in PaperI (Sec. 2.4) and briefly de-
scribed in Sec. 3.4, FIT3D fits the emission lines in
a quasi-simultaneous way with the stellar populations,
adopting an iterative scheme. According to this, the
residuals from the analysis of the stellar population are
fitted with a set of Gaussian functions to characterize the
properties of the emission lines, and the best model of the
emission lines is subtracted from the original spectra to
perform the analysis of the stellar population in a second
iteration.
This iterative scheme was adopted for the analysis of
the RSS file provided by the CS-binning. In the current
implementation of Pipe3D we included in the analysis
loop the fitting to a set of strong emission lines frequently
observed in the optical range of galaxies: [O ii]λ3727,
Hδ, Hγ, Hβ, [O iii]λ4959, [O iii]λ5007, [N ii]λ6548,
[N ii]λ6583, Hα, [S ii]λ6717, and [S ii]λ6731. Each of
these emission lines were fitted with a single Gaussian
profile for the emission line pure spectrum at each spatial
bin derived from the analysis of the stellar population.
The final product of this fitting procedure is an ascii
table named elines_auto_ssp.CS.OBJ.rss.out that
comprises, for each spectrum in the CS-file and for each
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Fig. 9. Hα intensity and velocity maps (top and bottom pan-
els respectively) derived using the CS-binned RSS files derived
from the CALIFA V500 (left panels) and the MaNGA (right
panel) datasets of NGC 2916. In the left-hand panels contours
correspond to the same intensity level of the broad band im-
ages presented in Fig. 1. In the right-hand panels contours
correspond to the Hα intensity maps shown in the left-panels,
starting at 0.05 10−16 erg s−1 cm−2 arcsec−2 with a constant step
of 1 10−16 erg s−1 cm−2 arcsec−2.
emission line, a set of columns including: (1) the nom-
inal wavelength of the emission line, (2) its integrated
flux, (3) the σ (dispersion in Å) of the Gaussian fitted,
and (4) the systemic velocity with the corresponding
uncertainties estimated by FIT3D. As in the case of
the stellar population, all dataproducts are rearranged
into a set of maps, following the original spatial shape
of the datacubes, by associating the given value to the
location in the 2D space, defined by the segmentation file
described in Sec. 3.3. In a similar way to the analysis of
the stellar populations, the parameters derived for each
emission line are stored in separate FITS format files,
named map.CS.OBJ_PARAM_WAVELENGTH.fits.gz,
where OBJ is the object name (as it appears in the name
of the datacube), PARAM is a label that identifies each
of the dataproducts, and WAVELENGTH is the nominal
wavelength of the emission line. For example, the FITS
file map.CS.NGC2916_flux_6562.fits.gz stores the
flux density of Hα derived from the CS-binned RSS
file extracted from the CALIFA V500 datacube of NGC
2916. As indicated above, all the files generated by
Pipe3D for the V500 datacube of NGC 2916 can be
found in the FTP indicated above.
Figure 9 illustrates the result of this analysis, showing
the Hα flux intensity and velocity maps for the CS-binned
data, after being rearranged into the original spatial shape
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Fig. 10. Hα intensity and velocity maps (top and bottom panels
respectively) derived using the emission line pure cubes derived
from the CALIFA V500 (left panels) and the P-MaNGA (right
panel) datasets of NGC 2916. In the left-hand panels contours
correspond to the same intensity level of the broad band im-
ages presented in Fig. 1. In the bottom panels the contours
correspond to the Hα intensity maps shown in the left-panels,
starting at 0.05 10−16 erg s−1 cm−2 arcsec−2 with a constant step
of 1 10−16 erg s−1 cm−2 arcsec−2. The parameteres presented in
this figure were obtained after dezonification.
of the datacubes. In both panels it is possible to clearly
identify the original CS segmentation. This segmentation
was created on the basis of the flux intensity and S/N of
the continuum, and in general, does not reproduce the
corresponding parameters for the emission lines. It does
not only degrade unnecessarily the spatial resolution of
the emission line maps, but also it can blur the signature
of weak emission lines by co-adding in the same spatial
bin emission lines with different kinematics, and it may
also affect significantly the estimated equivalent width.
This effect can be clearly observed in the velocity maps
of the areas displaying weak emission.
3.4.4. Dezonification
The dezonification procedure was first presented
by Cid Fernandes et al. (2013) in order to provide an
accurate estimation of spatial distribution of the stellar
properties. In Pipe3D we use it to decouple the analysis
of the emission lines from the spatial binning required
to perform an accurate analysis of the stellar continuum.
This procedure takes into account the relative contribu-
tion of each spaxel to the spatial bin in which it is ag-
gregated, as explained in Sec. 3.4. This is the so-called
dezonification map.
The procedure is done performing the following
steps:
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• An empty datacube is created with the same spa-
tial and spectral shape of the original cube. In
this datacube it will be stored the result of the
dezonification procedure.
• As indicated before (Sec. 3.4 and 3.4.3), for each
cube it was perfomed a CS-binned, extracting a
RSS-file that was fitted with a SSP stellar library
(plus emission lines). This provides with a multi-
SSP model for each spatial bin.
• For all the spaxels within the same spatial bin it is
adopted the same multi-SSP model, that is stored in
the empty datacube described before at the corre-
sponding spatial coordinates of each spaxel.
• Repeating this procedure for all the spatial bins, we
end up with a datacube where it is stored the SSP-
model corresponding to each spaxel. However, in
this datacube the spectra corresponding to the spax-
els within the same spatial bin are all the same,
keeping the spatial shape of the CS-segmentation.
• This preliminar model datacube is multiplied by
the dezonification map to match the flux inten-
sity of each spectral model with that of the orig-
inal cube, spaxel-by-spaxel. The dezonification
map, explained in Sec. 3.4, is the ratio between a
broad-band intensity maps of the original and CS-
segmented datacubes. Thus, it is the relative contri-
bution of each spaxel to the intensity in correspond-
ing spatial bin.
• Then, in order to take into account the mismatch
between adjacent spectra corresponding to differ-
ent spatial bins, the new cube is smoothed spatially
with a Gaussian Kernel having the size of the ex-
pected PSF of the datacubes (∼2.5′′-3′′), preserving
the flux intensity in each spatial resolution element.
• The product of this procedure is a cube compris-
ing a model of the underlying stellar population that
presents a continuity in the spectral shape and is
adjusted to the flux intensity of the original cube.
This cube is stored in a FITS format file named
SSP_mod.OBJ.cube.fits.gz.
• Finally, this cube is subtracted from the origi-
nal one providing with a set of spectra that com-
prise only the emission lines from the ionized gas
and the residuals from the analysis of the stel-
lar population. A low order polynomial is fit-
ted to the continuum of this residual cube in or-
der to remove inaccuracies in the spectrophoto-
metric calibration, or template mismatches (e.g.
Husemann et al. 2013; Cid Fernandes et al. 2013;
García-Benito et al. 2015).
The final product of this analysis is the so called emis-
sion line pure cube, and it is stored in a FITS format file
named GAS.OBJ.cube.fits.gz.
3.5. Analysis of the strong emission lines
An analysis of the emission lines using the emission
line pure cube is implemented in order to derive the prop-
erties of the ionized gas with the best spatial resolution,
and independently of the S/N required to analyze the con-
tinuum. The strongest emission lines in the wavelength
range (from the list described in Sec. 3.4.3) are fitted
with a single Gaussian function. This parametrization,
implemented in the current version of Pipe3D is valid for
most of the emission lines observed in a large fraction of
the optical extension of the galaxies. However this ap-
proach is too simplistic in some cases (e.g., gas rich ma-
jor mergers, overlapping foreground galaxies, or the core
of AGNs). In future versions of the pipeline we will im-
plement multi-component analysis (already foreseen in
FIT3D). The only limitation to implement this approach
is the that the analysis will be more time consuming.
The emission lines are grouped in four group that are
considered to be kinematically coupled (for simplicity).
Each group is fitted within a wavelength range, adjusted
to the observed frame on the basis of the galaxy redshift.
The four groups comprise the following emission lines
and rest frame wavelength ranges: (i) [O ii]λ3727 (3700-
3750); (ii) Hβ, [O iii] λ4959, and [O iii] λ5007 (4800-
5050); (iii) [N ii] λ6548, Hα, and [N ii] λ6583 (6530-
6630); and [S ii]λ6717 and [S ii]λ6731 (6680-6770). Be-
fore any of these lines is fitted with a single Gaussian,
a first guess of the kinematics is derived on the basis of
the expected Hα wavelength at the galaxy redshift and
by performing a parabolic approximation to the centroid
of the emission line. This procedure is broadly used in
the detection of peak intensity fluxes, like in the case of
the reduction of fiber fed spectrographs, being fast and
very reliable (e.g. Sánchez 2006a). Then the emission
lines are fitted using a narrow range of systemic veloci-
ties centered in the initial guess, and limiting their width
to the nominal instrumental dispersion.
The result of this analysis is a set of maps with
the spatial shape of the emission line pure cube,
that include the various parameters derived for each
emission line as described in Sec. 3.4.3. These
maps are stored in a set of FITS format files, named
map.W1_W2.OBJ_PARAM_NN.fits.gz, where OBJ
is the galaxy name (as it appears in the name of the
datacube), PARAM is a label indicating each of the derived
dataproducts, and W1 and W2 are the wavelength ranges
of each emission line group, as described above, and
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Fig. 11. Comparison between the integrated flux intensity (left panel), velocity (central panel), and velocity dispersion (FWHM,
right panel) for the Hα emission line extracted from the emission line pure cubes from the CALIFA V500 based on the Gaussian fits
described in Sec. 3.5 (x-axis), versus the values derived using the algorithm described in Sec. 3.6 (y-axis). The error bars indicate
the errors estimated by each procedure. For the velocity and velocity dispersion we show only the ∼2700 spaxels for which the Hα
flux density is larger than 0.5 10−16 erg s−1 cm−2 arcsec−1. In each panel the inset shows the normalized histogram of the difference
between the two estimations.
NN is an index indicating the order of the emission
line within each group. For example, the FITS file
map.6530_6630.NGC2916_flux_00.fits.gz stores
the flux density of Hα derived from the emission line
pure cube derived for CALIFA V500 data of NGC 2916.
The emission line fluxes are not corrected for extinction,
that should be derived using the usual procedures, e.g.
analyzing the Balmer line ratios, as we will describe in
Sec. 4. Like in previous cases, an example of these files
is stored in the FTP indicated above and described in
Sec.3.7.
Figure 10 illustrates the result of this analysis, show-
ing the Hα flux intensity and velocity maps derived from
the emission line pure cube. On the other hand, Fig. 9
highlights the differences in the parameters derived when
the analysis of the emission lines is coupled or not with
the spatial binning required to analyze the stellar popu-
lation. As anticipated, the emission lines are blurred in
those areas where the continuum intensity is lower, and
therefore it requires larger spatial bins to achieve a suffi-
cient S/N. In some cases the gas kinematics is clearly af-
fected too. The effect is stronger in the P-MaNGA data
than in the CALIFA ones, due to the lower S/N of former
ones. The final MaNGA observing strategy (Law et al.
2015), with a minimum goal in the S/N, guarantees that
this will not be the case for the final dataset. However,
for the P-MaNGA data, it was selected a fixed exposure
time what affects more the continuum S/N at this spectral
resolution.
3.6. Analysis of the weak emission lines
So far we have characterized the strongest and more
frequently observed (and studied) emission lines within
the wavelength range considered. However, there are
many more weak emission lines. Table 1 lists the usual
emission lines observed in ionized regions of our Galaxy
in the common wavelength range between the three
IFU surveys considered here. This list was extracted
from those detected in classical H ii regions, like the
Orion nebula (Baldwin et al. 1991; Sánchez et al. 2007c).
Those emission lines that are only accessible for MaNGA
due to its larger wavelength coverage are indicated.
It is not practical to perform a Gaussian fit, like the
one described in the previous Section, for all the ∼50
emission lines and for all the spectra in each datacube,
since it is very time consuming. Therefore, we have
adopted a different scheme to extract the main proper-
ties of these emission lines: flux intensity, velocity and
velocity dispersion, and equivalent width.
This procedure is not a Gaussian fit, but rather a di-
rect estimation of these parameters. It requires as input
the emission line pure and the stellar population model
cubes described in Sec. 3.4 and 3.4.4, together with
an error cube provided by the data reduction. In addi-
tion, it requires a list of the emission lines to be ana-
lyzed, with their corresponding identification and nomi-
nal wavelength (like in Table 1), and an estimation of the
gas velocity (in km/s) and velocity dispersion, including
the instrumental dispersion, in Å. The output of the Hα
emission analysis described in Sec. 3.5 is adopted for
these latter entries.
After reading the required input, the algorithm per-
forms the following steps: (i) For each emission line in
the list, and for each spectra in the emission line pure
cube, it estimates the expected observed central wave-
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TABLE 1
LIST OF EMISSION LINES ANALYZED
λ (Å) Id λ (Å) Id λ(Å) Id1
3727.4 [O ii] 4861.3 Hβ 7325.0 [O ii]
3750.0 H12 4889.6 [Fe ii] 7751.0 [Ar iii]
3771.0 H11 4905.3 [Fe ii] 9068.6 [S iii]
3798.0 H10 4958.9 [O iii] 9530.6 [S iii]
3819.4 He i 5006.8 [O iii]
3835.0 H9 5111.6 [Fe ii]
3869.0 [Ne iii] 5158.8 [Fe ii]
3889.0 H8 5199.6 [NI]
3967.0 [Ne iii] 5261.6 [Fe ii]
3970.1 He 5517.7 [Cl iii]
4026.3 He i 5537.6 [Cl iii]
4069.2 [S ii] 5554.9 O i
4076.7 [S ii] 5577.3 [O i]
4101.7 Hδ 5754.5 [N ii]
4276.8 [Fe ii] 5875.6 He i
4287.4 [Fe ii] 6300.3 [O i]
4319.6 [Fe ii] 6312.4 [S iii]
4340.5 Hγ 6347.3 SiII
4363.2 [O iii] 6363.8 [O i]
4413.8 [Fe ii] 6562.7 Hα
4416.3 [Fe ii] 6583.4 [N ii]
4471.0 He i 6548.1 [N ii]
4657.9 [Fe iii] 6678.0 He i
4686.0 He ii 6716.4 [S ii]
4713.0 He i 6730.7 [S ii]
4922.2 He i 7136.0 [Ar iii]
(1) Only accessible for MaNGA.
length of the emission line taking into account the ini-
tial guessed velocity (λobs). Then a wavelength range
is selected within ±FWHM of the emission line, derived
from the initial guessed dispersion (σin): [λobs−2.354σin,
λobs+2.354σin]; (ii) Within this wavelength range a set of
50 MC realizations of the spectra are performed, by co-
adding to the original flux the error noise multiplied by a
random number between ±0.5; (iii) For each MC realiza-
tion (mc), and for each spectral pixel (i) at a wavelength
λi, the extended flux intensity is estimated if the emis-
sion line was well characterized by a Gaussian function
centered at λobs with a dispersion σin, using the formula:
Fmc0,i = I
mc
i σin
√
2pi exp
0.5 (λi − λobs)2
σ2in
 (3)
where Fmc0,i is the integrated flux intensity of the emis-
sion line estimated from the measured flux density (Imci )
at the spectral point i, and for the MC realization (mc);
(iv) Then, for each MC loop, an average of the integrated
flux intensities is derived for all the spectral points in the
wavelength range considered. The estimation is more ac-
curate for those spectral points near the peak intensity
of the emission line (due to the higher S/N). Therefore
a weighted average is performed, with the weights fol-
lowing a Gaussian distribution centered in the observed
wavelength of the emission line and with a dispersion
σin; (v) Once the integrated flux intensity is derived, the
procedure is repeated solving Equation 3 for the velocity
(v), given in km/s:
λmcobs,i = λi −
√
2σinln
 F0Imci σin √2pi
 (4)
where:
λmcobs,i = λrest
(
1 +
vmci
c
)
(5)
where λrest is the rest frame nominal wavelength of the
emission line, c is the speed of light, and vmci is the ve-
locity estimated for each MC realization at each spectral
point i. As in the previous case, a weighted average is
derived as the best estimation of λobs and v;
(vi) Finally the velocity dispersion (σ) is estimated on
the basis of the second order moment of the distribution,
for each MC realization. This approach is adopted due to
the complexity of solving Equation 3 for this parameter:
σ2mc,i =
ΣImci (λi − λobs)2
ΣImci
(6)
and then transformed to FWHM by the scaling factor
(FWHM = 2.354σ). The dispersion also includes the in-
strumental resolution, that should be subtracted quadrat-
ically in any further analysis; (vii) In addition, the EW
of the corresponding emission line is derived by dividing
the intensity by the flux density of the underlying contin-
uum, derived as the average within two 30Å wide spectral
windows centered at ±60Å from λobs, of the spectrum
extracted from the stellar population model (i.e., once
subtracted the emission lines). The band width is large
enough to smooth any significant contribution by most
of the stellar absorption features, although some effect is
impossible to avoid; (vi) The average and the standard
deviation of the four parameters obtained for each MC
realization and for each spaxel are derived and stored in
a set of 2D arrays with the same spatial shape as the orig-
inal cube; (viii) The final dataproducts for each emission
line comprise eight 2D arrays, four for the parameters de-
rived and four more for the errors. The complete set of
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2D arrays for all the emission lines analyzed are stored in
a datacube named flux_elines.OBJ.cube.fits.gz,
in which each 2D slice corresponds to a particular dat-
aproduct (or its error) for each of the emission lines an-
alyzed. The header comprises a set of keywords named
NAMEXX that store the correspondence of the slice XX to
a particular emission line and dataproduct. We note once
more that emission line fluxes are not corrected for inter-
nal extinction in the galaxy.
Figure 11 shows the comparison between the param-
eters derived using this algorithm and the values de-
rived using the Gaussian fitting procedure for Hα when
analyzing the emission line pure cube for the CALIFA
V500 dataset. The integrated flux intensity is the pa-
rameter that presents the smaller differences between the
two procedures (∆F=0.02±0.25 10−16 erg s−1 cm−2). For
the velocity the agreement is within the expectated er-
rors (∆vel=9.6±11.7 km/s). The largest relative differ-
ences are found in the velocity dispersion, although they
are within the expectations from the estimated errors
(∆σ=0.8±0.66 Å, that corresponds to σvel=37±31 km/s).
No correction is applied based on these differences, since
a priori we do not know which of the two results is more
accurate. More simulations are required on this regards.
In general, when the emission lines are well de-
blended this algorithm produces reliable results. Indeed,
based on extensive simulations as described in PaperI
(Sec. 3.3), the accuracy of the parameters recovered is
very similar to the one estimated for the Gaussian fits.
However, it seems that there is a non negligible sys-
tematic offset between the kinematic parameters derived
from both methods; this should be clarified based on sim-
ulations. Like in the case of the method described in
Sec. 3.5 (assuming a single Gaussian function per emis-
sion line), this procedure is not valid to analyze heav-
ily blended emission lines, like in the case of multi-
component kinematics and/or broad emission lines due
to outflows or AGNs.
The major advantage of this procedure is speed. Us-
ing a single core i7 processor it takes about 1 hour to
analyze a single emission line using the Gaussian fitting
algorithm described in Sec. 3.5 for a CALIFA-like dat-
acube (or a MaNGA datacube for the bundles with the
largest FoVs). However, for the direct estimation pro-
cedure it takes ∼3 minutes to analyze the ∼50 emission
lines listed in Table 1. Its disadvantage is that it requires
a prior estimation of the properties of the gas kinematics.
For this reason, in Pipe3D we first perform a Gaussian fit
for a set of strong emission lines and we adopted the new
algorithm for a much wider set of weaker (in general)
emission lines. We are exploring alternative solutions to
speed up the process even more.
3.6.1. Stellar Indices
A classical technique to characterize the properties
of the stellar population in galaxies is to measure cer-
tain line strength indices, such as the Lick/IDS in-
dex system (e.g. Burstein et al. 1984; Faber et al. 1985;
Burstein et al. 1986; Gorgas et al. 1993; Worthey 1994).
When comparing with the expected values derived us-
ing stellar population synthesis models, indices can
be used to infer stellar population parameters such as
age, metallicity, and α enhancement (e.g. Trager et al.
2000; Gallazzi et al. 2005). They provide robust, model-
independent, information, complementary to that pro-
vided by fitting the full spectrum with multi-SSP tem-
plates, as described in Sec. 3.4. In general, the method
employs a combination of indices mostly orthogonal in
the physical parameter space (i.e. age and metallicity),
like D4000 or Hδ (sensitive to the age), and Mgb or
[MgFe]’ (sensitive to the metallicity), where [MgFe]’ is
a combined stellar index, given by the formula:
[MgFe]′ =
√
Mgb (0.72Fe5270 + 0.28Fe5335) (7)
As briefly described in PaperI, Sec. 4, FIT3D
includes a script to derive the equivalent widths of a
predefined set of stellar indices. The algorithm follows
the prescriptions implemented in indexf (Cardiel et al.
2003), slightly modified to take into account the for-
mat of the dataset analyzed. It requires as input the
output from the previous analysis, described in Sec.
3.4 and Sec. 3.4.3. In particular, it uses the files
output.auto_ssp.CS.OBJECT.rss.out.fits.gz
and auto_ssp.CS.OBJECT.rss.out, and a number
of MC simulations. The algorithm uses the spectrum
after subtracting the strong emission lines, for each
spatial-bin, and it takes the residuals from the anal-
ysis of the stellar population as a hint of the noise
pattern to perform a set of MC realizations of the
data. Then it estimates the equivalent width for each
of the stellar indices using the formula included in
indexf for each of the MC realizations. The bandwidths
adopted to derive the equivalent width are redshifted
to the observed wavelength range using the velocity
estimated for each spectrum from the analysis of the
stellar population, included in the input files. Finally,
the average and the standard deviation for the different
values estimated for each MC simulation are derived.
These parameters are stored in an ASCII file named
indices.CS.OBJ.rss.out, that later is transformed to
a datacube named indices.CS.OBJ.cube.fits.gz
by associating the value to the location in the 2D space
defined by the segmentation file described in Sec. 3.3.
This final datacube comprises a set of slices, each one
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TABLE 2
LIST OF STELLAR INDICES ANALYZED
Index Index λ range (Å) blue λ range (Å) red λ range (Å)
Hδ 4083.500-4122.250 4041.600-4079.750 4128.500-4161.000
Hδmod 4083.500-4122.250 4079.000-4083.000 4128.500-4161.000
Hγ 4319.750-4363.50 4283.500-4319.75 4367.250-4419.750
Hβ 4847.875-4876.625 4827.875-4847.875 4876.625-4891.625
Mgb 5160.125-5192.625 5142.625-5161.375 5191.375-5206.375
Fe5270 5245.650-5285.650 5233.150-5248.150 5285.650-5318.150
Fe5335 5312.125-5352.125 5304.625-5315.875 5353.375-5363.375
D4000 4050.000-4250.000 3750.000-3950.000
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Fig. 12. Comparison of a set of stellar indices (D4000, Hδ and Mgb) and the luminosity weighted ages and metallicities derived for
the spatially binned spectra extracted from the CALIFA V500 datacube of NGC 2916.
including the value derived for the stellar index (mean
value) and its estimated error (standard deviation).
Table 2 shows the list of stellar indices included in
the analysis, along with the adopted bandwidths for each
index, and the blue and red wavelength ranges from
which the continuum is estimated. By construction, these
bandwidths were selected to be compatible with rmodel
(Cardiel et al. 2003), an algorithm that allows to estimate
the age and metallicity of the stellar population based
on a comparison with the expected values for a pair of
indices with the corresponding ones for a stellar tem-
plate, as described in PaperI , Sec. 4. This procedure
was already used in the analysis of previous IFU data,
as described in Sánchez et al. (2011) and Sánchez et al.
(2012).
The dependence of the different stellar indices with
the age and metallicity of single stellar populations has
been broadly explored in detail using SSP models or
more complex SFHs (e.g. Poggianti & Barbaro 1997). To
illustrate how the stellar indices derived compare with the
luminosity weighted ages and metallicities derived from
the procedure described in Sec. 3.4 we show a few of
them in Figure 12. As expected, there is a clear trend be-
tween the stellar indices and the corresponding physical
parameter that they are sensitive to. It is also known that
those indices are sensitive to other physical parameters.
It is beyond the scope of this article to study this effect in
detail, since our aim is to show the different dataproducts
delivered by Pipe3D. These results will be analyzed in
future studies.
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TABLE 3
DESCRIPTION OF THE FLUX_ELINES.OBJ.CUBE.FITS.GZDATAPRODUCT.
Keyword/Slice Value Description
NAME0 flux [OII]3727 Integrated flux of [O ii]λ3727 in 10−16 erg s−1 cm−2
NAME51 vel [OII]3727 Velocity of [O ii]λ3727 in km/s
NAME102 disp [OII]3727 Velocity dispersion FWHM of [O ii]λ3727 in Å
NAME153 EW [OII]3727 Equivalent width of [O ii]λ3727 in Å
NAME204 e_flux [OII]3727 Estimated error of the integrated flux of [O ii]λ3727 in 10−16 erg s−1 cm−2
NAME255 e_vel [OII]3727 Estimated error of the velocity of [O ii]λ3727 in km/s
NAME306 e_disp [OII]3727 Estimated error of the velocity dispersion of [O ii]λ3727 in Å
NAME357 e_EW [OII]3727 Estimated error of the Equivalent width of [O ii]λ3727 in Å
... ... ...
NAME50 flux [SII]6731 Integrated flux of [S ii]λ6731 in 10−16 erg s−1 cm−2
NAME101 vel [SII]6731 Velocity of [S ii]λ6731 in km/s
NAME152 disp [SII]6731 Velocity dispersion FWHM of [S ii]λ6731 in Å
NAME203 EW [SII]6731 Equivalent width of [S ii]λ6731 in Å
NAME254 e_flux [SII]6731 Estimated error of the integrated flux of [S ii]λ6731 in 10−16 erg s−1 cm−2
NAME305 e_vel [SII]6731 Estimated error of the velocity dispersion of [S ii]λ6731 in Å
NAME356 e_disp [SII]6731 Estimated error of the velocity dispersion of [S ii]λ6731 in Å
NAME407 e_EW [SII]6731 Estimated error of the equivalent width of [S ii]λ6731 in Å
TABLE 4
DESCRIPTION OF THE OBJ.SFH.CUBE.FITS.GZDATAPRODUCT.
Keyword/Slice Value/Description
DESC_0 Luminosity Fraction for age-met 0.0010-0.0037 SSP
DESC_1 Luminosity Fraction for age-met 0.0010-0.0076 SSP
... ...
DESC_154 Luminosity Fraction for age-met 7.9433-0.0190 SSP
DESC_155 Luminosity Fraction for age-met 7.9433-0.0315 SSP
DESC_156 Luminosity Fraction for age 0.0010 SSP
DESC_157 Luminosity Fraction for age 0.0030 SSP
... ...
DESC_193 Luminosity Fraction for age 12.5893 SSP
DESC_194 Luminosity Fraction for age 14.1254 SSP
DESC_195 Luminosity Fraction for met 0.0037 SSP
DESC_196 Luminosity Fraction for met 0.0076 SSP
DESC_197 Luminosity Fraction for met 0.0190 SSP
DESC_198 Luminosity Fraction for met 0.0315 SSP
3.7. Packing of the dataproducts
Pipe3D produces a large number of intermediate dat-
aproducts that are usually stored either as FITS files, cor-
responding to the maps comprising the values and er-
rors of each of the estimated parameters, or as ASCII
files, as tables with the different parameters listed either
for each spaxel or for each spatial bin. Since the main
goal of this pipeline is to produce dataproducts that are
easily distributed, shared and compared between differ-
ent researchers and for different surveys, we have fore-
seen a simple solution: (1) All dataproducts are stored in
2D maps following the spatial shape of the original dat-
PIPE3D, ANALYSIS SEQUENCE 23
TABLE 5
DESCRIPTION OF THE OBJ.SSP.CUBE.FITS.GZDATAPRODUCT.
Keyword/Slice Value/Description
DESC_0 V-band map reconstructed from the original cube.
DESC_1 CS segmentation map.
DESC_2 Dezonification map.
DESC_3 Average intensity flux within the wavelength range, in 10−16 erg s−1 cm−2 Å−1.
DESC_4 Standard deviation of the flux within the wavelength range, in 10−16 erg s−1 cm−2 Å−1.
DESC_5 Luminosity weighted age of the stellar population in log(age/yr).
DESC_6 Mass weighted age of the stellar population in log(age/yr).
DESC_7 Error of the age of the stellar population in ∆age/age.
DESC_8 Luminosity weighted metallicity of the stellar population in log(Z/Z⊙).
DESC_9 Mass weighted metallicity of the stellar population in log(Z/Z⊙).
DESC_10 Error metallicity of the stellar population in ∆Z/Z.
DESC_11 Dust attenuation of the stellar population (AV,stars) in mag.
DESC_12 Error of the average dust attenuation of the stellar population in mag.
DESC_13 Velocity of the stellar population in km/s.
DESC_14 Error in the velocity of the stellar population in km/s.
DESC_15 Velocity dispersion of the stellar population in km/s.
DESC_16 Error in velocity dispersion of the stellar population in km/s.
DESC_17 Average mass-to-light ratio of the stellar population in Solar Units.
DESC_18 Stellar mass density in M⊙/arcsec2, not dust corrected.
DESC_19 Stellar mass density in M⊙/arcsec2, dust corrected using the Av,stars.
acubes, and keeping the original WCS; (2) then, those
corresponding to a similar kind of analysis are packed
together and stored in datacubes with the same spatial
shape of the dataproducts (and the original cube), that
corresponds to a set of maps arbitrarily ordered along the
3rd dimension, with a header keyword (DEC_XX) indicat-
ing which parameter is stored at each slice (XX) of the
datacube; (3) the dataproducts corresponding to spatial
bins are resampled to the original spatial shape without
any interpolation, just associating the same value to all
the spaxels corresponding to the same spatial bin. The
segmentation and dezonification files are stored in or-
der to allow the user to dezonify a particular integrated
property and identify in an easy way which spaxels are
binned together; (4) A total of three dataproduct cubes,
in addition to those already described corresponding to
the stellar indices (Sec. 3.6.1), and the weak emission
lines ones (Sec. 3.6), are delivered comprising: (i) the
dataproducts derived from the analysis of the stellar pop-
ulation (OBJ.SSP.cube.fits.gz); (ii) the dataproducts
describing the stellar decomposition or star formation
history (OBJ.SFH.cube.fits.gz); (iii) the dataprod-
ucts describing the properties of the strong emission lines
(OBJ.ELINES.cube.fits.gz). Tables 3, 4, 5, and 6
list the descriptions of the different dataproducts stored
in each slice for each of the datacubes, as indicated in the
header keywords.
4. A PRACTICAL IMPLEMENTATION OF PIPE3D
Along this article we have described in detail the dif-
ferent procedures implemented in Pipe3D to characterize
the physical properties of the stellar populations and ion-
ized gas of galaxies observed by the major currently on-
going IFU surveys. In this section we present a practical
implementation showing the results of applying Pipe3D
to a particular dataset: the 200 cubes that comprise the
CALIFA DR2 for the V500 setup (García-Benito et al.
2015)17.
The list of individual objects, including their nomi-
nal names and the corresponding CALIFA-IDs, together
with the coordinates are listed in Appendix B, Table B.1.
In addition, it includes some of the main global properties
derived by Pipe3D: (i) the redshift, (ii) the stellar mass
integrated within the FoV of the datacubes; (ii) the cor-
responding star formation rate18. We should note that we
17http://califa.caha.es/DR2/
18The Hα flux for each spaxel in the FoV, is corrected for dust at-
tenuation, derived from the Balmer ratio (Hα/Hβ) spaxel by spaxel,
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TABLE 6
DESCRIPTION OF THE OBJ.ELINES.CUBE.FITS.GZDATAPRODUCT.
Keyword/Slice Value/Description
DESC_0 Hα velocity map, km/s.
DESC_1 Hα emission line velocity dispersion, FWHM in Å.
DESC_2 [O ii]λ3727 emission line flux in 10−16 erg s−1 cm−2.
DESC_3 [O III]λ5007 emission line flux in 10−16 erg s−1 cm−2.
DESC_4 [O III]λ4959 emission line flux in 10−16 erg s−1 cm−2.
DESC_5 Hβ emission line flux in 10−16 erg s−1 cm−2.
DESC_6 Hα emission line flux in 10−16 erg s−1 cm−2.
DESC_7 [N II]λ6583 emission line flux in 10−16 erg s−1 cm−2.
DESC_8 [N II]λ6548 emission line flux in 10−16 erg s−1 cm−2.
DESC_9 [S II]λ6731 emission line flux in 10−16 erg s−1 cm−2.
DESC_10 [S II]λ6717 emission line flux in 10−16 erg s−1 cm−2.
DESC_11 [O ii]λ3727 emission line flux error in 10−16 erg s−1 cm−2.
DESC_12 [O III]λ5007 emission line flux error in 10−16 erg s−1 cm−2.
DESC_13 [O III]λ4959 emission line flux error in 10−16 erg s−1 cm−2.
DESC_14 Hβ emission line flux error in 10−16 erg s−1 cm−2.
DESC_15 Hα emission line flux error in 10−16 erg s−1 cm−2.
DESC_16 [N II]λ6583 emission line flux error in 10−16 erg s−1 cm−2.
DESC_17 [N II]λ6548 emission line flux error in 10−16 erg s−1 cm−2.
DESC_18 [S II]λ6731 emission line flux error in 10−16 erg s−1 cm−2.
DESC_19 [S II]λ6717 emission line flux error in 10−16 erg s−1 cm−2.
have co-added all the emission within the FoV irrespec-
tively of the nature of the ionization. Therefore, the SFR
listed here should be considered as a linear transforma-
tion of the Hα luminosity in a general sense. The errors
derived by Pipe3D have been propagated and included in
the table.
Figure 13 shows a comparison of these parameters
with those reported in previous studies (Sánchez et al.
2013; Walcher et al. 2014; Catalán-Torrecilla et al.
2015), for the galaxies in common. Walcher et al. (2014)
derived the stellar mass density for the full CALIFA
mother sample using the full available photometric
dataset for these galaxies, from the UV to the NIR, and
performing a SED fitting using Paradise (PI: Walcher).
By construction, all galaxies listed in Table 7 were
analyzed by Walcher et al. (2014). We found an offset
of 0.29 dex, with a dispersion of ±0.18 dex around this
offset. Sánchez et al. (2013) derived the stellar mass us-
ing the SDSS photometry and the Bell & de Jong (2001)
M/L relations with the color for the galaxies currently
assuming a canonical line ratio of 2.86 and the Milky-Way extinction
law (Cardelli et al. 1989), and a Milky-Way specific dust attenuation of
RV =3.1. Then it is transformed to absolute luminosity using the stan-
dard cosmology (H0=71 km/s/Mpc, ΩM=0.27, Ωλ=0.73), and trans-
formed to SFR adopting the Kennicutt (1998) empirical relation
available for the on-going CALIFA survey. For the 110
galaxies in common, we found a similar offset with a
lower dispersion around it (∆log(M) = 0.24 ± 0.13 dex).
The offset between the two derived masses is expected
since the former ones are derived using the Chabrier
(2003) IMF, which produces masses of the order of
0.55 lower than the adopted in the current implemen-
tation of Pipe3D Salpeter (1955), as indicated before.
Once removed this offset the agreement between the
different estimations of the masses is remarkable good
taking into account the overall photometric accuracy
of the CALIFA datacubes (∼5%, García-Benito et al.
2015). Catalán-Torrecilla et al. (2015) derived the star
formation rate for a subset of the CALIFA galaxies, 147
of them included in the DR2. The SFR was estimated
using the Hα flux (Kennicutt 1998) derived over an
integrated elliptical aperture, performing a global dust
attenuation correction using the Hα/Hβ ratio, and an
aperture correction for those galaxies larger than the
CALIFA FoV. Although there is a clear correlation
between the SFRs derived here and those reported by
Catalán-Torrecilla et al. (2015), there is a non-negligible
dispersion around the one-to-one relation and a trend
towards lower values compared with those derived by
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Fig. 13. Comparison of the integrated properties derived using Pipe3D listed in Table 7 for the galaxies comprising the CALIFA DR2
sample with previous published results using different procedures. In each panel the inset shows the normalized histogram of the
difference between the two estimations of the considered parameter.
Pipe3D is present (∆log(SFR) =0.12±0.26 dex). In that
regard, we should note that since Catalán-Torrecilla et al.
(2015) carried out a comparison with other SFR tracers
that could only be measured as global properties, the
ionized gas extinction values and the extinction corrected
SFR were derived using aperture corrected integrated
spectra. In our case, the SFR were computed spaxel-by-
spaxel, which commonly require slightly different (local)
SFR recipes (Calzetti 2001), and were not corrected for
the fraction of SFR coming from outside of the PPAK
FoV. These differences could by themselves explain the
dispersion and offset found for a fraction of the targets
in our sample. Finally, Sánchez et al. (2013) derived the
SFR by co-adding the Hα flux of the H ii regions within
the FoV of the galaxies, performing a global dust attenu-
ation correction using the average dust extinction derived
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Fig. 14. Flux intensity maps for all the emission lines listed in Table 1 and analyzed following the procedure described in Sec. 3.6, in
units of 10−17 erg s−1 cm−2 arcsec−1, derived for NGC 2916.
for those regions in each galaxy. Although there is a clear
offset between the SFR derived, the dispersion around
this offset is rather low (∆log(S FR) = −0.23±0.11 dex).
Two reasons account for this difference: (i) first, in
Sánchez et al. (2013) it was assumed a relation between
the SFR and the Hα luminosity of:
S FR(M·yr−1) = 8.9 × 10−42 LHα (erg s−1) (8)
while in here we assumed the more standard one of:
S FR(M·yr−1) = 7.9 × 10−42 LHα (erg s−1) (9)
and (ii) in Sánchez et al. (2013) it was used the
Hyperleda distance modulus (Paturel et al. 2003, ,
http://leda.univ-lyon1.fr), instead of the ones
derived by the estimated reshift. In general, we consider
that the properties derived using Pipe3D present a good
agreement with the previous reported values when taking
into account the different nature of the analysis.
The dataproduct cubes from which we have de-
rived these integrated properties, as described in Sec
3.7, are freely accessible at the following FTP address
ftp://ftp.caha.es/CALIFA/dataproducts/DR2/Pipe3D,
including a table summarizing the properties of these
galaxies19. The Hα intensity maps for all the galaxies
analyzed with Pipe3D have been included in Appendix
A, illustrating the content of the dataproduct cubes
delivered. We may notice that, up to our detection limit,
all the galaxies present ionized gas, with a distribution
that reflects the nature of the ionization. In spiral
galaxies the gas presents the typical clumpy distribution
associated with the H ii regions, that follows the spiral
arms. In earlier type galaxies the ionization is dominated
by a low-intensity/diffuse component, most probably
associated with pAGB stars (e.g. Papaderos et al. 2013),
and/or an AGN.
However, the dataproducts distributed comprise sim-
ilar information for several ion species, not only Hα. Fig.
19ftp://ftp.caha.es/CALIFA/dataproducts/DR2/Pipe3D/table_DR2_Pipe3D.csv
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Fig. 15. Cumulative stellar mass density at different lookback times derived from the analysis of the stellar population of NGC 2916
14 shows the intensity maps of all the emission lines an-
alyzed for NGC 2916 listed in Table 1. For most of the
weak emission lines the maps just show a noisy pattern,
as expected since not all the emission lines are bright
enough everywhere.
Finally, along this article we have illustrated the av-
erage quantities derived from the analysis of the stellar
population: luminosity weighted age and metallicity, and
stellar dust attenuation. However, as indicated in PaperI
Fit3D provides the full star formation and chemical en-
richment histories (e.g., Fig.7 & 9 of that article), and
when implemented in Pipe3D it also provides the cor-
responding spatially resolved versions of both dataprod-
ucts. As an example of this analysis we present in Figure
15 the cumulative stellar mass density (Σ∗,t) along cosmo-
logical time, i.e., the stellar mass density as a function of
lookback time, derived from the stellar population analy-
sis of the CALIFA V500 setup data of NGC 2916. This
Σ∗,t distribution has been analyzed to determine whether
galaxies growth their stellar mass inside-out or out-side,
and the difference in mass assembly depending on galaxy
properties (e.g. Pérez et al. 2013, Ibarra-Mede et al., sub-
mitted). We should note here that this procedure is un-
able to determine where those stars were actually formed.
Thus, it is unsensitive to radial movements. However, by
describing the spatial distribution of stellar mass at dif-
ferent epochs it shows how the mass is assambled, irre-
spective of the origin of those stars (in situ starformation
or migration).
4.1. The properties at the effective radius
Different previous studies have reported that some
properties of both stellar populations and ionized gas
at the effective radius are representative of the aver-
age properties of galaxies (e.g. Moustakas et al. 2010;
Sánchez et al. 2013; González Delgado et al. 2015). As
an example of the practical use of the dataset analyzed
we will explore this result here, by comparing five of
the main dataproducts derived by Pipe3D: The luminosity
weighted stellar log age and metallicity, the dust attenua-
tion of the stellar component, the dust attenuation derived
for the ionized gas, and the gas phase oxygen abundance.
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Fig. 16. Comparison of the average value and the value at
the effective radius for four properties of the galaxies: top-
left: Luminosity weighted log age, top-right: Luminosity
weighted metalliciy, central-left: Ionized gas dust attenuation,
and central-right: gas phase oxygen abundance. bottom panel:
Dust attenuation of the stellar population. For this later param-
eter the errors have been truncated to a maximum value of 0.15
mag, for the sake of clarity. In each panel the inset shows the
normalized histogram of the difference between the two estima-
tions of the parameter.
The average values have been derived as the mean
values across the optical extension of the galaxies, with-
out weighing, or rejection process for the stellar popula-
tion as derived directly from FIT3D (PaperI , Sec. 2.3)
and shown in Fig. 7. The gas phase dust attenuation
was derived across the optical extension of the galaxy
based on the spaxel-by-spaxel Hα to Hβ line ratio and
using the prescriptions described in Sec. 4. For the gas
phase oxygen abundance we adopted the O3N2 line ra-
tio and the calibrator proposed by Marino et al. (2013).
This line ratio involves the use of flux intensities of the
following emission lines: [O iii], [N ii], Hα, and Hβ. For
TABLE 7
AVERAGE AND EFFECTIVE PARAMETERS.
Par. r α χ2/ν ∆par
(1) (2) (3) (4) (5)
log(age) 0.98 0.88±0.07 0.87 0.11±0.16
[Z/H] 0.84 0.53±0.07 1.36 −0.03±0.06
AV,gas 0.93 1.15±0.17 7.10 0.00±0.21
12+log(O/H) 0.95 0.81±0.01 1.01 0.01±0.03
AV,ssp 0.83 0.74±0.08 0.41 0.01±0.11
(1) Compared parameter; (2) correlation coefficient; (3)
slope of the correlation coefficient; (4) reduced χ2 with
respect to the one-to-one relation; (5) offset with respect
to the one-to-one relation.
both, the dust attenuation and the oxygen abundance, a
3σ selection criterion is applied to all the emission lines
involved in the derivation of the parameters, spaxel-by-
spaxel. Once the map of the different properties is de-
rived, the mean value was derived without any further
rejection criteria. Finally, we exclude those average val-
ues derived for galaxies that do not have at least 50 spax-
els (an area of ∼7 arcsec2) fulfilling the accuracy criteria
indicated above to derive the considered parameter. The
individual values derived by this analysis are listed in Ap-
pendix B, Table B.2 .
The values at the effective radius have been derived
as the average within an annular ring of 0.75-1.25 ef-
fective radius from the center of the galaxy, after de-
projecting the 2D distribution of the parameter. For
the effective radius we adopted the value described in
Walcher et al. (2014). For the deprojection we adopted
the procedure described in Sánchez et al. (2014), using
the average semi-minor to semi-major axis ratio and el-
lipticity derived from the isophotal analysis described in
the Appendix of that article. An intrinsic ellipticity of
qo=0.13 has been taken into account in the deprojection
procedure. Finally, we exclude those average values at
the effective radius derived for galaxies that do not have
at least 10 spaxels in the annular ring fulfilling the ac-
curacy criteria indicated above to evaluate the parameter.
The individual values derived by this analysis are listed
in Appendix B, Table B.3 .
Figure 16 shows the comparison between the average
values derived across the optical extension of the galaxies
and the values at the effective radius as described before.
For each of the parameters we perform a least square lin-
ear regression, deriving both the correlation coefficient
and the slope of the correlation. In addition, we derive
the reduced χ2/ν with respect to the one-to-one relation,
and the mean and standard deviation of the difference be-
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tween the two parameters.
The results of this analysis are included in Table 7.
As expected from the inspection of Fig. 16, all the pa-
rameters analyzed show a clear and strong correlation,
with large correlation coefficients. In almost all the cases
the correlation has a slope near to the one-to-one rela-
tion, except the stellar abundance ([Z/H]), which seems
to have a lower slope. When compared with the one-
to-one relation, three parameters (log(age), [Z/H], and
12+log(O/H)), show a χ2/ν near to one, indicating that
their correlation is completely compatible with the unity
relation. For the gas phase dust attenuation, the χ2/ν is
too large, taking into account that the two derivations of
this parameter present a strong correlation with a slope
very close to one. We consider that this is due to a clear
underestimation of the error of AV, that requires a re-
evaluation, rather than an indication of a clear deviation
from the one-to-one relation. Indeed, including a system-
atic error of 0.15 dex in both parameters, the χ2/ν reaches
a value near to one. We find the opposite effect for the
stellar dust attenuation. It is clear from Fig. 16 that the
estimated errors are much too large. This is maybe due to
the inclusion of the standard deviation with respect to the
mean values in the error budget, which indicates that the
individual derivation of the dust attenuation is not very
stable at each spatial bin. A global reduction of the es-
timated errors in these parameters by a ∼50% makes the
χ2/ν reach a value near to one. In general, the difference
between each pair of explored parameters is almost com-
patible with zero, or show very small offsets compared
with the overall dispersion and the individual estimated
errors.
This study demonstrates that at least for the pa-
rameters analyzed the values derived at the effective
radius are very representative of the average values
across the entire optical extension of galaxies. In other
words, it seems that the effective radius is indeed ef-
fective, as already noticed by Sánchez et al. (2013) and
González Delgado et al. (2015). This result is particu-
larly important for those IFU surveys that do not cover
the entire optical extension for all the sampled galaxies
but whose FoV reach at least one effective radius.
5. SUMMARY AND CONCLUSIONS
Along this article we have described the analysis se-
quence of Pipe3D, a pipeline based on FIT3D, developed
to extract the main properties of the ionized gas and stel-
lar populations from IFS data. In particular we present
the different steps and describe the intermediate and fi-
nal dataproducts for a set of datacubes extracted from
the MaNGA and CALIFA surveys. This includes: (i)
cube pre-processing; (ii) analysis of the central spectrum;
(iii) spatial binning to achieve the required S/N level per
spectrum, comparing with the most frequently used bin-
ning procedure in the field; (iv) detailed analysis of the
stellar population based on multi-SSP fitting in each spa-
tial bin, including a description of the derived dataprod-
ucts; (v) analysis of the emission lines in the spatially
binned spectra; (vi) the required dezonification to recover
a spaxel-wise model of the underlying stellar population
and a emission line pure datacube; (vii) the spaxel-wise
analysis of the strong and weak emission lines, includ-
ing a comparison between the derived parameters; (viii)
the analysis of the stellar indices, showing a compar-
ison/correspondence with the results derived from the
multi-SSP fitting procedure; and finally (ix) a descrip-
tion of the format of the derived dataproducts provided
by each individual step of the analysis. In summary, we
present here the current status of the Pipe3D pipeline, cur-
rently implemented to analyze the data from the three
major on-going IFU surveys: CALIFA, MaNGA, and
SAMI. Pipe3D produces reliable estimations (as demon-
strated in PaperI , Sec. 3) of the parameters analyzed
that are coherent within the differences between the in-
strumental setups for the three surveys. The use of a sin-
gle data format for the dataproducts derived will help to
make comparisons between the three surveys in a coher-
ent and simple way. Pipe3D has already demonstrated its
scientific validity since it was already used to analyze: (i)
the effects of galaxy interaction in the enhancement of
the star formation rate and the onset of galactic outflows,
using CALIFA data (Barrera-Ballesteros et al. 2015); (ii)
the exploration of the local version of the star forming
main sequence in galaxies using CALIFA data (Cano-
Díaz et al. in press); and (iii) the exploration of the ev-
idence of the inside-out scenario in the mass assembly
history of galaxies, using MaNGA data (Ibarra Mede et
al. in preparation).
As a practical implementation we present the dat-
aproducts provided by Pipe3D for the publicly accessi-
ble datacubes of the 200 galaxies that comprise the V500
setup of the CALIFA DR2. We illustrate the content
of the dataproducts delivered showing the Hα intensity
maps for all of them, as well as the intensity maps of
all the emission lines analyzed for NGC 2916, together
with the stellar mass assembly history of this galaxy. For
all these galaxies we list a set of parameters that char-
acterize their properties, including the integrated stellar
mass and star formation within the aperture of the IFU,
the mean luminosity weighted log age and metallicity,
the dust attenuation for the stellar populations, as well as
the oxygen abundance and dust attenuation of the ionized
gas, both derived across the full optical extension of the
galaxies and at the effective radius. Finally, we demon-
strate that, as suggested by previous studies, the values
at the effective radius are indeed characteristic of the av-
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erage values of the parameters across the entire optical
extension of the galaxies.
APPENDICES
A. Hα INTENSITY MAPS
Figure 17 shows the individual Hα intensity maps
for all the galaxies analyzed, derived using Pipe3D
as described in Section 3.6. As indicated above,
similar intensity maps and their corresponding er-
rors and kinematic properties have been derived for
all the emission lines listed in Table 1, and in-
cluded in the flux_elines.OBJ.cube.fits.gz dat-
acube (where OBJ is the name of the corresponding ob-
ject).
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Fig. 17. Hα intensity maps of the galaxies listed in Table 7, in units of 10−17 erg s−1 cm−2 arcsec−1. The color scale is the same for all
the galaxies. The contours are different for each galaxy. The first contour represents the median intensity level, and each successive
contour is off by 1/5th of the median value.
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Fig. 17. Continued
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B. CHARACTERISTIC PROPERTIES OF THE
GALAXIES.
Table B.1 shows the list of individual galaxies dis-
tributed in the CALIFA DR2, including their nominal
names and the corresponding CALIFA-ID, together with
the coordinates. In addition it has been included a few
of the main global properties derived by Pipe3D as de-
scribed in Section 4.
Table B.2 and B.3 list the parameters explored in Sec.
4.1 for all the galaxies included in the CALIFA DR2.
Each table includes the average values and the errors, de-
rived by considering both the individual errors and the
standard deviation of the distribution. Table B.2 lists the
average parameters across the optical extension of the
galaxies, while Table B.3 lists the corresponding param-
eter derived at the effective radius. In most cases the in-
dividual errors dominate the error budget, being the dust
attenuation of the stellar component the exception. In this
case the fluctuations along the average values are much
larger than the typical individual estimation of the error.
An electronic version of these ta-
bles can be found in the FTP:
(ftp://ftp.caha.es/CALIFA/dataproducts/DR2/Pipe3D/).
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TABLE 8
INTEGRATED PROPERTIES OF THE CALIFA DR2 GALAXIES.
NAME CAL-ID RA DEC z log(M/M⊙) log(SFR/M⊙/yr)
IC5376 001 00:01:19.77 +34:31:32.52 0.0166 10.65 ± 0.10 0.006 ± 0.105
UGC00005 002 00:03:05.63 -01:54:49.67 0.0240 11.16 ± 0.08 0.867 ± 0.066
NGC7819 003 00:04:24.50 +31:28:19.20 0.0165 10.61 ± 0.08 0.412 ± 0.067
IC1528 005 00:05:05.37 -07:05:36.23 0.0125 10.54 ± 0.11 0.197 ± 0.064
UGC00036 007 00:05:13.87 +06:46:19.20 0.0208 11.06 ± 0.09 0.186 ± 0.134
NGC0001 008 00:07:15.86 +27:42:29.16 0.0149 10.82 ± 0.10 0.649 ± 0.063
NGC0036 010 00:11:22.29 +06:23:21.84 0.0197 11.22 ± 0.10 0.535 ± 0.096
MCG-02-02-030 013 00:30:07.31 -11:06:48.95 0.0115 10.68 ± 0.10 -0.017 ± 0.079
UGC00312 014 00:31:23.92 +08:28:00.11 0.0144 10.35 ± 0.10 0.642 ± 0.053
UGC00335NED02 017 00:33:57.31 +07:16:05.87 0.0179 10.82 ± 0.09 -0.857 ± 0.476
NGC0169 022 00:36:51.59 +23:59:27.59 0.0153 10.90 ± 0.09 0.500 ± 0.097
NGC0171 023 00:37:21.55 -19:56:03.12 0.0128 10.93 ± 0.08 0.035 ± 0.116
NGC0180 025 00:37:57.69 +08:38:06.71 0.0173 11.01 ± 0.08 0.537 ± 0.120
NGC0192 026 00:39:13.41 +00:51:51.11 0.0136 10.93 ± 0.12 0.459 ± 0.075
NGC0216 027 00:41:27.16 -21:02:40.91 0.0051 9.64 ± 0.08 -0.502 ± 0.059
NGC0237 030 00:43:27.83 -00:07:29. 0.0136 10.59 ± 0.10 0.407 ± 0.057
IC1652 037 01:14:56.28 +31:56:54.59 0.0155 10.60 ± 0.09 -0.800 ± 0.334
NGC0444 039 01:15:49.55 +31:04:50.16 0.0159 10.25 ± 0.11 -0.176 ± 0.088
UGC00809 040 01:15:51.83 +33:48:38.51 0.0138 9.99 ± 0.12 -0.135 ± 0.075
UGC00841 041 01:19:10.03 +33:01:50.15 0.0183 10.31 ± 0.13 -0.027 ± 0.093
NGC0477 042 01:21:20.47 +40:29:17.16 0.0195 10.89 ± 0.11 0.492 ± 0.084
IC1683 043 01:22:38.92 +34:26:13.56 0.0160 10.76 ± 0.11 0.537 ± 0.066
NGC0499 044 01:23:11.49 +33:27:36.72 0.0146 11.34 ± 0.09 1.218 ± 0.421
NGC0496 045 01:23:11.59 +33:31:45.47 0.0200 10.84 ± 0.12 0.659 ± 0.072
NGC0528 050 01:25:33.57 +33:40:17.03 0.0156 11.05 ± 0.10 -0.157 ± 0.328
UGC01057 053 01:28:53.25 +13:47:37.67 0.0210 10.63 ± 0.12 0.373 ± 0.069
NGC0774 072 01:59:34.72 +14:00:29.52 0.0151 11.02 ± 0.10 -0.906 ± 0.248
NGC0776 073 01:59:54.52 +23:38:39.48 0.0161 11.08 ± 0.09 0.616 ± 0.066
NGC0810 076 02:05:28.56 +13:15:05.75 0.0257 11.48 ± 0.10 -0.436 ± 0.395
NGC0825 077 02:08:32.32 +06:19:25.31 0.0110 10.63 ± 0.10 -0.702 ± 0.176
UGC01938 088 02:28:22.12 +23:12:52.56 0.0211 10.65 ± 0.14 0.373 ± 0.079
NGC1056 100 02:42:48.31 +28:34:27.12 0.0053 10.20 ± 0.10 0.095 ± 0.059
UGC02222 103 02:45:09.67 +32:59:22.91 0.0162 10.93 ± 0.10 -0.722 ± 0.419
UGC02229 104 02:45:27.57 +00:54:51. 0.0241 11.15 ± 0.08 -0.179 ± 0.274
UGC02403 115 02:55:57.26 +00:41:33.36 0.0137 10.59 ± 0.11 0.510 ± 0.072
NGC1349 127 03:31:27.50 +04:22:51.24 0.0218 11.33 ± 0.09 0.078 ± 0.270
NGC1542 131 04:17:14.18 +04:46:54.11 0.0123 10.55 ± 0.10 -0.024 ± 0.127
UGC03107 133 04:37:21.83 +09:32:40.92 0.0277 10.88 ± 0.11 0.685 ± 0.095
NGC1645 134 04:44:06.40 -05:27:56. 0.0159 11.03 ± 0.09 -0.279 ± 0.215
IC2095 141 04:48:45.88 -05:07:28.56 0.0091 9.00 ± 0.14 -0.746 ± 0.075
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TABLE 8
INTEGRATED PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME CAL-ID RA DEC z log(M/M⊙) log(SFR/M⊙/yr)
UGC03253 146 05:19:41.87 +84:03:09.35 0.0136 10.63 ± 0.10 0.231 ± 0.106
NGC2253 147 06:43:41.83 +65:12:23.04 0.0118 10.80 ± 0.10 0.495 ± 0.061
UGC03539 148 06:48:53.99 +66:15:41.76 0.0107 9.83 ± 0.12 -0.169 ± 0.089
NGC2347 149 07:16:04.07 +64:42:40.67 0.0146 11.04 ± 0.10 0.542 ± 0.066
UGC03899 150 07:32:37.75 +35:36:52.19 0.0128 9.59 ± 0.13 -0.238 ± 0.072
NGC2410 151 07:35:02.25 +32:49:19.55 0.0153 11.03 ± 0.09 0.549 ± 0.112
UGC03969 153 07:41:14.35 +27:36:50.76 0.0269 10.73 ± 0.10 0.551 ± 0.084
UGC03995 155 07:44:09.11 +29:14:50.63 0.0157 11.15 ± 0.08 0.247 ± 0.138
NGC2449 156 07:47:20.30 +26:55:48.71 0.0161 11.07 ± 0.09 0.037 ± 0.168
UGC04132 165 07:59:13.05 +32:54:52.92 0.0172 10.93 ± 0.11 0.959 ± 0.069
UGC04722 231 09:00:24.12 +25:36:52.91 0.0059 8.81 ± 0.12 -1.035 ± 0.083
NGC2730 232 09:02:15.81 +16:50:17.88 0.0125 10.13 ± 0.08 0.232 ± 0.062
NGC2880 272 09:29:34.55 +62:29:26.16 0.0038 10.55 ± 0.08 -2.275 ± 0.655
IC2487 273 09:30:09.16 +20:05:26.88 0.0142 10.59 ± 0.12 0.166 ± 0.077
IC0540 274 09:30:10.34 +07:54:10.08 0.0068 9.83 ± 0.12 -1.086 ± 0.168
NGC2906 275 09:32:06.21 +08:26:30.48 0.0071 10.58 ± 0.08 -0.095 ± 0.060
NGC2916 277 09:34:57.59 +21:42:19.08 0.0121 10.96 ± 0.08 0.348 ± 0.074
UGC05108 278 09:35:26.27 +29:48:45.35 0.0267 11.10 ± 0.11 0.662 ± 0.120
UGC05358 306 09:58:47.13 +11:23:19.32 0.0098 9.56 ± 0.12 -0.497 ± 0.102
UGC05359 307 09:58:51.64 +19:12:53.99 0.0281 10.85 ± 0.13 0.298 ± 0.208
UGC05396 309 10:01:40.48 +10:45:23.03 0.0179 10.59 ± 0.13 0.017 ± 0.147
NGC3106 311 10:04:05.25 +31:11:07.80 0.0205 11.40 ± 0.08 0.220 ± 0.247
UGC05498NED01 314 10:12:03.64 +23:05:07.43 0.0209 10.76 ± 0.10 -0.043 ± 0.134
NGC3160 319 10:13:55.10 +38:50:34.44 0.0227 10.92 ± 0.10 0.275 ± 0.297
UGC05598 326 10:22:13.99 +20:35:21.84 0.0188 10.40 ± 0.11 0.147 ± 0.090
NGC3303 340 10:37:00.09 +18:08:09.23 0.0205 11.16 ± 0.09 0.414 ± 0.136
UGC05771 341 10:37:19.34 +43:35:15.36 0.0245 11.27 ± 0.10 -0.304 ± 0.241
NGC3381 353 10:48:24.81 +34:42:41.03 0.0055 9.88 ± 0.09 -0.407 ± 0.055
UGC06036 364 10:55:55.27 +36:51:41.39 0.0215 11.12 ± 0.10 -0.073 ± 0.234
IC0674 381 11:11:06.36 +43:37:58.80 0.0246 11.14 ± 0.10 -0.024 ± 0.165
NGC3614 388 11:18:21.33 +45:44:53.51 0.0076 10.31 ± 0.10 -0.251 ± 0.071
NGC3811 436 11:41:16.63 +47:41:26.88 0.0104 10.64 ± 0.10 0.351 ± 0.072
NGC3991 475 11:57:30.95 +32:20:13.20 0.0102 9.90 ± 0.09 0.424 ± 0.051
NGC3994 476 11:57:36.86 +32:16:39.35 0.0103 10.59 ± 0.11 0.565 ± 0.052
NGC4003 479 11:57:59.04 +23:07:29.64 0.0217 11.12 ± 0.12 0.251 ± 0.156
UGC07012 486 12:02:03.14 +29:50:52.79 0.0102 9.90 ± 0.10 -0.102 ± 0.060
NGC4149 502 12:10:32.85 +58:18:14.75 0.0101 10.45 ± 0.10 -0.355 ± 0.120
NGC4185 515 12:13:22.20 +28:30:39.59 0.0128 10.85 ± 0.11 0.046 ± 0.091
NGC4210 518 12:15:15.84 +65:59:07.07 0.0088 10.50 ± 0.09 -0.205 ± 0.073
IC0776 528 12:19:03.12 +08:51:22.31 0.0080 9.59 ± 0.11 -0.482 ± 0.071
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TABLE 8
INTEGRATED PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME CAL-ID RA DEC z log(M/M⊙) log(SFR/M⊙/yr)
NGC4470 548 12:29:37.77 +07:49:27.12 0.0076 10.23 ± 0.09 -0.009 ± 0.053
NGC4644 569 12:42:42.67 +55:08:43.79 0.0164 10.68 ± 0.11 0.089 ± 0.089
NGC4676A 577 12:46:10.10 +30:43:54.83 0.0222 10.85 ± 0.10 0.524 ± 0.087
NGC4874 592 12:59:35.71 +27:57:33.47 0.0242 11.66 ± 0.08 -0.757 ± 0.601
UGC08107 593 12:59:39.76 +53:20:28.32 0.0273 11.20 ± 0.09 0.893 ± 0.078
UGC08231 606 13:08:37.55 +54:04:27.83 0.0080 9.64 ± 0.12 -0.395 ± 0.060
UGC08234 607 13:08:46.51 +62:16:18.12 0.0270 11.39 ± 0.10 -0.955 ± 0.768
NGC5000 608 13:09:47.49 +28:54:24.84 0.0185 10.94 ± 0.09 0.369 ± 0.139
UGC08250 609 13:10:20.13 +32:28:59.51 0.0173 10.06 ± 0.14 -0.169 ± 0.105
UGC08267 610 13:11:11.32 +43:43:34.68 0.0241 10.77 ± 0.13 0.477 ± 0.148
NGC5205 630 13:30:03.57 +62:30:41.76 0.0057 9.98 ± 0.09 -0.813 ± 0.120
NGC5216 633 13:32:06.88 +62:42:02.51 0.0097 10.58 ± 0.09 -1.239 ± 0.238
UGC08733 657 13:48:38.99 +43:24:45.00 0.0076 9.61 ± 0.11 -0.644 ± 0.073
IC0944 663 13:51:30.86 +14:05:31.92 0.0230 11.25 ± 0.10 0.413 ± 0.150
UGC08778 664 13:52:06.67 +38:04:01.20 0.0106 10.29 ± 0.11 -0.668 ± 0.109
UGC08781 665 13:52:22.75 +21:32:21.84 0.0250 11.27 ± 0.09 0.289 ± 0.148
NGC5378 676 13:56:51.02 +37:47:49.91 0.0096 10.61 ± 0.10 -0.617 ± 0.270
NGC5394 680 13:58:33.19 +37:27:12.96 0.0113 10.38 ± 0.10 0.528 ± 0.056
NGC5406 684 14:00:20.11 +38:54:55.43 0.0178 11.26 ± 0.08 0.437 ± 0.082
NGC5485 708 14:07:11.35 +55:00:05.76 0.0062 10.74 ± 0.08 -1.599 ± 0.340
UGC09067 714 14:10:45.45 +15:12:33.84 0.0262 10.96 ± 0.11 0.701 ± 0.074
NGC5520 715 14:12:22.79 +50:20:54.23 0.0061 10.07 ± 0.10 -0.066 ± 0.054
NGC5614 740 14:24:07.58 +34:51:32.03 0.0127 11.22 ± 0.08 0.200 ± 0.110
NGC5630 749 14:27:36.60 +41:15:28.08 0.0088 9.96 ± 0.09 0.048 ± 0.053
NGC5682 758 14:34:44.97 +48:40:12.72 0.0075 9.58 ± 0.10 -0.498 ± 0.062
NGC5720 764 14:38:33.28 +50:48:54.71 0.0258 11.19 ± 0.09 0.375 ± 0.133
UGC09476 769 14:41:32.03 +44:30:46.07 0.0107 10.43 ± 0.11 0.045 ± 0.064
NGC5784 778 14:54:16.43 +42:33:28.43 0.0181 11.32 ± 0.09 0.206 ± 0.093
UGC09665 783 15:01:32.47 +48:19:10.91 0.0083 9.99 ± 0.09 -0.106 ± 0.065
NGC5888 789 15:13:07.36 +41:15:52.56 0.0289 11.47 ± 0.10 0.396 ± 0.121
NGC5908 791 15:16:43.20 +55:24:34.55 0.0109 10.95 ± 0.09 0.363 ± 0.080
NGC5930 795 15:26:07.94 +41:40:33.95 0.0086 10.60 ± 0.10 0.407 ± 0.061
UGC09873 797 15:29:50.64 +42:37:44.04 0.0185 10.20 ± 0.10 0.104 ± 0.088
UGC09892 798 15:32:51.93 +41:11:29.39 0.0188 10.48 ± 0.10 -0.032 ± 0.084
NGC5966 806 15:35:52.10 +39:46:08.04 0.0148 11.12 ± 0.09 -0.752 ± 0.376
IC4566 807 15:36:42.16 +43:32:21.47 0.0184 11.01 ± 0.10 0.149 ± 0.138
NGC5987 809 15:39:57.35 +58:04:46.20 0.0100 11.02 ± 0.09 -0.233 ± 0.273
NGC6004 813 15:50:22.72 +18:56:21.47 0.0127 10.86 ± 0.08 0.209 ± 0.070
NGC6020 815 15:57:08.13 +22:24:16.55 0.0144 11.04 ± 0.10 -1.260 ± 0.648
NGC6021 816 15:57:30.69 +15:57:21.59 0.0156 10.97 ± 0.10 -0.543 ± 0.352
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INTEGRATED PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME CAL-ID RA DEC z log(M/M⊙) log(SFR/M⊙/yr)
NGC6032 820 16:03:01.12 +20:57:21.23 0.0143 10.65 ± 0.13 -0.056 ± 0.230
UGC10205 822 16:06:40.17 +30:05:56.75 0.0216 11.08 ± 0.10 0.381 ± 0.198
NGC6063 823 16:07:12.98 +07:58:44.40 0.0094 10.36 ± 0.11 -0.274 ± 0.083
IC1199 824 16:10:34.34 +10:02:25. 0.0156 10.77 ± 0.10 0.162 ± 0.070
NGC6081 826 16:12:56.85 +09:52:01.56 0.0166 11.03 ± 0.08 -0.326 ± 0.282
UGC10331 828 16:17:21.12 +59:19:12.35 0.0150 10.26 ± 0.10 0.537 ± 0.054
NGC6125 829 16:19:11.54 +57:59:02.75 0.0157 11.35 ± 0.09 -1.269 ± 0.577
NGC6132 831 16:23:38.83 +11:47:10.32 0.0165 10.48 ± 0.11 0.301 ± 0.081
NGC6146 832 16:25:10.32 +40:53:34.43 0.0291 11.71 ± 0.09 -0.102 ± 0.337
NGC6154 833 16:25:30.48 +49:50:25.07 0.0198 11.14 ± 0.10 0.144 ± 0.115
UGC10380 834 16:25:49.91 +16:34:33.96 0.0291 10.92 ± 0.10 0.678 ± 0.216
NGC6150 835 16:25:49.96 +40:29:19.32 0.0289 11.42 ± 0.10 -1.010 ± 0.775
UGC10384 837 16:26:46.68 +11:34:49.07 0.0165 10.33 ± 0.13 0.650 ± 0.057
UGC10388 838 16:27:02.97 +16:22:55.92 0.0151 10.71 ± 0.09 -0.537 ± 0.403
NGC6173 840 16:29:44.87 +40:48:42.12 0.0291 11.81 ± 0.09 0.287 ± 0.577
NGC6168 841 16:31:20.83 +20:11:08.16 0.0083 9.93 ± 0.10 -0.065 ± 0.060
UGC10650 843 17:00:14.59 +23:06:22.68 0.0095 9.53 ± 0.11 -0.246 ± 0.076
UGC10693 845 17:04:53.01 +41:51:55.79 0.0275 11.61 ± 0.08 1.652 ± 0.556
UGC10695 846 17:05:05.56 +43:02:35.51 0.0275 11.38 ± 0.09 -0.171 ± 0.256
UGC10710 847 17:06:52.51 +43:07:19.91 0.0277 10.92 ± 0.09 0.500 ± 0.097
NGC6310 848 17:07:57.48 +60:59:24.72 0.0112 10.69 ± 0.11 -0.356 ± 0.108
NGC6314 850 17:12:38.71 +23:16:12.35 0.0219 11.20 ± 0.09 0.001 ± 0.279
NGC6338 851 17:15:22.96 +57:24:40.32 0.0270 11.67 ± 0.09 -0.312 ± 0.373
UGC10796 852 17:16:47.73 +61:55:12.35 0.0102 9.77 ± 0.11 -0.504 ± 0.092
UGC10811 854 17:18:43.72 +58:08:06.36 0.0284 11.06 ± 0.09 0.240 ± 0.156
IC1256 856 17:23:47.27 +26:29:11.39 0.0156 10.72 ± 0.12 0.229 ± 0.080
NGC6394 857 17:30:21.43 +59:38:23.63 0.0282 11.11 ± 0.10 0.612 ± 0.115
UGC10905 858 17:34:06.43 +25:20:38.40 0.0258 11.45 ± 0.10 0.613 ± 0.282
NGC6411 859 17:35:32.85 +60:48:48.24 0.0119 11.15 ± 0.09 -1.212 ± 0.470
NGC6427 860 17:43:38.59 +25:29:38. 0.0101 10.81 ± 0.09 -1.305 ± 0.434
UGC10972 861 17:46:21.91 +26:32:37.68 0.0153 10.65 ± 0.10 0.171 ± 0.204
NGC6478 862 17:48:37.75 +51:09:13.67 0.0223 11.26 ± 0.10 0.999 ± 0.072
NGC6497 863 17:51:17.97 +59:28:15.24 0.0201 11.34 ± 0.09 0.289 ± 0.130
NGC6515 864 17:57:25.20 +50:43:41.15 0.0226 11.37 ± 0.09 -0.934 ± 0.551
UGC11228 865 18:24:46.24 +41:29:33.71 0.0190 11.15 ± 0.09 -0.387 ± 0.369
UGC11262 866 18:30:35.68 +42:41:33.72 0.0183 10.33 ± 0.10 -0.317 ± 0.149
NGC6762 867 19:05:37.07 +63:56:02.76 0.0095 10.43 ± 0.10 -1.275 ± 0.314
MCG-02-51-004 868 20:15:39.86 -13:37:19.19 0.0187 10.92 ± 0.11 0.578 ± 0.078
NGC6941 869 20:36:23.47 -04:37:07.32 0.0206 11.21 ± 0.10 0.471 ± 0.104
NGC6978 871 20:52:35.42 -05:42:39. 0.0197 11.13 ± 0.10 0.227 ± 0.115
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INTEGRATED PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME CAL-ID RA DEC z log(M/M⊙) log(SFR/M⊙/yr)
UGC11649 872 20:55:27.62 -01:13:30.72 0.0124 10.75 ± 0.09 -0.349 ± 0.148
NGC7025 874 21:07:47.32 +16:20:09.23 0.0162 11.50 ± 0.09 0.065 ± 0.293
UGC11717 877 21:18:35.42 +19:43:07.31 0.0209 11.16 ± 0.09 0.764 ± 0.166
MCG-01-54-016 878 21:25:59.97 -03:48:32.40 0.0095 9.43 ± 0.12 -0.434 ± 0.093
UGC11792 880 21:42:12.69 +05:36:55.44 0.0158 10.34 ± 0.12 0.264 ± 0.115
NGC7194 881 22:03:30.93 +12:38:12.48 0.0268 11.56 ± 0.09 -0.462 ± 0.636
UGC11958 883 22:14:46.87 +13:50:27.23 0.0259 11.32 ± 0.08 -0.395 ± 0.409
UGC11982 884 22:18:52.94 -01:03:31.31 0.0159 10.09 ± 0.12 -0.276 ± 0.136
UGC12054 885 22:29:32.44 +07:43:33.59 0.0067 9.33 ± 0.11 -0.757 ± 0.072
NGC7311 886 22:34:06.79 +05:34:13.07 0.0147 11.28 ± 0.10 0.456 ± 0.079
NGC7321 887 22:36:28.03 +21:37:18.48 0.0235 11.30 ± 0.09 0.737 ± 0.072
UGC12127 888 22:38:29.42 +35:19:46.92 0.0272 11.65 ± 0.09 -0.370 ± 0.574
UGC12185 890 22:47:25.05 +31:22:24.59 0.0218 10.99 ± 0.08 0.064 ± 0.148
UGC12224 891 22:52:38.37 +06:05:36.96 0.0116 10.41 ± 0.11 -0.105 ± 0.089
NGC7436B 893 22:57:57.55 +26:08:59.99 0.0244 11.55 ± 0.09 -0.542 ± 0.514
UGC12274 894 22:58:19.60 +26:03:42.84 0.0251 11.14 ± 0.09 -0.201 ± 0.353
UGC12308 895 23:01:18.69 +14:20:22.56 0.0072 9.49 ± 0.13 -0.632 ± 0.066
NGC7466 896 23:02:03.45 +27:03:09.36 0.0248 10.98 ± 0.11 0.691 ± 0.076
NGC7489 898 23:07:32.68 +22:59:53.16 0.0205 11.18 ± 0.08 1.039 ± 0.069
NGC7549 901 23:15:17.27 +19:02:30.47 0.0154 10.77 ± 0.09 0.517 ± 0.063
NGC7563 902 23:15:55.92 +13:11:45.95 0.0142 11.13 ± 0.09 -1.416 ± 0.644
NGC7562 903 23:15:57.50 +06:41:15. 0.0119 11.31 ± 0.09 -1.144 ± 0.507
NGC7591 904 23:18:16.24 +06:35:08.87 0.0162 10.95 ± 0.10 0.910 ± 0.066
UGC12519 909 23:20:02.75 +15:57:10.07 0.0145 10.48 ± 0.12 0.340 ± 0.060
UGC12518 910 23:20:12.74 +07:55:55.91 0.0126 10.36 ± 0.09 -0.690 ± 0.408
NGC7625 913 23:20:30.14 +17:13:32.16 0.0052 10.22 ± 0.10 0.237 ± 0.053
NGC7631 914 23:21:26.66 +08:13:03.35 0.0124 10.77 ± 0.10 -0.000 ± 0.082
NGC7653 915 23:24:49.36 +15:16:32.16 0.0139 10.82 ± 0.08 0.464 ± 0.062
NGC7671 916 23:27:19.34 +12:28:02.63 0.0125 11.03 ± 0.10 -1.041 ± 0.417
NGC7683 917 23:29:03.81 +11:26:42.71 0.0119 11.01 ± 0.10 -0.733 ± 0.394
UGC12688 922 23:35:26.08 +07:19:19.55 0.0173 10.34 ± 0.11 0.352 ± 0.065
NGC7716 924 23:36:31.43 +00:17:50. 0.0084 10.65 ± 0.08 -0.171 ± 0.083
NGC7738 927 23:44:02.06 +00:30:59.75 0.0224 11.21 ± 0.10 1.179 ± 0.086
UGC12816 930 23:51:50.68 +03:04:58.08 0.0174 10.34 ± 0.12 0.211 ± 0.110
NGC7783NED01 932 23:54:10.07 +00:22:58.44 0.0247 10.99 ± 0.09 -0.375 ± 0.384
UGC12864 935 23:57:23.92 +30:59:31.56 0.0155 10.38 ± 0.11 0.056 ± 0.079
MCG-01-01-012 936 23:59:10.80 -04:11:29.76 0.0189 10.68 ± 0.09 0.340 ± 0.256
NGC7800 937 23:59:36.74 +14:48:25.20 0.0056 9.67 ± 0.11 -0.289 ± 0.056
NGC5947 938 15:30:36.59 +42:43:01.56 0.0196 10.87 ± 0.10 0.319 ± 0.073
NGC4676B 939 12:46:11.23 +30:43:21.71 0.0217 10.95 ± 0.10 0.596 ± 0.093
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AVERAGE PROPERTIES OF THE CALIFA DR2 GALAXIES.
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
IC5376 8.99 ± 0.51 -0.35 ± 0.16 0.56 ± 1.02 8.50 ± 0.05 1.24 ± 0.03
UGC00005 8.97 ± 0.42 -0.31 ± 0.13 0.26 ± 0.75 8.54 ± 0.06 1.30 ± 0.04
NGC7819 8.68 ± 0.45 -0.29 ± 0.11 0.10 ± 0.53 8.47 ± 0.07 0.90 ± 0.08
IC1528 8.75 ± 0.54 -0.34 ± 0.14 0.22 ± 0.74 8.47 ± 0.08 0.77 ± 0.03
UGC00036 9.42 ± 0.26 -0.17 ± 0.12 0.10 ± 0.61 8.52 ± 0.06 1.33 ± 0.09
NGC0001 8.89 ± 0.49 -0.35 ± 0.13 0.51 ± 0.89 8.55 ± 0.06 1.59 ± 0.06
NGC0036 9.30 ± 0.42 -0.34 ± 0.14 0.21 ± 0.69 8.53 ± 0.06 1.31 ± 0.03
MCG-02-02-030 9.11 ± 0.35 -0.33 ± 0.14 0.11 ± 0.10 8.53 ± 0.06 0.88 ± 0.04
UGC00312 8.44 ± 0.45 -0.33 ± 0.14 0.25 ± 0.62 8.31 ± 0.07 0.54 ± 0.03
UGC00335NED02 9.43 ± 0.42 -0.31 ± 0.16 0.11 ± 0.52 − − − 0.93 ± 0.93
NGC0169 9.00 ± 0.73 -0.26 ± 0.15 0.79 ± 1.52 8.53 ± 0.06 1.73 ± 0.11
NGC0171 9.18 ± 0.29 -0.21 ± 0.13 0.04 ± 0.64 8.54 ± 0.06 0.59 ± 0.02
NGC0180 8.34 ± 0.55 -0.24 ± 0.16 0.78 ± 0.38 8.56 ± 0.06 0.75 ± 0.04
NGC0192 9.39 ± 0.30 -0.34 ± 0.13 0.19 ± 0.91 8.52 ± 0.06 1.92 ± 0.21
NGC0216 8.75 ± 0.44 -0.28 ± 0.16 0.08 ± 0.43 8.37 ± 0.06 0.40 ± 0.02
NGC0237 8.79 ± 0.26 -0.33 ± 0.12 0.12 ± 0.80 8.50 ± 0.06 0.83 ± 0.03
IC1652 8.19 ± 0.48 -0.26 ± 0.14 0.84 ± 1.55 − − − − − −
NGC0444 8.69 ± 0.41 -0.30 ± 0.12 0.17 ± 0.86 8.40 ± 0.06 0.53 ± 0.02
UGC00809 8.77 ± 0.52 -0.26 ± 0.18 0.17 ± 0.80 8.42 ± 0.07 0.95 ± 0.04
UGC00841 8.62 ± 0.64 -0.30 ± 0.14 0.38 ± 0.72 8.48 ± 0.07 1.04 ± 0.05
NGC0477 8.89 ± 0.39 -0.33 ± 0.12 0.09 ± 0.43 8.48 ± 0.08 0.91 ± 0.02
IC1683 9.31 ± 0.37 -0.24 ± 0.14 0.26 ± 0.99 8.55 ± 0.06 2.02 ± 0.28
NGC0499 9.69 ± 0.26 -0.17 ± 0.19 0.09 ± 0.59 8.52 ± 0.08 6.48 ± 3.34
NGC0496 8.74 ± 0.34 -0.31 ± 0.10 0.26 ± 0.89 8.48 ± 0.07 0.99 ± 0.03
NGC0528 9.62 ± 0.27 -0.21 ± 0.16 0.02 ± 0.33 − − − 2.70 ± 1.60
UGC01057 8.38 ± 0.55 -0.29 ± 0.11 0.25 ± 0.61 8.41 ± 0.08 0.71 ± 0.02
NGC0774 9.59 ± 0.23 -0.20 ± 0.13 0.06 ± 0.49 8.51 ± 0.06 0.32 ± 0.32
NGC0776 9.26 ± 0.28 -0.30 ± 0.14 0.16 ± 0.89 8.56 ± 0.06 1.00 ± 0.04
NGC0810 9.59 ± 0.44 -0.21 ± 0.16 0.11 ± 0.73 − − − 0.73 ± 0.73
NGC0825 9.34 ± 0.36 -0.33 ± 0.16 0.19 ± 0.96 8.47 ± 0.06 0.96 ± 0.06
UGC01938 8.54 ± 0.42 -0.26 ± 0.11 0.29 ± 0.80 8.42 ± 0.07 0.89 ± 0.03
NGC1056 8.96 ± 0.40 -0.38 ± 0.13 0.55 ± 1.62 8.44 ± 0.05 1.55 ± 0.09
UGC02222 9.25 ± 0.63 -0.22 ± 0.13 0.13 ± 0.58 − − − 0.99 ± 0.59
UGC02229 9.44 ± 0.39 -0.22 ± 0.13 0.18 ± 1.02 − − − 1.39 ± 0.15
UGC02403 9.10 ± 0.42 -0.33 ± 0.14 0.41 ± 1.32 8.54 ± 0.05 2.31 ± 0.28
NGC1349 9.20 ± 0.55 -0.21 ± 0.17 0.13 ± 0.72 8.51 ± 0.06 0.94 ± 0.06
NGC1542 8.79 ± 0.49 -0.22 ± 0.16 0.49 ± 0.98 8.51 ± 0.06 1.80 ± 0.10
UGC03107 8.73 ± 0.48 -0.23 ± 0.12 0.28 ± 0.94 8.52 ± 0.06 1.45 ± 0.07
NGC1645 9.11 ± 0.52 -0.19 ± 0.14 0.08 ± 0.42 8.51 ± 0.06 0.47 ± 0.02
IC2095 8.27 ± 0.45 -0.24 ± 0.13 0.27 ± 0.72 8.27 ± 0.10 0.37 ± 0.04
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AVERAGE PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
UGC03253 8.29 ± 0.30 -0.26 ± 0.10 1.19 ± 1.68 8.50 ± 0.07 1.12 ± 0.05
NGC2253 8.80 ± 0.37 -0.36 ± 0.12 0.30 ± 0.67 8.55 ± 0.05 1.13 ± 0.04
UGC03539 8.63 ± 0.52 -0.28 ± 0.14 0.74 ± 1.35 8.45 ± 0.07 1.30 ± 0.06
NGC2347 8.64 ± 0.54 -0.33 ± 0.14 0.25 ± 0.61 8.50 ± 0.08 0.68 ± 0.02
UGC03899 8.01 ± 0.43 -0.26 ± 0.13 0.25 ± 0.57 8.27 ± 0.08 0.55 ± 0.04
NGC2410 9.20 ± 0.29 -0.27 ± 0.13 0.34 ± 0.93 8.49 ± 0.05 1.56 ± 0.10
UGC03969 9.09 ± 0.37 -0.22 ± 0.16 0.58 ± 1.63 8.50 ± 0.05 1.64 ± 0.08
UGC03995 9.29 ± 0.45 -0.30 ± 0.15 0.16 ± 0.77 8.51 ± 0.06 0.82 ± 0.05
NGC2449 9.04 ± 0.53 -0.21 ± 0.14 0.49 ± 1.12 8.56 ± 0.06 0.94 ± 0.05
UGC04132 8.86 ± 0.33 -0.27 ± 0.13 0.61 ± 1.33 8.52 ± 0.05 1.65 ± 0.05
UGC04722 7.93 ± 0.46 -0.26 ± 0.12 0.26 ± 0.47 8.26 ± 0.10 0.33 ± 0.02
NGC2730 7.81 ± 0.34 -0.36 ± 0.12 1.03 ± 0.15 8.46 ± 0.05 0.54 ± 0.01
NGC2880 9.70 ± 0.25 -0.25 ± 0.16 -0.01 ± 0.17 − − − − − −
IC2487 8.86 ± 0.57 -0.37 ± 0.14 0.38 ± 0.85 8.49 ± 0.07 1.10 ± 0.03
IC0540 9.14 ± 0.59 -0.30 ± 0.15 0.40 ± 1.04 − − − 1.69 ± 0.16
NGC2906 9.42 ± 0.29 -0.31 ± 0.16 0.12 ± 0.69 8.57 ± 0.05 0.81 ± 0.02
NGC2916 8.94 ± 0.39 -0.31 ± 0.12 0.10 ± 0.59 8.53 ± 0.06 0.64 ± 0.03
UGC05108 9.14 ± 0.34 -0.18 ± 0.11 0.14 ± 0.62 8.50 ± 0.06 1.95 ± 0.26
UGC05358 8.63 ± 0.32 -0.24 ± 0.13 0.22 ± 0.62 8.35 ± 0.07 0.70 ± 0.08
UGC05359 8.70 ± 0.56 -0.24 ± 0.12 0.33 ± 0.84 8.47 ± 0.09 1.01 ± 0.04
UGC05396 9.00 ± 0.29 -0.23 ± 0.11 0.21 ± 0.96 8.47 ± 0.06 0.87 ± 0.04
NGC3106 9.49 ± 0.33 -0.23 ± 0.15 0.12 ± 0.68 8.51 ± 0.05 1.08 ± 0.03
UGC05498NED01 9.25 ± 0.41 -0.22 ± 0.14 0.41 ± 1.07 8.49 ± 0.08 1.21 ± 0.06
NGC3160 9.20 ± 0.48 -0.11 ± 0.11 0.15 ± 0.69 − − − 3.20 ± 0.52
UGC05598 8.73 ± 0.43 -0.32 ± 0.12 0.45 ± 0.95 8.46 ± 0.06 1.12 ± 0.05
NGC3303 9.54 ± 0.20 -0.25 ± 0.13 0.10 ± 0.72 8.53 ± 0.06 1.42 ± 0.14
UGC05771 9.61 ± 0.22 -0.24 ± 0.15 0.08 ± 0.45 8.50 ± 0.06 0.52 ± 0.22
NGC3381 8.81 ± 0.27 -0.33 ± 0.11 0.05 ± 0.51 8.50 ± 0.05 0.37 ± 0.02
UGC06036 9.51 ± 0.32 -0.12 ± 0.15 0.19 ± 0.74 8.52 ± 0.05 1.68 ± 0.09
IC0674 9.09 ± 0.46 -0.25 ± 0.14 0.25 ± 0.74 8.47 ± 0.07 0.58 ± 0.02
NGC3614 9.22 ± 0.26 -0.42 ± 0.09 0.06 ± 0.54 8.53 ± 0.06 0.74 ± 0.01
NGC3811 8.93 ± 0.34 -0.35 ± 0.11 0.13 ± 0.65 8.52 ± 0.05 0.94 ± 0.04
NGC3991 8.31 ± 0.46 -0.20 ± 0.13 0.11 ± 0.58 8.33 ± 0.06 0.37 ± 0.03
NGC3994 8.97 ± 0.29 -0.29 ± 0.15 0.19 ± 0.81 8.49 ± 0.05 0.99 ± 0.06
NGC4003 9.59 ± 0.16 -0.15 ± 0.16 0.06 ± 0.45 8.52 ± 0.07 2.09 ± 0.30
UGC07012 8.41 ± 0.51 -0.26 ± 0.11 0.13 ± 0.46 8.38 ± 0.08 0.41 ± 0.02
NGC4149 9.15 ± 0.60 -0.31 ± 0.17 0.22 ± 0.88 8.52 ± 0.05 1.56 ± 0.11
NGC4185 9.41 ± 0.22 -0.28 ± 0.11 0.03 ± 0.49 8.53 ± 0.06 0.87 ± 0.01
NGC4210 9.09 ± 0.30 -0.32 ± 0.11 0.07 ± 0.60 8.54 ± 0.06 0.57 ± 0.01
IC0776 8.34 ± 0.54 -0.27 ± 0.11 0.13 ± 0.48 8.30 ± 0.06 0.16 ± 0.01
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AVERAGE PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
NGC4470 9.01 ± 0.29 -0.38 ± 0.14 0.10 ± 0.72 8.46 ± 0.05 0.48 ± 0.01
NGC4644 8.98 ± 0.43 -0.13 ± 0.13 0.16 ± 0.74 8.55 ± 0.06 1.14 ± 0.14
NGC4676A 9.30 ± 0.28 -0.20 ± 0.13 0.26 ± 1.40 8.50 ± 0.05 1.42 ± 0.10
NGC4874 9.83 ± 0.14 -0.21 ± 0.17 0.00 ± 0.15 − − − − − −
UGC08107 9.16 ± 0.35 -0.26 ± 0.15 0.34 ± 1.27 8.47 ± 0.05 1.51 ± 0.08
UGC08231 8.12 ± 0.36 -0.26 ± 0.12 0.10 ± 0.39 8.27 ± 0.07 0.14 ± 0.01
UGC08234 9.10 ± 0.42 -0.17 ± 0.13 0.15 ± 0.61 − − − − − −
NGC5000 9.08 ± 0.36 -0.18 ± 0.11 0.09 ± 0.49 8.52 ± 0.07 1.26 ± 0.12
UGC08250 8.65 ± 0.46 -0.29 ± 0.13 0.59 ± 1.23 8.41 ± 0.07 0.78 ± 0.04
UGC08267 9.15 ± 0.38 -0.22 ± 0.10 0.48 ± 1.27 8.53 ± 0.05 2.16 ± 0.11
NGC5205 8.99 ± 0.39 -0.33 ± 0.13 0.08 ± 0.40 8.52 ± 0.06 0.74 ± 0.02
NGC5216 9.56 ± 0.20 -0.22 ± 0.15 0.01 ± 0.29 8.48 ± 0.06 0.07 ± 0.07
UGC08733 8.75 ± 0.37 -0.27 ± 0.12 0.09 ± 0.67 8.37 ± 0.08 0.26 ± 0.01
IC0944 9.51 ± 0.32 -0.24 ± 0.11 0.25 ± 1.05 8.51 ± 0.06 1.96 ± 0.07
UGC08778 9.26 ± 0.40 -0.31 ± 0.15 0.22 ± 0.75 8.52 ± 0.05 1.05 ± 0.05
UGC08781 9.29 ± 0.27 -0.19 ± 0.12 0.05 ± 0.44 8.52 ± 0.06 1.01 ± 0.03
NGC5378 9.48 ± 0.27 -0.27 ± 0.12 0.08 ± 0.65 8.50 ± 0.06 1.12 ± 0.04
NGC5394 9.01 ± 0.23 -0.24 ± 0.13 0.16 ± 1.00 8.56 ± 0.05 1.97 ± 0.24
NGC5406 9.33 ± 0.28 -0.29 ± 0.13 0.06 ± 0.49 8.55 ± 0.06 0.92 ± 0.02
NGC5485 9.78 ± 0.12 -0.20 ± 0.14 0.01 ± 0.45 8.53 ± 0.07 − − −
UGC09067 8.86 ± 0.24 -0.24 ± 0.11 0.20 ± 0.85 8.48 ± 0.08 1.02 ± 0.04
NGC5520 8.71 ± 0.33 -0.33 ± 0.13 0.16 ± 0.65 8.48 ± 0.06 0.84 ± 0.04
NGC5614 9.61 ± 0.16 -0.37 ± 0.15 0.18 ± 1.22 8.53 ± 0.05 1.71 ± 0.16
NGC5630 8.34 ± 0.43 -0.29 ± 0.13 0.19 ± 0.61 8.34 ± 0.05 0.46 ± 0.02
NGC5682 8.55 ± 0.54 -0.32 ± 0.12 0.22 ± 0.64 8.38 ± 0.07 0.50 ± 0.02
NGC5720 9.12 ± 0.44 -0.32 ± 0.14 0.18 ± 0.45 8.51 ± 0.07 1.04 ± 0.02
UGC09476 9.02 ± 0.22 -0.36 ± 0.10 0.13 ± 0.68 8.51 ± 0.05 0.73 ± 0.02
NGC5784 9.56 ± 0.29 -0.29 ± 0.14 0.09 ± 0.59 8.54 ± 0.06 1.15 ± 0.05
UGC09665 8.85 ± 0.41 -0.32 ± 0.16 0.51 ± 1.33 8.46 ± 0.06 1.18 ± 0.05
NGC5888 9.44 ± 0.28 -0.22 ± 0.14 0.11 ± 0.59 8.56 ± 0.06 0.92 ± 0.03
NGC5908 9.63 ± 0.24 -0.36 ± 0.17 0.30 ± 1.99 8.53 ± 0.05 2.14 ± 0.05
NGC5930 9.53 ± 0.27 -0.33 ± 0.13 0.07 ± 1.01 8.49 ± 0.06 1.71 ± 0.21
UGC09873 8.58 ± 0.57 -0.28 ± 0.12 0.56 ± 1.14 8.46 ± 0.06 1.30 ± 0.10
UGC09892 8.97 ± 0.43 -0.35 ± 0.13 0.29 ± 0.90 8.48 ± 0.06 0.99 ± 0.03
NGC5966 9.70 ± 0.15 -0.25 ± 0.15 0.01 ± 0.29 8.50 ± 0.06 0.81 ± 0.81
IC4566 9.30 ± 0.34 -0.26 ± 0.13 0.18 ± 0.76 8.53 ± 0.06 1.40 ± 0.09
NGC5987 9.54 ± 0.49 -0.24 ± 0.14 0.37 ± 1.58 8.49 ± 0.07 2.32 ± 0.62
NGC6004 9.29 ± 0.21 -0.34 ± 0.11 0.10 ± 0.94 8.57 ± 0.05 0.80 ± 0.02
NGC6020 9.59 ± 0.27 -0.26 ± 0.14 0.12 ± 0.66 − − − 0.77 ± 0.36
NGC6021 9.51 ± 0.22 -0.21 ± 0.14 0.05 ± 0.37 8.52 ± 0.07 1.91 ± 1.91
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AVERAGE PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
NGC6032 8.94 ± 0.44 -0.20 ± 0.13 0.15 ± 0.72 8.49 ± 0.08 1.07 ± 0.16
UGC10205 9.14 ± 0.42 -0.21 ± 0.14 0.36 ± 1.18 8.48 ± 0.05 2.02 ± 0.13
NGC6063 9.04 ± 0.38 -0.38 ± 0.14 0.10 ± 0.58 8.48 ± 0.07 0.62 ± 0.01
IC1199 9.03 ± 0.64 -0.28 ± 0.16 0.25 ± 0.67 8.56 ± 0.06 0.99 ± 0.05
NGC6081 9.53 ± 0.29 -0.22 ± 0.12 0.11 ± 0.66 − − − 1.59 ± 0.30
UGC10331 8.73 ± 0.42 -0.38 ± 0.14 0.45 ± 0.88 8.39 ± 0.05 0.93 ± 0.06
NGC6125 9.78 ± 0.21 -0.24 ± 0.19 0.05 ± 0.54 − − − − − −
NGC6132 8.59 ± 0.54 -0.30 ± 0.14 0.27 ± 0.69 8.43 ± 0.08 0.76 ± 0.02
NGC6146 9.59 ± 0.19 -0.09 ± 0.10 0.00 ± 0.08 − − − 0.94 ± 0.27
NGC6154 9.48 ± 0.24 -0.28 ± 0.15 0.05 ± 0.46 8.51 ± 0.06 1.00 ± 0.03
UGC10380 8.71 ± 0.66 -0.26 ± 0.16 0.48 ± 0.92 8.54 ± 0.06 1.71 ± 0.12
NGC6150 9.65 ± 0.21 -0.15 ± 0.15 0.05 ± 0.37 − − − 0.62 ± 0.62
UGC10384 8.52 ± 0.47 -0.31 ± 0.13 0.53 ± 1.59 8.45 ± 0.08 1.50 ± 0.08
UGC10388 9.15 ± 0.57 -0.19 ± 0.17 0.17 ± 0.66 8.48 ± 0.08 1.34 ± 0.15
NGC6173 9.81 ± 0.16 -0.22 ± 0.16 0.03 ± 0.38 − − − 3.05 ± 3.05
NGC6168 8.89 ± 0.41 -0.34 ± 0.16 0.34 ± 1.21 8.41 ± 0.05 1.08 ± 0.05
UGC10650 8.22 ± 0.55 -0.33 ± 0.12 0.45 ± 0.91 8.35 ± 0.07 0.43 ± 0.03
UGC10693 9.74 ± 0.18 -0.28 ± 0.15 0.04 ± 0.68 − − − 7.64 ± 7.39
UGC10695 9.57 ± 0.32 -0.27 ± 0.15 0.04 ± 0.46 8.51 ± 0.07 0.64 ± 0.07
UGC10710 9.02 ± 0.38 -0.23 ± 0.21 0.67 ± 1.10 8.48 ± 0.06 1.25 ± 0.05
NGC6310 9.39 ± 0.39 -0.29 ± 0.14 0.13 ± 0.53 8.52 ± 0.07 0.88 ± 0.04
NGC6314 9.34 ± 0.39 -0.31 ± 0.16 0.20 ± 1.07 8.50 ± 0.07 2.02 ± 0.36
NGC6338 9.72 ± 0.30 -0.22 ± 0.15 0.07 ± 0.58 − − − − − −
UGC10796 8.54 ± 0.43 -0.23 ± 0.11 0.15 ± 0.55 8.38 ± 0.07 0.39 ± 0.02
UGC10811 8.41 ± 0.39 -0.21 ± 0.12 0.60 ± 1.67 8.48 ± 0.07 0.91 ± 0.03
IC1256 9.08 ± 0.36 -0.29 ± 0.13 0.15 ± 0.68 8.50 ± 0.09 0.84 ± 0.02
NGC6394 9.39 ± 0.38 -0.31 ± 0.15 0.20 ± 1.07 8.54 ± 0.05 1.53 ± 0.09
UGC10905 9.53 ± 0.30 -0.26 ± 0.15 0.25 ± 0.98 8.51 ± 0.07 3.31 ± 1.67
NGC6411 9.66 ± 0.19 -0.21 ± 0.14 0.00 ± 0.13 8.49 ± 0.08 − − −
NGC6427 9.51 ± 0.40 -0.23 ± 0.18 0.09 ± 0.66 − − − 0.47 ± 0.43
UGC10972 8.81 ± 0.35 -0.24 ± 0.14 0.50 ± 1.03 8.46 ± 0.07 0.74 ± 0.02
NGC6478 8.57 ± 0.31 -0.28 ± 0.12 0.55 ± 1.21 8.51 ± 0.06 1.68 ± 0.04
NGC6497 9.01 ± 0.58 -0.21 ± 0.13 0.28 ± 0.71 8.55 ± 0.06 0.74 ± 0.02
NGC6515 9.44 ± 0.41 -0.26 ± 0.16 0.25 ± 1.15 − − − − − −
UGC11228 9.39 ± 0.41 -0.19 ± 0.14 0.31 ± 0.90 8.51 ± 0.07 − − −
UGC11262 8.82 ± 0.51 -0.32 ± 0.15 0.31 ± 0.98 8.43 ± 0.09 0.51 ± 0.02
NGC6762 9.31 ± 0.49 -0.29 ± 0.14 0.18 ± 0.67 8.49 ± 0.07 0.33 ± 0.22
MCG-02-51-004 8.42 ± 0.42 -0.24 ± 0.13 0.53 ± 1.23 8.47 ± 0.07 1.13 ± 0.03
NGC6941 9.27 ± 0.45 -0.28 ± 0.12 0.16 ± 0.80 8.54 ± 0.06 1.06 ± 0.02
NGC6978 9.19 ± 0.47 -0.24 ± 0.13 0.20 ± 0.76 8.55 ± 0.06 1.10 ± 0.04
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AVERAGE PROPERTIES OF THE CALIFA DR2 GALAXIES. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
UGC11649 9.22 ± 0.39 -0.22 ± 0.12 0.05 ± 0.45 8.52 ± 0.07 0.61 ± 0.02
NGC7025 9.72 ± 0.21 -0.27 ± 0.19 0.14 ± 1.28 8.51 ± 0.07 1.21 ± 0.10
UGC11717 8.63 ± 0.87 -0.25 ± 0.16 0.36 ± 0.28 8.56 ± 0.05 1.89 ± 0.26
MCG-01-54-016 8.36 ± 0.55 -0.26 ± 0.15 0.25 ± 0.66 8.31 ± 0.11 0.50 ± 0.03
UGC11792 8.38 ± 0.53 -0.35 ± 0.15 1.20 ± 1.77 8.49 ± 0.06 1.97 ± 0.08
NGC7194 9.67 ± 0.23 -0.13 ± 0.14 0.03 ± 0.39 − − − 1.40 ± 0.88
UGC11958 9.63 ± 0.41 -0.24 ± 0.16 -0.01 ± 1.13 − − − 0.57 ± 0.33
UGC11982 8.75 ± 0.42 -0.17 ± 0.11 0.17 ± 0.95 8.39 ± 0.08 1.05 ± 0.05
UGC12054 8.35 ± 0.56 -0.29 ± 0.14 0.32 ± 0.74 8.33 ± 0.07 0.52 ± 0.02
NGC7311 9.22 ± 0.39 -0.33 ± 0.17 0.26 ± 0.82 8.54 ± 0.06 1.27 ± 0.02
NGC7321 9.04 ± 0.35 -0.32 ± 0.13 0.13 ± 0.61 8.51 ± 0.07 0.85 ± 0.02
UGC12127 9.71 ± 0.28 -0.31 ± 0.17 0.05 ± 0.48 − − − 1.08 ± 1.08
UGC12185 9.14 ± 0.37 -0.25 ± 0.13 0.13 ± 0.62 8.47 ± 0.07 1.01 ± 0.03
UGC12224 8.83 ± 0.34 -0.27 ± 0.11 0.07 ± 0.68 8.49 ± 0.06 0.48 ± 0.01
NGC7436B 9.57 ± 0.29 -0.24 ± 0.19 0.12 ± 1.15 − − − − − −
UGC12274 9.08 ± 0.76 -0.23 ± 0.13 0.07 ± 0.40 − − − 1.19 ± 0.27
UGC12308 8.24 ± 0.45 -0.30 ± 0.12 0.11 ± 0.49 8.28 ± 0.07 0.19 ± 0.01
NGC7466 8.98 ± 0.39 -0.31 ± 0.12 0.36 ± 1.05 8.51 ± 0.05 1.40 ± 0.08
NGC7489 8.03 ± 0.49 -0.27 ± 0.12 0.38 ± 1.59 8.38 ± 0.10 1.15 ± 0.02
NGC7549 8.92 ± 0.34 -0.28 ± 0.16 0.41 ± 1.03 8.53 ± 0.06 1.12 ± 0.06
NGC7563 9.74 ± 0.21 -0.03 ± 0.13 0.07 ± 0.69 − − − − − −
NGC7562 9.76 ± 0.24 -0.15 ± 0.14 0.04 ± 0.48 − − − − − −
NGC7591 8.99 ± 0.32 -0.33 ± 0.13 0.47 ± 1.45 8.53 ± 0.06 1.97 ± 0.08
UGC12519 8.81 ± 0.34 -0.33 ± 0.15 0.31 ± 0.96 8.47 ± 0.06 0.93 ± 0.04
UGC12518 9.26 ± 0.53 -0.20 ± 0.16 0.46 ± 1.24 − − − 2.24 ± 1.74
NGC7625 9.14 ± 0.41 -0.41 ± 0.12 0.41 ± 1.81 8.55 ± 0.05 1.58 ± 0.08
NGC7631 9.10 ± 0.46 -0.34 ± 0.14 0.22 ± 0.62 8.53 ± 0.06 0.87 ± 0.02
NGC7653 8.84 ± 0.37 -0.40 ± 0.10 0.19 ± 0.88 8.52 ± 0.07 0.79 ± 0.02
NGC7671 9.40 ± 0.58 -0.23 ± 0.15 0.14 ± 0.69 8.48 ± 0.07 0.13 ± 0.13
NGC7683 9.66 ± 0.42 -0.21 ± 0.17 0.18 ± 0.50 − − − 1.88 ± 1.46
UGC12688 8.44 ± 0.51 -0.26 ± 0.13 0.35 ± 0.85 8.40 ± 0.08 0.89 ± 0.04
NGC7716 9.13 ± 0.32 -0.37 ± 0.15 0.09 ± 0.67 8.48 ± 0.05 0.61 ± 0.01
NGC7738 9.37 ± 0.37 -0.25 ± 0.13 0.14 ± 1.03 8.52 ± 0.06 3.04 ± 0.56
UGC12816 8.38 ± 0.52 -0.23 ± 0.10 0.17 ± 0.65 8.38 ± 0.08 0.67 ± 0.02
NGC7783NED01 7.57 ± 0.97 -0.13 ± 0.19 0.18 ± 0.12 − − − − − −
UGC12864 8.77 ± 0.28 -0.29 ± 0.11 0.13 ± 0.52 8.41 ± 0.07 0.60 ± 0.05
MCG-01-01-012 8.97 ± 0.53 -0.23 ± 0.17 1.27 ± 2.04 − − − 2.91 ± 0.25
NGC7800 8.49 ± 0.40 -0.33 ± 0.13 0.24 ± 0.84 8.29 ± 0.06 0.46 ± 0.03
NGC5947 8.87 ± 0.38 -0.26 ± 0.10 0.03 ± 0.27 8.49 ± 0.07 0.52 ± 0.02
NGC4676B 9.23 ± 0.35 -0.25 ± 0.12 0.16 ± 0.63 8.49 ± 0.05 1.36 ± 0.09
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PROPERTIES OF THE CALIFA DR2 GALAXIES AT THE EFFECTIVE RADIUS.
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
IC5376 9.37 ± 0.50 -0.44 ± 0.13 0.48 ± 0.11 8.53 ± 0.04 1.34 ± 0.21
UGC00005 9.18 ± 0.28 -0.37 ± 0.11 0.29 ± 0.09 8.57 ± 0.04 1.28 ± 0.18
NGC7819 8.81 ± 0.44 -0.28 ± 0.14 0.06 ± 0.06 8.47 ± 0.07 0.82 ± 0.17
IC1528 9.03 ± 0.31 -0.41 ± 0.14 0.19 ± 0.10 8.51 ± 0.04 0.77 ± 0.14
UGC00036 9.56 ± 0.44 -0.24 ± 0.15 0.10 ± 0.06 8.53 ± 0.05 1.22 ± 0.25
NGC0001 9.18 ± 0.32 -0.46 ± 0.12 0.49 ± 0.10 8.58 ± 0.05 1.19 ± 0.17
NGC0036 9.33 ± 0.44 -0.37 ± 0.15 0.21 ± 0.09 8.53 ± 0.05 1.26 ± 0.22
MCG-02-02-030 9.40 ± 0.30 -0.37 ± 0.12 0.07 ± 0.05 8.56 ± 0.03 0.91 ± 0.13
UGC00312 8.54 ± 0.36 -0.40 ± 0.13 0.26 ± 0.13 8.29 ± 0.05 0.46 ± 0.07
UGC00335NED02 9.42 ± 0.36 -0.31 ± 0.17 0.14 ± 0.07 − − − 0.93 ± 0.80
NGC0169 9.16 ± 0.62 -0.26 ± 0.17 0.73 ± 0.24 8.53 ± 0.06 1.62 ± 0.19
NGC0171 9.22 ± 0.23 -0.23 ± 0.14 0.04 ± 0.05 8.55 ± 0.05 0.70 ± 0.14
NGC0180 8.23 ± 0.43 -0.24 ± 0.18 0.80 ± 0.13 8.56 ± 0.06 0.90 ± 0.17
NGC0192 9.49 ± 0.47 -0.39 ± 0.11 0.28 ± 0.07 8.55 ± 0.05 1.32 ± 0.18
NGC0216 8.72 ± 0.33 -0.42 ± 0.13 0.12 ± 0.08 8.35 ± 0.04 0.42 ± 0.06
NGC0237 8.85 ± 0.25 -0.43 ± 0.11 0.32 ± 0.13 8.55 ± 0.03 0.86 ± 0.13
IC1652 7.87 ± 0.66 -0.20 ± 0.15 0.25 ± 0.12 − − − − − −
NGC0444 8.87 ± 0.21 -0.35 ± 0.16 0.12 ± 0.07 8.40 ± 0.04 0.57 ± 0.11
UGC00809 8.98 ± 0.25 -0.40 ± 0.13 0.13 ± 0.09 8.41 ± 0.03 1.02 ± 0.13
UGC00841 8.79 ± 0.53 -0.25 ± 0.20 0.41 ± 0.11 8.49 ± 0.08 0.98 ± 0.16
NGC0477 8.90 ± 0.32 -0.34 ± 0.15 0.11 ± 0.07 8.49 ± 0.06 0.97 ± 0.18
IC1683 9.47 ± 0.61 -0.35 ± 0.14 0.34 ± 0.08 8.57 ± 0.04 1.75 ± 0.19
NGC0499 9.84 ± 0.54 -0.24 ± 0.17 0.13 ± 0.06 − − − − − −
NGC0496 8.86 ± 0.39 -0.33 ± 0.17 0.19 ± 0.09 8.45 ± 0.05 0.87 ± 0.17
NGC0528 9.71 ± 0.41 -0.01 ± 0.10 0.00 ± 0.01 − − − − − −
UGC01057 8.79 ± 0.27 -0.36 ± 0.15 0.17 ± 0.08 8.44 ± 0.06 0.68 ± 0.12
NGC0774 9.76 ± 0.47 -0.26 ± 0.12 0.02 ± 0.02 8.54 ± 0.02 0.71 ± 0.28
NGC0776 9.29 ± 0.38 -0.31 ± 0.15 0.18 ± 0.08 8.58 ± 0.06 0.93 ± 0.14
NGC0810 9.77 ± 0.54 -0.27 ± 0.15 0.05 ± 0.04 − − − − − −
NGC0825 9.57 ± 0.41 -0.38 ± 0.15 0.28 ± 0.12 8.46 ± 0.05 0.83 ± 0.22
UGC01938 8.85 ± 0.29 -0.32 ± 0.14 0.33 ± 0.08 8.45 ± 0.05 0.78 ± 0.13
NGC1056 9.08 ± 0.39 -0.40 ± 0.14 0.42 ± 0.11 8.43 ± 0.06 1.42 ± 0.18
UGC02222 9.48 ± 0.41 -0.24 ± 0.14 0.07 ± 0.09 − − − − − −
UGC02229 9.67 ± 0.33 -0.23 ± 0.15 0.05 ± 0.05 − − − 1.41 ± 0.38
UGC02403 9.33 ± 0.52 -0.41 ± 0.12 0.51 ± 0.11 8.55 ± 0.04 1.41 ± 0.19
NGC1349 9.56 ± 0.49 -0.29 ± 0.18 0.01 ± 0.03 8.50 ± 0.06 1.00 ± 0.27
NGC1542 9.24 ± 0.50 -0.35 ± 0.15 0.51 ± 0.15 8.51 ± 0.06 1.75 ± 0.22
UGC03107 8.85 ± 0.35 -0.19 ± 0.14 0.32 ± 0.15 8.54 ± 0.03 1.47 ± 0.23
NGC1645 9.22 ± 0.37 -0.23 ± 0.14 0.09 ± 0.10 8.51 ± 0.06 0.59 ± 0.28
IC2095 8.21 ± 0.53 -0.28 ± 0.19 0.11 ± 0.09 8.31 ± 0.10 0.66 ± 0.17
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PROPERTIES OF THE CALIFA DR2 GALAXIES AT THE EFFECTIVE RADIUS. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
UGC03253 8.34 ± 0.41 -0.28 ± 0.13 1.22 ± 0.08 8.50 ± 0.07 1.11 ± 0.22
NGC2253 9.24 ± 0.59 -0.38 ± 0.10 0.30 ± 0.06 8.59 ± 0.03 1.23 ± 0.12
UGC03539 8.09 ± 0.56 -0.28 ± 0.16 0.71 ± 0.18 8.39 ± 0.07 1.30 ± 0.23
NGC2347 9.00 ± 0.42 -0.45 ± 0.10 0.32 ± 0.08 8.56 ± 0.04 0.62 ± 0.11
UGC03899 8.21 ± 0.43 -0.28 ± 0.17 0.35 ± 0.14 8.27 ± 0.07 0.69 ± 0.15
NGC2410 9.29 ± 0.46 -0.29 ± 0.14 0.41 ± 0.08 8.51 ± 0.04 1.32 ± 0.21
UGC03969 9.10 ± 0.42 -0.19 ± 0.17 0.66 ± 0.17 8.49 ± 0.05 1.74 ± 0.18
UGC03995 9.24 ± 0.43 -0.28 ± 0.16 0.15 ± 0.09 8.51 ± 0.05 0.86 ± 0.16
NGC2449 9.11 ± 0.61 -0.18 ± 0.14 0.74 ± 0.07 8.59 ± 0.04 0.88 ± 0.15
UGC04132 8.85 ± 0.60 -0.28 ± 0.14 0.76 ± 0.10 8.54 ± 0.03 1.63 ± 0.16
UGC04722 0. ± 0. 0. ± 0. 0. ± 0. − − − − − −
NGC2730 7.74 ± 0.30 -0.37 ± 0.14 0.64 ± 0.12 8.44 ± 0.04 0.58 ± 0.11
NGC2880 9.80 ± 0.22 -0.35 ± 0.13 0.01 ± 0.02 − − − − − −
IC2487 9.18 ± 0.34 -0.48 ± 0.10 0.41 ± 0.06 8.51 ± 0.04 1.10 ± 0.17
IC0540 9.52 ± 0.56 -0.45 ± 0.10 0.45 ± 0.09 − − − 1.26 ± 0.28
NGC2906 9.22 ± 0.33 -0.41 ± 0.10 0.22 ± 0.06 8.60 ± 0.04 0.75 ± 0.11
NGC2916 9.03 ± 0.24 -0.36 ± 0.11 0.04 ± 0.04 8.55 ± 0.05 0.71 ± 0.13
UGC05108 9.16 ± 0.40 -0.19 ± 0.16 0.15 ± 0.10 8.50 ± 0.06 1.48 ± 0.23
UGC05358 8.54 ± 0.30 -0.24 ± 0.16 0.33 ± 0.08 8.35 ± 0.06 0.77 ± 0.18
UGC05359 8.74 ± 0.55 -0.17 ± 0.16 0.62 ± 0.16 8.47 ± 0.10 1.19 ± 0.30
UGC05396 8.99 ± 0.24 -0.26 ± 0.11 0.19 ± 0.10 8.45 ± 0.05 0.94 ± 0.17
NGC3106 9.46 ± 0.68 -0.26 ± 0.18 0.14 ± 0.06 8.50 ± 0.06 1.05 ± 0.30
UGC05498NED01 9.35 ± 0.29 -0.29 ± 0.13 0.32 ± 0.15 8.43 ± 0.07 1.17 ± 0.21
NGC3160 9.68 ± 0.58 -0.04 ± 0.11 0.06 ± 0.05 − − − − − −
UGC05598 9.00 ± 0.30 -0.42 ± 0.13 0.36 ± 0.10 8.45 ± 0.05 0.92 ± 0.15
NGC3303 9.61 ± 0.23 -0.28 ± 0.15 0.11 ± 0.08 8.52 ± 0.05 1.22 ± 0.18
UGC05771 9.77 ± 0.54 -0.23 ± 0.14 0.05 ± 0.03 8.49 ± 0.05 0.87 ± 0.55
NGC3381 8.84 ± 0.21 -0.39 ± 0.10 0.06 ± 0.05 8.52 ± 0.03 0.38 ± 0.06
UGC06036 9.36 ± 0.87 -0.13 ± 0.14 0.12 ± 0.08 − − − − − −
IC0674 9.37 ± 0.24 -0.26 ± 0.16 0.19 ± 0.09 8.50 ± 0.06 0.84 ± 0.20
NGC3614 9.10 ± 0.25 -0.40 ± 0.13 0.04 ± 0.04 8.49 ± 0.05 0.81 ± 0.14
NGC3811 8.96 ± 0.26 -0.36 ± 0.14 0.16 ± 0.06 8.55 ± 0.03 0.78 ± 0.14
NGC3991 8.04 ± 0.48 -0.23 ± 0.16 0.23 ± 0.13 8.28 ± 0.02 0.46 ± 0.07
NGC3994 8.90 ± 0.32 -0.42 ± 0.12 0.28 ± 0.10 8.49 ± 0.02 0.69 ± 0.11
NGC4003 9.59 ± 0.20 -0.06 ± 0.16 0.08 ± 0.08 − − − − − −
UGC07012 8.54 ± 0.38 -0.28 ± 0.14 0.21 ± 0.11 8.39 ± 0.05 0.39 ± 0.07
NGC4149 9.40 ± 0.77 -0.32 ± 0.12 0.61 ± 0.11 8.52 ± 0.03 1.79 ± 0.14
NGC4185 9.44 ± 0.43 -0.33 ± 0.13 0.03 ± 0.03 8.55 ± 0.05 0.89 ± 0.17
NGC4210 9.20 ± 0.50 -0.34 ± 0.12 0.01 ± 0.01 8.57 ± 0.04 0.60 ± 0.12
IC0776 8.42 ± 0.57 -0.26 ± 0.17 0.23 ± 0.16 8.31 ± 0.06 0.28 ± 0.12
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PROPERTIES OF THE CALIFA DR2 GALAXIES AT THE EFFECTIVE RADIUS. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
NGC4470 8.94 ± 0.26 -0.47 ± 0.10 0.11 ± 0.07 8.45 ± 0.02 0.45 ± 0.07
NGC4644 9.43 ± 0.50 -0.22 ± 0.11 0.12 ± 0.08 8.58 ± 0.04 0.97 ± 0.13
NGC4676A 0. ± 0. 0. ± 0. 0. ± 0. − − − − − −
NGC4874 9.64 ± 0.67 -0.23 ± 0.19 1e-12. ± 3.19 − − − − − −
UGC08107 9.18 ± 0.33 -0.35 ± 0.15 0.37 ± 0.13 8.45 ± 0.05 1.45 ± 0.22
UGC08231 8.14 ± 0.37 -0.32 ± 0.14 0.11 ± 0.08 8.23 ± 0.05 0.18 ± 0.04
UGC08234 9.37 ± 0.17 -0.21 ± 0.15 0.02 ± 0.03 − − − − − −
NGC5000 9.26 ± 0.54 -0.21 ± 0.16 0.11 ± 0.05 8.55 ± 0.05 1.15 ± 0.22
UGC08250 8.85 ± 0.29 -0.38 ± 0.16 0.33 ± 0.12 8.38 ± 0.04 0.72 ± 0.11
UGC08267 9.31 ± 0.57 -0.22 ± 0.13 0.71 ± 0.08 8.55 ± 0.04 1.84 ± 0.24
NGC5205 9.22 ± 0.17 -0.36 ± 0.14 0.06 ± 0.04 8.54 ± 0.06 0.87 ± 0.20
NGC5216 9.53 ± 0.37 -0.22 ± 0.18 0.01 ± 0.03 8.43 ± 0.05 0.07 ± 0.96
UGC08733 8.80 ± 0.29 -0.29 ± 0.13 0.07 ± 0.08 8.36 ± 0.06 0.35 ± 0.09
IC0944 9.61 ± 0.31 -0.16 ± 0.12 0.35 ± 0.12 8.52 ± 0.05 2.06 ± 0.35
UGC08778 9.55 ± 0.78 -0.40 ± 0.11 0.22 ± 0.06 8.54 ± 0.03 1.25 ± 0.20
UGC08781 9.28 ± 0.52 -0.21 ± 0.16 0.03 ± 0.03 8.53 ± 0.05 1.00 ± 0.22
NGC5378 9.51 ± 0.52 -0.26 ± 0.15 0.10 ± 0.06 8.50 ± 0.06 1.23 ± 0.24
NGC5394 8.96 ± 0.23 -0.24 ± 0.15 0.08 ± 0.06 8.56 ± 0.06 1.46 ± 0.20
NGC5406 9.41 ± 0.47 -0.32 ± 0.12 0.09 ± 0.04 8.59 ± 0.05 0.96 ± 0.15
NGC5485 9.76 ± 0.23 -0.21 ± 0.13 0.00 ± 0.02 − − − − − −
UGC09067 9.00 ± 0.33 -0.33 ± 0.15 0.27 ± 0.11 8.53 ± 0.04 0.85 ± 0.12
NGC5520 8.84 ± 0.23 -0.38 ± 0.12 0.15 ± 0.08 8.51 ± 0.04 0.65 ± 0.10
NGC5614 9.64 ± 0.42 -0.43 ± 0.11 0.20 ± 0.08 8.54 ± 0.06 1.36 ± 0.24
NGC5630 8.52 ± 0.34 -0.37 ± 0.13 0.19 ± 0.13 8.32 ± 0.03 0.42 ± 0.06
NGC5682 8.78 ± 0.36 -0.39 ± 0.12 0.22 ± 0.11 8.34 ± 0.03 0.50 ± 0.07
NGC5720 9.33 ± 0.36 -0.33 ± 0.15 0.16 ± 0.06 8.52 ± 0.06 1.17 ± 0.23
UGC09476 9.00 ± 0.32 -0.41 ± 0.15 0.11 ± 0.06 8.52 ± 0.03 0.69 ± 0.10
NGC5784 9.73 ± 0.51 -0.35 ± 0.14 0.04 ± 0.03 − − − − − −
UGC09665 8.91 ± 0.35 -0.39 ± 0.12 0.78 ± 0.09 8.46 ± 0.03 1.33 ± 0.11
NGC5888 9.52 ± 0.40 -0.25 ± 0.10 0.12 ± 0.04 8.58 ± 0.04 1.03 ± 0.16
NGC5908 9.53 ± 0.73 -0.27 ± 0.15 0.71 ± 0.15 8.53 ± 0.04 1.85 ± 0.22
NGC5930 9.61 ± 0.16 -0.32 ± 0.14 0.03 ± 0.05 8.46 ± 0.05 1.26 ± 0.21
UGC09873 8.77 ± 0.33 -0.36 ± 0.09 0.56 ± 0.12 8.45 ± 0.04 1.04 ± 0.16
UGC09892 9.17 ± 0.22 -0.41 ± 0.13 0.22 ± 0.08 8.48 ± 0.04 0.93 ± 0.13
NGC5966 9.63 ± 0.34 -0.24 ± 0.14 0.00 ± 0.01 8.50 ± 0.04 0.81 ± 0.88
IC4566 9.39 ± 0.35 -0.29 ± 0.15 0.19 ± 0.08 8.55 ± 0.06 1.40 ± 0.20
NGC5987 9.73 ± 0.46 -0.30 ± 0.13 0.58 ± 0.20 8.48 ± 0.08 1.87 ± 0.42
NGC6004 9.33 ± 0.33 -0.36 ± 0.11 0.07 ± 0.04 8.57 ± 0.05 0.78 ± 0.14
NGC6020 9.63 ± 0.63 -0.29 ± 0.14 0.14 ± 0.11 − − − − − −
NGC6021 9.66 ± 0.40 -0.22 ± 0.17 0.01 ± 0.02 − − − − − −
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TABLE 10
PROPERTIES OF THE CALIFA DR2 GALAXIES AT THE EFFECTIVE RADIUS. (CONTINUED)
NAME log(age/yr) [Z/H] AsspV 12+log(O/H) AgasV
NGC6032 9.29 ± 0.31 -0.15 ± 0.20 0.15 ± 0.11 8.51 ± 0.07 1.17 ± 0.17
UGC10205 9.43 ± 0.34 -0.24 ± 0.18 0.25 ± 0.10 8.49 ± 0.04 2.01 ± 0.32
NGC6063 9.19 ± 0.25 -0.42 ± 0.14 0.08 ± 0.08 8.49 ± 0.05 0.66 ± 0.13
IC1199 9.15 ± 0.51 -0.28 ± 0.17 0.32 ± 0.15 8.53 ± 0.06 0.95 ± 0.15
NGC6081 9.72 ± 0.60 -0.20 ± 0.14 0.09 ± 0.05 − − − − − −
UGC10331 8.93 ± 0.24 -0.48 ± 0.10 0.38 ± 0.08 8.38 ± 0.03 0.91 ± 0.08
NGC6125 9.67 ± 0.23 -0.24 ± 0.18 0.11 ± 0.08 − − − − − −
NGC6132 8.75 ± 0.34 -0.40 ± 0.14 0.27 ± 0.13 8.43 ± 0.04 0.70 ± 0.13
NGC6146 9.69 ± 0.63 -0.07 ± 0.13 1.00 ± 2.93 − − − − − −
NGC6154 9.58 ± 0.39 -0.31 ± 0.13 0.04 ± 0.02 8.55 ± 0.05 1.04 ± 0.19
UGC10380 8.61 ± 0.56 -0.25 ± 0.15 0.59 ± 0.18 8.52 ± 0.06 1.76 ± 0.30
NGC6150 9.75 ± 0.68 0.02 ± 0.08 1e-12. ± 5.50 − − − − − −
UGC10384 8.54 ± 0.56 -0.33 ± 0.14 0.76 ± 0.15 8.50 ± 0.04 1.30 ± 0.19
UGC10388 9.66 ± 0.33 -0.26 ± 0.17 0.04 ± 0.04 8.45 ± 0.04 1.21 ± 0.38
NGC6173 9.83 ± 0.48 -0.25 ± 0.15 0.05 ± 0.05 − − − − − −
NGC6168 8.82 ± 0.31 -0.45 ± 0.10 0.55 ± 0.13 8.39 ± 0.02 0.98 ± 0.12
UGC10650 8.27 ± 0.61 -0.28 ± 0.16 0.62 ± 0.23 8.36 ± 0.05 0.50 ± 0.10
UGC10693 9.79 ± 0.27 -0.32 ± 0.14 0.04 ± 0.06 − − − − − −
UGC10695 9.71 ± 0.22 -0.30 ± 0.17 0.04 ± 0.06 8.44 ± 0.08 0.70 ± 0.70
UGC10710 9.04 ± 0.39 -0.24 ± 0.19 0.56 ± 0.20 8.51 ± 0.04 1.06 ± 0.18
NGC6310 9.73 ± 0.62 -0.32 ± 0.10 0.17 ± 0.04 8.56 ± 0.04 1.08 ± 0.17
NGC6314 9.54 ± 0.49 -0.42 ± 0.12 0.28 ± 0.12 8.49 ± 0.05 1.81 ± 0.44
NGC6338 9.49 ± 0.37 -0.25 ± 0.19 0.16 ± 0.09 − − − − − −
UGC10796 8.62 ± 0.43 -0.24 ± 0.12 0.33 ± 0.16 8.40 ± 0.06 0.61 ± 0.17
UGC10811 8.42 ± 0.43 -0.21 ± 0.14 0.60 ± 0.16 8.49 ± 0.07 1.14 ± 0.28
IC1256 9.28 ± 0.37 -0.35 ± 0.13 0.18 ± 0.09 8.56 ± 0.06 0.85 ± 0.16
NGC6394 9.50 ± 0.22 -0.37 ± 0.14 0.13 ± 0.08 8.54 ± 0.04 1.25 ± 0.19
UGC10905 9.71 ± 0.51 -0.31 ± 0.16 0.22 ± 0.09 − − − − − −
NGC6411 9.73 ± 0.19 -0.27 ± 0.12 0.00 ± 0.01 8.59 ± 0.03 0.02 ± 0.50
NGC6427 9.82 ± 0.68 -0.13 ± 0.14 0.00 ± 0.01 − − − − − −
UGC10972 8.93 ± 0.28 -0.22 ± 0.14 0.39 ± 0.11 8.44 ± 0.07 0.87 ± 0.17
NGC6478 8.68 ± 0.79 -0.36 ± 0.13 0.70 ± 0.09 8.56 ± 0.04 1.67 ± 0.22
NGC6497 8.86 ± 0.67 -0.24 ± 0.11 0.31 ± 0.10 8.57 ± 0.05 0.84 ± 0.16
NGC6515 9.73 ± 0.26 -0.29 ± 0.18 0.00 ± 0.01 − − − − − −
UGC11228 9.71 ± 0.67 -0.13 ± 0.16 0.12 ± 0.05 − − − − − −
UGC11262 8.70 ± 0.43 -0.28 ± 0.19 0.32 ± 0.15 8.41 ± 0.08 0.62 ± 0.16
NGC6762 9.75 ± 0.46 -0.35 ± 0.13 0.06 ± 0.05 − − − − − −
MCG-02-51-004 8.59 ± 0.64 -0.25 ± 0.12 0.59 ± 0.08 8.48 ± 0.05 1.08 ± 0.17
NGC6941 9.52 ± 0.18 -0.27 ± 0.14 0.08 ± 0.05 8.56 ± 0.06 1.15 ± 0.21
NGC6978 9.43 ± 0.52 -0.30 ± 0.13 0.28 ± 0.07 8.57 ± 0.05 1.10 ± 0.23
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