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Abstract
This paper shows the existence and the uniqueness of the positive solution (t) of the singular boundary
value problem
{
u′′(t) = f (t)h(u(t)), t > 0,
u(0) = ∞, u(∞) = 0,
where f is a continuous non-decreasing function such that f (0) 0, and h is a non-negative function satis-
fying the Keller–Osserman condition. Moreover, it also ascertains the exact blow-up rate of (t) at t = 0 in
the special case when there exist H > 0 and p > 1 such that h(u) ∼ Hup for sufficiently large u. Naturally,
the blow-up rate of the problem in such a case equals its blow-up rate for the very special, but important,
case when h(u) = Hup for all u 0. So, our results are substantial improvements of some previous find-
ings of [J. López-Gómez, Uniqueness of large solutions for a class of radially symmetric elliptic equations,
in: S. Cano-Casanova, J. López-Gómez, C. Mora-Corral (Eds.), Spectral Theory and Nonlinear Analysis
with Applications to Spatial Ecology, World Scientific, 2005, pp. 75–110] and [J. López-Gómez, Opti-
mal uniqueness theorems and exact blow-up rates of large solutions, J. Differential Equations 224 (2006)
385–439].
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1. Introduction
This paper shows the existence and the uniqueness of the positive solution for the singular
boundary value problem {
u′′(t) = f (t)h(u(t)), t > 0,
u(0) = ∞, u(∞) = 0, (1.1)
under the following general assumptions on the functions f (t) and h(u):
(A1) f ∈ C[0,∞) satisfies f (t) f (s) > 0 whenever 0 < s  t ;
(A2) h ∈ C1[0,∞) satisfies h(0) = h′(0) = 0, h′(u) > 0 if u > 0, as well as the Keller–Osserman
condition
∞∫
z
[ x∫
z
h(s) ds
]− 12
dx < ∞ (1.2)
for some z 0 (see Keller [11], Osserman [27], and [16] for a detailed discussion).
Moreover, we also ascertain the blow-up rate of the unique solution of (1.1) when, in addition,
(A3) g(u) := h(u)/u, u > 0, satisfies g′(u) 0 for all u > 0;
and, for some p > 1,
H := lim
u↑∞
h(u)
up
> 0. (1.3)
Note that (1.3) implies (1.2). Indeed, according to (1.3), there exists z > 0 such that
h(u) H
2
up, u z,
and, hence,
∞∫
z
[ x∫
z
h(s) ds
]− 12
dx 
√
2(p + 1)
H
∞∫
z
dx√
xp+1 − zp+1 < ∞,
because p > 1. Naturally, by u(0) = ∞ and u(∞) = 0 it is meant that
limu(t) = ∞, lim u(t) = 0.
t↓0 t↑∞
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Theorem 1.1. Suppose f (t) and h(u) satisfy (A1) and (A2). Then, (1.1) possesses a unique
positive solution, (t). Further, suppose h(u) satisfies (A3), (1.3), and the limit
I0 := lim
t↓0
F(t)F ′′(t)
[F ′(t)]2 ∈ (0,∞) (1.4)
is well defined for some R > 0, where F(t) stands for the function
F(t) =
R∫
t
( s∫
0
f
1
p+1
)− p+1
p−1
ds, t ∈ (0,R]. (1.5)
Then,
lim
t↓0
(t)
F (t)
= I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 . (1.6)
Our interest in (1.1) goes back to [20] and [22], where, for a given p > 1, the special case
h(u) = up, u 0, (1.7)
was analyzed. It turns out that, at least for this particular choice, the blow-up rate of (t) given
through (1.6) does actually provide us with the blow-up rates along ∂Ω of all the positive solu-
tions of {
u(x) = f (d(x))h(u(x)), x ∈ Ω,
u = ∞ on ∂Ω, (1.8)
where Ω is any bounded domain of RN , N  1, with sufficiently smooth boundary ∂Ω , and
d(x) := dist(x, ∂Ω), x ∈ Ω.
This result follows from the localization method of [18] through the radially symmetric devices
developed in [20] and [22]. Actually, this paper accomplishes the first step to generalize it up to
cover the most general case when, instead of (1.7), (1.3) is imposed; (1.3) is substantially weaker
than (1.7), of course.
According to [22, Corollary 2.2], if h(u) is given by (1.7) and
f (t) = Htγ , t  0,
for some constants H > 0 and γ  0, then
(t) =
[
γ + 2(γ + 2 + 1)] 1p−1 H −1p−1 t− γ+2p−1 , t > 0,
p − 1 p − 1
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Nikishin [12], Bandle and Marcus [2–4], Marcus and Véron [26], Véron [30], Lazer and
Mckenna [13,14], Du and Huang [7], and García-Melián et al. [8]. These results were substan-
tially generalized by Cirstea and Radulescu [5,6], López-Gómez [18,20,22], and Ouyang and
Xie [28,29], by allowing f to decay to zero in a rather general way.
Our interest in these singular problems relies upon the problem of analyzing the sharp dynam-
ics of some general classes of spatially heterogeneous semilinear reaction–diffusion equations
and systems in the absence of steady-state solutions, and, most specifically, in the theory of meta-
solutions (see Gómez-Reñasco [9], Gómez-Reñasco and López-Gómez [10], Du and Huang [7],
López-Gómez [16,17,19,21], López-Gómez and Molina-Meyer [24], and López-Gómez and
Quittner [25]).
The contents of this paper are distributed as follows. Section 2 shows the existence and the
uniqueness of the positive solution of (1.1), and of some closely related problems whose sig-
nificance will become apparent later. Section 3 studies all necessary properties of F(t) to prove
Theorem 1.1. Section 4 shows that (εF, κF ) provides us with a sub-supersolution pair of (1.1) in
(0, δ] for sufficiently small δ > 0 and ε > 0, and sufficiently large κ . Finally, Section 5 completes
the proof of Theorem 1.1.
2. Existence and uniqueness
The following result establishes the existence and the uniqueness of the positive solution
of (1.1) and provides us with some of its most basic properties.
Theorem 2.1. Suppose f and h satisfy (A1) and (A2). Then, the problem (1.1) possesses a
unique positive solution, (t), t > 0. Moreover,
(t) > 0, ′(t) < 0, ′′(t) > 0, t > 0, (2.1)
and
lim
t↓0 
′(t) = −∞, lim
t↑∞
′(t) = 0. (2.2)
Proof. Subsequently, for each M > 0 and L> 0, we consider the auxiliary problem
{
u′′(t) = f (t)h(u(t)), 0 < t < L,
u(0) = M, u(L) = 0. (2.3)
By our assumptions on f and h, it is easy to see that
(u, u¯) := (0,M)
provides us with an ordered sub-supersolution pair of (2.3). Thus, according to Amann [1],
(2.3) possesses a solution u ∈ C2[0,L] such that u(t) ∈ [0,M] for all t ∈ [0,L]. Necessarily
u 
= 0, since u(0) = M > 0, and, therefore,
u(t) > 0 for all t ∈ [0,L), (2.4)
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would solve the Cauchy problem
u′ = v, v′ = f (t)h(u), u(t0) = v(t0) = 0,
whose unique solution is (u, v) = (0,0), by the Picard–Lindelöf theorem. This contradiction
shows (2.4), as well as u′(L) < 0. Also, for every t ∈ (0,L) we have that
u′′(t) = f (t)h(u(t))> 0
and, hence, u′(t) is increasing. Consequently, for every t ∈ [0,L],
u′(t) u′(L) < 0
and, therefore, u is decreasing.
Now, we will show that (2.3) has a unique positive solution. Our proof proceeds by contra-
diction. If u1 
= u2 are two solutions of (2.3) such that u1(t0) > u2(t0) for some t0 ∈ (0,L), then,
there exist t1 ∈ [0, t0) and t2 ∈ (t0,L] such that
u1(t1) = u2(t1), u1(t2) = u2(t2),
and
u1(t) > u2(t) ∀t ∈ (t1, t2).
Let tm ∈ (t1, t2) be such that
u1(tm)− u2(tm) = max
t∈[t1,t2]
{
u1(t)− u2(t)
}
> 0.
Then,
0 (u1 − u2)′′(tm) = f (tm)
[
h
(
u1(tm)
)− h(u2(tm))]> 0,
by our assumptions on f and h. This contradiction shows the uniqueness. Subsequently, we
denote by u[M,L] the unique positive solution of (2.3).
Now, we claim that M1 M2 > 0 and L1 L2 > 0 imply
M1  u[M1,L1]  u[M2,L2] in [0,L2]. (2.5)
Indeed, in the interval [0,L2], the function u¯ := u[M1,L1]|[0,L2] is a supersolution of{
u′′(t) = f (t)h(u(t)), 0 < t < L2,
u(0) = M2, u(L2) = 0, (2.6)
because M1 M2. Clearly, u := 0 u¯ is a subsolution. Therefore, according to [1], (2.5) follows
from the fact that u[M ,L ] is the unique positive solution of (2.6).2 2
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uM(t) := lim
L↑∞u[M,L](t) (2.7)
is well defined for all t ∈ [0,∞), and 0  uM  M in [0,∞). Actually, the set of extended
solutions
F := {u˜[M,L], L > 0}, where u˜[M,L] :=
{
u[M,L] in [0,L],
0 in (L,∞),
is bounded in C[0,∞) and, hence, by a compactness argument involving the Ascoli–Arzela the-
orem, it is apparent that uM  0 provides us with a solution of
u′′(t) = f (t)h(u(t)), t > 0,
such that u(0) = M . Arguing as above, it is easy to see that uM(t) > 0 for all t > 0. Moreover, it
follows from (2.7) that uM is non-increasing and, hence, u′M(t) 0 for all t > 0. Also, u′′M(t) > 0
for all t > 0 and, so, u′M is increasing in [0,∞). Consequently, u′M(t) < 0 for all t > 0, and
ω := lim
t↑∞uM(t) 0
is well defined. Suppose ω > 0. Then, there exists T > 1 such that uM(t) > ω/2 for any t  T
and, hence,
u′′M(t) = f (t)h
(
uM(t)
)
 f (1)h(ω/2) := α > 0.
Thus, for every t > T ,
u′M(t) u′M(T )+ α(t − T ),
and, so, uM is increasing for sufficiently large t . This contradiction shows that ω = 0. Therefore,
uM provides us with a positive solution of the auxiliary problem{
u′′(t) = f (t)h(u(t)), t > 0,
u(0) = M, u(∞) = 0. (2.8)
Now, we adapt the proof of the uniqueness for (2.3) to show that uM is the unique positive
solution of (2.8). Suppose that u1 
= u2 are two solutions of (2.8) such that u1(t0) > u2(t0) for
some t0 > 0. Then, there exist t1 ∈ [0, t0) and t2 ∈ (t0,∞] such that u1(t1) = u2(t1), u1(t2) =
u2(t2), and u1(t) > u2(t) for all t ∈ (t1, t2). Let tm ∈ (t1, t2) be such that
u1(tm)− u2(tm) = max
t∈[t1,t2]
{
u1(t)− u2(t)
}
> 0.
Then,
0 (u1 − u2)′′(tm) = f (tm)
[
h
(
u1(tm)
)− h(u2(tm))]> 0,
which is impossible. Therefore, uM is the unique positive solution of (2.8).
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passing to the limit as L ↑ ∞, we are driven to uM  uM˜ . Actually,
uM(t) < uM˜(t) for all t  0, (2.9)
for as if uM(t0) = uM˜(t0) for some t0 > 0, then u′M(t0) = u′M˜ (t0), because uM  uM˜ , and, hence,
by the uniqueness of solution to the Cauchy problem
u′ = v, v′ = f (t)h(u), u(t0) = uM(t0), u′(t0) = u′M(t0),
we should have uM = uM˜ , which entails M = M˜ (a contradiction). Consequently, (2.9) holds.
Subsequently, for each L> 0 we consider the auxiliary problem
{
u′′(t) = f (t)h(u(t)), 0 < t < L,
u(0) = ∞, u(L) = ∞. (2.10)
As h satisfies condition (A2), it follows from [16] and [21] that (2.10) possesses a minimal and
a maximal positive solution. Subsequently, we denote by L its minimal solution.
Fix M > 0 and L> 0. Then, there exists ε > 0 such that
uM M  L in [0, ε] ∪ [L− ε,L].
Thus, L|[ε,L−ε] provides us with a supersolution of{
u′′(t) = f (t)h(u(t)), ε < t < L− ε,
u(ε) = uM(ε), u(L− ε) = uM(L− ε). (2.11)
The proof of the uniqueness for (2.3) and (2.8) can be easily adapted to show that (2.11) admits
at most one positive solution. Thus, uM is the unique positive solution of (2.11). As u := 0 
L|[ε,L−ε] is a subsolution of (2.11), it follows from Amann [1] that (2.11) possesses a solution
in between 0 and L; necessarily uM . Hence, uM  L in [ε,L− ε], and, therefore,
uM  L in [0,L]. (2.12)
Consequently, by the monotonicity of uM as a function of M , the point-wise limit
 := lim
M↑∞uM (2.13)
is well defined in [0,∞). Moreover, based upon the estimates (2.12), it follows from the Ascoli–
Arzela theorem that  solves (1.1). By (2.13), (t) > 0 for every t > 0, since uM(t) > 0 and
M → uM(t) is increasing. Moreover,  is non-increasing, since uM is decreasing for every
M > 0. Thus, ′  0. Also, for any t > 0,
′′(t) = f (t)h((t))> 0
and, hence, ′ is increasing. Consequently, ′(t) < 0 for all t > 0 and (2.1) holds. Note that 
provides us with the minimal positive solution of (1.1), because any other solution u(t) of (1.1)
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it by
min := .
To establish the existence of a maximal solution we consider the auxiliary problems
{
u′′(t) = f (t)h(u(t)), t > ε,
u(ε) = ∞, u(∞) = 0, (2.14)
where ε > 0. By making the change of variable s := t − ε, (2.14) fits into the abstract setting
of (1.1) and, hence, for each ε > 0, we already know that (2.14) possesses a minimal solution,
which will be denoted by εmin. Similarly, for every M > 0 and ε > 0, the problem{
u′′(t) = f (t)h(u(t)), t > ε,
u(ε) = M, u(∞) = 0, (2.15)
has a unique positive solution; let uεM denote it. Now, pick 0 < ε < ε˜. As in the interval [ε˜,∞) the
function uε˜M |[ε˜,∞) is a supersolution of (2.15), which has a unique solution, and 0 is a subsolution,
we find that uεM  uε˜M in [ε˜,∞) and, hence, passing to the limit as M ↑ ∞, shows that
εmin  ε˜min in [ε˜,∞).
From these estimates, it is easy to see that the point-wise limit
max := lim
ε↓0 
ε
min
is well defined and it provides us with a positive solution of (1.1). As for any solution u of (1.1)
and ε > 0, one can easily see that u  εmin in [ε,∞), passing to the limit as ε ↓ 0 yields to
u max and it becomes apparent that max provides us with the maximal solution of (1.1).
So far, we have established the existence of a minimal and a maximal solution, min and max,
for (1.1), in the sense that any other solution u satisfies min  u max. To show the uniqueness
it suffices to prove that
min = max. (2.16)
Note that all constructed limiting solutions are non-negative and, hence, by the uniqueness of the
underlying first order Cauchy problem, they must be positive.
Let  be any positive solution of (1.1) and consider, for every ε > 0, the shifted function
¯(t) := (t − ε), t > ε.
According to (1.1), for each t > ε we have that
¯′′(t) = ′′(t − ε) = f (t − ε)h((t − ε)) f (t)h(¯(t))
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have that uεM  ¯ in [ε,∞). Therefore, passing to the limit as M ↑ ∞ shows that
εmin = lim
M↑∞u
ε
M  ¯ in [ε,∞),
where εmin stands for the minimal solution of (2.14).
Next, we will show that, for every M > 0 and ε > 0,
¯ uεM. (2.17)
Our argument will proceed by contradiction. Suppose (2.17) fails. As ¯(ε) = ∞, (2.17) holds for
sufficiently small t − ε > 0 and, hence, there exist t1 > ε and t2 ∈ (t1,∞] such that
¯(t1) = uεM(t1), ¯(t2) = uεM(t2),
and
uεM(t) > ¯(t) = (t − ε) ∀t ∈ (t1, t2).
Pick tm ∈ (t1, t2) such that
uεM(tm)− ¯(tm) = max
t∈[t1,t2]
{
uεM(t)− ¯(t)
}
.
Then,
0
(
uεM − ¯
)′′
(tm) = f (tm)
[
h
(
uεM(tm)
)− h(¯(tm))]> 0,
which is impossible. Thus, (2.17) holds true and, therefore,
¯ = (· − ε) lim
M↑∞u
ε
M = εmin in [ε,∞).
Consequently, passing to the limit as ε ↓ 0, we find that, for every t > 0,
(t) lim
ε↓0 
ε
min(t) = max(t).
In particular, min  max. Thus, (2.16) holds, which concludes the proof of the uniqueness.
To complete the proof of the theorem, it remains to prove (2.2), where  stands for the unique
positive solution of (1.1). As ′′(t) > 0 for all t > 0, ′ is increasing. Thus, since ′ < 0, the limit
′0 := lim
t↓0 
′(t) ∈ [−∞,0)
is well defined. Suppose ′0 ∈ (−∞,0). Then, for every t > s > 0, we have that
(t)− (s) =
t∫
′  ′0(t − s)s
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(s) (t)− ′0(t − s),
which is a contradiction, because
lim
s↓0 (s) = ∞.
Therefore, ′0 = −∞, which provides us with the first limit of (2.2).
Now, for each integer n 2, there exists tn ∈ [n− 1, n] such that
(n) = (n− 1)+
n∫
n−1
′ = (n− 1)+ ′(tn).
Thus, taking into account that limt↑∞ (t) = 0, it is apparent that
lim
n→∞
′(tn) = 0.
Therefore, as ′  0 is increasing, we obtain that
lim
t↑∞
′(t) = 0.
This shows (2.2) and concludes the proof of the theorem. 
Similarly, the next result holds.
Theorem 2.2. Suppose f and h satisfy (A1) and (A2), and there exist L> 0 and M ∈ [0,∞) for
which the problem
{
u′′(t) = f (t)h(u(t)), t ∈ (0,L),
u(0) = ∞, u(L) = M, (2.18)
has a positive solution U(t), 0 < t  L, with U ′(L) < 0. Then, U(t) is the unique positive
solution of (2.18).
Remark 2.3.
(a) When M = 0, any positive solution u of (2.18) must satisfy u′(L) < 0. Indeed, necessarily
u′(L)  0 and, if u′(L) = 0, then u(L) = u′(L) = 0, which implies u = 0, since (u, v) =
(0,0) is the unique solution of
u′ = v, v′ = f (t)h(u), u(L) = v(L) = 0,
by the Picard–Lindelöf theorem.
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us with the unique positive solution of
{
u′′(t) = f (t)h(u(t)), t ∈ (0,L),
u(0) = ∞, u(L) = (L),
where  stands for the unique positive solution of (1.1), because ′(L) < 0, by (2.1).
(c) For sufficiently large M > 0, (2.18) might not admit a solution U with U ′(L) < 0, but,
instead, U ′(L) > 0. Actually, these solutions do approximate as M ↑ ∞ to a solution of
{
u′′(t) = f (t)h(u(t)), t ∈ (0,L),
u(0) = ∞, u(L) = ∞.
In such cases, whether, or not, uniqueness occurs could depend on some hidden growth
properties of h(u), as strongly suggested by the analysis of [23]. Therefore, U ′(L) < 0 might
not be a technical condition.
Proof of Theorem 2.2. Subsequently, we fix arbitrary L> 0 and M  0 and consider the prob-
lem (2.18). The existence of a minimal and of a maximal solution follows the general scheme of
the existence proof of Theorem 2.1. Indeed, adapting the proof of Theorem 2.1 it is easy to see
that, for every N > 0, the problem
{
u′′(t) = f (t)h(u(t)), t ∈ (0,L),
u(0) = N, u(L) = M,
possesses a unique positive solution, subsequently denoted by uN , and that
min := lim
N↑∞uN
provides us with the minimal positive solution of (2.18). Similarly, if for sufficiently small ε > 0
we denote by εmin the minimal positive solution of{
u′′(t) = f (t)h(u(t)), t ∈ (ε,L),
u(ε) = ∞, u(L) = M, (2.19)
then, the point-wise limit
max := lim
ε↓0 
ε
min
provides us with the maximal positive solution of (2.18).
It remains to prove the uniqueness, which is the main result of this theorem. Let L > 0 and
M  0 for which (2.18) admits a positive solution U(t) with U ′(L) < 0. Then, for sufficiently
small ε > 0, we have that
U(L− ε)U(L)
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U˜ (t) := U(t − ε), ε  t L,
satisfies
U˜ (ε) = U(0) = ∞, U˜ (L) = U(L− ε)U(L) = M,
and, for every t ∈ (ε,L),
U˜ ′′(t) = U ′′(t − ε) = f (t − ε)h(U(t − ε))
= f (t − ε)h(U˜ (t)) f (t)h(U˜ (t)).
Thus, U˜ (t) is a supersolution of (2.19) and, hence, as in the proof of Theorem 2.1,
U˜ (t) = U(t − ε) εmin(t), t ∈ (ε,L].
Consequently, for every t ∈ (0,L],
U(t) lim
ε↓0 
ε
min(t) = max(t),
and, therefore,
U = max. (2.20)
In other words, U = max is the unique positive solution of (2.18) with U ′(L) < 0. It remains to
show that this implies the uniqueness. The proof will proceed by contradiction. Suppose
min < max = U.
Then, ′min(L) 0 and, hence, for every
v0 ∈
(
′max(L), ′min(L)
)
the unique solution of the Cauchy problem
u′ = v, v′ = f (t)h(u), u(L) = M, u′(L) = v0,
must be globally defined in (0,L] and satisfy
min(t) < u(t) < max(t) for all t ∈ (0,L). (2.21)
This is impossible, since u would provide us with a solution of (1.1) such that u′(L) = v0 < 0
but u 
= U , which contradicts the uniqueness result that we have just proven. The estimate (2.21)
holds true because for every α ∈ (0,L) and N > 0, the boundary value problem{
u′′(t) = f (t)h(u(t)), t ∈ (α,L),
u(α) = N, u(L) = M,
possesses a unique positive solution. This concludes the proof. 
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In this section we suppose that f satisfies (A1), fix R > 0 and p > 1, and consider the func-
tion F defined through (1.5), i.e.,
F(t) :=
R∫
t
ds
A(s)
, A(t) :=
( t∫
0
f
1
p+1
) p+1
p−1
, t ∈ (0,R]. (3.1)
The following result collects the main properties of this function. Though it has identical state-
ment than [22, Lemma 2.5], its proof differs slightly, for as the functions F(t) are not equal. By
the sake of completeness, we will include all its technical details, as well as those of the proof of
Lemma 3.2.
Lemma 3.1. The function F : (0,R] →R defined by (3.1) satisfies F ∈ C2(0,R] and
F(t) > 0, F ′(t) < 0, F ′′(t) > 0 (3.2)
for every t ∈ (0,R). Moreover,
lim
t↓0 F(t) = ∞, limt↓0 F
′(t) = −∞, (3.3)
and
lim
t↓0
−F ′(t)
F (t)
= lim
t↓0
F ′′(t)
−F ′(t) = limt↓0
F ′′(t)
F (t)
= ∞. (3.4)
Proof. By (A1), A ∈ C1[0,R], A(0) = 0 and A(t) > 0 for each t ∈ (0,R]. Thus, 1/A ∈ C1(0,R]
and F ∈ C2(0,R]. Clearly, F(t) > 0 if t ∈ (0,R) and F(R) = 0. Moreover,
A′(t) = p + 1
p − 1A(t)
( t∫
0
f
1
p+1
)−1
f
1
p+1 (t) > 0 (3.5)
for all t ∈ (0,R], and, hence,
F ′(t) = − 1
A(t)
< 0, F ′′(t) = A
′(t)
A2(t)
> 0, (3.6)
which concludes the proof of (3.2).
Now, we will show (3.3). As f is non-decreasing and positive,
A(t) =
( t∫
f
1
p+1
) p+1
p−1
 f
1
p−1 (R)t
p+1
p−10
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F(t) f
−1
p−1 (R)
R∫
t
s
− p+1
p−1 ds = p − 1
2
f
−1
p−1 (R)
(
t
−2
p−1 −R −2p−1
)
and, therefore, the first limit of (3.3) holds true. The validity of the second one follows from the
first identity of (3.6) taking into account that A(0) = 0. This concludes the proof of (3.3).
Next, we will show (3.4). By (A1), (3.5) implies that
A′(t) p + 1
p − 1A(t)t
−1, t ∈ (0,R]. (3.7)
Thus, from (3.6) and (3.7), it is apparent that
lim
t↓0
F ′′(t)
−F ′(t) = limt↓0
A′(t)
A(t)
= ∞,
which shows the validity of the second limit of (3.4). Now, as
−F ′(t)
F (t)
=
(
A(t)
R∫
t
1
A
)−1
, t ∈ (0,R],
the validity of the first limit of (3.4) is equivalent to the validity of
lim
t↓0
(
A(t)
R∫
t
1
A
)
= 0. (3.8)
To prove (3.8), let ε ∈ (0,R) and t ∈ (0, ε). Then, since A is increasing,
A(t)
R∫
t
1
A
=
ε∫
t
A(t)
A(s)
ds +A(t)
R∫
ε
1
A
 ε − t +A(t)
R∫
ε
1
A
and, therefore, for every ε > 0, we find that
lim sup
t↓0
(
A(t)
R∫
t
1
A
)
 ε,
because A(0) = 0. Consequently, (3.8) holds true. Finally, owing to
lim
t↓0
F ′′(t)
F (t)
= lim
t↓0
F ′′(t)
−F ′(t) · limt↓0
−F ′(t)
F (t)
= ∞,
the proof of the theorem get concluded. 
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Lemma 3.2. Suppose
lim
t↓0
F(t)F ′′(t)
F ′(t)2
= I0 ∈ (0,∞). (3.9)
Then, the auxiliary function
G(t) :=
{
f (t)Fp(t)
F ′′(t) , 0 < t R,
(
p−1
p+1 )
p+1Ip0 , t = 0,
(3.10)
lies in C[0,R] and it is bounded away from zero in any compact subset of [0,R). Note that
G(R) = 0, because F(R) = 0.
Proof. According to Lemma 3.1, it suffices to show that
lim
t↓0 G(t) =
(
p − 1
p + 1
)p+1
I
p
0 , (3.11)
because G ∈ C(0,R] and G(t) > 0 for each t ∈ (0,R). By (3.5) and (3.6), we find that
F ′′(t) = p + 1
p − 1
1
A(t)
( t∫
0
f
1
p+1
)−1
f
1
p+1 (t) > 0, t ∈ (0,R),
and, hence, for every t ∈ (0,R), we have that
G(t) = p − 1
p + 1f (t)F
p(t)f
−1
p+1 (t)
( t∫
0
f
1
p+1
) p+1
p−1 +1
= p − 1
p + 1F
p(t)f
p
p+1 (t)
( t∫
0
f
1
p+1
) 2p
p−1
= p − 1
p + 1
[
F(t)f
1
p+1 (t)
( t∫
0
f
1
p+1
) 2
p−1]p
.
On the other hand, due to (3.5), we have that
A′(t) = p + 1
p − 1f
1
p+1 (t)
( t∫
f
1
p+1
) 2
p−1
, t ∈ [0,R],
0
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G(t) =
(
p − 1
p + 1
)p+1[
A′(t)F (t)
]p = (p − 1
p + 1
)p+1{
F(t)F ′′(t)
[F ′(t)]2
}p
. (3.12)
By (3.9), passing to the limit as t ↓ 0 in (3.12), (3.11) follows. This concludes the proof. 
Subsequently, we consider the function
L(t) := F(t)
F ′(t)
= 1
(lnF)′(t)
, t ∈ (0,R]. (3.13)
By Lemma 3.1, L ∈ C1(0,R] and
lim
t↓0 L(t) = 0.
Thus, if we extend L(t) to be defined at t = 0 by
L(0) := 0,
then L ∈ C[0,R]. Moreover, for every t ∈ (0,R],
L′(t) = 1 − F
′′(t)F (t)
F ′(t)2
and, therefore, L ∈ C1[0,R] if and only if the limit
I0 := lim
t↓0
F(t)F ′′(t)
F ′(t)2
(3.14)
does exist. In such a case, owing to (3.2), it becomes apparent that, necessarily, I0  0. Conse-
quently, the assumption (3.9) can be equivalently expressed in the form
L ∈ C1[0,R] and L′(0) < 1. (3.15)
Note that if L ∈ C1[0,R] but L′(0) = 1, then I0 = 0 and, hence, the auxiliary function G defined
through (3.10) satisfies
G(0) = 0.
Therefore, in such a case, Lemma 3.2 fails, as well as the next Proposition 4.1, for as (4.2) cannot
be satisfied if I0 = 0, though the conclusions of Theorem 1.1 might still be true, because (1.6)
should become into
lim
(t) = ∞. (3.16)t↓0 F(t)
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when I0 = 0.
Finally, answering to a question raised by one of the referees (to whom we sincerely thank
for his/her comments and suggestions), we do not believe that (3.15) will be satisfied for all
functions f satisfying (A1), but this issue will be clarified elsewhere. Some sufficient conditions
on f (t) for the validity of (3.15) were given, e.g., in [22, Proposition 2.6].
4. Sharp estimates of (t) at t = 0 through F(t)
Proposition 4.1. Suppose (A1)–(A3), (1.3) and (3.9). Fix R > 0 and let F be the function de-
fined by (3.1). Then, there are δ ∈ (0,R) and 0 < ε0 < κ0 such that for every ε ∈ (0, ε0] and
κ ∈ [κ0,∞), εF and κF are a subsolution and a supersolution, respectively, of the problem{
u′′(t) = f (t)h(u(t)), t ∈ (0, δ),
u(0) = ∞, u(δ) = (δ), (4.1)
where  denotes the unique positive solution of (1.1) (see Theorem 2.1).
Proof. According to Lemma 3.2, there exist 0 <mM such that
0 <mG(t)M ∀t ∈ [0,R/2], (4.2)
where G(t) is the function defined by (3.10). Moreover, by (1.3), there exists Λ> 0 such that
H
2
up < h(u) <
3H
2
up if uΛ. (4.3)
Subsequently, we set
C := max{M,Λ} + 1 > 0 (4.4)
and fix 0 < ε˜0 < κ˜0 and δ := δ(ε˜0) ∈ (0,R/2) satisfying
0 < ε˜0 <
(
2
3HC
) 1
p−1
<
(
2
Hm
) 1
p−1
< κ˜0 (4.5)
and
F(t) >
C
ε˜0
>
Λ
k˜0
if t ∈ (0, δ]. (4.6)
Clearly, (4.5) is accomplished by choosing a sufficiently small ε˜0 > 0 and a sufficiently large κ˜0.
As F(t) > 0, F ′(t) < 0 and limt↓0 F(t) = ∞, to get (4.6) it suffices to choose any δ such that
F(δ) > C/ε˜0. Now, fix 0 < ε0 < κ0 satisfying
0 < ε0 < min
{
ε˜0,
(δ)
}
 ε˜0 < κ˜0 max
{
κ˜0,
(δ)
}
< κ0. (4.7)F(δ) F (δ)
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These are the choices of ε0, κ0 and δ for which all the assertions of the proposition are satisfied.
To show it, we fix t ∈ (0, δ]. Then, since F(t) > 0 and κ˜0 > ε˜0, (4.4) and (4.6) imply that
κ˜0F(t) > ε˜0F(t) > C >Λ.
Thus, owing to (4.3), the following estimates hold
h
(
ε˜0F(t)
)
<
3H
2
ε˜
p
0 F
p(t) and h
(
κ˜0F(t)
)
>
H
2
κ˜
p
0 F
p(t), (4.8)
and, hence, according to (4.2), it follows from (4.5), (4.7), (4.8) and (A3) that, for any t ∈ (0, δ],
κ0Fp(t)
h(κ0F(t))
<
κ˜0Fp(t)
h(κ˜0F(t))
<
2
H
1
κ˜
p−1
0
<mG(t)
M <C < 2
3H
1
ε˜
p−1
0
<
ε˜0Fp(t)
h(ε˜0F(t))
<
ε0Fp(t)
h(ε0F(t))
.
Therefore, by (A3), for any ε ∈ (0, ε0], κ  κ0, and t ∈ (0, δ], the next estimates hold
κFp(t)
h(κF (t))
 κ0F
p(t)
h(κ0F(t))
< mG(t)M < ε0F
p(t)
h(ε0F(t))
 εF
p(t)
h(εF (t))
.
In particular, by the definition of G, we find that
κFp(t)
h(κF (t))
<
f (t)Fp(t)
F ′′(t)
<
εFp(t)
h(εF (t))
for every t ∈ (0, δ], κ  κ0 and ε ∈ (0, ε0]. Consequently,
κ
h(κF (t))
<
f (t)
F ′′(t)
<
ε
h(εF (t))
.
Equivalently,
κF ′′(t) < f (t)h
(
κF(t)
)
and εF ′′(t) > f (t)h
(
εF (t)
) ∀t ∈ (0, δ]. (4.9)
Finally, according to (4.7), we have that
0 < ε0 <
(δ)
F (δ)
< κ0
and, therefore, for any ε ∈ (0, ε0] and κ  κ0, the following holds
εF (δ) ε0F(δ) < (δ) < κ0F(δ) κF(δ),
which concludes the proof. 
Based upon Proposition 4.1, the following result is obtained.
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by (3.1). Let δ > 0, ε0 > 0 and κ0 > 0 be the positive constants given by Proposition 4.1. Then,
for each 0 < ε  ε0 and κ  κ0 > 0,
εF (t) (t) κF(t), t ∈ (0, δ], (4.10)
where (t) is the unique positive solution of (1.1). Moreover, for each ε ∈ (0, ε0] and κ  κ0,
κ
h(εF (t))
h(κF (t))
F ′′(t) ′′(t) εh(κF (t))
h(εF (t))
F ′′(t), t ∈ (0, δ], (4.11)
and, consequently, (t) inherits most of local properties of F(t) at t = 0. In particular,
lim
t↓0 (t) = ∞, limt↓0 
′(t) = −∞, (4.12)
and
lim
t↓0
−′(t)
(t)
= lim
t↓0
′′(t)
−′(t) = limt↓0
′′(t)
(t)
= ∞. (4.13)
Proof. According to Remark 2.3(b), (t) provides us with the unique positive solution of
{
u′′(t) = f (t)h(u(t)), t ∈ (0, δ),
u(0) = ∞, u(δ) = (δ). (4.14)
Subsequently, given ε ∈ (0, ε0] and κ  κ0, for each natural number n > δ−1 we consider the
boundary value problem
⎧⎨
⎩
u′′(t) = f (t)h(u(t)), t ∈ (n−1, δ),
u
(
n−1
)= ε + κ
2
F
(
n−1
)
, u(δ) = (δ). (4.15)
By Proposition 4.1, (εF, κF ) provides us with an ordered sub-supersolution pair of (4.15). Thus,
this problem possesses a solution un such that
εF (t) un  κF(t) ∀t ∈
[
n−1, δ
]
.
Actually, un is unique, but this uniqueness is far from necessary here. By a standard compactness
argument, we can extract a subsequence of un, say unm , m  1, approximating to a solution
of (4.14); necessarily , by uniqueness. Therefore, passing to the limit as m → ∞ in the estimates
εF (t) unm  κF(t) ∀t ∈
[
n−1m , δ
]
,
we are conducted to (4.10).
Now, according to (A2), we find from (4.10) that
f (t)h
(
εF (t)
)
 f (t)h
(
(t)
)= ′′(t) f (t)h(κF(t)), t ∈ (0, δ]. (4.16)
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f (t)h(εF (t))
ε
< F ′′(t) < f (t)h(κF (t))
κ
, t ∈ (0, δ]. (4.17)
Thus, combining (4.16) and (4.17), shows that, for each t ∈ (0, δ],
κ
h(εF (t))
h(κF (t))
F ′′(t) f (t)h
(
εF (t)
)
 f (t)h
(
(t)
)= ′′(t)
 f (t)h
(
κF(t)
)
 εh(κF (t))
h(εF (t))
F ′′(t),
which provides us with (4.11). To complete the proof, it remains to show (4.12) and (4.13). The
first limit of (4.12) holds by the definition of (t).
For any given t ∈ (0, δ), integrating in [t, δ] the estimate (4.11) shows that
κ
δ∫
t
h(εF (s))
h(κF (s))
F ′′(s) ds  ′(δ)− ′(t) ε
δ∫
t
h(κF (s))
h(εF (s))
F ′′(s) ds. (4.18)
Subsequently, we set
Q(s) := h(εF (s))
h(κF (s))
, s ∈ (0, δ].
Clearly, Q is continuous and Q(s) > 0 for all s ∈ (0, δ]. Moreover, since F(s) ↑ ∞ if s ↓ 0, it
follows from (1.3) that
lim
s↓0 Q(s) = lims↓0
h(εF (s))/(εF (s))p
h(κF (s))/(κF (s))p
(
ε
κ
)p
=
(
ε
κ
)p
> 0.
Thus, the quantity
QL := inf
s∈(0,δ]
h(εF (s))
h(κF (s))
∈ (0,1] (4.19)
is well defined. As F ′′(t) > 0 for all t ∈ (0, δ], substituting (4.19) into (4.18) yields to
κQL
(
F ′(δ)− F ′(t)) ′(δ)− ′(t) εQ−1L (F ′(δ)− F ′(t)), t ∈ (0, δ].
Therefore, for every t ∈ (0, δ], it becomes apparent that
′(δ)− εQ−1L
(
F ′(δ)− F ′(t)) ′(t) ′(δ)− κQL(F ′(δ)− F ′(t)). (4.20)
By Lemma 3.1, limt↓0 F ′(t) = −∞. Consequently, (4.20) implies limt↓0 ′(t) = −∞, which
ends the proof of (4.12). Also, for sufficiently small t > 0, we find from (4.20) and (4.10) that
−′(δ)+ κQL(F ′(δ)− F ′(t))  −
′(t) 
−′(δ)+ εQ−1L (F ′(δ)− F ′(t))
κF(t) (t) εF (t)
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lim
t↓0
−F ′(t)
F (t)
= ∞ implies lim
t↓0
−′(t)
(t)
= ∞.
Similarly, (4.10) and (4.11) imply that, for any t ∈ (0, δ],
h(εF (t))
h(κF (t))
F ′′(t)
F (t)
 
′′(t)
(t)
 h(κF (t))
h(εF (t))
F ′′(t)
F (t)
,
and, hence,
QL
F ′′(t)
F (t)
 
′′(t)
(t)
Q−1L
F ′′(t)
F (t)
.
Consequently,
lim
t↓0
F ′′(t)
F (t)
= ∞ implies lim
t↓0
′′(t)
(t)
= ∞.
Analogously, from (4.11) and (4.20), one can infer that
lim
t↓0
F ′′(t)
−F ′(t) = ∞ implies limt↓0
′′(t)
−′(t) = ∞,
which ends the proof. 
5. The exact blow-up rate of (t) at t = 0
The following result ascertains the exact blow-up rate of (t) at t = 0.
Theorem 5.1. Suppose (A1)–(A3), (1.3) and (3.9). Fix R > 0 and let F be the function defined
by (3.1). Then,
lim
t↓0
(t)
F (t)
= I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 , (5.1)
where (t) is the unique positive solution of (1.1).
Proof. By (3.9) , (3.10) and (3.12), it is apparent that
lim
t↓0
f (t)Fp(t)
F ′′(t)
=
(
p − 1
p + 1
)p+1
I
p
0 . (5.2)
Subsequently, we consider the auxiliary function
q(t) := (t) , t ∈ (0, δ]. (5.3)
F(t)
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ε  q(t) κ ∀t ∈ (0, δ],
and, hence,
0 < ε  qL := lim inf
t↓0 q(t) qM := lim supt↓0 q(t) κ.
To show the existence of limt↓0 q(t) we argue by contradiction. Suppose qL < qM . Then, there
exist two sequences tn, sn, n 1, such that
lim
n→∞ tn = limn→∞ sn = 0, limn→∞q(tn) = qM, limn→∞q(sn) = qL,
and, for each n 1,
q ′(tn) = q ′(sn) = 0, q ′′(tn) 0, q ′′(sn) 0. (5.4)
Since ′′(t) = f (t)h((t)), we find from (5.3) that
q ′′(t)F (t)+ 2q ′(t)F ′(t)+ q(t)F ′′(t) = ′′(t) = f (t)h(q(t)F (t)), t ∈ (0, δ],
and, consequently,
q ′′(t) F (t)
F ′′(t)
+ 2q ′(t) F
′(t)
F ′′(t)
+ q(t) = f (t)h(q(t)F (t))
F ′′(t)
.
Thus, by (5.4), we obtain that, for any n 1,
q(tn) q ′′(tn)
F (tn)
F ′′(tn)
+ q(tn) = f (tn)h(q(tn)F (tn))
F ′′(tn)
,
q(sn) q ′′(sn)
F (sn)
F ′′(sn)
+ q(sn) = f (sn)h(q(sn)F (sn))
F ′′(sn)
,
because, due to Lemma 3.1, F(t) > 0 and F ′′(t) > 0 for all t ∈ (0, δ]. Therefore, passing to the
limit as n → ∞ in these inequalities, it follows from (1.3) and (5.2) that
qM 
(
p − 1
p + 1
)p+1
I
p
0 q
p
MH and qL 
(
p − 1
p + 1
)p+1
I
p
0 q
p
LH.
Consequently,
qL = qM = I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 ,
which contradicts the assumption qL < qM . Therefore, the following limit exists
q0 := lim (t) ∈ [ε, κ]. (5.5)
t↓0 F(t)
3202 S. Cano-Casanova, J. López-Gómez / J. Differential Equations 244 (2008) 3180–3203Finally, according to Lemma 3.1 and Theorem 4.2, by L’Hôpital rule, we find from (5.5), (1.3),
(5.2) and (5.3) that
q0 = lim
t↓0
′′(t)
F ′′(t)
= lim
t↓0
[
f (t)Fp(t)
F ′′(t)
· h((t))
F
p
(t)
]
= lim
t↓0
[
f (t)Fp(t)
F ′′(t)
· h((t))

p
(t)
· qp(t)
]
=
(
p − 1
p + 1
)p+1
I
p
0 Hq
p
0 ,
because (t) ↑ ∞ as t ↓ 0. As q0 > 0, necessarily
q0 = I
−p
p−1
0
(
p + 1
p − 1
) p+1
p−1
H
−1
p−1 ,
which provides us with (5.1) and concludes the proof. 
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