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We introduce two families of symplectic analogs of the distributive lattices
L(m, n). We give several combinatorial descriptions of these distributive lattices and
use combinatorial methods to produce their rank generating functions. Using Proc-
tor’s sl(2, C) technique, we prove that these symplectic lattices are rank symmetric,
rank unimodal, and strongly Sperner. This confirms a conjecture of Reiner and
Stanton concerning one of these families of symplectic lattices. We describe how
both families of symplectic lattices can be used to explicitly realize the fundamental
representations of the symplectic Lie algebras.  1999 Academic Press
1. INTRODUCTION
The lattice L(m, n) is the distributive lattice of partitions whose shapes
fit inside an m_n box, ordered by inclusion. Using techniques from
algebraic geometry, in 1979 Stanley showed that these lattices are rank
symmetric, rank unimodal, and strongly Sperner [St2]. Proctor simplified
Stanley’s proof, partly by noting that L(k, N&k) could be used to
explicitly realize the fundamental representations of sl(N, C) [Pr2]. More
recently Proctor conjectured that there should be analogous lattices for the
symplectic Lie algebra sp(2n, C). We have found two such families of ‘‘sym-
plectic’’ distributive lattices and have been able to construct the fundamen-
tal representations of sp(2n, C) on each family [Don]. In the main result
of this paper (Theorem 5.1) we use the existence of these representation
constructions and Proctor’s sl(2, C) method to conclude that these sym-
plectic lattices are rank symmetric, rank unimodal, and strongly Sperner
distributive lattices. (We have been able to construct the fundamental
representations of so(2n+1, C) on two families of ‘‘odd orthogonal’’
analogs to L(m, n). In a future paper we will present odd orthogonal
analogs of all the results from this paper and from [Don].)
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In order to study the fundamental representations of sp(2n, C), we con-
structed one family of symplectic lattices using labels developed by
Kashiwara and Nakashima [KN]. Later we learned that these lattices had
also recently been constructed by Reiner and Stanton using certain parti-
tions of Andrews [RS]. They showed that ‘‘Andrews(k, 2n&k)’’ is rank
symmetric and rank unimodal. Our proof that these lattices have the
strong Sperner property confirms a conjecture of theirs. The other family
of symplectic lattices appears to be new.
We will present the distributive lattices of this paper as lattices J(P) of
order ideals of certain posets P. Fix 1kN&k. Let P(k, N&k) be the
(poset) product of the chains [1<2< } } } <k] and [1<2< } } } <N&k].
Following [St2], define L(k, N&k) :=J(P(k, N&k)). Since P(k, N&k) is
self-dual, so is L(k, N&k). Now let N=2n. The symplectic lattices are
parameterized by 1kn: the KN symplectic lattices LKNC (k, 2n&k), and
the De Concini symplectic lattices LDeCC (k, 2n&k). These are self-dual dis-
tributive sublattices of L(k, 2n&k). The posets of join irreducibles
PKNC (k, 2n&k) and P
DeC
C (k, 2n&k) for these lattices are defined by adding
some relations to the poset P(k, 2n&k). In Fig. 1.1 we give some examples
of these posets of join irreducibles. Formal definitions appear in Section 3.
Some of the relations for PDeCC (3, 5) depicted in Fig. 1.1 are not covering
relations. We remove these redundant edges in Fig. 1.2. There we also show
how the Hasse diagram for the poset PDeCC (3, 5) would normally be drawn
without any horizontal edges.
The nodes of the KN symplectic lattices can be labelled with k-tuples
developed by Kashiwara and Nakashima [KN] in their work on crystal
graphs. The nodes of the De Concini symplectic lattices can be labelled
with k-tuples first used by De Concini ([DeC]; also see [She]). Circle
diagrams such as those in Sheats [She] can also be used to label the nodes
of the symplectic lattices LKNC (k, 2n&k) and L
DeC
C (k, 2n&k). In later
FIG. 1.1. Examples of posets of join irreducibles for symplectic lattices.
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FIG. 1.2. Some other ways to depict PDeCC (3, 5).
sections, we will prefer to view these lattices as partially ordered sets of circle
diagrams. As in the Appendix to [She], the elements for each of the sym-
plectic lattices can be expressed as pairs of elements from certain Bruhat
orders WJ, where W is the Weyl group associated to sp(2n, C).
In Section 4, we use a bijection of circle diagrams to rederive Andrews’
generating function for LKNC (k, 2n&k) [And]. We use another bijection to see
that LDeCC (k, 2n&k) has the same rank generating function as L
KN
C (k, 2n&k).
When k=n, it is the case that LKNC (n, n)=L
DeC
C (n, n) (see Corollary 3.4).
We call this lattice the (n+1)st Catalan lattice since its rank generating
function is the (n+1)st q-Catalan number ((1&q2)(1&qn+2)) [ 2n+1n ]q .
Except for Section 5, our methods are entirely combinatorial. In Section 5
we recall Proctor’s notion of representations of sl(2, C) on posets to obtain
unimodality and Sperner results for the symplectic lattices LKNC (k, 2n&k)
and LDeCC (k, 2n&k). Section 6 contains some remarks about the represen-
tation constructions that motivated these combinatorial results.
2. DEFINITIONS AND NOTATION
A ranked poset of length l is a partially ordered set P together with a par-
tition P= li=0 Pi into l+1 ranks Pi , 0il, such that elements of Pi
cover only elements in Pi&1. Define the rank function \: P  [0, ..., l] by
\(x) :=i if x # Pi . The rank generating function of a ranked poset P of
length l is the polynomial RGF(P, q) :=li=0 q
|Pi |. A ranked poset P is
rank symmetric if |Pi |=|Pl&i | for 0il. A ranked poset is rank
unimodal if there is an m such that |P0 ||P1 | } } } |Pm ||Pm+1 |
} } } |Pl |. It is strongly Sperner if for every k1, the largest union of k
antichains is no larger than the largest union of k ranks. A ranked poset
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is Peck if it is rank symmetric, rank unimodal, and strongly Sperner. We
write x  y if x is covered by y in a poset P. The dual of a poset P is
denoted by P*. Let P and Q be posets with PQ as sets. Then P is a weak
subposet of Q if x y in P implies x y in Q.
The poset J(P) of all order ideals of P ordered by inclusion is always a
distributive lattice. If P is the poset of join irreducibles of L (with the
induced order from L), then L=J(P). So J(P)=J(Q) if and only if P=Q.
A distributive lattice L=J(P) is ranked of length |P|, with Li=[T #
J(P) : |T|=i], 0i|P|. Also, J(P*)=J(P)*. Let K and L be dis-
tributive lattices. Then K is a distributive sublattice of L if KL,
x6K y=x 6L y, and x 7K y=x 7L y whenever x, y # K. In particular, K is
a subposet of L in the induced order. We refer the reader to [St3] for
definitions of other combinatorial terms.
Remark 2.1. Let P be a weak subposet of Q with P=Q as sets. Set
K :=J(Q) and set L :=J(P). It can be shown that K is a distributive sub-
lattice of L, so x y in K if and only if x y in L, for x, y # K. Moreover,
x  y in K if and only if x  y in L whenever x, y # K.
Let P(k, N&k) be the product of a k-element chain with an (N&k)-
element chain. One can realize P(k, N&k) as [(r, c) : 1rk, 1c
N&k], with the ordered pairs ordered by componentwise comparison. It
is convenient to rotate the Hasse diagram of P(k, N&k) clockwise by 135%.
Then the element (i, j) # P(k, N&k) occurs at the matrix coordinate loca-
tion (i, j). In this rotated viewpoint, each order ideal T in P(k, N&k)
becomes a ‘‘shape.’’ We will associate a partition {, a column T, and
a circle diagram t to each order ideal T of P(k, N&k). See Fig. 2.1.
A (k, N&k) partition is a k-tuple { such that N&k{1 } } } {k0.
For each order ideal TP(k, N&k) and each 1ik, define the
k-tuple {={(T) as follows: let {i :=|[(r, c) # T: r=i]|. Clearly { is a
(k, N&k) partition. Form the complement { by defining { i :=N&k&
{k+1&i . Notice that L(k, N&k)$L(k, N&k)* under the map { [ { . Let
{$ denote the conjugate partition of {.
We associate a column T=T(T) to the (k, N&k) partition { by revers-
ing and strictifying { . Then T is a k-tuple and the ith entry of the column
FIG. 2.1. An element of L(3, 5).
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T is given by Ti=N&k+i&{i . Note that 1T1< } } } <TkN. The sym-
bol T will simultaneously denote both the column (T1 , ..., Tk) and the set
[T1 , ..., Tk].
The circle diagram t=t(T) associated to the column T is the N-tuple
t=(t1 , ..., tN), where t i=1 if i # T and t i=0 if i  T, 1iN. We can pic-
ture the circle diagram t as follows. Construct a 1_N grid and label the
squares from 1 to N, left to right. Place circles in the squares corresponding
to elements of T.
We will obtain analogous realizations for the elements of all the lattices
considered in this paper. The symbols r, s, t, and u refer to circle diagrams.
For a circle diagram r, the notations T(r), {(r), and T(r) will have the
obvious meanings.
Remark 2.2. The partial order on ideals in P(k, N&k) can be realized
with partitions, columns, and circle diagrams as follows. Let s and t be
circle diagrams in L(k, N&k). Then
T(s)T(t)  {(s) is contained in {(t) (as Ferrers diagrams)
 T(s)T(t) in the componentwise order on k-tuples
 :
p
i=1
si :
p
i=1
t i for all p such that 1pN.
Following [RS], a (k, N&k) partition { is Andrews if {i&{$iN&2k
for 1i$ where $2 is the size of the Durfee square of {, viz. $=
max [i : i{i]=max[ j : j{$j]. Define Andrews(k, N&k) to be the distri-
butive lattice of Andrews partitions in L(k, N&k). When N=2n, let {~ be
the ‘‘middle’’ of {, formed by removing the first n&k and last n&k
columns of the Ferrers diagram for {. More precisely, {~ is the (k, k) parti-
tion whose conjugate {~ $ is given by {~ $=({$n&k+1 , ..., {$n ).
3. FOUR DESCRIPTIONS OF SYMPLECTIC LATTICES
We begin by defining the KN and De Concini symplectic lattices as
distributive lattices of order ideals for certain posets of join irreducibles
(cf. Fig. 1.1).
Definition 3. KN. For 1kn, let PKNC (k, 2n&k) :=P(k, 2n&k) as
a set. Write (r, c)(s, d ) for two elements in PKNC (k, 2n&k) if one of the
following holds:
(1) (r, c)(s, d ) in the poset P(k, 2n&k)
(2) r>c with (s, d )=(c, 2n&2k+r).
221SYMPLECTIC ANALOGS OF LATTICES
Define the order for the poset PKNC (k, 2n&k) to be the transitive closure of
these relations. Define LKNC (k, 2n&k) :=J(P
KN
C (k, 2n&k)).
Definition 3. DeC. For 1kn, let PDeCC (k, 2n&k) :=P(k, 2n&k)
as a set. Write (r, c)(s, d ) for two elements in PDeCC (k, 2n&k) if one of
the following holds:
(1) (r, c)(s, d ) in the poset P(k, 2n&k)
(2) r<c&n+k with (s, d )=(c&n+k, r+n&k) and n&k+1
cn.
Define LDeCC (k, 2n&k) :=J(P
DeC
C (k, 2n&k)), where the order for the poset
PDeCC (k, 2n&k) is the transitive closure of these relations.
Condition (2) in each definition adds relations to P(k, 2n&k). Then
P(k, 2n&k) is a weak subposet of both PKNC (k, 2n&k) and P
DeC
C (k,2n&k).
It must be checked that the transitive closures of the defining relations in
these definitions are acyclic. To see this, we introduce the following total
order on elements of PKNC (k, 2n&k): write (r, c)< KNtotal (s, d ) if
r+c<s+d or if r+c=s+d with r>s. The defining relations of Defini-
tion 3. KN respect this total order, and it follows that their transitive
closure is acyclic. For PDeCC (k, 2n&k), use the total order (r, c)< DeCtotal
(s, d ) if r+c<s+d or if r+c=s+d with r<s.
The main result of this section, Proposition 3.2, explicitly identifies the
lattices LKNC (k, 2n&k)=J(P
KN
C (k, 2n&k)) and L
DeC
C (k, 2n&k)=J(P
DeC
C
(k, 2n&k)) as sublattices of L(k, 2n&k) in three other viewpoints: as par-
titions, as columns, and as circle diagrams. Since an order ideal T in
PKNC (k, 2n&k) (respectively P
DeC
C (k, 2n&k)) is also an order ideal in
P(k, 2n&k), we can associate to T a partition, a column, and a circle
diagram. By Remark 2.1, we see that LKNC (k, 2n&k) (resp. L
DeC
C (k, 2n&k))
is a distributive sublattice of L(k, 2n&k) with the same length as
L(k, 2n&k). Thus, two order ideals in PKNC (k, 2n&k) (resp. P
DeC
C (k,
2n&k)) or their corresponding partitions, columns, and circle diagrams
can be compared using Remark 2.2. We prefer to use circle diagrams as the
primary indexing objects for elements of L(k, 2n&k).
In this section we will picture a circle diagram t in L(k, 2n&k) on a 2_n
grid with the ith square on the top row (counting from the left) labelled i
and the ith square on the bottom row labelled 2n+1&i. For example, the
circle diagram t in Fig. 2.1 is now pictured as gg
g
g
Mg
g
g
gM
M . The ith slot of t is
the pair (ti , t2n+1&i). We say the ith slot is full (respectively empty, top-full,
bottom-full ) if (t i , t2n+1&i)=(1, 1) (resp. (0, 0), (1, 0), (0, 1)).
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Definition 3.1. A circle diagram t # L(k, 2n&k) (or a column T(t) or
partition {(t)) is KN-admissible (resp. DeC-admissible)  T(t)P(k, 2n&k)
is an order ideal in PKNC (k, 2n&k) (resp. P
DeC
C (k, 2n&k)).
In Fig. 2.1, the element t is KN-admissible in L(3, 5). However, it is
DeC-inadmissible since (3, 3) is an element in the order ideal T(t) but
(2, 4) is not. The following proposition and Remark 3.5 specify more
directly when a circle diagram (or column or partition) in L(k, 2n&k) is
KN-admissible or DeC-admissible.
Proposition 3.2. Let 1kn, and let t=(t1 , ..., t2n) be a circle diagram
in L(k, 2n&k). Then
t is KN-admissible  {(t) is a (k, 2n&k) Andrews partition
 T(t)a= p and T(t)b=2n+1& p (1pn)
O a+k+1&bp
 :
p
i=1
(ti+t2n+1&i)p for 1pn.
t is DeC-admissible  {~ (t)$ is a (k, k) Andrews partition
 T(t)a= p and T(t)b=2n+1& p (1pn)
O b+1&an+1& p
 :
n
i= p
(t i+t2n+1&i)n+1& p for 1pn.
The proof is below. As an immediate consequence we get:
Corollary 3.3. Let 1kn. Then LKNC (k, 2n&k)=Andrews(k, 2n&k).
Corollary 3.4. Let 1kn. Then LKNC (k, 2n&k)$L
DeC
C (k, 2n&k) 
k=1 or k=n.
Proof of Corollary 3.4. When k=1, one can see that LKNC (1, 2n&1)
(resp. LDeCC (1, 2n&1)) is just a 2n-element chain. When k=n, consider the
automorphism L(n, n)  L(n, n) given by {(t) [ {(t)$. By Proposition 3.2,
the image of LKNC (n, n) under this map is L
DeC
C (n, n). When 1<k<n, locate
longest maximal chains in PKNC (k, 2n&k) and P
DeC
C (k, 2n&k), respectively.
Compare these to conclude that PKNC (k, 2n&k) and P
DeC
C (k, 2n&k) are
not isomorphic. K
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Remark 3.5. Proposition 3.2 says that a circle diagram t # L(k, 2n&k)
is KN-admissible (resp. DeC-admissible)  there are no more than p
circles in the first (resp. last) p slots  there are no more full slots than
empty slots among the first (resp. last) p slots, where 1pn.
Originally, our KN- and DeC-admissibility conditions on partitions used
sums along the diagonals of the grid. From [RS] we learned that the
KN-admissibility condition could be stated using row and column sums.
To conserve space we present the admissibility conditions on partitions in
this paper only in terms of row and column sums.
Replacing 2n+1&i with i (1in), our total order on column entries
becomes 1<2< } } } <n<n < } } } <1 . Then the condition on the entries of
a KN-admissible column T(t) in Proposition 3.2 becomes exactly the con-
dition on the symplectic columns defined by Kashiwara and Nakashima
[KN]. Replacing n+1&i by i and n+i by i (1in), the total order on
column entries becomes n < } } } <1 <1< } } } <n. Then it can be seen that
the DeC-admissible columns of Proposition 3.2 are the same as the sym-
plectic columns defined by De Concini (see [She, Sect. 3]). So Proposition
3.2 justifies the ‘‘KN’’ and ‘‘DeC’’ notation for these symplectic lattices.
Proof of Proposition 3.2 (KN Case). Fix t # L(k, 2n&k) and let
T=T(t), {={(t), and T=T(t), where $2 is the size of the Durfee square
of {. We will say that the column T satisfies the KN condition if whenever
1pn, Ta= p, and Tb=2n+1& p we have a+k+1&bp. One can
see that T satisfies the KN condition if and only if a+k+1&bp when-
ever 1pn, a|[i : Tip]|, and b>|[i : Ti<2n+1& p]|.
For the first KN equivalence, recall that the partition { is not a
(k, 2n&k) Andrews partition if and only if there is an s, 1s$, such that
{s&{$s>2n&2k. This is true if and only if there is a pair (s, d ) # T such
that s{$s<d&(2n&2k). And this is true if and only if there is a pair
(s, d ) # T such that s<d&(2n&2k) and (d&(2n&2k), s)  T, i.e. T is
not an order ideal in PKNC (k, 2n&k), which means t is KN-inadmissible.
For the second KN equivalence, suppose T does not satisfy the KN con-
dition. Then there is a p, 1pn, such that Ta= p and Tb=2n+1& p,
where a+k+1&b>p. Recall that Ti :=2n&k+i&{i . Now pn and
kn imply that p+k2n, and so a2n&k+a& p, or simply a{a .
That is, 1a$. Also, k+1&b+{b=2n+1&Tb= p<a+k+1&b, giv-
ing {b<a. In particular, (b, a)  T, and so {$a<b. Next, pa+k&b
implies that 2n&2k+b2n&k+a& p={a , and so 2n&2k+{$a<{a .
Then { is not an Andrews (k, 2n&k) partition.
Conversely, if { is not an Andrews partition, then for some a, 1a$,
we have {$a+2n&2k<{a . Since {a2n&k, we have {$a<k. Let b :={$a+1.
Note that 1bk. Let p :=a+k&b. Now bk and 1a implies that
1a+k&b. Also, a{$a<b gives a+k&b<k. Thus, 1p<n. Next
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notice that 2n&2k+{$a+1{a implies that 2n+1&a&k+bk+1&
a+{a , from which Tap. Also, since {$a=b&1, (b, a)  T. In particular,
{b<a, or simply {ba&1. Then Tb=2n&k+b&{b2n&k+b&a+
1=2n+1& p. Then we have Tap and Tb2n+1& p, where 1p<n.
But p=a+k&b<a+k+1&b, so T does not satisfy the KN condition.
For the third statement, suppose T satisfies the KN condition. Let
1pn, and let a :=|[T i : Tip]| and b&1 :=|[Ti : Ti<2n+1& p]|.
Then a+k+1&b is the number of circles in the first p slots of t. Thus,
a+k+1&b= pi=1(t i+t2n+1&i)p. The converse is similar.
(DeC Case). The first and third statements are similar to the KN case.
For the second equivalence, we say that the column T satisfies the De
Concini condition if Ta= p and Tb=2n+1& p, where 1pn, implies
b+1&an+1& p. Then T satisfies the De Concini condition if and only
if b+1&an+1& p whenever 1pn, a>|[i : Ti<p]| and b|[i :
Ti2n+1& p]|.
Suppose T does not satisfy the De Concini condition. Then there is a p,
1pn, such that Ta= p and Tb=2n+1& p with b&a>n& p. Let
i :={b&(n&k)= p+b&n&1. Since n+1n+a<p+b, and since pn,
we have 0<i= p+b&n&1<bk. Since {b= p+b&k&1, we have
(b, p+b&k&1) # T. Then {~ $i={$p+b&k&1b. Note then that i<b{~ $i , so
1i$, where $2 is the size of the Durfee square of {~ . Thus, to show that
{~ $ is not a (k, k) Andrews partition, it is enough to show that {~ i<b. Now
{i{a=2n&k+a& p, since i= p+b&n&1a. Now since n&kn&
b<p&a, we have {a=2n&k+a& p<n. In particular, {~ i{~ a=2n&k+
a& p&(n&k)=n+a& p<b.
Conversely, suppose {~ $ is not a (k, k) Andrews partition, and let $2 be
the size of its Durfee square. Then there is an a, 1a$, such that {~ a<{~ $a .
Let b :={~ $a={$a+n&k . Let p :=a+n+1&b. Clearly 1p. Since a{~ a<
{~ $a=b, we have pn. Next, observe that (b, a+n&k) # T. Then,
a+n&k= p&(k+1)+b{b , and so Tb2n+1& p. Next, since
0<a{~ a<{~ $a , we have 0<{~ a<k. Then {~ a={a&(n&k). Now observe
that {~ a<{~ $a=b=n+1+a& p, which implies that pTa . Thus, we have
1pn, Tap, Tb2n+1& p, but with b&a>n& p. Then T does not
satisfy the De Concini condition. K
4. WEIGHTS, WEIGHT SPACES, AND GENERATING FUNCTIONS
Weight spaces are certain subsets of the ranks of our symplectic lattices.
We give two bijections between weight spaces which are useful for obtain-
ing the generating functions below. The following lemma gives a charac-
terization of rank which is important in Section 5 as well.
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Lemma 4.1. Let 1kn, and let l=k(2n&k) denote the length of
L(k, 2n&k). Then for any circle diagram t=(t1 , ..., t2n) in L(k, 2n&k), we
have
2\(t)&l= :
n
i=1
(2n+1&2i)(t i&t2n+1&i)
= :
n&1
i=1
[i(2n&i)(ti&t2n+1&i+t2n&i&t i+1)]+n2(tn&tn+1).
Proof. Let =i be the 2n-tuple with a 1 in the ith position and zeros else-
where. One can see that s  t in L(k, 2n&k) if and only if s+=i&= i+1=t
for some i, 1i<2n. Conclude by inducting on the rank of t. K
For t # L(k, 2n&k), let the weight of t be the n-tuple
wtC(t) :=(t1&t2n , ..., t i&t2n+1&i , ..., tn&tn+1).
If two elements have the same weight, then they have the same rank by
Lemma 4.1. Let $ C := 12(2n&1, 2n&3, ..., 1) and l :=k(2n&k). Then \(t)=
l
2+$ C } wtC(t) by Lemma 4.1.
Let +=(+1 , ..., +n) be any n-tuple, and let WC(n, k; +) be the set
of elements in L(k, 2n&k) with weight +. Let WKNC (n, k; +) :=
WC(n, k; +) & LKNC (k, 2n&k) and W
DeC
C (n, k; +) :=WC(n, k; +) & L
DeC
C (k,
2n&k). The subset WC(n, k; +) (resp. WKNC (n, k; +) and W
DeC
C (n, k; +)) is
called the +-weight space for L(k, 2n&k) (resp. LKNC (k, 2n&k) and L
DeC
C (k,
2n&k)). So a weight space is just a collection of circle diagrams with the
same top-full slots and the same bottom-full slots, since full and empty
slots each contribute entries of 0 to wtC(t).
Suppose WC(n, k; +){< and let t # WC(n, k; +). The full and empty
slots of t can be rearranged so that the resulting circle diagram is
KN-admissible (cf. Remark 3.5). This shows that WKNC (n, k; +){<.
Similarly WDeCC (n, k; +){<. Clearly +i # [&1, 0, 1], for all i. Also, the
number of top-full and bottom-full slots is  |+i |k. Since there are an
even number of circles in the full and empty slots, we get  |+i |#k(mod2).
Conversely, any such + prescribes a collection of top-full and bottom-full
slots. Of the remaining slots, choose (k& |+ i | )2 to be full slots to
produce a circle diagram t # WC(n, k; +), i.e. WC(n, k; +){<. Let
>C (n, k) :=[+ :WC(n, k; +){<]. Then L(k, 2n&k)=+WC (n, k; +),
LKNC (k, 2n&k)=+W
KN
C (n, k; +), and L
DeC
C (k, 2n&k)=+W
DeC
C (n, k; +),
where these unions are taken over all + # >C (n, k).
Bijection 4.2. First we describe a bijection from WKNC (n, k; +) to
WDeCC (n, k; +) for each + # >C (n, k). Combining these gives a
226 ROBERT G. DONNELLY
weight-preserving bijection from LKNC (k, 2n&k) to L
DeC
C (k, 2n&k). Let t be
a circle diagram in WKNC (n, k; +). Form the corresponding circle diagram t$
in WDeCC (n, k; +) by reversing the sequence of full and empty slots of t
(reading the slots of t from left to right). Since t is KN-admissible, t$ will
be DeC-admissible by Remark 3.5. This procedure reverses. Hence,
LKNC (k, 2n&k) and L
DeC
C (k, 2n&k) have the same rank generating func-
tion.
Sheats [She, Appendix] gives a different bijection between the symplec-
tic columns of Kashiwara-Nakashima and of De Concini. His bijection also
relates these symplectic columns to the admissible pairs of [LMS, Lit]. We
will use Sheats’ bijection in a future paper to locate the crystal graph for
the kth fundamental representation of sp(2n, C) inside the De Concini sym-
plectic lattice, and then conclude that LKNC (k, 2n&k) and L
DeC
C (k, 2n&k)
have the same number of edges.
Bijection 4.3. Let k2. We will describe a bijection from WC (n, k; +)"
WKNC (n, k; +) to WC (n, k&2; +) whenever the first set is nonempty.
Observe that >C (n, k&2)/>C (n, k). Using Remark 3.5 one can show
that WC (n, k; +)"WKNC (n, k; +) is nonempty if and only if + # >C (n, k&2).
Suppose + has m zeros, so that circle diagrams in WC (n, k; +) have m full
and empty slots. Let j be the number of these that are full. In N_N, think
of a full slot as a move east one unit and an empty slot as a move north
one unit. A ‘‘path’’ is a walk consisting of unit length moves in the
north and east directions only. Reading the full and empty slots from the
left, the circle diagrams in WC (n, k; +) can be identified with the paths from
(0, 0) to ( j, m& j). Note that since k=2j+n&m and kn, we have
jw m2 x.
By Remark 3.5, the circle diagrams in WKNC (n, k; +) correspond to the
paths from (0, 0) to ( j, m& j) that stay weakly above the line y=x. Thus
the circle diagrams in WC (n, k; +)"WKNC (n, k; +) correspond exactly to
those paths which touch or cross the line y=x&1. The Andre reflection
principle [Com, pp. 2123] gives a bijection between these paths and
all paths from (1, &1) to ( j, m& j). Paths from (1, &1) to ( j, m& j)
have exactly j&1 east moves and m+1& j north moves, so they
correspond exactly to the circle diagrams in WC (n, k&2; +), as desired.
Thus we get a weight-preserving bijection from the set of all KN-inad-
missible circle diagrams in L(k, 2n&k) to the set of all circle diagrams in
L(k&2, 2n&k+2). In [RS], the former set is denoted NonAndrews
(k, 2n&k).
The remainder of this section overlaps with Section 2 of [RS]. Let
x=(x1 , ..., xn), and let x+=x+11 } } } x
+n
n for an n-tuple +. Let Q(n, k; x) be
the Laurent polynomial t # LCKN (k, 2n&k)x
wtC (t). Then
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Q(n, k; x)= :
+ # 6C (n, k)
|WKNC (n, k; +)| x
+
= :
+ # 6C (n, k)
|WDeCC (n, k; +)| x
+= :
t # LC
DeC
(k, 2n&k)
xwtC (t),
by Bijection 4.2. Let ek (z1 , ..., z2n) be the kth elementary symmetric
function in the variables z1 , ..., z2n , and define
Q*(n, k; x) :=ek (x1 , ..., xn , x&1n , ..., x
&1
1 )&ek&2 (x1 , ..., xn , x
&1
n , ..., x
&1
1 ).
Observe that ek (x1 , ..., xn , x&1n , ..., x
&1
1 ) is the generating function for
L(k, 2n&k) with respect to the weight wtC(t) on circle diagrams t. It
follows from Bijection 4.3 that Q(n, k; x)=Q*(n, k; x). Setting xi=
qn&i+12 specializes ek (x1 , ..., xn , x&1n , ..., x
&1
1 ) to q
&k(2n&k)2[ 2nk ]q . Then Q
specializes to
:
t # LC
KN (k, 2n&k)
q$ C } wtC (t)
=q&k(2n&k)2\_2nk & q&q2n+2&2k _
2n
k&2& q+ . (1)
The sum on the left hand side can be taken over LDeCC (k, 2n&k) as well.
Multiply both sides by qk(2n&k)2 and refer to the beginning of this section
to obtain
RGF(LKNC (k, 2n&k), q)=RGF(L
DeC
C (k, 2n&k), q)
=_2nk &q&q2n+2&2k _
2n
k&2&q.
Andrews [And] first obtained this expression for the rank generating func-
tion of LKNC (k, 2n&k) using other combinatorial methods.
It is known that Q(n, k; x) is the character for the kth fundamental
representation of sp(2n, C) (e.g., [She]). Under the induced action of a
principal TDS in sp(2n, C) (e.g., [Pr2]), the kth fundamental representa-
tion for sp(2n, C) becomes an sl(2, C)-module. The character for this
sl(2, C)-module is given by (1) above. The non-zero coefficients of such
sl(2, C)-characters are known to be symmetric, unimodal, and centered
about q0 (due to Dynkin, 1950; see [St1]). Thus the rank generating func-
tion for LKNC (k, 2n&k) and L
DeC
C (k, 2n&k) is a symmetric, unimodal poly-
nomial in q. (In [RS], the unimodality of the polynomial (1) follows as a
special case of a much more general result on the unimodality of certain
specialized differences of Schur functions.)
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5. RANK SYMMETRY, RANK UNIMODALITY, AND THE
STRONG SPERNER PROPERTY
Our main goal in this section is to prove the following theorem:
Theorem 5.1. The distributive lattices LKNC (k, 2n&k) and L
DeC
C (k,
2n&k) are Peck.
We will prove Theorem 5.1 by producing an action of sl(2, C) on each
lattice and applying a theorem of Proctor. This sl(2, C) action is produced
by specializing the action of sp(2n, C) on each of the symplectic lattices
produced in [Don]. This approach is analogous to Proctor’s re-proof that
the lattices L(k, N&k) are Peck [Pr2]. In his proof, Proctor used the fact
that these lattices ‘‘realize’’ the fundamental representations of sl(N, C). See
Section 6 for more remarks about representations on posets.
Following [Pr1], associate to any ranked poset P= li=0 Pi a graded
complex vector space V[P]= li=0 V[P] i , where V[P] i is the complex
vector space freely generated by vectors vt corresponding to the elements
t # Pi . An operator Y on V[P] is lowering if Y(V[P] i)V[P] i&1 .
Similarly, an operator X on V[P] is raising if X(V[P]i)V[P] i+1 . A
raising operator defined by X.vs= ct, s vt is order raising if ct, s {0 implies
that s  t. If P is of length l, define H.vt :=(2i&l ) vt for t # Pi . The poset
P carries a representation of sl(2, C) if there exist a lowering operator Y
and an order raising operator X on V[P] such that XY&YX=H. The
main result of [Pr1] was that a ranked poset P is Peck if and only if P
carries a representation of sl(2, C).
When P is one of LKNC (k, 2n&k) or L
DeC
C (k, 2n&k), we will produce X
and Y by first defining a set of order raising operators [Xi : 1in] and
a set of lowering operators [Yi : 1in] on V[P]. Now define
Y=ni=1 Yi and X=
n
i=1 i(2n&i) X i . It is clear, then, that X will be an
order raising operator and Y will be a lowering operator. (In fact the
operators Yi , and hence Y, will be order lowering.)
To define Xi and Yi we will first ‘‘color’’ the edges of the lattices by
assigning a number i to each edge, 1in. For 1i<n, the ith wall of
a circle diagram is the boundary between its ith and (i+1)st slots. The nth
wall is the right boundary of the 2_n grid. When we fix a color 1in,
we will often only draw the slots adjacent to the ith wall. Let s and t be
circle diagrams in L(k, 2n&k), and let 1i<n. We write s wi t if t is
obtained from s by moving a circle on the bottom row of s left to right
across the ith wall or by moving a circle on the top row of s right to left
across the ith wall. Now let i=n. We write s wn t if t is obtained from s
by moving a circle from the (n+1)st square to the nth square. Let =1 , ..., =n
be the usual unit basis vectors for Rn. Let :i :==i&= i+1 , for 1i<n, and
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let :n :=2=n . These can be used as simple roots for the root system
Cn . Then in L(k, 2n&k), we have s w
i
t if and only if s  t and
wtC (s)+:i=wtC (t).
A path P from s to t in a poset P is a sequence P=(s=s0 , s1 , ..., sp=t)
such that either sj&1  sj or s j  sj&1 for 1 jp. If the edges of P are
colored, a path P is an i-path if all edges of P have color i. The i-compo-
nent containing t # P is the connected subgraph of P consisting of all s that
can be reached from t along an i-path, together with the edges of all i-paths
that connect them. An edge s wi t of color i will be called an i-edge. We
say that t is the head of this directed edge, and s is the tail.
We will attach two coefficients to each edge s wi t, denoted cs, t and
ct, s :
Then we will define Xi .vs :=t: swi t ct, svt and Yi .vt :=s: swi t cs, t vs ,
where an empty sum is zero. We will assign coefficients to an edge accord-
ing to the i-component that contains that edge.
It is not hard to see that for a given color i, 1in, the only possible
i-components in LKNC (k, 2n&k) and L
DeC
C (k, 2n&k) are those given in
Fig. 5.1. In particular, let 1i<n. An i-component of type (1) can only
occur for t # [ gg
g
g ,
g
gM
g
gM ,
g
g
Mg
g
M , ggM
Mg
gM
M ]. Type (2) i-components only occur for
(s, t) # [( gg
g
g
M , gg
Mg
g ), (
g
gM
g
g ,
g
g
g
gM ), (
g
gM
g
gM
M , ggM
Mg
gM ), (
g
gM
Mg
g
M , gg
Mg
gM
M )]. An i-compo-
nent of type (3) occurs in LKNC (k, 2n&k) only when ggM
Mg
g is KN-inad-
missible, r=ggM
g
g
M , u=gg
Mg
gM , and t=
g
g
g
gM
M . An i-component of this type only
occurs in LDeCC (k, 2n&k) when gg
g
gM
M is DeC-inadmissible, r=ggM
g
g
M , u=gg
Mg
gM ,
and t=ggM
Mg
g. Type (4) i-components occur when r=
g
gM
g
g
M , s=ggM
Mg
g, t=
g
g
g
gM
M ,
and u=gg
Mg
gM . (Of course s and t can be switched.) Now let i=n. Type (1)
FIG. 5.1. Types of possible i-components in symplectic lattices.
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n-components occur for t # [gg,
g
gM
M ]. Type (2) n-components occur when
(s, t)=( ggM ,
g
g
M ). There are no n-components of type (3) or (4) in these lat-
tices.
For i-components of type (2), we set cs, t=ct, s=1, where 1in. Now
let 1i<n. For i-components of type (3), we set ct, r=ct, u=1 and
cu, t=cr, t=2. Lastly, we consider i-components of type (4). Let r=ggM
g
g
M ,
s=ggM
Mg
g, t=
g
g
g
gM
M , and u=gg
Mg
gM , as above. For L
KN
C (k, 2n&k), notice that
i>1. For this lattice, let m (really mi) be the number of empty slots minus
the number of full slots in the first i&1 slots of r, s, t, or u. By Remark 3.5,
we have m>0. When m is odd, set cr, s=cu, s=cr, t=cu, t=1, cs, r=cs, u=
(mm+1), and ct, r=ct, u=(m+2)(m+1). When m is even, set
cs, r=cs, u=ct, r=ct, u=1, cr, s=cu, s=(m(m+1)), and cr, t=cu, t=(m+2)
(m+1). In an i-component of type (4) in LDeCC (k, 2n&k), notice that
i<n&1. For this lattice, let m be the number of empty slots minus the
number of full slots in slots i+2 through n of r, s, t, or u. Remark 3.5
implies that m>0. When m is odd, set cr, s=cu, s=cr, t=cu, t=1, ct, r=
ct, u=(m(m+1)), and cs, r=cs, u=(m+2)(m+1). When m is even, set cs, r=
cs, u=ct, r=ct, u=1, cr, t=cu, t=(m(m+1)), and cr, s=cu, s=(m+2)
(m+1).
For the remainder of this section, let P be one of LKNC (k, 2n&k) or
LDeCC (k, 2n&k).
Lemma 5.2. Let 1i, jn and let t # P. For i{ j, we have (Xi Yj&
Yj Xi) .vt=0. For i= j, we have
(XiYi&YiXi) .vt={(t i&t2n+1&i+t2n&i&ti+1) vt ,(tn&tn+1) vt ,
for 1i<n
for i=n.
Proof. Suppose i= j. We have assigned coefficients to the edges of
i-components of type (4) in four ways, according to the parity of m and
whether P is KN or De Concini. For each of the other three types of i-com-
ponents, we assigned coefficients to the edges in just one way. Lemma 5.2
follows when i= j by checking that the action of XiYi&YiXi is as claimed
on each vertex in each of these seven cases.
Now suppose |i& j |2 and let t be any vertex. Suppose u is any other
vertex such that t and u have an i-edge between them. Since the jth wall
of t is ‘‘distant’’ from its ith wall, we see that u is contained in a j-compo-
nent of the same type as the j-component containing t. Moreover, t and u
occupy identical positions in their respective j-components, and corre-
sponding edges have identical coefficients. A similar statement holds regard-
ing the i-components containing s and t whenever s is any vertex connected
to t by a j-edge. Then, Xi Yj .vt=YjX i .vt .
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Now suppose |i& j |=1. First, consider Xi Yi+1&Yi+1Xi , for 1
in&1. When i<n&1, begin by listing all 64 possible configurations of
circles in the three slots adjacent to walls i and i+1. For all but seven of
these, the combinatorics of LKNC (k, 2n&k) and L
DeC
C (k, 2n&k) forces
Xi Yi+1 .vt=0=Yi+1Xi .vt . (For example, if t=ggM
g
gM
Mg
g, then t is the tail of
exactly one i-edge t wi u, with u=ggM
Mg
gM
g
g. But since u is not the head of
any (i+1)-edge, we see that Yi+1 .vu=0. Thus Yi+1 Xi .vt=0. Similarly,
one can see that XiYi+1 .vt=0.) Now XiY i+1 .vt or Y i+1Xi .vt can only be
non-zero if t is one of these circle diagrams: ggM
Mg
g
Mg
g,
g
g
g
g
Mg
gM
M ,
g
gM
g
g
Mg
g,
g
g
g
g
Mg
gM ,
g
gM
Mg
g
Mg
gM ,
g
gM
g
g
Mg
gM
M , or ggM
g
g
Mg
gM . One can easily check by hand that Xi
Yi+1 .vt=Yi+1Xi .vt if t is any circle diagram in this list. When i=n&1, one
can see that Xn&1Yn .vt=0=YnXn&1 .vt for all 16 possible configurations of
circles in the two slots adjacent to the (n&1)st wall, since none of these can be
the head (respectively, tail) of both an n-edge and an (n&1)-edge.
For the Xi+1Yi&YiXi+1 case, similar reasoning shows that X i+1Yi .vt
or Yi Xi+1 .vt can be non-zero only if t is one of gg
Mg
gM
g
g,
g
g
g
gM
g
g
M , gg
Mg
gM
g
gM
M , ggM
Mg
gM
g
g
M ,
g
gM
Mg
gM
g
g,
g
g
g
gM
g
gM
M , or gg
Mg
gM
g
g
M (when i<n&1), and it is easy to check that X i+1
Yi .vt=YiXi+1 .vt for these circle diagrams. When i=n&1, one can check
(as in the previous paragraph) that Xn Yn&1 .vt=0=Yn&1 Xn .vt . K
Combining Lemma 5.2 with Lemma 4.1, we can now prove Theorem 5.1:
Proof of Theorem 5.1. Let l :=k(2n&k) be the length of P. Let H act
on P by H .vt :=(2\(t)&l ) vt for t # P. We only need to show that for X
and Y as defined above, we have XY&YX=H. By Lemma 5.2, we have
(XY&YX) .vt=:
i
i(2n&i)(XiYi&Y i Xi) .vt
={ :
n&1
i=1
[i(2n&i)(ti&t2n+1&i+t2n&i&ti+1)]
+n2(tn&tn+1)= vt .
And by Lemma 4.1, this last expression is just (2\(t)&l ) vt=H .vt , as
desired. K
6. REPRESENTATION THEORY REMARKS
Following [Hum], fix a root system 8 and a set of simple roots
q=[:1 , ..., :n]. Let L be the semisimple Lie algebra with generators
[xi , yi , hi]ni=1 satisfying the Serre relations for L [Hum, p. 96]. Let P be
a directed graph with no multiple edges, and with edges colored by the set
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[1, ..., n]. As in Section 5 above, attach two coefficients to each edge (with
at least one being non-zero). Use these coefficients to define operators Xi
and Yi . Also, suppose that for each i, Hi :=[Xi Yi ]=XiYi&YiXi acts by
scalar multiplication on vt , for each t # P. If [X i , Yi , H i ]ni=1 satisfies the
Serre relations for L, then we say that P (or V[P]) realizes a representa-
tion of L, and we call P a representation diagram for L. It can be shown
that representation diagrams are ranked posets, and the directed edges give
the covering relations. Restricting the action of L to a principal TDS (see
[Pr2]) and using the ‘‘if ’’ part of Proctor’s sl(2, C) theorem [Pr1], we see
that all representation diagrams are Peck. As an example, Proctor’s result
that the lattices L(*, n) are Peck [Pr5] uses the fact that these lattices can
be viewed as representation diagrams for the irreducible representations of
gl(n, C) due to a construction of Gelfand and Zetlin [GZ].
Let V be any finite-dimensional representation of L. An ‘‘explicit con-
struction’’ or ‘‘explicit realization’’ of V consists of a fixed weight basis for
V together with a rule specifying how each generator Xi , Yi , and Hi acts
on each vector of the basis. Equivalently, by thinking of each weight basis
vector as a vertex, an explicit construction of V specifies a poset P with
colored edges together with explicitly specified edge coefficients so that P
is a representation diagram for L with V[P]$V. For example, fix any
finite-dimensional irreducible representation V of sp(2n, C). One can apply
the recursive procedures of Berele [Ber] to compute representing matrices
for the action of sp(2n, C) on V. By proceeding in this manner, one can
obtain explicit realizations one representation at a time. On the other hand,
our goal is to explicitly and immediately specify (without recursive algo-
rithms) infinite families of representations in a uniform fashion. Also, in
order for the Peck result to be worth mentioning, the families of posets
serving as representation diagrams should be combinatorially interesting.
In [Don], we show that the symplectic lattices LKNC (k, 2n&k) and
LDeCC (k, 2n&k) are representation diagrams for sp(2n, C) with edge colors
and coefficients as in Section 5. These symplectic lattices both explicitly
realize the kth fundamental representation of sp(2n, C). Surprisingly, these
appear to have been the first-non-trivial infinite families of explicitly con-
structed irreducible representations of simple Lie algebras on weight bases
found since the Gelfand-Zetlin constructions for gl(n, C) were obtained in
1950. (Here, ‘‘non-trivial’’ means aside from adjoint representations and
irreducible exterior and symmetric powers.)
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