Abstract-Adaptive video streaming techniques were introduced to enable high quality video delivery over HTTP. These schemes propose to choose dynamically the appropriate video rate to match the operating conditions. In home networks, wireless access is the predominant Internet access. Multiple clients/players with different link qualities compete over a limited wireless bandwidth to transfer their video streams. As a result, some users undergo unpredictable degradations of their Quality of Experience (QoE) while others benefit from these perturbations. In this paper we introduce a new technique to address this issue at the gateway without modifying neither the client nor the video server side. We design a framework WNAVS (Wireless Network Assisted Video Streaming) that relies on the deployment of Software Defined Networking (SDN). WNAVS performs a dynamic traffic shaping based on collected network traffic statistics and allocates bandwidth for the clients in real time. We evaluate WNAVS over several metrics: fairness, instability, average video quality as well as the video traffic utilization. Our results demonstrate an improvement for all these parameters.
I. INTRODUCTION
Internet video is the dominant Internet traffic, last report from Cisco Systems [1] shows the Internet video traffic reaches 59% of the total Internet traffic in 2014 and it should reach 77% by 2019. The same report expects the WiFi and mobile traffic to account 66% of the total Internet traffic by 2019. This tremendous increase in wireless Internet and video usage raise new challenges to maintain users satisfaction while operating conditions may experience strong variations. Dynamic Adaptive Streaming over HTTP (DASH) [2] is an ISO standard also known as MPEG-DASH. It was developed as a cooperation between industries and standards organizations to provide high quality video delivery and increase the user Quality of Experience (QoE). Adaptive video schemes propose to divide the video into chunks and make them available at different bitrates at the server side. The client (player) defines the next chunk bitrate but the way it is chosen is kept open to the implementer. When 2 or more DASH players compete for a limited bandwidth [3] problems may raise leading to instabilities in resource allocation, unfairness between the players requested bitrates and network bandwidth under-utilization.
In wireless home networks, wireless could cause bottleneck [4] [5] . In addition, the wireless throughput could be effected by many factors such as the number of clients, number of neighbor wireless networks, interference with non-WiFi devices and distance between the client and the gateway 1 . Meanwhile, DASH runs over HTTP which uses TCP as transport layer, Thus lead to mismatch between the DASH adaptation logic which runs at the client side and the TCP congestion control which runs at server side. When multiple clients stream videos over HTTP with different links qualities (one or more with poor link quality) the TCP performance decline. Fig. 1 shows the TCP performance for three clients with different links qualities. In the first scenario only one client run per time, The TCP throughput vary due to the variation in links qualities. In the second scenario the three clients run together, the TCP throughput depressed. This TCP performance issue happened because the wireless channel is shared, TCP fairness and performance anomaly of IEEE 802.11 networks [6] [7] . Hence, the low TCP throughput and the competition between the players will lead to bad QoE.
Software-Defined Networking (SDN) [8] is a network architecture aims to decouple the control and data plane. In this paper we proposed a new framework WNAVS (Wireless Network Assisted Video Streaming) which is built on the top of SDN. WNAVS aims to enhance the TCP performance, stream videos in higher bitrates and increase the users QoE. In Addition, WNAVS reduces players instability, maximizes the fairness between clients and increases the videos qualities streamed by the clients.
The rest of the paper is organized as follows. Related work are presented in Section II. In Section III we explain our proposed framework (WNAVS). The performance evaluation is presented in section IV. Finally, the conclusion and future work is discussed in Section V.
II. RELATED WORK DASH protocol behaviour over Internet leads to suboptimal performance due to: (1) the adaptation algorithm performance which depends on chunk durations (2) the disparity between the advertised chunk quality and real encoding rate (3) the dependence on HTTP/TCP to deliver the video streaming and the ON-OFF pattern of video streaming leading to inefficient bandwidth utilization [3] . In this paper we focus on the third cause, related to the network behavior that is common in wireless home networks.
Airtime fairness [9] was proposed as a solution for 802.11 anomaly (client with bad link quality decreases throughput for the other clients as showed in Fig. 1 ). Airtime fairness resolves the anomaly problem with uplink traffic but the majority of traffic in video streaming is downlink to the clients through the gateway. The authors in [10] proposed a scheduler at the Access Point (AP) to pick only a subset of clients to be served by the AP during any instant. This technique is not suitable for delay sensitive applications such as video streaming. HTTP Adaptive Streaming (HAS) traffic shaping improves users QoE in home networks and was proposed in [11] [12] . However, in wireless networks link quality varies from client to other and it should be taken into account. Ramamurthi et al [13] , introduced a link awareness adaptation logic to make the application layer response change faster in wireless link. The anomaly behaviour will reduce the TCP throughput and that leads to bad QoE.
In [14] , the authors proposed a heuristic cross-layer adaptation logic to enhance UDP video streaming in WiFi environment but the majority of Internet runs over TCP. Chiariotti et al [15] , proposed a centralized QoE aware variable bitrate streaming. WNAVS framework is different because it keeps both the clients and the server side without change. A proxy based solution was proposed in [16] , the proxy fetches segments and redirects the requests based on channel prediction. This technique is inconsistent with the control loop between the players and the OTT server. In [17] , a dynamic rate adaptation algorithm for wireless networks was proposed. The algorithm collectes bandwidth statistics and chooses the optimal rate for the clients. When a bottleneck appears in wireless link, the rate becomes low thus deceasing the QoE. Chenji et al [18] , proposed a bandwidth allocation algorithm to increase the QoE and reduce the bandwidth utilization. However, this technique will not work with video streaming due to large bandwidth demand of video streams, the competition between players and TCP behavior in wireless networks. In-network QoE measurement framework based on SDN architecture was proposed in [19] . This framework collects QoE parameters for video streams to assist content distribution services or network management. Mu et al [20] proposed SDN framework for user level fairness but the variations in links qualities between the clients aren't taken into account. Mansy et al [21] proposed a Video Home Shaper (VHS) to improve video streaming for home networks but this work doesn't consider the variation in link quality between the clients.
In WNAVS (Wireless Network Assisted Video Streaming) we propose an SDN architecture because we believe in the near future many more wireless devices will be present in home networks and a new management architecture will be required. We believe SDN based architecture could be a good proposition and this vision is consistent with trends of future home networks [22] . WNAVS shapes the traffic at the gateway, both the clients and the server side is kept without change. WNAVS improves the QoE by increasing the TCP throughput in wireless networks and reduces the competition between video flows. We will discuss the proposed framework in more details in the next section. 
III. PROPOSED FRAMEWORK
In wireless home networks, multiple clients access the Internet through the gateway. The bottleneck could happen in the access link or in the wireless link [23] . In [24] we proposed a solution to improve video streaming when a bottleneck appears in the access link. When the wireless links qualities between the clients and the gateway vary the throughput decreases as showed in Fig. 1 . In this paper we propose a solution to enhance the QoE of video streaming when the bottleneck is in the wireless link. We build WNAVS (Wireless Network Assisted Video Streaming) based on SDN architecture. WNAVS uses dynamic traffic shaping to allocate bandwidth, reduce the contention and increase TCP throughput. Subsequently, using WNAVS shall lead to better QoE for the users. Fig. 2 shows a typical architecture for video streaming in wireless home networks. We have multiple clients with different wireless link qualities connected to the gateway. The gateway is connected to the Internet through the ISP network and is managed by an SDN controller. The videos are available at the OTTs with different bitrates and the clients stream these videos using DASH. WNAVS framework runs on the top of the SDN controller to improve the users QoE. We build WNAVS as a modular framework so any future upgrade could easily be integrated. In addition, we used an abstract model for the controller so its location is less important than its function. The controller consists of four modules that will be next described briefly.
A. Traffic Monitoring Module
This module is responsible for flows classification and monitoring. When a new traffic flow starts, the first packet reaches the gateway that forwards it to the controller. Then the controller classifies the flows (e.g, using DNS based classification [25] ). Further, the gateway sends periodically statistics to the controller. When the controller doesn't receive statistics about a flow for certain period that means is not active any more. The gateway sends statistics periodically to the controller and one of these statistics is the effective wireless rate [26] . Wireless effective rate is a metric reflecting the link quality and packet losses for each clients. Notably, when the link quality is good between the client and the gateway, the effective wireless rate is high and vice versa. The wireless effective rate is defined for client n as :
Where p n is the total packets for the client n, i is the number of physical transmission rate could be used between the client and the gateway (e.g., for 802.11g 1 ≤ i ≤ 8), s ni is the number successfully packet for client n at physical rate m i .
B. MPD Analyzer Module
This module is used to analyze the Media Presentation Description (MPD) file. This file is downloaded from the OTT server by the player and it contains metadata about the video. When this file reaches the gateway, a copy is forwarded to the controller. The MPD file contains the video length, the number of chunks, the available bitrates and the chunks URLs. The statistics collected from the gateway and the MPD metadata for different video streams will be used by the QoE optimizer to allocates bandwidth for the clients.
C. QoE Optimizer Module
When multiple clients stream videos using DASH from OTT servers, since DASH runs over HTTP which uses TCP as transport protocol, the wireless link could become a bottleneck if one more clients have bad link quality. Hence, the wireless throughput decreases due to the performance anomaly of IEEE 802.11 and TCP fairness mechanism. The main cause of performance anomaly comes from clients with bad link quality that slow down clients with good link quality. Consequently, the TCP throughput will decrease due to the TCP fairness. To solve this problem we propose a fair link sharing between the clients, so each client will get bandwidth proportionally to its link quality. We choose to implement our solution using traffic shaping because it is widely supported by real wireless home gateways [27] [28].
To increase the aggregate TCP throughput we need to know the maximum achievable throughput by each client individually. We use the same model used in [26] . The authors found the maximum value of correlation coefficient between the Link Experience (LE) and the TCP throughput over many metrics. The link experience for client n is defined as:
Where a is the air time utilization from other sources, c local contention. Since we will evaluate our work through simulations there is no air time utilization from other sources. We need to reduce the contention between clients to maximize the aggregate TCP throughput. Since we have N clients, we need each client to have the same contention probability, we should set c = 1 N . Hence, the new expression link experience is:
Based on [26] the WiFi TCP throughput (W itt) for client n is calculated using this expression:
Where β 1 and β 0 are constants, their values depend on the IEEE 802.11 standard (e.g., for IEEE 802.11g they are 0.422 and 0.167 [26] ). The effective wireless rate is collected by the traffic monitoring module periodically. Then the gateway shapes the traffic for each client n to bandwidth B n , defined as :
Where C is the DASH protocol overhead 2 , R min is the minimum video bitrate available at the server and is extracted by the MDP analyzer. We use equation 5 to prevent clients with poor link quality from starvation. The QoE optimizer calculates the bandwidth that should be assigned to the clients periodically. Using this technique, we evaluate the fair TCP throughput should be assigned to each client proportionally to its link quality. This technique will increase the aggregate wireless throughput since it reduces the performance anomaly of IEEE 802.11 networks. The video flow becomes inactive due to the stop of video session or the ON-OFF pattern of adaptive video streaming when the buffer becomes full. For ON-OFF pattern of video streaming, WNAVS will increase the bandwidth for each client and makes sure the new bandwidth is lower than (1 + C)R N . Where R N is the next bitrate higher than the current bitrate used by the client. Thus, WNAVS increases the wireless throughput without decreasing the video streams instability. If the video session is stopped, WNAVS removes the inactive flow and recalculates the bandwidth used for the clients.
D. Traffic Shaping Module
This module is informed about the bandwidth should be allocated to each client. These values are proportional to the clients link quality. Then the traffic shaping module applies these values at the gateway. WNAVS uses dynamic traffic shaping because the bandwidth allocation for each client depends on the variable number of video flows and wireless link quality between the clients and the gateway.
IV. EVALUATION AND RESULTS
This section is divided into two subsections. In the first subsection the performance metrics used to evaluate WNAVS are presented. In the second subsection we evaluate the performance of WNAVS.
A. Performance Metrics
To evaluate WNAVS we choose four metrics widely used in the literature to reflect the QoE for video streaming.
1) Fairness: . It is based on Jain fairness [29] which is widely used in literature to evaluate the fairness between competing video streams [24] [21] . We define fairness between video streams as follow:
Where T is the streaming session duration, N is the total number of video streams, R nt is the video bitrate streamed by client n at time t and E nt is the wireless effective rate used by client n at time t. The objective of this metric is to find the fairness between the bitrates and the wireless effective rates used to download it.
2) Instability: The QoE of DASH based video streams is extremely impacted by the bitrate switches [3] [21] [24] . The instability of video streams is defined as follow:
Where S n is the number of switches of bitrate for video stream n and T C n is the total number of chunks downloaded for client n. Smaller instability reflects better performance and vice versa.
3) Average Video Quality (AVQ): The video quality increases with the bitrate [3] [24] . Higher average video quality means better QoE. The AV Q is defined as follow:
It is a fraction between the summation of bitrates used by video flows to the maximum wireless throughput (e.g, for IEEE 802.11g is 54 Mbps) [24] . The V T U is defined as follow:
Where BW is the maximum wireless throughput. When video streams bitrates increase the video traffic utilization increases and vice versa. . Then we segmented the files to chunks using GPAC [33] . These chunks files were used in our simulation to be streamed over the network. To make the experiment more realistic we add background traffic so one client is downloading a file from a sink node. We run the simulation multiple times with different number of concurrent video streams ranging from 1 to 8. The clients where distributed over the gateway coverage area with different links quality. We implement two rate adaptation algorithms widely used in literature, Smooth Adaptation (SA) [34] and Buffer Based Adaptation (BBA) [35] . WNAVS framework allocates the bandwidth at the gateway and it keeps the OTT server and the client side without modification. We compare the the performance metrics for both algorithms with and without WNAVS. Fig. 3 shows the fairness vs the number of video streams. We compare both algorithms (SA and BBA) with and without WNAVS. The number of clients was varied from 1 to 8 with different links qualities. Both algorithms without WNAVS show low fairness, thus happened because when a client stream video with bad link quality, it decreases the other clients throughput due to the anomaly behaviour of IEEE 802.11 networks. Hence, the TCP throughput of the video streams decreases due to the TCP fairness and that leads to channel under-utilization. In other hand, WNAVS framework shapes the traffic for the clients proportionally to their link quality using equation 5. Thus, the wireless throughput will increase due to the prevention of performance anomaly. As a result fairness between the clients will increase for both algorithms. In this paper, we choose the link quality fairness because it is common in wireless home networks to have clients with different link quality. Fig. 4 shows the instability vs the number of video streams. When the number of video streams increase that lead to increase the competition between the players. The BBA algorithm chooses the next bitrate based on the buffer occupancy and that lead to higher instability compare to SA algorithm. The instability of players without WNAVS will increase due the contention in wireless networks and the depressed in TCP throughput. In the other hand, WNAVS shows more stability because of the dynamic bandwidth shaping. The clients will stream the video proportionally their links qualifies. Thus, reduces the instability of players and increase the QoE. Higher QoE will increase the clients engagement with the OTT video services. 5 shows the average video quality vs the number of video streams. In wireless home networks when the number of clients increase the per-client throughput will decrease due to the share of wireless channel. For both algorithm without the assistance of WNVAS the average video qualities were low due to the depressed in TCP throughput. In comparison, WNAVS framework allocates bandwidth to the clients proportionally to their link qualities. This fairness between the clients eliminates the anomaly in the wireless access. Consequently, the TCP throughput for clients with good link qualities will increase and that lead to stream video in higher rates and delivers the chunks faster. Using WANVS framework both algorithm show higher average video qualities which will increase the users QoE. 6 shows the video traffic utilization vs the number of video streams. When clients stream video without WNAVS framework, they stream with low TCP throughput and that causes low bitrates selection by the players. Thus, the video traffic utilization decreases. Instead, WNAVS framework allocates bandwidth to the clients proportionally to their link quantity. Thus, the average video quality increases thus leading to increase the video traffic utilization. Consequently, we manage the bandwidth in better ways without changing neither the server nor the client side.
V. CONCLUSION AND FUTURE WORK
We proposed WNAVS, a new SDN based framework to improve video streaming in wireless home networks. Our scheme is aimed to fairly share a wireless medium among various users and address the performance anomaly of IEEE 802.11 networks. This occurs when a transmission over a slow wireless link reduces the performance of all the other clients which are prevented to transmit concomitantly. Thus, WNAVS allocates bandwidth to the clients proportionally to their links qualities. When ON-OFF behaviour appears, WNAVS reallocates the bandwidth without causing instability for the players. WNAVS showed better performance for different QoE metrics for 2 adaptation algorithms widely used in the literature: SA (Smooth Adaptation) and BBA (Buffer Based Adaptation).
Our work will continue in the following directions. Firstly, we will use more complex QoE optimizer taking into account not only the link quality but also other parameters such as the screen resolution of the client [21] . Secondly, we will address the mobile video offloading from mobile operator to wireless home network and vice versa. Finally, WNAVS is the first step for Software Defined Home Networking (SDHN) and we will optimize it to be ready for implementation in commodity hardware.
