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Abstract In the present paper, we prove a sufficient condition of local
regularity for suitable weak solutions to the Navier-Stokes equations having
axial symmetry. Our condition is an axially symmetric analog of the so-called
L3,∞-case in the general local regularity theory.
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1 Introduction
In the present paper, we address the problem of regularity for axisymmetric
solutions to the Navier-Stokes equations. In contrast to many others, see,
for example, [7], [21],[9], [11],[12], [22], [23], and [24], we study this problem
in local setting.
Our work is motivated by results of two different papers [2] and [4]. To
explain that, we need the following simple notation. Let e1, e2, e3 be an
orthogonal basis of the Cartesian coordinates x1, x2, x3 and e̺, eϕ, e3 be an
orthogonal basis of the cylindrical coordinates ̺, ϕ, x3 chosen so that
e̺ = cosϕe1 + sinϕe2, eϕ = − sinϕe1 + cosϕe2, e3 = e3.
Then, for any vector-valued field v, we have representations
v = viei = v1e1 + v2e2 + v3e3 = v̺e̺ + vϕeϕ + v3e3.
The classical Navier-Stokes equations, which are invariant with respect to
transformation of coordinates, have the form
∂tv + v · ∇v −∆v +∇p = 0, divv = 0 (1.1)
1
and are satisfied in some space-time domain. Here, as usual, v and p stand
for the velocity field and the pressure field, respectively.
In our considerations, we always assume that v̺, vϕ, v3, and p are in-
dependent of the polar angle ϕ. In [2], Chae and Lee consider the Cauchy
problem for the Navier-Stokes equations under the above assumption on ax-
ial symmetry. In addition to usual conditions on the initial data, the authors
of [2] assume that velocity field v obeys
T∫
0
dt
(∫
R3
|v|γd̺dx3
)α
γ
< +∞, (1.2)
with 1/α+1/γ ≤ 1/2, 2 < γ < +∞, 2 < α ≤ +∞, and prove the regularity of
solutions to the Cauchy problem for (1.1) on time interval ]0, T [. In fact, they
prove even more, their statement is still true if |v| is replaced with
√
v2̺ + v
2
ϕ.
However, it remains unclear whether or not the regularity takes place in the
marginal case γ = 2 and α = +∞. To our opinion, the case cannot be
treated by methods developed in paper [2] because, in a sense, it is an analog
of the so-called L3,∞-case studied in [4]. In turn, L3,∞-case is marginal to
the so-called Ladyzhenskaya-Prodi-Serrin condition, see [13], [19], [6], [20],
[5], [16], and [17]. It seems quite reasonable to interpret the result of [2], see
Theorem 3 there, as the Ladyzhenskaya-Prodi-Serrin condition for axially
symmetric problems. To treat L3,∞-solutions in generic setting, one needs
new technique based on backward uniqueness for the heat operator with
variable lower order terms. In this, paper, we wish to extend this method to
the axially symmetric case.
To formulate our main result, we introduce the additional notation:
C(x0, R) = {x ∈ R
3 ‖ x = (x′, x3), x
′ = (x1, x2),
|x′ − x′0| < R, |x3 − x03| < R}, C(R) = C(0, R), C = C(1);
z = (x, t), z0 = (x0, t0), Q(z0, R) = C(x0, R)×]t0 −R
2, t0[,
Q(R) = Q(0, R), Q = Q(1).
In local analysis, the most reasonable object to study is so-called suitable
weak solutions, introduced by Caffarelli-Kohn-Nirenberg in their celebrated
paper [1]. We are going to use a slightly simpler definition of F.-H. Lin in
[10]
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Definition 1.1 The pair v and p is called a suitable weak solutions to the
Navier-Stokes equations in Q if the following conditions are satisfied:
v ∈ L2,∞(Q) ∩W
1,0
2 (Q), p ∈ L 3
2
(Q);
v and p satisfy the Navier-Stokes equtions in the sense of distributions;
for a.a. t ∈]− 1, 0[, the local energy inequality
∫
C
ϕ(x, t)|v(x, t)|2dx+ 2
t∫
−1
∫
C
ϕ|∇v|2dxdt′ ≤
t∫
−1
∫
C
{
|v|2(∆ϕ+ ∂tv)+
+v · ∇ϕ(|v|2 + 2p)
}
dxdt′
holds for all non-negative cut-off functions ϕ ∈ C∞0 (R
3 × R) vanishing in a
neighborhood of the parabolic boundary of Q.
For discussions of the above definition, we refer the reader to papers [8] and
[17].
Our main result is
Theorem 1.2 Let v and p be an axially symmetric suitable weak solution to
the Navier-Stokes equations in Q. Assume that
A0 = ess sup
−1≤t≤0
∫
C
1
̺
|v(x, t)|2dx < +∞. (1.3)
Then the point (x, t) = (0, 0) is a regular point of v, i.e., there exists r ∈]0, 1]
such that v is Ho¨lder continuous in the closure of the cylinder Q(r).
By c, we shall denote all generic constants that may vary from one bound
to others.
Our paper is organized as follows. In the second section, we discuss
known inequalities of the local regularity theory and prove some useful facts
about suitable weak solutions. The proof of the main result is started in the
third section with scaling and blow up of our solution at a singular point.
We also discuss properties of the blow up velocity and the blow up pressure
in this section. In the fourth section, we prove some additional differential
properties of axially symmetric suitable weak solutions. They are needed to
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establish a decay of the blow up velocity at infinity. Finally, we end up with
the proof of the main theorem in the fifth section. Here, with the help of
backward uniqueness results for the heat operator with variable lower order
terms, we show that in fact our blow up velocity is trivial.
Acknowledgement The work is supported by the Agreement on coopera-
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2 Preliminaries
In what follows, we are going to make use of the following scaling invariant
functionals:
A(z0, r; v) = ess sup
t0−r2<t<t0
1
r
∫
C(x0,r)
|v(x, t)|2dx, C(z0, r; v) =
1
r2
∫
Q(z0,r)
|v|3dz,
E(z0, r; v) =
1
r
∫
Q(z0,r)
|∇v|2dz, D(z0, r; p) =
1
r2
∫
Q(z0,r)
|p|
3
2dz.
First, let us recall that, by the Navier-Stokes equations scaling,
vλ(x, t) = λv(λx, λ2t), pλ(x, t) = λ2p(λx, λ2t),
we may define suitable weak solutions to the Navier-Stokes equations in
Q(z0, R). So, if v and p form a suitable weak solution to the Navier-Stokes
equations in Q(z0, R), then, for appropriate choice of the cut-off function in
the local energy inequality, we can reduce it to the following invariant form
A(z0, R/2; v) + E(z0, R/2; v) ≤ c(C
2
3 (z0, R; v)+
+ C(z0, R; v) +D(z0, R; p)). (2.1)
We also need the so-called decay estimate for pressure
D(z0, r; p) ≤ c
[ r
r1
D(z0, r1; p) +
(r1
r
)2
C(z0, r1; v)
]
, (2.2)
which is valid for all 0 < r ≤ r1 ≤ R. The proof of the latter estimate is
given in [14]. Repeating arguments of Lemma 1.8 in [18], we can prove
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Lemma 2.1 Let v and p be a suitable weak solution to the Navier-Stokes
equations in Q and let
A0 = sup
0<r<1
A(0, r; v) < +∞. (2.3)
Then, for any r ∈]0, 1/2[, we have
C
4
3 (0, r; v) +D(0, r; p) + E(0, r; v) ≤ c
(
(A0 + 1)r
1
2 (D(0, 1; p)+
+ E(0, 1; v)) + A40 + A
2
0 + A0
)
. (2.4)
Lemma 2.1, together with the invariance of our functionals under the
Navier-Stokes equations scaling and under the shift in the direction of x3,
gives us:
Lemma 2.2 Under the conditions of Theorem 1.2, we have
A(z0, r; v) + C(z0, r; v) +D(z0, r; p) + E(z0, r; v) ≤ A < +∞ (2.5)
for all z0 = (x0, 0), x0 = (0, b), |b| ≤ 1/4, and for all 0 < r ≤ 1/4, where A
depends on D(0, 1; p), E(0, 1; v), and A0 only.
We say that the pair v and p is a suitable weak solution to the Navier-
Stokes equations in the space-time cylinder Ω×]T1, T2[, if, for any z0 = (x0, t0)
with x0 ∈ Ω and T1 < t ≤ T2, the pair v and p is a suitable weak solution to
the Navier-Stokes equations in Q(z0, R) for some R > 0.
Next, let us introduce the family of sets
P(R1, R2; a) = {x ∈ R
3 ‖ R1 < |x
′| < R2, |x3| < a}.
Now, we would like to formulate and prove the following statement.
Lemma 2.3 Let v and p be a suitable weak solution to the Navier-Stokes
equations in the set Q̂ = P(3/4, 9/4; 3/2)×]− (3/2)2, 0[. Assume that∫
bQ
|v(z)|6dz ≤ m < +∞. (2.6)
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Then, there exists a function Φ0 : R+ × R+ → R+, nondecreasing in each
variables, such that
|v(z)|+ |∇v(z)| ≤ Φ0(m,A∗) < +∞, (2.7)
for any z ∈ P(1, 2; 1)×]− 1, 0[. Here,
A∗ =
∫
bQ
|p(z)|
3
2dz =
0∫
−(3/2)2
dt
∫
P(3/4,9/4;3/2)
|p|
3
2dx.
Proof First, we remark Q(z0, 1/4) ⊂ Q̂ for any z0 ∈ P(1, 2; 1)×]− 1, 0[. It
follows from (2.2), Ho¨lder’s inequality, and (2.6) that
D(z0, r; p) ≤ c
[ r
r1
D(z0, r1; p) +
(r1
r
)2
m
1
2 r
1
2
1
]
, (2.8)
which is valid for all 0 < r ≤ r1 ≤ 1/4. For τ ∈]0, 1[, let us take r = τ
k+1/4
and r1 = τ
k/4 in (2.8) and find
D(z0, τ
k+1/4; p) ≤ cτ
[
D(z0, τ
k/4; p) +m
1
2 τ−3τ
k
2
]
for all non-negative integer numbers k. We can choose τ ∈]0, 1[ so small to
provide
cτ
3
4 ≤ 1
and conclude
D(z0, τ
k+1/4; p) ≤ τ
1
4
[
D(z0, τ
k/4; p) +m
1
2 τ−3τ
k
2
]
for all non-negative integer numbers k. The latter inequality may be easily
iterated. As a result, we have
D(z0, τ
k+1/4; p) ≤ τ
k+1
4
[
D(z0, 1/4; p) +m
1
2 τ−3
k∑
i=0
τ
i
4
]
for all non-negative integer numbers k. So,
C(z0, τ
k+1/4; v) +D(z0, τ
k+1/4; p) ≤ cm
1
2 τ
k+1
2 + τ
k+1
4
[
D(z0, 1/4; p)
6
+m
1
2 τ−3(1− τ
1
4 )−1
]
≤ c
[
m
1
2 τ
k+1
2 + τ
k+1
4
(
A∗ +m
1
2 τ−3(1− τ
1
4 )−1
)]
for all non-negative integer numbers k. Given ε > 0, we can find an integer
number k0 so that
c
[
m
1
2 τ
k0+1
2 + τ
k0+1
4
(
A∗ +m
1
2 τ−3(1− τ
1
4 )−1
)]
≤ ε.
But according to the so-called ε-regularity theory, see, for example, [8], [4],
and [17], the latter implies two bounds:
|v(z0)| ≤
c
r0
and |∇v(z0)| ≤
c
r20
,
where r0 = τ
(k0+1)/4. Lemma 2.3 is proved.
The last preliminary statement is as follows.
Lemma 2.4 Assume that all conditions of Theorem 1.2 hold. Then∫
C
1
̺
|v(x, t)|2dx ≤ A0 (2.9)
for all t ∈]− 1, 0[.
Proof It easy to derive the following estimate∫
Q
∂tv · wdz ≤ A1
(∫
Q
|∇w|3dz
) 1
3
for any C∞0 (Q). Here, a constant A1 depends on C(0, 1; v), E(0, 1; v), and
D(0, 1; p) only. So, v has the first derivative in to t in the space
L 3
2
(−1, 0;W−13
2
(C)).
In turn, the latter, together with boundedness of the energy, implies weak
continuity in time in the following sense: the function
t→
∫
C
v(x, t) · w(x)dx
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is continuous on [−1, 0] for any w ∈ L2(C). Now, the statement of the lemma
follows from the weak lower semicontinuity of the functional
w ∈ L2(C)→
∫
C
1
̺
|w(x)|2dx.
Lemma 2.4 is proved.
3 Scaling and Blow Up
Here, we are starting with the proof of Theorem 1.2. Assume that the state-
ment of this theorem is false. Then, according to the local regularity theory
for the Navier-Stokes equations, there exist an absolute positive constant ε
and a sequence {Rk}
∞
k=1 such that Rk → 0 as k → +∞ and
1
R2k
∫
Q(Rk)
|v|3dz ≥ ε > 0 (3.1)
for all k ∈ N.
Next, we scale v and p in the following way
uk(y, s) = Rkv(Rky, R
2
ks), q
k(y, s) = R2kp(Rky, R
2
ks),
where e = (y, s) ∈ Q(1/Rk). Functions u
k and qk are extended by zero to
the whole space-time R3 × R.
Now let us fix numbers a and b in R so that a > 0. Let
xbk = (0, bRk), y
b = (0, b), zbk = (x
b
k, 0), e
b = (yb, 0).
Obviously, for sufficiently large k,
|b|Rk < 1/4, aRk < 1/4,
by Lemma 2.2, the following estimates are valid:
C(zbk, aRk; v) = C(e
b, a; uk) ≤ A,
E(zbk, aRk; v) = E(e
b, a; uk) ≤ A,
A(zbk, aRk; v) = A(e
b, a; uk) ≤ A, (3.2)
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D(zbk, aRk; p) = D(e
b, a; qk) ≤ A
for all k ≥ k0(a, b).
First, let b be equal to zero. In this particular case, we can produce three
estimates. The first of them is well known in the Navier-Stokes theory and
it is but a consequence of multiplicative inequalities
1
a
5
2
∫
Q(a)
|uk|
10
3 de ≤ c(A). (3.3)
The second estimate follows from the Navier-Stokes equations, written for
uk and qk in the weak form, and from (3.2):∫
Q(a)
∂tu
k · wde ≤ c(a,A)
( ∫
Q(a)
|∇w|3de
) 1
3
for all w ∈ C∞0 (Q(a)). Hence,
∂tu
k is bounded inL 3
2
(−a2, 0;W−13
2
(C(a))). (3.4)
The third estimate is coming from our main condition (1.3) and has the form
ess sup
−(aRk)2≤t≤0
∫
C(aRk)
|v(x, t)|2
|x′|
dx = ess sup
−a2≤s≤0
∫
C(a)
|uk(y, t)|2
|y′|
dy ≤ A0. (3.5)
Now, making use of the diagonal process for extending space-time cylin-
ders Q(a) and known compactness arguments, we can select subsequences
(still denoted by uk and qk) such that, for each a > 0,
uk⇁u in W 1,02 (Q(a)),
uk
⋆
⇁ u in L2,∞(Q(a)),
uk → u in L3(Q(a)), (3.6)
qk⇁q in L 3
2
(Q(a)).
The aim of our further considerations is to describe properties of limit func-
tions u and q called the blow up velocity and blow up pressure, respectively.
They are defined on R3×R−, where R− = {s ∈ R ‖ s ≤ 0}. For each a > 0,
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the pair u and q is a suitable weak solution to the Navier-Stokes equations
in Q(a). From (3.2) and (3.6), it follows that the limit functions obey the
inequalities:
C(eb, a; u) ≤ A,
A(eb, a; u) ≤ A,
E(eb, a; u) ≤ A, (3.7)
D(eb, a; q) ≤ A
for all b ∈ R and for all 0 < a ∈ R. Moreover, we can derive from (3.6),
(3.5), and (3.1) two additional estimates:
ess sup
−∞<s≤0
∫
R3
|u(y, t)|2
|y′|
dy ≤ A0 (3.8)
and
1
R2k
∫
Q(Rk)
|v|3dz =
∫
Q
|uk|3de→
∫
Q
|u|3de ≥ ε. (3.9)
According to (3.9), the blow up velocity u is a non-trivial solution to the
Navier-Stokes equations in R3 × R−. But we are going to show that in fact
u ≡ 0. This would contradict with (3.9) and prove Theorem 1.2.
Obviously, the blow up velocity field u is axially symmetric and, by
Caffarerrli-Kohn-Nirenberg type results, all point y′ 6= 0 are regular which
make it possible to conclude that all spatial derivatives of u are Ho¨lder con-
tinuous in a vicinity of each point with y′ 6= 0.
We can also make use of the local regularity theory for Stokes system,
see [16] and [17]. According to it and by known multiplicative inequality, we
have
‖∂tu
k‖L 9
8
, 3
2
(Q(a/2)) + ‖∇
2uk‖L 9
8
, 3
2
(Q(a/2)) + ‖∇q
k‖L 9
8
, 3
2
(Q(a/2)) ≤
≤ c(a)
[
‖uk · ∇uk‖L 9
8
, 3
2
(Q(a)) + ‖u
k‖W 1,0
2
(Q(a)) + ‖q
k‖L 3
2
(Q(a))
]
≤
≤ c(a)
[
‖uk‖
2
3
L2,∞(Q(a))
‖uk‖
1
3
W 1,0
2
(Q(a))
+ ...
]
≤ c(a,A).
The latter estimate shows that we can select a subsequence (still denoted by
uk) such that, for any a > 1,
uk → u in C([−1, 0];L 9
8
(C(a))). (3.10)
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(3.10) can be exploited in the following way. For any fixed positive numbers
r1, r2, and h, we have
( ∫
P(r1,r2;h)
|u(y, 0)|
9
8dy
)8
9
≤
( ∫
P(r1,r2;h)
|uk(y, 0)− u(y, 0)|
9
8dy
)8
9
+
+
( ∫
P(r1,r2;h)
|uk(y, 0)|
9
8dy
)8
9
= αk + βk.
By (3.10),
αk → 0
as k → +∞. To evaluate βk, we make use of the inverse scaling and Ho¨lder’s
inequality
βk =
(
R
− 15
8
k
∫
P(Rkr1,Rkr2;Rkh)
|v(x, 0)|
9
8dx
) 8
9
≤
≤ c(r1, r2, h)
( 1
Rk
∫
P(Rkr1,Rkr2;Rkh)
|v(x, 0)|2dx
) 1
2
≤
≤ c(r1, r2, h)
( ∫
P(Rkr1,Rkr2;Rkh)
|v(x, 0)|2
|x′|
dx
) 1
2
.
Now, it remains to apply Lemma 2.4 at t = 0 and absolute continuity of
Lebesgue’s integral and conclude that
βk → 0
as k → +∞. This implies the identity∫
P(r1,r2;h)
|u(y, 0)|
9
8dy = 0
for all positive numbers r1, r2, and h. So, we can state that
u(·, 0) = 0 in R3. (3.11)
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4 Estimates of Axially Symmetric Solutions
The main result of this section is going to be as follows.
Proposition 4.1 Let V and P be a sufficiently smooth axially symmetric
solution to the Navier-Stokes equations in Q˜ = P˜×] − 22, 0[, where P˜ =
P(1/4, 3; 2). Then, there exists a non-decreasing function Φ : R+ → R+ such
that
sup
z∈P(1,2;1)×]−1,0[
(
|V (z)|+ |∇V (z)|
)
≤ Φ(A2), (4.1)
where
A2 = sup
−22<t<0
∫
eP
|V (x, t)|2dx+
∫
eQ
(
|∇V |2 + |V |3 + |P |
3
2
)
dz.
To prove the above proposition, we need
Lemma 4.2 Under assumptions of Proposition 4.1, there exists a function
Φ1 : R+ × R+ → R+, non-decreasing in each variable, such that
sup
−(7/4)2<t<0
∫
eP1
|V a(x, t)|qdx ≤ Φ1(q,A2), 1 ≤ q +∞. (4.2)
Here, V a = (V̺, V3), |V
a| =
√
|V̺|2 + |V3|2, P˜1 = P(5/16, 11/4; 7/4), and
Q˜1 = P˜1×]− (7/4)
2, 0[.
Proof Let us denote by ω the vorticity of v, i.e., ω = ∇ ∧ v. For χ = ωϕ,
V̺, and V3, we have the following identities:
V̺,̺ + V3,3 = −
1
̺
V̺, (4.3)
V̺,3 − V3,̺ = χ, (4.4)
∂tχ+ V̺χ,̺ + V3χ,3 −
1
̺
χV̺ −
(
χ,̺̺ + χ,33 +
1
̺
χ,̺ −
1
̺2
χ
)
=
=
2
̺
VϕVϕ,3, (4.5)
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where we have used the notion
f,̺ =
∂f
∂̺
, f,3 =
∂f
∂x3
.
Next, we let χ˜ = χψ, V˜ = V aψ, V˜̺ = V̺ψ, and V˜3 = V3ψ, where a non-
negative smooth and axially symmetric cut-off function ψ vanishes in a neigh-
borhood of the parabolic boundary of Q˜ and is equal to 1 in Q˜1. For χ˜, V˜̺,
and V˜3, we have
V˜̺,̺ + V˜3,3 = −
1
̺
V˜̺ + V̺ψ,̺ + V3ψ,3, (4.6)
V˜̺,3 − V˜3,̺ = χ˜ + V̺ψ,3 − V3ψ,̺, (4.7)
∂tχ˜+ V̺χ˜,̺ + V3χ˜,3 −
1
̺
V̺χ˜−
(
χ˜,̺̺ + χ˜,33 +
1
̺
χ˜,̺ −
1
̺2
χ˜
)
=
= J1 + J2 + J3, (4.8)
where
J1 =
2
̺
VϕVϕ,3ψ,
J2 = χ
(
∂tψ − ψ,̺̺ − ψ,33 −
1
̺
ψ,̺
)
− 2
(
χ,̺ψ,̺ + χ,3ψ,3
)
,
J3 = χ
(
V̺ψ,̺ + V3ψ,3
)
.
Now, we multiply (4.8) by χ˜̺−2 and integrate the product by parts over
P˜
1
2
∂t
∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx+ ∫
eP
(∣∣∣( χ˜
̺
)
,̺
∣∣∣2 + ∣∣∣( χ˜
̺
)
,3
∣∣∣2)dx =
=
∫
eP
J1
χ˜
̺2
dx+
∫
eP
J2
χ˜
̺2
dx+
∫
eP
J3
χ˜
̺2
dx. (4.9)
Our aim is to evaluate the right hand side of (4.9). We start with the first
term there: ∫
eP
J1
χ˜
̺2
dx = −
∫
eP
V 2ϕ
̺2
( χ˜
̺
)
,3
ψdx−
∫
eP
V 2ϕ
̺2
χ˜
̺
ψ,3dx ≤
13
≤ c
(∫
eP
|Vϕ|
4
̺4
dx
) 1
2
( ∫
eP
∣∣∣( χ˜
̺
)
,3
∣∣∣2dx+ ∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx) 12 ,
where the notion ∇af = (f,̺, f,3) has been used. To estimate the first mul-
tiplier of the right hand of the latter inequality, we are going to exploit
two-dimensional feature of our axially symmetric problem in the following
way. So, by Ladyzhenskaya’s inequality,
∫
eP
|Vϕ|
4dx ≤ c
2∫
−2
3∫
1/4
|Vϕ|
4d̺dx3 ≤
≤ c
2∫
−2
3∫
1/4
|Vϕ|
2d̺dx3
2∫
−2
3∫
1/4
(
|Vϕ|
2 + |∇aVϕ|
2
)
d̺dx3 ≤
≤ c
∫
eP
|V |2dx
∫
eP
(
|V |2 + |∇V |2
)
dx ≤ cA2
∫
eP
(
|V |2 + |∇V |2
)
dx.
Thus, we find the first estimate:∫
eP
J1
χ˜
̺2
dx ≤ cA
1
2
2
( ∫
eP
(
|V |2 + |∇V |2
)
dx
) 1
2
×
×
(∫
eP
∣∣∣∇a( χ˜
̺
)∣∣∣2dx+ ∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx) 12 . (4.10)
For the second term, we have∫
eP
J2
χ˜
̺2
dx ≤ c
∫
eP
|χ|2dx. (4.11)
The third term is estimated in slightly different way∫
eP
J3
χ˜
̺2
dx =
∫
eP
χχ˜
̺2
(
V̺ψ,̺ + V3ψ,3
)
dx ≤
≤ c
(∫
eP
|χ|2dx
) 1
2
(∫
eP
|V a · ∇aψ|
2
∣∣∣ χ˜
̺
∣∣∣2dx) 12 ≤
14
≤ c
∫
eP
|χ|2dx+ c
(∫
eP
|V a · ∇aψ|
4dx
) 1
2
(∫
eP
∣∣∣ χ˜
̺
∣∣∣4dx) 12 ,
where we let V a · ∇aψ = V̺ψ,̺ + V3ψ,3. To estimate the last term on the
right hand side of the latter relation, we exploit Ladyzhenskaya’s inequality
once more. So, we have
∫
eP
∣∣∣ χ˜
̺
∣∣∣4dx ≤ c
2∫
−2
3∫
1/4
∣∣∣ χ˜
̺
∣∣∣4d̺dx3 ≤
≤ c
2∫
−2
3∫
1/4
∣∣∣∇a( χ˜
̺
)∣∣∣2d̺dx3
2∫
−2
3∫
1/4
∣∣∣ χ˜
̺
∣∣∣2d̺dx3 ≤
≤ c
∫
eP
∣∣∣∇a( χ˜
̺
)∣∣∣2dx ∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx
and, in the same way,∫
eP
|V a · ∇aψ|
4dx ≤ c
∫
eP
∣∣∣∇a(V a · ∇aψ)∣∣∣2dx
∫
eP
|V a · ∇aψ|
2dx.
As a result, we find∫
eP
J3
χ˜
̺2
dx ≤ c
∫
eP
|χ|2dx+ c
(∫
eP
|Va|
2dx+
∫
eP
|∇aV
a|2dx
) 1
2
×
×
( ∫
eP
|Va|
2dx
) 1
2
(∫
eP
∣∣∣∇a( χ˜
̺
)∣∣∣2dx) 12(∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx) 12 ≤
≤ c
∫
eP
|∇V |2dx+ c
(
A2 +A
1
2
2
(∫
eP
|∇V |2dx
) 1
2
)
× (4.12)
×
( ∫
eP
∣∣∣∇a( χ˜
̺
)∣∣∣2dx) 12(∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx) 12 .
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Combining estimates (4.9)-(4.12) and applying Young’s inequality, we arrive
at the final inequality
∂t
∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx+ ∫
eP
∣∣∣∇a( χ˜
̺
)∣∣∣2dx ≤ c ∫
eP
|∇V |2dx+
+
(
A22 +A2
∫
eP
|∇V |2dx
)(∫
eP
∣∣∣ χ˜
̺
∣∣∣2dx+ 1). (4.13)
Estimate (4.13) implies
‖χ˜‖L2,∞( eQ) ≤ Φ3(A2).
According to (4.6) and (4.7), one may conclude
2∫
−2
3∫
1/4
∣∣∣∇aV˜ ∣∣∣2d̺dx3 ≤ c
2∫
−2
3∫
1/4
(
|χ˜|2 + |V a|2
)
d̺dx3 ≤ Φ3(A2)
and thus
2∫
−2
3∫
1/4
∣∣∣V˜ (x, t)∣∣∣qd̺dx3 ≤ Φ4(q,A2)
for all t ∈]−22, 0[. Now, (4.2) immediately follows from the latter inequality.
Lemma 4.2 is proved.
The second counterpart of the proof of Proposition 4.1 is the following
statement.
Lemma 4.3 Under assumptions of Proposition 4.1, there exists a non de-
creasing function Φ5 : R+ → R+ such that∫
eQ2
|Vϕ|
6dz ≤ Φ5(A2), (4.14)
where Q˜2 = P˜2×]− (3/2)
2, 0[ and P˜2 = P(3/8, 5/2; 3/2).
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Proof We know that Vϕ satisfies the equation
∂tVϕ + V̺Vϕ,̺ + V3Vϕ,3 +
1
̺
V̺Vϕ
−
(
Vϕ,̺̺ + Vϕ,33 +
1
̺
Vϕ,̺ −
1
̺2
Vϕ
)
= 0. (4.15)
We fix a non-negative smooth and axially symmetric cut-off function ψ
vanishing in a neighborhood of the parabolic boundary of Q˜1 and being equal
to 1 in Q˜2. Then, for α˜ = Vϕψ̺, we have the following identity
∂tα˜ + V̺α˜,̺ + V3α˜,3 −
(
α˜,̺̺ + α˜,33 +
1
̺
α˜,̺
)
+
2
̺
α˜,̺ =
= α
(
∂tψ + V̺ψ,̺ + V3ψ,3
)
−
(
2α,̺ψ,̺ + 2α,3ψ,3 + αψ,̺̺ + αψ,33
)
+
1
̺
αψ,̺,
where α = Vϕ̺.
Then, we multiply the latter identity by α˜|α˜|2 and integrate the product
by parts over P˜1
1
4
∂t
∫
eP1
|α˜|4dx+
3
4
∫
eP1
|∇a(|α˜|
2)|2dx = J1 + J2, (4.16)
where
J1 =
∫
eP1
αα˜|α˜|2
(
V̺ψ,̺ + V3ψ,3
)
dx
and
J2 =
∫
eP1
α˜|α˜|2
(
α∂tψ − 2α,̺ψ,̺ − 2α,3ψ,3 − αψ,̺̺ − αψ,33 +
1
̺
αψ,̺
)
dx.
We let β = |α˜|2, then |β|
10
3 = |α˜|
20
3 and∫
eP1
|β|
10
3 dx ≤ c
(∫
eP1
|β|2dx
) 2
3
∫
eP1
|∇β|2dx. (4.17)
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We start with J1, setting A3 = ‖V
a‖L4,∞( eQ1). By Ho¨lder’s inequality and
by multiplicative inequality (4.17),
J1 ≤ c
(∫
eP1
|α˜|
20
3 dx
) 9
20
(∫
eP1
|α|
20
11 |V a|
20
11dx
) 11
20
≤
≤ c
(∫
eP1
|β|
10
3 dx
) 9
20
(∫
eP1
|α|
10
3 dx
) 3
10
(∫
eP1
|V a|4dx
) 1
4
≤
≤ c
(∫
eP1
|β|
10
3 dx
) 9
20
(∫
eP1
|V |2dx
) 1
5
( ∫
eP1
|V |2dx+
∫
eP1
|∇V |2dx
) 3
10
A3 ≤
≤ c
(∫
eP1
|β|
10
3 dx
) 9
20
A
1
5
2
(∫
eP1
|∇V |2dx+A2
) 3
10
A3 ≤
≤ c
(∫
eP1
|β|2dx
) 3
10
(∫
eP1
|∇β|2dx
) 9
20
A
1
5
2
(∫
eP1
|∇V |2dx+A2
) 3
10
A3.
Term J2 is estimated in the same way:
J2 ≤ c
(∫
eP1
|α˜|
20
3 dx
) 9
20
(∫
eP1
(|α|+ |α,̺|+ |α,3|)
20
11dx
) 11
20
≤
≤ c
(∫
eP1
|β|2dx
) 3
10
(∫
eP1
|∇β|2dx
) 9
20
(∫
eP1
|∇V |2dx+A2
) 1
2
.
Now, making use of Young’s inequality, we derive from (4.17) and from two
latter estimates the main inequality
∂t
∫
eP1
|α˜|4dx+
∫
eP1
|∇a(|α˜|
2)|2dx ≤
≤ c
( ∫
eP1
|β|2dx
) 6
11
A
4
11
2
(∫
eP1
|∇V |2dx+A2
) 6
11
A
20
11
3
18
+c
(∫
eP1
|β|2dx
) 6
11
(∫
eP1
|∇V |2dx+A2
) 10
11
≤
≤ c
∫
eP1
|β|2dx
( ∫
eP1
|∇V |2dx+A2
)
+ c(A2A
5
3)
4
11 + c
(∫
eP1
|∇V |2dx+A2
) 4
11
.
It, together with the statement of Lemma 4.2 at q = 4, implies
sup
−(7/4)2≤t≤0
∫
eP1
|β(x, t)|2dx+
∫
eQ1
|∇β|2dz ≤ Φ5(A2). (4.18)
So, (4.14) follows from (4.17) and (4.18). Lemma 4.3 is proved.
From Lemmata 4.2 and 4.3, we find
Corollary 4.4 Under assumptions of Proposition 4.1, there exists a non-
decreasing function Φ6 : R+ → R+ such that∫
eQ2
|V |6dz ≤ Φ6(A2). (4.19)
Proof of Proposition 4.1 Applying Corollary 4.4 and Lemma 2.3, we
end up with the proof of Proposition 4.1. Proposition 4.1 is proved.
5 Proof of Theorem 1.2
Given R > 1, let us consider the following space-time cylinder
Q˜bR = P˜
b
R×]− (2R)
2, 0[,
where b ∈ R and
P˜bR = P˜R + be3, P˜R = P(R/4, 3R; 2R).
Now, we scale our blow up functions u and q in the following way
uR(x, t) = Ru(Rx+ be3, R
2t), qR(x, t) = R2q(Rx+ be3, R
2t)
for z = (x, t) ∈ Q˜.
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Functions uR and qR are axially symmetric and, as it was explained before,
sufficiently smooth to apply Proposition 4.1. According to that, we have
sup
z∈ eQ0
{
|uR(z)|+ |∇uR(z)|
}
≤ Φ(A2),
where Q˜0 = P(1, 2; 1) and
A2 = sup
−22≤t≤0
∫
eP
|uR(x, t)|2dx+
∫
eQ
(
|∇uR|2 + |uR|3 + |qR|
3
2
)
dz.
Then, we make the inverse change of variables. As a result, we find
sup
(y,s)∈Qb
R
{
R|u(y, s)|+R2|∇u(y, s)|
}
≤ Φ(A˜2R),
where QbR = P˜
b
0R×]−R
2, 0[, P˜b0R = be3 + P0R, P0R = P(R, 2R;R), and
A˜2R = sup
−(2R)2≤s≤0
1
R
2R+b∫
−2R+b
dy3
∫
R/4<|y′|<3R
|u(y, s)|2dy′+
+
1
R
0∫
−(2R)2
ds
2R+b∫
−2R+b
dy3
∫
R/4<|y′|<3R
|∇u(y, s)|2dy′+
+
1
R2
0∫
−(2R)2
ds
2R+b∫
−2R+b
dy3
∫
R/4<|y′|<3R
(
|u(y, s)|3 + |q(y, s)|
3
2
)
dy′ ≤
≤ c
(
A(eb, 3R; u) + E(eb, 3R; u) + C(eb, 3R; u) +D(eb, 3R; q)
)
≤ cA,
eb = (yb, 0) and yb = (0, b). So, assuming that |y′| > 20, we can derive from
the latter estimates
|y′||u(y′, b, s)|+ |y′|2|∇u(y′, b, s)| ≤ Φ(cA) (5.1)
for any b ∈ R, for any |y′| > 20, and for any s ∈ [−20, 0]. It follows directly
from (5.1) that:
|u(y, s)|+ |∇u(y, s)| ≤ cΦ(cA) = c(A) (5.2)
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for any |y′| > 20 and for any s ∈ [−20, 0].
Now, we consider the vorticity ω(u) = ∇ ∧ u. It satisfies the vorticity
equation
∂tω −∆ω = ω · ∇u− u · ∇ω,
which, together with 5.2, implies
|∂tω −∆ω| ≤ c(A)(|ω|+ |∇ω|) (5.3)
for any |y′| > 20 and for any s ∈ [−20, 0]. Moreover, by (3.11),
ω(·, 0) = 0 in R3. (5.4)
By the backward uniqueness results for the heat operator with variable lower
order terms in a half-space, see [3], [4], and [15], and, by (5.3) and (5.4), we
state
ω(y, s) = 0 (5.5)
for any |y′| > 20 and for any s ∈ [−20, 0].
Since our solution is sufficiently smooth in R3 \ {y′ 6= 0} × [−10, 0], one
can make use of the unique continuation through spatial boundaries and
conclude that
∇ ∧ u ≡ 0 in R3 \ {y′ 6= 0} × [−8, 0]. (5.6)
On the other hand, from (3.8), it follows that
A0 ≥ ess sup
−20≤s≤0
∫
|y′|≤40
|u(y, s)|2
|y′|
dy.
So, we observe that, for any s ∈ S,
+∞∫
−∞
dy3
∫
|y′|≤40
|u(y, s)|2
|y′|
dy′ ≤ A0 < +∞, (5.7)
where S ⊂ [−20, 0] and |S| = 20.
Now, we wish to show
∇∧ u(·, s) ≡ 0 in R3 (5.8)
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for any s ∈ S. To this end, we proceed as follows. Let ϕ ∈ C∞0 (B
′) be
a non-negative cut-off function being equal to 1 in B′(1/2). Here, B′ and
B′(1/2) are two-dimensional balls centered at the origin with radii 1 and 1/2,
respectively. Next, let ψ be an arbitrary smooth, compactly supported in R3,
vector-valued function. Then, by (5.6), for any s ∈ [−8, 0],∫
R3
u(y, s) · ∇ ∧
(
ψ(y)(1− ϕ(y′/R))
)
dy = 0 =
=
∫
R3
u(y, s) · ∇∧ψ(y)dy−
∫
R3
u(y, s) · ∇∧
(
ψ(y)ϕ(y′/R)
)
dy = J1(s) + J2(s).
For J2, we have the estimate
|J2(s)| ≤ c
(
1 +
1
R
) ∫
sptψ∩{|y′|<R}
|u(y, s)|dy =
= c
(
1 +
1
R
) ∫
sptψ∩{|y′|<R}
|u(y, s)|
|y′|
1
2
|y′|
1
2dy ≤
≤ c
(
1 +
1
R
)( ∫
sptψ∩{|y′|<R}
|u(y, s)|2
|y′|
dy
)1
2
( ∫
sptψ∩{|y′|<R}
|y′|dy
)1
2
≤
≤ c(ψ)
(
1 +
1
R
)
R
3
2
( +∞∫
−∞
dy3
∫
|y′|<40
|u(y, s)|2
|y′|
dy′
) 1
2
.
By (5.7), the right hand side of the latter inequality goes to zero as R → 0
for any s ∈ S. Hence, J1(s) = 0 for any s ∈ S ∩ [−8, 0], which is but a weak
form of (5.8). By the fact that u is divergence free, we then show
∆u(·, s) = 0 in R3
for any s ∈ S ∩ [−8, 0].
Now, let B(y0, R) be a ball of radius R with the center at the point y0.
For any y0 ∈ {|y
′| ≤ 30, y3 ∈ R},
B(y0, 1) ⊂ {|y
′| ≤ 40, y3 ∈ R}
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and, since u is harmonic,
|u(y0, s)| ≤ c
( ∫
B(y0,1)
|u(y, s)|2dy
)1
2
≤ c
( ∫
|y′|≤40
|u(y, s)|2dy
) 1
2
≤
≤ c
√
40A0
for any s ∈ S ∩ [−8, 0]. So, according to (5.2), the function u(·, s) is bounded
in R3 for any s ∈ S ∩ [−8, 0]. But, by (5.1), in fact, u(·, s) = 0 in R3 for any
s ∈ S ∩ [−8, 0]. This contradicts with (3.9). Theorem 1.2 is proved.
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