ABSTRACT This paper addresses the carrier frequency offset (CFO) problem in OFDM modulated physicallayer network coding (PNC) operated in a two-way relay channel (TWRC). CFO, caused by node-motion induced Doppler shifts and/or asynchronous oscillators, induces inter-carrier interference (ICI) between OFDM subcarriers and hence, degrades PNC performance. To mitigate the CFO/ICI effect in PNC, this paper considers channel-coded PNC and focuses on the receiver design at the relay. CFO compensation, signal detection, and channel decoding are the three basic signal processing blocks at the relay node. For the latter two, we consider both a joint and a separate design. For the joint design, we construct a factor graph to integrate channel coding with ICI, and then, propose a scheme based on belief propagation. For the separate design, two low-complexity schemes differing in channel decoding are proposed. Our simulation results, using repeat-accumulate channel codes, reveal that (1) a CFO compensation approach that amounts to positioning the relay's oscillator frequency at the middle of the received frequencies from the two end nodes is bit error rate (BER)-optimal for all the three schemes; (2) the joint design is superior at low SNR and/or high CFO levels; and (3) more importantly, with the joint design, for low-to-medium CFO levels, the BER of the channel-coded PNC is comparable with that of traditional point-to-point communications without CFO, thus manifesting itself as a promising technique in OFDM modulated TWRC with practical CFO constraints.
I. INTRODUCTION
Physical-layer Network Coding (PNC) is a promising technique in relay networks [1] . A typical scenario where PNC has found great success is Two-Way Relay Channel (TWRC), as shown in Fig. 1 . In TWRC, two end nodes A and B want to exchange packets X A and X B via a relay R in the middle, because of a lack of a direct link between them. For this packet exchange, the traditional scheduling (TS) based on point-to-point transmissions requires four time slots, while PNC requires only two time slots [1] , as illustrated below
• The uplink phase of PNC (time slot 1): the two end nodes A and B send their packets X A and X B to the relay R simultaneously.
• The downlink phase of PNC (time slot 2): from the received overlapped signals of nodes A and B, relay R first performs XOR decoding, i.e., decodes a network-coded packet X R = X A ⊕ X B using XOR, and then broadcasts X R back to nodes A and B. Node A (B) then decodes its desired packet X B (X A ) from the received packet X R and its previously transmitted packet FIGURE 1. Two-way relay channel: a typical scenario for PNC to be applied.
X A (X B ) using X R ⊕ X A (X R ⊕ X B ). This way, PNC, compared with TS, halves the transmission times and thereby doubles the overall throughput of TWRC.
Signal synchronization is critical in PNC [2] , [3] . In the synchronized case, the signals from the two end nodes are received aligned at relay R, i.e., with the same arriving time, phase, and frequency. In case of signal misalignment, performance penalty in PNC usually occurs [2] . Orthogonal frequency division multiplexing (OFDM) modulation could ease this synchronization problem of PNC, that is, with a sufficiently long cyclic prefix (CP), the symbol (or the arriving time) misalignment could be resolved, even in the multipath environments [4] . Therefore, OFDM modulated PNC has become a hot topic in PNC studies, e.g., it has been studied in 802.11p vehicular ad-hoc networks (VANETs) [5] , [6] and in underwater acoustic communications [7] .
One big challenge for OFDM modulated PNC is the carrier frequency offset (CFO) problem. CFO is caused by either node motion or local oscillator (LO) asynchrony. The node motion introduces Doppler shift to the carrier frequency of a transmit signal. This frequency shift increases with the relative velocity between the signal transmitter and receiver. The LO asynchrony refers to the case that the frequency generated at a receiver for signal downconversion is different from that used for signal upconversion at the transmitter. This also results in CFO. CFO could be estimated via training symbols, e.g., in the 802.11 frame [4] , and it could be compensated in traditional single-user point-to-point communications. In PNC, however, as signals from the two end nodes may undergo different CFO values, it is not possible for relay R to completely eliminate the CFO of both signals [8] . CFO in OFDM will cause inter-carrier interference (ICI) between subcarriers [9] , and the ICI is detrimental to bit error rate (BER) performance at a receiver [10] . In PNC, the situation is even more challenging, as all subcarriers from both end nodes interfere with each other at relay R. This paper deals with the CFO problem in PNC and aims to reduce its impact on the XOR decoding of PNC via effective signal processing at relay R in TWRC. We propose a receiver for relay R that focuses primarily on CFO compensation, signal detection, and channel decoding, as shown in Fig. 2 . In fact, multiple choices arise for the design of each functional block in Fig. 2 ; they will be considered and studied in this paper. The following summarizes the contributions of this paper: • First, we propose a joint signal detection and channel decoding scheme at relay R in repeat-accumulate (RA) coded PNC. In this scheme, a factor graph that is dictated by both the RA code and the ICI is created, and then based on it, a belief propagation (BP) algorithm is designed for joint signal detection and channel decoding of both end nodes in TWRC.
• Second, for comparison, we also propose another two low-complexity schemes that perform signal detection and channel decoding in a disjoint manner. These two schemes differ from each other in the channel decoding.
• Third, we study different CFO compensation approaches for the proposed three schemes, and find that the approach that amounts to positioning the relay's LO frequency at the middle of the received frequencies from the end nodes is BER-optimal for all the three schemes.
• Fourth, with the joint scheme, our study shows that for low to medium CFO levels, the BER of PNC is comparable to that of traditional point-to-point communications even without CFO. The rest of this paper is organized as follows. Section II describes the related work, and Section III gives the system model of our work. The design of the three functional blocks for relay R is presented in Section IV. Then, the simulation study is given in Section V. Finally, Section VI concludes this paper.
II. RELATED WORK
Inspired by the concept of network coding [11] , PNC was pioneered in [1] in 2006, and since then, it has developed quickly into a subfield of network coding, drawing tremendous research attention in the past decade. For PNC in relay networks, a comprehensive survey was conducted in [12] , where a variety of PNC design issues were illustrated and discussed. Recent studies even show that PNC is also useful in non-relay scenarios [13] , [14] . In this paper, we consider PNC in TWRC, a relay scenario, and below we discuss the issues and works closely related to our study.
The relative phase offset between the received signals of the end nodes is detrimental to PNC performance. In singlecarrier PNC, the BER degradation of the XOR decoding was seen in [15] for BPSK modulation, in [16] for QAM modulation, and in [17] for QPSK modulation. In OFDM based PNC, [18] studied the joint effect of the phase offset and CFO, and showed that the BER over one OFDM frame was primarily affected by CFO. This is because CFO has a phase-rotating effect on successive OFDM symbols and thus the phase offset evolves from one symbol to another within one OFDM frame. This will also be seen in our study (to be shown in Section V) in this paper.
The symbol misalignment is a critical issue in PNC, as it introduces inter-symbol interference (ISI) at relay R. Reference [2] showed that the SINR penalty from the ISI was within 3 dB in single-carrier PNC. By contrast, [19] exploited the ISI and proposed to use BP in the signal detection of QPSK modulation, resulting in a remarkable BER performance improvement even with relative phase offset in PNC. For OFDM based PNC in the frequency domain, if the cyclic prefix (CP) is sufficiently long (or longer than the delay spread of the PNC system [4] ), then there is no ISI between OFDM symbols and any time-domain symbol offset is translated into a phase offset for the frequency-domain symbols [4] . This paper assumes a relatively long CP, and thus the symbol offset is not an issue in our study.
CFO poses a big challenge for OFDM based PNC, as it destroys the orthogonality between subcarriers and thereby induces ICI. To deal with the ICI at relay R, [18] exploited the ICI structure for the signal detection in unchannelcoded PNC, and [7] , [8] , [20] explored iterative signal detection/decoding schemes in channel-coded PNC. In this paper, we consider both a separate and a joint design of signal detection and channel decoding to address the CFO/ICI problem in channel-coded PNC. Moreover, we study different CFO compensation approaches and seek an optimal one to match up with our proposed signal detection and channel decoding schemes.
Channel estimation is critical in PNC. For single-carrier PNC, [21] proposed a framework for joint channel estimation and decoding using both user data and pilots. For OFDM based PNC, [4] restructured the standard 802.11 frame to separate both the training symbols and the frequency-domain pilots of the end nodes. Then, relay R could use conventional estimation methods (e.g., in [23] ) to simultaneously keep track of the channel gain functions and the CFO values of the two uplinks in PNC.
III. SYSTEM MODEL
This paper considers OFDM modulated PNC in a TWRC where two end nodes A and B want to exchange packets X A and X B via a relay R, as shown in Fig. 1 . In particular, signals transmitted over every point-to-point link in Fig. 1 undergo carrier frequency offset (CFO). In the following, the details of our system model are illustrated.
The packets to be sent by nodes A and B are source bit sequences and represented as X A = ( 
is the k-th BPSK symbol in the l-th group of S i , T = T s + T g is the total symbol duration, and rect(·) is the rectangular pulse shaping function.
Note that pilot insertion is not considered in our model, but it does not affect the design of our signal detection and channel decoding schemes in PNC in principle, as will be discussed in Section IV. Also, note that the extension of our work to higher-order modulations, e.g., QPSK, is straightforward, as will be seen in Section IV.
We consider both the flat fading channel and the frequencyselective channel in TWRC, and as mentioned earlier, we assume the use of a sufficiently long CP to guarantee the OFDM symbols from the end nodes aligned at relay R in the frequency domain under both channel models [4] . Furthermore, we assume that power control is adopted at the end nodes so that the received power levels for X A and X B at relay R are balanced, as elaborated below.
A. POWER CONTROL IN PNC
For the k-th subcarrier from node i to relay R, we denote its channel gain at time t by γ k,i (t). Over the two phases of PNC, we assume the magnitude, γ k,i (t) , of γ k,i (t) stays constant whereas its phase φ k,i (t) may vary. Obviously, this assumption holds in static scenarios, and also in mobile scenarios like 802.11p VANETs [18] where the relative movement between node i and relay R within the two phases of PNC is only several wavelengths. Employing the special OFDM frame design in [4] at the end nodes, relay R in PNC can keep track of γ k,A (t) and γ k,B (t) at the same time. Then, through channel state information (CSI) feedback from relay R, node i can obtain γ k,i (t) . Thus, in this paper we consider the following power control scheme:
We have the following remarks regarding our power control scheme. First, it is analogous to the channel inversion based power control in [26] except that it does not attempt to pre-code the phase φ k,i (t). Second, it becomes much less demanding in flat fading channels, as γ k,i (t) keeps the VOLUME 6, 2018 same for all k and the power amplification can be performed on the signal s i (t) in (1) rather than on each individual subcarrier in (2) . Third, it fits scenarios where a line of sight (LOS) between node i and relay R exists. This is because the deep fading problem at some subcarriers, a big challenge to our power control in the frequency-selective channel, may not be a major concern in those scenarios. Fourth, if needed, the subcarrier suppression method [26] could be integrated into our power control to effectively cope with the deep fading problem. We emphasize that with this method, the design of our signal detection and channel decoding schemes in Section IV remains the same in principle. We leave the study of the subcarrier suppression as future work.
B. PNC UNDER THE FLAT FADING CHANNEL
Consider a flat fading channel from node i to relay R. For such a channel, the multipath channel gain has only one tap and all the subcarriers have the same channel gain function, denoted by γ i (t). With the above power control, the signal from node i, after passing through the channel, becomes
where φ i (t) is the phase of γ i (t). Now let us first look at the received signal at relay R in PNC in static scenarios without CFO. As the signals s A (t) and s B (t) keep aligned, the received overlapped baseband signal y R (t) at relay R is given by
where n(t) is the white Gaussian noise with zero mean and variance σ 2 . Note in (4) that in static environments without CFO, φ i (t) is a constant value equal to φ i (0) = φ i . Then, at relay R, the received signal y R (t) is multiplied with a bank of K correlators and integrated over the
In the following, without loss of generality, let us look at the correlator output for the first OFDM symbol, and to simplify the notations, we use
Without CFO, it can be seen from (5) [m] sent through subcarrier m from both end nodes will be present at the m-th correlator output, and information carried by other subcarriers k = m will be eliminated. We consider PNC in the frequency domain based on OFDM, and the ultimate goal of relay R is to channel-decode
, perform the XOR decoding of X R ) from the correlator output of all OFDM symbols and then use the same channel code as used at the end nodes to encode X R , i.e., U R = C(X R ), before broadcasting X R back to the end nodes. In the situation of (5), Section IV will show that the decoding of X R is greatly simplified.
CFO, however, will induce inter-carrier interference (ICI) among subcarriers. CFO occurs when there is a mismatch between relay R's LO frequency and the carrier frequency of the received signal. Node motion and/or local oscillator (LO) asynchrony could cause this mismatch. Let the relative velocity between node i and relay R be v i and the LO frequency of node i (relay R) for signal upconversion (downconversion) be f o,i (f o,R ). Then, the overall CFO, f δ i , of the link from node i to relay R is approximately given by [27] , where f d,i is the Doppler shift given by
where c is the speed of waves (e.g., EM waves, sound waves, etc.). Note that f δ i can be estimated by relay R, e.g., using training symbols [4] . Here, we define the normalized CFO of the link from node i to relay R as δ i = f δ i f . With CFO considered, the overlapped signal y R (t) becomes
+ n(t) (7) Note in (7) that a narrowband TWRC or a much higher carrier frequency f c,i relative to the bandwidth of s i (t) is assumed such that all subcarriers of node i undergo the same Doppler shift f d,i . Substituting (1) and (7) into (5), we have
where
0 n(t)e −j2πm f t dt is the noise at the m-th correlator. It can be found that the variance of w m remains σ 2 . Put u = m − k, and let
where sinc(x) = sin(πx)
πx . Here, a u,i = 0, for u = 0 or k = m, represents the generation of the ICI from the k-th subcarrier on the m-th subcarrier. In this paper, we assume −0.5 ≤ δ i ≤ 0.5. This usually holds in scenarios where LO has high stabilities [28] and Doppler shift is limited relative to the subcarrier spacing f [5] . VANETs are such scenarios as shown in [18] . With this scope of δ i , it is not difficult to see that among all a u,i 2 , u = 0, the largest is either a 1,i 2 or a −1,i 2 , depending on the sign of δ i . Substituting (9) into (8), we have
where the first term on the RHS is the desired signal at the m-th correlator output, and the second term corresponds to the overall ICI for the m-th subcarrier in the PNC uplink phase.
From (10), we see that the relative phase offset between the desired signals of nodes A and B is given by
, which applies to every subcarrier in the first OFDM symbol over time [0, T s ]. Indeed, the relative phase offset for the l-th symbol evolves into
Hence, we see that CFO has a phase-rotating effect on successive OFDM symbols. Similarly, for the traditional scheduling (TS) based on point-to-point communications, the received signal, y i (t), from node i at relay R is
and after integration, the m-th correlator output is given by
From (10) and (12), we see that PNC suffers from more intense ICI than TS. With the joint design of signal detection and channel decoding at relay R, however, we will show that the BER performance of PNC is comparable to that of TS.
C. PNC UNDER THE FREQUENCY-SELECTIVE CHANNEL
Now assume a frequency-selective channel from node i to relay R. For such a channel, the multipath gain has multiple taps, and each tap is associated with a channel gain and a time delay. The delay spread of the channel is defined as the maximal difference between these time delays. This paper assumes that the delay spread of each channel in TWRC is no more than the CP length T g , yielding a flat fading for each subcarrier but different channel gains for different subcarriers [4] . We use γ k,i (t) for the channel gain of the k-th subcarrier from node i. With the power control applied to each individual subcarrier at node i, we have the m-th correlator output for the first OFDM symbol in PNC given by
Similarly, the m-th correlator output in TS is given by
In both (13) and (14), φ m,i is the phase of γ m,i (t) at t = 0.
IV. RECEIVER DESIGN FOR RELAY R IN PNC
In this section, we present the receiver design of the relay in PNC to deal with the CFO problem in (10), i.e, in the flat fading channel. It encompasses CFO compensation, signal detection, and channel decoding at relay R, i.e., the design of the three functional blocks shown in Fig. 2 . Particularly, for the latter two blocks, we consider both a separate design and a joint design. We assume in the design that the channel parameters φ i and δ i for i ∈ {A, B} are already known to relay R through channel estimation [4] . Note that the receiver design under the frequency-selective channel is similar, as will be discussed later in this section.
A. DESIGN OF CFO COMPENSATION
This block processes the downconverted OFDM signal of (7). Using signal processing techniques, e.g., via sampling the signal of (7), relay R could adjust the CFO values f δ A and f δ B in (7) simultaneously, which is equivalent to adjusting relay R's LO frequency f o,R in the signal downconversion. Let us assume relay R's LO frequency is shifted to f o,R + τ . In the literature, three CFO compensation approaches have been proposed [4] , [8] , [18] , each corresponding to one choice of choosing τ . The first approach is to choose τ = f δ A to completely eliminate the CFO from node A, and similarly, the second chooses τ = f δ B to eliminate the CFO from node B. Both approaches, however, leave behind the other CFO value. The third approach, named mean-valued (MV) CFO compensation in [18] , sets τ =
, leaving the CFO values from the two end nodes opposite to each other, equal to
and
, respectively. In our study, we consider not just these three choices of τ , but many more (to be shown in the next section). However, our study will show that the MV compensation approach is optimal for all the three signal detection and channel decoding schemes to be presented below. Note that when f o,R is shifted to f o,R + τ , f δ A and f δ B in (7) are replaced with f δ A −τ and f δ B −τ , respectively.
B. DESIGN OF SIGNAL DETECTION AND CHANNEL DECODING
These two blocks are built based on the correlator output at relay R, and the ultimate goal of them is to find the XORed source bit sequence
..,M −1 . In our design, the signal detector is to find the a posteriori probabilities (APP) of the channel-coded bit pair (u A [n], u B [n]), 0 ≤ n ≤ N − 1, given all the correlator ouput y R,l [k] (i.e., the k-th correlator output of the l-th OFDM symbol in PNC, 0 ≤ k ≤ K − 1 and 0 ≤ l ≤ L − 1), and the channel decoder is to perform channel decoding C −1 (·) to find X R eventually. This paper assumes the use of repeat-accumulate (RA) code in the TWRC system [19] , [22] . RA code is a competitive alternative to turbo code and lowdensity parity-check (LDPC) code, and it has a low encoding complexity [22] . There are multiple ways to connect these two blocks. The following are the three schemes of the connections to be considered in this paper: 
is performed. Note that due to the linearity of the channel code C(·),
. This scheme shares the same principle of design as the XOR-CD model in [19] . In the following, we present the frameworks for the three schemes above in detail based on RA code. Note that the frameworks for other channel codes (e.g., turbo and LDPC codes) that use BP for decoding can be similarly designed.
Scheme 1:
where (·) is an indicator function that introduces constraints on both (U A , X A ) and (U B , X B ) from the channel code C(·) and is given by
With RA code, (·) can be factorized into a series of indicator functions, each corresponding to a local constraint from the encoding process of C(X A ) and C(X B ). Fig. 3 depicts C(X A ) and C(X B ), encompassing bit repeating (with repeat factor q = N M ), interleaving, and accumulating [19] , and given by the the blue circles are the constraints/factors pertaining to this process (more details on these factors are given below).
We have the following two observations to expand Pr(y R,l [k]∀l, k|(U A , U B )) in (15) . First, as we assume a long CP in OFDM, there is no inter-symbol-interference (ISI) in the uplink transmission of PNC. Hence, for a given l, all y R,l [k] depend only on the l-th OFDM symbol, thus resulting in the following expansion:
..,K −1 denotes the coded bit sequence in the l-th OFDM symbol of node i. Second, for the first OFDM symbol, we see from (10) that any of its coded bit pairs (
is involved in all of its correlator output, acting as either the desired signal or the ICI. Importantly, for the k-th correlator output y R [k] in (10), [18] showed that the subcarriers from node i that contributed most power to y R [k] were the k-th and k − 1-th (the k-th and k + 1-th) subcarriers when 0 ≤ δ i < 0.5 (when −0.5 < δ i < 0). This applies to the correlator output of any OFDM symbol indeed. Thus, as in [18] , it is also deemed in this paper that each correlator output is composed of only those power-dominating subcarriers as well as the noise. Consequently, each term in (17) can be further factorized, and the factorization is divided into the following four cases: (a) δ A ≥ 0 and δ B ≥ 0; (b) δ A ≥ 0 and δ B < 0; (c) δ A < 0 and δ B ≥ 0; and (d) δ A < 0 and δ B < 0. The following factorizes the l-th term:
, for case (b);
)), for case (c);
Note in (18) and below that we use y k i,l and u K i,l , arising when k = 0 and k = K respectively, are imaginary bits that have nothing to do with the probability evaluation.
The factorization of Pr(X A , X B |y k R,l ∀l, k) above can be visualized as a factor graph [24] . Fig. 3 is such a factor ) takes on the same value. Factor graphs in the other three cases can be similarly drawn.
With a factor graph for Pr(X A , X B |y k R,l ∀l, k), a BP algorithm can be designed to facilitate the computation of Pr(x m A , x m B |y k R,l ∀l, k). BP employs message passing for probability marginalization. Here, we focus on the message passing in Fig. 3 , as the situations in the other three cases are similar. For the sake of presentation below, we first renumber the variable nodes and the check nodes as follows: Table 1 defines the message types from top to bottom in Fig. 3 .
Note that messages apply only between two connected nodes in Fig. 3 . A message either entering or emanating from a variable node informs the receiver node of the probability distribution of the bit vector of the variable node. In BP, if an incoming message of a node is updated, then its outgoing messages to other connected nodes will also be updated. The update process is guided by message passing/update rules, which specify not only the sequence of updating messages but also how each message is updated. The update rules for Fig. 3 are summarized as follows, and the details are included in Appendix.
Step 1 (Initializing Messages):. Any message in Table 1 will not appear in (19) . Then, we have
Step 2 
, respectively. A message emanating from a node is updated using the incoming messages of that node; see details in Appendix.
Step 3 to β m+1 (if any) are to be updated simultaneously in this step. See Appendix for how the two new messages are composed using the incoming messages ofŨ m .
Step 4 (Updating U An iterative message passing is needed in Fig. 3 due to the existence of loops in the factor graph [19] , [24] . The seven steps above form the first round of message passing, and the steps from 2 to 7 are iterated in the subsequent rounds. After a number of iterations, Pr(x m A , x m B |y k R,l ∀l, k) is computed as follows [29] Pr(x 
where a ∈ {0, 1}. Scheme 2: In this scheme, the signal detector and the channel decoder function separately and explicitly. The detector computes Pr(u n A , u n B |y k R,l ∀l, k), and then the decoder channeldecodes (u n A , u n B ) n=0,...,N −1 to find Pr(x m A , x m B ) and X R . We obtain Pr( (17) and (18) and visualize it using the factor graph below β n in Fig. 3 for case (b) . This subgraph captures the ICI among the subcarriers, and the message passing on it encompasses only the first two steps in Scheme 1 above. Thanks to the tree structure of this subgraph, only one round of message passing is needed for probability convergence [24] , that is, after steps 1 and 2, we have
) .
(23)
In (23), the message M n−1,n 2 (the message M n,n 2 ) is not applicable when n (mod K ) = 0 (when n (mod K ) = K − 1).
A factor graph for channel-decoding (u n A , u n B ) n=0,...,N −1 is plotted in Fig. 4 , where α n and β n can be defined in a manner similar to Fig. 3, and h n is given by (23) . In Fig. 4 , defining the message types as in Table 1 , we can iterate the steps from 3 to 7 above to design the message passing rules, of which details are omitted here. After multiple rounds of decoding, we obtain Pr(x m A , x m B ) as in (21) and X R as in (22 
where a ∈ {0, 1}.
Taking (24) as input, the decoder channel-decodes
Here, the decoder is a conventional RA decoder for point-to-point communications [19] , and the factor graph shares the same structure as in Fig. 4 ) and X R can be designed in a way similar to that in Fig. 4 .
C. COMPLEXITY ANALYSIS
We now compare the complexities of the three proposed schemes. We consider case (b) for comparison, because it is the case when the optimal MV CFO compensation is applied in PNC. Here, the complexity of each scheme is in terms of the number of messages to be composed/updated in its message passing process. Let us assume the size of the modulation scheme adopted in the PNC system is N m (e.g., N m = 2 for BPSK and N m = 4 for QPSK). The complexity of Scheme 1 is as follows. In step 1, the number of messages U m,m 5 to be computed is O(LKN 4 m ). In step 2, according to (25) , (26), (27) , and (28) 
. By the same token, we find the complexities of Schemes 2 and 3 are Table 2 compares the complexities of the three schemes in detail. We see that Scheme 1 has the highest complexity, yet it is the best performer in general as will be shown in Section V.
D. DISCUSSION
Here, we discuss several issues related to the receiver design for the relay R in PNC.
First, under frequency-selective channels in TWRC, the factor graphs of the three schemes remain the same as those under the flat fading channels, and hence the three schemes can be similarly designed. However, the messages U m,m 5 in (20) are now evaluated according to (13) . Second, in case that no CFO occurs, the factor graphs for the three schemes can be simplified, and the complexity of each scheme will be reduced considerably. Referring to Fig. 3, for Third, our frameworks of the three schemes can be extended to higher order modulations. For QPSK modulation, for example, the factor graphs of all the three schemes remain the same, except that each variable (e.g., x m i and u m i ) contained in the variable nodes will double its size to take two bits to correspond to the QPSK symbols. Hence, the complexity of each scheme for a high-order modulation will increase drastically.
Fourth, our frameworks can handle pilot insertion in OFDM symbols. Consider the case that one variable in the variable nodes (u ) may have to be rearranged, as pilot symbols do not participate in the channel coding.
Fifth, with modifications, our frameworks can also incorporate subcarrier suppression to combat deep fading. Once a subcarrier is not used, the modifications to the factor graphs include: (i) the variable corresponding to that subcarrier should be removed; (ii) the check nodes ψ m should be updated due to the nonexistence of the variable; (iii) the message initialization in (20) should not take the canceled variable into consideration, and (iv) new connections between β n and coded bits/symbols, e.g., (u
), may be needed.
V. SIMULATION STUDY
In this section, we present simulation studies of the BER performance of the three schemes at relay R under various conditions. The simulation settings are as follows. The packets X A and X B have the same length of 240 bytes, and the repeat factor q of the RA code is set 3. For the OFDM modulation, we adopt the basic settings of the IEEE 802.11p standard [25] : the 10 MHz bandwidth is divided into 64 subbands, yielding K = 64 subcarriers in one OFDM symbol and T s = 6.4 µs for the symbol duration, and the CP length is set to be T g = T s 4 = 1.6 µs. All the 64 subcarriers are used as data subcarriers in our study. Thus, after channel coding, each packet to be sent out is composed of L = 90 OFDM symbols. In the following, the first three studies assume the flat fading channels in TWRC and φ A = φ B = 0 in (10).
A. EFFECTS OF CFO COMPENSATION
We first study how the CFO compensation approaches introduced in the preceding section affect the BER performance of the three schemes. The CFO compensation via shifting the LO frequency of relay R from f o,R to f o,R + τ always adjusts f δ A and f δ B by the same amount of τ but keeps δ = and thus yields δ A = −δ B = δ 2 is BER-optimal for all the three schemes. The reason is that the BER at relay R in PNC is dominated by the uplink with lower quality [17] . Specifically, as δ A increases (decreases) from δ 2 , the received constellation of the desired signal from node A (node B) becomes more condensed (as can be seen from (10)), and thus, the probability evaluation in (20) becomes more errorprone. This eventually deteriorates the BER of each scheme. Second, Scheme 1 is superior over Schemes 2 and 3 in general. This superiority is down to the unified treatment of the ICI and the channel code within one framework like Fig. 3 in Scheme 1; however, this comes at the cost of a higher decoding complexity for Scheme 1. Notably, Scheme 3 performs rather poorly. This is because the output Pr(u n A ⊕ u n B |y k R,l ∀l, k) of the detector, compared with the output Pr(u n A , u n B |y k R,l ∀l, k), generally loses information [12] , which is detrimental to the decoding of X R . VOLUME 6, 2018 
B. EFFECTS OF THE NUMBER OF ITERATIONS
We now study how the number of iterations of the message passing affects the three schemes. We keep the same settings as in Fig. 5 but vary the iteration rounds to see its effects. Fig. 6 shows the responses of the three schemes for two different SNR values. We see from the figure that at a low SNR value, e.g., −2 dB, more iterations improve the BER of Schemes 1 and 2 except Scheme 3, and that at a high SNR value, e.g., 5 dB, a quick convergence to a low BER can be seen for all the three schemes. At low (high) SNR levels, the messages U m,m 5 in (20) are more (less) errorprone, resulting in more (fewer) iterations needed for probability convergence in the three schemes. Particularly, we also see that with more iterations, Scheme 2 performs close to Scheme 1. This means that for a target BER, e.g., 10 −5 , Scheme 2 may outperform Scheme 1 in terms of the overall message passing complexity.
C. EFFECTS OF SNR
For this study, the MV CFO compensation is applied at relay R, and the iteration number is fixed at 20. Fig. 7 plots how the three schemes respond to SNR for two different δ values. Fig. 7 includes another two schemes for comparison, i.e., the traditional point-to-point communications and Gaussian-interference physical-layer network coding (GI-PNC) [4] , [8] , [18] . They serve as the upper bound and lower bound for Schemes 1, 2, and 3, respectively. The former is concerned with the BER of the uplink from one end node in TWRC, assuming that the same RA code with repeat factor q = 3 is used at the end node and the CFO of the uplink is eliminated at relay R. The latter treats the ICI in (10) of X R [12] . Third, more importantly, for a target BER of 10 −5 in both Figs. 7(a) and (b), Schemes 1 and 2, compared with the point-to-point communications in the ideal case (i.e., without CFO), lag behind for only about 1 dB of SNR. This means that for low to medium levels of δ A and δ B with | δ| ≤ 0.3, we can trade about 1 dB of SNR for halved transmission times in TWRC, as PNC halves the transmission times of the pointto-point communications.
D. EFFECTS OF φ i
In the above studies, φ A = φ B = 0 in (10) is assumed. Here, we repeat the above studies by varying φ A and φ B to see their effect on the three schemes. We find that for such a long OFDM frame composed of L = 90 OFDM symbols, the BER of the three schemes do not vary with φ A or φ B (not shown as figures here). The reason is as follows. Given δ A and δ B , [18] illustrated that for the l-th symbol, θ A,l and θ B,l in (20) In fact, we have conducted simulations to study the three schemes in the frequency-selective channel, and observed that (i) for short OFDM frames, the BER of Scheme 1, 2, or 3 keeps the same for most realizations of the random variables φ m,i in (13) , and (ii) for long OFDM frames, the BER of each of the three schemes is nearly the same as that in the flat fading channel. The reasons are as follows. With our under the frequency-selective channel is primarily affected by the phases φ m,i , and due to the varying nature of φ m,i for different m and i, different message qualities do exist even within one OFDM symbol. This results in the observations (i) and (ii) above. Our simulations also reveal that for short OFDM frames in the frequency-selective channel, Scheme 1 still dominates in general.
VI. CONCLUSION
This paper has addressed the carrier frequency offset (CFO) problem in OFDM modulated physical-layer network coding (PNC) in a two-way relay channel (TWRC). It deals with the receiver design at the relay and puts emphasis on the functional blocks of CFO compensation, signal detection, and channel decoding for CFO effect mitigation. Multiple design choices for each block have been considered. Specifically, we have proposed one scheme for joint signal detection and channel decoding and two schemes for separate signal detection and channel decoding. For each scheme, a belief propagation or message passing algorithm(s) runs on a factor graph for probability marginalization and the XOR decoding in PNC. These three schemes can be applied under both the flat fading channel and the frequency-selective channel. For the CFO compensation, which precedes the other two blocks, we have considered the approaches that differ from each other in the adjusted amount of the CFO for both end nodes in TWRC.
We have conducted extensive simulations for repeataccumulate (RA) coded PNC. We find that the mean-valued (MV) CFO compensation approach that yields opposite CFO values of the two uplinks in TWRC is a good match for all the three schemes. We also find that with power control at the end nodes, each of the three schemes performs the same under both the flat fading channel and the frequencyselective channel. More importantly, we have shown that for a target BER of 10 −5 at low to medium CFO level of the two uplinks, the joint scheme, the best performer among the three, lags behind the point-to-point communications without CFO for only about 1 dB. This exhibits PNC as a promising performance booster in TWRC.
For future work, we attempt to extend our schemes to higher-order modulations such as QPSK modulation. The XOR decoding in PNC usually becomes complicated under a higher-order modulation [19] , and to investigate the BER performance gap between our proposed schemes and the pointto-point communications will be of interest. Also, we attempt to explore effective power control for our schemes in scenarios where deep fading occurs. Given a total power limit at one end node, a desirable power control scheme will take the subcarrier suppression into consideration.
APPENDIX MESSAGE UPDATE RULES IN SCHEME 1
This appendix illustrates how messages are composed in some steps of the message passing for Scheme 1.
In step 2, the messages pertaining to symbol l = 0 and to be updated from left to right are M k,k 1 and M k,k+1 2 , 0 ≤ k ≤ K − 2, and they are composed as follows 
In ( (1 ≤ k ≤ K − 1) to be updated from right to left are composed as follows 
In ( 
