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Abstract
We present black hole uniqueness theorems for the C-metric and Ernst
solution. The proof follows a similar strategy as that used to prove the
uniqueness of the Kerr-Newman solution, however the presence of an ac-
celeration horizon provides some critical differences. We also show how to
derive the Bunting/Mazur result (on the positivity of a suitable divergence
required in the proof) using new methods. We briefly explain the impor-
tance of the uniqueness of the Ernst solution in relation to the proposed
black hole monopole pair creation mediated by the related instanton.
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I. INTRODUCTION
Over the last few years there has been considerable interest in the C-metric and
related solutions as gravitational instantons. It is natural to try to ascertain the unique-
ness (or otherwise) of these solutions as the instanton is only relevant if it dominates the
euclidean path integral. Clearly the possibility of other instanton solutions could force
us to re-examine the relevance of the physical process the original instanton is supposed
to be mediating, in the current case that of black hole pair creation.
In this paper we give a complete proof of the uniqueness of the C-metric and Ernst
solution. Much of the proof is carried over directly from the standard Kerr-Newman
black hole uniqueness theorem (for a treatment in a style similar to this paper see
[1]). However at various points it is convenient to show the relationship with Riemann
surfaces and complex manifolds. In particular the solutions we will be discussing have a
nice relationship to Riemann surfaces that are topologically tori. This is related to the
use of elliptic functions and integrals that will be a vital ingredient in our proof.
In Sect. II we derive the Ernst parameterization and effective Lagrangian that is
obtained upon dimensional reduction to three dimensions. The effective Lagrangian ob-
tained a harmonic mapping Lagrangian whose metric is the Bergmann metric, we go
on to show how to derive this metric from a projection from three-dimensional com-
plex Minkowski space onto the unit ball. Once we have this construction, it is fairly
straightforward to derive the Mazur/Bunting results, generalizing Robinson’s identity,
using these tools.
Given the construction of the Bergmann metric it is a simple matter to write down
a number of internal symmetry transformations, in particular we look at the Harrison
transformation which we apply to the C-metric in Sect. III, this yields the Ernst solu-
tion. The C-metric and Ernst solution are then written in terms of elliptic functions,
anticipating the introduction of such coordinates for a general spacetime representing
an accelerating black hole.
In Sect. V we present the hypotheses for our uniqueness argument, and give a proof
of the Generalized Papapetrou Theorem, we then justify the introduction of Weyl co-
ordinates by making use of the Riemann Mapping Theorem. After explaining how the
conformal factor of the two-dimensional metric can be determined, we present bound-
ary conditions for both the C-metric and Ernst solution that complete the proof of the
uniqueness theorems.
II. THE EFFECTIVE THREE DIMENSIONAL THEORY
In this section we investigate the effective Lagrangian arising from Einstein-Maxwell
theory after a dimensional reduction on a timelike Killing vector field K = ∂/∂t. Our
starting point is to write the metric in the form
2
g = −V (dt+C)⊗ (dt+C) + V −1γijdxi ⊗ dxj (2.1)
and introduce the twist 1-form ω associated with the vector field K. We set
ω = ∗(k ∧ dk) , (2.2)
where k = −V (dt +C) is the 1-form associated with K, and ∗ is the Hodge dual
associated with the four dimensional metric. Acting on a p-form twice we have
∗
(
∗ω(p)
)
= (−1)p+1ω(p). Let us define H = dC. We have therefore
H = d
(
k
iKk
)
(2.3)
where iK is the antiderivation on forms, defined by taking the inner product with K.
It can also be defined in terms of the Hodge dual by iKω
(p) = −∗ (k ∧ ∗ω(p)) for any
p-form, ω(p). Using these facts we find
∗ω
iKk
= k ∧H . (2.4)
The Lie derivative is defined to be LK = diK+ iKd. Killing’s equation implies LKk = 0.
Using this and Eq. (2.3), we note that iKH = 0. Thus,
∗ (ω ∧ ∗ω)
(iKk)
2 = ∗ (∗ (k ∧H) ∧ k ∧H)
= ∗ (iK∗H ∧ k ∧H)
= − (iKk)∗ (H ∧ ∗H) . (2.5)
In index notation, and in terms of the three metric γij this result states:
2ωiωjγ
ij
V 4
= HijHklγ
ikγjl. (2.6)
We now introduce the electromagnetic field. The Lagrangian density may be written
as
L =
√
|g| (R − FabF ab) . (2.7)
The field F being derived from a vector potential: F = dA. We will be assuming that
the Maxwell field obeys the appropriate symmetry condition: LKF = 0. The exactness
of F implies that
diKF = 0. (2.8)
It is now convenient to introduce the electric and magnetic fields by
3
E = −iKF and B = iK∗F . (2.9)
Notice that iKE = iKB = 0 as a consequence of the general result (iK)
2 = 0. It will be
convenient to decompose the electromagnetic field tensor in terms of the newly defined
electric and magnetic fields as follows:
F =
−k ∧E − ∗ (k ∧B)
iKk
. (2.10)
The Lagrangian for the electromagnetic interaction, proportional to FabF
ab, may be
written in terms of the E and B fields,
1
2
FabF
ab = −∗ (F ∧ ∗F )
=
−∗ (E ∧ ∗E −B ∧ ∗B)
iKk
=
|B|2 − |E|2
V
. (2.11)
Two of Maxwell’s equations, namely the ones involving the divergence of B and the curl
of E arise not from the Lagrangian (2.7), but rather from the exactness of F . In order
to find these equations we evaluate iK∗dF = 0:
iK∗dF = −iK
[
∗
(
d
(
k
iKk
)
∧E
)
+ δ
(
k ∧
(
B
iKk
))]
= (iKk) δ
(
B
iKk
)
+
iEω
iKk
(2.12)
or in vector notation
∇.
(
B
V
)
+
ω.E
V 2
= 0 . (2.13)
This equation is a constraint on the fields. We also notice that dF = 0 implies together
with the symmetry condition, that iKdF = −diKF = −dE = 0 and hence that locally
we may write E = −dΦ. In order to progress we will also need to know about the
divergence of ω/V 2. Firstly observe that
d
(
k
iKk
)
= iKD (2.14)
for some 3-form D. This follows from the fact that when we apply iK to the 2-form on
the left hand side we get zero (as previously mentioned). Decomposing the left hand
side into ‘electric’ and ‘magnetic’ parts we see that the ‘electric’ part is zero. This leads
to
4
−∇.
( ω
V 2
)
= δ
( ω
V 2
)
= ∗
[
d
(
k
iKk
)
∧ d
(
k
iKk
)]
= ∗(iKD ∧ iKD)
= ∗iK(D ∧ iKD) = 0, (2.15)
as the last equation involves the inner product of a 5-form, which automatically vanishes.
The constraint equation may therefore be written as a divergence:
∇.
(
B
V
− ωΦ
V 2
)
= 0 . (2.16)
In order to impose the constraint we make use of a Legendre transformation. To this
end we introduce a Lagrangian multiplier, Ψ. After discarding total divergences the
Lagrangian to vary is given by
L =
√
|g|
(
R + 2
[ |∇Φ|2 −B2
V
+
2B.∇Ψ
V
− ω.(Φ∇Ψ−Ψ∇Φ)
V 2
])
. (2.17)
Varying with respect to B we conclude that B = ∇Ψ and performing the dimensional
reduction to three dimensions we find
L = √γ
(
3R− 2
[ |∇V |2 − |ω|2
4 V 2
− |∇Φ|
2 + |∇Ψ|2
V
+
ω.(Φ∇Ψ−Ψ∇Φ)
V 2
])
. (2.18)
All indices in the above equation are raised and lowered using γij and its inverse. We
mention that ω may not be varied freely in the above Lagrangian. It is constrained by
the requirement δ (ω/V 2) = 0. In order to impose this constraint we introduce another
Lagrangian multiplier, ω. After discarding a total divergence the new lagrangian reads,
L = √γ
(
3R− 2
[ |∇V |2 − |ω|2
4 V 2
− |∇Φ|
2 + |∇Ψ|2
V
+
ω.(∇ω + 2(Φ∇Ψ−Ψ∇Φ))
2V 2
])
.
(2.19)
Varying with respect to ω yields,
ω = ∇ω + 2(Φ∇Ψ−Ψ∇Φ). (2.20)
Now substitute this back, we find
L = √γ
(
3R − 2
[ |∇V |2 + |ω|2
4 V 2
− |∇Φ|
2 + |∇Ψ|2
V
)]
(2.21)
where the 3-vector ωi is defined to be ∇ω + 2(Φ∇Ψ−Ψ∇Φ) in this formula.
It turns out to be highly useful to combine the two potentials, Φ and Ψ into a single
complex potential, ψ = Φ + iΨ. Using this complex potential we have
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iω = idω − ψdψ + ψdψ . (2.22)
We are now in a position to define the Ernst potential [2], ǫ by, ǫ = V − |ψ|2 + iω.
Then clearly
dǫ+ 2ψdψ = dV + iω . (2.23)
Substituting this into Eq. (2.21) we get
L =
√
|γ|
(
3R − 2
[ |∇ǫ+ 2ψ∇ψ|2
4V 2
− |∇ψ|
2
V
])
(2.24)
=
√
|γ|
(
3R − 2γijGAB ∂φ
A
∂xi
∂φB
∂xj
) (
φA
)
=
(
ǫ
ψ
)
. (2.25)
with the harmonic mapping target space metric GAB given by
G = GABdφ
A ⊗ dφB =
(
dǫ+ 2ψdψ
)⊗
S
(
dǫ+ 2ψdψ
)
4V 2
− dψ ⊗S dψ
V
. (2.26)
Here, ⊗
S
is the symmetrized tensor product. We now state the analogous result for the
situation when using a spacelike Killing vector, m = ∂/∂φ, In fact it merely replaces
V by −X throughout, where X = imm. This can be seen by considering γ 7→ −γ,
V 7→ −X and t 7→ φ in Eq. (2.1). It turns out that for the black hole uniqueness result,
the formulation relying on the angular Killing vector is more useful. Explicitly then,
G = GABdφ
A ⊗ dφB =
(
dǫ+ 2ψdψ
)⊗
S
(
dǫ+ 2ψdψ
)
4X2
+
dψ ⊗
S
dψ
X
. (2.27)
These metrics are conveniently written in terms of new variables with
ξ =
1± ǫ
1∓ ǫ ; η =
2ψ
1∓ ǫ. (2.28)
Here and in the following equations the top sign corresponds to the spacelike Killing
vector reduction whilst the lower one to a reduction performed on a timelike Killing
vector. The metric G then takes the form
G =
(1∓ |η|2)dξ ⊗
S
dξ + (1− |ξ|2)dη ⊗
S
dη ± ξηdξ⊗
S
dη ± ξηdξ ⊗
S
dη
(1− |ξ|2 ∓ |η|2)2 . (2.29)
The metric with the upper signs is the Bergmann metric, and it is the natural generaliza-
tion of the Poincare´ metric to higher dimensions, as we shall see in the following sections
there is an important SU(1, 2) action preserving this metric. With these transforma-
tions we will be able to generate new solutions from old. It will also allow us to prove a
particular identity vital for establishing the uniqueness theorems we are interested in.
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A. The Poincare´ and Bergmann Metrics
The Poincare´ and Bergmann metrics have simple geometrical constructions. The
Poincare´ metric is the natural metric to put on the unit disc, as its isometries are
precisely those Mo¨bius maps that leave the unit disc invariant.
To construct these metrics our starting point is the vector space Cn+1. For the
Poincare´ metric, n = 1, whilst for the Bergmann metric n = 2. We will be using
complex coordinates z0, z1, ..., zn. Let us write
η =


−1
1
1
. . .
1

 or η =


1
−1
1
. . .
1

 (2.30)
The first case will be relevant for the spacelike Killing vector reduction, whilst the second
is that required when discussing the timelike case.
We define an indefinite inner product using 〈w, z〉 = w†ηz. We therefore have
ds = ‖dz‖. This metric induces metrics on the hyperboloids defined by
‖z‖2 = ∓1. (2.31)
We will find it convenient to write

z0
z1
...
zn

 = reit


1
v1
...
vn

 , r−2 = 1∓ ‖v‖2. (2.32)
In addition we put the natural induced metric on the space of vectors v, given by its
embedding as the hyperplane z0 = 0 in C
n+1 where zi = vi for all i = 1, . . . , n.
We quickly establish that
ds2 = dz†ηdz = ∓ [dt+A]2 + r2‖dv‖2 ± r4|〈v,dv〉|2, (2.33)
and
A = ∓ i
2
r2 (〈v,dv〉 − 〈dv, v〉) . (2.34)
We also notice that dt+A may be written as
dt+A = ∓ i
2
(
dz†ηz − z†ηdz) . (2.35)
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Hence we find that the metric can then be expressed as
ds2 = ∓ [dt+A]2 + gab˙dvadvb˙. (2.36)
We call gab˙ the Bergmann metric for n = 2 and with the upper signs, (or the Poincare´
metric for n = 1). We remark in passing that these metrics are Ka¨hler, and as with all
Ka¨hler metrics we may derive the metric and symplectic 2-form from a Ka¨hler potential,
K, where in this case K = ± log r.
We will now proceed to investigate the isometries of the hyperboloids with these
metrics, by acting with elements of U(1, n). We notice that if constant g ∈ U(1, n) (so
that g†ηg = η) then we will have that
dt +A 7→ ∓ i
2
(
dz†g†ηgz − z†g†ηgdz) = ∓ i
2
(
dz†ηz − z†ηdz) = dt +A. (2.37)
So the elements of U(1, n) will generate isometries of the Bergmann metric. When we
project onto the domain ‖v‖2 < 1 (spacelike) or ‖v‖2 > −1 (timelike) we get isometries
from the elements of SU(1, n), as a mere change of phase gives rise to the same isometry
of the Bergmann metric, it just generates a translation of the t-coordinate. The group
of isometries acts transitively on the domain, and hence we draw the conclusion that
the curvature must be constant. It is useful to look at the stabilizer of some point, for
simplicity (and without loss of generality) we take the origin. We observe that if
g


1
0
...
0

 = reit


1
0
...
0

 , g ∈ SU(1, n), (2.38)
then g ∈ S(U(1)× U(n)) in the spacelike case, so we may identify the domain with the
(symmetric) space of left cosets SU(1, n)/S (U(1)× U(n)). Similarly, for the timelike
case we find the symmetric space SU(1, n)/S (U(1)× U(1, n− 1)).
In this section we have seen how to construct the Bergmann metric in terms of a
suitable projection and an auxiliary complex vector space. The Einstein-Maxwell system
can be expressed in this language by defining
z =

 1∓ ǫ1± ǫ
2ψ

 (2.39)
with the Lagrangian written as
L = √γ
(
3R± 2‖ (∇z)
⊥ ‖2
‖z‖2
)
. (2.40)
We have defined the orthogonal component of a vector quantity A as
A⊥ = A − 〈z, A〉z/‖z‖2. It is clear that from its construction there is much symme-
try in this system and we will be exploiting this fact in the next few sections.
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B. The Divergence Identity.
In this section we give a new proof of the positivity of the electromagnetic general-
ization of Robinson’s identity. In contrast to the proofs given by Bunting [3] and Mazur
[4,5] we do not lean too heavily on the sigma-model formalism but rather use the com-
plex variable embedding of the hyperboloid in complex Minkowski space given in the
previous section. For this section we will work exclusively in the case of a reduction on
a spacelike Killing vector.
It should be noticed that there is some gauge freedom in the above Lagrangian (2.40);
specifically it is unchanged if we multiply z by an arbitrary complex function. This is a
reflection of the fact the construction of the Bergmann metric as a projection of complex
lines. Our Lagrangian gives rise to the following equation of motion:
∇(∇z)⊥ =
( −1
‖z‖2
)(‖(∇z)⊥‖2 + 〈z,∇z〉(∇z)⊥) . (2.41)
When we come to apply this result we will be using the Ernst potentials derived from
the angular Killing vector ∂/∂φ. In consequence the three metric γ will be indefinite
and we shall show it may be written as
γ = −ρ2dt⊗ dt+ Σ(dρ⊗ dρ+ dz ⊗ dz) . (2.42)
Our proof of the positivity of the divergence quantity to be introduced shortly involves
terms such as 〈γab∇az,∇bz〉 etc. The indefiniteness of the metric will not be a problem,
as nothing depends on t, and the metric only appears when contracting the gradient
operator.
The equation of motion implies the expression:
(∇2z)⊥ = 0. i.e., ∇2z =
(
1
‖z‖2
)
〈z,∇2z〉z. (2.43)
As yet we have not made use of our gauge freedom. To begin with we shall use the
freedom we have to normalize z so that ‖z‖2 = −1. In addition we still have the
freedom to multiply z by an arbitrary phase. At any point we can exploit this freedom
to set 〈z,∇z〉 = 0. However, its derivative will not vanish in general. The normalization
we have imposed implies ∇2‖z‖2 = 0. Consequently we have,
〈z,∇2z〉 + 〈∇2z, z〉 = −2‖∇z‖2 = −2‖(∇z)⊥‖2. (2.44)
The last equality coming from the phase gauge condition. Henceforth we will always
impose these two conditions and therefore ∇z = (∇z)⊥ at the point z.
The divergence identity comes from examining the Laplacian of
S = −‖z1 ∧ z2‖2, (2.45)
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where we have extended the inner product to the exterior algebra in the standard man-
ner. The fields z1 and z2 are assumed to obey both the field equation and the gauge
conditions. We might notice that S is invariant under arbitrary changes in phase of z1
and z2. For the moment we point out that the imposition of our phase gauge condition
merely serves to make our calculations simpler: the expansion of S does not depend on
the parallel component of ∇z.
Before we perform the calculation we make the useful observation,
‖z1 ∧ z2‖2 = 1− |〈z1, z2〉|2
= −‖z⊥21 ‖2 ≤ 0. (2.46)
Where z⊥21 is the projection of z1 orthogonal to z2, as such it is orthogonal to a timelike
vector, and is therefore spacelike.
Evaluating ∇2S we find,
∇2S = −〈∇2z1 ∧ z2 + 2∇z1 ∧∇z2 + z1 ∧ ∇2z2, z1 ∧ z2〉
− 〈z1 ∧ z2,∇2z1 ∧ z2 + 2∇z1 ∧∇z2 + z1 ∧ ∇2z2〉
− 2‖∇(z1 ∧ z2)‖2. (2.47)
Making use of Eq. (2.43) we find
∇2S = −2‖z1 ∧ z2‖2(‖∇z1‖2 + ‖∇z2‖2)− 2‖∇(z1 ∧ z2)‖2
− 2〈∇z1 ∧∇z2, z1 ∧ z2〉 − 2〈z1 ∧ z2,∇z1 ∧∇z2〉
= 2|〈z1,∇z2〉+ 〈∇z1, z2〉|2
+2|〈z1, z2〉|2(‖∇z1‖2 + ‖∇z2‖2)
+2〈z1, z2〉〈∇z2,∇z1〉+ 2〈z2, z1〉〈∇z1,∇z2〉. (2.48)
Next we define Ω = ∇(z1 ∧ z2) and evaluate the norm of the following quantities,
〈z1,Ω〉 = −(∇z2 + 〈z1, z2〉∇z1 + 〈z1,∇z2〉z1) (2.49)
and
〈z2,Ω〉 = ∇z1 + 〈z2, z1〉∇z2 + 〈z2,∇z1〉z2. (2.50)
Notice that by construction each is spacelike, being orthogonal to the timelike vectors
z1 and z2 respectively. We find that
‖〈z1,Ω〉‖2 + ‖〈z2,Ω〉‖2 =
(
1 + |〈z1, z2〉|2
) (‖∇z1‖2 + ‖∇z2‖2)
+ |〈z1,∇z2〉|2 + |〈z2,∇z1〉|2
+ 2〈z1, z2〉〈∇z2,∇z1〉+ 2〈z2, z1〉〈∇z1,∇z2〉. (2.51)
Hence
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∇2S = ‖〈z1,Ω〉‖2 + ‖〈z2,Ω〉‖2 + |∇〈z1, z2〉|2
+
(|〈z1, z2〉|2 − 1) (‖∇z1‖2 + ‖∇z2‖2)
+ 〈∇z1, z2〉〈z1,∇z2〉+ 〈∇z2, z1〉〈z2,∇z1〉. (2.52)
It only remains to notice that
|〈∇z1, z2〉〈z1,∇z2〉+ 〈∇z2, z1〉〈z2,∇z1〉| ≤ 2|〈∇z1, z2〉| |〈z1,∇z2〉|
≤ 2‖z⊥21 ‖ ‖z⊥12 ‖ ‖∇z1‖ ‖∇z2‖
≤ (|〈z1, z2〉|2 − 1) (‖∇z1‖2 + ‖∇z2‖2) .
(2.53)
We have made use of the Cauchy-Schwarz inequality on the positive-definite subspaces
orthogonal to z1 and to z2 together with the AM-GM inequality. Putting all this together
we have therefore shown that
∇2S ≥ 0. (2.54)
We have equality if and only if ‖z1 ∧ z2‖ is constant. In particular if z1 and z2 agree up
to a phase anywhere then the constant is zero.
Returning to the Ernst parameterization, we set
z =
1
2
√
X

 1− ǫ1 + ǫ
2ψ

 (2.55)
with the Ernst potentials derived from an angular Killing vector. It is the angular
Killing vector rather than the timelike one that plays an important roˆle in the black
hole uniqueness theorems. We have
ǫ = −X − |ψ|2 + iY, (2.56)
ψ = E + iB. (2.57)
It is worth pointing out that labelling the potentials E and B is conventional, however
they are electric and magnetic potentials with respect to the angular Killing vector. In
consequence E actually determines the magnetic field as it is physically understood, and
B determines the electric field.
The condition ‖z1 ∧ z2‖ = 0 becomes
Xˆ2 + 2(X1 +X2)
(
Eˆ2 + Bˆ2
)
+
(
Eˆ2 + Bˆ2
)2
+
(
Yˆ + 2E1B2 − 2B1E2
)2
4X1X2
= 0. (2.58)
where we have used the abbreviation Aˆ = A2 − A1. Accordingly X1 = X2, Y1 = Y2,
E1 = E2 and B1 = B2. The equality of these quantities will be sufficient to establish
the uniqueness of the solution as a whole.
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C. The Internal Symmetry Transformations for Einstein-Maxwell Theory
We have seen how the Lie group SU(1, 2) acts on the complex hyperboloid
‖z‖ = constant, we now detail these transformations explicitly, these transformations
are the Kinnersley group [6]. It is highly useful to define the involutive automorphism
σ : SU(1, 2)→ SU(1, 2) by σ(A) = ηAη. We are already aware of some of the isometries
of the Bergmann metric, for instance we may add a constant to the twist potential:
ǫ 7→ ǫ+ it,
ψ 7→ ψ, (2.59)
where t is real. This transformation corresponds to the matrix
A =

 1− it/2 −it/2 0it/2 1 + it/2 0
0 0 1

 . (2.60)
with action defined by
r′eit
′

 1ξ′
η′

 = reitA

 1ξ
η

 . (2.61)
The matrix σ(A) generalizes the Ehlers’ transformation [7]:
ǫ 7→ ǫ
1 + itǫ
,
ψ 7→ ψ
1 + itǫ
. (2.62)
Another obvious isometry of the Bergmann metric results from making gauge transfor-
mations to the electric and magnetic potentials:
ǫ 7→ ǫ− 2βψ − |β|2, (2.63)
ψ 7→ ψ + β. (2.64)
This arises from considering the SU(1, 2)-matrix
B =

 1 + |β|2/2 |β|2/2 β−|β|2/2 1− |β|2/2 −β
β β 1

 , β ∈ C. (2.65)
The matrix σ(B) gives rise to the Harrison transformation [8]:
12
ǫ 7→ Λ−1ǫ,
ψ 7→ Λ−1(ψ + βǫ),
Λ = 1− 2βψ − |β|2ǫ. (2.66)
The Harrison transformation is what is required to move from the C-metric to the Ernst
solution. The uniqueness of these two solutions being the primary concern in this paper.
Finally to complete a set of eight generators for the group consider the combined
rescaling of the Killing vector and electromagnetic duality rotation:
ǫ 7→ |α|2ǫ,
ψ 7→ αψ α ∈ C. (2.67)
which corresponds to the matrix
C =

 (α−1 + α) /2 (α−1 − α) /2 0(α−1 − α) /2 (α−1 + α) /2 0
0 0 1

 . (2.68)
The matrix σ(C) corresponds to a redefinition of the parameter α and hence does not
give rise to any new transformations.
III. THE CHARGED C-METRIC
The Vacuum C-metric has a history going back as far as 1918 [9], its electromag-
netic generalization was discovered in 1970 by Kinnersley and Walker [10]. It might
be noted however that this generalization is not simply a Harrison Transformation on
the timelike Killing vector, as is the case for charging up the Schwarzschild solution to
get the Riessner-Nordstrøm black hole. In Sect. IIIA we will be applying the Harrison
transform to the charged C-metric but using the angular Killing vector – This is Ernst’s
solution. To begin with we review the solution determined by Kinnersley and Walker:
g = r2
(
dx⊗ dx
G(x)
− dy ⊗ dy
G(y)
+G(x)dα⊗ dα +G(y)dt⊗ dt
)
(3.1)
with
Ar = (x− y)−1, (3.2)
G(x) = 1− x2 − 2m˜x3 − g˜2x4, (3.3)
m˜ = mA and g˜ = gA. (3.4)
The case g = 0 is the vacuum solution. If we take the limit A→ 0, we discover that
the solution reduces to the Riessner-Nordstrøm solution where m and g are the mass
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and charge of the black hole. We remark that m is not the ADM mass (unless A = 0).
The ADM mass is zero, (the ADM 4-momentum is invariant under boosts and rotations
and therefore must be zero). The quantity A is the acceleration of the world-line r = 0
when m and g are zero. We conclude that the C-metric represents an accelerating black
hole. The charged C-metric has a conical singularity running along the axis. We can
arrange by choosing the periodicity of the angular coordinate appropriately to eliminate
this conical defect from one part of the axis.
Let us label the roots of the quartic equation G(x) = 0 as xi in descending order (we
are considering the case when we have four real roots, see Fig. 1) x4 < x3 < x2 < 0 < x1.
We shall restrict attention to the following ranges for the coordinates.
x ∈ [x2, x1] (3.5)
y ∈ [x3, x2] (3.6)
φ ∈ [ 0, 2π) (3.7)
t ∈ (−∞,∞) (3.8)
where φ is defined by
φ = 1
2
G′(x2)α. (3.9)
The range of φ has been chosen to eliminate the cosmic string on one half of the axis.
This means that 0 < r < ∞, the singularity as r → 0 corresponds to y → −∞
whilst r → ∞ corresponds to the point x = x2, y = x2. There are two horizons that
interest us: a black hole event horizon at y = x3 and an acceleration horizon at y = x2.
In addition there is an inner horizon at y = x4. With these choices we are left with a
cosmic strut being the section of the axis x = x1, x3 < y < x2. The domain of outer
communication is illustrated in Fig. 2.
From the metric we may read off the norm of the Killing bivector, ρ, for the C-metric:
ρ = r2
√
−G(x)G(y). (3.10)
We have imposed the condition that G(x) = 0 have four real roots, this condition defines
a region in the parameter space (m˜, g˜) shown in Fig. 3.
It is a simple matter now to determine the Ernst potentials derived from the angular
Killing vector for the C-metric. They are presented below:
ǫ = −r2G(x)− g˜
2
A2
(x− x2)2, (3.11)
ψ =
g˜
A
(x− x2). (3.12)
(3.13)
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A. Melvin’s Magnetic Universe and The Ernst Solution
In this section we look at the result of performing a Harrison transformation
Eq. (2.66) on Minkowski space and the C-metric. We will be applying the transfor-
mation derived from consideration of the angular Killing vector ∂/∂φ.
Let us write Minkowski space in terms of cylindrical polar coordinates, thus
g = −dt˜⊗ dt˜+ dr ⊗ dr + r2dφ⊗ dφ+ dx⊗ dx. (3.14)
The Ernst potentials derived from the angular Killing vector are
ǫ = −r2, (3.15)
ψ = 0. (3.16)
Performing the Harrison transformation gives the new Ernst Potentials:
ǫ 7→ −r2 (1 + 1
4
B20r
2
)−1
, (3.17)
ψ 7→ 1
2
B0r
2
(
1 + 1
4
B20r
2
)−1
, (3.18)
and hence the new metric is
g = Λ2(−dt˜⊗ dt˜+ dr ⊗ dr + dx⊗ dx) + r2Λ−2dφ⊗ dφ, (3.19)
Λ = 1 + 1
4
B20r
2. (3.20)
The electromagnetic field is given by
F =
B0rdr ∧ dφ(
1 + 1
4
B20r
2
)2 , (3.21)
This solution is Melvin’s Magnetic Universe [11]. The Melvin solution represents a
uniform tube of magnetic lines of flux in stable equilibrium with gravity. The transverse
magnetic pressure balancing the attractive gravitational force.
We now proceed to apply the Harrison transformation to the C-metric, the new Ernst
potentials are easily derived:
ǫ = −Λ−1
(
r2G(x) +
g˜2
A2
(x− x2)2
)
, (3.22)
ψ = Λ−1
(
g˜
A
(x− x2) + B
2
(
r2G(x) +
g˜2
A2
(x− x2)2
))
, (3.23)
with
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Λ =
(
1 +
Bg˜
2A
(x− x2)
)2
+
1
4
B2r2G(x). (3.24)
The metric and electromagnetic field tensor are transformed into (Ernst [12]):
g = Λ2r2
(
dx⊗ dx
G(x)
− dy ⊗ dy
G(y)
+G(y)dt⊗ dt
)
+ r2G(x)Λ−2dα⊗ dα,
(3.25)
F = dψ ∧ dα. (3.26)
The great advantage of performing a Harrison Transformation to the C-metric is
that it allows us to eliminate the conical singularity from the entire axis. We do this
by carefully choosing the parameter B, it turns out that the condition to achieve this is
given by: (
1
Λ2
dG(x)
dx
)∣∣∣∣
x=x2
+
(
1
Λ2
dG(x)
dx
)∣∣∣∣
x=x1
= 0. (3.27)
In the limit mA, gA, gB ≪ 1 this equation reduces to Newton’s Second Law,
gB = mA (3.28)
The Ernst Solution represents a black hole monopole undergoing a uniform acceleration
due to the presence of a cosmological magnetic field. This solution has an electric
counterpart, obtained by performing a duality transformation to the solution. However
instanton considerations concentrate on the magnetic situation, as electron-positron pair
creation will rapidly destroy any electric field capable of producing electrically charged
black hole pairs.
B. The Ernst Solution in terms of Elliptic Functions
In this section we will draw on the properties of elliptic functions. For a brief sum-
mary of all the results we will need and in order to establish our conventions, see Ap-
pendix A.
As we remarked previously the norm of the Killing bivector, ρ for the C-metric (and
Ernst solution) is simply given by:
ρ = r2
√
−G(x)G(y) . (3.29)
The induced metric on the two-dimensional space of orbits of the group action generated
by the the Killing vectors, MII, has the form
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g
II
=
dx⊗ dx
G(x)
− dy ⊗ dy
G(y)
. (3.30)
We may calculate z, the harmonic conjugate to ρ, from the Cauchy-Riemann equations:
√
G(x)
∂ρ
∂x
=
√
−G(y)∂z
∂y
,
√
−G(y)∂ρ
∂y
= −
√
G(x)
∂z
∂x
. (3.31)
This leads to
z =
1
2
r2(G(x) +G(y)) +
1
2
g2(x+ y)2 +
m
A
(x+ y) + constant. (3.32)
We shall denote by zA, zN and zS the images of the acceleration horizon, and the north
and south poles of event horizon. It is also useful to define
k2 =
zN − zS
zA − zS =
(x1 − x2) (x3 − x4)
(x1 − x3) (x2 − x4) . (3.33)
The quantity k turns out to be the modulus of many of the elliptic functions we shall
be using. We will transform coordinates so that
χ
M
=
∫ x
x2
dt√
G(t)
, and
η
M
=
∫ x2
y
dt√−G(t) . (3.34)
The value of M is given by
M2 = e1 − e3 (3.35)
where ei = ℘(ωi), the Weierstrass ℘-function being formed with the invariants g2 and g3
of G given by
g2 =
1− 12g˜2
12
, (3.36)
g3 =
1 + 36g˜2 − 54m˜2
216
. (3.37)
Letting ζ = χ + iη we notice that f(ζ) = z(ζ) − iρ(ζ) is an analytic function defined
on MII, the (two-dimensional section of) the domain of outer communication. In these
coordinates the domain of outer communication a rectangle in the complex ζ-plane. We
now use Schwarz reflection in the boundaries (where ρ = 0), see Fig. 4, to analytically
extend this function to all values of ζ .
On each rectangle f(ζ) takes the value indicated (and by the permanence of func-
tional relations under analytic continuation they apply everywhere). We may pro-
ceed to reflect in the new boundaries, what we find is that f(ζ) = f(ζ + 2K) and
f(ζ) = f(ζ + 2iK ′) where
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KM
=
∫ x1
x2
dt√
G(t)
and
K ′
M
=
∫ x2
x3
dt√−G(t) (3.38)
and hence f is an even doubly periodic meromorphic function, i.e., a map between two
compact Riemann surfaces, namely a torus, T and the Riemann sphere C∞.
Applying the Valency theorem, we deduce that f is exactly n-1 for some n (and
n ≥ 2 as the sphere and torus are not homeomorphic). We can find n by examining
the pre-image of infinity, f−1{∞} = {0}. We must work out the multiplicity, a simple
calculation tells us:
f(ζ) =
2L2
ζ2
+O(1) (3.39)
with M = AL. There is a second order pole at ζ = 0. Therefore f : T → C∞ is exactly
2-1. Clearly f restricted to MII, f |MII :MII → {z − iρ|ρ > 0} is 1-1.
As the map f is a doubly periodic even meromorphic function, another application
of the Valency theorem shows that any analytic map : T → C∞ can be expressed in
terms of the Weierstrass ℘-function and its derivative. Our map is especially simple
f(ζ) = 2L2(℘Ω(ζ) + α), α some real constant, (3.40)
Ω = 2KZ+ 2iK ′Z. (3.41)
Without loss of generality we set α = 0. The critical points of ℘Ω(ζ) are the four corners
of MII where ℘′Ω(0) = ∞ and ℘′Ω(K) = ℘′Ω(iK ′) = ℘′Ω(K + iK ′) = 0, this follows from
the observation that the mapping fails to be conformal at these points, or alternatively
by noticing it as a particular property of the ℘-function. We remark that ℘′Ω(ζ) is
exactly 3-1 and we have three points where ℘′Ω(ζ) = 0 and three (coincident) points
where ℘′Ω(ζ) = ∞. Hence we have found all the critical points of the map. Except at
the critical points, the function f |MII is invertible and we conclude that (ρ, z) provide a
coordinate system for the domain.
We now write the solution in terms of the coordinates (χ, η), after defining κ = G′(x2)
and
q =
κg˜
AM2
=
κg˜L
M3
(3.42)
we have
√
G(x) =
−G′(x2)℘′(χ/M)
4
(
℘(χ/M)− 1
24
G′′(x2)
)2 = κ snχ cnχ dnχ2M (cn2 χ+D sn2 χ)2 (3.43)
x− x2 = G
′(x2)
4
(
℘(χ/M)− 1
24
G′′(x2)
) = κ sn2 χ
4M2 (cn2 χ+D sn2 χ)
(3.44)
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and √
−G(y) = κ sn η cn η dn η
2M (1−D sn2 η)2 (3.45)
y − x2 = −κ sn
2 η
4M2 (1−D sn2 η) (3.46)
for the constant D = (1 + k′2)/3−G′′(x2)/24M2.
The metric takes the form
g = −V dt⊗ dt+Xdφ⊗ dφ+ Σ(dχ⊗ dχ + dη ⊗ dη) (3.47)
where
X =
4L2(1−D sn2 η)2 sn2 χ cn2 χ dn2 χ
Λ2 (cn2 χ+D sn2 χ)2 (sn2 χ+ sn2 η cn2 χ)2
(3.48)
V =
4Λ2L2 (cn2 χ+D sn2 χ)
2
sn2 η cn2 η dn2 η
(sn2 χ+ sn2 η cn2 χ)2 (1−D sn2 η)2 (3.49)
Σ =
16Λ2L2 (cn2 η +D sn2 η)
2
(1−D sn2 η)2
κ2 (sn2 χ + sn2 η cn2 χ)2
(3.50)
Λ =
(
1 +
B0q sn
2 χ
8(cn2 χ+D sn2 χ)
)2
+
B0
2L2 (1−D sn2 η)2 sn2 χ cn2 χ dn2 χ
(cn2 χ+D sn2 χ)2 (sn2 χ+ sn2 η cn2 χ)2
(3.51)
ρ =
4L2 snχ cnχ dnχ sn η cn η dn η
(sn2 χ + sn2 η cn2 χ)2
(3.52)
and
z − iρ = 2L2℘(χ+ iη). (3.53)
We have written B0 for the Harrison transformation parameter above and reserve B for
the magnetic potential. The ℘-function is with respect to the lattice 2KZ + 2iK ′Z, so
that 2L2 = zA − zS. In addition the magnetic field is given by
F = dE ∧ dφ (3.54)
with
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E =
1
Λ
(
q sn2 χ
4(cn2 χ +D sn2 χ)
+
2B0L
2 (1−D sn2 η)2 sn2 χ cn2 χ dn2 χ
(cn2 χ +D sn2 χ)2 (sn2 χ + sn2 η cn2 χ)2
+
B0q
2 sn4 χ
32 (cn2 χ+D sn2 χ)2
)
. (3.55)
We will need to investigate the behaviour of X , E and ρ near the axis χ = 0, we find
X = O(χ2) (3.56)
E = O(χ2) (3.57)
and
ρ =
4L2 cn η dn η
sn3 η
χ+O
(
χ3
)
. (3.58)
Near the other axis χ = K we discover, setting u = K − χ,
X = O(u2), (3.59)
E =
2
B0 + 8D/q
+O(u2) (3.60)
and
ρ = 4L2k′2 sn η cn η dn η u+O
(
u3
)
. (3.61)
Near infinity, setting χ = R−1/2 sin θ and η = R−1/2 cos θ, we have
X =
4
B04L2 sin
2 θ
1
R
+O
(
1
R2
)
(3.62)
and
E =
2
B0
− 2
B03L2 sin
2 θ
1
R
+O
(
1
R2
)
. (3.63)
Finally we find that ρ behaves as
ρ = 4L2 sin θ cos θR +O
(
1
R
)
. (3.64)
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C. The C-metric in terms of Elliptic Functions
As a special case of the previous section we set the cosmological magnetic field B0
to zero. Doing so leads to a different behaviour near infinity. We find that
X = O
(
χ2
)
(3.65)
E = O
(
χ2
)
(3.66)
close to the axis χ = 0. Near the other axis u = 0 with u = K − χ,
X = O
(
u2
)
(3.67)
E =
q
4D
+O
(
u2
)
(3.68)
whilst near infinity the behaviour is quite different from that of the Ernst Solution, and
we have
X = 4L2 sin2 θ R +O(1) (3.69)
E =
q
4 sin2 θ
1
R
+ O
(
1
R2
)
(3.70)
We will therefore need to impose different boundary conditions to prove the uniqueness
of this solution. This will be done in Subsect. VIA2.
IV. DETERMINATION OF THE PARAMETERS OF THE ERNST SOLUTION
We now present a couple of technical lemmas that will enable us to determine the
parameters m˜ and g˜ from an Ernst solution by looking closely at its behaviour on the
axis and as one goes off towards infinity. This will be important for our discussion of
the uniqueness theorems in the next sections. Given a candidate spacetime we need to
find an Ernst solution that coincides asymptotically (and to the right order) on the axis
and off towards infinity. In addition to complete the uniqueness result we need to have
both solutions defined on a common domain. This means that the quantity k defined
by Eq. (3.33) must be the same for each solution. If we can find such an Ernst solution
then we may use the divergence identity from Sect. II B to prove the uniqueness of the
Ernst solution.
The boundary conditions we will need determine B0 directly. The quantities L and
q/D may be regarded as given. In addition, as we have just remarked we may assume
knowledge of k the modulus of the elliptic functions.
We break the proof into two lemmas. Firstly we prove that the parameters D and k
uniquely determine m˜ and g˜.
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Lemma. Given the modulus k ∈ (0, 1) and D ∈ [0, k′], where k′ is the complementary
modulus there exist values of m˜ and g˜ such that
g(χ) =
κ snχ cnχ dnχ
2M(cn2 χ+D sn2 χ)2
=
√
G(x) =
√
1− x2 − 2m˜x3 − g˜2x4 (4.1)
where
dx√
G(x)
=
dχ
M
, (4.2)
the values of M and κ being determined from D and k.
Proof: To begin with we investigate the turning points of g(χ) for χ ∈ [K/2, K]. We
therefore differentiate:
2M
κ
dg(χ)
dχ
=
cn2 χ dn2 χ
(cn2 χ+D sn2 χ)2
− sn
2 χ dn2 χ
(cn2 χ+D sn2 χ)2
− k
2 sn2 χ cn2 χ
(cn2 χ+D sn2 χ)2
− 4(D − 1) sn
2 χ cn2 χ dn2 χ
(cn2 χ+D sn2 χ)3
. (4.3)
Setting this equal to zero we find that
D =
3 sn2 χ0 cn
2 χ0 dn
2 χ0 + cn
4 χ0 dn
2 χ0 − k2 sn2 χ0 cn4 χ0
3 sn2 χ0 cn2 χ0 dn
2 χ0 + sn4 χ0 dn
2 χ0 + k2 sn4 χ0 cn2 χ0
. (4.4)
We shall now prove that D ∈ [0, k′] is in one to one correspondence with the values
χ0 ∈ [K/2, K]. On this region sn2 χ0 varies monotonically from 1/(1 + k′) to unity. We
make the substitutions:
sn2 χ0 = S (4.5)
cn2 χ0 = 1− S (4.6)
dn2 χ0 = 1− k2S (4.7)
Note that when S = 1/(1 + k′), D = k′ and when S = 1, we find D = 0. We now prove
that D(S) is monotonic decreasing:
dD
dS
= − h(k, S)
S2 [3− 2(1 + k2)S + k2S2]2 (4.8)
where the function h(k, S) is defined by
h(k, S) = 3− 4(1 + k2)S + 2(2k4 + k2 + 2)S2 − 4k2(1 + k2)S3 + 3k4S4
= (1− k2S2)2 + 2[1− (1 + k2)S + k2S2]2 + 2(1− k2)2S2 ≥ 0 (4.9)
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with equality if and only if S = 1 and k = 1. This establishes the strict monotonicity.
Hence we may write χ0 = χ0(D). Next we calculate M
2 by using G′′(0) = −2, i.e.,
2
d2 log g(χ)
dχ2
∣∣∣∣
χ=χ0
= − 2
M2
. (4.10)
This equation can be written (on eliminating D) as
√
snχ0 cnχ0 dnχ0
d2
dχ20
(
1√
snχ0 cnχ0 dnχ0
)
=
1
2M2
(4.11)
in terms of the variable S introduced earlier we have,
1
M2
=
(1− k2S2)2 + 2[1− (1 + k2)S + k2S2]2 + 2(1− k2)2S2
2S(1− S)(1− k2S) (4.12)
The functionM2 is monotonically decreasing on S ∈ [1/(1+k′), 1] i.e., on χ0 ∈ [K/2, K]
with M2(1) = 0 and
M2
max
=
1
1 + k′2
. (4.13)
The derivative with respect to S of M2 is given by
dM2
dS
=
6(1− k2S2)(k′2 + k2(1− S)2)(1− S(1 + k′))(1− S(1− k′))
((1− k2S2)2 + 2[1− (1 + k2)S + k2S2]2 + 2(1− k2)2S2)2 ≥ 0. (4.14)
We have equality only when χ0 = K/2.
Having found χ0 and M
2 we may read off κ by noting that G(0) = 1, thus
κ =
2M(cn2 χ0 +D sn
2 χ0)
2
snχ0 cnχ0 dnχ0
. (4.15)
We may now go on to find the value of g˜. We use the relation (A7) that
1− 12g˜2 = 1
2
M4
[
(ǫ1 − ǫ2)2 + (ǫ2 − ǫ3)2 + (ǫ3 − ǫ1)2
]
=M4(1− k2 + k4)
=M4(1− k′2 + k′4). (4.16)
We have already seen that M2 ≤ 1/(1 + k′2). Hence the RHS of Eq. (4.16) is bounded
above by
1− 3k
′2
(1 + k′2)2
≤ 1. (4.17)
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That is to say the value g˜ is uniquely determined. We now make use of the discriminant
expression (A8) to write
(ǫ1 − ǫ2)2(ǫ2 − ǫ3)2(ǫ3 − ǫ1)2
((ǫ1 − ǫ2)2 + (ǫ2 − ǫ3)2 + (ǫ3 − ǫ1)2)3
=
g2
3 − 27g32
54g23
(4.18)
i.e.,
54k4k′4
(1 + k4 + k′4)3
=
(1− 12g˜2)3 − (1 + 36g˜2 − 54m˜2)2
(1− 12g˜2)3 . (4.19)
This determines m˜. Observe that the LHS takes values between [0, 1] attaining its upper
bound only when k2 = 1/2. We take
54m˜2 = 1 + 36g˜2 −
[
1− 54k
4k′4
(1 + k4 + k′4)3
]1/2
(1− 12g˜2)3/2 (4.20)
for k2 ≤ 1/2 and
54m˜2 = 1 + 36g˜2 +
[
1− 54k
4k′4
(1 + k4 + k′4)3
]1/2
(1− 12g˜2)3/2 (4.21)
when k2 ≥ 1/2. This is because when k → 0 our solutions lie on the line given by
Eq. (4.20) while when k → 1 they satisfy Eq. (4.21), see Fig. 3. Continuity then
determines which solution to take as we increase k from zero to one. 
Thus it suffices to find D from the quantities directly read off from the boundary
conditions. These being L and q/D. For the next Lemma it is useful to define
∆ =
q
DL
=
κg˜
M3D
(4.22)
which we may assume is given.
Lemma. Given the modulus k and the quantity ∆2 defined by
∆2(D) =
κ2g˜2
M6D2
, (4.23)
we can invert to give D = D(∆2) provided
∆2 ≥ 16(1 + 3k
′2 + k′4)
(1 + k′)2
. (4.24)
Proof: Firstly we show that
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∆2(k′) =
16(1 + 3k′2 + k′4)
(1 + k′)2
(4.25)
rising monotonically to infinity. To see that ∆2 is increasing on S ∈ [1/(1 + k′), 1], we
examine its derivative. We find
d∆2
dS
=
64(1− (1− k′)S)((1 + k′)S − 1)f(k, S)h(k, S)
S2(1− S)2 (1− k2S2 + 2k′2S)3 (1− S2 + k′2 + (1 + k2) (1− S)2)3 (4.26)
where we have defined
f(k, S) = −3 + (16− 20k2)S + (36− 36k2 + 28k4)S2
+
(
8 + 48k2 + 44k4 − 8k6)S3 + (−4 − 12k2 − 50k4 − 44k6 − 4k8)S4
+
(
8k2 + 36k6 + 24k8
)
S5 +
(−4k4 + 4k6 − 20k8)S6 + 4k8S7 − k8S8.
(4.27)
We may write f(k, S) in an explicitly non-negative form for S, k ∈ [0, 1],
f(k, S) = 1 + 2
(
1− S + 5k′2S)2 + 2 (2 + 11k2 + 11k′2k2)S2
+ 4
(
18k2 + 5k4 + 2k′6
)
S3(1− S)5
+
(
4k2k′6 + 24k′4 + 12k′2 + 256k2k′2
+96k4k′2 + 28k2 + 318k4
)
S4(1− S)4
+
(
440k2k′2 + 220k4k′2 + 8k8 + 460k4 + 64
)
S5(1− S)3
+
(
28 + 28k′2 + 560k′2k2 + 232k′2k4 + 364k4 + 28k8
)
S6(1− S)2
+
(
24 + 216k′2k2 + 100k4k′2 + 128k4 + 20k8
)
S7(1− S)
+
(
1 + 3k′8 + 28k2k′2 + 28k2
)
S8 ≥ 0. (4.28)
Thus we have proved that the derivative of ∆2 is non-negative on the required domain
and as it is clearly non-constant the derivative has isolated zeros (being analytic in S),
therefore we may conclude that k and the value of ∆2 in the range [∆2(k′),∞) uniquely
determine the mass and charge parameters, m˜ and g˜ for a suitable Ernst solution. Hav-
ing done so we may then constructM which in turn determines the acceleration from the
relation A = M/L. Thus we have one constraint on the range of the parameters repre-
senting the Ernst solution when we write it in terms of the elliptic functions introduced,
namely
∆2 ≥ 16 (1 + 3k
′2 + k′4)
(1 + k′)2
. (4.29)
It remains an open question whether there exists other solutions to the Einstein-Maxwell
system that behave asymptotically like the Ernst solutions that violate this condition
which have no naked singularities or other serious defects.
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V. BLACK HOLE UNIQUENESS THEOREMS FOR THE ERNST SOLUTION
AND C-METRIC
The uniqueness theorems we will be presenting for the C-metric and Ernst solutions
are schematically identical to the proof of the uniqueness theorem for the Kerr-Newman
black hole. However, the devil is in the details. The most difficult complication arises
because of the presence of another horizon: the acceleration horizon. The boundary
conditions are then given on five distinct regions: two horizons, two sections of the
axis and at infinity. Infinity will be represented as a single point on the boundary
after a suitable transformation of coordinates. The other portions of the boundary
form a rectangle in these coordinates. The fact that not all rectangles are conformally
homeomorphic will be the major complicating factor. Contrast this situation with what
happens in the Kerr-Newman uniqueness theorem. In this case there are four parts to
the boundary, this is represented by a semi-infinite rectangle, the non-existent fourth
side mathematically describes arbitrarily large distances. By a simple scale and an
appropriate translation any two such rectangles may be made to coincide.
The uniqueness theorems work by comparing two solutions defined on the same
domain, and this is why it is important that the two domains should be conformally
homeomorphic, one then uses the divergence result from Sect. II B to prove uniqueness.
We will be making use of the theory of Riemann surfaces in our deliberations. Rie-
mann surface theory is a valuable asset when it comes to investigating the introduction
of Weyl coordinates, a necessary step in the theorem. We have already seen in the last
few sections how effective the application of Riemann surface theory and elliptic function
theory was to the description of the C-metric and Ernst solution. We will be making
use of these functions once again when it comes to presenting the appropriate boundary
conditions to cause the vanishing of the boundary integral arising from applying Stokes’
theorem to the divergence result.
One might wonder whether it is really necessary to use the elliptic functions. Might
there be some benefit from using the (x, y) coordinates that we used when we first wrote
down the C-metric? The problem with this idea is that for a candidate spacetime we
would need to determine m˜ and g˜ before we could expand the solution near the axis
or near infinity. However, the problem of determining these quantities is extremely
difficult, especially when one hasn’t yet constructed the x and y coordinates. This is
why we really do need to introduce the elliptic functions at an early stage.
A. Hypotheses
In this section we set down in detail the hypotheses will be assuming in order to
establish our uniqueness result. The main differences with the Kerr-Newman black hole
uniqueness theorem occur in the boundary conditions and the overall horizon structure
we will be assuming. It turns out that the different horizon structure makes proving a
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uniqueness result much more difficult and necessitates the use of elliptic functions and
integrals.
Below we present the hypotheses we will be using for the rest of this chapter:
• Axisymmetry: There exists a Killing vector m such that Lmg = 0, and LmF = 0
which generates a one-parameter group of isometries whose orbits are closed space-
like curves.
• Stationarity: There exists a Killing vector K such that LKg = 0, and LKF = 0
which generates a one-parameter group of isometries which acts freely and whose
orbits near infinity are timelike curves.
• Commutivity: [K,m] = 0.
• Source-free Maxwell equations dF = 0 and δF = 0 together with the Einstein
equations Rab = 8πTab where
Tab =
1
4π
(
FacFb
c − 1
4
gabFcdF
cd
)
. (5.1)
• The domain of outer communication is connected and simply-connected.
• The solution has the same horizon structure as the Ernst Solution (and C-metric).
• For the Ernst solution uniqueness result we assume the solution is asymptotically
Melvin’s Magnetic Universe, whereas we assume asymptotic flatness when we come
to prove the uniqueness of the C-metric.
• Boundary conditions (See Sect. VIA).
B. The Generalized Papapetrou Theorem
Following Carter [13,14], we shall prove that there exist coordinates t and φ defined
globally on the domain of outer communication so that the metric takes a diagonal form
with the Killing vectors K = ∂/∂t and m = ∂/∂φ. In addition we will prove that
the electromagnetic field tensor can be derived from a vector potential satisfying the
appropriate circularity and invariance conditions.
Our starting point is to make the remark that for a Killing vector K, the Laplacian
−(δd + dδ) acting on k, reduces to δdk = 2R(k). Here R(k) = RabKaeb is the Ricci
form with respect to k. We calculate
δ(k ∧ dk) = −LK(dk)− k ∧ δdk
= −2k ∧R(k) . (5.2)
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Hence
δ(k ∧m ∧ dk) = Lm(k ∧ dk) +m ∧ δ(k ∧ dk)
= 2k ∧m ∧R(k) . (5.3)
Now the energy-momentum 1-form of the electromagnetic field with respect to k is given
by the formula:
T (k) =
1
4π
(
∗(iKF ∧ ∗F )− 1
2
∗(F ∧ ∗F )k
)
. (5.4)
Let us now calculate k ∧m ∧ F . Using LKF = LmF = 0 and δF = 0 we have
δ(k ∧m ∧ F ) = −LK(m ∧ F )− k ∧ δ(m ∧ F )
= k ∧ LmF + k ∧m ∧ δF = 0. (5.5)
Hence k ∧m ∧ F = cη, for some constant c and η the volume form. The boundary
condition that m→ 0 as one approaches the axis requires c = 0, thus proving
k ∧m ∧ F = 0. (5.6)
Another way to express this is iKim∗F = 0. We will also need to examine the analogous
quantity iKimF . We have
diKimF = LKimF − iKLmF + iKimdF = 0. (5.7)
Using the axis-boundary condition again we see that
iKimF = 0. (5.8)
Now use the fact that k ∧m ∧ T (k) = −∗iKim∗T (k), but
4π imiK∗T (k) = im(−iKF ∧ iK∗F )
= iKimF ∧ iK∗F − iKF ∧ iKim∗F = 0. (5.9)
That is to say k ∧m ∧ T (k) = 0. Einstein’s equation, then proves from Eq. (5.3) that
k ∧m ∧ dk = ckη and k ∧m ∧ dm = cmη. The constants ck and cm are then seen be
zero by another application of the boundary condition form on the axis. Let us proceed
to define 1-forms α and β by the following:
α = im
(
k ∧m
ρ2
)
β = −iK
(
k ∧m
ρ2
)
(5.10)
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where
ρ2 = iKim(k ∧m). (5.11)
As before, ρ is the norm of the Killing bivector. Notice that by construction we have
LKα = Lmα = 0,
LKβ = Lmβ = 0, (5.12)
and also that
iKα = 1, imα= 0,
iKβ = 0, imβ= 1. (5.13)
Together these imply
iKdα = imdα = iKdβ = imdβ = 0. (5.14)
The integrability conditions we have established may be rewritten as
k ∧m ∧ dα = 0 and k ∧m ∧ dβ = 0. (5.15)
Evaluating
iKim(k ∧m ∧ dα) and iKim(k ∧m ∧ dβ) (5.16)
we find
ρ2dα = 0 and ρ2dβ = 0. (5.17)
Thus we may write
α = dt and β = dφ (5.18)
in the Domain of Outer Communication, which we have assumed is simply-connected.
Summarizing, we have shown the existence of coordinates t and φ satisfying:
k ∧m ∧ dt = 0, iKdt = 1, imdt = 0,
k ∧m ∧ dφ = 0, iKdφ = 0, imdφ = 1. (5.19)
Turning to the electromagnetic field, Eq. (5.6) implies that F takes the form
F = α ∧ γ + β ∧ ǫ. (5.20)
Making the replacements:
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γ 7→ γ − iKγ α− imγ β,
ǫ 7→ ǫ− iKǫα− imǫβ, (5.21)
we see that F changes to
F 7→ F + (−imγ + iKǫ)α ∧ β. (5.22)
However, Eq. (5.8) implies
iKimF = −imγ + iKǫ = 0. (5.23)
Thus, we may assume without loss of generality that
iKγ = 0, imγ = 0,
iKǫ = 0, imǫ = 0. (5.24)
Maxwell’s equation dF = 0 and the invariance of F under the action of the isometries
generated by the Killing vectors reduce to the pair of equations:
diKF = 0, and dimF = 0. (5.25)
Hence we may introduce electrostatic potentials according to
iKF = γ= −dΦ, (5.26)
imF = ǫ= −dΨ. (5.27)
with the potential function Φ for the electric field and Ψ for the magnetic field. It is
now a simple matter to define an electromagnetic vector potential A with F = dA by
setting
A = Φα+Ψβ. (5.28)
It is now straightforward to verify that this vector potential satisfies the circularity and
invariance conditions:
k ∧m ∧A = 0 and LKA = LmA = 0. (5.29)
In the next section we will look at how to find a set of coordinates that cover the
entire Domain of Outer Communication. This involves using the t and φ coordinates
we have just found together with the quantity ρ and its harmonic conjugate which shall
denote by z.
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C. Global Coordinates on the Domain of Outer Communication
In contrast to Carter’s proof of the uniqueness for the Kerr-Newman black hole we
will be exploiting the theory of Riemann surfaces to justify the introduction of Weyl coor-
dinates on the Domain of Outer Communication. Previously this step in the uniqueness
theorems has been done using Morse theory, however results in Morse theory rely heavily
on complex variable methods and one should not be too surprised that the application
of Riemann surface theory can successfully be used to prove the result we need. We have
already seen how useful Riemann surface theory is when we discussed the C-metric and
Ernst solution in Sects. III B and IIIC.
There is a natural induced two-dimensional metric on the space of orbits of the two-
parameter isometry group generated by the Killing vectors K and m. DefineMII as the
space of generic orbits (i.e., two-dimensional orbits) of the isometry group acting on the
Domain of Outer Communication. We remark that the fixed point set of the isometry
group generated by ∂/∂φ is a closed subset of the spacetime. We call this set the axis .
Notice too thatMII is open, connected and non-empty. It is contained in the Hausdorff
topological space consisting of all orbits of the isometry group acting on the spacetime.
It is therefore non-compact (a compact subset of a Hausdorff space is closed, but ifMII
were both open and closed then it must be equal to the entire Hausdorff space, as the
space of all orbits is connected, and therefore the axis would have to be empty which is
not the case). Let the induced metric on MII be written
g˜
II
= g˜
IIαβdx
α ⊗ dxβ. (5.30)
Since any two-dimensional metric is conformally flat, we can introduce 1-forms E1,E2
such that
g˜
II
= Σg
II
= Σ(E1 ⊗E1 +E2 ⊗E2) (5.31)
and Σ(p) 6= 0 for p ∈ MII and where g
II
is flat. Take p a base point in MII. Since
(MII, g
II
) is flat and simply connected, its holonomy is trivial, and we may parallely
transport the 1-forms E1 and E2 to all other points in MII using
dEα = 0. (5.32)
Now, as the fundamental group π1(MII) = {1 } we deduce that there exists scalars u, v
such that
E1 = du and E2 = dv. (5.33)
Combining u and v into a complex quantity ζ = u+ iv we see that we have a complex-
valued function on the manifold MII, which need not be injective. However if q ∈ MII
then there is an open neighbourhood U of q such that ζ |U : U → ζ(U) is one to one and
hence MII is a Riemann surface.
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The quantities u and v do not necessarily constitute a coordinate system for the
space MII as the map ζ on MII fails to be injective in general. However we will show
that ρ and its harmonic conjugate are better behaved in this respect.
Let us consider the Einstein field equation for ρ. We will assume the metric has been
put in the form
g = −V dt⊗ dt+W (dφ⊗ dt+ dt⊗ dφ) +Xdφ⊗ dφ+ g˜
II
. (5.34)
Explicitly we have ρ2 = XV +W 2. Define
(hAB) =
(−V W
W X
)
and
(
hAB
)
=
1
ρ2
(−X W
W V
)
, (5.35)
then ρ2 = − det (hAB). The Ricci tensor can be calculate, in particular we find
4RABh
AB = − 1
2ρ
∇α (ρhAB∇αhAB) = −1
ρ
∇2ρ, (5.36)
where A and B refer to the t and φ coordinates whilst the covariant derivatives are with
respect to the induced metric on the orbit space. Defining
Eα = Ftα and Bα = Fφα (5.37)
we have
4Rtt = 2E.E +
1
2
V F 2, (5.38)
4Rtφ = 2E.B − 12WF 2, (5.39)
4Rφφ = 2B.B − 12XF 2, (5.40)
where we have set
F 2 = 2(−XE.E + 2WE.B + VB.B)ρ−2. (5.41)
Evaluating
− 1
ρ
∇2ρ = 1
ρ2
(−4RttX + 2 4RtφW + 4RφφV ) = 0. (5.42)
So we have shown that ρ is harmonic. Now any harmonic map may be written as the
real or imaginary part of an analytic function, we therefore choose to write
f(ζ) = z(ζ)− iρ(ζ); f analytic, (5.43)
so that z(ζ) is determined up to a constant by integrating the Cauchy-Riemann equa-
tions.
We are now in a position to apply the Riemann Mapping Theorem:
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The Riemann Mapping Theorem. Any simply-connected Riemann Surface is con-
formally homeomorphic to either
(i) The Riemann Sphere C∞,
(ii) The complex plane C or
(iii) The unit disc ∆.
We remarked earlier thatMII is not compact, soMII in not conformally homeomor-
phic to the Riemann Sphere. It is easy to see thatMII is not conformally homeomorphic
to C either. For suppose it were, consider the function
φ(ζ) =
1
f(ζ)− i , (5.44)
as ρ > 0 on MII this is a bounded entire function and hence by Liouville’s theorem φ
(and hence f) must be constant. So we are led to
MII ∼= ∆. (5.45)
We may assume from now on that ζ takes values on the unit disc, ∆. Next we make
use of the asymptotically Melvin nature of the spacetime (the following also holds for
asymptotically flat solutions):
In coordinates where the point at infinity has a neighbourhood conformally homeo-
morphic to the half-disc, with the point at infinity its centre, the function f should have
a simple pole.
This follows easily by expanding the Melvin solution near infinity. We therefore map
the unit disc to the lower half-plane by means of a Mo¨bius transformation, we will be
able to extend f to the real axis, where it takes purely real values. Next we apply
Schwarz reflection in this axis to analytically extend the map to the entire Riemann
Sphere. Having defined f on the Riemann Sphere allows us to make use of the Valency
Theorem.
We consider the pre-image of infinity to work out the valency of the map, we have
already remarked that f only has a simple pole and so by an application of the Valency
Theorem the map f must be univalent, i.e., injective. Hence we have established that the
coordinates (ρ, z) provide a diffeomorphism from MII to the space ρ > 0, and therefore
ρ and z may be employed as a coordinate system for the spacetime:
g = −V dt⊗ dt+W (dφ⊗ dt+ dt⊗ dφ) +Xdφ⊗ dφ+ Σ(dρ⊗ dρ+ dz ⊗ dz)
(5.46)
A = Φdt+Ψdφ. (5.47)
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VI. DETERMINATION OF THE CONFORMAL FACTOR
We will show in this section that the conformal factor Σ decouples from the other
equations, and for a general harmonic mapping of the type we are discussing can be found
through quadrature, provided the harmonic mapping equations are themselves satisfied.
In order to see this we make the dimensional reduction from three dimensions to two.
We suppose that we have already made a dimensional reduction from four dimensions to
three by exploiting the angular Killing vector, introducing Ernst potentials appropriately.
The effective Lagrangian then takes the form:
L =
√
|γ|
(
3R − 2γijGAB ∂φ
A
∂xi
∂φB
∂xj
)
. (6.1)
where the three metric is given by:
γ = −ρ2dt⊗ dt + Σ(dρ⊗ dρ+ dz ⊗ dz) . (6.2)
Performing the dimensional reduction on the Killing vector ∂/∂t, using ∇2ρ = 0 (w.r.t.
the two-dimensional metric) and dropping a total divergence we find the effective La-
grangian is
L =
√
g
II
gαβ
II
(
1
Σ
∂Σ
∂xα
∂ρ
∂xβ
− 2ρGAB ∂φ
A
∂xα
∂φB
∂xβ
)
. (6.3)
We have also discarded a term proportional to the Gauss curvature of the two dimen-
sional metric. This term makes no contribution to the Einstein equations (the two
dimensional Einstein tensor being trivial) nor does it contribute to the harmonic map-
ping equations. The Einstein equations, derived from variations with respect to the
metric g
II
are easily derived:
1
Σ
∂Σ
∂z
= 4ρGAB
∂φA
∂z
∂φB
∂ρ
, (6.4)
1
Σ
∂Σ
∂ρ
= 2ρGAB
(
∂φA
∂ρ
∂φB
∂ρ
− ∂φ
A
∂z
∂φB
∂z
)
. (6.5)
Variations with respect to the φA yield the harmonic mapping equation:
∇. (ρGAB∇φB)− ρ
2
∂GBC
∂φA
∇φB.∇φC = 0. (6.6)
This equation can be re-written as
∇. (ρGAB∇φB)− ρΓDACGBD∇φB.∇φC = 0. (6.7)
where ΓDAC is the Christoffel symbol derived from the metric G on the target space.
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Multiplying Eq. (6.6) by ∂φA/∂z leads to
∂
∂z
(ρGAB)
[
∂φA
∂ρ
∂φB
∂ρ
− ∂φ
A
∂z
∂φB
∂z
]
= 2
∂
∂ρ
(ρGAB)
∂φA
∂z
∂φB
∂ρ
+ 2ρGAB
[
∂2φB
∂ρ2
+
∂2φB
∂z2
]
∂φA
∂z
. (6.8)
It is now a simple matter to calculate the integrability condition for Σ:
1
2
(
∂
∂z
∂
∂ρ
log Σ− ∂
∂ρ
∂
∂z
log Σ
)
=
∂
∂z
(ρGAB)
[
∂φA
∂ρ
∂φB
∂ρ
− ∂φ
A
∂z
∂φB
∂z
]
− 2 ∂
∂ρ
(ρGAB)
∂φA
∂z
∂φB
∂ρ
− 2ρGAB
[
∂2φB
∂ρ2
+
∂2φB
∂z2
]
∂φA
∂z
= 0. (6.9)
We have shown that Σ may be found once the harmonic mapping problem is solved.
Finally we remark that the overall scale of Σ is determined by the asymptotic conditions.
A. Boundary Conditions
In Sect. II B we proved the divergence result (3)∇2S ≥ 0. The implied metric is given
by
γ = −ρ2dt⊗ dt+ Σ(dρ⊗ dρ+ dz ⊗ dz) . (6.10)
In this system nothing depends on t. The divergence result can then be written as
(2)∇.(ρ∇S) ≥ 0. In this section we present appropriate boundary condition that will be
sufficient to make ∫
∂MII
ρ∗dS = 0. (6.11)
As a consequence of Stokes’ theorem, this implies (3)∇2S = 0 throughout the domain
of outer communication. From what we learnt in Sect. II B this proves that S is constant.
This constant will be seen to be zero, since the solutions agree at infinity. This then
proves uniqueness.
The boundary conditions for the Ernst solution and the C-metric are presented
seperately due to their different behaviour near infinity. Provided that a candidate
solution obeys these conditions and the horizon structure coincides with that of the
C-metric, we may deduce that our candidate solution is described mathematically by
either an appropriate Ernst Solution or C-metric.
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Having introduced Weyl coordinates to describe the candidate solution we may eval-
uate k the modulus of the elliptic functions by Eq. (3.33) from which we can construct
K and K ′ by Eqs. (A26) and (A27). We may then use Eq. (3.40) with 2L2 = zA− zS to
relate (χ, η) to the coordinates (ρ, z) with respect to which we may assume the spacetime
metric has been expressed. Once we have expressed the solution with respect to these
new coordinates we may use the analysis in Sect. IV to select an appropriate Ernst Solu-
tion to act as the other solution in the uniqueness proof. The vanishing of the boundary
integral will then allow us to conclude that the two solutions are identical.
In these coordinates the integral expression becomes∫
∂MII
ρ
(
dχ
∂
∂η
− dη ∂
∂χ
)
S = 0, (6.12)
where from Sect. II B:
S =
Xˆ2 + 2(X1 +X2)(Eˆ
2 + Bˆ2) + (Eˆ2 + Bˆ2)2 + (Yˆ + 2E1B2 − 2B1E2)2
4X1X2
. (6.13)
1. Boundary Conditions for the Ernst Solution Uniqueness Theorem
We will impose boundary conditions to make the integrand vanish. On the axis χ = 0
we impose
1
X
∂X
∂χ
=
2
χ
+O(1); (6.14)
∂X
∂η
= O
(
χ1/2
)
; (6.15)
E = O
(
χ3/2
)
; (6.16)
∂E
∂χ
= O
(
χ1/2
)
; (6.17)
∂E
∂η
= O
(
χ1/2
)
; (6.18)
B = O
(
χ3/2
)
; (6.19)
∂B
∂χ
= O
(
χ3/2
)
; (6.20)
∂B
∂η
= O
(
χ1/2
)
; (6.21)
Y = O
(
χ5/2
)
; (6.22)
∂Y
∂χ
+ 2
(
E
∂B
∂χ
−B∂E
∂χ
)
= O
(
χ3/2
)
; (6.23)
∂Y
∂η
+ 2
(
E
∂B
∂η
−B∂E
∂η
)
= O
(
χ1/2
)
. (6.24)
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On the other axis we insist
1
X
∂X
∂u
=
2
u
+O(1); (6.25)
∂X
∂η
= O
(
u1/2
)
; (6.26)
E =
2
B0 + 8D/q
+O
(
u3/2
)
; (6.27)
∂E
∂u
= O
(
u1/2
)
; (6.28)
∂E
∂η
= O
(
u1/2
)
; (6.29)
B = O
(
u3/2
)
; (6.30)
∂B
∂u
= O
(
u1/2
)
; (6.31)
∂B
∂η
= O
(
u1/2
)
; (6.32)
Y = O
(
u5/2
)
; (6.33)
∂Y
∂u
+ 2
(
E
∂B
∂u
−B∂E
∂u
)
= O
(
u3/2
)
; (6.34)
∂Y
∂η
+ 2
(
E
∂B
∂η
−B∂E
∂η
)
= O
(
u1/2
)
. (6.35)
with u = K − χ. The condition on the fields as one approaches infinity is given by
X =
4
B04L2 sin
2 θ
1
R
+O
(
1
R2
)
; (6.36)
1
X
∂X
∂R
= − 1
R
+O
(
1
R2
)
; (6.37)
∂X
∂θ
= O
(
1
R
)
; (6.38)
E =
2
B0
− 2
B03L2 sin
2 θ
1
R
+O
(
1
R2
)
; (6.39)
∂E
∂R
=
2
B03L2 sin
2 θ
1
R2
+O
(
1
R3
)
; (6.40)
∂E
∂θ
= O
(
1
R
)
; (6.41)
B = O
(
1
R2
)
; (6.42)
∂B
∂R
= O
(
1
R3
)
; (6.43)
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∂B
∂θ
= O
(
1
R
)
; (6.44)
∂Y
∂R
+ 2
(
E
∂B
∂R
− B∂E
∂R
)
= O
(
1
R4
)
; (6.45)
∂Y
∂θ
+ 2
(
E
∂B
∂θ
− B∂E
∂θ
)
= O
(
1
R
)
. (6.46)
Near infinity we have set χ = R−1/2 sin θ and η = R−1/2 cos θ.
The boundary conditions on the horizons are particularly simple, we require the fields
(X, Y, E,B) to be regular and that X > 0 except where the axis and horizon meet. As
X > 0 on this section of the boundary S will be well-behaved and hence∫ K
0
ρ dχ
∂S
∂η
= 0 (6.47)
as a result of ρ = 0.
2. Boundary Conditions for the C-metric Uniqueness Theorem
The boundary conditions will need to impose for the C-metric uniqueness result differ
from those we required for the Ernst solution (with B0 = 0) only in the condition at
infinity. We require
X = 4L2 sin2 θ R +O(1); (6.48)
1
X
∂X
∂R
=
1
R
+O
(
1
R2
)
; (6.49)
∂X
∂θ
= O (R) ; (6.50)
E = O
(
1
R
)
; (6.51)
∂E
∂R
= O
(
1
R2
)
; (6.52)
∂E
∂θ
= O
(
1
R
)
; (6.53)
B = O
(
1
R2
)
; (6.54)
∂B
∂R
= O
(
1
R3
)
; (6.55)
∂B
∂θ
= O
(
1
R
)
; (6.56)
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∂Y
∂R
+ 2
(
E
∂B
∂R
−B∂E
∂R
)
= O
(
1
R4
)
; (6.57)
∂Y
∂θ
+ 2
(
E
∂B
∂θ
−B∂E
∂θ
)
= O
(
1
R
)
. (6.58)
These condition are sufficient to cause the appropriate boundary integral to vanish
and allow us to deduce the uniqueness of the C-metric. We might remark that the
conical singularity that runs along one or both parts of the axis in this solution causes
us no problem once we pass to the space of orbitsMII. Strictly we need to require that
the range of the angular coordinate of our C-metric solution be chosen match that of
our candidate solution at some point on the axis. The same remark may be made for
the Ernst solution uniqueness theorem proved in the previous subsection.
B. Summary and Conclusion
We have studied the problem of extending the black hole uniqueness proofs to cover
accelerating black holes as represented by the C-metric. In addition, we have consid-
ered the case where the acceleration has a physical motivating force in the form of a
cosmological magnetic field; this situation being modelled by the Ernst Solution. By
understanding these solutions to Einstein-Maxwell theory we have constructed a new
set of coordinates that turn out to be intimately connected with the theory of elliptic
functions and integrals. At first sight this appears to be a troublesome complication,
however the elliptic functions are naturally defined on a one-parameter set of rectangles
that in some sense are as natural as defining trigonometric functions on a range of 0 to
2π. The uniqueness proof makes good use of these standard rectangles and ultimately
the divergence integral that finishes off the proof is over the boundary of one of them.
We also showed how the use of Riemann surface theory assists us to prove the validity
of introducing Weyl coordinates in the Domain of Outer Communication. We are fortu-
nate in that the Riemann Mapping Theorem for Riemann surfaces does much of the hard
work. We also made good use of the Valency Theorem for compact Riemann surfaces,
this is presented as an alternative to using the Morse theory that is often employed to
prove this step in the uniqueness theorems.
After showing how to determine the conformal factor for the induced two-dimensional
metric for any sigma-model, we presented a proof of the positivity of the divergence
required to finish off the uniqueness results. This made use of the construction of the
Bergmann metric from Sect. IIA. It contrasts in style with both existing proofs due to
Bunting [3] and Mazur [4,5].
We then discussed the boundary conditions required to make the appropriate bound-
ary integral vanish. Fortunately the boundary conditions are as good as one could hope.
They are able to distinguish between different Ernst solutions (as indeed they must)
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and yet they are not overly restrictive. The asymptotically Melvin nature of these so-
lutions we consider uniquely determines the cosmological magnetic field parameter, B0
at infinity. The condition on the axis determine what we have called D/q. The bound-
ary conditions place no other consistency requirements. The known parameters then
determine the other parameters: mass, m, charge g and acceleration A for the solution.
Some authors believe that the semi-classical process of black hole monopole pair
creation can be mediated by instantons constructed from the Ernst solution, [15,16].
The uniqueness theorems we have established in the chapter foils a possible objection
to the interpretation of these instantons as mediating a topology changing semi-classical
process. By showing that the instanton is unique we rule out the possibility that the
dominant contribution to the path integral be given by another exact solution. Had
another solution existed we would have needed to ask which classical action were largest
and possibly which contour we would have to take.
APPENDIX A: ELLIPTIC INTEGRALS AND FUNCTIONS
In the text we present a black hole uniqueness theorem for the Ernst Solution. It
turns out that elliptic integrals and the Weierstrass and Jacobi elliptic functions provide
a valuable tool in establishing that result. In this appendix we will establish our con-
ventions and collect together most of the general mathematical results concerning these
functions which we will use. These results are discussed in Whittaker and Watson [17],
where proofs may be found.
Just as the sine and cosine functions can be regarded as functions on a circle, when
we have a doubly periodic function we may form the quotient of C by its period set.
Let us call the period set Ω. When we quotient C by the lattice Ω we produce a torus.
In general two different lattices produce conformally inequivalent tori. For our purposes
we will only need to consider lattices of the form 2ω1Z+ 2ω3Z, where ω1 is real and ω3
is purely imaginary.
The Valency Theorem states that a non-constant analytic function between two
compact Riemann Surfaces is exactly n-1 for some n, which we call its valency. We
shall be applying this result when one of the compact Riemann surfaces is the Riemann
Sphere and the other one is of these tori.
The first function we will need is the Weierstrass ℘-function, this is a doubly periodic
meromorphic function with a second order pole at the origin, defined by
℘Ω(ζ) =
1
ζ2
+
∑
ω∈Ω\{0}
(
1
(ζ − ω)2 −
1
ω2
)
. (A1)
We will define ω2 = ω1 + ω3 and ei = ℘(ωi). The ℘-function obeys the differential
equation:
℘′(ζ)2 = 4(℘(ζ)− e1)(℘(ζ)− e2)(℘(ζ)− e3). (A2)
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This is easily established by noting that the ratio of the LHS and the RHS has no
poles and is therefore, by the Valency Theorem, constant, the constant is determined by
examining what happens as ζ → 0. Looking at this limit we see
e1 + e2 + e3 = 0. (A3)
The differential equation is then given by
℘′(ζ)2 = 4℘(ζ)3 − g2℘(ζ)− g3. (A4)
We will call g2 and g3 the invariants of the ℘-function. Note that
e1e2 + e2e3 + e3e1 = −14g2 and (A5)
e1e2e3 =
1
4
g3. (A6)
Therefore
(e1 − e2)2 + (e2 − e3)2 + (e3 − e1)2 = 32g2 (A7)
and
(e1 − e2)2(e2 − e3)2(e3 − e1)2 = g2
3 − 27g32
16
. (A8)
Integrating the differential equation we find the elliptic integral
ζ =
∫ ∞
z
dt√
4t3 − g2t− g3
(A9)
has the solution z = ℘(ζ). We also point out that the Weierstrass ℘-function has the
scaling property:
℘(Mζ ;MΩ) = M−2℘(ζ ; Ω). (A10)
The invariants of ℘ for MΩ being g′2 = M
−4g2, g′3 =M
−6g3.
We may evaluate elliptic integrals of the form∫ x
x0
dt√
f(t)
(A11)
for any quartic f(t) = a0t
4 + 4a1t
3 + 6a2t
2 + 4a3t + a4 with a root x0, in terms of an
appropriate ℘ function. The invariants of which are given by
g2 = a0a4 − 4a1a3 + 3a22 (A12)
g3 = a0a2a4 + 2a1a2a3 − a23 − a0a32 − a12a4. (A13)
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The result being:
x− x0 = f
′(x0)
4
(
℘(ζ)− 1
24
f ′′(x0)
) (A14)
and
√
f(x) =
−f ′(x0)℘′(ζ)
4
(
℘(ζ)− 1
24
f ′′(x0)
)2 . (A15)
The Weierstrass function will be extremely useful in what follows. It is also highly
useful to define the Jacobi elliptic functions that in some sense generalize the trigono-
metric functions.
sn ζ =
√
e1 − e3
℘(ζ/M)− e3 , (A16)
cn ζ =
√
℘(ζ/M)− e1
℘(ζ/M)− e3 , (A17)
dn ζ =
√
℘(ζ/M)− e2
℘(ζ/M)− e3 , (A18)
(A19)
with M =
√
e1 − e3. These functions obey certain algebraic and differential identities.
We introduce the modulus , k defined by
k2 =
e2 − e3
e1 − e3 (A20)
and the complementary modulus , k′ defined by k′2 = 1 − k2. For the situation we will
be considering the modulus will be real-valued and in the range [0, 1]. The algebraic
identities we need are
cn2 ζ = 1− sn2 ζ, (A21)
dn2 ζ = 1− k2 sn2 ζ. (A22)
Whilst the derivatives are given by
d
dζ
sn ζ = cn ζ dn ζ, (A23)
d
dζ
cn ζ = − sn ζ dn ζ, (A24)
d
dζ
dn ζ = −k2 sn ζ cn ζ. (A25)
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The functions sn ζ and cn ζ are periodic with periods 4K whilst that of dn ζ has period
2K where
K =
∫ 1
0
dt√
(1− t2)(1− k2t2) . (A26)
It is useful to define the analogous quantity associated with the complementary modulus,
namely:
K ′ =
∫ 1
0
dt√
(1− t2)(1− k′2t2) . (A27)
After rescaling so that ǫi = ei/M
2 we find that
ǫ1 =
1
3
(1 + k′2), (A28)
ǫ2 =
1
3
(k2 − k′2), (A29)
ǫ3 = −1
3
(1 + k2). (A30)
The Jacobi functions obey the addition rules:
sn(ζ + C) =
sn ζ cnC dnC + snC cn ζ dn ζ
1− k2 sn2 ζ sn2C , (A31)
cn(ζ + C) =
cn ζ cnC − sn ζ snC dn ζ dnC
1− k2 sn2 ζ sn2C , (A32)
dn(ζ + C) =
dn ζ dnC − k2 sn ζ snC cn ζ cnC
1− k2 sn2 ζ sn2C . (A33)
In particular when C = K we can use snK = 1, cnK = 0, dnK = k′ together with
sn 0 = 0, cn 0 = dn 0 = 1 and the fact that sn ζ is an odd function of ζ whilst both cn ζ
and dn ζ are even to deduce
sn(K − ζ) = cn ζ
dn ζ
, (A34)
cn(K − ζ) = k
′ sn ζ
dn ζ
, (A35)
dn(K − ζ) = k
′
dn ζ
. (A36)
Although these formulae are valid for all complex values of ζ it will be convenient to write
ζ = χ + iη and to be able to decompose the elliptic functions into real and imaginary
parts in terms of functions of χ and η. The addition formulae allow us to do this provided
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we know the values of the functions evaluated on a purely imaginary argument. For this
we use Jacobi’s imaginary transform:
sn iη = i
sn η
cn η
, (A37)
cn iη =
1
cn η
, (A38)
dn iη =
dn η
cn η
, (A39)
where importantly the elliptic functions on the RHS of each of the above equations is
with modulus k′. For brevity we will always regard the elliptic functions as being with
modulus k unless the argument is η when it should be understood that the modulus is
k′. This should not cause confusion in this paper as we will be doing few manipulations
involving Jacobi elliptic functions with respect to the complementary modulus.
We will need to expand sn ζ , cn ζ and dn ζ for small values of the argument. We find
sn ζ = ζ − 1
6
(1 + k2)ζ3 +O
(
ζ5
)
, (A40)
cn ζ = 1− 1
2
ζ2 +O
(
ζ4
)
, (A41)
dn ζ = 1− 1
2
k2ζ2 +O
(
ζ4
)
. (A42)
Finally we note that the ℘-function with ω1 = K and ω3 = iK
′ may be expressed in
terms of the Jacobi functions by
℘(ζ) = −1 + k
2
3
+
1
sn2 ζ
=
cn2 ζ + 1
3
(1 + k′2) sn2 ζ
sn2 ζ
. (A43)
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FIG. 2. The Horizon Structure of the C-metric
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