We consider the decay of solution to fractional diffusion equation with the distributed order Caputo derivative. We assume that the elliptic operator is timedependent and that the weight function, contained in the definition of the distributed order Caputo derivative, is just integrable. We establish the relation between behavior of weight function near zero and the decay rate of solution.
Introduction
The exponential decay of solutions to parabolic problem with the elliptic operator containing only second-order terms is well known result. It is also known that if we replace time derivative by the fractional Caputo derivative D α , the decay of solutions is polynomial. What is more, if we make a step further and discuss equation with the distributed order Caputo derivative D (µ) , we may obtain logarithmic decay of solutions. That is why the parabolic-type equation with D (µ) is often called the equation of ultraslow diffusion.
In this paper we ask a question, what is a factor that affects the decay rate of solutions to equation with the distributed Caputo derivative. The results presented here are mainly inspired by papers by A. Kochubei and R. Zacher (see [2] , [3] , [14] - [16] ). We reconstruct and extend some results from those papers, but we develop them in the framework introduced in [6] (see also [4] , [5] ).
The logarithmic decay of solutions to the equation with D (µ) and time-independent elliptic operator was proved in [8] under assumption that the measure µ, contained in the definition of the distributed Caputo derivative, is non-negative, continuous and µ(0) > 0 or µ can be represented by µ(α) = µ(0) + o(α δ ) for some δ > 0 as α tends to zero. In this paper we will show that the support of µ plays essential role in asymptotics behavior of solutions.
Very important result concerning the decay of solutions to nonlocal in time problems was obtained in [14] . The authors consider equation
with zero boundary conditions and the initial condition u(0) = u 0 . The kernel k is given function of type PC (see [14] ). The main result, given in theorem 1.1 and corollary 1.1, claims that the L 2 norm of solution to (1) is estimated by initial data multiplied by the solution to ordinary equation
where λ is a constant, which depends on Poincare constant and ellipticity constant. What is more, obtained estimate is sharp. As an example, the authors discussed the equation with the distributed order Caputo derivative with weight function µ ≡ 1 and obtained logarithmic estimate. In this paper we explore this problem for the distributed order derivative and we investigate the relation between the decay rate of solution to problem (2) and the weight function µ.
In [6] we showed that assuming only µ ∈ L 1 , µ ≡ 0 we may represent D (µ) u as
, where k is of type PC , thus we are able to apply results from [14] . However, in this paper we give more straightforward argument than the one presented in [14] , which is based on approach introduced in [4] - [6] . According to the results obtained in [14] , it is natural to study first the long-time behavior of solutions to equation
The formula for solution to (3) under assumption that µ ∈ C 2 [0, 1], µ(1) > 0 was obtained in [2] . The same formula was calculated in [13] assuming only µ ∈ L 1 (Ω), µ > 0, however without rigorous proof. One of the aim of this paper is to provide a detailed proof of the formula for solution to (3) . In the papers mentioned above, it was shown that the behavior of measure µ near zero has an influence on the asymptotics of solutions. In [2] the logarithmic decay was obtained under assumption that µ is continuous and µ(0) > 0. If we replace the last condition by µ(α) ∼ aα δ as α tends to zero for some a, δ > 0, then the solution decays as (log t) −1−δ . Further analysis was made in [3] , where examples of faster decay of µ near zero was considered. It was proved that, they entrails faster decay of solutions, however never polynomial.
In this paper we investigate equation (3) assuming less regularity on µ. Precisely, we state that if µ ∈ L 1 (0, 1), µ ≡ 0 the equation (3) posses the unique absolutely continuous solution. If we assume additionally that µ(α)/α is integrable on [0, 1], then we are able to find explicit formula for solution. What is more, we extend the ideas from [2] , [3] , that is we investigate dependence between the behavior of µ near the origin and rapidity of solution decay. Finally, under the assumption that support of µ is cut off from zero, we prove polynomial decay estimates.
The paper is organized as follows. In second section we recall the definition of fractional operators and formulate the results. The third section is devoted to study the equation (3) and decay rate of its solution. In last section we prove the main result, concerning polynomial decay of solutions to parabolic-type equation with the distributed order Caputo derivative.
Notation and main results
Equation (3) contains distributed order fractional derivative. To define this operator we need to recall the fractional integration operator I α and the Riemann-Liouville fractional derivative ∂ α
Further, by D α we denote the fractional Caputo derivative
where α ∈ (0, 1). Finally, for a nonnegative and measurable function µ : [0, 1] −→ R we define the distributed order Caputo derivative
Our basic assumption concerning µ is as follows
First we recall the remark from [6] .
Remark 1. The assumption (7) implies that
This statement easily follows from Darboux theorem applied to function h : [0,
We recall notation from [2] . For f absolutely continuous on [0, T ] the distributive order derivative takes the form
where
and * here and in the whole paper denotes the convolution on (0, ∞), i.e. [6] ). Before we present the results of this paper we need to recall theorem 4 from [6] . Theorem 1. If µ satisfies (7), then there exists nonnegative g ∈ L 1 loc [0, ∞) such that the operator of fractional integration I (µ) , defined by the formula
Furthermore, g satisfies the estimate
for some positive c and γ ∈ (0, 1 2 ), which depend only on µ. Here γ comes from remark 1 and function g is given by formula (see the proof of theorem 4, [6] )
Firstly, we will focus our attention on the problem
As mentioned in introduction, system (15) was already studied in [2] , [8] and [13] . However, our first aim is to show that integrability of µ is enough to deduce the existence of absolutely continuous solution.
, where g is taken m-times. Then we can formulate the following proposition.
Proposition 1. Assume that µ satisfies (7). Then for each v 0 , λ ∈ C there exists the unique absolutely continuous solution to (15) . Furthermore, it is given by the formula
where the series is absolutely convergent in Sobolev space W 1,1 (0, T ) for each T > 0.
Formula (16) is not convenient to study the decay of solutions, therefore we need to obtain another representation of solution to (15) . However, to that end we need one more assumption concerning µ.
Theorem 2. Assume that λ > 0, v 0 ∈ R and µ is nonnegative function satisfying (7) and
Then the unique absolutely continuous solution to equation (15) is given by the formula
It should be added that the above formula for solution coincide with the one obtained in [2] , however in [2] author consider different assumptions concerning µ. Taking advantage from representation (18) we may obtain following decay result, which corresponds to ones obtained in [2] and [3] . In particular, we show that if µ vanishes faster in zero, then the solution of (15) decays faster in infinity.
Proposition 2. Assume that (7) and (17) holds. If v is the solution to (15) with λ > 0, then for t large enough the following estimate holds
where c 0 depends only on v 0 , λ, c µ and c µ . Furthermore, if ς is some fixed number from the interval (0, 1), then if κ, a > 0 and µ(α) ≤ aα κ a.e. on (0, ς),
a.e. on (0, ς), then for any q ∈ (0, 1) (21)
The above assumption concerning the support of µ means that µ(α) = 0 a.e. on (0, δ).
In comparison with papers [2] and [3] we can notice that the estimate (19) coincides with (2.16) obtained in theorem 2.3 from [2] , however, our assumption concerning µ is different. Next, estimate (20) coincides with (2.17) from [2] but do not require continuity of µ. Results (22), (23) extend idea from theorem 1 in [3] and give more subtle relation between decay rate of µ at the origin and rapidity of decay of solution at infinity. Estimate (24) is on special interest because it states that if supp µ is cut off from zero then the solution to distributed order problem (15) decays as solution to corresponding problem with Caputo derivative.
In this paper we will study the decay of solution to the fractional diffusion equation with the distributed order Caputo derivative. To be more precise, we assume that Ω ⊆ R N is an open and bounded set, ∂Ω ∈ C 2 and N ≥ 2. We will consider the following problem
What is more, we assume that L is uniformly elliptic and c is nonpositive, i.e. there exist positive constants λ 1 , λ 2 such, that
(26) In paper [6] we proved the existence of weak and regular solutions to the problem (25) assuming only that (7) holds. In particular, by theorem 1 [6] we have Theorem 3. Assume that (7),(26) hold and u 0 ∈ L 2 (Ω). Then there exists u such that for any T > 0
and u is a weak solution to the problem (25), i.e. for all ϕ ∈ H 1 0 (Ω) and a.a. t ∈ (0, T ) function u fulfills the equality
Now we are ready to formulate the main theorem of this paper.
Theorem 4.
Assume that µ is nonnegative function satisfying (7), (17) and u is the weak solution to (25) given by theorem 3 for some initial value u 0 ∈ L 2 (Ω). Then, for a.a.
where c depends only on λ 1 , c µ and Poincare constant.
It is worth to mention that the last result shows some similarity between longtime asymptotics of the solution to the problem with the distributed order Caputo derivative and the solution to corresponding problem with the multi-term fractional Caputo derivative defined by
where k is some positive finite number and 0 < a 1 < a 2 · · · < a k < 1. The decay of solution to the last equation in case of time-independent elliptic operator was studied in [9] , [10] and [12] and there was shown that the solution decays as t −a 1 (see also [7] ). Thus, our results states that if supp µ ∈ [δ, 1] then the solution to equation with the distributive order Caputo derivative decays as a solution to the multi-term fractional diffusion equation with
The results presented in this paper can be generalized to the case µ of the following form
where h is nonnegative integrable function on (0, 1) and δ α k is Dirac delta function with support at α k ∈ (0, 1). We will address this issue in forthcoming paper.
Solution to ODE
In this section we present the proofs of proposition 1, theorem 2 and proposition 2.
Proof of proposition 1. By theorem 1, for absolutely continuous functions problem (15) is equivalent to the following equation
In order to solve (29) we apply to both sides operator −λg * and add v 0 . Then we get
Iterating this procedure we arrive at
Thus, assuming that v is bounded on [0, T ] we can pass to the limit with n → ∞ and we obtain the representation (16) (see the proof of lemma 1 [6] for details). Using the similar argument we deduce that the series
converges absolutely in L 1 (0, T ) for any T > 0. Hence formula (16) defines absolutely continuous function on [0, ∞) and by direct calculation we check that v satisfies (29), which is equivalent to (15) . Uniqueness follows by Gronwall-type lemma (see lemma 1, [6] ).
Proof of theorem 2. We divide the proof onto three steps.
Step 1. At the beginning we will find the candidate for the Laplace transform of solution to (15) . Let us assume that v(t) is absolutely continuous and bounded solution to (15) . We apply the Laplace transform to both sides of this equation. Then we getv(p)−
where by proposition 1 [6] we haveĝ
Thus we getv(p) 1 +
p . By assumption λ is positive, hence the expression in brackets do not vanish in the right half space, thus we obtain
Now, denote by F (p) the right hand side of (31) for v 0 = 1. We will find an inverse Laplace transform of F (p) given in a form, which is convenient in analysis of the decay rate. We will show that
For this purpose we apply lemma 2 from appendix. We will verify that F (p) satisfies the assumptions of lemma 2: Assumption 1. We choose the main branch of logarithm and for r = |p|, ϕ = arg p we see that Assumption 3a. From (24) [6] we have
where constantc depends only on µ and γ comes from (8). Thus we have
and |F (p)| −→ 0 as |p| → ∞. Assumption 3b. It is enough to show that
uniformly on | arg(p)| < π. For this purpose we fix ε > 0. Then there exists positive a such that
1/a and (35) is proved. Denote by p λ a positive number not greater than 1, such that
Then for p as above we can estimate |p||F (p)| as follows
and by (35) we may see that |p||F (p)| −→ 0, if |p| → 0. Assumption 4. We fix ε 0 ∈ (0, π 2 ) and denote p = re ±iϕ , where ϕ ∈ (π − ε 0 , π). Constant λ is real and we have
where γ comes from (8) . We note that sin(ϕα) ≥ min{sin (π − ε 0 )γ, sin πγ} for α ∈ (γ, 1 − γ), thus we obtain
where constant c 0 depends only on µ. Thus, we may notice that
We define the majorant for F (p) by the formula
wherep λ is some number which belongs to the interval with endpoints p λ and 1.
Using the assumption (17) we deduce that
1+r ∈ L 1 (R + ). We have just shown that under assumption (7) and (17) 
satisfies assumptions of lemma 2 from the appendix, thus the inverse transform of F exists and F is Laplace transform of the following function
Direct calculations give us
Thus we proved (32).
Step 2. Now we shall show that the function v given by formula (18) is absolutely continuous on [0, ∞). It is interesting, that for the proof of this property we do not use the assumption (17). Indeed, let us denote p λ = min{(λ/4c µ ) 1/δ λ , 1}, where δ λ ∈ (0, 1) is small enough such that
Thus we obtain
Next, if r > p λ , then we have
where γ comes from (8) and c 1 depends only on µ. Thus we obtain the estimate
We shall prove that
Indeed, we may write
Using (41) we obtain the estimate
Applying (42) we get
and we obtained (43). Then we may apply Lebesgue monotone theorem and conclude that v ∈ C[0, ∞) and obviously v ∈ C ∞ (0, ∞). What is more we may differentiate under the integral sign and we get
and by Fubini theorem
Thus v given by formula (18) is absolutely continuous on [0, ∞), provided (7) holds.
Step 3. It remains to show that v(t) satisfies (15). We will do it rigorously, but for this purpose we need the assumption (17). We emphasize that we can not directly verify (15) . We will show that (15) holds by applying property (32), which were obtained under the assumption (17).
We begin with the initial condition. We have to show that
where λ is arbitrary positive number and µ satisfies (7), (17). For this purpose we use formula for the inverse Laplace transform
where δ is positive and we will pass to the limit t → 0. We may write
p[pk(p) + λ] dp, and the first expression is equal to v 0 , because for the Laplace transform we have
p . It remains to show that the second expression vanishes at t = 0. Indeed, we note that
We may notice that both integrals converge absolutely. Indeed, for p = δ + is and γ from (8) we may estimate from below
and for |s| ≥ max{1, δ} we arrive at the following estimate
Hence A(t) and B converge absolutely. Next, applying Lebesgue dominated convergence theorem we deduce that A(0) = 0.
In order to show that B = 0 we apply Cauchy theorem and we obtain that
2 )}. We will estimate the last integral
We may calculate that
For |ϕ| ∈ (
2 ) we can estimate B 2 (ϕ) as follows
Hence for |ϕ| ∈ (
Similarly, for
] and B 1 (ϕ) we obtain
and N ≥ 1 we have
Therefore from (46) and (47) we deduce that
for N large enough and taking the limit N → ∞ in (45) we obtain that B = 0. Thus we proved that v given by formula (18) satisfies initial condition v(0) = v 0 and in particular we calculated the integral (44). Now we shall show that v satisfies equation (15) 1 . We denote by w(t) = D (µ) v(t)+ λv(t). We already proved that v is absolutely continuous, hence w belongs to L 1 loc [0, ∞). Using the fractional integration operator I (µ) = g * and applying theorem 1 we obtain
The Laplace transform of right-hand side is equal to zero, because (30) and (31) hold. Then g * w(t) = 0 for a.a. t > 0. We will show directly that w ≡ 0. Indeed, if we denote by η ε (t) = ε −1 χ (0,ε) (t), then η ε * g * w(t) = 0 for a.a. t > 0 and η ε * w is in L ∞ (0, T ) for each T > 0. Then we may apply theorem 1 and we have D (µ) g * η ε * w(t) = η ε * w(t) = 0 for a.a. t ∈ (0, T ). On the other hand, from Lebesgue differentiation theorem we have η ε * w(t) → w(t), a.e. as ε → 0 and we deduce that w ≡ 0. Now, we are ready to show the decay estimates for solution to (15) , that is the proof of proposition 2.
Proof of proposition 2. From theorem 2, using notation (40) we obtain following formula for solution to equation (15) 
Thus using (41) we may estimate the absolute value of v by
The last integral decays exponentially, because due to (42) we obtain
Thus it is enough to estimate
Applying Fubini theorem and substituting s = rt we obtain the equality
where k was defined in (10) . Using (17) we get
thus we proved (19). Now assume that ς ∈ (0, 1). If µ(α) ≤ aα κ a.e. on (0, ς), then substituting s = α ln t for t ≥ 0 we get
hence we obtain (20). Analogously, in the case (21) we take q ∈ (0, 1) and we have
To estimate the first term we write
Proceeding as in the previous case we get
By direct calculation we obtain
hence (22) is proved. Now assume that µ(α) ≤ a exp(− exp(1/α)) a.e. on (0, ς). Then we have
To estimate the integral we take b ∈ (0, 1)
For t > e e we set b = (ln ln t) −1 and we arrive at
thus we obtained (23).
In order to show (24) we first notice that if supp µ ⊆ [δ, 1], then
It remains to show that polynomial decay of v with ratio t −δ implies that supp µ ⊆ [δ, 1]. We suppose contrary. Then there exist 0 < a < b < δ such that b a µ(α)dα > 0. We will estimate from below the absolute value of v. Function G(r) is positive, hence
To estimate G(r) we first notice that for r ≤ 1
where c depends only on a, b and c µ . Furthermore, for r ≤ 1
Thus, having in mind that G was defined by the formula (40) we obtain that G(r) ≥ c 1 r b for r ∈ (0, 1). Thus, for some positive C and t > 1 we have
Then if |v(t)| ≤ c 0 t −δ for some c 0 and t ≥ 1, we get a contradiction because b < δ.
Proof of the main result
In this section we present a proof of theorem 4.
Proof of theorem 4. We shall obtain the additional estimate for the decay of the sequence of approximated solutions of (25) obtained in [6] . Namely, let
be approximated solution constructed in the proof of theorem 1 in [6] . The coefficients c n,k are uniquely determined by the system (36) in [6] , which in the case of problem (25) reduces to
Here {ϕ n } ∞ n=1 form an orthonormal basis of L 2 (Ω) and are defined as eigenfunctions of the Laplace operator
Furthermore, a n i,j and c n are defined as follows: let η ε = η ε (t) be a standard smoothing kernel with the support in [−ε, ε] and we set
where * denotes convolution on real line and we extended a i,j (x, t) by even reflection for t < 0, but c we extend by zero for t < 0. Now we fix T and we shall prove estimate for u n with constant independent on T . First we notice that a n i,j → a i,j , c n → c in L 2 (Ω T ) and
a. x ∈ Ω, and c n ≤ 0.
(52) We recall that in [6] we constructed approximate solutions u n in such a way that
where γ is from (8) . In order to obtain necessary estimates we introduce u n ε (x, t) = u n (x, t) + εϕ n+1 (x), where ε > 0 (see the proof of theorem 1.1 in [14] ). Then for all t ≥ 0 we have u n ε (·, t) L 2 (Ω) ≥ ε > 0. We multiply (50) by c n,k and sum it up for m = 1, . . . , n. Then using
From the definition of u n ε and orthogonality of {ϕ n } ∞ n=1 we obtain following equality
Using this equality and (52) we get
Thus from Lebesgue dominated theorem we obtain that as ε tends to zero
where in the first equality we applied (61). And that way we proved (60). Thus, using (59) and (60) in (58) we obtain the following inequality
From theorem 2 we know that there exists uniquely defined absolutely continuous solution to the problem
We set f (t) :
We shall show that f is non-positive, i.e.
Indeed, in opposite case there exists t 0 ∈ (0, T ] such that f (t 0 ) = max
Then from (18) and (53) we deduce that f ∈ W 1,∞ (κ, T ) for each κ > 0. Thus by lemma 1 in the appendix we have (D (µ) f )(t 0 ) ≥ 0, which is a contradiction with (65) and we obtained (66). By Bessel inequality and (18) we have v n ≤ v, where v is a solution to the problem
Further, if η ∈ C ∞ 0 (0, T ) is non-negative, then from (66) we have
There exists a subsequence {u n } (still indexed by n) such, that u n ⇀ u in L 2 (0, T ; H 1 0 (Ω)), where u is the unique solution to (25) given by theorem 3 (see (46) in [6] ). Thus by weak lower semi-continuity of the L 2 norm we have
and as a consequence we obtain
Here T > 0 is arbitrary and by theorem 3 function u is uniquely defined on [0, ∞), thus we get u(·, t) L 2 (Ω) ≤ v(t) for a.a. t ≥ 0. Applying proposition 2 we finish the proof of theorem 4.
Appendix
We prove here the estimates similar to Lemma 3.1 in [14] . The final inequality is the same, but in our case the kernel k(t) = 1 0
Γ(1−α) t −α dα does not satisfy assumptions of Lemma 3.1 in [14] . Although, it is mentioned, that the proof for less regular kernels and more regular function is also possible. However, the authors do not refer to the case of the distributed Caputo derivative. Therefore we give here a detailed proof.
and for fixed γ ∈ (0, 1)
holds. Then for each t ∈ (0, T ] the following estimate
The above expression converges to zero, because w is continuous and by (70) we have
Thus,
If we note that G(s) in nonnegative, then using monotone Lebesgue we get
and the proof of (71) is finished.
To get (72) we write We quote here theorem 1 from [11] . However, in our consideration we need to weaken assumptions from this theorem. Thus, we give a short proof based on the one originally presented in [11] . 
