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Abstract
In [X.B. Pan, Landau–de Gennes model of liquid crystals and critical wave number, Comm. Math. Phys.
239 (1–2) (2003) 343–382], based on the de Gennes analogy between liquid crystals and superconductivity
[P.G. de Gennes, An analogy between superconductors and smectics A, Solid State Commun. 10 (1972)
753–756], the second author introduced the critical wave number Qc3 (which is an analog of the upper
critical field Hc3 for superconductors) and predicted the existence of a surface smectic state, which was
supposed to be an analogy of the surface superconducting state. In a surface smectic state, the bulk liquid
crystal is in the nematic state, and a thin layer of smectic appears in a helical strip on the surface of the
sample. In this paper we study an approximate form of the Landau–de Gennes model of liquid crystals,
and examine the behavior of minimizers, in particular the boundary layer behavior. Our work shows the
importance of the joint chirality constant qτ , which is the product of wave number q and chirality τ and
also appears in the work of [P. Bauman, M. Calderer, C. Liu, D. Phillips, The phase transition between chiral
nematic and smectic A∗ liquid crystals, Arch. Rational Mech. Anal. 165 (2002) 161–186] and [X.B. Pan,
Landau–de Gennes model of liquid crystals and critical wave number, Comm. Math. Phys. 239 (1–2) (2003)
343–382]. The joint chirality constant of a liquid crystal is useful to predict whether the liquid crystal is of
type I or type II, and it is also useful to examine whether the liquid crystal is in a surface smectic state. The
results in this paper suggest that a liquid crystal with large Ginzburg–Landau parameter κ and large joint
chirality constant qτ exhibits type II behavior, and it will be in the surface smectic state if qτ ∼ bκ2 for
some β0 < b < 1, where β0 is the lowest eigenvalue of the Schrödinger operator with a unit magnetic field
in the half space, and 0 < β0 < 1. We also show that a liquid crystal with small qτ exhibits type I behavior.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Motivations
In [31], which is based on de Gennes’ demonstration of the analogy between liquid crys-
tals and superconductivity [9,10,12], the second author introduced the critical wave number
Qc3 (which is an analog of the upper critical field Hc3 for superconductors) and predicted the
existence of a surface smectic state, which was supposed to be an analog of the surface super-
conducting state.1 It is expected that in a surface smectic state, the bulk liquid crystal is in the
nematic state, and a thin layer of smectic appears in a helical strip on the surface of the sample.
1 See [31, p. 346].
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ing (see [5,7]) and taking the saddle-splay coefficient K2 + K4 equal to 0 as in [31] (see also
[25,36]), the energy can be written as
E[ψ,n] =
∫
Ω
{
|∇qnψ |2 − κ2|ψ |2 + κ
2
2
|ψ |4
+K1|div n|2 +K2|n · curl n + τ |2 +K3|n × curl n|2
}
dx, (1.1)
where:
• Ω ⊂ R3 is the region occupied by the liquid crystal,
• ψ is a complex-valued function called order parameter,
• n is a real vector field of unit length called director field,
• q is a real number called wave number,
• τ is a real number called chirality constant, which measures the chiral pitch in some liquid
crystal materials,
• K1, K2 and K3 are positive constants called elastic coefficients,
• κ is a positive constant which depends on the material and on the temperature, and we call it
Ginzburg–Landau parameter as in [31].
Although it is not a standard terminology but because it plays an important role in this paper, we
will introduce
σ = qτ, (1.2)
that we will call the joint chirality constant. We use the notation ∇qn for the distorted gradient
∇qn = ∇ − iqn,
with i = √−1.
We are interested in the global minimizers of E without prescribing any boundary condition
for the director fields at the boundary of Ω . As explained in [31] (see also [36]), the natural space
for a variational formulation of (1.1) is
V(Ω) = H 1(Ω,C)× V (Ω,S2), where2
V
(
Ω,R3
)= {u ∈ L2(Ω,R3): div u ∈ L2(Ω), curl u ∈ L2(Ω,R3)},
V
(
Ω,S2
)= {n ∈ V (Ω,R3): ∣∣n(x)∣∣= 1 a.e. in Ω}. (1.3)
V (Ω,R3) is a Hilbert space with inner product and corresponding norm defined by
2 The space V (Ω,R3) was denoted by H(curl,div,Ω) in Dautray, Lions [8].
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∫
Ω
{div u div v + curl u · curl v + u · v}dx,
‖u‖V =
{‖div u‖2
L2(Ω) + ‖curl u‖2L2(Ω) + ‖u‖2L2(Ω)
}1/2
.
Let
C(K1,K2,K3, κ, q, τ ) = inf
(ψ,n)∈V(Ω)E[ψ,n].
Throughout this paper we assume that
Ω is a bounded, simply-connected domain in R3 with C4 boundary,
q, τ, κ,K1,K2,K3 are positive numbers. (1.4)
According to de Gennes’s theory [10,12], a minimizer (ψ,n) of E for which ψ = 0 describes
a nematic phase and it is called a trivial minimizer, and a nontrivial minimizer (ψ,n) of (1.1)
where ψ is not identically 0 describes a smectic state.3 The set of trivial critical points of E is
{(0,n): n ∈ C(τ )}, where C(τ ) is the subset in V (Ω,S2) of the n’s satisfying
div n = 0, n · curl n + τ = 0, n × curl n = 0. (1.5)
For a unit length vector field, (1.5) is equivalent to
div n = 0, curl n + τn = 0. (1.6)
So the set C(τ ) of all solutions of (1.6) in V (Ω,S2) consists of the vector fields NQτ such that,
for some Q ∈ SO(3),
NQτ (x) ≡ QNτ
(
Qtx
)
, x ∈ Ω, (1.7)
where
Nτ (y1, y2, y3) =
(
cos(τy3), sin(τy3),0
)t
, y ∈ R3, (1.8)
and Qt denotes the transpose of Q, see [5].
As mentioned in [31], it is interesting to find the regime of the parameters so that the predicted
surface smectic state exist. A surface smectic state, if it exists, can be described by a minimizer
(ψ,n) of the Landau–de Gennes functional which exhibits boundary layer behavior, namely ψ
is localized in a thin layer at boundary ∂Ω , and it is very small in the interior of the domain Ω .
However it is difficult to show the existence of minimizers of the functional E with such boundary
layer behavior, and we shall begin our investigation in a simple case where the elastic coefficients
are large.
3 We may borrow the terminology from superconductivity and distinguish between pure smectic state for which ψ
never vanishes (which corresponds to a superconducting state) and mixed smectic state for which ψ ≡ 0 but ψ vanishes
somewhere in Ω (which correspond to a mixed state in superconductivity.
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(i) First we examine the asymptotic behavior of the minimizers of E as the elastic coefficients
tend to infinity, and we shall show that the minimizers of E approach the minimizers of the
reduced functional, which is defined in (1.9) below.
(ii) Then we examine the behavior of the minimizers of the reduced functional, which will be
useful to understand the behavior of the minimizers of the Landau–de Gennes functional E with
large elastic coefficients.
(iii) Finally we explore the role played by the joint chirality constant qτ .
1.2. Main results
Now we define the reduced functional. Given a vector field A, we define on H 1(Ω,C) a
functional
ψ → GA[ψ] =
∫
Ω
{
|∇Aψ |2 − κ2|ψ |2 + κ
2
2
|ψ |4
}
dx, (1.9)
and we shall call it a reduced Ginzburg–Landau functional with magnetic potential A. Note that,
for convenience, we very often also write GA[ψ] as G[ψ,A]. Define
gc = gc(q, τ, κ) = inf
n∈C(τ )
inf
ψ∈H 1(Ω,C)
Gqn[ψ] = inf
(ψ,n)∈H 1(Ω,C)×C(τ )
G[ψ,qn]. (1.10)
Our first result in this paper is that gc is a good approximation for the minimal value of E and the
minimizers of the reduced functional are good approximations of the minimizers of E for large
Kj ’s.
Theorem 1.1 (Approximation of minimizers). Let Ω be a bounded domain in R3 with C2 bound-
ary. Let κ , q and τ be fixed, and assume that
lim
j→+∞K1j = +∞, limj→+∞K2j = +∞, limj→+∞K3j = +∞. (1.11)
Let (ψj ,nj ) ∈ V(Ω) be a minimizer of E for (K1,K2,K3) = (K1j ,K2j ,K3j ). Then there exist
(ψ0,n0) ∈ H 1(Ω,C)× C(τ ) and a subsequence (ψjl ,njl ) such that, as l → +∞,
ψjl → ψ0 strongly in H 1(Ω,C),
njl → n0 strongly in H 1loc
(
Ω,S2
)
and strongly in Lp
(
Ω,R3
) for any 1 p < ∞,∥∥div(njl − n0)∥∥L2(Ω) → 0, ∥∥curl(njl − n0)∥∥L2(Ω) → 0,
E[ψjl ,njl ] = gc + o(1),∫
Ω
{
K1jl |div njl |2 +K2jl |njl · curl njl + τ |2 +K3jl |njl × curl njl |2
}
dx = o(1), (1.12)
and
gc = G[ψ0, qn0] = inf
1
G[ψ,qn0] = inf
1
G[ψ,qn]. (1.13)
ψ∈H (Ω,C) (ψ,n)∈H (Ω,C)×C(τ )
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|c| = 1.
Theorem 1.1 will be proved in Section 3. Theorem 1.1 suggests that in order to understand
the behavior of the minimizers of the Landau–de Gennes functional for large value of Kj ’s one
needs to examine the behavior of the minimizers of the reduced Ginzburg–Landau functional
which achieve gc, and explore how the behavior of the minimizers change as qτ vary. Regarding
the non-triviality of the minimizers of gc, we have:
Theorem 1.2 (Asymptotics of the critical fields). Let Ω be a bounded domain in R3 with C4
boundary. Given κ and τ > 0, there exist Q̂0(κ, τ ) and Q̂1(κ, τ ) having the following properties.
(i) If 0 < q < Q̂0(κ, τ ) then there exists n ∈ C(τ ) such that Gqn has a nontrivial minimizer and
if q > Q̂1(κ, τ ) then for any n ∈ C(τ ), ψ = 0 is the unique minimizer of Gqn.
(ii) For any τ0 > 0, there exist constants σ0, M1 and M2, such that, for τ ∈ (0, τ0] and κτ  σ0,
κ2
β0τ
[
1 −M1κ−2/3
]
 Q̂0(κ, τ ) Q̂1(κ, τ )
κ2
β0τ
[
1 +M2κ−2/3
]
, (1.14)
where β0 is the lowest eigenvalue of the Schrödinger operator with unit magnetic field in the
half-plane, and β0 ∼ 0.69.
Theorem 1.2 will be proved in Proposition 4.7 and Theorem 5.1. This leads us to the following
definition for the optimal pair (Q̂0(κ, τ ), Q̂1(κ, τ )) satisfying the conclusion of Theorem 1.2.
For κ > 0, τ > 0, we define
Q0(κ, τ ) = inf
{
q > 0: ψ = 0 is the unique minimizer of Gqn for all n ∈ C(τ )
}
,
Q1(κ, τ ) = inf
{
q > 0: ψ = 0 is the unique minimizer of Gq ′n for all q ′ > q, n ∈ C(τ )
}
.
(1.15)
We would like to mention that Q0(κ, τ ) and Q1(κ, τ ) are analogies of the critical wave number
Qc3(κ, τ ) of liquid crystals introduced in [31]. These numbers are useful to distinguish the non-
trivial minimizers from the trivial ones, and we shall analyze the behavior of the minimizers of
Gqn when q decreases and cross these numbers. We shall also examine the asymptotic behavior
of gc and of the minimizers realizing gc when the joint chirality constant qτ varies. In this paper
we denote
σ = qτ. (1.16)
We shall consider two situations:
• τ ∈ (0, τ0] and σ is large (Sections 5 and 6).
• τ ∈ (0, τ0] and σ is small (Sections 7–9).
We shall show that the nontrivial minimizers exhibit boundary layer behavior if κ is large and
σ ∼ κ2
b
with b ∈ (β0,1). To state this result, let us write, for n ∈ C(τ ), 0  b  1, σ  σ0 and
μ> 0,
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S(n,μ) = Ω(σ−1/2)∩ {x ∈ Ω: ∣∣∣∣ϕn(x)− π2
∣∣∣∣ μ},
Sb(n,μ) = Ω
(
σ−1/2
)∩ {x ∈ Ω: λ−1(b)−μ ϕn(x) π − λ−1(b)+μ}, (1.17)
where ϕn(x) is a function defined on Ω which equals the angle between n(x) and the outer
normal vector ν for x ∈ ∂Ω ; λ(ϑ) is the function defined in [33, Lemma 2.3], which is strictly
decreasing function for 0 ϑ  π/2 and λ(0) = 1, λ(π2 ) = β0; b → λ−1(b) denotes the inverse
function of ϑ → λ(ϑ). Note that for any n ∈ C(τ ), the points on ∂Ω where ϕn(x) = π2 are the
points where n is tangential to the boundary, which is a helical curve. Hence when μ > 0 is
small, S(n,μ) is a helical strip on the boundary of the domain.
Theorem 1.3. Let Ω be a bounded domain in R3 with C4 boundary. Fix τ0 > 0. Then there exists
κ0 > 0 such that, for τ ∈ (0, τ0], κ  κ0 and n ∈ C(τ ), the nontrivial minimizers ψ of Gqn have
the following concentration behavior.
(i) Assume that
τQ0(κ, τ )
κ2
− g(κ) < σ
κ2
<
τQ0(κ, τ )
κ2
, (1.18)
where g(κ) is a given function such that g(κ) → 0 as κ → +∞. Then for any small μ> 0,
there exist positive numbers c0, M0 and κ1, such that for all κ > κ1,∫
Ω\S(n,μ)
|ψ |2 dx M1 exp
(−c0μ3/2√σ ) ∫
Ω(σ−1/2)
|ψ |2 dx, (1.19)
where M1 = M0μ−1 and σ = qτ .
(ii) Assume that
σ = κ
2
b
+ O(κ3/2), (1.20)
where b ∈ (β0,1) is fixed. Then for any small μ > 0, there exist positive constants c2, M2
and κ2 such that, for all κ > κ2,∫
Ω\Sb(n,μ)
|ψ |2 dx M2 exp
(−c2σ 3/8) ∫
Ω(σ−1/2)
|ψ |2 dx. (1.21)
Given n ∈ C(τ ), let
(∂Ω)n =
{
x ∈ ∂Ω: n(x) · ν(x) = 0} (1.22)
be the set on the boundary ∂Ω where n is tangential to ∂Ω .
Note that if τ > 0 then (∂Ω)n is, roughly speaking, a helical curve located on ∂Ω , and we
shall call it the helical curve corresponding to n. Theorem 1.3(i) says that if κ is large and q is
close to Q0(κ, τ ), then the minimizers of the reduced functional concentrate at a helical curve on
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is valid, as q decreases from the critical value Q0(κ, τ ), smectics begin to nucleate at the helical
curve determined by a nematic state. Theorem 1.3(ii) shows that the minimizers of the reduced
functional do exhibit boundary layer behavior if κ is large and if the joint chirality constant
qτ ∼ κ2
β
where β0 < β < 1. More precisely, the order parameters concentrate in a thin layer
(which can be called a concentration layer) located in a helical strip on the boundary of the
domain, and exponentially decay in the normal direction away from the boundary, and also in
the tangential direction away from the concentration layer.
Combining the results in Theorem 1.1 and in Theorem 1.3 we can expect that, for the pa-
rameters qτ and κ in the regime mentioned above, the minimizers of the Landau–de Gennes
functional E also exhibit boundary layer behavior if the elastic coefficients are large. Hence we
may say that approximately the surface smectic states exist for the parameters qτ and κ satisfying
the conditions mentioned in (1.20).
Our analysis in this paper shows the importance of the joint chirality constant qτ . Let us
remark that the chirality constant τ describes the helical behavior of the nematic molecules and
the wave number describes the helical behavior of the normal vectors of the smectic layers. Our
analysis indicates that the behavior of the liquid crystals depends on the product of q and τ , the
joint chirality constant qτ . In fact, if κ and qτ are both large then the liquid crystal exhibits the
type II behavior, and it also exhibits the boundary layer behavior if qτ ∼ κ2
β
for β0 < β < 1. If κ
and qτ are both small then the liquid crystal exhibits the type I behavior.4
We would like to mention that the Ginzburg–Landau functional without magnetic fields has
been extensively studied in the past 15 years, since the publishing of the book [6] (see also a
recent survey [40]). The energy functional for Bose–Einstein condensates is a reduced Ginzburg–
Landau functional, which has been studied by many authors in the recent years, see Aftalion [1],
Aftalion and Blanc [2], and the references therein.
When finishing the first draft of the present paper, we learned the work by Y. Almog [4],
which also deals with the boundary layer behavior of smectic liquid crystals by using the reduced
Landau–de Gennes functional.
1.3. Notations
Aˆ: the vector field associated with A by Eq. (5.6).
A˜: the vector field associated with A by Eq. (7.10).
Aaff: the affine approximation of A, Eq. (B.6).
AF : Eq. (B.15).
C(τ ): the set of solutions of Eq. (1.6).
Ĉ(τ ): Eq. (5.8).
E : Landau–de Gennes functional for liquid crystals, Eq. (1.1).
fn: Eq. (5.6).
Fh: Eqs. (6.5), (9.1).
F˜h: Eq. (7.6).
FRj : the diffeomorphism, Eq. (B.13).
gc(q, τ, κ): Eq. (1.10).
4 The dependence of the critical wave number on qτ has been shown in [31]. Also see the related results in [5]. The
type I behavior of liquid crystals has been analyzed in [34].
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h−: Eq. (9.2).
I (τ0, σ0): Eq. (8.11).
K1, K2, K3: the elastic coefficients, below Eq. (1.1).
nˆ: Eq. (5.6).
NQτ (x): Eq. (1.7).
OA(σ k): Eq. (8.1).
q: the wave number, below Eq. (1.1).
Q0(n, κ): Eq. (4.10).
Q1(n, κ): Eq. (4.10).
Q0(κ, τ ): Eq. (1.15).
Q1(κ, τ ): Eq. (1.15).
R0: Eq. (8.5).
S(n,μ): Eq. (1.17).
Sb(n,μ): Eq. (1.17).
Sp(qn): below Eq. (4.7).
t (x): Eq. (6.3).
uF : Eq. (B.17).
U(τ,n0): the set of solutions of Eq. (2.1).
V(Ω): Eq. (1.3).
V (Ω,R3): Eq. (1.3).
V (Ω,S2): Eq. (1.3).
Wn: Eq. (6.11).
α0: before Theorem 5.1.
β0: the lowest eigenvalue of the Schrödinger operator with unit magnetic field in the
half-plane.
κ: the Ginzburg–Landau parameter, below Eq. (1.1).
κmin: Eq. (5.1).
λ(ϑ): below Eq. (6.6).
λ0: before Theorem 5.1.
Λ2(τ ): Eq. (7.4).
μ(qn): the lowest eigenvalue of Eq. (4.1).
μ∗(q, τ ): Eq. (4.2).
ξA: Eq. (7.9).
σ = qτ : the joint chirality constant, Eq. (1.2).
τ : the chiral constant, below Eq. (1.1).
φRj : the partition of unity, Eq. (B.3).
φRj,F : Eq. (B.17).
ϕu(x): Eq. (6.8).
Ψ
app,2
1 : Eq. (8.4).
Ψ
app,3
1 : Eq. (C.15).
Ω(ε): Eq. (1.17).
Ωε: Eq. (6.3).
(∂Ω)n: Eq. (1.22).
ω(A): Eq. (7.8).
∇y
σAF : Eq. (B.17).
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Throughout this section we assume that Ω is a bounded domain in R3 with C2 boundary. Let
C(τ ) be the set of all solutions of (1.6) in V (Ω,S2). Given τ > 0 and n0 ∈ C(τ ), let U(τ,n0)
denote the set of all u ∈ V (Ω,R3) such that
div u = 0, curl u + τu = 0, u · n0 = 0 in Ω. (2.1)
It has been proved in [34, Lemma 3.1] that U(τ,n0) is a linear space spanned by three linearly
independent smooth vector fields. Similarly to [34, Proposition 3.3] we have
Lemma 2.1. For any fixed q > 0, κ > 0 and τ > 0, the minimum gc is achieved. If (ψ,n)
achieves gc, then ψ satisfies {−∇2qnψ = κ2(1 − |ψ |2)ψ in Ω,
ν · (∇qnψ) = 0 on ∂Ω, (2.2)
and

∫
Ω
(ψ¯∇ψ) · udx = 0 for all u ∈ U(τ,n). (2.3)
Proof. It is easy to see that gc is achieved. Let (ψ,n) be a minimizer. Then ψ is a minimizer of
Gqn on H 1(Ω,C), and hence satisfies the Euler equation (2.2). Let Q0 ∈ SO(3) be such that
n = NQ0τ .
Since n is a smooth vector field, from the standard elliptic estimate we easily see that ψ is
smooth. To show that (2.3) holds, let u ∈ U(τ,n) and consider a curve s → Q(s) in SO(3) such
that the associated curve n(s) in C(τ ) has u as velocity at 0, so
n(s) = NQ(s)τ , Q(0) = Q0, n′(0) = u.
Since |n(s)| = 1, we have
0 = d
ds
∣∣∣∣
s=0
G[ψ,qn(s)]
= d
ds
∣∣∣∣
s=0
∫
Ω
{∣∣∇ψ − iqn(s)ψ∣∣2 − κ2|ψ |2 + κ2
2
|ψ |4
}
dx
= d
ds
∣∣∣∣
s=0
∫
Ω
{
−2q(ψ¯∇ψ) · n(s)+ |∇ψ |2 + q2|ψ |2 − κ2|ψ |2 + κ
2
2
|ψ |4
}
dx
= −2q d
ds
∣∣∣∣
s=0

∫
(ψ¯∇ψ) · n(s) dx
Ω
3018 B. Helffer, X.-B. Pan / Journal of Functional Analysis 255 (2008) 3008–3069= −2q
∫
Ω
(ψ¯∇ψ) · dn
ds
(0) dx
= −2q
∫
Ω
(ψ¯∇ψ)(x) · u(x) dx.
Thus (2.3) is true. 
Definition 2.2. If we consider (ψ,qn) a minimizer of G, hence satisfying
Gqn[ψ] = G[ψ,qn] = gc,
then we will call (ψ,qn) a trivial minimizer of G if ψ = 0, and a nontrivial minimizer of G if
ψ ≡ 0.
Lemma 2.3. If (ψ,qn) is a nontrivial minimizer of G, then G[ψ,qn] < 0.
Proof. The proof is simple. Multiplying (2.2) by ψ¯ and integrating we have
∫
Ω
{|∇qnψ |2 − κ2(1 − |ψ |2)|ψ |2}dx = 0 (2.4)
and hence
gc = Gqn[ψ] = −κ
2
2
∫
Ω
|ψ |4 dx < 0.  (2.5)
Remark 2.4. More generally, this proof shows that, for any n ∈ C(τ ), any nontrivial minimizer
ψ of Gqn satisfies Gqn[ψ] < 0.
3. Approximate functional G as K1, K2, K3 tend to +∞, with κ , q and τ fixed
Throughout this suction we assume that Ω is a bounded domain in R3 with C2 boundary. Let
gc be the number defined in (1.10). It is immediate from the definition that we have:
Lemma 3.1.
inf
(ψ,n)∈V(Ω)E[ψ,n] gc. (3.1)
Theorem 1.1 gives the converse statement in the asymptotic limit when all the elastic coeffi-
cients tend to +∞, which will be proved now.
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Step 1. For any trivial solution (0,n) with n ∈ C(τ ), we have E[0,n] = 0. This provides a simple
upper bound for the energy of the minimizers:
E[ψj ,nj ] = C(K1j ,K2j ,K3j , κ, q, τ ) inf
n∈C(τ )
inf
ψ∈H 1(Ω,C)
G[ψ,qn] 0.
Obviously, we have, from the inequality −|ψ |2 + 12 |ψ |4 − 12 , the lower bound
G[ψj , qnj ]−κ
2
2
|Ω|,
so ∫
Ω
{
K1j |div nj |2 +K2j |nj · curl nj + τ |2 +K3j |nj × curl nj |2
}
dx  κ
2
2
|Ω|.
Hence, as j → +∞,
‖div nj‖L2(Ω) → 0, ‖nj · curl nj + τ‖L2(Ω) → 0, ‖nj × curl nj‖L2(Ω) → 0.
For a unit length vector field n we have
‖curl n‖2
L2(Ω) = ‖n · curl n‖2L2(Ω) + ‖n × curl n‖2L2(Ω), (3.2)
hence
‖n · curl n + τ‖2
L2(Ω) + ‖n × curl n‖2L2(Ω) = ‖curl n + τn‖2L2(Ω).
Therefore we have
‖div nj‖L2(Ω) → 0, ‖curl nj + τnj‖L2(Ω) → 0. (3.3)
In particular, the sequence ‖div nj‖L2(Ω) + ‖curl nj‖L2(Ω) + ‖nj‖L2(Ω) is bounded. From (A.1)
we see that {nj } is bounded in H 1loc(Ω,R3). Since {nj } is also bounded in Lp(Ω,R3) for any
1  p < ∞, we may, as in [34, p. 1630] and, possibly passing to a subsequence,5 assume that,
for any 1 <p < ∞,
nj → n0 weakly in H 1loc
(
Ω,R3
)
, weakly in Lp
(
Ω,R3
)
, and strongly in Lploc
(
Ω,R3
)
,
where
div n0 = 0 and curl n0 + τn0 = 0 a.e. in Ω. (3.4)
5 For simplicity, we do not change of notation when passing to a subsequence.
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assume that nj → n0 a.e. in Ω . Since |nj (x)| = 1 a.e. in Ω , we have |n0(x)| = 1 a.e. in Ω .
Hence n0 ∈ V (Ω,S2). From this and (3.3), we see that n0 ∈ C(τ ).
Moreover since nj → n0 a.e. and since |nj (x)| = 1 a.e., we have
‖nj‖Lp(Ω) → ‖n0‖Lp(Ω).
From this and the fact that nj → n0 weakly in Lp(Ω,R3), we see that nj → n0 strongly in
Lp(Ω,R3), for 1 <p < ∞, which in turn implies that
nj → n0 strongly in Lp
(
Ω,R3
)
, for any p ∈ [1,+∞). (3.5)
This and (3.3) imply that curl nj → −τn0 = curl n0 strongly in L2(Ω,R3). Hence∥∥div(nj − n0)∥∥L2(Ω) → 0, ∥∥curl(nj − n0)∥∥L2(Ω) → 0, ‖nj − n0‖L2(Ω) → 0.
Using (A.1) again we see that, for any subdomain D Ω ,
‖nj − n0‖H 1(D)
 C(D,Ω)
{∥∥div(nj − n0)∥∥L2(Ω) + ∥∥curl(nj − n0)∥∥L2(Ω) + ‖nj − n0‖L2(Ω)}→ 0.
So nj → n0 strongly in H 1(D,R3). Hence the second and the third lines in (1.12) are proved.
Step 2. We show that ψ0 is a minimizer of Gqn0 . Since G[ψj , qnj ] 0, we have∫
Ω
{
|∇qnj ψj |2 +
κ2
2
(
1 − |ψj |2
)2}
dx  κ
2
2
|Ω|.
So ‖ψj‖L4(Ω) and ‖∇qnj ψj‖L2(Ω) are bounded, and hence {ψj } is also bounded in L2(Ω,C).
Thus
‖∇ψj‖L2(Ω)  ‖∇qnj ψj‖L2(Ω) + q‖ψj‖L2(Ω)  C.
So the sequence {ψj } is bounded in H 1(Ω,C). Passing again to a subsequence if necessary,
we may assume that ψj → ψ0 weakly in H 1(Ω,C) and strongly in L4(Ω,C). Then we use
Lemma 3.1 to get
G[ψ0, qn0] lim inf
j→∞ G[ψj , qnj ] lim supj→∞ G[ψj , qnj ]
 lim sup
j→∞
E[ψj ,nj ] = lim
j→∞E[ψj ,nj ] gc. (3.6)
Since n0 ∈ C(τ ), we get
gc = inf
n∈C(τ )
inf
1
G[ψ,qn] G[ψ0, qn0],
ψ∈H (Ω,C)
B. Helffer, X.-B. Pan / Journal of Functional Analysis 255 (2008) 3008–3069 3021which together with (3.6) leads to
inf
n∈C(τ )
inf
ψ∈H 1(Ω,C)
G[ψ,qn] = G[ψ0, qn0].
Thus ψ0 is a minimizer of Gqn0 . Moreover, using again (3.6), we have
lim
j→∞G[ψj , qnj ] = G[ψ0, qn0].
Since we already have ψj → ψ0 strongly in L4(Ω,C) as j → +∞, we get
lim
j→∞
∫
Ω
|∇qnj ψj |2 dx =
∫
Ω
|∇qn0ψ0|2 dx.
From this and the fact that ψjnj → ψ0n0 strongly in L2(Ω), we have
‖∇ψj − ∇ψ0‖L2(Ω) → 0.
Hence ψj → ψ0 strongly in H 1(Ω,C). Thus the first line in (1.12) is true. Moreover we also
have from (3.6)
E[ψj ,nj ] = G[ψj , qnj ]
+
∫
Ω
{
K1j |div nj |2 +K2j |nj · curl nj + τ |2 +K3j |nj × curl nj |2
}
dx
= G[ψ0, qn0] + o(1)
+
∫
Ω
{
K1j |div nj |2 +K2j |nj · curl nj + τ |2 +K3j |nj × curl nj |2
}
dx
= gc + o(1).
Hence the last two lines in (1.12) are true.
Step 3. Assume τ = 0. Now we recall the argument in [31, p. 360], to show that n0 is a con-
stant vector. Since n0 ∈ H 1loc(Ω,S2) and curl n0 = 0 in Ω , and since Ω is simply connected,
there exists a function ξ ∈ H 2loc(Ω) such that n0 = ∇ξ . Moreover, since ξ ∈ H 2loc(Ω) and
ξ = div n0 = 0 a.e. in Ω , ξ is a weak harmonic function in Ω , which is consequently an-
alytic in Ω . Hence, observing that |∇ξ(x)| = |n0(x)| = 1 a.e., we actually have |∇ξ(x)| = 1
everywhere in Ω . So
0 = (|∇ξ |2)= 2 3∑
i,j=1
(
∂2ξ
∂xi∂xj
)2
+
3∑
i=1
∂ξ
∂xi
∂(ξ)
∂xi
= 2
3∑
i,j=1
(
∂2ξ
∂xi∂xj
)2
.
Thus ∂
2ξ
∂xi∂xj
= 0 for all 1  i, j  3. This implies that ∂ξ
∂xi
is constant and n0 = ∇ξ is conse-
quently a constant unit vector.
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Gqn is a good approximation of E in the sense that the global minimizers of E can be well
approximated by (ψ0,n0) where n0 ∈ C(τ ) and ψ0 ia a minimizer of Gqn0 .
A less precise result of the same kind is obtained by Bauman, Calderer, Liu, Phillips [5, Sec-
tion 3, Corollary 1] (note that the relations between the different elastic coefficients are different).
4. Non-triviality of minimizers realizing gc
In this section we examine the non-triviality of the minimizers of gc. Throughout this section
we assume that Ω is a bounded domain in R3 with C2 boundary. Similar to the non-triviality of
the minimizers for the Ginzburg–Landau functional in superconductivity, this question is closely
related to the analysis of the lowest eigenvalue μ(qn) of the magnetic Schrödinger operator
−∇2qn in Ω , namely μ = μ(qn) is the lowest eigenvalue of the following problem{−∇2qnφ = μφ in Ω,
ν · ∇qnφ = 0 on ∂Ω, (4.1)
where ν is the unit outer normal of ∂Ω . But the new point is that we will minimize over n ∈ C(τ ).
So we shall actually meet
μ∗(q, τ ) = inf
n∈C(τ )
μ(qn). (4.2)
Proposition 4.1.
(i) For any n ∈ C(τ ), Gqn has nontrivial minimizers if and only if μ(qn) < κ2.
(ii) gc < 0 if and only if μ∗(q, τ ) < κ2.
(iii) Let n ∈ C(τ ) and μ(qn) < κ2. If ψ is a nontrivial minimizer of Gqn, then∫
Ω
|ψ |4 dx  |Ω|[1 − κ−2μ(qn)]2. (4.3)
Proof. The proof is quite similar to what was done in the analysis of the third critical field in
superconductivity (see the proof in Lu, Pan [26], and also in Fournais, Helffer [16,17]).
To obtain (i) in one direction, we assume μ(qn) < κ2 and take an eigenfunction φq associated
with μ(qn) and choose tφq with t positive as a test function of Gqn. The optimization of t gives
actually the inequality
inf
ψ∈H 1(Ω,C)
Gqn[ψ]−κ
2
2
[
1 − κ−2μ(qn)]2 (∫Ω |φq |2 dx)2∫
Ω
|φq |4 dx . (4.4)
For the converse, we observe that, if Gqn has a nontrivial minimizer ψ , then we obtain
Gqn[ψ] < 0, by (2.5). By the variational characterization of the lowest eigenvalue,
μ(qn) = inf
φ∈H 1(Ω,C),φ ≡0
‖∇qnφ‖2L2(Ω)
‖φ‖2 2
, (4.5)
L (Ω)
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Ω
|∇qnψ |2 dx  μ(qn)
∫
Ω
|ψ |2 dx.
Hence
−κ
2
2
‖ψ‖4
L4(Ω) = Gqn[ψ]−
[
κ2 −μ(qn)]‖ψ‖2
L2(Ω) +
κ2
2
‖ψ‖4
L4(Ω),
κ2‖ψ‖4
L4(Ω) 
[
κ2 −μ(qn)]‖ψ‖2
L2(Ω) 
[
κ2 −μ(qn)]‖ψ‖2
L4(Ω)
√|Ω|,
so
0 < ‖ψ‖2
L4(Ω) 
[
1 − κ−2μ(qn)]√|Ω|, (4.6)
which implies μ(qn) < κ2 and (iii).
Assertion (ii) follows easily from (i) and the variational characterization of μ(qn). 
From (4.3) and (4.4), we see also that, if n ∈ C(τ ) with μ(qn) < κ2, and if ψ is a nontrivial
minimizer of Gqn, then
−κ
2|Ω|
2
[
1 − κ−2μ(qn)]2  Gqn[ψ]
< −κ
2
2
[
1 − κ−2μ(qn)]2 sup
φ∈Sp(qn)
(
∫
Ω
|φ|2 dx)2∫
Ω
|φ|4 dx , (4.7)
where Sp(qn) denotes the set of all eigenfunctions of −∇2qn associated with the lowest eigen-
value μ(qn). In particular using also (4.4), we get the following proposition.
Proposition 4.2. If μ∗(q, τ ) < κ2, then
−κ
2|Ω|
2
[
1 − κ−2μ∗(q, τ )
]2  gc
−κ
2
2
[
1 − κ−2μ∗(q, τ )
]2
sup
n∈C(τ )
sup
φ∈Sp(qn)
(
∫
Ω
|φ|2 dx)2∫
Ω
|φ|4 dx . (4.8)
Remark 4.3. Actually one can get the slightly better lower bound
−κ
2
2
[
1 − κ−2μ∗(q, τ )
]2 inf
n∈C(τ )
inf
Gqn[ψ]=gc
(
∫
Ω
|ψ |2 dx)2∫
Ω
|ψ |4 dx  gc. (4.9)
One can indeed show, using (2.4), that, under an additional assumption on the simplicity of
the lowest eigenvalue of −∇2qn with control of the gap with the second eigenvalue, the minimizer
ψ0 in Eq. (1.13) becomes a good quasimode for this operator. Arguments of this type will appear
in [17] in the framework of superconductivity.
Then two natural questions arise.
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(i) Let n ∈ C(τ ). Is μ(qn) monotone in q for large q?
(ii) Let τ > 0 be fixed. Is μ∗(q, τ ) monotone in q for large q?
Except the case τ = 0, which is treated for generic three-dimensional domains in [16], we
still do not know the answer yet.6 Hence, as in [31, (3.14)], we introduce the following two other
critical values for q .
Definition 4.5. For τ > 0 and n ∈ C(τ ), we define
Q0(n, κ) = inf{q > 0: ψ = 0 is the unique minimizer of Gqn},
Q1(n, κ) = inf{q > 0: for any q ′ > q, ψ = 0 is the unique minimizer of Gq ′n}. (4.10)
Proposition 4.6. Let τ > 0 and n ∈ C(τ ) be given. Then the following conclusions hold:
(i) We have
Q0(n, κ) = min
{
q > 0: μ(qn) = κ2},
Q1(n, κ) = max
{
q > 0: μ(qn) = κ2}. (4.11)
(ii) Gqn has nontrivial minimizers for 0 < q < Q0(n, κ) and has the trivial minimizer as the
unique minimizer for q >Q1(n, κ).
(iii) At q = Q0(n, κ) the nontrivial minimizers of Gqn “bifurcate” from the trivial solution. More
precisely, if 0 < q <Q0(n, κ) and if ψq is a minimizer of Gqn, then
ψq → 0 strongly in H 1(Ω,C) as q → Q0(n, κ). (4.12)
Proof. We first prove (i) and (ii). Let us write
q0 = q0(n, κ) = min
{
q > 0: μ(qn) = κ2},
q1 = q1(n, κ) = max
{
q > 0: μ(qn) = κ2}.
Since for a fixed n, μ(qn) is continuous in q , so we have
μ(q0n) = κ2 = μ(q1n).
We claim that
μ(qn) < κ2 for all 0 < q < q0,
μ(qn) > κ2 for all q > q1. (4.13)
6 The monotonicity is proved in the case of constant magnetic field in full generality for a regular open set Ω in R2
[14,15], and for generic three-dimensional domains in [16]. One can for example hope to prove the result for strictly
convex domains.
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μ(qn) > κ2, then, since limq→0 μ(qn) = 0, we get also q ′′ ∈ (0, q0) such that μ(q ′′n) < κ2 and
a contradiction by the intermediate value theorem applied to the continuous function q → μ(qn).
So the first line in (4.13) is true. Since curl n(x) = −τn(x) = 0 on Ω , we have
lim
q→+∞
μ(qn)
q
= β0τ, (4.14)
where β0 is the lowest eigenvalue of Schrödinger operator with unit magnetic field in R2+ (see
[27] and [31]). Using (4.14) and the continuity of μ(qn) we verify the second line in (4.13).
It is easily seen that for any q > 0, q <Q0(n, κ) if and only if Gq ′n has nontrivial minimizers
for all 0 < q ′ < q , hence if and only if μ(q ′n) < κ2 for all 0 < q ′ < q . Thus Q0(n, κ) = q0. Also
note that q >Q1(n, κ) if and only if Gq ′n has only trivial minimizer for all q ′ > q , hence if and
only if μ(q ′n) > κ2 for all q ′ > q . So Q1(n, κ) = q1.
Now we prove (iii). Let 0 < q < q0 and q → q0, and let ψq be a minimizer of Gqn. We can
show that {ψq} is bounded in H 1(Ω,C). In fact from (4.3) we have
‖ψq‖L4(Ω)  |Ω|1/4
[
1 − κ−2μ(qn)]1/2.
From this and the Hölder inequality,
‖ψq‖L2(Ω)  |Ω|1/4‖ψq‖L4(Ω)  |Ω|1/2
[
1 − κ−2μ(qn)]1/2.
Since Gqn[ψq ] 0, we have∫
Ω
|∇qnψq |2 dx  κ2‖ψq‖2L2(Ω)  κ2|Ω|
[
1 − κ−2μ(qn)],
and
‖∇ψq‖L2(Ω)  ‖∇qnψq‖L2(Ω) + q‖ψq‖L2(Ω)  (κ + q)|Ω|1/2
[
1 − κ−2μ(qn)]1/2.
So finally we have
‖ψq‖2H 1(Ω) = ‖∇ψq‖2L2(Ω) + ‖ψq‖2L2(Ω) 
[
1 + (κ + q)2]|Ω|[1 − κ−2μ(qn)]. (4.15)
Since q → μ(qn) is continuous, we get that μ(qn) → κ2 as q → Q0(n, κ). Using (4.15) we find
‖ψq‖H 1(Ω) → 0. So (4.12) is true. 
Recall the numbers Q0(κ, τ ) and Q1(κ, τ ) defined in (1.15).
Proposition 4.7. Fix κ , τ > 0.
(i) We have
Q0(κ, τ ) = min
{
q > 0: μ∗(q, τ ) = κ2
}
,
Q1(κ, τ ) = max
{
q > 0: μ∗(q, τ ) = κ2
}
. (4.16)
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Q1(κ, τ ), for any n ∈ C(τ ), ψ = 0 is the only global minimizer of Gqn.
Proof. Set
q0(κ, τ ) = min
{
q > 0: μ∗(q, τ ) = κ2
}
,
q1(κ, τ ) = max
{
q > 0: μ∗(q, τ ) = κ2
}
.
Note that C(τ ) is compact in H 1(Ω,S2). Thus for any q > 0 there exists n ∈ C(τ ) such that
μ(qn) = μ∗(q, τ ). Then, as in the proof of Proposition 4.6, we can show that:
• for every 0 < q < q0(κ, τ ), there exists n ∈ C(τ ) such that μ(qn) < κ2;
• for all q > q1(κ, τ ) and all n ∈ C(τ ), μ(qn) > κ2.
Then we can prove as in the proof of Proposition 4.6 that
Q0(κ, τ ) = q0(κ, τ ), Q1(κ, τ ) = q1(κ, τ ),
and verify (i) and (ii). 
5. Asymptotics of the critical fields for large joint chirality constant and κ
5.1. Main statement
Our main point in this section is to give more quantitative results on the critical fields intro-
duced in the previous section. This can be done in specific asymptotic regimes. We will also
show that the joint chirality constant σ = qτ is a leading parameter, and analyze the case where
σ is large and the parameter τ > 0 remains in a bounded interval, say (0, τ0]. Throughout this
section we assume that Ω is a bounded domain in R3 with C4 boundary. Let κ1(x) and κ2(x) be
the principal curvatures of ∂Ω at x, and
κmin = inf
x∈∂Ω min
{∣∣κ1(x)∣∣, ∣∣κ2(x)∣∣}. (5.1)
Note that κmin is achieved. To state the main result in this section we need β0 (which was used
in (1.14)), and
• λ0: the eigenvalue of magnetic Schrödinger operator in R2 with non-degenerately vanishing
magnetic field given in [29,37], and λ0  0.5698.
• α0: the number defined in [33, formula (2.4)] and 0 < α0 < 1.
Theorem 5.1 (Asymptotics of the critical fields). Let Ω be a bounded domain in R3 with C4
boundary. Then, for any τ0 > 0, there exist constants σ0, A2 and M2, such that, for τ ∈ (0, τ0]
and κτ  σ0,
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β0τ
[
1 −A1κ−2/3 −A2κ−5/6
]
Q0(κ, τ )Q1(κ, τ )
κ2
β0τ
[
1 +M2κ−2/3
]
, (5.2)
where
A1 = β−3/20 λ0(1 − α0)1/3κ2/3min.
The proof of Theorem 5.1 will be given in the next subsections. As it is standard starting from
Lu, Pan [26], the proof is a direct consequence of the analysis of the asymptotics of μ∗(q, τ ). So
our main job will be to use (and improve) previous results on this spectral problem, with special
care on the uniformity with respect to additional parameters.
5.2. Asymptotics of the ground state
The proof of Theorem 5.1 corresponds to various improvements of some results in [31,
Lemma 3.4] concerning the approximation of μ∗(q, τ ).
The first rough estimate is given by
Proposition 5.2 (Leading term estimate of μ∗(q, τ ) uniform in τ ). Let Ω be a bounded domain
in R3 with C4 boundary. For any τ0 > 0 and ε > 0, there exists σ(τ0, ε) such that, for all (q, τ ) ∈
(0,+∞)× (0, τ0] with qτ  σ(τ0, ε),
μ∗(q, τ ) =
(
1 + r(q, τ ))β0qτ, (5.3)
with |r(q, τ )| ε.
Roughly speaking, Proposition 5.2 says that
μ∗(q, τ ) =
(
1 + o(1))β0qτ if τ > 0 is bounded and qτ → +∞, (5.4)
but in a much more precise way. The proof of Proposition 5.2 will be a consequence of the
following statement for the asymptotic behavior of μ(qn).
Proposition 5.3 (Leading term estimate of μ(qn) uniform in τ ). Let Ω be a bounded domain in
R3 with C4 boundary. For any τ0 > 0 and ε > 0, there exists σ(τ0, ε) such that, for all (q, τ ) ∈
(0,+∞)× (0, τ0] with qτ  σ(τ0, ε) and for all n ∈ C(τ )
μ(qn) = (1 + r(q, τ,n))β0qτ, (5.5)
with |r(q, τ,n)| ε.
Although the statement of Propositions 5.2 and 5.3 except the uniformity part is very standard,
it is useful to detail the way by which we get this uniformity, which will be used in all the
successive improvements of Proposition 5.2.
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exist a vector field nˆ and a function fn such that
n = τ nˆ + ∇fn, (5.6)
with
curl nˆ = −n, (5.7)
and the components of nˆ as well as its partial derivatives up to order 2 (actually to any order) are
uniformly bounded for τ ∈ (0, τ0] and n ∈ C(τ ). We consequently have, from Eq. (5.6) and the
gauge invariance of μ(qn),
μ(qn) = μ(qτ nˆ) = μ(σ nˆ),
with σ = qτ .
For any n ∈ C(τ ) let nˆ be the vector field associated with n through the formula (5.6). Set
Ĉ(τ ) = {nˆ: n ∈ C(τ) for some τ ∈ (0, τ0]}. (5.8)
Note that the members in Ĉ(τ ) actually depend on τ ∈ (0, τ0] and Q ∈ SO(3). We shall look for
an estimate of μ(σ nˆ) for σ large, which is uniformly valid for all nˆ ∈ Ĉ(τ ).
Instead of proving Proposition 5.3 with respect to the particular family given in (5.8), we
consider a more general problem.
Problem 5.4. Analyze the asymptotic behavior, as σ → +∞, of μ(σA), where A varies in a
set A, which is a family of magnetic potentials such that for some constant C∣∣curl A(x)∣∣= 1, ∀x ∈ Ω¯, ∀A ∈ A; (5.9)
3∑
j=1
∑
|α|2
∣∣Dαx Aj (x)∣∣ C, ∀x ∈ Ω, ∀A = (A1,A2,A3) ∈ A. (5.10)
Lemma 5.5. Let Ω be a bounded domain in R3 with C4 boundary, and A be a family of magnetic
potentials satisfying (5.9) and (5.10). Then for all ε > 0, there exists σA(ε) > 0 such that, for all
σ  σA(ε) and A ∈ A, ∣∣∣∣μ(σA)σβ0 − 1
∣∣∣∣ ε. (5.11)
Proof. One can analyze along the lines of Lu–Pan–Helffer–Morame the family μ(σA) and find
an estimate uniformly with respect to A. The proof will be divided in two parts, the upper bound
and the lower bound.
The upper bound is based on the construction of an approximate eigenfunction. One can
follow the proofs given in [28, Theorem 5.1], [21, Proposition 6.1 and Remark 6.2], and [33,
Theorem 4.1]. It is immediate that the estimate of the remainder involves only constants depend-
ing only on the geometry of the boundary (through the use of local boundary coordinates) and
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at one point by its Taylor expansion at order 1. Our assumption (5.10) says that these constants
can be chosen to be valid uniformly for all x ∈ Ω and A ∈ A.
The lower bound (see [20, Theorem 4.3]) involves the same ingredients. After a localiza-
tion using a partition of unity we approximate the differential operator −∇2
σA in each ball by
a Schrödinger operator with constant magnetic field of intensity 1. Depending on the property
that the ball is inside or meets the boundary, we use a family (indexed by some angle) of models
in the half-space whose bottom of the spectrum is always above β0σ or the model in whole R3
whose bottom is σ . Because this proof is only sketched in [20], we will give a detailed proof
in Appendix B (Proposition B.1) in order to exhibit the uniform dependence of the constants
appearing in the proof. 
We would like to mention that, the proof in Appendix B gives actually without effort the
existence of positive constants σA and CA such that
CAσ−1/4 
μ(σA)
σβ0
− 1 CAσ−1/3, ∀σ  σA, ∀A ∈ A, (5.12)
which is stronger than the estimate given in (5.11).
Proof of Proposition 5.3. We shall show that the family Ĉ(τ ) defined in (5.8) satisfies (5.9) and
(5.10). Then Proposition 5.3 follows from Lemma 5.5.
Although the reason is quite general by observing the equality (5.7), one can give here a proof
by a completely explicit computation. It is enough to give the answer for n = Nτ which is defined
in (1.8). Then nˆ = Nˆτ and fn = fNτ are simply defined by
Nˆτ (y1, y2, y3; τ) =
(
cos(τy3)− 1
τ
,
sin(τy3)
τ
,0
)
, fNτ (y1, y2, y3) = y1. (5.13)
The general case is obtained as follows. If n = NQτ ≡ QNτ (Qtx), then
nˆ(x) = QNˆτ
(
Qtx
)
, fn(x) = fNτ
(
Qtx
)
. (5.14)
It is then immediate to verify that the family (5.8) satisfies (5.9) and (5.10). 
Proof of Proposition 5.2. By taking σ = qτ in (5.11), we get (5.5), and this will achieve the
proof of Proposition 5.2. 
We now analyze in the same spirit (control of the uniformity) the proofs leading to better
asymptotics.
Proposition 5.6. Let Ω be a bounded domain in R3 with C4 boundary and τ0 > 0.
(i) There exist positive numbers Σ0(τ0) and M0(τ0) such that, for qτ Σ0(τ0) and τ ∈ (0, τ0],
we have
μ∗(q, τ ) β0qτ + (qτ)2/3λ0(1 − α0)1/3κ2/3min +M0(τ0)(qτ)7/12. (5.15)
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(0, τ0] × R+ with qτ  σ1(τ0),
μ∗(q, τ ) β0qτ −m1(τ0)(qτ)2/3. (5.16)
Proof. The proof of (i) follows the proof of [35] (Theorem 1.1), which was not controlling the
uniformity with respect to τ . This can be done in the following way. One should replace ε in the
proof in [35] by
ετ = ε√
τ
= 1√
qτ
,
and look for a test function in the form (see [35, (1.19)])
ψ(x) = w
(
y
ε
2/3
τ
)
uτ
(
z
ετ
)
+ ε1/3τ w1
(
y
ε
2/3
τ
)
v
(
z
ετ
)
.
This leads to an expansion in powers of ε1/3τ with coefficients depending smoothly on τ . The
comparison of the expansions for fixed τ leads then to the uniform result.
To prove (ii) we use the method of [21] to control the uniformity of the remainder with respect
to n ∈ C(τ ), see the proof of Proposition 5.3. 
5.3. Proof of Theorem 5.1
We write for short q0 = Q0(κ, τ ) and q1 = Q1(κ, τ ). We give the proof for q0 but the proof
for q1 is identical. From (5.4), we have (see [31, Lemma 3.5])
q0 = κ
2
β0τ
(
1 + o(1)), q1 = κ2
β0τ
(
1 + o(1)). (5.17)
The asymptotics (5.17) say in particular that q0τ , q1τ and κ2 are of the same order in our asymp-
totic regime.
To get (5.2), we first use (5.16) and obtain
κ2 = μ∗(q1, τ ) β0q1τ
[
1 − m0
β0
(q1τ)
−1/3
]
,
κ2
β0q1τ
 1 − m0
β0
(q1τ)
−1/3.
Using the second equality in (5.17) to control (q1τ)−1/3 in the right-hand side of the above
inequality we have
κ2
β0q1τ
 1 − m0
β0
[
κ2
β0
(
1 + o(1))]−1/3 = 1 −m0β−2/30 κ−2/3(1 + o(1)),
β0q1τ  κ2
[
1 −m0β−2/3κ−2/3
(
1 + o(1))]−1 = κ2[1 +m0β−2/3κ−2/3(1 + o(1))],0 0
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β0
[
1 +m0β−2/30 κ−2/3 + o
(
κ−2/3
)]
.
From (5.15), with c0 = λ0(1 − α0)1/3κ2/3min,
κ2 = μ∗(q0, τ ) β0q0τ
[
1 + c0
β0
(q0τ)
−1/3(1 + o(1))],
κ2
β0q0τ
 1 + c0
β0
(q0τ)
−1/3(1 + o(1)).
Using the first equality in (5.17) to control (q0τ)−1/3, we have
κ2
β0q0τ
 1 + c0
β0
[
κ2
β0
(
1 + o(1))]−1/3 = 1 + c0β−2/30 κ−2/3(1 + o(1)),
β0q0τ  κ2
[
1 + c0β−2/30 κ−2/3
(
1 + o(1))]−1 = κ2[1 − c0β−2/30 κ−2/3(1 + o(1))],
q0τ 
κ2
β0
[
1 − c0β−2/30 κ−2/3 + o
(
κ−2/3
)]
.
Hence
(q0τ)
−1/3 
(
κ2
β0
)−1/3[
1 − c0β−2/30 κ−2/3 + o
(
κ−2/3
)]−1/3
= β1/30 κ−2/3
[
1 + c0
3
β
−2/3
0 κ
−2/3 + o(κ−2/3)],
(q0τ)
−5/12  β5/120 κ
−5/6
[
1 + 5
12
c0β
−2/3
0 κ
−2/3 + o(κ−2/3)].
We iterate by using these estimates,
κ2 = μ∗(q0, τ ) β0q0τ
[
1 + c0
β0
(q0τ)
−1/3 + M0
β0
(q0τ)
−5/12
]
,
κ2
β0q0τ
 1 + c0
β0
(q0τ)
−1/3 + M0
β0
(q0τ)
−5/12
= 1 + c0
β
2/3
0
κ−2/3 + M0
β
7/12
0
κ−5/6 + o(κ−5/6),
β0q0τ  κ2
[
1 + c0
β
2/3
0
κ−2/3 + M0
β
7/12
0
κ−5/6 + o(κ−5/6)]−1
= κ2
[
1 − c0
β
2/3
0
κ−2/3 − M0
β
7/12
0
κ−5/6 + o(κ−5/6)].
So we have, for large κ ,
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β0
[
1 − c0β−2/30 κ−2/3 −
M0
(β0τ)7/12
κ−5/6 + o(κ−5/6)]
 q0τ  q1τ 
κ2
β0
[
1 +m0β−2/30 κ−2/3 + o
(
κ−2/3
)]
.
From these inequalities, we get (5.2). 
Proof of Theorem 1.2. Theorem 1.2 follows from Proposition 4.7 and Theorem 5.1 immedi-
ately. 
5.4. Further remarks
We can consider Problem 5.4 with Assumption (5.10) being replaced by the weaker one∑
j<k
∑
|α|1
∣∣DαxBjk(x)∣∣ C, ∀x ∈ Ω, ∀A ∈ A, (5.18)
with
Bjk = ∂jAk − ∂kAj .
However we do not need this natural extension (see [38]) in our simple case, because we consider
the family Ĉ(τ ) defined in (5.8) which already satisfies condition (5.10). In fact, from the proof
of Proposition 5.3, we actually have a uniform control of any derivative of nˆ in Ĉ(τ ).
Regarding the lower bound of μ∗(q, τ ) we have the following conjecture.7
Conjecture 5.7. If Ω is a bounded domain in R3 with C4 boundary, and if the principal curva-
tures κ1(x) and κ2(x) are all positive on ∂Ω , then, for any τ0 > 0, there exist positive numbers
m0(τ0) and σ0(τ0) such that, for all τ ∈ (0, τ0] and q with qτ  σ0(τ0)
μ∗(q, τ ) β0qτ +m0(τ0)(qτ)2/3. (5.19)
The estimates in (5.2) can be further improved, if we have a better lower bound estimate of
μ∗(q, τ ). If (5.19) is true, then we can improve the estimate of Q1(κ, τ ) as follows. From the left
side inequality in (5.19) and (5.4),
κ2 = μ∗(q1, τ ) β0q1τ
[
1 + m1
β0
(q1τ)
−1/3
]
,
κ2
β0q1τ
 1 + m1
β0
(q1τ)
−1/3 = 1 + m1
β
2/3
0
κ−2/3
(
1 + o(1)),
7 Conjecture 5.7 does not follow immediately from the result of [21], which effectively uses the fact that the magnetic
field is constant.
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β0q1τ  κ2
[
1 − m1
β
2/3
0
κ−2/3
(
1 + o(1))].
So we would obtain the existence of a positive constant m2 <m1 such that
Q1(κ, τ )
κ2
β0τ
[
1 − m2
β
2/3
0
κ−2/3
]
. (5.20)
Now we look at the case where in addition τ → 0. In this case, we conjecture
Conjecture 5.8. Let Ω be a bounded domain in R3 with C4 boundary. Assume that the principal
curvatures κ1(x) and κ2(x) are all positive on ∂Ω . Then for any τ0 > 0, there exist a map
(0, τ0]  τ → m1(τ ) > 0, positive numbers M1(τ0) and σ2(τ0), such that, for all 0 < τ < τ0 and
q such that qτ  σ2(τ0), we have
β0qτ +m1(τ )(qτ)2/3 −M1(qτ)7/12  μ∗(q, τ ) (5.21)
with
lim
τ→0m1(τ ) = λ0(1 − α0)
1/3κ2/3min. (5.22)
A more optimistic conjecture could be that one can choose
m1(τ ) = λ0(1 − α0)1/3κ2/3min, (5.23)
but preliminary computations suggest that the upper bound may not be always optimal (see the
estimate given in [35] for the case where τ is not small).
6. Concentration properties of the minimizers with large joint chirality constant
In this section we discuss the nucleation of the smectics by using the family of approximate
functionals {Gqn: n ∈ C(τ )}. We shall consider τ varying in (0, τ0], and describe the asymptotic
behavior of the nontrivial minimizers of Gqn as n varies in C(τ ), and q and κ tend to +∞. More
precisely, we choose β∗ ∈ (β0,1) and τ0 > 0 and we consider parameters κ and σ = qτ in the
regime
1
β∗
 qτ
κ2
<
Q0(κ, τ )τ
κ2
, τ ∈ (0, τ0]. (6.1)
Let ψ be a minimizer of Gqn. Then ψ satisfies the equation{−∇2qnψ = κ2(1 − |ψ |2)ψ in Ω,
∇qnψ · ν = 0 on ∂Ω. (6.2)
We first show that the minimizers concentrate on the boundary, in fact we show that in the
interior of the domain away from boundary the minimizers exponentially decay in the direction
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notations
t (x) = dist(x, ∂Ω), Ωε =
{
x ∈ Ω: t (x) < ε}. (6.3)
We have the following weighted L2 estimate of exponential decay of ψ away from the boundary.
Proposition 6.1. Let Ω be a bounded domain in R3 with C1 boundary, and τ0 > 0 be fixed. For
any α ∈ (0,√1 − β∗), there exist positive constants C(α, τ0) and κ0(α, τ0), such that, for any
n ∈ C(τ0), for any (κ, q, τ ) satisfying (6.1), τ ∈ (0, τ0] and κ  κ0(α, τ0), any minimizer ψ of
Gqn satisfies ∫
Ω
exp
(
α(qτ)1/2t (x)
)(|ψ |2 + 1
qτ
|∇qnψ |2
)
dx  C(α, τ)√
qτ
. (6.4)
Proof. Since ∂Ω is of class C1, the distance function t (x) ∈ C1(Ωδ) for small δ > 0, see [18,
Lemma 14.16]. Note that, as qτ → ∞, (4.14) holds uniformly for n ∈ C(τ ). Then we can apply
the Agmon estimate [3] to (6.2) as in [19, formulas (6.25) and (6.26)] (also see [22, Lemma 3.2]
and [30, Lemma 7.2]), and obtain (6.4). 
Proposition 6.1 shows that when σ = qτ is large the minimizers of Gqn concentrate along a
thin layer at boundary of Ω , uniformly for τ ∈ (0, τ0] and n ∈ C(τ ). Next we need more precise
boundary estimates for the minimizers. For this purpose we shall establish an integral inequality
needed to control the minimizers on the boundary, and find some suitable functions to measure
the distance on the surface.
The integral inequality is proved using the estimate of the lowest eigenvalue of the magnetic
Schrödinger operator. Let us recall the results in [28] and [33] regarding the lowest eigenvalue of
the Schrödinger operator with unit magnetic field on the half-space
R
3+ =
{
x = (x1, x2, x3): x3 > 0
}
.
Let h be a unit constant vector, and let Fh be a vector field satisfying
curl Fh = h, div Fh = 0 on R3. (6.5)
Let λh be the lowest eigenvalue of −∇2Fh on the half space. Then there exists a function λ(ϑ)
such that we have the following equality
λh = λ
(
ϑ
(
∂R3+,h
))
, (6.6)
where ϑ(∂R3+,h) denotes the angle between h and the normal vector of ∂R3+, and λ(ϑ) is the
function given in [33, Lemma 2.3].8
Note that λ(ϑ) has the following properties:
8 In [28] the function was denoted by b˜(ϑ).
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• λ(0) = 1,
• λ(π2 ) = β0,• λ(ϑ) = λ(π − ϑ).
Moreover from [20] (see also [16, (3.5)]9)
λ(ϑ) = β0 + α1
∣∣∣∣ϑ − π2
∣∣∣∣+ O(∣∣∣∣ϑ − π2
∣∣∣∣2), (6.7)
where α1 > 0. In the following, the function [β0,1]  b → λ−1(b) will denote the inverse func-
tion of ϑ → λ(ϑ).
Given a nonzero vector h, let ϕh(x) denote the angle between h and ν(x), where ν(x) is
the outer normal vector of ∂Ω at x ∈ ∂Ω . We shall choose the value of the angle such that
0 ϕh(x) π , and ϕ−h(x) = ϕh(x). To simplify our notation, for any vector field u defined on
∂Ω which does not vanish, we use ϕu(x) to denote the angle between u(x) and ν(x), namely
ϕu(x) = ϕu(x)(x). (6.8)
In particular for n ∈ C(τ ) we can define ϕn. Since n is a smooth unit vector field, if ∂Ω is of
class Ck , then ϕn(x) is a Ck−1 function on ∂Ω . With the function ϑ → λ(ϑ) introduced above,
the function x → λ(ϕn(x)) is well defined and continuous on ∂Ω , and
λ
(
ϕ−n(x)
)= λ(ϕn(x)).
Moreover,
λ
(
ϕn(x)
)= β0 on (∂Ω)n,
β0 < λ
(
ϕn(x)
)
 1 on ∂Ω \ (∂Ω)n,
where
(∂Ω)n =
{
x ∈ ∂Ω: n(x) · ν(x) = 0}. (6.9)
We can extend ϕn(x) onto Ω as in [33, Remark 2.4], such that ϕn(x) is continuous and 0 
ϕn(x) π on Ω .
Proposition 6.2. Let Ω be a bounded domain in R3 with C4 boundary. For any given τ0 > 0,
there exist positive constants C(τ0) and σ0(τ0) depending on Ω , such that, for any τ ∈ (0, τ0],
for any q such that qτ  σ0(τ0), for any n ∈ C(τ ) and for any φ ∈ H 1(Ω,C),∫
Ω
|∇qnφ|2 dx  qτ
∫
Ω
Wn(x)|φ|2 dx, (6.10)
9 Note that the function λ(ϑ) used in this paper and the function σ(θ) used in [16] are linked by the equality σ(ϑ) =
λ(ϑ − π ).2
3036 B. Helffer, X.-B. Pan / Journal of Functional Analysis 255 (2008) 3008–3069where
Wn(x) =
{
1 −C(τ0)(qτ)−1/4 if dist(x, ∂Ω) > 2(qτ)−1/8,
λ(ϕn(x))−C(τ0)(qτ)−1/4 if dist(x, ∂Ω) 2(qτ)−1/8.
(6.11)
Proof. The proof will be given in Appendix B (Proposition B.1). 
Now we look for functions which measure the distance on the surface. Using the arguments
and Lemmas 6.1 and 6.2 in [33], but using (6.7) in this paper instead of Eq. (2.5) in [33], we
can prove the following Lemmas 6.3 and 6.4. Note that Statement (4) in Lemma 6.3 below is an
improvement of the corresponding statement (4) in [33, Lemma 6.1].
Lemma 6.3. Let Ω be a bounded domain in R3 with C2 boundary and τ0 > 0. For any δ > 0,
there exists Cδ such that, for any τ ∈ (0, τ0] and any n ∈ C(τ ), there exists a function ζn ∈ C1(Ω)
with the following properties:
(i) ζn(x) 0 on Ω and
ζn(x)
{= 0 if x ∈ (∂Ω)n,
> 0 if x ∈ (∂Ω) \ (∂Ω)n.
(ii) If x ∈ Ω(δ) and δ  ϕn(x) π − δ, then ζn(x) = ζ0(ϕn(x)), where
ζ0(ϕ) =
∣∣∣∣∣
π/2∫
ϕ
[
λ(ϑ)− β0
]1/2
dϑ
∣∣∣∣∣.
(iii) ∣∣∇ζn(x)∣∣ Cδ[λ(ϕn(x))− β0]1/2 on Ω.
(iv) For ϕ close to π/2 we have
ζ0(ϕ) = 2
√
α1
3
∣∣∣∣π2 − ϕ
∣∣∣∣3/2 + O(∣∣∣∣π2 − ϕ
∣∣∣∣5/2).
Proof. The proof of statements (i)–(iii) is exactly the same as the proof of Lemma 6.1 in [33].
To get (iv) we use (6.7). To show that the constant Cδ is uniformly valid for τ ∈ (0, τ0] we use
the continuity of ϕn with respect to n and control the dependence of n in τ . 
Lemma 6.4. Let Ω be a bounded domain in R3 with C2 boundary and τ0 > 0. For any b ∈
(β0,1), any small δ > 0, any τ ∈ (0, τ0] and any n ∈ C(τ ), there exists a function ζn,b ∈ C(Ω)
with the following properties:
(i) ζn,b(x) 0 on Ω ,
ζn,b(x)
{= 0 if x ∈ ∂Ω and λ(ϕn(x)) b,
> 0 if x ∈ ∂Ω and λ(ϕn(x)) > b.
∇ζn,b(x) exists almost everywhere on Ω and |∇ζn,b(x)| ∈ L∞(Ω).
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ζb(ϕ) =
⎧⎪⎨⎪⎩
∫ λ−1(b)
ϕ
[λ(ϑ)− b]1/2 dϑ if 0 ϕ  λ−1(b),
0 if λ−1(b) < ϕ  π2 ,
ζb(π − ϕ) if π2 < ϕ  π.
(iii) There exists Cδ,b > 0 such that, for any n ∈ C(τ ),∣∣∇ζn,b(x)∣∣ Cδ,b[(λ(ϕn(x))− b)+]1/2.
Cδ,b is dependent of Ω , δ and b, but is independent of τ ∈ (0, τ0] and n ∈ C(τ ).
(iv) For any fixed  > 0, there exists c(ε) satisfying c(ε) → 0 as ε → 0, such that, if λ(ϕ)
b + ε1/2, then
0 ζb(ϕ) c(ε)ε1/4.
Proof. The proof of Lemma 6.4 is the same as the proof of Lemma 6.2 in [33]. The uniformity
can be controlled directly on the very explicit construction of ζn,b and the uniformity with respect
to n of ϕn. 
Proof of Theorem 1.3.
Step 1. Let
ε = 1√
σ
, ρε = β0κ−2
[
τQ0(κ, τ )− σ
]
, λε = κ2ε2. (6.12)
Note that ρε and λε also depend on κ . However we may take ε as a parameter and think that κ
varies with ε, thus ρε and λε vary with ε. From (6.12) we have
σ = β0τQ0(κ, τ )− ρεκ
2
β0
.
From this and (5.2)
λε = κ
2
σ
= β0
β0κ−2τQ0(κ, τ )− ρε =
β0
1 − ρε + o(1) as ε → 0.
Let
η = exp(αε−1ζ ),
where α is a positive constant and ζ is a real-valued C1 function, both to be determined later.
Let ψε be a nontrivial minimizer of G[·, ε−2n]. ψε satisfies the system of equations (6.2). We
multiply the first equation in (6.2) by η2ψ¯ε and integrate, and use (6.10) to get
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∫
Ω
{∣∣∇ε−2n(ηψε)∣∣2 − |∇η|2∣∣ψε∣∣2 − κ2(1 − ∣∣ψε∣∣2)∣∣ηψε∣∣2}dx
 ε−2
∫
Ω
{
Wn(x)− α2|∇ζ |2 − λε
}∣∣ηψε∣∣2 dx. (6.13)
Step 2. In case (i) we have
ρε = o(1), λε = β0 + o(1) as ε → 0.
For given n ∈ C(τ ), let ζ = ζn, where ζn is the function given in Lemma 6.3. Let Cδ be the
number given in Lemma 6.3, and we choose α > 0 such that α2C2δ < 1/2. From (6.11) and
(6.13), we deduce that we can find for any small  > 0 a constant ε1 > 0 such that, for all
0 < ε < ε1,
0
∫
Ω
{
Wn(x)− α2|∇ζn|2 − λε
}∣∣ηψε∣∣2 dx

∫
Ω(2ε1/4)
{
λ
(
ϕn(x)
)− α2C2δ [λ(ϕn(x))− β0]− β0 − o(1)}∣∣ηψε∣∣2 dx
 1
2
∫
Ω(2ε1/4)
{
λ
(
ϕn(x)
)− β0 − o(1)}∣∣ηψε∣∣2 dx
 
3
∫
Ω(2ε1/4)∩{λ(ϕn(x))β0+}
∣∣ηψε∣∣2 dx − β0 ∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
∣∣ηψε∣∣2 dx.
So ∫
Ω(2ε1/4)∩{λ(ϕn(x))β0+}
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx
 3β0

∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx. (6.14)
In both sides we add ∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx
to get ∫
1/4
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx
Ω(2ε )
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
∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx. (6.15)
From (6.7) and Lemma 6.3 (statement (iv)), we obtain the existence of positive constants b1
and b2, both being independent of ε and , such that, if x ∈ Ω(2ε1/4) and λ(ϕn(x)) < β0 + ,
then ∣∣∣∣ϕn(x)− π2
∣∣∣∣ b1, ζn(x) = ζ0(ϕn(x)) b23/2.
From this and (6.15) we have, for some constant L1 > 0,∫
Ω(2ε1/4)
exp
(
2αε−1ζn(x)
)∣∣ψε∣∣2 dx
 L1−1
∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
exp
(
2αε−1b23/2
)∣∣ψε∣∣2 dx.
Thus ∫
Ω(2ε1/4)
exp
(
2αε−1
[
ζn(x)− b23/2
])∣∣ψε∣∣2 dx
 L1−1
∫
Ω(2ε1/4)∩{λ(ϕn(x))<β0+}
∣∣ψε∣∣2 dx. (6.16)
Then we use (6.4) to control the integrals of |ψε|2 on Ω \Ω(ε), and use (6.16) to get∫
Ω
exp
(
2αε−1
[
ζn(x)− b23/2
])∣∣ψε∣∣2 dx  L2−1 ∫
Ω(ε)
∣∣ψε∣∣2 dx, (6.17)
where L2 > 0.
Let μ> 0 be a small number. If x ∈ Ω(δ) and |ϕn(x)− π2 | μ, from Lemma 6.3 (statement(iv)) we have
ζn(x) = ζ0
(
ϕn(x)
)
 2
√
α1
3
(
ϕn(x)− π2
)3/2
+ O
((
ϕn(x)− π2
)5/2)
 2
√
α1
3
u3/2 + O(μ5/2) aμ3/2,
where 0 < a < 2
√
α1
3 and a is independent of μ ∈ (0,μ0] for μ0 small enough.
For small μ> 0, let us choose
 =
(
a
)2/3
μ.
2b2
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2
[
ζn(x)− b23/2
]
 2
[
aμ3/2 − a
2
μ3/2
]
= aμ3/2.
Let c0 = αa. From (6.17) and noting that
L2
−1 = M0μ−1, where M0 = L2
(
2b2
a
)2/3
,
we have ∫
Ω(δ)∩{|ϕn(x)− π2 |μ}
∣∣ψε∣∣2 dx M0μ−1 exp(−c0μ3/2ε−1) ∫
Ω(ε)
∣∣ψε∣∣2 dx.
Now (1.19) is valid.
Step 3. In case (ii) we have
ε = √bκ−1 + O(κ−3/2), λε = b + O(ε1/2).
For this b and for the given n ∈ C(τ ), let ζ = ζn,b , where ζn,b is the function given in Lemma 6.4.
Choose α > 0 such that α2C2δ,b  1/2, where Cδ,b is the constant given in Lemma 6.4. From
(6.13) and Lemma 6.4 (statement (iii)),
0
∫
Ω
{
Wn(x)− α2|∇ζn,b|2 − b + O
(
ε1/2
)}∣∣ηψε∣∣2 dx

∫
Ω(2ε1/4)
{
λ
(
ϕn(x)
)− α2C2δ,b[λ(ϕn(x))− b]+ − b − cε1/2}∣∣ηψε∣∣2 dx

∫
Ω(2ε1/4)
{
λ
(
ϕn(x)
)− b − 1
2
[
λ
(
ϕn(x)
)− b]+ − cε1/2}∣∣ηψε∣∣2 dx

(

2
− c
)
ε1/2
∫
Ω(2ε1/4)∩{λ(ϕn(x))b+ε1/2}
∣∣ηψε∣∣2 dx
− (b + cε1/2) ∫
Ω(2ε1/4)∩{λ(ϕn(x))<b+ε1/2}
∣∣ηψε∣∣2 dx,
where  is chosen such that  > 2c. Then we argue as in Step 2 and use Lemma 6.4 (state-
ment (iv)) to find
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Ω(2ε1/4)
exp
(
2αε−1
[
ζn,b(x)− c(ε)ε1/4
])∣∣ψε∣∣2 dx
 L4ε−1/2
∫
Ω(2ε1/4)∩{λ(ϕn(x))<b+ε1/2}
∣∣ψε∣∣2 dx. (6.18)
Then we use (6.4) to control the integral of |ψε|2 on Ω \Ω(ε), and use (6.18) to get∫
Ω
exp
(
2αε−1
[
ζn,b(x)− c(ε)ε1/4
])∣∣ψε∣∣2 dx  L5ε−1/2 ∫
Ω(ε)
∣∣ψε∣∣2 dx,
where L4 and L5 are positive constants which are independent of ε. Since ε = 1/√σ , we write
this inequality as follows:∫
Ω
exp
(
2α
√
σ
[
ζn,b(x)− d(σ )σ−1/8
])|ψ |2 dx  L5σ 1/4 ∫
Ω(σ−1/2)
|ψ |2 dx, (6.19)
where d(σ ) = c(σ−1/2).
Given a positive constant γ , we define, for large σ ,
η(σ ) = sup
{
η > 0:
λ−1(b)∫
λ−1(b)−η
[
λ(ϑ)− b]1/2dϑ  γ σ−1/8}. (6.20)
η(σ ) depends on γ , and obviously limσ→∞ η(σ ) = 0. If 0 ϕ  λ−1(b)− η(σ ), then
ζb(ϕ)
λ−1(b)∫
λ−1(b)−η(σ )
[
λ(ϑ)− b]1/2 dϑ  γ σ−1/8.
If π − λ−1(b)+ η(σ ) ϕ  π , then 0 π − ϕ  λ−1(b)− η(σ ), and by the definition of ζb we
have
ζb(ϕ) = ζb(π − ϕ) γ σ−1/8.
Now let μ> 0 be any given number. There exists σ0 > 0 such that for all σ  σ0 we have
d(σ ) γ /2, η(σ ) μ.
If x /∈ Sb(n,μ), then either 0 ϕn(x) λ−1(b)− η(σ ) or 0 π − ϕn(x) λ−1(b)− η(σ ), so
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(
ϕn(x)
)
 γ σ−1/8,
ζn,b(x)− d(σ )σ−1/8  γ2 σ
−1/8,
2α
√
σ
[
ζn,b(x)− d(σ )σ−1/8
]
 γ ασ 3/8.
Hence from (6.19) we have∫
Ω\Sb(n,μ)
|ψ |2 dx  L5σ 1/4 exp
(−γ ασ 3/8) ∫
Ω(σ−1/2)
|ψ |2 dx.
Let c2 = γ α and M2 = L5. We obtain (1.21). 
Remark 6.5. The condition (1.18) in Theorem 1.3 implies that
τQ0(κ, τ )− o
(
κ2
)
< τq < τQ0(κ, τ ). (6.21)
Let us define
S˜(n,μ) = Ω(κ−1)∩ {x ∈ Ω: ∣∣∣∣ϕn(x)− π2
∣∣∣∣ μ},
S˜b(n,μ) = Ω
(
κ−1
)∩ {x ∈ Ω: λ−1(b)−μ ϕn(x) π − λ−1(b)+μ}. (6.22)
Then Theorem 1.3 can be stated as follows.
Theorem 6.6. Assume that Ω is a bounded domain in R3 with C4 boundary.
(i) Assume (1.18) holds. Then for any small μ> 0 there exist positive constants c˜0, M˜0 and κ1
such that for all κ > κ1,∫
Ω\S˜(n,μ)
|ψ |2 dx M3 exp(−c3κ)
∫
Ω(κ−1)
|ψ |2 dx, (6.23)
where
c3 = c˜0μ3/2, M3 = M˜0μ−1.
(ii) Assume (1.20) holds. Then for any small μ> 0 there exist positive constants c0, M0 and κ2
such that for all κ > κ2,∫
Ω\S˜b(n,μ)
|ψ |2 dx M4 exp
(−c4κ3/4) ∫
Ω(κ−1)
|ψ |2 dx, (6.24)
where
c4 = c0b−3/8, M4 = M0.
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qτ = κ
2
β0
+ o(κ2),
and
c0μ
3/2√qτ ∼ c0μ3/2
√
κ2
β0
= c0√
β0
μ3/2κ.
From (6.4) we see that we can replace the integrals of |ψ |2 on Ω(σ−1/2) by integrals on Ω(κ−1).
Hence (6.23) follows immediately from (1.19). Similarly if (1.20) holds we get (6.24) from
(1.21). 
7. Asymptotics of the minimum of G with small joint chirality constant
In this section we fix κ , keep τ bounded and examine the behavior of the minimizers of G as
σ = qτ → 0. Some of our results will also be controlled with respect to κ . When q is fixed, this
corresponds to the asymptotics with small chirality. In this section we write gc(q, τ, κ) instead
of gc in order to emphasize its dependence on q , τ and κ .
7.1. Universal upperbounds
We look for an upper bound estimate of gc(q, τ, κ), which is uniformly valid for all τ ∈ [0, τ0].
It is easily seen that if τ = 0, then for any κ > 0 and q > 0
gc(q,0, κ) = −κ
2
2
|Ω|,
and G has nontrivial minimizers given by
(ψ,n) = (ceiqh·x,h), (7.1)
where h is any constant unit vector, and c is a constant such that |c| = 1.
We now assume σ = qτ = 0. Recall that every n ∈ C(τ ) can be represented as n = NQτ for
some Q ∈ SO(3). Here we allow Q vary with q and τ . The proof of the upper bound could be
carried out along the lines of [31]. This can be simply done as follows. If we take
ψ = exp(iqτξ)
with ξ ∈ H 1(Ω) and n ∈ C(τ ), we immediately obtain, using the notation −∫ Ω = 1|Ω| ∫ :
gc(q, τ, κ)−|Ω|
{
κ2
2
− (qτ)2 −
∫
Ω
∣∣∣∣∇ξ − nτ
∣∣∣∣2 dx}, (7.2)
and then, taking the infimum over ξ in H 1(Ω), we obtain the following proposition.
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q > 0, we have
gc(q, τ, κ)−|Ω|
{
κ2
2
− (qτ)2Λ2(τ )
}
, (7.3)
with
Λ2(τ ) := inf
n∈C(τ ), ξ∈H 1(Ω)
−
∫
Ω
|∇ξ − nˆ|2 dx, (7.4)
where nˆ is associated to n via (5.6).
We will later see that this estimate is accurate in the regime τ ∈ (0, τ0], σ = qτ small. But we
should start by an analysis of Λ2(τ ).
7.2. Analysis of Λ2(τ )
Lemma 7.2. Let Ω be a bounded and simply-connected domain in R3 with C2 boundary.
(i) The map (0, τ0]  τ → Λ2(τ ) admits a continuous Lipschitz extension to [0, τ0], namely
there exists C(τ0) > 0 such that∣∣Λ2(τ1)−Λ2(τ2)∣∣ C|τ1 − τ2| for all τ1, τ2 ∈ [0, τ0]. (7.5)
(ii) If F˜h denotes the unique solution of
curl F˜h = h and div F˜h = 0 in Ω, F˜h · ν = 0 on ∂Ω, (7.6)
then we have
Λ2(0) = inf
h∈S2
ω(˜Fh). (7.7)
Proof.
Step 1. Let us recall the number ω(A), which was defined in [32]
ω(A) = inf
ξ∈H 1(Ω)
−
∫
Ω
|∇ξ − A|2 dx. (7.8)
The minimizer ξ exists, and up to an additive constant it is unique. We use ξA to denote the
unique minimizer which has integral average zero. Hence ξA satisfies
ξ = div A in Ω, ∂ξ
∂ν
= A · ν on ∂Ω,
∫
ξ dx = 0. (7.9)
Ω
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A˜ = A − ∇ξA. (7.10)
The vector field A˜ can also be characterized as the unique solution of
curl A˜ = curl A and div A˜ = 0 in Ω, A˜ · ν = 0 on ∂Ω, (7.11)
and we get
ω(A) = ω(A˜) = −
∫
Ω
|A˜|2 dx. (7.12)
Hence
Λ2(τ ) = inf
n∈C(τ )
ω(nˆ) = inf
Q∈SO(3)ω
(
NˆQτ
)
. (7.13)
Recall that if Ω is a bounded and simply-connected domain in R3 with C2 boundary, from (7.11)
we have
‖A˜‖H 1(Ω)  C(Ω)‖curl A˜‖L2(Ω) = C(Ω)‖curl A‖L2(Ω),
‖A˜‖C1(Ω)  C′(Ω)‖curl A˜‖C0(Ω¯) = C′(Ω)‖curl A‖C0(Ω), (7.14)
see [41, Appendix I, Lemma 1.6] and [42], also see (A.2), (A.4) in Appendix A of this paper.
Step 2. Now we apply the above construction to nˆ ∈ Ĉ(τ ). Recall that
n = τ nˆ + ∇fn = τ˜ˆn + τ∇ξnˆ + ∇fn (7.15)
and
curl˜ˆn = curl nˆ = −n. (7.16)
In fact if n(x) = QNτ (Qtx) then
fn = 〈Qe1, x〉. (7.17)
We get from (7.14) that the map n → ˜ˆn is a Lipschitz map from L2(Ω,R3) to H 1(Ω,R3). More
precisely
‖ ˜ˆn1 − ˜ˆn2‖H 1(Ω)  C(Ω)∥∥curl( ˜ˆn1 − ˜ˆn2)∥∥L2(Ω) = C(Ω)‖n1 − n2‖L2(Ω). (7.18)
In particular for all τ > 0
Λ2(τ ) = inf
n∈C(τ )
ω(nˆ) = inf
n∈C(τ )
−
∫
|˜nˆ|2 dx  C(Ω). (7.19)
Ω
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existence of C1 = C1(τ0) such that, for all τ1, τ2 in (0, τ0] and Q ∈ SO(3),∥∥NQτ1 − NQτ2∥∥C0(Ω)  C1|τ1 − τ2|. (7.20)
Using (7.18), we obtain for another constant C2 = C1C(Ω)∥∥˜ˆNQτ1 − ˜ˆNQτ2∥∥L2(Ω)  C2√|Ω||τ1 − τ2|. (7.21)
So √
ω
(
NˆQτ1
)= 1√|Ω|∥∥˜ˆNQτ1∥∥L2(Ω)  1√|Ω|∥∥˜ˆNQτ2∥∥L2(Ω) +C2|τ1 − τ1|
=
√
ω
(
NˆQτ2
)+C2|τ1 − τ2|. (7.22)
Hence √
Λ2(τ1)
√
ω
(
NˆQτ1
)

√
ω
(
NˆQτ2
)+C2|τ1 − τ2|. (7.23)
The above inequality is true for any Q ∈ SO(3). We take infimum for Q ∈ SO(3) and find√
Λ2(τ1)
√
Λ2(τ2)+C2|τ1 − τ2|. (7.24)
By exchanging τ1 and τ2 we find∣∣√Λ2(τ1)−√Λ2(τ2)∣∣ C2|τ1 − τ2|. (7.25)
Combining this with (7.19) we see that (7.5) is true for all τ1, τ2 ∈ (0, τ0], where C = 2C(Ω)C2.
From (7.5) we see that limτ→0+ Λ2(τ ) exists. If we define Λ2(0) by this limit, then Λ2 is well
defined for all τ  0, and (7.5) remains true for all τ1, τ2 ∈ [0, τ0]. (i) is proved.
Step 3. Now we prove (ii). We claim that, in the topology of C1(Ω,R3)
˜ˆNQτ (x) = F˜h(x)+ O(τ ), (7.26)
where O(τ ) is uniform for Q ∈ SO(3). Then (7.7) follows from (7.26) and (7.4).10
To prove (7.26) we observe as in [31] (Section 3) and use (7.17) to find that, in the topology
of C1(Ω,R3),
Nτ (y) = e1 + τ F˜−e1(y)+ O
(
τ 2
)
,
NQτ = −h + τ F˜h(x)+ O
(
τ 2
)= ∇fNQτ + τ F˜h(x)+ O(τ 2), (7.27)
10 To prove (7.7) we only need that (7.26) holds in the topology of L2(Ω).
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see that, in the topology of C1(Ω),
NˆQτ (x) = F˜h(x)+ O(τ ). (7.28)
Let
w = ˜ˆNQτ − F˜h(x).
We have, from (7.27), that in the topology of C1(Ω,R3),
div w = 0,
curl w = curl(˜ˆNQτ )− curl F˜h(x) = curl(NˆQτ )− h = −NQτ − h = −τ F˜h(x)+ O(τ 2)= O(τ ),
n · w = 0 on ∂Ω.
Since Ω is simply-connected, we applied the second inequality in (7.14) to find
‖w‖C1(Ω)  C(Ω)‖curl w‖C0(Ω)  Cτ, (7.29)
where C is independent of Q ∈ SO(3) and τ ∈ (0, τ0]. Now (7.26) is proved. 
Remark 7.3. One could hope a better result in (7.5) when τ2 = 0. This is unsolved in full gen-
erality but let us mention some natural questions. There is no difficulty to define C(τ ) for τ < 0
and to look at τ → Λ2(τ ) on [−τ0, τ0]. So we can ask the following11:
1. Is τ → Λ2(τ ) an even function?
2. Is Λ2(τ ) of class C2 in τ?
3. Has Λ2 a local minimum at τ = 0?
7.3. Main result
Our first result in this section concerns the behavior of gc(q, τ, κ).
Proposition 7.4. Let Ω be a bounded domain in R3 with C1 boundary and τ0 > 0. Then, there
exist positive constants C1(τ0), C2(τ0) and σ1(τ0) such that, for any q, τ, κ satisfying
τ ∈ (0, τ0], σ = qτ ∈ (0, σ1], κ  C1σ, (7.30)
we have
−κ
2
2
|Ω| + σ 2|Ω|Λ2(τ )
[
1 −C2
(
1 + κ−2)σ 2] gc(q, τ, κ). (7.31)
11 At moment we do not have answers to these questions. However we think the answer to the first question is “yes”
when Ω has the following property: There exists Q ∈ O(3) such that detQ = −1 which combined with a translation
leaves Ω invariant.
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−κ
2
2
|Ω|[1 − κ−2μ∗(q, τ )]2  gc(q, τ, κ), (7.32)
when μ∗(q, τ )  κ2, which was proven in (4.8), and use the expansion of μ∗(q, τ ) for small
σ = qτ which is uniformly valid for all τ ∈ (0, τ0], which will be established in Section 8, see
Proposition 8.4. 
Combining Propositions 7.1 and 7.4, we obtain the following theorem.
Theorem 7.5. Let Ω be a bounded domain in R3 with C1 boundary and τ0 > 0. Then, there exist
positive constants C1(τ0), C2(τ0) and σ1(τ0), such that, for any q, τ, κ satisfying (7.30) we have∣∣∣∣gc(q, τ, κ)+ κ22 |Ω| − σ 2|Ω|Λ2(τ )
∣∣∣∣ C2(1 + κ−2)σ 4. (7.33)
8. Analysis of the groundstate energy in the case σ is small
The main purpose of this section is to establish an expansion of μ∗(q, τ ) as σ → 0, which is
uniformly valid for all τ ∈ (0, τ0]. We can consider a more general problem:
Problem 8.1. Given a family A of magnetic potentials satisfying (5.10) and a small number σ ,
find an expansion of μ(σA) which has a remainder estimate uniformly valid for all A ∈ A.
Let A be a family of magnetic potentials. Throughout this section, A˜ denotes the vector field
which is associated with A ∈ A via (7.10). We define A˜ = {A˜: A ∈ A}. Due to the gauge invari-
ance we have
μ(σ A˜) = μ(σA).
Hence we look for an expansion for μ(σ A˜) with a remainder uniformly valid for A˜ ∈ A˜.
Lemma 8.2. Let Ω be a bounded set in R3 with C3 boundary. If A satisfies (5.10), then the
family A˜ satisfies also (5.10).
Proof. The conclusion follows from (7.9) and the regularity of the Neumann problem for the
Laplace equation in Ω . 
In the following we use
OA
(
σk
) (8.1)
to denote a term which is of order σk uniformly for all A ∈ A. More precisely,
f (σ,A) = OA
(
σk
)
, σ → 0,
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We will now prove the following proposition.
Proposition 8.3. Let Ω be a bounded domain in Rn with C3 boundary, and A be a set of magnetic
potentials satisfying (5.10). Then for small σ and A ∈ A,
μ(σA) = μ(σ A˜) =
(
−
∫
Ω
|A˜|2 dx
)
σ 2 + OA
(
σ 4
)
. (8.2)
Note that the estimate in (8.2) with a correct upper bound and a lower bound with rough error
term O(σ 3) has been obtained in [31, Lemma 2.1] and [32, Lemma 2.1].
Proof. Observe that we have the universal upperbound
μ(σ A˜)
(
−
∫
Ω
|A˜|2 dx
)
σ 2 (8.3)
by using ψ = 1√|Ω| as a test function. So we look for the lower bound. For fixed A, the existence
of such an expansion is actually also a consequence of Kato’s theory for type (A) families of self
adjoint operators [24, Theorem 3.9].12 Because we need a uniform control we prefer to rewrite a
short proof where the uniformity is easy to control (following a recent presentation of [15]).
Step 1. We construct an approximate solution modulo OA(σ 3), which is given by
Ψ
app,2
1 =
1√|Ω|
(
1 + σ 2R0
(|A˜|2)), (8.4)
where
R0 = (I −Π0)−1(I −Π0) (8.5)
with Π0 the orthonormal projector in L2(Ω,C) on the constant functions. A tedious computation
gives that [
−∇2
σA˜
− σ 2
(
−
∫
Ω
|A˜|2 dx
)]
Ψ
app,2
1 = OA
(
σ 3
) (8.6)
in L2(Ω,C). By the spectral theorem (see [39, vol. I, p. 225]), if H is a self-adjoint unbounded
operator, then
dist
(
λ,σ (H)
)‖ψ‖ ∥∥(H − λ)ψ∥∥, ∀ψ ∈ D(H), (8.7)
12 Also see Reed, Simon [39, vol. IV, p. 4, Theorem XII.3, and Problems 16 and 17]; and Hislop, Sigal [23, Section
15.4].
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existence of some j  1 and of an eigenvalue μj (σ A˜) such that
μj (σ A˜)− σ 2
(
−
∫
Ω
|A˜|2 dx
)
= OA
(
σ 3
)
. (8.8)
It remains to show that it is necessarily j = 1. This will follow from an independent lower
bound for the second eigenvalue. For this we start from the inequality
‖∇u‖2
L2(Ω)  (1 +
√
σ)
∥∥(∇ − iσ A˜)u∥∥2
L2(Ω) +
√
σ‖A˜u‖2
L2(Ω),
which is a consequence of the Hölder inequality. Under condition (5.10), we obtain first the
existence of a constant C > 0 such that
‖∇u‖2
L2(Ω)  (1 +
√
σ)
∥∥(∇ − iσ A˜)u∥∥2
L2(Ω) +C
√
σ‖u‖2
L2(Ω).
We then apply the Minimax Principle for eigenvalues (see for example [39, Theorem XIII.2,
vol. IV, p. 78]) and get for the second eigenvalue
μ2(0) μ2(σA)(1 + √σ)+C√σ .
Since Ω is connected, which implies μ2(0) > 0, we obtain a lower bound for μ2(σA) in the
form
μ2(σA)
[
1 − O(√σ)]μ2(0). (8.9)
Combining this inequality with (8.8), we see that necessarily j = 1 in (8.8), and hence we have
consequently obtained:
μ(σ A˜)− σ 2
(
−
∫
Ω
|A˜|2 dx
)
= OA
(
σ 3
)
. (8.10)
Step 2. We improve the above estimate by showing that the remainder is actually OA(σ 4). For
this purpose we may either construct a better quasi-mode Ψ imp1 to get the required error order,
or actually show that a complete expansion for μ(σA) exists and that the odd coefficients of the
expansion vanish. We shall follow the second argument. The complete proof is lengthy and the
details will be given in Appendix C, see Proposition C.1. 
Proposition 8.4. Let Ω be a bounded domain in R3 with C3 boundary, let τ0 > 0 and σ0 > 0 be
given, and let I (τ0, σ0) denote the set
I (τ0, σ0) =
{
(q, τ,n): 0 < τ  τ0, n ∈ C(τ ), 0 < σ = qτ  σ0
}
. (8.11)
Then, there exists a constant C = C(τ0, σ0) such that, for any (q, τ,n) ∈ I (τ0, σ0),∣∣μ∗(q, τ )− σ 2Λ2(τ )∣∣ Cσ 4. (8.12)
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A =
⋃
0<ττ0
Ĉ(τ ) = {nˆ: n ∈ C(τ ), 0 < τ  τ0}, (8.13)
where nˆ is associated with n by the formula (5.6), and
A˜ = {˜nˆ: n ∈ C(τ ),0 < τ  τ0}, (8.14)
where ˜ˆn is associated with nˆ by the equation (7.10). It is easy to show that A satisfies the condi-
tion (5.10). From (8.2), for any (q, τ,n) ∈ I (τ0, σ0),
μ(qn) = μ(σ nˆ) = μ(σ˜ˆn) = ( −∫
Ω
|˜nˆ|2 dx
)
σ 2 + OA
(
σ 4
)
.
Taking the infimum over n ∈ C(τ ) and using the definition of Λ2(τ ) give the result. 
Remark 8.5. If Ω is simply-connected we can combine (8.12) with the property of Λ2(τ ) estab-
lished in Lemma 7.2 to get an expansion of μ∗(q, τ ) for small τ and σ .
9. On the minimizers of G with small joint chirality constant
In this section we examine the behavior of minimizers when q or τ are small, with κ being
bounded.13 To simplify our discussion we will keep κ > 0 fixed. Let (ψj ,nj ) ∈ H 1(Ω,C) ×
C(τj ) be a minimizer for gc(qi, τj , κ). After passing to a subsequence we may have one of the
following cases.
Case 1. τj → 0, qj → q∗ = 0.
Case 2. qj → 0, τj → τ∗ = 0.
Case 3. qj → 0, τj → 0.
In Section 9.1 we consider case 1, and in Section 9.2, we consider case 2. The case 3 can be
treated by modifying the argument in Section 9.1, and hence the details will be omitted.
9.1. Asymptotic behavior of minimizers with τ → 0
Given a vector h, let Fh denote a vector field satisfying (6.5), but now we further require an
extra condition
h · Fh = 0, F−h = −Fh. (9.1)
In the following we use the notation from [31]
h− = −h. (9.2)
13 The behavior of minimizers of the Landau–de Gennes functional with small κ has been examined in [34].
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Theorem 9.1. Let Ω be a bounded and simply-connected domain in R3 with C2 boundary,
κ > 0 be fixed, qj → q∗ > 0 and τj → 0. Let (ψj ,nj ) ∈ H 1(Ω,C) × C(τj ) be a minimizer for
gc(qj , τj , κ). Then there exists a subsequence (qj, τj) such that
nj = hj + τjFh−j + O
(
τ 2j
)
in C2
(
Ω,R3
)
,
ψj = cjeiqjhj ·x(1 + iqjτjξj)+ O
(
τ
3/2
j
)
in H 1(Ω,C), (9.3)
where cj is a complex constant such that |cj | = 1 and⎧⎪⎪⎨⎪⎪⎩
hj ∈ S2,
ω(Fh−j
) = Λ2(0)+ O(τj),
−
∫
Ω |∇ξj − Fh−j |
2 dx = ω(Fh−j ).
(9.4)
Proof. The proof relies on the asymptotic of the energy (upper bound) and of an extraction
technique.
Let τj → 0, qj → q∗ > 0, with κ being fixed. Let (ψj ,nj ) ∈ H 1(Ω,C)× C(τj ) be such that
G[ψj , qjnj ] = gc(qj , τj , κ). Note that {nj } is bounded in C2(Ω,S2). From the Euler–Lagrange
equation we know that {ψj } is bounded in C2(Ω,C). After passing to a subsequence we may
assume that nj → n0 in C1(Ω,S2), where n0 is a unit constant vector. Since Ω is simply-
connected with C2 boundary, we can apply (7.3) and (7.7) to get∫
Ω
{
|∇qj nj ψj |2 +
κ2
2
(
1 − |ψj |2
)2}
dx  |Ω|Λ2(0)q2j τ 2j + O
(
τ 3j
)
. (9.5)
By the elliptic regularity we see that {ψj } is bounded in C2(Ω,C). After passing to a subse-
quence again we may assume that ψj → ψ0 in C1(Ω,C), and
|ψ0| = 1, ∇q∗n0ψ0 = 0 in Ω.
Hence
ψ0 = ceiq∗n0·x,
where c is a complex number and |c| = 1.
Let us write
nj = NQjτj = hj + τjFh−j + τ
2
j A˜
′
j , A˜
′
j = Aj + τjBj ,
ψj = eiqj hj ·xψ0j , (9.6)
where
hj → n0, ‖Aj‖ 3  C, ‖Bj‖ 3  C. (9.7)C (Ω) C (Ω)
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O(τ 2j )= ∫
Ω
|∇qj nj ψj |2 dx =
∫
Ω
∣∣∇ψ0j − iqj τj (Fh−j + τj A˜′j )ψ0j ∣∣2 dx =
∫
Ω
∣∣∇ψ0j ∣∣2 dx + O(τj ).
Hence ∇ψ0j = O(τj ) in L2(Ω,C3), so
ψ0j = aj + O(τj ) in L2(Ω,C),
where aj is a constant. Note that, if ψj is a solution of (2.2), then cˆψj is also a solution of (2.2)
for any constant cˆ such that |cˆ| = 1. So we may replace ψj by cˆjψj and assume that∫
Ω
e−iqj hj ·xψj dx
is a positive real number. Hence we may write
ψj = aj eiqj hj ·x(1 + iqj τjφj ),
∫
Ω
φj dx = 0,
where aj is a positive number, and {φj } is bounded in H 1(Ω,C). Then∫
Ω
{
|∇qj nj ψj |2 +
κ2
2
(
1 − |ψj |2
)2}
dx
= a2j q2j τ 2j
∫
Ω
∣∣∇φj − Fh−j (1 + iqj τjφj )− τjA′j (1 + iqj τjφj )∣∣2 dx
+ κ
2
2
∫
Ω
[
a2j − 1 + qj τj b2j
(−2(φj )+ qj τj |φj |2)]2 dx. (9.8)
Comparing (9.8) with (9.5) we see that
a2j = 1 + O(τj ).
So we can write
aj = 1 + bjqj τj , bj = O(1).
Plugging this back to (9.8) yields
∫ {
|∇qj nj ψj |2 +
κ2
2
(
1 − |ψj |2
)2}
dxΩ
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∫
Ω
|∇φj − Fh−j |
2 dx
+ κ
2q2j τ
2
j
2
∫
Ω
[
2bj + b2j qj τj − 2(φj )+ qj τj |φj |2
]2
dx + O(τ 3j ). (9.9)
Comparing (9.9) with (9.5), we find∫
Ω
|∇φj − Fh−j |
2 dx + 2κ2
∫
Ω
(
bj − (φj )
)2
dx Λ2(0)|Ω| + O(τj ). (9.10)
Since ∫
Ω
|∇φj − Fh−j |
2 dx Λ2(0)|Ω|,
we find from (9.10) that
∫
Ω
|∇φj − Fh−j |
2 dx = Λ2(0)|Ω| + O(τj ),
∫
Ω
(
bj − (φj )
)2
dx = O(τj ). (9.11)
Denote
ξj = ξFh−
j
,
and set
φj = ξj + √τj ζj .
Then ∫
Ω
|∇φj − Fh−j |
2 dx
=
∫
Ω
|∇ξj − Fh−j |
2 dx + 2√τj Re
∫
Ω
(∇ξj − Fh−j ) · ∇ζj dx + τj
∫
Ω
|∇ζj |2 dx
= ω(Fh−j )|Ω| + τj
∫
|∇ζj |2 dx,
Ω
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find
ω(Fh−j )|Ω| = Λ2(0)|Ω| + O(τj ),
∫
Ω
|∇ζj |2 dx = O(1). (9.12)
From the first equality in (9.12) we get the second equality in (9.4). Going back to the second
equality in (9.11), ∫
Ω
(bj − √τjζj )2 dx = O(τj ).
So bj = O(√τj ). Write
bj = dj√τj .
Then
aj = 1 + qjdj τ 3/2j ,
ψj = cj eiqhj ·x
(
1 + iqj τj ξj + iqj τ 3/2j ζj
)= eiqj hj ·x(1 + iqj τj ξj )+ O(τ 3/2j ).
Thus (9.3) is true. 
9.2. Asymptotic behavior of minimizers with q → 0
Now we examine the behavior of minimizers when τ → τ∗ > 0 and q → 0.
Theorem 9.2. Let Ω be a bounded and simply-connected domain in R3 with C2 boundary, let
κ be fixed, τj → τ∗ > 0 and qj → 0. Let (ψj ,nj ) ∈ H 1(Ω,C) × C(τj ) be a minimizer for
gc(qj , τj , κ). Then there exist the subsequences qj and τj such that
nj = τ∗ ˜ˆn∗ + τ∗∇ξ∗ + O(τj − τ∗) in C2(Ω,R3),
ψj = c + icqj τ∗ξ∗ + O(qj
√
τj − τ∗)+ O
(
(qj )
3/2) in H 1(Ω,C), (9.13)
where c is a complex constant such that |c| = 1, n∗ ∈ C(τ∗), nˆ∗ is the vector field associated with
n∗ by (5.6), ˜ˆn∗ and ξ∗ = ξ nˆ∗
τ∗
are associated with nˆ∗ by Eq. (7.10), and ˜ˆn∗ achieves Λ2(τ∗).
Proof. Since Ω is simply-connected, we can apply (7.5). Then we use Theorem 7.5 to find that,
as τ → τ∗ and 0 < q  q0,∣∣∣∣gc(q, τ, κ)+ κ22 |Ω| − (qτ)2|Ω|Λ2(τ∗)
∣∣∣∣ C2(1 + κ−2)q4τ 4 +C3(qτ)2|τ − τ∗|,
(9.14)
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Let (ψj ,nj ) ∈ H 1(Ω,C) × C(τj ) be such that G[ψj , qjnj ] = gc(qj , τj , κ). As in the proof
of Theorem 9.1, we see that {nj } is bounded in C2(Ω,S2), and {ψj } is bounded in C2(Ω,C).
After passing to a subsequence we may assume that
nj → n∗ in C1
(
Ω,S2
)
,
where n∗ ∈ C(τ∗). Hence
n∗ = NQ∗τ∗
for some Q∗ ∈ SO(3).
From (9.14) we have
∣∣∣∣ 1(qj )2
∫
Ω
{|∇qj nj ψj |2 + κ22 (1 − |ψj |2)2}dx − τ 2j |Ω|Λ2(τ∗)
∣∣∣∣ Cτ 2j {|τ − τ∗| + (qj τj )2}.
(9.15)
Note that qjnj → 0 in C1(Ω,R3). After passing to a subsequence again we may assume that
ψj → ψ∗ in C1(Ω,C),
and
|ψ∗| = 1, ∇ψ∗ = 0 in Ω.
Hence
ψ∗ = c,
where c is a complex number and |c| = 1.
Let us write
nj = NQjτj = n∗ + (τj − τ∗)Aj , Aj = Aτ∗ + (τj − τ∗)Bj ,
ψj = c(1 + iqjφj ), (9.16)
where
Aτ∗ ∈ C3(Ω), ‖Bj‖C3(Ω)  C. (9.17)
From (9.15) and (9.16),
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[|Ω|Λ2(τ∗)+ O(τj − τ∗)+ O((qj τj )2)]
= 1
q2j
∫
Ω
{
|∇qj nj ψj |2 +
κ2
2
(
1 − |ψj |2
)2}
dx
=
∫
Ω
∣∣∇φj − n∗ − iqjφjn∗ − (τj − τ∗)(1 + iqjφj )Aj ∣∣2 dx
+ κ
2
2
∫
Ω
(
2(φj )− qj |φj |2
)2
dx
=
∫
Ω
{|∇φj − n∗|2 + 2κ2((φj ))2}dx + O(τj − τ∗)+ O(qj ).
Hence ∫
Ω
{|∇φj − n∗|2 + 2κ2((φj ))2}dx = τ 2j |Ω|Λ2(τ∗)+ O(τj − τ∗)+ O(qj )
= τ 2∗ |Ω|Λ2(τ∗)+ O(τj − τ∗)+ O(qj ).
Since ∫
Ω
|∇φj − n∗|2 dx = τ 2∗
∫
Ω
∣∣∣∣∇ φjτ∗ − n∗τ∗
∣∣∣∣2 dx  τ 2∗ ∫
Ω
|˜nˆ∗|2 dx  τ 2∗ |Ω|Λ2(τ∗),
we find ∫
Ω
|∇φj − n∗|2 dx = τ 2∗ |Ω|Λ2(τ∗)+ O(τj − τ∗)+ O(qj ),
κ2
∫
Ω
((φj ))2 dx = O(τj − τ∗)+ O(qj ). (9.18)
Let us write, as in (5.6) and (7.10)
n∗ = τ∗nˆ∗ + ∇fn∗ , ˜ˆn∗ = nˆ∗ − ∇ξnˆ∗ = n∗τ∗ − ∇ξ∗, (9.19)
where we denote
ξ∗ = ξ n∗
τ∗
.
Then ∫ ∣∣∣∣∇(φjτ∗ − ξ∗
)
− ˜ˆn∗∣∣∣∣2 dx = |Ω|Λ2(τ∗)+ 1(τ∗)2 [O(τj − τ∗)+ O(qj )]. (9.20)
Ω
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Ω
| ˜ˆn∗|2 dx = |Ω|Λ2(τ∗). (9.21)
Using (7.10) and (7.11) we have∫
Ω
∣∣∣∣∇(φjτ∗ − ξ∗
)
− ˜ˆn∗∣∣∣∣2 dx − ∫
Ω
{∣∣∣∣∇(φjτ∗ − ξ∗
)∣∣∣∣2 + | ˜ˆn∗|2}dx
= −2 Re
∫
Ω
˜ˆn∗ · ∇(φj
τ∗
− ξ∗
)
dx
= −2 Re
∫
∂Ω
(
φj
τ∗
− ξ∗
)˜ˆn∗ · ν dS + 2 Re∫
Ω
(
φj
τ∗
− ξ∗
)
div( ˜ˆn∗) dx = 0.
From this, (9.19) and (9.20) we find∫
Ω
∣∣∣∣∇(φjτ∗ − ξ∗
)∣∣∣∣2 dx = 1(τ∗)2 [O(τj − τ∗)+ O(qj )],
so ∫
Ω
∣∣∇(φj − τ∗ξ∗)∣∣2 dx = O(τj − τ∗)+ O(qj ). (9.22)
Hence
n∗ = τ∗ ˜ˆn∗ + τ∗∇ξ∗,
φj = τ∗ξ∗ + O(
√
τj − τ∗ + √qj ),
nj = τ∗ ˜ˆn∗ + τ∗∇ξ∗ + (τj − τ∗)Aj ,
ψj = c + icqj τ∗ξ∗ + O(qj
√
τj − τ∗)+ O
(
(qj )
3/2). (9.23)
(9.13) follows from (9.23). 
Remark 9.3. We can continue our analysis to get higher order expansions of ψj and nj .
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Let us first recall a standard inequality expressing the interior regularity of the Curl–Div sys-
tem (see for example [34, Lemma 2.3]): for any subdomain D Ω there exists C(D,Ω) > 0
such that,
‖u‖H 1(D)  C(D,Ω)
{‖div u‖L2(Ω) + ‖curl u‖L2(Ω) + ‖u‖L2(Ω)}, ∀u ∈ V (Ω,R3), (A.1)
where ν · u denotes the normal trace of u. (A.1) was proved in [34] by the idea from [13, pp. 54–
55].
Now consider global estimates. Let Ω be a bounded and simply-connected domain in R3 with
C2 boundary, then we have (see [8] and [41, p. 316])
‖u‖H 1(Ω)  C(Ω)
{‖div u‖L2(Ω) + ‖curl u‖L2(Ω) + ‖ν · u‖H 1/2(∂Ω)}. (A.2)
Write
Hn0(Ω, curl,div 0)
= {v ∈ L2(Ω,R3): curl v ∈ L2(Ω,R3),div v = 0 in Ω,ν · v = 0 on ∂Ω}. (A.3)
Note that Hn0(Ω, curl,div 0) is a subspace of H 1(Ω,R3), and it holds that
‖v‖H 1(Ω)  C(Ω)‖curl v‖L2(Ω). (A.4)
The following result has been used several times in [31, p. 360], and [34, p. 1630]. As it will
be used often in this paper we state it in a lemma.
Lemma A.1. Assume that Ω is a bounded and simply connected domain in R3 with C1 boundary,
and let nj ∈ V (Ω,S2) be such that
‖div nj‖L2(Ω) → 0, ‖curl nj‖L2(Ω) → 0. (A.5)
Then there exists a subsequence nj ′ such that
nj ′ → n0 strongly in H 1loc
(
Ω,R3
)
and strongly in Lp
(
Ω,R3
) (A.6)
for any 1 p < ∞, where n0 is a constant vector.
Proof. Since ‖div nj‖L2(Ω) + ‖curl nj‖L2(Ω) + ‖nj‖L2(Ω) is bounded, we get from (A.1) that
{nj } is bounded in H 1loc(Ω,R3). Since {nj } is also bounded in Lp(Ω,R3) for any 1 p < ∞,
after passing to a subsequence we may assume that, for any 1 <p < ∞,
nj → n0 weakly in H 1loc
(
Ω,R3
)
, weakly in Lp
(
Ω,R3
)
, and strongly in Lploc
(
Ω,R3
)
,
where n0 ∈ V (Ω,R3), div n0 = 0 and curl n0 = 0 a.e. in Ω , see [34, p. 1630]. Since nj → n0
strongly in Lploc(Ω,R
3), we can extract another subsequence if necessary and assume that nj →
n0 a.e. in Ω . Since |nj (x)| = 1 a.e. in Ω we have |n0(x)| = 1 a.e. in Ω . Then ‖nj‖Lp(Ω) →
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in Lp(Ω,R3) for 1 <p < ∞, which in turn implies that
nj → n0 strongly in Lp
(
Ω,R3
)
for any 1 p < ∞. (A.7)
As in Step 3 in the proof of Theorem 1.1, one gets that n0 is a constant unit vector.
For any subdomain D Ω , we use (A.1), (A.5) and (A.7) to find
‖nj − n0‖H 1(D)  C(D,Ω)
{∥∥div(nj − n0)∥∥L2(Ω) + ∥∥curl(nj − n0)∥∥L2(Ω) + ‖nj − n0‖L2(Ω)}
= C(D,Ω){‖div nj‖L2(Ω) + ‖curl nj‖L2(Ω) + ‖nj − n0‖L2(Ω)}→ 0.
Hence nj → n0 strongly in H 1(D,R3). 
Appendix B. Uniform rough lower bound of the lowest eigenvalue
Given a vector field u defined on ∂Ω which does not vanish, let ϕu(x) be the function defined
in (6.8) such that, for x ∈ ∂Ω , ϕu(x) denotes the angle between u(x) and the normal ν(x);
and then it is extended to a neighborhood of ∂Ω (using tubular coordinates) such that ϕu(x)
is constant along each normal direction. In the following, if A is a smooth vector field defined
in a neighborhood of ∂Ω such that curl A(x) does not vanish, then we use ϕcurl A(x) to denote
the function ϕu(x) for u(x) = curl A(x), which is well defined near ∂Ω . Recall the function
λ(ϑ)give below Eq. (6.6).
Proposition B.1. Let Ω be a bounded domain in R3 with C2 boundary. If A satisfies (5.9) and
(5.10), then, there exist positive numbers σA and CA, both depending on the constants in (5.10)
and on Ω , such that, for all σ  σA, A ∈ A, φ ∈ H 1(Ω,C), it holds that∫
Ω
|∇σAφ|2 dx  σ
∫
Ω
WA(x)|φ|2 dx, (B.1)
where
WA(x) =
{
1 −CAσ−1/4 if dist(x, ∂Ω) > 2σ−3/8,
λ(ϕcurl A(x))−CAσ−1/4 if dist(x, ∂Ω) 2σ−3/8.
(B.2)
Proof.
Step 1. We start by a partition of unity attached to a covering of Ω by small balls of radius of
size R. The parameter R which depends on σ will be made explicit later but will in any case
satisfy
R ∈ (0,1].
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of Ω , by balls of radius R, B(xj ,R) (j ∈ J ), and of a corresponding partition of unity {φRj : j ∈
J } with sptφRj ⊂ B(xj ,R), such that,
∑
j∈J
(
φRj
)2 = 1, ∑
j∈J
∣∣∇φRj ∣∣2  CR2 . (B.3)
We can in addition assume that either the balls are disjoint of the boundary or the balls are
centered at a point of the boundary. Using this partition of unity, we can then write that, for
u ∈ H 1(Ω,C)
‖∇σAu‖2L2(Ω) =
∑
j
∥∥∇σA(φRj u)∥∥2L2(Ω) −∑
j
∥∥(∇φRj )u∥∥2L2(Ω)

∑
j
∥∥∇σA(φRj u)∥∥2L2(Ω) −CR−2∑
j
∥∥φRj u∥∥2L2(Ω). (B.4)
We now distinguish between the case where j corresponds to a ball inside Ω and the case
where the ball is centered at a point of ∂Ω . An index j in the first case is called an “interior” one
and that in the second case a “boundary” one. We write
∑
j
=
int∑
j
+
bnd∑
j
. (B.5)
Step 2. (Estimates for the interior balls.) Let us consider a ball B(xj ,R) corresponding to an
“interior” j and the corresponding φRj of the partition of unity. We approximate in coordinates
centered at the center xj of the ball by replacing the magnetic potential A by its affine approxima-
tion Aaff, which is computed at the center of the ball. Let us recall from (5.9) that we assume that
|curl A(x)| = 1 everywhere, and we get the same property for the affine approximation, namely
curl Aaff(x) is a constant vector of unit length. From condition (5.10) we have, with a uniform
constant C independent of j , R, A ∈ A∣∣A(x)− Aaff(x)∣∣ C|x|2 for all x ∈ B(xj ,R), (B.6)
and this of course implies∣∣A(x)− Aaff(x)∣∣ CR2 for all x ∈ B(xj ,R). (B.7)
The corresponding self adjoint extension in L2(R3,R) attached to the sequi-linear form
u → ‖∇σAaffu‖2L2(R3),
14 One can first construct a covering of R3 and an associate partition of unity for R = 1, then get the general family by
a dilation and restrict to Ω .
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σAaff . The spectrum of this operator in L
2(R3,C) is known and equal to [σ,+∞),
see for instance [27]. In particular since spt(φRj u)Ω , we have∥∥∇σAaff(φRj u)∥∥2L2(Ω)  σ∥∥φRj u∥∥2L2(Ω). (B.8)
From (B.7), (B.8) we have
∥∥∇σA(φRj u)∥∥2L2(Ω)  ∥∥∇σAaff(φRj u)∥∥2L2(Ω) −Cσ 2R4∥∥φRj u∥∥2L2(Ω)
−CσR2∥∥φRj u∥∥L2(Ω) · ∥∥∇σAaff(φRj u)∥∥L2(Ω). (B.9)
Using then the Cauchy–Schwarz inequality with some weight ρ = ρ(σ ) (to be determined), we
obtain∥∥∇σA(φRj u)∥∥2L2(Ω)  ∥∥∇σAaff(φRj u)∥∥2L2(Ω) −Cσ 2R4∥∥φRj u∥∥2L2(Ω)
−CσR2
(
1
ρ2
∥∥φRj u∥∥2L2(Ω) + ρ2∥∥∇σAaff(φRj u)∥∥2L2(Ω))

(
1 −CσR2ρ2)∥∥∇σAaff(φRj u)∥∥2L2(Ω) −CσR2(σR2 + ρ−2)∥∥φRj u∥∥2L2(Ω).
(B.10)
Let us choose
R = σ−3/8, ρ = ρ(σ ) = σ−1/4. (B.11)
Then we use (B.8) to simplify (B.10) and get
∥∥∇σA(φRj u)∥∥2L2(Ω)  σ (1 − σ−1/4)∥∥φRj u∥∥2L2(Ω) −Cσ 3/4∥∥φRj u∥∥2L2(Ω)
 σ
∥∥φRj u∥∥2L2(Ω) − Cˆσ 3/4∥∥φRj u∥∥2L2(Ω). (B.12)
Here Cˆ can be chosen uniformly for all A ∈ A, for all “interior” j , and for all σ  σ0  2.
Step 3. (Estimates for the boundary balls.) Recall that by boundary balls {B(xj ,R)} we mean
the family of balls of the covering given in Step 1, which are centered at a point of the boundary.
To get estimates we proceed essentially in the same way as in Step 2, but with two additional
difficulties which will be explained later. Let B(xj ,R) be given. For each boundary ball, we take
a system of coordinates
y = FRj (x) (B.13)
which sends B(xj ,R)∩Ω to a subset in the half-space R3+ = {(y1, y2, y3): y3 > 0} and send xj
to (0,0,0), which is possible if R is small. Moreover we can choose FRj such that the Jacobean
matrix at xj , DFR(xj ), is the identity.j
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B(xj ,R) let
vF (y) = v
(F−1(y)).
It holds that
‖v‖2
L2(B(xj ,R)) =
(
1 + O(R)) ∫
F(B(xj ,R))
∣∣vF (y)∣∣2 dy. (B.14)
Now we fix j . In the new coordinates the magnetic potential is defined by
AF (y) = A
(F(x)). (B.15)
After a gauge transformation, we can assume that
A
(
xj
)= 0.
This simplification will not cause any loss of generality because the estimate which will be
established at the end of the proof (see (B.22)) is gauge invariant. The approximation of the
quadratic form in the new coordinates is done by:
(i) replacing AF (y) by its linear part at (0,0,0), denoted by AaffF (y), so that∣∣AF (y)− AaffF (y)∣∣ C|y|2, |y|R; (B.16)
(ii) replacing the new metric
gij (y) = ∂
∂yi
F−1(y) · ∂
∂yj
F−1(y)
by the flat metric δij .
The associated approximated operator is a Schrödinger operator with constant magnetic field,
−∇2Fhj , in the new variable y ∈ R
3+, where hj = curl A(xj ) is a constant vector with unit length
(see the condition (5.9)), and Fhj is the vector field associated with hj by (6.5). We have to
consider the Neumann realization of this operator in the half-space R3+, whose spectrum bottom
is known (see [28]) to be λ(ϕhj ), where ϕhj is the angle between hj and the outer normal of ∂R3+,
which is equal to the angle between the magnetic vector field curl A(xj ) evaluated at the center
of the ball xj and the outer normal ν of ∂Ω at the same point; see the beginning of Section 6 for
the definition of the function λ.
We now follow the proof of the “interior” case but using the change of variables. Let us write
uF (y) = u
(F(y)), φRj,F (y) = φRj (F(y)),
∇y
σA = ∇y − iσAF , ∇y aff = ∇y − iσAaffF . (B.17)F σAF
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∥∥∇σA(φRj u)∥∥2L2(Ω∩B(xj ,R))
 (1 −CR)∥∥∇y
σAaffF
(
φRj,F uF
)∥∥2
L2(F(Ω∩B(xj ,R)))
−Cσ 2R4∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R)))
−CσR2∥∥φRj,F uF∥∥L2(F(Ω∩B(xj ,R))) · ∥∥∇yσAaffF (φRj,F uF )∥∥L2(F(Ω∩B(xj ,R))). (B.18)
Using the inequality∥∥∇y
σAaffF
(
φRj,F uF
)∥∥2
L2(F(Ω∩B(xj ,R)))  λ(ϕcurl A(xj ))
∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R))), (B.19)
we can control the right-hand side of (B.18). Hence, proceeding in the same way as in Step 2, we
have
∥∥∇σA(φRj u)∥∥2L2(Ω∩B(xj ,R))
 (1 −CR)(1 − σR2ρ2)σλ(ϕcurl A(xj ))∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R)))
−Cσ 2R4∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R))) −CσR2ρ−2∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R))). (B.20)
In the above inequalities we make the same choice of parameters ρ and R as in (B.11) to get
∥∥∇σA(φRj u)∥∥2L2(Ω∩B(xj ,R))  σλ(ϕcurl A(xj ))∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R)))
− Ĉσ 3/4∥∥φRj,F uF∥∥2L2(F(Ω∩B(xj ,R))). (B.21)
It remains to observe that the variation of
x → λ(ϕcurl A(x))
is uniformly controlled (with respect to A ∈ A) on the ball B(xj ,R), and we use (B.14) to obtain
‖∇σAφju‖2L2(Ω)  σ
∫
Ω
λ(ϕcurl A(x))
∣∣φj (x)u(x)∣∣2 dx − C˜σ 3/4‖φju‖2L2(Ω). (B.22)
Step 4. We mention that all the constructions in the above proof can be controlled uniformly with
respect to A ∈ A, and they only involve the derivatives up to order 2 of the magnetic potential,
and involve the derivatives up to order 1 of the metric gij determined by the mapping FRj in
(B.13), hence involve the C2 smoothness of ∂Ω .
Summing up the contributions of the “interior” terms and of the “boundary” terms, we have
achieved the proof of the proposition. 
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(5.10). Then there exist positive numbers CA and σA, both depending on the constants in (5.10)
and on Ω , such that for all σ  σA, A ∈ A, it holds that
μ(σA) σβ0 −CAσ 3/4, (B.23)
where β0 is the lowest eigenvalue of the Schrödinger operator with unit magnetic field in R2+.
Appendix C. Uniform perturbation theory for small σ
In this section we consider the Schrödinger operator with small parameter,
−∇2σA, A ∈ A, σ → 0, (C.1)
and examine the expansion of the lowest eigenvalue and the associated eigenfunction in term
of σ . We shall extend some results of one of us (X.P.) [32] by improving the control of the error
term which is uniformly valid for all A ∈ A, using an approach presented in [17]. The new point
is to control the uniformity of the construction with respect to A ∈ A where A satisfies (5.10).
Let Ω be a bounded domain in R3 with C2 boundary. As already observed, we can after a
gauge transformation consider a new family A˜ such that the elements A of A˜ satisfy
div A = 0 in Ω, ν · A = 0 on ∂Ω. (C.2)
In the following we omit the tilde’s, and hence assume every magnetic potential in A satisfies
the condition (C.2), and we have the expression
−∇2σA = −+ 2iσA · ∇ + σ 2|A|2.
Denote the Neumann realization of the magnetic Schrödinger operator by PN
σA,Ω . Its domain,
D
(
PNσA,Ω
)= {u ∈ H 2(Ω,C): ∂u
∂ν
= 0 on ∂Ω
}
is independent of σ , and PN
σA,Ω is analytic in σ , which means that for any u ∈ D(PNσA,Ω) the
map σ → PN
σA,Ωu is holomorphic in a complex neighborhood of 0. So for each A, the family
(indexed by σ ) is a type (A) family of [24] (also see [39, vol. IV]) and we can consequently
apply Kato’s analytic perturbation theory to the analysis of the ground state energy. But because
we need a control of uniformity, it is better to rewrite a proof by hand.
For σ = 0, PN
σA,Ω is simply the Neumann realization of − in Ω . The lowest eigenvalue
is 0 and this is a simple eigenvalue (since Ω is assumed to be connected). The associated L2-
normalized eigenfunction ϕ10 can be chosen as the constant function
ϕ10 = 1|Ω|1/2 . (C.3)
From this fact, we can apply the Kato–Rellich theorem in the standard perturbation theory (see
[39, vol. IV, p. 15, Theorem XII. 8]), and conclude that, for σ small enough (say σ ∈ (−σ0,+σ0)
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sion
μ(σA) =
∑
j1
σ jλ1j . (C.4)
We are interested in giving explicit expressions for the first terms of the expansion and control the
uniformity of the remainders. We are also interested in controlling the corresponding expansion
of the ground state.
Let us begin with the explicit determination of the first coefficients. We look for an eigenvalue
admitting expansion (C.4) and for an eigenfunction ϕ1 which has also an expansion of the form
ϕ1(σA)(x) ∼
∑
j0
σ jϕ1j . (C.5)
Moreover, we actually do not loose generality by adding the condition that ϕ1j is orthogonal to
ϕ10 for j  1. This can be rewritten in the form∫
Ω
ϕ1j dx = 0, (C.6)
for j  1.
We now write formally that
PNσA,Ωϕ1(σA)−μ(σA)ϕ1(σA) ∼ 0, (C.7)
in the sense of formal series in powers of σ . More precisely, this means that, when expanding the
left-hand side of (C.7) in powers of σ , each of the coefficients in the expansion should vanish.
We denote by R0 the operator defined by (8.5), namely R0 := (I −Π0)−1(I −Π0), where Π0
is the projector on the constant functions. Computing the coefficients of each of the powers of σ
in (C.7), we get equations determining the λ1j , ϕ1j .
Due to our choice of ϕ10, it is clear that the coefficient of σ 0 is 0. Then we look at the
coefficient of σ , and we get
−ϕ11 − λ11ϕ10 = −2iA · ∇ϕ10 = 0. (C.8)
A necessary condition for solvability (which is obtained by taking the scalar product with ϕ10,
i.e. simply integrating the equation over Ω) is that
λ11 = 0, (C.9)
and we can consequently choose ϕ11 = 0. The fact that λ11 vanishes is not a surprise. We should
indeed have μ(σA) 0.
Let us now look at the coefficient of σ 2. Taking account of the previous equation, we obtain
−ϕ12 − λ12ϕ10 + |A|2ϕ10 = 0. (C.10)
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λ12 = −
∫
Ω
∣∣A(x)∣∣2 dx. (C.11)
This gives the value of λ12, which is nonzero if and only if the magnetic field curl A ≡ 0. We are
also very happy to verify that λ12 is positive, which is natural from the positivity of μ(σA). For
this value of λ12, one can then define ϕ12 by
ϕ12 = R0
(|A|2ϕ10)= 1|Ω|1/2 R0|A|2. (C.12)
It is easy to see that one can continue to solve by recursion the equations. The necessary condition
for solvability determines indeed at each step λ1j and the solution is unique due to (C.6).
Because in our application we are interested in a better remainder for μ(σA), let us push the
construction one step further. The next equation (using our previous choices) reads:
−ϕ13 = λ13ϕ10 − 2iA · ∇ϕ12, with
∫
Ω
ϕ13 dx = 0. (C.13)
The necessary condition for solvability gives λ13 = 0 and
ϕ13 = −2iR0A · ∇ϕ12. (C.14)
We now consider
Ψ
app,3
1 = ϕ10 + σ 2ϕ12 + σ 3ϕ13. (C.15)
An explicit computation gives
(−∇2σA − σ 2λ12)Ψ app,31 = [2iA · ∇ϕ13 + (|A|2 − λ12)ϕ12]σ 4 + (|A|2 − λ12)ϕ13σ 5. (C.16)
Hence we get, from the explicit expression of ϕ12 and ϕ13 and the continuity of R0 in Sobolev
spaces and of (5.10) that there exists σ0 > 0 and C > 0 such that, for all A ∈ A and all σ ∈ (0, σ0],∥∥(−∇2σA − σ 2λ12)Ψ app,31 ∥∥L2(Ω)  Cσ 4. (C.17)
Using the spectral theorem we used in Section 8 (see [39, vol. I, p. 225]), we therefore obtain
15 Without assumption (C.2), this can be more intrinsically written as
inf
φ∈C1(Ω)
−
∫
Ω
|A − ∇φ|2 dx.
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satisfying (5.10). There exist positive constants C and σ0, both depending only on Ω and on the
constants in condition (5.10), such that, for any A ∈ A and any σ ∈ [0, σ0]∣∣μ(σA)− λ12σ 2∣∣ Cσ 4. (C.18)
Due to the simplicity of the eigenvalue μ(0), we also obtain the following result.
Proposition C.2. Under the conditions in Proposition C.1, there exist positive constants C
and σ0, both depending only on Ω and on the constants in condition (5.10), such that for any
σ ∈ (0, σ0], A ∈ A, and any L2-normalized ground state u1(σA), then there exists a constant
cσA such that |cσA| = 1 and ∥∥u1(σA)− cσAΨ app,31 ∥∥L2(Ω)  Cσ 4. (C.19)
Because we did not need this information in our application, we leave the proof to the reader.
Remark C.3. Observing that the complex conjugation u → Γ u = u intertwines −∇2
σA and
−∇2
(−σA), i.e. satisfies
Γ ◦ ∇2σA = ∇2(−σA) ◦ Γ, (C.20)
one can actually show that all the λ1j ’s with j odd vanish in the expansion (C.4). So we have
μ(σA) ∼
∑
1,j=2
λ1j σ
2. (C.21)
One can also observe that the functions ϕ1j are real for j even and purely imaginary for j odd.
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