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Abstract
In this note some estimates of the largest zeros of power orthogonal polynomials are given and some
relations involving the largest zeros of orthogonal polynomials, including the Turán inequality, are also
established.
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1. Introduction
Let  be a non-decreasing function on I = (a, b), −∞a < b∞, with inﬁnitely many
points of increase such that all moments of d are ﬁnite. The support of d, denote by supp(d),
is the set of points of increase of . We call d a measure. (d) will denote the smallest interval
containing supp(d). If  is absolutely continuous, we write ′ = w instead. In this case we callw
a weight (function). Let N and N2 denote the set of the positive and the even integers, respectively.
As usual, for N ∈ N let PN denote the set of polynomials of degree at most N.
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For n ∈ N assume that m1,m2, . . . , mn1 are arbitrary real numbers and denote m :=
max1kn mk and N := ∑nk=1 mk − 1. Put
m := (m1,m2, . . . , mn),
Y := {y = (y1, y2, . . . , yn) : a < y1 < y2 < · · · < yn < b},
n(x) := n(y; x) := n(m, y; x) :=
n∏
k=1
|x − yk|mk , y ∈ Y,
and
n(y) := n(d,m; y) :=
∫
I
n(y; x) d(x).
If a vector x ∈ Y (the closure of the set Y) is a solution of the extremal problem
n(x) = inf
y∈Y
n(y), (1.1)
the corresponding monic polynomial
n(x; x) := n(d,m; x) := (x − x1n)(x − x2n) · · · (x − xnn)
with
a =: xn+1,n < xnn < xn−1,n < · · · < x1n < x0n := b (1.2)
is said to be the nth power orthogonal polynomial or the nthm orthogonal polynomial with respect
to d.
Two cases will be particularly interesting. One of them is the case when mk ≡ m; in this case
we agree to replace m by m, say, n(d,m; x) = n(d,m; x) and call it the nth m orthogonal
polynomial with respect to d. In this case we also need the nth power orthonormal polynomial
or the nth m orthonormal polynomial with respect to d
Pn(x; x) := Pn(d,m; x) := n(d,m)n(d,m; x), (1.3)
where
n(d,m) := n(d,m; x)−1/m. (1.4)
Also, the zeros of Pn(d,m) are denoted by xkn = xkn(d,m), k = 1, 2, . . . , n.
The other is the case when all the mk are positive integers. In this case the solution x of (1.1)
admits the generalized Gaussian quadrature formula
∫
I
f (x)Sn(x; x) d(x) =
n∑
k=1
mk−2∑
j=0
jkf
(j)(xk) + Rn(f ), f ∈ Cm−2(I), (1.5)
with the property that the relation Rn(f ) = 0 holds for all f ∈ PN , where
Sn(x; x) := sgn
n∏
k=1
(x − xk)mk
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and the numbers jk = jkn(d,m) are called the Christoffel numbers of higher order. Here we
agree to replace C−1(I) by L1(I) for m = 1.
As we know, the case when mk ≡ 2 is the classical orthogonal polynomials. In this case we
adopt the simple symbols: Pn := Pn(d) := Pn(d, 2), xkn := xkn(d) := xkn(d, 2), . . . .
We have the recurrence relation
xPn(x) = n
n+1
Pn+1(x) + nPn(x) + n−1
n
Pn−1(x) (1.6)
and the Gauss quadrature formula
∫
I
f (x) d(x) =
n∑
k=1
kf (xk) (1.7)
which is exact for all f ∈ P2n−1. Here the numbers k = kn(d) = n(d; xkn(d)) are called
the Christoffel numbers and n(d; x) is called the Christoffel function, which satisﬁes
n(d; x)−1 =
n−1∑
k=0
Pk(d; x)2. (1.8)
In this note we give some estimates of the largest zeros of power orthogonal polynomials in
Section 2 and also establish some relations involving the largest zeros of orthogonal polynomials,
including the Turán inequality, in Section 3.
Throughout of this paper, c, c1, . . . denote positive constants independent of variables and in-
dices. The same symbolmay denote different constants at different occurrences. The notation an ∼
bn means that there exist positive constants c1 and c2 such that the inequalities c1an/bnc2
hold for every n.
2. Estimates of the largest zeros
We begin with estimates of lower bounds of the largest zeros of orthogonal polynomials.
Theorem 2.1. Let d be a measure on I, mk ≡ 2, and Xn = max{|x1n|, |xnn|}. Then
X2n2n−2 +
(
n−2
n−1
)2
+
(
n−3
n−2
)2
. (2.1)
Proof. Replacing n by n − 2 in (1.6), we obtain
(x − n−2)Pn−2(x) = n−2
n−1
Pn−1(x) + n−3
n−2
Pn−3(x), (2.2)
which by (1.7) gives
2n−2 +
(
n−2
n−1
)2
+
(
n−3
n−2
)2
=
∫
I
x2Pn−2(x)2 d(x)
=
n∑
k=1
kx
2
kPn−2(xk)2X2n. 
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Lemma 2.1 (Freud [2]). Let d be a measure on I. Then
x1n(d) = max
q∈Pn−1
∫
I xq(x)
2 d(x)∫
I q(x)
2 d(x)
(2.3)
and
xnn(d) = min
q∈Pn−1
∫
I xq(x)
2 d(x)∫
I q(x)
2 d(x)
. (2.4)
As the ﬁrst main result in this section, the following theorem gives the relationship between
the largest zeros of power orthogonal polynomials and orthogonal polynomials.
Theorem 2.2. Let d be a measure on I and let mk ∈ N2. Then{
x1n(d,m)x1,(N+1)/2(d),
xnn(d,m)x(N+1)/2,(N+1)/2(d).
(2.5)
Proof. We choose
q(x) = n(d,m; x)
1/2
x − x1n(d,m) .
Clearly, q ∈ P(N+1)/2−1. Then by (2.3) and (1.5)
x1,(N+1)/2(d) 
∫
I xq(x)
2 d(x)∫
I q(x)
2 d(x)
= m1−2,1(d,m)x1n(d,m)[q(x)]
(m1−2)
x=x1n(d,m)
m1−2,1(d,m)[q(x)](m1−2)x=x1n(d,m)
= x1n(d,m).
This proves the ﬁrst inequality of (2.5). Similarly we can prove the second using
q(x) = n(d,m; x)
1/2
x − xnn(d,m)
and the relation (2.4). 
As an immediate consequence of this theorem we state
Corollary 2.1. Let d be a measure on I and let m ∈ N2. Then{
x1n(d,m)x1,mn/2(d),
xnn(d,m)xmn/2,mn/2(d).
(2.6)
A function f : (c, d) → (0,∞) is said to be quasi-increasing (or quasi-decreasing) if there
exists C > 0 such that
f (x)(or) Cf (y), c < xy < d.
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Deﬁnition 2.1 (Levin and Lubinsky [3, p. 10]). Let a < 0 < b. Assume that W = e−Q where
Q : I → [0,∞) satisﬁes the following properties:
(a) Q′ ∈ C(I) and Q(0) = 0.
(b) Q′ is non-decreasing in I.
(c) We have
lim
t→a+Q(t) = limt→b−Q(t) = ∞. (2.7)
(d) The function
T (t) := tQ
′(t)
Q(t)
, t 	= 0 (2.8)
is quasi-decreasing in (a, 0) and quasi-increasing in (0, b), respectively. Moreover
T (t) > 1, t ∈ I \ {0}. (2.9)
(e) There exists 0 ∈ (0, 1) such that for y ∈ I \ {0},
T (y) ∼ T
(
y
[
1 − 0
T (y)
])
. (2.10)
Then we write W ∈ F .
Deﬁnition 2.2 (Levin and Lubinsky [3, p. 11]). Let W ∈ F .
(f) Assume that for each  > 0, there exists  > 0 such that the inequality∫ x+|x|/T (x)
x−|x|/T (x)
|Q′(t) − Q′(x)|
t − x dt|Q
′(x)| (2.11)
holds for all x ∈ I \ {0}.
Then we write W ∈ F(dini).
Deﬁnition 2.3 (Levin and Lubinsky [3, pp. 11–14]). Let W ∈ F and let W satisfy the following
properties:
(g) For each  > 0, there exists  > 0 such that the inequality∫ x+|x|/T (x)
x−|x|/T (x)
|Q′(t) − Q′(x)|
|t − x|3/2 dt|Q
′(x)|
[
T (x)
|x|
]1/2
(2.12)
holds for all x ∈ I \ {0}.
(h) For each L > 1, there exists t0 > 0 and C > 1 such that the inequality
Q′(aLt )
Q′(at )
C (2.13)
holds for |t | t0, where the numbers a−t := a−t (Q) < 0 < at := at (Q), t > 0, are deﬁned by
the equations
t = 1
	
∫ at
a−t
xQ′(x)
[(x − a−t )(at − x)]1/2 dx (2.14)
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and
0 = 1
	
∫ at
a−t
Q′(x)
[(x − a−t )(at − x)]1/2 dx. (2.15)
Then we write W ∈ F
(
lip 12+
)
.
The list of inclusions between the various classes of weights is
F ⊇ F(dini) ⊇ F
(
lip 12+
)
.
For W ∈ F and t > 0, we deﬁne⎧⎪⎪⎪⎨
⎪⎪⎪⎩
t := t (Q) := 12 [at (Q) + |a−t (Q)|],

t := 
t (Q) := 12 [at (Q) + a−t (Q)],
±t := ±t (Q) :=
[
tT (a±t (Q))
( |a±t (Q)|
t (Q)
)1/2]−2/3
.
(2.16)
We need some known results.
Lemma 2.2 (Levin and Lubinsky [3, Theorem 15.2, p. 402]). Let W ∈ F(dini) and n ∈ N.
Then for nn0, uniformly
n(W
2)
n+1(W 2)n(Q)
− 1
2
= o(1), n(W
2) − 
n(Q)
n(Q)
= o(1). (2.17)
Lemma 2.3 (Levin and Lubinsky [3, Corollary 13.4, p. 361]). Let W ∈ F
(
lip 12+
)
and n ∈ N.
Then for nn0 uniformly
1 − x1n(W
2)
an(Q)
∼ n(Q), 1 −
xnn(W
2)
a−n(Q)
∼ −n(Q). (2.18)
Now we can state some corollaries of Theorem 2.2.
Corollary 2.2. Let W ∈ F
(
lip 12+
)
and let m ∈ N2. Then{
x1n(Wm,m)an(Q)[1 − c1(W,m)n(Q)],
xnn(W
m,m)a−n(Q)[1 − c2(W,m)−n(Q)].
(2.19)
Proof. We prove the ﬁrst inequality of (2.19) only, the second being similar. First, we observe
that by (2.14)–(2.16) for W ∈ F and t,  > 0,
a±t (Q) = a±t/(Q), ±t (Q) = −2/3±t/(Q). (2.20)
Thus by (2.6), (2.18), and (2.20)
x1n(W
m,m)  x1,mn/2(Wm)
 amn/2((m/2)Q)[1 − c1(Wm)mn/2((m/2)Q)]
= an(Q)[1 − c1(Wm)(m/2)−2/3n(Q)]
 an(Q)[1 − c1(W,m)n(Q)]. 
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Corollary 2.3. Let d be a measure on I and let m ∈ N2. Then
n−1(d,m)
n(d,m)
Xmn/2+1(d). (2.21)
Proof. Let dn(x) = Pn(d,m; x)m−2d(x). Then Pn(dn) = Pn(d,m) (see [3, p. 316]).
Also, by (2.1)
n−1(dn)
n(dn)
Xn+1(dn). (2.22)
Nowdenote by k,n+1(dn; x)’s the fundamental polynomials of the Lagrange interpolation based
on the zeros of Pn+1(dn). We choose
q(x) = 1,n+1(dn; x)Pn(dn; x)m/2−1.
Then q ∈ Pmn/2 and hence by (2.3)
x1,mn/2+1(d)
∫
I x1,n+1(dn; x)2 dn(x)∫
I 1,n+1(dn; x)2 dn(x)
= x1,n+1(dn). (2.23)
Similarly, if we choose
q(x) = n+1,n+1(dn; x)Pn(dn; x)m/2−1,
then by (2.4) we obtain
xmn/2+1,mn/2+1(d)xn+1,n+1(dn),
which, coupled with (2.23), gives
Xn+1(dn)Xmn/2+1(d). (2.24)
But (8.2.7) in [7, p. 174] gives
n−1(d,m)
n(d,m)
 n−1(dn)
n(dn)
,
which, together with (2.22) and (2.24), yields (2.21). 
Lemma 2.4 (Shi [7, Lemma 3.2.2, p. 31]). Assume that d is a measure on I, and further that
 ∈ C(I) if min1kn mk = 1. If a vector x ∈ Y satisﬁes (1.1) then the vector x satisﬁes the
orthogonality relation∫
I
n(x; x)
n(x; x)q(x) d(x) = 0, ∀q ∈ Pn−1. (2.25)
Lemma 2.5 (Levin and Lubinsky [3, Theorem 4.1, p. 95]). Let W := e−Q where Q : I →
[0,∞) is convex with Q(a+) = Q(b−) = ∞ and Q(x) > 0 = Q(0), x ∈ I \ {0}. Let
0 < p < ∞ and P ∈ Pt−2/p \ {0}. Then
‖PW‖Lp(I\t ) < ‖PW‖Lp(t ), (2.26)
wherePt is the set of all exponentials of potentials of mass  t (see [3, p. 14]) and t = [a−t , at ].
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As the second main result in this section, the following theorem gives estimates of the zeros of
power orthogonal polynomials.
Theorem 2.3. Let the assumptions of Lemma 2.5 prevail. Assume that i, j0 and 1 i + jn.
Then
xin(W,m) < aN+3−i−j (Q) or xn−j+1,n(W,m) > a−N−3+i+j (Q) (2.27)
and
xin(W
m,m) < an+(2−i−j)/m(Q) or xn−j+1,n(Wm,m) > a−n−(2−i−j)/m(Q). (2.28)
Proof. We use the ideas of Levin and Lubinsky in [3, pp. 315–317] with modiﬁcations. Choose
q(x) =
n−j∏
k=i+1
(x − xk),
here we agree q = 1 if i + j = n. Then q ∈ Pn−1 and hence by (2.25)∫
I
n(x; x)
n(x; x)q(x)W(x) dx = 0.
This yields∫ xi
xn−j+1
P(x)W(x) dx <
∫
I\[xn−j+1,xi ]
P(x)W(x) dx, (2.29)
where
P(x) = n(x; x)|q(x)||n(x; x)| .
SinceP ∈ PN+1−i−j , we have the inequality (2.26) withp = 1 and t = N+3−i−j . Comparing
this inequality with (2.29), we conclude that the relation [xn−j+1, xi] ⊃ N+3−i−j may not be
valid. This is equivalent to (2.27).
The relation (2.28) follows directly from (2.27) and (2.20). In fact, say, the ﬁrst inequality in
(2.27) by (2.20) yields
xin(W
m,m) < aN+3−i−j (mQ) = an+(2−i−j)/m(Q). 
This theorem is very general. For convenience of use we state some corollaries.
Corollary 2.4. Let the assumptions of Lemma 2.5 prevail. Assume further that −a = b and Q is
even. Then
a−N−3+2(n−k+1)(Q) < xkn(W,m) < aN+3−2k(Q), k = 1, 2, . . . , n, (2.30)
and
a−n+2(n−k)/m(Q) < xkn(Wm,m) < an+2(1−k)/m(Q), k = 1, 2, . . . , n. (2.31)
In particular, we have
a−n(Q) < xnn(Wm,m) < · · · < x1n(Wm,m) < an(Q). (2.32)
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Proof. Since −a = b and Q is even, we have a−t = −at and xn−k+1,n = −xkn. In this case if
kn/2 then the relation (2.27) with i = j = k yields
xkn(W,m) < aN+3−2k(Q) and xn−k+1,n(W,m) > a−N−3+2k(Q). (2.33)
It is easy to see that the inequalities (2.33) are indeed true for each k, 1kn. Then the in-
equalities (2.30) follow from (2.33); the inequalities (2.31) follow from (2.30) and (2.20). Finally,
the ﬁrst and the last inequality of (2.32) follows directly from (2.31) with k = n and k = 1,
respectively. 
Corollary 2.5. Let the assumptions of Lemma 2.5 prevail. Then
a−N−2+n−k(Q) < xkn(W,m) < aN+3−k(Q), k = 1, 2, . . . , n (2.34)
and
a−n+(n−k−1)/m(Q) < xkn(Wm,m) < an+(2−k)/m(Q), k = 1, 2, . . . , n. (2.35)
Proof. The ﬁrst inequality of (2.34) follows from (2.27) with i = 0 and j = n − k + 1; the
second follows from (2.27) with i = k and j = 0.
Finally, the inequalities (2.35) follow directly from (2.34) and (2.20). 
Corollary 2.6. Let the assumptions of Lemma 2.5 prevail. Then
x1n(W,m) < aN+1(Q) or xnn(W,m) > a−N−1(Q) (2.36)
and
x1n(W
m,m) < an(Q) or xnn(W
m,m) > a−n(Q). (2.37)
Proof. The relation (2.36) follows from (2.27) with i = j = 1; the relation (2.37) follows from
(2.36) and (2.20). 
Corollary 2.7. Let the assumptions of Lemma 2.5 prevail. Then
a−N−2(Q) < xnn(W,m) < · · · < x1n(W,m) < aN+2(Q) (2.38)
and
a−n−1/m(Q) < xnn(Wm,m) < · · · < x1n(Wm,m) < an+1/m(Q). (2.39)
Proof. The ﬁrst and the last inequality of (2.38) follow from (2.34) with k = n and k = 1,
respectively; the inequalities (2.39) follow from (2.38) and (2.20). 
Remark 2.1. The inequalities (2.39) with 1 < m < ∞ may be found in [3, (11.2), p. 314].
3. Some relations involving the largest zeros of orthogonal polynomials
We formulate the ﬁrst main result in this section, which is an extension of Freud’s result in [1]
with −a = b = − =  = 1.
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Theorem 3.1. Let d be a measure on I. Let xn+1,n+1 and x1,n+1. Then
n∑
k=1
knPn−1(xkn)2
( − xkn)(xkn − )
(
n
n−1
)2
. (3.1)
The equality occurs if and only if  = xn+1,n+1 and  = x1,n+1.
Proof. We use the ideas of Freud in [1] with modiﬁcation. By (1.6)
 − n = nPn+1()
n+1Pn()
+ n−1Pn−1()
nPn()
,
in which each term of the right-hand side is non-negative. Thus
0 n−1Pn−1()
nPn()
 − n (3.2)
and the equality of the right-hand side occurs if and only if  = x1,n+1.
Similarly, we have
0 − n−1Pn−1()
nPn()
n −  (3.3)
and the equality of the right-hand side occurs if and only if  = xn+1,n+1.
On the other hand, if we denote by kn’s the fundamental polynomials of the Lagrange inter-
polation on the zeros of Pn, then we have the identity [5, p. 6]
kn(x) = n−1
n
knPn−1(xkn)
Pn(x)
x − xkn .
Using this identity we obtain
Pn−1() =
n∑
k=1
Pn−1(xkn)kn() = n−1
n
Pn()
n∑
k=1
knPn−1(xkn)2( − xkn)−1 (3.4)
and
Pn−1() = n−1
n
Pn()
n∑
k=1
knPn−1(xkn)2( − xkn)−1. (3.5)
So it follows from (3.2) to (3.5) that
n∑
k=1
knPn−1(xkn)2
( − xkn)(xkn − ) =
1
 − 
n∑
k=1
knPn−1(xkn)2[( − xkn)−1 − ( − xkn)−1]
= n
( − )n−1
[
Pn−1()
Pn()
− Pn−1()
Pn()
]

(
n
n−1
)2
.
This proves (3.1). Meanwhile, the equality in (3.1) occurs if and only if  = xn+1,n+1 and
 = x1,n+1. 
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We introduce the symbols: n = (x1n − xnn)/2 and n = (x1n + xnn)/2.
Deﬁnition 3.1. Let A ∈ R and B > 0. d ∈ M(A,B) means that
lim
n→∞
n−1
n+1n
= B
2
, lim
n→∞
n
n+1
= A. (3.6)
Corollary 3.1. Let d be a measure on I. Then
n∑
k=1
knPn−1(xkn)2
(b − xkn)(xkn − a)
(
n
n−1
)2
(3.7)
if −∞ < a < b < ∞, and
n∑
k=1
knPn−1(xkn)2
1 − [(xkn − n+1)/n+1]2
=
(
n+1n
n−1
)2
. (3.8)
Moreover, if d ∈ M(A,B), then
lim
n→∞
n∑
k=1
knPn−1(xkn)2
1 − [(xkn − n+1)/n+1]2
= 4
B2
. (3.9)
Proof. The inequality (3.7) follows from (3.1) with  = a and  = b.
Now put  = xn+1,n+1 and  = x1,n+1. Clearly
x1,n+1 = n+1 + n+1, xn+1,n+1 = n+1 − n+1.
Substituting these formulas into (3.1) with  replaced by =, we obtain (3.8). The relation (3.9)
follows directly from (3.8) and (3.6). 
Corollary 3.2. Letdbe ameasure on I.Suppose that−∞ < a < b < ∞ord(x) = W(x)2 dx
with W ∈ F(dini), then
n∑
k=1
knPn−1(xkn)2
1 − [(xkn − n+1)/n+1]2
c < ∞. (3.10)
Proof. If −∞ < a < b < ∞ then the inequality (3.10) follows from (3.8) and the inequalities
n
n−1
c < ∞
given by the author in [6, (4)]
Let W ∈ F(dini). By Lemma 3.5 in [3, pp. 71–72] for L > 1 ﬁxed
aLt ∼ at , t > 0.
Thus by (2.39)
n+1n+3/2cn−1
and hence the inequality (3.10) follows directly from (3.8) and (2.17). 
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The Turán inequality with respect to d is deﬁned by
Dn(x) := Dn(d; x) := Pn(d; x)2 − Pn−1(d; x)Pn+1(d; x)0. (3.11)
We have the second main result in this section as follows.
Theorem 3.2. Let d be a measure on I. Then
Dn(x)0, x ∈ [n − 2(n−1/n+1)1/2, n + 2(n−1/n+1)1/2]. (3.12)
The equality occurs if and only if
2nPn+1(x)
n−1n+1Pn−1(x)
= 4n−1
n+1(x − n)2
= 1. (3.13)
Proof. IfPn−1(x)Pn+1(x)0 then the inequalityDn(x)0 is trivial.Now letPn−1(x)Pn+1(x) >
0. By (1.6) we obtain
(x − n)Pn(x) = n
n+1
Pn+1(x) + n−1
n
Pn+1(x)
and hence by the arithmetic-geometric mean inequality
(x − n)2Pn(x)2 =
[
n
n+1
Pn+1(x) + n−1
n
Pn−1(x)
]2
 4n−1
n+1
Pn−1(x)Pn+1(x).
Thus
Pn(x)
2
Pn−1(x)Pn+1(x)
 4n−1
n+1(x − n)2
(3.14)
and the equality occurs if and only if
2nPn+1(x)
n−1n+1Pn−1(x)
= 1.
Meanwhile the inequality (3.14) shows that Dn(x)0 holds, if
4n−1
n+1(x − n)2
1
and the equality Dn(x) = 0 occurs if and only if the relation (3.13) is true. This proves the
theorem. 
Corollary 3.3. Let d be a measure on I. Assume that
lim inf
n→∞
2
n+1
(
n−1
n+1
)1/2
= B > 0, lim
n→∞
n
n+1
= A, (3.15)
and 0 < c < 1. Then there exists an n0 = n0(d, c) > 0 such that the inequality
Dn(x)0, ∀x ∈ [(A − cB)n+1, (A + cB)n+1] (3.16)
holds for all nn0.
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Proof. By (3.15) there exists an n0 = n0(d, c) > 0 such that the inequality
2
n+1
(
n−1
n+1
)1/2
− |n − An+1|
n+1
> cB (3.17)
holds for all nn0. Hence for each nn0,
n + 2
(
n−1
n+1
)1/2
> n + | − n + An+1| + cBn+1
 n + (−n + An+1) + cBn+1 = (A + cB)n+1,
n − 2
(
n−1
n+1
)1/2
< n − |n − An+1| − cBn+1
 n − (n − An+1) − cBn+1 = (A − cB)n+1.
Then by Theorem 3.2 we prove our statement. 
Corollary 3.4. Let d ∈ M(A,B) and 0 < c < 1. Then there exists an n0 = n0(d, c) > 0
such that the inequality (3.16) holds for all nn0.
Proof. Apply Corollary 3.3. 
Remark 3.1. The special case of Corollary 3.4 when ′ > 0 a.e. in [−1, 1] may be found in
Theorem 9.5 in [4].
Developing and properly modifying the ideas of Nevai in [5, pp. 20–23] we can get the last
main result in this section.
Theorem 3.3. Let d be a measure on I, (d) = I, and  ∈ R. When b − a < ∞ assume
further that for each  > 0,  takes inﬁnitely many values in both (a, a + ) and (b − , b).
Then for any n3,
sup
jn
2j−1
j+1j
+ sup
jn
|j − |
j+1
1 (3.18)
and
lim sup
n→∞
2n−1
n+1n
+ lim sup
n→∞
|n − |
n+1
1. (3.19)
In particular, if
lim
n→∞
n − 
n+1
= 0 (3.20)
then
lim sup
n→∞
2n−1
n+1n
1. (3.21)
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Proof. We need the identity by the Gauss quadrature formula given by Nevai in [5, (1), p. 20]
xkn = kn
n−1∑
j=0
jPj (xkn)
2 + kn
n−1∑
j=1
2j−1
j
Pj−1(xkn)Pj (xkn). (3.22)
For simplicity for M > n3, we introduce the notations
gp,q(x) = M(x)
q∑
j=p
(j − )Pj (x)2, p0,
hp,q(x) = M(x)
q∑
j=p
2j−1
j
Pj−1(x)Pj (x), p1.
By (1.8) we have
|gp,q(x)|  M(x)
(
sup
p jq
|j − |
)
q∑
j=p
Pj (x)
2
 M(x)
(
sup
p jq
|j − |
)
q∑
j=0
Pj (x)
2
= M(x)
q+1(x)
sup
p jq
|j − |. (3.23)
Again, by Cauchy–Schwartz inequality and (1.8)
|hp,q(x)|  M(x)
(
sup
p jq
2j−1
j
)⎧⎨
⎩
q∑
j=p
Pj−1(x)2
q∑
j=p
Pj (x)
2
⎫⎬
⎭
1/2
 M(x)
q+1(x)
sup
p jq
2j−1
j
. (3.24)
Using (1.8), (3.23), and (3.24), we have for a ﬁxed index k, 1k2,
2kM := xkM − xM−k+1,M
= g0,M−1(xkM) + h1,M−1(xkM) − g0,M−1(xM−k+1,M) − h1,M−1(xM−k+1,M)
= g0,n−1(xkM) + h1,n−1(xkM) − g0,n−1(xM−k+1,M) − h1,n−1(xM−k+1,M)
+gn,M−1(xkM) + hn,M−1(xkM) − gn,M−1(xM−k+1,M) − hn,M−1(xM−k+1,M)
 Cn
[
M(xkM)
n(xkM)
+ M(xM−k+1,M)
n(xM−k+1,M)
]
+
(
2 sup
n jM−1
|j − | + 4 sup
n jM−1
j−1
j
)
,
where
Cn = sup
0 jn−1
|j − | + sup
0 jn−1
2j−1
j
.
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Hence
1  Cn
2kM
[
M(xkM)
n(xkM)
+ M(xM−k+1,M)
n(xM−k+1,M)
]
+ 1
kM
(
sup
n jM−1
|j − | + sup
n jM−1
2j−1
j
)
 Cn
2kM
[
M(xkM)
n(xkM)
+ M(xM−k+1,M)
n(xM−k+1,M)
]
+ M
kM
(
sup
n jM−1
|j − |
j+1
+ sup
n jM−1
2j−1
j+1j
)
. (3.25)
We claim that
lim
M→∞
Cn
2kM
[
M(xkM)
n(xkM)
+ M(xM−k+1,M)
n(xM−k+1,M)
]
= 0,
where
k =
{
1, b − a = ∞,
2, b − a < ∞.
To prove this claim we separate two cases when k = 1, b − a = ∞ and k = 2, b − a < ∞.
Case 1: k = 1 and b − a = ∞. In this case noticing that M(x)n(x), we have
lim
M→∞
Cn
2M
[
M(x1M)
n(x1M)
+ M(xMM)
n(xMM)
]
 lim
M→∞
Cn
M
= 0.
Case 2: k = 2 and b − a < ∞. In this case we need the result given by Nevai in [5, Lemma
3.3.2, p. 20]
(d) =
[
lim
n→∞ xnn, limn→∞ x1n
]
. (3.26)
Using the assumptions of the theorem, the proof of Lemma 3.3.4 in [5, pp. 21–22] shows that
lim
M→∞ 2M = limM→∞ M−1,M = 0.
Thus we again get
lim
M→∞
Cn
22M
[
M(x2M)
n(x2M)
+ M(xM−1,M)
n(xM−1,M)
]
 lim
M→∞
Cn
22M
‖−1n ‖I(2M + M−1,M) = 0.
This proves our claim.
By means of this claim, letting M → ∞, the inequality (3.18) follows from (3.25) with k = 1
for b − a = ∞ and with k = 2 for b − a < ∞, respectively. Then as n → ∞ the inequality
(3.18) gives (3.19).
Finally, the inequality (3.21) follows immediately from (3.19) and (3.20). 
Corollary 3.5. Let the assumptions of Theorem 3.3 prevail and let d ∈ M(A,B). Assume that
the relation (3.20) holds for some  ∈ R if b − a = ∞. Then
B1. (3.27)
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Proof. The inequality (3.27) follows from (3.21) and (3.6), since the relation (3.20) with  =
(b − a)A/2 holds if b − a < ∞. 
Nevai in his memoir [5, Deﬁnition 3.1.6, p. 10] introduce M(A,B), the class of measures d,
for which
lim
n→∞
n−1
n
= B
2
, lim
n→∞ n = A. (3.28)
The following result gives the relationship between M(A,B) and M(A,B).
Corollary 3.6. Let  = |(d)|/2 < ∞. Then
M(A,B) = M(A, B). (3.29)
Meanwhile, if  satisﬁes the assumptions of Theorem 3.3, then
M(A,B) ⊂ M(A/B, 1). (3.30)
Proof. The relation (3.26) shows that limn→∞ n = . Using this fact, the relation (3.29) follows
from (3.6) and (3.28).
Let d ∈ M(A,B). Then Lemma 3.3.6 in [5, p. 23] says [A − B,A + B] ⊂ supp(d), which
by (3.26) gives B.
On the other hand, since by (3.28) the relation (3.20) with  = A is true, by (3.28) and (3.21)
we conclude B. Hence  = B. Thus by (3.28)
lim
n→∞
n−1
n+1n
= 1
2
, lim
n→∞
n
n+1
= A/B.
This proves (3.30). 
Remark 3.2. Let us consider the Laguerre weight W(x) = xe−x , x > 0, || 14 ,  > −1. We
claim that W ∈ M(1, 1). In fact, in this case we have [8, (5.1.10), p. 100; (6.31.12), p. 128;
(3.32.9), p. 131]⎧⎪⎪⎪⎨
⎪⎪⎪⎩
n−1
n
= [n(n + )]1/2,
n = 2n +  + 1,
x1n = 4n + O(n1/3),
xnn = O(n−1).
It is easy to see that
lim
n→∞
2n−1
n+1n
= lim
n→∞
n
n+1
= 1.
This proves our claim.
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