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ABSTRACT
Performing distributed consensus in a network has been an
important research problem for several years, and is directly
applicable to sensor networks, autonomous vehicle formation,
etc. While there exists a wide variety of algorithms that can be
proven to asymptotically reach consensus, in applications in-
volving time-varying parameters and tracking, it is often cru-
cial to reach consensus “as quickly as possible”. In [?] it has
been shown that, with global knowledge of the network topol-
ogy, it is possible to optimize the convergence time in dis-
tributed averaging algorithms via solving a semi-definite pro-
gram (SDP) to obtain the optimal averaging weights. Unfor-
tunately, in most applications, nodes do not have knowledge
of the full network topology and cannot implement the re-
quired SDP in a distributed fashion. In this paper, we present a
symmetric adaptive weight algorithm for distributed consen-
sus averaging on bi-directional noiseless networks. The algo-
rithm uses an LMS (Least Mean Squares) approach to adap-
tively update the edge weights used to calculate each node’s
values. The derivation shows that global error can be mini-
mized in a distributed fashion and that the resulting adaptive
weights are symmetric—symmetry being critical for conver-
gence to the true average. Simulations show that convergence
time is nearly equal to that of a non-symmetric adaptive al-
gorithm developed in [?], and significantly better than that of
the non-adaptive Metropolis-Hastings algorithm. Most im-
portantly, our symmetric adaptive algorithm converges to the
sample mean, whereas the method of [?] converges to an ar-
bitrary value and results in significant error.
Index Terms— Adaptive Consensus, LMS algorithm,
Sensor Network
1. INTRODUCTION
Consensus is an important problem and has received much
attention in the literature on sensor networks and distributed
algorithms (see e.g., [?, ?, ?, ?, ?, ?, ?] and the references
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therein). A basic sensor network is made up of n nodes, each
one of which is separated by a certain distance, and takes a
measurement of some value. We assume that each sensor’s
reading is independently corrupted by noise. It is often costly
to transmit all n readings of the sensor network to the user,
and in many cases, the readings must be aggregated into a sin-
gle value. Therefore, we wish to compute the average value of
all of the sensors’ readings for transmission to a base station.
Several methods exist to perform this task. One of the
simplest is to designate a ‘super node.’ In this method, all
other nodes transmit all of the values they have recorded to
the ‘super node.’ [?]. The ‘super node’ receives all of the
information, performs the averaging, and transmits to the user
this single value. (This assumes that the transmitter is based
at the ’super node’.)
However, there are several problems with this method.
The first is that the system can be easily rendered inoperative
by destroying the ‘super node’. A second is that the system
cannot easily react to additions and deletions of nodes; the
‘super node’ needs to know how many nodes there are. To
solve the problems associated with a central controller, sev-
eral papers have proposed various methods for performing
distributed averaging [?, ?, ?, ?, ?, ?, ?].
While there exists a wide variety of algorithms that can
be proven to asymptotically reach consensus, in many appli-
cations (especially those involving time-varying parameters)
time-to-convergence is also important. For the distributed av-
eraging problem, minimizing the convergence time reduces to
minimizing the second largest eigenvalue of the weight ma-
trix used by the network to perform consensus. When the
network topology is known to all nodes in the network, this
minimization can be done via solving a semi-definite program
(SDP) [?]. Unfortunately, in most applications, this is an un-
realistic assumption and distributed methods, which rely only
on a node’s local knowledge of the network, need to be de-
veloped. In [?] an adaptive weight update method was pro-
posed and shown to have faster convergence time than fixed-
weight methods. Unfortunately, since the method of [?] re-
sults in non-symmetric weights it generally reaches consen-
sus to a value unequal to the desired sample mean. In this
paper, we propose a symmetric adaptive weight algorithm for
distributed consensus averaging. Simulations show that con-
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vergence time is nearly equal to that of the non-symmetric
adaptive algorithm of [?] (which does not converge to the
true sample mean), and significantly better than that of the
non-adaptive Metropolis-Hastings algorithm.
We provide a brief background and some prior work in
sections 2 and 3. Our symmetric adaptive method is described
in section 4. Section 5 presents some discussions and simula-
tions, and the paper is concluded in section 6.
2. BACKGROUND
We define a graph as a set of vertices and edges G = (N,E),
with nodes numbered 1...n, and edges connecting the differ-
ent nodes. By assumption, all edges are error-free and the
graph is bidirectional; i.e., if there exists an edge from node
i to node j, then there will also exist an edge from node j to
node i. To perform distributed averaging, in every time step
t, each node i transmits its numerical value xi(t) to its imme-
diate set of neighbors, Ni.
The graph connectivity is encoded in an adjacency matrix,
where
Aij =
{
1 (i, j) ∈ E
0 otherwise
Note that in general, self loops are not assumed; Aii = 0.
Throughout this paper, we assume that graphs are fully con-
nected; i.e., there exists a route from every node to every other
node, traveling along the edge set E. We then define a weight
matrix W , based on the adjacency matrix A.
In the weight matrix, each edge has a corresponding edge
weight. If there is no edge between two nodes, this is recorded
as an edge weight of zero. Note that a weight matrix will also
include self-weights. Each node i computes its estimate of the
“global” average at time t+1, from its own and its neighbors
values at time t according to
xi(t + 1) = Wiixi(t) +
∑
j∈Ni
Wijxj(t). (1)
To make the above a “weighted average”, we will insist that
each row of the matrix W sum up to one, i.e.,
∑
j
Wij = Wii +
∑
j∈Ni
Wij = 1, (2)
in which case (??) can be rewritten as
xi(t + 1) = xi(t) +
∑
j∈Ni
Wij(xj(t)− xi(t)). (3)
If we construct the vector x(t) from the entries xi(t), we
clearly have x(t + 1) = Wx(t) = W t+1x(0).
Since the rows of W sum to one, it is a stochastic matrix
and clearly it has the “all one” vector 1 as a right eigenvector,
W1 = 1. Further, if all other eigenvalues of W are strictly
inside the unit circle, then it is well known that as t →∞,
W t →
1
n
1v
T , (4)
where vT is the corresponding left eigenvector vT W = vT ,
such that vT1 = 1. Thus, under these conditions, distributed
weighted averaging converges to
x(t) → 1
v
T
x(0)
n
, (5)
which implies consensus to the value v
T
x(0)
n
. For this to be
consensus to the sample mean, we require that vT = 1T ,
which means that 1T W = 1T , i.e., that W is doubly
stochastic—both its row and column sums are unity.
The simplest way to guarantee double stochasticity (and
the one that requires only local information) is to insist that
W be symmetric, Wij = Wji, which is what we shall do as
part of the symmetric adaptive method in Section 4.
3. PREVIOUS WORK
For purposes of comparison, we simulate a number of differ-
ent methods for reaching consensus [1,3,4], and we briefly
present them here. Firstly, the Metropolis-Hastings method
[2] is defined to be:
Wij =
⎧⎪⎨
⎪⎩
1
1+max(di,dj)
j ∈ Ni, i = j
1−
∑
j∈Ni
Wij i = j
0 otherwise
(6)
where di and dj are the degrees of nodes i and j. Note
that the weight matrix requires only local information and is
symmetric—thus converging to the true mean.
The second method is that of [?], which minimizes the
convergence time by minimizing the second largest (in abso-
lute value) eigenvalue of W via the semi-definite program:
minimize s subject to:
sI  W − 11T  sI (7)
W ∈ S,W = WT ,W1 = 1
This method provides provides the optimal linear weights for
a given network topology. The drawback is that solving the
above SDP requires global information of the network which
is usually not available.
Finally, the method of [?] is an adaptive algorithm, that
attempts to find the optimal weights. In other words, it uses
time-varying weights. It begins with the Metropolis weights
already presented, but then updates these weights as:
Wi(t + 1) = Wi(t) + μiei(t)(x
′
i(t)− xi(t)1) (8)
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where Wi(t) designates the nonzero entries of the i-th col-
umn of W , x
′
i(t) is the vector of data from the neighbors of i
and where ei(t) is defined to be the error
ei(t) = xdi(t)−Wi(t)
T (x
′
i(t)− xi(t)1) (9)
and xdi(t), the so-called desired signal, is simply the actual
mean viewed from node i
xdi(t) =
1
|Ni|+ 1
(xi(t) + x
′
i(t)1) (10)
This method does speed up convergence relative to the
Metropolis-Hastings algorithm; however, since it does not
guarantee the symmetry of W , it does not converge to the
true mean.
4. A SYMMETRIC ADAPTIVE METHOD
In [?], the authors propose an adaptive method that minimizes
the local error (??) for each node in the network. However,
it would be desirable to minimize global error if possible; we
would expect that this might cause network convergence to
the sample mean to be both faster and more accurate. We
assume that the system is initialized with Metropolis weights,
defined in the previous section. We define the global error as
J =
∑
i E(e
2
i (t)) and as with [?], take the gradient.
∇
∑
i
E(e2i (t)) = 2[E(ei(t))(xj(t)− xi(t))
+ E(ej(t))(xi(t)− xj(t))] (11)
This gradient is taken only with respect to Wij , and we also
assume that Wij = Wji. Making this assumption allows us
to preserve the doubly stochastic nature of this matrix, which
follows from the fact that W = WT and
∑
Wij = 1. Using
the steepest descent method,
Wij(t + 1) = Wij(t) + μ[E(ei(t))(xj(t)− xi(t))
+ E(ej(t))(xi(t)− xj(t))] (12)
Using the LMS method to approximate the expectation by the
instantaneous value, this becomes
Wij(t + 1) = Wij(t) + μ[ei(t)(xj(t)− xi(t))
+ ej(t)(xi(t)− xj(t))] (13)
The term μ above represents the speed that the nodes react to
ei(t), and it is a fixed value for all nodes. If μ is too large,
then the system could become unstable and not converge as
weights oscillate rapidly. Alternatively, if μ is too small, then
it could take a long time to reach consensus. While analyz-
ing the effect of μ is highly nontrivial, as the system is non-
linear because the recursions for x(·) and W (·) are coupled,
Lyapunov arguments can be used to prove stability for small
enough μ—we omit the details for brevity.
5. DISCUSSION
The symmetric adaptive method requires only local informa-
tion. Firstly, in order to initialize the network with sym-
metric weights, nodes must know their immediate neighbors’
weights; we use Metropolis weights as our initial weights.
In addition, our method requires each node to calculate and
transmit its error value ei(t) to its neighbors. We make the
simplifying assumption that the time to transmit this addi-
tional value is negligible compared to the total time in each it-
eration. We present simulation results below, which compares
the symmetric adaptive method against the method of [?],
which represents the best possible linear weights, as well as
Metropolis weights followed by non-adaptive averaging, and
the method of [?], which utilizes adaptive but non-symmetric
averaging and Metropolis initial weights. These graphs repre-
sent the average of 10,000 simulations on the network, start-
ing from different random initial values. Each node’s random
value was drawn from U [0, 1]. These simulations were run
on the network example figure presented by [?]. This net-
work has 8 nodes and 17 edges, with a minimum degree of 3
and a maximum degree of 6.
Fig. 1. This is the network upon which the simulations were
run, and was the graph used by [?].
Stepsize used for the [?] method in simulation was
μi =
2
(σ2x)|Ni|(|Ni|+ 1)
(14)
which is what [?] determined would be an upper bound. We
also tried μi/10 as suggested in [?], but this did not improve
performance for this network. For our algorithm, we deter-
mined that the optimal stepsize μ was 1.31 for an initialization
with Metropolis weights.
We note that the [?] method does not converge to the sam-
ple average (See figure 3). The Metropolis-Hastings method,
while it does converge to the sample mean, is also signif-
icantly slower to converge than our method or that of [?].
However, it has the advantage of a simple implementation.
Furthermore, the [?] method converges far faster to the sam-
ple mean than either of the previous methods but requires
global information - the entire adjacency matrix. Worse yet, it
must solve an SDP in order to determine the optimal weights
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Fig. 2. This graph plots the difference between the maximum
value of the network and the minimum value of the network.
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Fig. 3. This graph plots the difference between the maximum
value of the network and the sample mean
[?]. This makes this method far less useful when dealing with
networks where nodes may connect to and leave the network
or where global information is inaccessible. Additionally,
solving an SDP can be computationally complex and may re-
quire significant time to calculate weights before the consen-
sus protocol begins. Our method, while neither as fast as [?],
nor as simple as the Metropolis-Hastings method, fills a niche
in between, allowing convergence to the mean faster than the
Metropolis-Hastings method, while still requiring only local
information. Its convergence time is similar to that of the
method of [?], though it results in far less error, as seen in
Figure 3, and as expected with the doubly stochastic matrix.
6. CONCLUSION
In the future, we hope to determine bounds on convergence
time for our symmetric adaptive algorithm analytically, as
well as a range of values for the learning rate μ. Clearly, we
must also present a method of determining μ using only local
information. Other future directions include the addition of
noise to the system, the possibility of time varying values or
value tracking, link addition or deletion, and node addition or
deletion, all of which add complexity, but also all of which
are ideally suited to an adaptive system.
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