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Therefbre，　we　introduce　the　method　for　suboptimal　solution　usipg　neural　network　above　mentioned．
　　All　the　elements　of　the　neuron　matrix　consisting　of　output　values　of　neural　network　are　set　O．5　at　the　initial　state．　And
from　previous．numerical　experiments，　the　weight　factor琴　of　Equation（12）are　chosen　as　A＝5．0β＝5．0，C＝5．0，D＝5．O　which
is　obtained　from　the　previous　simulation　experiment．
Firstly　we　determine　the　layout　of　the　faciiity　group　Gi．
　　The　energy　fUnction　of　the　neural　network　are　shown
i。Fig．2．．1。i・ially．th。　neu，al。。tw。，k　。，。　v。ry。，arly　　　　　’………岬
。nif。rm，　i。。・h。，　w。，d、，・h。y．ar。　i。　th。、・。bl。、t。・e　and　3000
as　time　passes　some　of　the　cells　increase　their　value　and
others　decrease　their　value，　and茸nally　they　converge　to　　　協2000
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ねthe　finql　independent　state　500　iterations．　The　value　of　壽
the　energy　function　is　1925Ps　in　the　intial　state　and　that
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　lOOO
value　decrease　according　to　the　times　of　iteration　shown
in　Fig．2　and　finally　reach　the　minimum　value，18．02
after　500　iterations．　　　　　　　　　　．　　　　　　　　　　　　　　　　　　　　　　　O
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　l　　　　　　　．　　10　　　　　　　　　　100
The　final　ou‡puts　of　the　neural　network　produce　the　　　　　　　　　　．　　　　　Iterat　i　on（log）
permutation　array　with　one　neuron‘‘on”and　the　rest
“off’in　each　row　and　columnand　we　can　determine　a　unique　　　　　Fig　2．Energy　function
facility　layout　from　this　result．
　　And　we　can　obtain　the　layout　vector　Sl　of　the　facility　group　G1．　represented　by　Equation（17）and　the　value　of　the
objective　fUnctioh　of　layout　becomes　747．O　and　the　elapsed　time　f（）r　calcu且ation　by　C　program　of　personal
comp．uter（CPU：Intel　Pentium　200MHz）is　3．344　seconds．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　Sl　＝　　／3，4，2，0，1，0，0，0ノ　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（17）
Furthermore，　the　layout　of　the　facility　group　G2　can　be　determined　by　neural　network　and　the　layout　vector　S2　is　shown　in
Equation（18）　and　the　value　of　the　objective　function　of　layout　becomes　865．0
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　．S2　．＝＝　　／O，0，0，7，．0，6，5，8ノ　　　　　　　　　　　　．　、　　　　　　　　　　　　　　　　　・　　（．18）
　　Frpm　these　layout　vector　Si　and　S2，　the　final　layout　vector　represented　in　Equation（19）　can　be　obtained　by　neural
network　and　the　value　of　the　objective　function　of　this　layout　vector　is　1612．0．．
∫　　＝　　／3，4，2，7，1，6，5，8ノ （19）
ノl　Stud二v　qノ『Fac∫ti砂Laアoutハ4e〃zod　in　1～ecycling　Plαnt　using／1　Gγ 119
5．　CONCLUSIONS
　　Iri　this　paper，　we　proposed　the　layout　method　with　two　stage　to　allocate　facilities　to　stations　in　recycling　factory　in
which　transportation　is　done　by　an　uni－directional　loop　routing　AGV．　ln　the　first　stage，　the　iayout　of　the　facility　group
which　is　consisted　of　the　same　fastening　method．　And　in　the　second　stage　，　the　lalrout　of　facility　of　the　facility　group　．　ln
the　second　stage　，we　adopt　neural　network　to　obtain　the　suboptimal　layout　in　the　case　the　optimai　solution　can　not　be
obtained　because　of　dissatisfaction　of　the　approval　condition　of　the　optimai　solution．　And　we　confirmed　the　effectiveness
of　the　proposed　procedure　by　sample　prpblems．
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