Abstract: This paper describes formal architectural models for three types of service systems: static service system, dynamic service system and mobile service system. The system architectures are agent based. For each model, we investigate the properties and give the case study.
Introduction
Service Oriented Architecture (SOA) is a new paradigm in distributed systems aiming at building loosely-coupled systems that are extendible, flexible, safer and fit well with existing legacy systems. Agents have been considered as next generation components (Griss and Kessler, 2003) that can be used to build models for SOA. It is our attempt to combine these two paradigms together to build agent based architectures for the service systems. The services can be obtained through cooperation among agents. Here the service is defined as a single and coherent block of activity (Wooldridge et al., 2000) in which an agent will engage. Based on the agent cooperation style, we will discuss three types of service systems: static service system, dynamic service system and mobile service system. More service systems can be found in Jostad et al. (2005) .
Static service system. Here the 'static' means that the services are determined before the system is running. The services are pre-designed and the software structure is pre-configured, and the agents, located on the local host, communicate to each other to exchange the information to complete the services. An agent usually installs some information to support service computing and service designing; however, it is hardly feasible for a single agent to be able to install enough resource information to support all kinds of services. Thus an agent should be capable in coordinating various resources and cooperating with other agents. Several operators are defined to reach this goal such as Sequential, Choice, Parallel, Cooperate, and Disable/Resume, which well preserve the software properties. In this way, there is no need to analyse the whole system since the analysis on whole system is equivalent to the analysis on the agents.
Dynamic service system. Here the 'dynamic' means that services are determined when the system is running. In other words, new services may be created when system is running. Hence,
• the architecture style is usually formed in the running time and is hard to be configured in the design phase
• the systems are adaptive and flexible systems where agents may be added or deleted dynamically.
Two kinds of agents are involved in the architecture formation: user agent and server agent. User agent will publish services or ask for services while server agent is responsible to route service information. Due to the architecture style, the service systems face a security problem, namely, (distributed) Denial of Service (DOS) attacks. DOS attacks can crash remote software/services running on a machine by flooding it with large amounts of traffic or sending 'specially crafted' messages. To protect the agents, a method is introduced for detecting DOS attacks based on service actions. By training, two normal patterns will be collected: Space Pattern and Time Pattern. The first is to correlate the monitored actions; the second is to calculate the average action and time distribution. By monitoring deviation of the caught pattern to the trained normal pattern, possible attacks can be detected.
Mobile service system. Here the 'mobile' means that the services are performed when agents (called mobile agents) migrate from one host to host to collect services or perform service computing. Instead of operating from one machine, a mobile agent will operate at the various host machines that it will be visiting. There are two levels in the model: agent level (mobile agent) and system level (system net). In agent level, once the service computing is completed or more information is required, the mobile agent is ready to migrate to other places. In system level, the system must have the ability to transmit agents from one location to another location. In other words, the system must have strong mobility. Accordingly, the system needs to fit a sequence of activities such as suspending execution, transmitting agent, and resuming execution, when agents are in migration.
As we can see we capture the services in agent level. Different types of services will lead to different agent-based architectures. For static service and dynamic service, we will obtain Multi-Agent System (MAS) and for mobile service, we will get Mobile Agent System. An agent is used for all service systems. In static service system, it behaves as a component; in dynamic service system, it behaves as a user agent; in mobile service system, it behaves as a mobile agent. Instead of interacting with multiple interfaces as is usually done in component models, this agent has been designed to possess only one input interface and one out interface to stress the ready in and ready out state (Schuster et al., 2000) . With input interface, a service request can come through and with output interface, an agent can request services and communicate with other agents or server agent or system net. Hence, the agent must have at least two processes: one for communicating and the other for self-autonomy task to achieve service computing goal.
The rest of this paper is organised as follows. Section 2 is to create agents and the agent behaviour is described by labelled CPN. In Section 3, we describe the architectural model for static service systems. In Section 4, we describe the architectural model for dynamic service systems. In Section 5, we describe the architectural model for mobile service systems. Section 6 is the discussion of related work. The last section, Section 7, is the conclusion of this paper.
Architecture of agents
In service oriented engineering, an agent must be capable of providing/requesting service to/from other agents or local hosts and reasoning about its own behaviour towards new service design and computing, thus committing towards service accomplishment. Formally, we have Definition 2.1: An agent is a software object with a knowledge base that contains non-empty sets of self service and public services, external communication primitives, internal service functions and service designing methods.
Here service functions include two aspects. One aspect is that an agent has ability to provide services when other agents make service requests. The agent may accept or refuse requests depending on the environment information occupied by the agent. The other aspect is that an agent requests services from other agents in case the knowledge is not rich enough for the agent to compute new selected services. The knowledge base may be updated after the agent accomplishes a service.
There is considerable support for an internal organisation of an agent that in some way accommodates the symbolic representation of the beliefs, desires, intentions (the BDI model) (Rao and Georgeff, 1991) of an agent. The BDI module is based on the study of mental attitudes where an agent's mental attitudes are characterised by the notions of belief, desire, goals, and intensions. Belief represents the information state of an agent that comprises of what the agent knows about itself and the world including all kind of services. Desire represents an agent's motivational state, i.e., what goal an agent is trying to achieve, in other words, what services an agent is planning. The Intension represents the deliberative state of the agent. In this state an agent choose a goal (service) and becomes committed to achieving it, i.e., service computing.
Motivated by BDI, we give a suggestion to design an agent. An agent may consists of the following modules: Message Communication (MC) module, Event Management (EM) module, Knowledge Base (KB) module, Service Designing (SD) module, and Service Computing (SC) module (see Figure 1 ).
Figure 1 Agent architecture
Message Communication (MC) . It contains two parts, one is to handle incoming messages, and the other handles outgoing messages. The module is augmented with two message queues: a message-in-queue where the inward messages are temporarily queued up before they can be processed and a message-out-queue where the outward message are queued up before they can be dispatched.
Knowledge Base (KB).
It is the information repository of an agent. The knowledge base contains several items, knowledge of own service capabilities, service capabilities of other agents in the society, and the state description in terms of mental attitudes.
Event Management (EM).
It has two parts. The first part is to store the offered services from other agents to knowledge base or to send the service requests to Service Computing module; The second part is responsible to send out service offering and service requesting. This module must have the ability to send service requesting out again if it cannot receive the required service back in some time period.
Service Design (SD) . It can design some new services following the given rules. If the current knowledge contained in the Knowledge Base is not enough to create a new service, it will send a service request to message-out-queue.
Computing Service (CS).
It either retrieves services from the Knowledge Base and sends the services out, or creates new services based on current knowledge and rules, thereafter sends the new services out. An agent's service planning may change over time because of the priorities (as specified by its user) or as a result of change when knowledge base gets updated. Thus the phase of service planning can be shifted to the phase of service computing when the agent believes that the planned service is achievable. If this is the case, the agent does not need any additional knowledge to achieve the goal only by assuming the existing knowledge it contains.
Therefore, in addition to external events, the internal service planning can also make an agent's state change in the process to accomplish the services.
Let M = {Message, Service} denote the data types from external events (message) and internal events (service), and S denotes all states that come from the above five modules, without confusion, we use the same names to represent the states:
• Knowledge-Updating (KU)
• Service-Designing (SD)
• Service-Computing (SC)
• Message-Communicating (MC)
• Event-Managing (EM).
Next we will formalise our agent architecture. Girault and Valk (2003) . With a little modification, we get the following labelled CPN which is also an extension of the labelled Petri net (Jong and de Lin, 1994 • T is a set of transition relations, i.e., 2 2
• C is the set of colour classes
• A is a set of action label functions on transition relation T, and ( ( )) A t Bag cd t t T : → ,∀ ∈
• M 0 is the initial or current marking:
The firing of a transition leads to the next marking:
Such a state transition is denoted as (M, a, M′) . Given a labelled CPN N, the reachability graph of N, denoted as RG(N), is the (reflexive) transitive closure of the above next-state relation. The nodes of the reachability graph represents the reachable state space of the net, whereas the edges (M, M′) are labelled with the action a of the transition (p, t, q) which must be executed in M to reach M′. As , we may modify labelled CPN to define Agent net. We assume that a labelled CPN, which represents the behaviour of an agent, contains one input place (i.e., a place with no incoming transition) and one output place (i.e., a place with no outgoing transition). The input place is used for accepting messages while the output place is used for sending message out. 
is the input place for incoming messages, and ( ) out out p p P ∈ is the output place for outgoing messages. Remark 2.6: In , the definition of agent net is based on a simplified PrT net, while in Hamadi and Benattallah (2003) , the service net is based on a labelled Place/Transition net.
Remark 2.7:
Here in our definition, the coloured tokens only represent service data and message data, not a whole service. Wooldridge et al. (2000) mentioned that a service is simply a single and coherent block of activities, thus an agent has to collaborate all actions to perform service processing.
When moving from the definition of Agent to the definition of Agent net, the above 10 state mappings will be transformed to transitions and action labels that are defined on the transitions. Two action labels will be most important to us since they play a key role in the discussion of Section 4. These are the labels corresponding to mapping 1 from Service-Designing to Event-Managing and mapping 2 from Service-Computing to Event-Managing. We use sr a and sp a to denote them, respectively.
3 Architecture of static services
Architecture
The architecture design is similar to the component-based architecture design except that the components are replaced by agents. Therefore, the design is basically input message (event) driven (Garlan, 2003) . We also need to consider agent operations such as sequential, parallel, interleaving, choice, etc. All these operations are well-known process algebra operations, as for instance used in CCS and CSP (Hoare, 1985; Best et al., 2001) . Beside all these operations, we need to consider the resource sharing because all agents have knowledge bases. Connector is another basic element to form architecture when two components are communicating. In our case, agents communicate through places p in and p out . Connection actions are involved in the communicating. Formally, we have Definition 3.1: The connection action is defined by ! and ?, where ! models the sending of a message while ? models the reception of a message.
Here ! and ? come from CSP (Hoare, 1985) like languages. Thus ?
in out p p means p in receives message from p out , and p out ! p in means p out sends a message to p in .So if two agents interact, connection actions ! ? need to be added to the action set. Moreover, each ! and ? is associated with a guard that checks if there exist enough message types and verifies the correctness of the message types. The next definition is presented for agent connector.
Definition 3.2: Let
This definition will be used implicitly in defining agent operations in the following. To describe agent behaviour in the operations, next we define some operational semantics for agents. A commonly used semantics is the trace semantics, which is defined by all the possible firing-sequences of a labelled net. Thus all paths in the reachability graph are viewed as elements of the trace set.
Definition 3.3:
For a labelled net N, the set of traces is defined as
Sequential (A; B): Agent A executes first, then passes a message to agent B, and then Agent B starts to execute.
, i = 1, 2 be two agent nets with 1 2 P P φ ∩ = . The sequential of nets is defined as:
where
Here ! or ? has a guard that checks one incoming message type and one outgoing message type. This is illustrated in Figure 2 . Definition 3.5: Let t 1 and t 2 be traces defined on alphabets A 1 and A 2 , respectively.
Definition 3.6: For two trace languages L 1 and L 2 , their sequential is defined as
Proposition 3.7:
.
Choice (A | B):
Either agent A or agent B is executable, but they cannot be executed at the same time.
, i = 1, 2 be two agent nets with 1 2 P P φ ∩ = . The choice of nets is defined as:
This is illustrated in Figure 3 . Definition 3.9:
Parallel (A || B): Agent A and agent B have to execute at the same time, however, they do not have message exchanging. The only common part is that their messages come from the same output place p out at the same time.
Definition 3.10: Let 0 ( )
, i = 1, 2 be two agent nets with 1 2 P P φ ∩ = . The parallel of nets is defined as:
Here ? has a guard checking two incoming message types and one outgoing message type. This is illustrated in Figure 4 . Let t 1 and t 2 be traces defined on alphabets A 1 and A 2 , respectively.
Definition 3.12: For two trace languages L 1 and L 2 , their parallel is defined as
Proposition 3.13:
Agent A and agent B are not necessarily to execute at the same time, however, they need to combine together to send the message to the same place p in . Definition 3.14: Let 0 ( )
, i = 1, 2 be two agent nets with 1 2 P P φ ∩ = . The corporate of nets is defined as:
Here ! has a guard checking one incoming message type and two outgoing message types. This is illustrated in Figure 5 .
Figure 5 Corporate composing
Definition 3.15: Let t 1 and t 2 be traces defined on alphabets A 1 and A 2 , respectively.
Definition 3.16: For two trace languages L 1 and L 2 , their corporate is defined as
Proposition 3.17:
An action in agent A makes agent B not executable, however, after the activity is finished, agent B will resume its execution. It is possible that both agents N 1 and N 2 has the ability to disable each other. 
, i = 1, 2 be two agent nets with
Disable/Resume of nets is defined as:
and a 1 and a 2 are hiding actions for agents A and B, respectively, that make each other disabled, and p c is a hiding control place that contains a token to control disable/resume activity. This is illustrated in Figure 6 . 
Architecture analysis and case study
Based on the operations defined in the above section, an agent based architectural model can be formed. We will give a simple investigation to this architecture in this section.
Property preserving. Since our agent has a unique entry place, a unique exit place, and modelled with Petri net, we say that this agent is modelled with Petri Net Process (PNP). Based on Mak's thesis (Mak, 2001 ), a PNP is a Petri net with unique entry place, a unique exit place and a set of places for handling resource sharing (Note: multi-entry-multi-exit processes can be transformed into PNP without changing the system properties). Several operators are defined for PNP in Mak (2001) , that can preserve about 20 Petri net related properties such as: Liveness, Boundedness, Reversibility, Traps, Siphons, Proper termination and Coverability. Among the operators, the following operators are most important to us. They are Enable, Choice, Interleave, Disable, Disable/Resume. Comparing these operators with our operators, we find that Sequential matches Enable, Choice matches Choice, Parallel is the first half of Interleave, Corporate is the second half of Interleave, and Disable/Resume matches Disable-Resume. Therefore, the MAS linked by agents can well preserve the properties of agents. Because of this, the analysis of the system is equivalent to the analysis of agents. Property preserving has also been studied in Huang et al. (2005) .
Design issue. The architecture can be used to re-model and update legacy system as long as the system needs to collaborate with all static services. However, some new issues will come out when designing such service driven architecture.
When system is running, each agent contributes to the formation of the set of traces. Let N be the system that has n agents: 1 2 n I I I , , , … and each agent has Service Providing action ( i sp a ) and Service Requesting action (
… . Assume the set of traces contains following types of traces:
and it happens that each of these traces forms a circle, then we say that N has circled traces. To continue the discussion, we need the following assumption for the system:
Once an agent receives a service request, it will restart the processing of this request if it in the middle of processing the same service request.
Under this assumption, a system may reach the following two states. If the system reaches the hungry state, the system is not able to do any thing. If the system reaches full state, the system is busy with assuming resources, however, it cannot complete anything. There are two cases for us to fix the above problems:
• case 1: the requesting service is an existing service;
• case 2: the requesting service is a new service.
In case 1, one solution is to arrange different time schedule for each agent to compute the service. For example, in Figure 7 , four agents A, B, C, and D concatenate to form a circle. Agent A asks a service from agent B, agent B asks a service from C, agent C asks service from D and finally D asks service from A. If four service requesting occurs at the same time, under our assumption (H), the system will hit Hungry State. Based on the Event Management module of each agent, if no response back, the agent will wait a time period, and then submits the request again. Assume the waiting time for agent A, B, C, and D are t A (w), t B (w), t C (w), t D (w), also assume the service computing time for them are then agent B has enough time to finish service computing before agent A sends the same request the second time. Thus the circle is broken. This phenomenon is quite similar to the deadlock in component based design when components interact to each other by resource sharing. In case 2, there are no solutions. Since the requested services do not exist in the agents, each agent has to obtain additional information from other agent to compute the new service, thus no matter how to design the time interval, we can not break the circle. This phenomenon is quite similar to the synchronous deadlock in component based design when a component passes a synchronous message to another component. 
Architecture
Three elements are involved to modelling dynamic service of architecture: User Agent, Connector and Server Agent. User Agent has been investigated in the Section 2. Next we define Connector and Server Agent. The connector is responsible to pass messages between places p in and p out and is defined as following.
Definition 4.1:
A connection action is an action defined by ! or ?, where ! models the sending of a message while ? models the reception of a message.
Here ! and ? come from CSP (Hoare, 1985) A Server Agent is used to route service information among User Agents. It is supposed to have the following function: Figure 8 is To form an architecture, the Agent Connectors, which do not introduce new properties to the system, will connect all User Agents and Server Agents together. The architecture looks like Figure 9 , where SERVER represents Server Agents, USER represents User Agents and black box represents Agent Connectors. All agents will keep their properties.
Architecture analysis and case study
Because of the architecture style, this architecture will face a security problem. Suppose a user keeps sending different service requests, then the server agent will be busy with routing the service information, and eventually resulted in traffic congestion, CPU exhaustion, and no more services for other agents, so called DOS. In next section we will build a process to handle such issue. An Intrusion Detection System (IDS) (Mukherjee et al., 1994 ) is a system that attempts to identify intrusions, which are unauthorised uses, misuses, or abuses of computer systems by either authorised users or external perpetrators. The earliest version is by Jim Anderson in the early 1980s (Anderson, 1980) . Anderson defines an intrusion as any unauthorised attempt to access, manipulate, modify, or destroy information, or to render a system unreliable or unusable.
One of the approaches that are used by Intrusive Detection System is called Anomaly Detection. Anomaly detection assumes that misuses or intrusions are highly correlated to abnormal behaviour exhibited by either a user or a system. Anomaly detection approaches must first determine the normal behaviour of the object being monitored, and then use deviations from this baseline to detect possible intrusions. The initial impetus for anomaly detection was suggested by Anderson in his 1980 technical report (Anderson, 1980) when he noted that intruders can be detected by observing departures from established patterns of use for individual users.
Most of the current ways to build normal pattern are based on a mechanism provided by operating systems, known as kernel audicting, for recording the behaviour in terms of programs' interaction with the operating system (Denning 1987; Michael and Ghosh, 2002) . A measure, Hamming Distance (Hofmeyr et al., 1998) , has been used to measure how much a new sequence actually differs from existing normal pattern.
Obviously, there are two issues we have to solve if we want to detect intrusion by analysing agent behaviour:
• How to build normal pattern?
• How to detect anomalies?
In this section we are going to establish normal patterns based on evoked actions. Depending on the performance type, we classify the collected patterns as Space Pattern and Time Pattern. The first one is to define the correlation between the monitored actions. The second one is to measure how normal of a caught pattern. Moreover, we study the deviation degree of a new caught pattern differing from the trained (normal) pattern.
Let A be the set containing L actions to be monitored. M is the total number of actions needed to be trained and T is the total time used in the pattern training.
Space pattern
We need to set a window for actions to be monitored. Let the window size be m. Among the first m actions 
For Time Pattern, we have 1 2 3 2 05 2 95 3 05 3 95 4 4 10 10 10 10 10 10
Easy to know that the more 'close' of the sets s i w and t i w , the more predictable the pattern will be. In other words, the Time Pattern I can be used to measure how normal is the Space Pattern. In order to better measure the closeness between these two patterns, we need the following definitions.
Let C and D be two nonempty subsets of real line R 1 . The distance between C and D is defined by the Hausdorff metric ( , ) max{sup inf || , ||,sup inf || , ||}
where || . || denotes the distance in R 1 . Then we have Based on this Theorem, we may infer that if a normal pattern is changed, and the deviation degree is surpassed a given number, then there might be an attack to an action set or, equivalently, an agent.
In practice, we usually combine these two patterns together for a monitored process. We scan traces of actions generated by a particular process in an agent, and build up a pattern of all unique sequences of a given length, that occurred during the trace. Each process of interest has a different pattern. Once patterns are constructed for a given agent, the patterns can be used to monitor the ongoing behaviour of the processes invoked by that agent.
Case study. Tribe Flood Network, or TFN (Dittrich, 1999) , is made up of client and daemon programs, which implement a distributed network denial of service tool capable of waging ICMP flood, SYN flood, UDP flood, and Smurf style attacks. In this example, we will show how to detect ICMP Smurf attack. To make the illustration easy, we simplify the problem to the following. Figure 10 describes a simple ICMP smurf attack. Attacker is located at Host A. The victim is located at Host B with IP address: 128.100.100.2. The attacker will send ICMP Echo requests with source address 128.100.100.2 to the subnet 191.168.1.255. As the return, Host B will receive ICMP echo replies from every machine in the subnet. Now look at a sample software code to process ICMP replies and generate ICMP requests (Wright and Stevens, 1995) . When IP gets input data, it will decide either to forward the data or process the data in the local. Since ICMP reply is a local message, it will be sent to IP task to be processed. Function ipDoLocal is the one being called in IP task to process the local message. It has 8 sub-functions. One of them is ipProcLocal which has sub-functions IcmpRx to process ICMP message and P2SendMsg for other types of messages. Sub-function IcmpRx handles ICMP request, ICMP reply and other three ICMP messages. The simplified code is in the following.
The outgoing ICMP message can be generated in several ways. One of them is that an application sends message to ICMP and the ICMP message will be sent out by Raw IP. The following is a sample code to generate ICMP requests.
In this code, the timer routine ip_pingProcessTimer will be updated by IP task, which calls sub-function SendPing to send Ping messages out. Then SendPing calls ipPingSend to form ICMP request messages. Finally all these requests will be sent out by iptx. Now we have two setups to detect ICMP Smurf attack.
Setup 1:
The detection is in the user agent (Host).
In this set up, we need to consider the inside actions. The call dependence or action dependence of ICMP reply and ICMP request can be pictured in Figure 11 . In the running time, the host itself can generate ECHO requests and needs replies back, or the host does not generate ECHO requests but is still allowed to receive Replies. In both cases, action ImcpProcResp will be evoked. By training (we use same denotation for Space Pattern and Time Pattern I), the normal pattern for ICMP reply is: Here the symbols ';' is used when two variables have same chance to form a pattern or the corresponded actions have the chance to be evoked. For example, in (**) the possible patterns are: 
is true for some 0, δ > then we may get an attack.
Architecture of mobile services

Architecture
In the architecture to be built, agents collect/offer services from/to different locations. If the user task is accomplished by a single agent, then this agent sequentially visits each host where the required resources/services are located. On each host, the agent carries out some computations (or assumes some services) with the local resources, and then moves to the next host to continue its work. If a team of mobile agents cooperate to accomplish a task, then these agents go to different hosts involved in the computation, compute with local resources and communicate with each other (Ma et al., 2002) . All the local resource hosts will form an environment which has ability to make agents migrate from one place to another place, meanwhile supports activities such as transmitting agent, issuing a request, suspending agent execution, and resuming execution. Thus, environment needs to be considered in the mobile system design (Fuggetta et al., 1998) .
Following component-based (Garlan, 2003) design skill, the architecture model of the system can be described by a Coloured Petri net, which has agents as its tokens. Since our agents are also Coloured Petri nets, the whole system can be represented by a Coloured Petri net that has other Coloured Petri nets as its tokens. To distinguish the two-level Petri nets, the base Coloured Petri nets are called System nets (upper level), while the tokens in net form are called Token nets(lower level). These kind of models have be described before such as Coloured Petri net (CPN) (Jenson, 1992 (Jenson, , 1995 (Jenson, , 1997 , Objected Petri net (OPN) (Valk, 2001) , and multi-agent nets, 2 PN (Hiraishi, 2000) . Here is the idea to construct our model: each token changes its state by occurrences of a transition. A token is available for a transition in the upper-level net if there is at least a service action (requiring/providing) happened in the corresponding lower-level net.
Let AN be an agent net and A be a finite set of actions, and AN A denotes the set of all agent nets whose action set is a subset of A, i.e.,
denote the set of agents that has marking only at place in p , and ( )
denote the set of agents that has marking only at place p out . 
where
• P is a finite set of places,
• T is a set of transition relations, i.e., 2 2
• C is the set of colour classes,
• cd T C : → is the colour domain mapping,
• A is a set of action label functions on transition relation T, and ( ( )) ( )
is a configuration mapping and s 0 is the initial configuration:
• where 0 ( )
A s p Bag AN ∈ .
• ( )
→ is an initialisation mapping if a place p has an agent AN A coming in.
and
. Denote Here is a mobile service model we can build: at very beginning, an agent sits in a local place with an input from this place, which is the initial marking to the agent. Two cases will be involved in the agent execution. In the first case, the agent has enough resource, then it will finish service computing without any new other information, and a service providing action will be performed. In this case, this agent offers a service to the local place. In the second case, the agent does not have enough resource to finish the service, then it needs some additional information from other places, and the agent will issue a service requesting action. In this case, the agent is collecting services. In both cases, the agent will move to other places. We call this moving Sequential Migration (see Figure 12 ).
Figure 12 Sequential migration
When arriving to the new places, the agent will get input information from the new place. In Figure 12 , the input is c . In the first case, this agent starts a new service, and in the second case, the agent continues the previous service with the new information received from the new place. After an agent moves from one place to another place, several agent copies may be generated depending on the input message types (colours) attached to the transition. This moving is called Sequential Migration With Copying.
For example, in Figure 13 , two message types c 1 and c 2 are attached to the transition which generates inputs to two agent copies from the same agent. In this case, both copies are performing service computing for the local host. One place may receive several agents from different places. The moving is called Multi-agent Migration (Figure 14) . There are three cases here:
1 All agents are collecting service at the same time 2 All agents are performing service computing for local host 3 The mixture of (1) and (2).
In all the cases, the agents will experience a resource sharing problem. Hiding actions will be used to assist the service accomplishment.
Figure 14 Multi-agent migration
An agent may also has a chance to make a choice where to go. Generally speaking, it is nondeterministic unless some priority is assigned to the transition. This moving is called Choice Migration. Figure 15 is a description. 
Architecture analysis and case study
Our architecture module shows some typical features for mobile service systems.
Agent location. As , we can prove that it is impossible for an agent to be located at more than one place when it is in service. This is a basic requirement for mobile agent system. In service we mean that this agent is doing service computing or service planning based on current resources, in both cases, the agent has to stay in the same place.
Strong mobility. An agent is active and its state is preserved during migration. We have two cases here. In the first case, an agent needs additional information to complete its service computing. Before migration, the agent state is SD. After migration, since the new information is joining, the state will visit EM, KB and SD sequentially, which means the state can be resumed before the agent continues to execute. In the second case, an agent finishes a service, and sends message out through p out before migration.
Because the agent has only one output and one input place, the only event that will happen is that an input will come to p in from local host if the agent is still in the same place. However, in our system, this agent has to move to a new place after accomplishing service, and gets an input to p in from the new place. In other words, agent's state is preserved after migration.
Case study. To demonstrate the service architecture model, we describe the modelling of a mobile agent system, called Concordia (Mitsubishi Electric ITA, 1998) . Concordia is a full-featured framework for the development and management of network-efficient mobile agent applications which extend to any devices supporting Java. A Concordia System, at its simplest, is made up of a Java Virtual Machine, a Concordia Server, and Concordia Agents (at least one). The Java Virtual Machine, which is a standard environment, can be on any machine. The Concordia Server is a Java program which runs there, and at any other nodes on the network where agents may need to travel. The agent is also a Java program which the Concordia Server manages. Agents migrate among different nodes on the network offering or collecting service. Figure 17 shows the architecture of Concordia. Concordia Server is the name of the complete Concordia component installed and running on a machine in the Concordia network. It includes several components such as agent manager, queue manager, service bridge, event manager, directory manager, and so on. Concordia Server serves as a communication server which is responsible for Concordia agent transferring among the networks. It also provides an environment in which the mobile agent executes, and supports activities such as issuing a request, suspending agent execution, resuming execution, and so on. Agents arrive and departure through queue manager, while service requests and other messages go out/come in through service bridge. The Concordia system can be modelled by System Net N (according to Definition 5.1), and the Concordia agent can be modelled by Agent Net AN (according to Definition 2.5). In the scenario we are going to demo, a Concordia agent E migrates to Concordia nodes C 1 , C 2 , and C 3 in the network, and offers Service1, Service2, Service3, respectively. Figure 18 shows the agent net AN for Concordia agent E. It outputs two types of messages: service requesting from transitions (t 7 , t 8 ) and service offering from transition (t 9 ). Place p in is the input place for incoming messages. New service design will be sent to p c for computing by firing t 6 once the design is formed in p d . Correspondingly, the new resulting services will be saved to p k by firing the transition t 3 . When doing service computing, p c will ask for information from p k by firing transition t 3 .
If p k has enough knowledge, the requested information will be sent to p c by firing transition t 4 . If p k does not have enough knowledge to accomplish the service, a request for additional information will be sent to other locations through place p out by firing transition t 8 , and eventually the requested information will be received at p in . After the agent accomplishes the service computing, the service data will be sent to place p out by firing transition t 9 , and finally it comes to the current location. Meanwhile, the agent starts to migrate to other locations to offer new services. Figure 19 shows the system net N for Concordia network. To make it simple, only some places and arcs are shown. The net consists of four places: 
Related work
The ideas presented in this paper are most closely related to the following research topics: Petri net related multi-agent architectures, formal modelling of agent systems and SOA.
Petri net related multi-agent architecture
MAS defines relations between agents. To form the behaviour of agent and the system, a few works have employed Petri net as the specification language mainly because it can well display concurrency state when agent interact to each other and is efficiency in reachability analysis. For examples, Kohler et al. (2003) uses nets within nets to model mobile agents and the system, uses PrT net to model mobile agents and the system, Xu and Shatz (2003) uses G-nets to model agents and the system, Djenidi et al. (2002) uses Timed Colored Petri nets to model agents and the system, Huang et al. (2005) uses Petri net process to model agents and the system. However, Petri net is unsuitable to be used as an independent Architecture Design Language itself because it does not support hierarchy and composition explicitly, so most of the time it is associated with other high level formalisms (Giovanni, 1992; Diagne and Kordon, 1996) . To overcome the drawback of Petri net, in our work, we defined algebraic operations for the agents such as in static service and mobile system systems,
Formal modelling of agent system
Previous work on formal modelling agent systems includes:
• using formal languages, such as Z (Luck and D'Inverno, 1995) and pi-calculus (Jiao and Shi, 1999) to provide a framework for describing the agent architecture at different levels of abstractions
• using temporal logics and multi-modal logics to represent individual agent behaviours where the representations can be executed directly (Fisher, 1995) • designing formal languages, such as DESIRE and SLABS, for specifying agent-based systems (Brazier et al., 1997; Zhu, 2001) .
Although these formalisms are claimed to be agent specifications, they are not oriented for software engineering in terms of providing a modelling notation that directly supports software development. For instance, as stated in D 'Inverno et al. (1997) , formalisms such as temporal logics and multi-modal logics are often abstract and quite distant from agents that have actually been implemented. It is still hard to apply these formal methods directly to agent implementation. In contrast, our approach is explicitly oriented for specifying and defining the design architecture of agent based software systems. Some software frameworks of agent modelling are beginning to appear, such as ZEUS (Azarmi and Thompson, 2000) by British Telecom Laboratories, JADE (Vitaglione et al., 2002) by Telecom Italia Group Company and NZDIS (Purvis et al., 2000) by New Zealand.
SOA
A Service-Oriented Architecture (SOA) is a collection of services that communicate with each other. Based on the agent corporation style, we consider three types of service systems: static service, dynamic service and mobile service systems. Other service systems based on service collaborative ways can be found in Jostad et al. (2005) . SOA can be modelled by UML (Baresi et al., 2003) and Petri Net (Hamadi and Benattallah, 2003) and can be implemented on top of Jini (Furmento et al., 2004) . Examples of service-oriented architectures include HP's E-Speak (Hewlett-Packard), Sun's Jini (Amold et al., 1999) and One technologies (Sun Microsystems, Inc., 2001) , SOAP/UDDI (Box et al., 2000) , and IBM's Vinci (Agrawal et al. (2001) .
Conclusion
Based on the characteristics of agents, we have studied the architectures for service oriented systems, especially we considered three types of systems: mobile service system, dynamic service system and static service system. For each model, we investigated the properties and gave the case study. Coloured Petri nets were used to model agents. The services were provided at agent level while the agents were interacting. There are still some issues not being covered, such as if an agent refuses to provide the service. We will leave this to the future work.
