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High-fidelity manipulation is the key for the physical realization of fault-tolerant quantum computation. Here,
we present a protocol to realize universal nonadiabatic geometric gates for silicon-based spin qubits. We find
that the advantage of geometric gates over dynamical gates depends crucially on the evolution loop for the
construction of the geometric phase. Under appropriate evolution loops, both the geometric single-qubit gates
and the CNOT gate can outperform their dynamical counterparts for both systematic and detuning noises. We
also perform randomized benchmarking using noise amplitudes consistent with experiments in silicon. For the
static noise model, the averaged fidelities of geometric gates are around 99.90% or above, while for the time-
dependent 1/f -type noise, the fidelities are around 99.98% when only the detuning noise is present. We also
show that the improvement in fidelities of the geometric gates over dynamical ones typically increases with the
exponent α of the 1/f noise, and the ratio can be as high as 4 when α ≈ 3. Our results suggest that geometric
gates with judiciously chosen evolution loops can be a powerful way to realize high-fidelity quantum gates.
I. INTRODUCTION
Spin qubits [1] in semiconductor quantum dots are promis-
ing candidate for physical realization of quantum computation
due to their all-electrical control and prospect for scalability
[2]. Silicon-based spin qubits, (SSQ) stands out owing to their
relatively long coherence time [3] and high-fidelity gate oper-
ations, which benefits from isotopically enriched 28Si [4–17]
where the nuclear noise is substantially suppressed, as well
as techniques operating around certain sweet spots [18–20].
Meanwhile, to further reduce the noises via quantum control,
techniques such as dynamical decoupling [21], dynamical cor-
rected gates [22], and pulse engineering [13, 15] have been
put forward. However, the gate fidelity on SSQ still needs to
be improved to achieve the stringent requirement set by fault-
tolerant quantum computation [23].
In contrast to the dynamical phase for which errors accumu-
late during the evolution, the geometric phase benefits from
its global property [24–26], i.e., it is determined only by the
closed path of the cyclic evolution and is robust against certain
types of local noises. This nice feature has inspired geomet-
ric quantum computation (GQC) [27, 28]. By using adiabatic
cyclic evolution, the geometric gates have been demonstrated
[27–34]. However, the adiabatic limit means that the gates
are rather slow, which consequently exposes the qubit to the
environment for an overly long time, making it infeasible for
realistic quantum computation. To lift the adiabatic limit and
speed up the quantum gate, implementation of nonadiabatic
geometric gates based on Abelian [35–39] and non-Abelian
[40, 41] phases have been proposed. The non-Abelian ge-
ometric gates have been successfully demonstrated in vari-
ous systems in experiments [42–53]. However, their realiza-
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tion in quantum dot systems usually requires manipulation of
three or more energy levels [54, 55], and is difficult to ap-
ply to spin qubits which typically involve two levels. The
Abelian geometric gates have been demonstrated in two-level
systems [38, 39]. In these cases, the geometric gate can be
robust against the systematic noise but is more vulnerable to
the detuning noise. Usually, the detuning noise is the leading
error in many systems, such as the superconducting circuit
and silicon-based quantum dots. Recently, experiments based
on the superconducting platform [56] have shown that sev-
eral individual single-qubit gates can be robust to the detun-
ing noise. Typically, the geometric gate works well under the
quasi-static-noise approximation as demonstrated before [39],
where noise is assumed to vary with a much longer time scale
compared to that of the gate operation. For the realistic time-
dependent noise, one may suppose that the geometric gate is
performing effectively for the low-frequency components of
the noise. However, whether the geometric gate can still out-
perform the dynamical gate at high frequencies remains un-
clear. On the other hand, the noise spectrum with which the
noise is concentrated on for the silicon quantum dot may be
different compared to the superconducting circuits. Thus, it
is very important to evaluate the geometric gate within a wide
range of noise spectrum.
In this work, we present a full theoretical proposal to imple-
ment universal GQC in SSQ. We analyze the effect of system-
atic noises and detuning noises typical in the silicon system.
Comparing the fidelity of the geometric gates and their dy-
namical counterparts, we find that the robustness of the geo-
metric gates against noises depends crucially on the path taken
during the cyclic evolution. By carefully choosing the evolu-
tion loop, both detuning noises and systematic noises can be
effectively suppressed. On the other hand, to quantitatively
determine the improvement afforded by the geometric gates,
we perform randomized benchmarking (RB), which is con-
ducted by comparing the sequences composed of the dynam-
ical and the designed geometric gates within the single-qubit
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FIG. 1: Illustration of the SSQ. (a) Spin qubits in the silicon-based
double quantum dot. The single-qubit gate is obtained by operating
the magnetic field, while the two-qubit gate is implemented with their
Heisenberg interaction. (b) The evolution paths of state |ψ+〉. The
geometric phase can be achieved through the cyclic evolution along
the path A − B − C −D − A and A − B − C′ −D − A, which
correspond to the geometric gates in path 1 and 2, respectively.
Clifford group. We find that, for the static Gaussian noise,
the averaged fidelities of geometric gates are around 99.90%
or above. Meanwhile, we also consider the time-dependent
noise, namely the 1/f type whose power spectral density is
proportional to 1/ωα where α indicates the correlation within
the noise. We find that both the detuning and systematic noise
can be suppressed well. For large α, the geometric gates im-
prove the fidelity by a factor of 2 or more over the dynamical
ones. Our results suggest that geometric quantum gates can
be a powerful alternative to realize high-fidelity quantum ma-
nipulations of SSQ.
II. UNIVERSAL NONADIABATIC GEOMETRIC GATES
A. Geometric single-qubit gate
We first show how to implement the nonadiabatic geomet-
ric single-qubit gates using a SSQ. As shown in Fig. 1(a), the
two electron spins are confined in the silicon-based double-
quantum-dot system with each electron occupying either the
left (L) or right (R) dot. The electron can be either spin
up |↑〉 or spin down |↓〉 . The basis states for the single
qubit are therefore {|0〉 = |↑〉 , |1〉 = |↓〉}. Each dot expe-
riences a magnetic field of BL = (BLx (t), 0, B
h
z + B
L
z ) or
BR = (B
R
x (t), 0, B
h
z +B
R
z ). Here, the magnetic fields are in
energy units and we use ~ = 1 for convenience. Specifically,
Bhz denotes the static homogeneous magnetic field in the z di-
rection which can be as large as GHz in the experiment to lift
the spin degeneracy [17]. BQz (Q = L,R) is the local inho-
mogeneous component to obtain distinct resonance frequen-
cies for an individual qubit. The effective Zeeman splitting
for each spin is therefore EQz = gµB(B
h
z +B
Q
z ). Apart from
the static magnetic field, BQx (t) = B
Q,0
x +B
Q,1
x cos(ωQt+φ)
denotes the transverse time-dependent oscillating field per-
pendicular to Bhz where B
Q,0
x and B
Q,1
x are the amplitudes
of the oscillating magnetic field, with ωQ and φ being the
frequency and phase, respectively. In experiments, the trans-
verse oscillating field can be introduced by using the electron
spin resonance [6, 7, 17] or electron dipole spin resonance
[9, 12, 57, 58] techniques. In the rotating frame and under the
rotating-wave approximation, when ωQ matches the Larmor
frequency, the Hamiltonian for each SSQ can be written as
H1(t) =
Ω(t)
2
(cosφ σx + sinφ σy), (1)
where Ω is the Rabi frequency related to the amplitude of the
oscillating magnetic field. In experiments, both Ω and φ are
time-dependent and can be controlled conveniently.
To implement the nonadiabatic single-qubit geometric
gates, the entire evolution time is divided into three parts. In
each part, the Rabi frequency Ω and the phase φ satisfy∫ T1
0
Ω(τ)dτ = θ,
{
φ1 = φ− pi
2
, τ ∈ [0, T1]
}
∫ T2
T1
Ω(τ)dτ = pi,
{
φ2 = φ+ γ +
pi
2
, τ ∈ [T1, T2]
}
∫ T
T2
Ω(τ)dτ = pi − θ,
{
φ3 = φ− pi
2
, τ ∈ [T2, T ]
}
,
(2)
which leads to the evolution operator at the final time as
U(γ, θ, φ) = U(T, T2)U(T2, T1)U(T1, 0)
= eiγ~n·~σ,
(3)
where ~n = (sin θ cosφ, sin θ sinφ, cos θ) is the unit vector
on the Bloch sphere with 0 6 θ 6 pi and 0 6 φ < 2pi.
~σ = (σx, σy, σz) are the Pauli matrixes. Thus, U(γ, θ, φ)
corresponds to rotations around the axis ~n by an angle −2γ.
Since all parameters here can be controlled independently, one
is able to achieve arbitrary single-qubit operation.
It is straightforward to demonstrate that U(γ, θ, φ) is the
desired geometric gate by taking the two orthogonal states
|ψ+(t)〉 = cos θ(t)
2
|0〉+ sin θ(t)
2
eiφ(t)|1〉,
|ψ−(t)〉 = sin θ(t)
2
e−iφ(t)|0〉 − cos θ(t)
2
|1〉,
(4)
as the evolution states of the geometric gate. After the nona-
diabatic cyclic evolution (at final time T ), these two orthogo-
nal states acquire an extra global phase: U(γ, θ, φ) |ψ±〉 =
e±iγ |ψ±〉. The evolution operator can then be rewritten
as U(γ, θ, φ) = eiγ |ψ+〉
〈
ψ+
∣∣+e−iγ∣∣ψ−〉 〈ψ−|, where the
global phase γ is determined by the solid angle enclosed
by the cyclic evolution [59]. Here, we elaborate on how
the geometric phase can be achieved by the evolution state
|ψ+(t)〉, and that for |ψ−(t)〉 can be understood in a simi-
lar way. As seen in Fig. 1(b), in the first part of the evo-
lution, |ψ+(0)〉 starts from a given point A on the Bloch
sphere, corresponding to θ = θ(0) and φ = φ(0), and evolves
along the geodesic line up to the north pole B. In the sec-
ond part, it goes down to the south pole D along another
geodesic line, which is γ apart from the previous one. Finally,
it goes back to the starting point at the end of the third part.
It is shown that after the cyclic evolution, the state |ψ+(t)〉
3traces out an orange-slice-shaped loop A−B − C −D −A.
Since the evolution is always along geodesic lines, the dy-
namical phase is cancelled out (see Appendix A). Besides,
we can see that the parallel-transport condition also satisfies〈
ψ±
∣∣U†(γ, θ, φ)H1U(γ, θ, φ)∣∣ψ±〉 = 0 [38]. Therefore, we
conclude that U(γ, θ, φ) represents a pure geometric gate.
B. Geometric two-qubit gate
Next, we show how to realize the geometric two-qubit gate.
As depicted in Fig. 1(a), the neighboring two spins confined in
the two quantum dots are coupled by the exchange interaction
J . The corresponding Hamiltonian is [58]
H2(t) = J(t)(L·SR − 1/4) + SL ·BL + SR ·BR, (5)
Here, SL and SR denote the spin of the electron in the left
and right quantum dot, respectively. In the two-qubit basis
{|00〉 , |01〉 , |10〉 , |11〉} the Hamiltonian in Eq. (5) is
H2(t) =
 Ez + J(t)/2 0 0 00 δEz/2 J(t)/2 00 J(t)/2 −δEz/2 0
0 0 0 −Ez + J(t)/2
 ,
(6)
where Ez = Bhz + (B
L
z + B
R
z )/2 and δEz = B
L
z − BRz .
Note that we have lifted the zero-point energy by J/2 and
shut down the oscillating magnetic field. Now, H2(t) can
be further divided into two parts H2(t) = H02 + H
′
2 where
H ′2 =
J(t)
2 |↑↓〉 〈↓↑|+ h.c. is the perturbation term and H02 is
the remaining free Hamiltonian. Therefore, in the interaction
picture H2(t) can be rewritten as
H2I(t) =
J(t)
2
(
eiδEzt|01〉〈10|+ h.c.) . (7)
Further, we assume that the exchange interaction J(t) is op-
erated in an oscillating way [14, 60, 61] as J(t) = j0 +
j(t)cos(ωjt + ψ). Since both j0, j(t) δEz , in the rotating-
wave approximation, Eq. (7) reduces to
H2R(t) =
j(t)
2
(cosψσ˜x + sinψσ˜y). (8)
where σ˜x and σ˜y are the effective Pauli matrixes in the
{|01〉 , |10〉} subspace. Similar to the single-qubit case, we
can construct the two-qubit geometric gate by dividing the
evolution time into three segments.∫ T1
0
j(τ)dτ = ϑ,
{
ψ1 = ψ − pi
2
, τ ∈ [0, T1]
}
∫ T2
T1
j(τ)dτ = pi,
{
ψ2 = ψ + ξ +
pi
2
, τ ∈ [T1, T2]
}
∫ T
T2
j(τ)dτ = pi − ϑ,
{
ψ3 = ψ − pi
2
, τ ∈ [T2, T ]
}
,
(9)
In this way, the achieved evolution operator is
U2(ξ, ϑ, ψ) = U2(T, T2)U2(T2, T1)U2(T1, 0)
=

1 0 0 0
0 cos ξ + i sin ξ cosϑ i sin ξ sinϑe−iψ 0
0 i sin ξ sinϑeiψ cos ξ − i sin ξ cosϑ 0
0 0 0 1
 ,
(10)
with 0 6 ϑ 6 pi and 0 6 ψ < 2pi. It is easy to find that
by setting ϑ = ξ = pi/2 and ψ = 0, Eq. (10) is equivalent
to an iSWAP gate. On the other hand, since H2R(t) actu-
ally belongs to the XY-interacted Hamiltonian [62] where the
Hamiltonian only appears in the effective σx and σy terms in
the considered subspace. For comparison, one can also con-
struct the iSWAP gate in the dynamical way by only one step
iSWAP ≡ exp[−iH2R pij ]. In fact, the iSWAP gate can be re-
garded as half of the CNOT gate [62], i.e., the CNOT gate can
be obtained by applying the iSWAP gate twice combined with
appropriate single-qubit operations.
III. ROBUSTNESS PROOF
Here, we demonstrate how geometric gates are less sen-
sitive to the considered noises compared to their dynamical
counterparts. Before turning to this demonstration, we show
how to obtain arbitrary SSQ dynamical rotations. In the ab-
sence of noise, the dynamical operator corresponding to the
Hamiltonian in Eq. (1) is
R(r, γ) ≡ exp
[
−iγ
2
(cosφ σx + sinφ σy)
]
, (11)
where R(r, γ) denotes the rotation in the x-y plane by an an-
gle γ, and the rotation axis r in the plane is determined by φ.
As the Rabi frequency Ω is assumed to be constant, R(r, γ)
is actually a single-piece rotation. Arbitrary single-qubit gate
requires two nonparallel axis rotation on the Bloch sphere.
This can be implemented by setting φ to be 0 (pi) and pi2 (−pi2 ),
which corresponds to rotations around xˆ (-xˆ) and yˆ (−yˆ) axis,
respectively. For other rotations out of the plane, one can de-
compose it into a xˆ-yˆ-xˆ composite pulse sequence
R(xˆ, γa)R(yˆ, γb)R(xˆ, γc), (12)
or a yˆ-xˆ-yˆ sequence
R(yˆ, γa)R(xˆ, γb)R(yˆ, γc). (13)
One should not confuse the composite pulses here with the
geometric gates, which is also composed of multiple pieces.
First, for the geometric gate, the Rabi frequency Ω and the
phase φ are divided into three distinct parts so as to form the
cyclic evolution loop, while it is not required to do so for the
dynamical gate. Second, each part in the geometric gate has
strong intrinsic connection to ensure that the dynamical phase
can be cancelled during the evolution, and only the desired
geometric phase remains. In this way we can use the merit of
the geometric phase, which can be demonstrated less sensitive
4to the noise as shown later. In contrast, the dynamical rotation
directly uses the noncyclic dynamical phases, thus, is more
vulnerable to noise that are concerned in silicon.
Next, we compare the fidelity between the geometric gates
and the dynamical counterparts in the noise environments.
We assume that a SSQ is suffering from two types of noises,
namely, the detuning noise and the systematic noise. Thus,
the dynamical rotation subjected to noise reads
R(r, γ) = exp
[
−i {(1 + )H1(t) + δσz} γ
Ω
]
, (14)
where δ and  are the detuning and systematic noises, respec-
tively. In experiments, systematic noise leads to the error in
the Rabi oscillation while the detuning noise results in the lift
or decline of the energy level, namely, detuning, which is as-
sumed to be the dominant noise for silicon-based spin qubits.
For simplicity, we assume that both the systematic noise
and the detuning noise are constant during the gate opera-
tion, and are independent from each other. We also assume
the noises are weak enough compared to the Rabi oscillation,
|δ|  1T
∫ T
0
Ω(t)dt and ||  1T
∫ T
0
Ω(t)dt. Then, the fi-
delity of the xˆ-axis rotation according to Eq. (3) and (14) can
be expanded as
F1,d(xˆ, γ) = 1− γ
2
8
2 + (cosγ − 1)δ2,
F1,g(xˆ, γ) = 1− pi
2sin4(γ/4)
2
2 − 8cos4(δ/4)δ2,
(15)
with respect to  and δ up to second order. Here, F1,d(xˆ, γ)
and F1,g(xˆ, γ) denote the fidelity for the dynamical and ge-
ometric gate, respectively. Then, the fidelity difference be-
tween them is
∆F1 = F1,g(xˆ, γ)− F1,d(xˆ, γ) = ∆F1, + ∆F1,δ,
∆F1, = 1
8
[γ2 − 4pi2sin4(γ/4)]2,
∆F1,δ = −2[1 + 2cos(γ/2) + cosγ]δ2,
(16)
where ∆F1, and ∆F1,δ denote the case with respect to the
systematic noise and detuning noise, respectively. One can
easily verify that, ∆F1, > 0 in the regime −pi 6 γ 6 pi
which is enough to perform the desired rotation angle. This
means the geometric gate is less sensitive to the system-
atic noise compared to the dynamical one. Unfortunately,
∆F1,δ 6 0 in this region, suggesting that the geometric gate
performs worse than the dynamical one when the detuning
noise is dominant. This fact implies that the performance of
geometric gate may be affected by the detailed noise structure
in the Hamiltonian.
Therefore, one possible way is to seek for another evolution
path to acquire the geometric phase, which may be immune to
the detuning noise. Observing the evolution path on the Bloch
sphere as shown in Fig. 1(b), by modulating φ2 in Eq. (2),
we are allowed to select various geodesic lines to evolve the
orthogonal state during the second part of evolution. Here, we
take the evolution of |ψ+(t)〉 to explain. By choosing φ′2 =
φ2 − γ′, |ψ+(t)〉 can go along a new path B − C ′ − D, and
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FIG. 2: Fidelity of the CNOT gate as a function of the systematic
noise in panel (a) and detuning noise in panel (b). The black solid
lines denote the results for the dynamical gates, while the solid and
dashed red lines indicate the geometric gate in path 1 and path 2,
respectively.
thus traces out another enclosed loop A− B − C ′ −D − A.
The geometric phase then turns from γ to γ − γ′, and the
corresponding new geometric operator becomes
U ′(γ′, γ, θ, φ) = ei(γ−γ
′)n.σ. (17)
As a simple but profound example, we take γ′ = pi, while
keeping other parameters unchanged. As shown in Fig. 1(b),
we denote the new path as “path 2” (in dashed-red line) and
the original one as “path 1” (in solid-blue line) for compar-
ison. One can see that the geodesic line related to path 2
is tilted by pi from the original one. In this case, we have
γ2 = γ1 − pi, and the corresponding solid angle is changed
from −2γ to −2γ + 2pi. So that, the target evolution opera-
tor U ′(pi, γ, θ, φ) is equivalent to U(γ, θ, φ) (except a negative
sign). We surprisingly find that, although the new operator re-
mains the same as before, the noise-resilience for them can be
substantially different. This can be seen by further expanding
the fidelity of the new operator in path 2 and we have
∆F22, =
1
4
(γ2 − 4pi2cos4(γ/4))2,
∆F22,δ = (8cos(γ/2)− 4(1 + cosγ))δ2.
(18)
Here, for the considered region −pi 6 γ 6 pi, we always
have ∆F22, 6 0 and ∆F22,δ > 0. Therefore, the new opera-
tor related to path 2 is robust against the detuning noise but is
more sensitive to the systematic noise. This result is inverse
to the previous geometric gate in path 1. Thus, if the system-
atic noise is dominant, we may select path 1 to construct the
geometric gate, otherwise take path 2 when the qubit suffers
mainly from the detuning noise. Note that, the expansion re-
sults for the yˆ-axis rotation is similar and we are not going to
show the detail again. On the other hand, since the Hamilto-
nian related to the two-qubit gate acts the way like the single-
qubit case in the {|01〉 , |10〉} subspace, we can also analyze
it using the same method. Therefore, arbitrary single- and
two-qubit dynamical gates can be improved by the proper ge-
ometric gates. For the construction of the CNOT gate, both
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FIG. 3: Results of the RB for the single-qubit Clifford gates under the
static noise model. The results in panel (a) and (b) are with respect
to the detuning noise and systematic noise, respectively.
the single-qubit gates and the two-qubit iSWAP gate are in-
volved. Thus, we plot the fidelity of the CNOT gate to show
the advantage of the geometric gates as shown in Fig. 2. It is
clearly shown there, for both the detuning noise and the sys-
tematic noise, the fidelity of the dynamical CNOT gate can be
improved by the proper geometric gates.
IV. NUMERICAL VERIFICATION OF ROBUSTNESS
To test the superiority of the geometric gates, we carry out
RB [63–65] which is a powerful technique to investigate gate
fidelities under specific noise conditions. In RB, instead of
studying arbitrary single-qubit gate, we focus ourselves on a
finite subset, i.e. the Clifford group [66]. The RB process
is implemented by averaging the gate fidelity over gate se-
quences randomly drawn from the Clifford group and over
different noise realizations. Then, we can quantitatively com-
pare the performance of the dynamical gates and the geomet-
ric gates. In Table. I, we show how to construct the Clifford
group for the two kinds of gates, both of which includes 24
elements. For the dynamical Clifford elements, except for the
xˆ- and yˆ-axis rotations, each Clifford element can be divided
into the combination of R(xˆ, γ) and R(yˆ, γ). We find that the
mean gate number per Clifford element is 1.875. To compare
the dynamical gates and geometric gates fairly, each R(xˆ, γ)
or R(yˆ, γ) in the dynamical element is replaced by the corre-
sponding geometric gate.
We first consider the static noise model. In our RB simula-
tion,  and δ in each run are drawn from the Gaussian distri-
bution, namely, σ2 : N
(
0, σ2
)
and σ2δ : N
(
0, σ2δ
)
, where σ2
and σ2δ are the variance with respect to the noise. In Ref. [17],
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FIG. 4: Average error per gate d vs. noise amplitude Aδt0 for 1/f -
type noise with different noise exponent α. d is obtained by fitting
the fidelity curves resulting from the RB.
the typical Rabi frequency is about 500 kHz, and the variance
of the detuning noise is 10∼20 kHz. Such that, we consider
σδ = σ = 0.02 for simulation. The averaged fidelity is ob-
tained by fitting the resulting fidelity curve to
(
1 + e−dn
)
/2,
where d denotes the averaged error per gate, and n is the Clif-
ford gate number. In Fig. 3(a), we show the benchmarking
results when only the detuning noise is present. We find that,
the geometric gates in path 2 outperform the dynamical gates,
where the averaged fidelity is 0.9990. However, those gates
in path 1 perform even worse than the dynamical ones, since
they are highly sensitive to the detuning noise. When only the
systematic noise is present [Fig. 3(b)], the geometric gate in
both paths perform better than the dynamical ones. We also
find that the geometric gates in path 1 are standing out, and
the fidelity can be as high as 0.9997.
Although the geometric gates are superior to the dynam-
ical gates in the static-noise model, whether it can persist
for the time-dependent noise remains unknown. In experi-
ments, the time-dependent noises are commonly modeled by
the 1/f type, whose power spectral density has the form as
S(ω) = A/(ωt0)
α. Here, A represents the amplitude of the
noise, the exponent α denotes how much the noise is corre-
lated crucial to characterize the noise, and t0 is an arbitrary
time unit, depending on the magnitude of the Rabi frequency.
In this work, we are using the method in Refs. [65, 67] to
simulate the 1/f noise, where we are able to generate noise
spectrum with 0 6 α 6 3. In Ref. [65], we have shown that,
for small α, the noise is not correlated at all, and is closed to
the white-like noise. While for the large α, the randomness
of the noise is reducing and the noise is rising or lowering in
a relative long time scale, so that, the noise is closed to the
quasi-static model. Therefore, we may expect the better per-
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FIG. 5: Average error per gate d vs. noise amplitude At0 for 1/f -
type noise with different noise exponent α. d is obtained by fitting
the fidelity curves resulting from the randomized benchmarking.
formance of the geometric gates for the large α.
In Fig. 4, we show the dependence of the error d on the
detuning noise amplitude Aδ for both the dynamical and geo-
metric gates. When α is small enough, i.e. α = 0.5, one can
see that the error for the geometric gates are even larger than
the dynamical ones. This means the geometric gates can not
offer any improvement, because the noise is far away from the
static model due to the small α. When it comes to the inter-
mediate value of α = 1, the geometric gates in path 2 start
to offer improvement against the dynamical counterparts, and
the improvement is becoming more and more pronounced as
α keeps increasing. We also see that for any α value, the errors
for the geometric gates in path 1 are the largest. This result is
consistent with the case in the static noise model. According
to the experimental data in Ref. [11], the α value of the detun-
ing noise at the low-frequency domain is 2.5. And, the noise
spectrum there has been measured to be S(ω) ≈ C1/ω2.5
with C1 = 3× 1013. Converting this data to our unit, we have
At0 = C1t
α+1
0 . If we take the Rabi frequency to be 500 kHz,
which means t0 = 2µs, we get At0 ≈ 10−7. Substituting this
noise amplitude into the error result as shown in Fig. 4(e), the
fidelity of the geometric gates in path 2 is as high as 0.9998.
For comparison, the fidelity for the dynamical ones is 0.9995.
In Fig. 5, we also show the error results for the systematic
noise. We find that when α > 1.5, the geometric gates in both
two paths can surpass the dynamical ones. For all α values,
the geometric gates in path 1 outperform the ones in path 2.
In order to fully reveal the advantage of the geometric gate,
we further define the improvement ratio κ as the error of the
geometric gates divided by that of the dynamical counterparts
under the same noise conditions. As we can see in Fig. 4 and
5, the error curves for both the geometric and dynamical gates
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FIG. 6: Improvement ratio κ vs. exponent α where κ is defined
as the error of the geometric gates divided by that of the dynamical
counterparts . The dashed black line indicates κ = 1.
are almost parallel in the considered noise amplitude region.
Such that, the ratio can be well defined. In Fig. 6, we plot
the improvement ratio versus the noise exponent α. For the
detuning noise, the ratio of the geometric gate in path 1 is al-
ways below 1, while that value for the gate in path 2 trends
to increase with the exponent α. As we can see, the cross-
ing point where the geometric gate starts to outperform the
dynamical one is about 1.2. This means the geometric gate
can be working well in a rather wide region of α. According
to the experiments, the α value of the detuning noise can be
about either 2.5 [3, 11] or 1 [11, 12, 68], which corresponds
to the low-frequency and high-frequency domain of the noise
spectrum, respectively. We can also see that, when α > 2 the
geometric gate can improve the dynamical gate by a factor of
2 or more. This result is a strong evidence to show the ad-
vantage of the geometric gate, and is directly relevant to the
experiment considering detuning noise is dominant in silicon.
While for the systematic noise, the improvement ratio offered
by the geometric gates in path 1 can be as high as 4 when
α = 3. And that value for those geometric gates in path 2 can
be also larger than 1 when α > 1.5. Thus, the geometric gate
may be a powerful tool to achieve high-fidelity quantum gates
for the experimental noise environment.
V. CONCLUSIONS
We propose the implementation of the universal geometric
gate for the silicon spin qubits. By theoretical analysis, we
find that, the advantage of the geometric gates over the dy-
namical couterparts is sensitively depending on the path that
are taken for the geometric phase. We also perform random-
7ized benchmarking to quantitatively determine how much im-
provement the geometric gates can offer. For both the static
and 1/f -type noise model, the fidelities of the geometric gates
can be around 99.90%, or above for both the detuning and
systematic noise. For the detuning noise which is dominant
in the silicon spin qubits, the proper geometric gates can im-
prove the fidelity of the dynamical gates by a factor of more
than 2 in the experimental noise environment. Therefore, our
proposal paves a way for implementing the high-fidelity geo-
metric quantum gate for the silicon spin qubits.
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Appendix A: Dynamical and geometric phase
Traditionally, the global phase of the qubit state is assumed
to be trivial since there is no physically observable. How-
ever, Berry’s work revealed that this global phase can not
be ignored because it is required for the state to satisfy the
schrodinger equation. As stated in the main text, the orthog-
onal state |ψ+(t)〉 can be described as a point on the Bloch
sphere. After a cyclic evolution for a period T on the Bloch
sphere, it goes back to the starting point and get a global phase
factor f(t). Such that, the state satisfying the schrodinger
equation associated with |ψ+(t)〉 can be denoted as∣∣∣ψ˜〉 = eif(t) |ψ+(t)〉 . (A1)
Substitute it into the time-dependent Schro¨dinger equation
H(t)|ψ˜〉 = i~d|ψ˜〉/dt, and note that |ψ+(T )〉 = |ψ+(0)〉,
we have
f = α+ β, (A2)
where
α = −1
~
∫ T
0
〈ψ˜|H(t)|ψ˜〉dt
= −1
~
∫ T
0
〈ψ+|H(t)|ψ+〉dt,
β =
∫ T
0
〈
ψ˜
∣∣∣∣i ddt
∣∣∣∣ ψ˜〉 dt.
(A3)
α and β are the dynamical and geometric phase, respectively.
Next, we show how to cancel out the dynamical phase during
the cyclic evolution, i.e. α = 0. Without loss of generality, a
general two-level Hamiltonian has the form as
H(t) =
~
2
(
∆(t) Ω(t)e−iη(t)
Ω(t)eiη(t) −∆(t)
)
. (A4)
By inserting Eq. (A1) and A4 into Eq. (A2), we can get
θ˙ = Ω sin(η − φ)
φ˙ = ∆− Ω cos(η − φ) cot θ,
(A5)
and further
Ω = ±
√
(∆− φ˙)2 + θ˙ cot2 θ tan θ
ψ = φ− arctan
{
± θ˙ cot θ
∆− 2φ˙
}
,
(A6)
Combining Eq. (A4) and A6 into α, we can get
α =
∫ T
0
{
sin2 θ
cos θ
φ˙− ∆
cos θ
}
dt (A7)
Now, it is clear that, when ∆ = 0, if we take φ˙ = 0, then the
dynamical phase can be canceled out. This implies the state
|ψ+(t)〉 would evolve along the geodesic line. According to
Eq. (A5), we further have η − φ = ±pi/2.
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9TABLE I: Clifford gates used in the randomized benchmarking simulation
Clifford element Dynamical Geometric
C0 = Iˆ R(xˆ, 2pi) U(−pi, pi2 , 0)
C1 = R(xˆ,−pi2 ) R(−xˆ, pi2 ) U(−pi4 , pi2 , pi)
C2 = R(xˆ,
pi
2 ) R(xˆ,
pi
2 ) U(−pi4 , pi2 , 0)
C3 = R(xˆ, pi) R(xˆ, pi) U(−pi2 , pi2 , 0)
C4 = R(yˆ,−pi2 ) R(−yˆ, pi2 ) U(−pi4 , pi2 ,−pi2 )
C5 = R(yˆ,
pi
2 ) R(yˆ,
pi
2 ) U(−pi4 , pi2 , pi2 )
C6 = R(yˆ, pi) R(yˆ, pi) U(−pi2 , pi2 , pi2 )
C7 = R(zˆ,−pi2 ) R(xˆ, pi2 ) R(−yˆ, pi2 )R(−xˆ, pi2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 ,−pi2 )U(−pi4 , pi2 , pi)
C8 = R(zˆ,
pi
2 ) R(xˆ,
pi
2 ) R(yˆ,
pi
2 )R(−xˆ, pi2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 , pi2 )U(−pi4 , pi2 , pi)
C9 = R(zˆ, pi) R(xˆ, pi)R(yˆ, pi) U(−pi2 , pi2 , 0)U(−pi2 , pi2 , pi2 )
C10 = R(xˆ+ zˆ, pi) R(−yˆ, pi2 )R(xˆ, pi) U(−pi4 , pi2 ,−pi2 )U(−pi2 , pi2 , 0)
C11 = R(xˆ− zˆ, pi) R(yˆ, pi2 )R(xˆ, pi) U(−pi4 , pi2 , pi2 )U(−pi2 , pi2 , 0)
C12 = R(xˆ+ yˆ, pi) R(xˆ,
pi
2 ) R(yˆ,
pi
2 )R(xˆ,
pi
2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 , pi2 )U(−pi4 , pi2 , 0)
C13 = R(xˆ− yˆ, pi) R(xˆ, pi2 ) R(−yˆ, pi2 )R(xˆ, pi2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 ,−pi2 )U(−pi4 , pi2 , 0)
C14 = R(yˆ + zˆ, pi) R(xˆ,
pi
2 )R(yˆ, pi) U(−pi4 , pi2 , 0)U(−pi2 , pi2 , pi2 )
C15 = R(yˆ − zˆ, pi) R(−xˆ, pi2 )R(yˆ, pi) U(−pi4 , pi2 , pi)U(−pi2 , pi2 , pi2 )
C16 = R(xˆ+ yˆ + zˆ,
2pi
3 ) R(xˆ,
pi
2 )R(yˆ,
pi
2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 , pi2 )
C17 = R(xˆ+ yˆ + zˆ,
4pi
3 R(−yˆ, pi2 )R(−xˆ, pi2 ) U(−pi4 , pi2 ,−pi2 )U(−pi4 , pi2 , pi)
C18 = R(xˆ+ yˆ − zˆ, 2pi3 ) R(yˆ, pi2 )R(xˆ, pi2 ) U(−pi4 , pi2 , pi2 )U(−pi4 , pi2 , 0)
C19 = R(xˆ+ yˆ − zˆ, 4pi3 ) R(−xˆ, pi2 )R(−yˆ, pi2 ) U(−pi4 , pi2 , pi)U(−pi4 , pi2 ,−pi2 )
C20 = R(xˆ− yˆ + zˆ, 2pi3 ) R(−yˆ, pi2 )R(xˆ, pi2 ) U(−pi4 , pi2 ,−pi2 )U(−pi4 , pi2 , 0)
C21 = R(xˆ− yˆ + zˆ, 4pi3 ) R(−xˆ, pi2 )R(yˆ, pi2 ) U(−pi4 , pi2 , pi)U(−pi4 , pi2 , pi2 )
C22 = R(−xˆ+ yˆ + zˆ, 2pi3 ) R(yˆ, pi2 )R(−xˆ, pi2 ) U(−pi4 , pi2 , pi2 )U(−pi4 , pi2 , pi)
C23 = R(−xˆ+ yˆ + zˆ, 4pi3 ) R(xˆ, pi2 )R(−yˆ, pi2 ) U(−pi4 , pi2 , 0)U(−pi4 , pi2 ,−pi2 )
