The financial markets across globe have become distinctly integrated owing to liberalization and globalsiation policy as well as advancement of information technology. The contagion effect of macroeconomic disturbances or financial crisis, internally and externally, is rapidly disseminating across various economies. The recent global recession of 2007-09 started with US subprime crises and subsequently followed by Lehman brother crisis affected all most all major economies of the world. In this contenxt, the present paper explores the stock market integration of leading stock exchanges across various countries during pre and post economic crisis of 2007-09. Thus for empirical analysis, it uses the data since 2004-2012. It attempts to find out the breaks point, if any, in the pattern of stock price movements endogenously. Further efforts have also been made to examine changing pattern of relationship among stock prices using bivariate and multivariate cointegration techniques. The study suggests that although stock markets are integrated globally, the integration is very weak. This proposes that stock prices as well as returns are not strongly interrelated across markets. The Granger casualty results also provides mixed evidences, although some changes are noticed about the causality between stock prices from pre-recession to post recession period in Chinese stock markets.
Introduction
The trailblazing advancement of science and information technology and development of infrastructure, have resulted in substantial integration of world economies. Countries have become more interdependent in various ways. Therefore, any macroeconomic disturbances or crisis in one part of the globe has a quick contagion effect on others with different intensity and degree. In the recent past the Argentina's crisis, Asian financial crisis, US subprime crises followed by US recession are the burning episode. As prevention is better than cure, a fair understanding of interdependencies is certainly helpful for the policy makers to safeguard their economies. The stock market, which is considered to be highly volatile and integrated, often reacts faster than any other markets. Since stock price movements are very sensitive to market information, any such news affects the market immediately. Despite this, stock market considered to be the most efficient market. Thus investors diversify the portfolio to reduce systematic risk. The fact is that there is no dearth of information, although in an imperfect world, accumulation of full and perfect information is quite expensive. In a perfectly integrated market, scope of arbitrage opportunity for an investor due to price differentials is very limited as law of one price holds. Based on asset pricing model, stocks with similar risk in future cash flows should be similarly priced regardless of where they are listed (Adler, 1995; Bekaert and Harvey, 1995; and Bekaert et al., 2002) . Other implications of highly interlinked stock markets could be the cost of borrowing, which discourage foreign listings. Similarly, from fund managers and investors perspective, stock markets inter-linkage is more stimulating as they explore the possibility of portfolio diversification to reduce risk and maximize profit.
Integration of global financial markets in general and stock market in particular have received considerable attention among investors, researchers and policy makers. The empirical studies on inter-linkage of stock market present mixed result. The earlier studies by Ripley (1973) , Lessard (1976) , and Hilliard (1979) largely found low correlations between national stock markets. On the other hand, recent studies like Janakiramanan (1998) , Hsiao (2003) , Morana and Beltratti (2008) , Wang et.al (2005) etc. found significant unidirectional linkages among stock markets. While contrary to this, there are good number of studies like Gilmorea (2002) , Egert and Kocenda (2007) , Nath (2003) , Koop (1994) , Sharma and Kennedy (1977) etc. found no cointegration or very weak linkage among different stock markets. Lack of consensus could be attributed to time period of the study, differential stocks markets structure and different methodology applied in these studies. Chronologically, compared to pre 1980s; post 1980s shows higher inter-linkage across various stock markets. This perhaps owes to advancement in technology, development in infrastructure, implementation of liberalization policies across various countries.
It is also evident from the exiting literature that studies conducted over different time period could be one of the reasons why controversial results arises. These mixed evidences pose an important empirical question; are inter-linkage among stock markets time sensitive? In this context, it is worthwhile to mention few noteworthy studies namely Sheng(2000) , Cifarelli (2000) , Hashmi (2001) , Tan (2001) , Ratanapakorna (2002) , Jang (2002) , Yang(2002) , Kim (2005) , Fan (2003) , Melle (2002) , Click and Plummer (2005) , Lucey and Voronkova(2008) etc. These studies have concentrated on the stock market integration during 1997-1998 Asian financial crises and found that there is shift in the pattern of return and volatility transmission during crisis period.
Another possible reason could be the choice of research methodology used in time series analysis. The choice of unit root tests that are widely used for examining time series properties has its own weakness in the presence of structural breaks. In such a situation, the conventional unit root tests such as ADF (1979) and Phillip-Perron (1988) are biased towards non rejection of the null hypothesis as pointed out by Perron (1989) . Subsequently, Zivot and Andrews (1992) , Perron and Vogelsgang (1992) , Perron (1997) , Lee and Strazicich (2004) suggested a test statistics that allow endogenous single structural break in the series while testing unit roots tests in a time series data. This paper tries to explore the inter-linkages of stock markets by carefully selecting the time periods endogenously as pre and post recession using unit root test with structural breaks. Further the study investigates if there are any changes in the causal direction and integration among the stock markets of different countries using Johansen cointegration and Granger causality test which is considered as one of the most important contemporary technique for such kinds of studies. Rest of the paper is organized as follows; the second section focuses on data and methodology, third section presents the empirical findings and final section focuses on the conclusion of the paper.
Data and Empirical Methodology
The study uses five world stock markets, namely SSE50 (Shanghai, China), BSESensex (India), Nasdaq (USA), FTSE100 (UK), and Nikkei225 (Japan) as they are the leading global stock markets in the world. The daily closing price data is collected from yahoo finance over the period Jan 4, 2004 to March 23, 2012 . The time period is divided into two sub-periods i.e. pre-recession period from Jan 4, 2004 to Dec 31, 2007 and post-recession period as Jan 1, 2008 to March 23, 2012 . The starting point of the crisis period is taken as 2008 due to the fact that the symptoms of recession started appearing in 2008 (Note 1). It is further verified by scatter plot the indices of different stock markets taken in this study which is shown in Fig-1 . Apart from this, the study also used endogenous structural break of each series to verify empirically the break using test proposed by Zivot and Andrews (1992) . The values of stock index are expressed in natural logarithms, the first difference of which provides the returns. Variables name prefix with 'l' stands for variable with natural log and 'dl' stands for first difference in log which is the return. International Journal of Business and Management Vol. 8, No. 8; 2013 149 The descriptive statistics such as average, standard deviation, skewness and kurtosis as well as simple correlation coefficient provides some preliminary understanding about nature of data and interrelationship among the stock indices. The estimated correlation coefficient provides contemporaneous relationship among these variables. However, since simple correlation coefficient doesn't provide sufficient information about the long-run and short-run relationship among variables with dynamic features, the cointegration and causality tests is applied to fill the gap.
Unit Root Tests with Structural Break
The study begins with applying Augmented Dickey Fuller test (Dickey-Fuller, 1979 , 1981 , and subsequently applies Ng Perron (2001) and Zivot and Andrews (1992) unit root tests. A brief overview of these tests and their relevance are discussed as follows. The ADF test is the extended version of the Dickey Fuller (Dickey-Fuller, 1979 , 1981 , unit root tests. It is augmented by lagged period of the dependent variable. The test constructs a parametric correction of the higher order serial correlation by assuming that the series follows an AR(k) process. The test controls for higher order correlation by adding lagged difference in terms of the dependent variable to the right hand side of the regression. The model in its intercept and trend version may be specified as follows (1) The ADF test formulates the null and alternative hypothesis in the following way, H 0 : α=0, H 1 : α <0  y and tests the hypothesis using 't' statistics after selecting the appropriate lag length through minimum of AIC criteria. However the main problem of ADF test is that, it neither considers serial correlation problem of the residual term nor takes care structural break.
On the other hand, the Ng-Perron (2001) tests statistics are modified form of Phillips (1987) and Phillips-Perron (1998) 
Where and f 0 is an estimate of the residual spectral density at the zero frequency. is the local-to-unity parameter selected by ERS, (Elliott, Rothenberg, and Stock., 1996) as,
Or, =1-13.5/T, if x t ={1,t}
The tests also address the problem of sensitivity of unit root testing to choice of lag. They propose modified information criteria (MIC), which takes into account the bias in the sum of the autoregressive coefficients which is highly dependent on number of lags that the general Akaike and Schwarz Bayesian criteria do not. Further, they also formulate the null hypothesis that the series has unit root.
Both the ADF and Ng-Perron tests provide misleading result about unit root tests when the series have one or more structural break. These tests assumes structural break as an exogenous phenomena. However, Zivot and Andrews (ZA, 1992) propose a new tests statistics by modifying the Perron's original tests and suggest that break could be endogenously determined. Zivot and Andrews (ZA, 1992) suggested three model for testing unit root. They are as follows: a. One time break at level:
b. One time break at trend:
c. One time break at both level & trend:
Where DU t is an indicator dummy variable for shifting in mean at each possible break date (TB) and DTt is similarly variable as shift in trend. They may be deified as and For all these three model specifications, the null hypothesis of unit root test is α=0, indicating that the particular series is non-stationary with drift excluding structural break, whereas the alternative hypothesis is α<0 implies that the series is trend stationary with one time break at an unknown time. Considering every point as a break the model is estimated with multiple regression models for every possible break date sequentially. The break date is specified with minimum of one sided t statistics.
Cointegration
Conceptually, cointegration implies if linear combinations of any two non-stationary time series are stationary then the two series are cointegrated. They follow equilibrium relationship in long-run. The Engel- Granger (1987) bivariate and Johansen (1988 , 1991 ) Johansen-Juselius (1990 multivariate cointegration tests are two most powerful contemporary tests. While the former is suitable for one to one contemporaneous relationships, the latter is appropriate for simultaneous relationships with dynamic features.
The Engel Granger cointegration test follows two steps simple regression model procedure estimated through ordinary least square principles. In the first step, it specifies a linear regression mode considering any one variable as dependent and other as independent variable. Then it estimates coefficients with least squares methods. In the second step, it obtains residuals of the regression model and tests whether it is stationary or not.
If the residual series is stationary then it is concluded that both the variables are cointegrated or else not. The mathematical model can be expressed as
Here Y t is the dependent variable, X t is the independent variable and ε t is the error term. As per model both Y t and X t should be non-stationary. If their linear combinations ε t is stationary, then both the series are cointegrated. The stationary of ε t can be tested by applying unit root tests.
On the other hand, the multivariate cointegration test of Johansen (1988 Johansen ( , 1991 and Johansen-Juselius (1990 tests are applied here (Note 2). The test is popularly known as Johansen-Juselius cointegration tests. It apples maximum likelihood estimation procedure to determine the presence of number of cointegrating vectors in a set of non-stationary time series variables expressed as a vector autoregressive (VAR) process. Then tests whether variable are cointegrated or not using maximum eigen value and trace tests statistic. Mathematically the model can be expressed as, (10) Where, Y t is a vector of non-stationary variables and A is a vector of intercept term. The information on the coefficient matrix between the levels of the π is decomposed as π = αβ where the relevant elements α matrix are adjustment coefficient and the β matrix contains cointegrating vectors. Johansen and Juselius tests specify two likelihood ratio test statistics in order to test presence of number of cointegrating vectors. The first likelihood ratio test statistics for the null hypothesis of exactly r cointegrating vectors against the alternative of r+1 cointegrating vectors is the trace statistic. The second test statistic for the hypothesis of at most r cointegrating vectors against the alternative of less than r+1 cointegrating vector is the maximum eigen values statistic. Critical values for both test statistics are can be obtain from MacKinon-Haug-Michelis (1999) tabulated values. Gonzalo and Lee (1998) analyzed the robustness of these two cointegration tests. They found that EngelGranger (EG) test is more robust than Johansen LR tests because misspecifications of the long-memory components of the variables affect their correlation structure more than their variances. But when the model is misspecified with I(1) variables whose VAR representation has a singular or near-singular error covariance matrix, then a proper use of the LR test in applied cointegration analysis requires a deeper data analysis than the standard unit root test. In that case Johansen test is more robust than the EG tests. However, they have also recommended the use of both the EG and Johansen tests of cointegration. Similarly, Gonzalo (1994) analyzed the statistical performance of three cointegration tests such as, Engel-Granger, the Stock and Watson tests, and Johansen's test and found that Johansen's is superior to the other tests under consideration. It is because this test ensures that coefficients estimates are symmetrically distributed and median unbiased and that hypothesis test may be conducted using standard asymptotic chi-squared tests.
Cointegration tests themselves cannot establish the direction of causality but tests can be applied to cointegrating VARs such as those estimated using the Johansen procedure (Johansen and Juselius, 1990) . However, an advantage of cointegration analysis is that if any integrated variables are omitted from the cointegrating relationship, which should be included in it, then the remaining variables will fail to cointegrate. Thus, if two variables share a common trend, there will be Granger causality in one or more directions between them (Cuthbertson et al., 1992) . But in the absence of cointegration between the variables a Granger causality test in levels is invalid. Therefore it is essential to test the cointegration before applying Granger Causality tests for testing the causality.
Granger Causality Test
Granger causality test as mentioned by Granger (1986) has been applied here to find out the unidirectional or bidirectional causality among stock prices. According to Granger (1986) if two variables are cointegrated then they are necessarily causally related at least in one direction. The Granger causality test tries to find out if one variable precedes the other variable or if they are contemporaneous. Granger causality test is suitable for stationary data. Empirically the Granger causality test can be specified as a form of VAR model expressed for stationary data.
Where,  1t and  2t are white noise error terms in both equations. In this equation, the constant term  10,  20 represents the growth rate of Y and X in the respective equations, whereby, error term represents the effects of changes in other variables on the X and Y. The number of lags 'm' can be decided based on AIC or SBC criteria. The decision to choose VAR model is based on diagnostic checking. The empirical results presented in this paper are all calculated within a VAR-model. The causality is tested applying Granger causality test based on F statistics. All the estimations are done using Eviews and STATA software.
However, the Granger causality test has been severely criticized in the econometrics literature. Roberts and Nord (1985) found that the functional form of the time series affected the sensitivity of the Granger's tests. According to them logarithmically transformed data shows no sign of causality whereas untransformed data yielded significant results. It is because perhaps the logarithmic transformation tends to reduce heteroskedasticity and increase the stationarity of the variables. Similarly, Chowdhury (1987) found more disturbing results that give support to those who have doubted whether Granger causality was related to philosophical causality or economic exogeneity in any meaningful way.
Empirical Analysis
Some missing observations observed in the data sets as stock markets do not trade during holidays, which distinctly vary across countries. Table-1 shows the number of missing observations in each stock market, which is highest for China and lowest for USA. A graphical representation of stock indices presents in graph-1 indicates that the stock price doesn't moves in similar direction in long run.
The descriptive statistics presented in table-1. It shows that Jarque-Bera statistic, defined over skewness and kurtosis measures, is very high for all five stock markets, implying that stock returns differ significantly from normal distribution. As per the JB tests, null hypothesis of normality is rejected at 1% significance level for all five indices for complete and two-sub periods. The lowest and highest coefficient of variation (CV) implies lowest and highest volatility of stock price respectively. The coefficients of skewness are different from zero for all indexes except Nikkei225 during pre-recession period. This reflects the asymmetry of returns. The FTSE100 (UK) is the lowest volatile and SSE50 (Shanghai) is the highest volatile stock price over the years 2004 -2012 . Similarly during pre-crisis period highest and lowest volatile stock prices are SSE50 (Shanghai) and Nasdaq www.ccsenet.org/ijbm International Journal of Business and Management Vol. 8, No. 8; 2013 (USA), whereas during post crisis period they are FTSE100 (UK) and Sensex (India) respectively. Similarly a preliminary understanding about cotemporaneous relationship among stock prices is estimated through correlation coefficient. The estimated correlation coefficient for the period 2004-2007, 2008-2012 and 2004-2012 , results are reported in table-2. The correlation coefficient shows that there is over all fall in the correlation coefficient between stock markets after recession. It is interesting to note that except for SSE50-Nikkei225, for all other combinations the correlation coefficient has decreased from pre to post crisis period which indicates that during pre-crisis period the stock prices are highly correlated. For the year 2004-2012, the Sensex and Nikkei225 show negative correlation and others positive. The Nasdaq and FTSE100 are having highest positive correlation coefficients. However, result of simple correlation does not provides sufficient information about the dynamic relation when the times are non-stationary having unit root problem. 
Unit Root Tests and Structural Break
As discussed earlier, three different unit root tests namely, the Augmented Dickey Fuller (Dickey-Fuller, 1979 , 1981 , Ng-Perron (2001) and Zivot-Andrews (1992) The Zivot-Andrew test is applied for the year 2004-2012. The model has been specified to identify endogenous break with intercept, trend and both intercept & trend. The results show that the null hypothesis of unit root are rejected for all the series with first difference but accepted for level data at various significance levels. This is evident from rejecting the null hypotheses of unit root and accepting the alternative of no unit root at first difference at appropriate significance level. This result is surprisingly quite consistent with the result of unit root tests without structural break. At the same time the test identifies single possible breaks (TB) in data series endogenously and the results are reported in The Z-A critical values are Implies for (a) trend at 1% is -4.93 and 5% is -4.42 (b) intercept at 1% is -5.43 and 5% is -4.80 and (c) for trend and intercept at 1% is -5.57 and 5% is -5.80. The figures are minimum of t statistics and figure in brackets are lag length. *,**,*** denotes 1%, 5% and 10% significance level respectively.
Cointegration Test
The first step of applying cointegration test is to check stationary of the series. It is found through unit root test that the series are non-stationary at levels but stationary at first difference. Therefore, the cointegration tests can be applied at level data. The paper first applies bivariate cointegration tests of Engel and Granger (1987) . Table 6 . Engel-Granger bivariate cointegration tests (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) , the stock prices of only UK-Japan, are cointegrated, but rests of the combinations are not. Similarly, during pre-crisis period (2004) (2005) (2006) (2007) , the stock prices of UK(FTSE100)-USA(Nasdaq), India(Sensex)-USA(Nasdaq), UK(FTSE100)-Japan(Nikkei 225), India(Sensex)-UK(FTSE100) are cointegrated and the other combinations are not. While, during post crisis (2008) (2009) (2010) (2011) (2012) period the stock prices of USA(Nasdaq)-UK(FTSE100), USA(Nasdaq)-China(SSE50), USA(Nasdaq)-Japan(Nikkei225), UK(FTSE100)-Japan(Nikkei225), Japan(Nikkei225)-China(SSE50) are cointegrated and they follow long run equilibrium relationships. It seems that there has been a significant change during post-recession period and the impact of recession has observed significantly in the interrelationship among stock markets.
However, bivariate cointegration test has a problem of specifying a-prior dependent and independent variable and thereby results can be different. The problem can be avoided through multivariate cointegration tests of Johansen-Juselius. The estimated results are reported in table-7, where l 0 and l 2 stands for 0 and 2 period lag respectively. The necessary steps of estimating JJ cointegration have been applied judiciously. As the model is based on VAR specification, first and foremost step is to select the order of VAR model and thereby specification of cointegration equation. Due to geographical location there is some time difference in the operation of stock market across globe. To make it uniform the study has taken the order of VAR model and cointegrating equation in ascending order of opening time of the stock market. Thus Nikkei225, SSE50 Sensex are considered at current time and FTSE100, Nasdaq are considered with one period lag. So the cointegrating equation and order of VAR model is specified as lNikkei225 (t), lsse50(t), lsensex(t), lftse100(t-1), lnasdaq(t-1).
Having established the unit root characteristics of the data and identified relevant ranges for lag length, the paper proceeded with the examination of cointegration. The test is performed for both pre and post-recession period. As the test is based on VAR model and applies the maximum likelihood estimation procedure, the next step is to select the lag length of the model (Note 3). To select the appropriate lag length in the system, several lag selection criteria such as likelihood ratio (LR), final prediction error (FPE), Akaike information criterion (AIC), and Schwarz information criterion (SC) are used (Note 4). The optimal lag length is selected as 2 for the period 2004-2008 and 2004-2012 , and 1 for the period 2008-2012. The cointegration model is estimated with alternative combinations of the models such as no constant, no trend, no deterministic trend etc.
For the period 2004-2008, both λ max and λ trace statistics suggest only one cointegrating vectors when the cointegration model is specified with linear deterministic trend. While for other form of model specification as well as both lag length 0 and 2, both the tests statistics suggest zero cointegrating vector. This clearly indicates that stock indices do not follow any systematic pattern in the long run. They are independent of each other. The markets are not integrated. Similarly during post-recession period, stock market shows some sorts of integration contemporaneously in the long run although poorly. With zero lag length, almost all form of cointegration model suggest one or at best two cointegrating vector by both the test statistics. But with one lag length, they suggests zero cointegrating vectors except the case whether max statistics suggest only one cointegrating vector when the cointegration equation specified with liner deterministic trend. This suggested that, stock markets are to some extent integrated during post crisis period but poorly. Similar results are also found for the whole period i.e. 2004-2012. It indicates that stock prices moves independent of each other. Only the internal structure of the economy could significantly affect the respective countries stock prices. Thus overall conclusion is that indices are poorly cointegrated. It does not systematically follow long run equilibrium relationship for the entire period, as the number of cointegration vector found to be very less. The similar result also found from bivariate cointegration tests.
Granger Causality Test
The evidence of co-integration implies that variable rules out spurious correlation and suggests the presence of at least one directions of causality. Engel and Granger (1987) argue that if two time series are co-integrated then they are necessarily causally related. Therefore once it is established that there is cointegration among stock indices Granger causality test is applied. The result of pair wise Granger causality test is presented in table-8, which reports mixed evidence. The model-1, representing pre-recession period, shows that causality mostly run from NASDAQ to other stock markets and also causality runs from FTSE100 to Nikkei 225, Sensex and SSE50. There is unidirectional causality from Sensex to SSE50 and Nikkei 225. It is interesting to note that Shanghai and Tokyo stock market does not Granger cause any other markets but are affected by others. In model-2 which represents post-recession (2008-12) period with one lag, the result is slightly dissimilar as compared to model-1. Interestingly, it is found that Japanese stock market Granger causes US and UK stock market. Similarly Shanghai's stock market causes Indian and Japanese market. So there is some change in the casual direction among the stock prices during post-recession period. The causal direction in model-3 for the whole period is almost similar with the first model. However, for few stock markets the causality has changed for pre and post-recession. From Nikkei 225→Nasdaq, Nikkei 225→SFTSE, SSE50→Sensex, SSE50→Nikkei 225, Nasdaq→ FTSE100 there was no causal relationship in pre-recession period but for post-recession there is significant causality between them. This shows that causality has something to do with study period. Changing direction of causality in the post-recession period is mainly dominated by Chinese stock market. 
Conclusion
The study designed at investigating long run-relationship among various stock markets by segregating the time period into pre and post recentrecession period. The idea was to tests whether inter relationship among leading stock market indices is time sensitive. The paper started with simple correlation coefficient which showed that correlation coefficient has declined during recession in most cases. The paper further investigated the relationship using time series techniques like cointegration and causality test to verify the time sensitive relationship. The cointegration result showed that there is only one or two cointegrating vector with various lag length and hence confirms weak form of cointegration. However, Granger causality test revealed that there are few cases where Granger causality have changed during post-recession period as compared to pre-recession period. At the same time, in many cases there are no changes in causation between different stock markets. Based on this study it is difficult to out rightly reject the initial believe that the the cause and effect relationship have changed over different periods. At the same time we can conclude that in case of Chinese stock market the direction of Granger casuality have changed during recession.
