We study the Kasparov product on (possibly non-compact and incomplete) Riemannian manifolds. Specifically, we show on a submersion of Riemannian manifolds that the tensor sum of a regular vertically elliptic operator on the total space and an elliptic operator on the base space represents the Kasparov product of the corresponding classes in KK-theory. The assumption of regularity for the vertically elliptic operator is not always satisfied, and we give explicit examples of non-regular operators. We apply our main result to obtain a factorisation in unbounded KK-theory of the Dirac operator on a Riemannian submersion.
Introduction
In this article we will study the Kasparov product for symmetric first-order differential operators on open manifolds, without assuming that these differential operators are selfadjoint. For a symmetric elliptic first-order differential operator D on a manifold M , it was shown by Baum-Douglas-Taylor [BDT89] . The main underlying idea is that locally there is no difference between symmetric and self-adjoint operators (the difference can be noticed only on the boundary or 'near infinity'). To be precise, given a symmetric differential operator D on M and a precompact open subset U ⊂ M , there exists a selfadjoint operator D ′ such that D ′ | U = D| U . For instance, we can pick a cut-off function φ ∈ C ∞ c (M ) such that φ| U = 1, and consider D ′ = φ * Dφ. Then D ′ is a symmetric first-order differential operator with compact support, and therefore self-adjoint.
Higson's construction then works as follows. Let {U j } be a locally finite cover of open precompact subsets of M , equipped with a partition of unity {χ 2 j }. For each j, consider a self-adjoint first-order differential operator D j such that D j | U j = D| U j , and consider their bounded transforms
The operator F D is well-defined as a strongly convergent series, and represents the same Khomology class as F D (see Theorem 2.26). We will refer to F D as the localised representative for the class [D] . Higson then used the above construction to prove that the (external) Kasparov product of two symmetric elliptic first-order differential operators D 1 on M 1 and D 2 on M 2 is represented by their tensor sum:
In this article we would like to generalise Higson's result to internal Kasparov products. In order to deal with symmetric unbounded operators in bivariant K-theory, we follow the work of Hilsum [Hil10] on half-closed modules.
In Section 2, we consider a submersion π : M → B of smooth open manifolds M and B, and a vertically elliptic, symmetric, first-order differential operator D on M . The operator D determines a family of operators {D b } b∈B acting on the fibres M b := π −1 (b) of the submersion, and correspondingly we can view D as an operator on a Hilbert C 0 (B)-module. The question then arises if D is a regular operator. We will see that D is regular if and only if the restriction of Dom D * to M b yields a core for D * b , for every b ∈ B. It turns out that this property is not always satisfied. In Section 2.1 we give a few sufficient conditions which ensure that D is regular, and we provide several basic examples. Interestingly, we show (by example) that it is possible to obtain a regular operator even if the topology and/or geometry of the fibres changes drastically. For instance, the fibres can change from complete to incomplete manifolds, or from connected to disconnected manifolds. We also give several examples in which the operator D is not regular, illustrating what could go wrong. Looking at these examples, it seems that, in order to obtain a regular operator, any drastic change in the topology or geometry of the fibres must occur 'at geometric infinity'. We leave it as an open problem to give a general characterisation of the regularity of the operator in terms of the properties of the submersion.
We briefly review half-closed modules in Section 2.2. Subsequently, we show in Section 2.3 that D V defines a half-closed module (provided that the regularity condition is satisfied), so that the bounded transform Our main goal is to construct the Kasparov product of D V with an elliptic symmetric operator D B on the base space B. We will show that their Kasparov product is represented by the tensor sum
The proof relies on checking the connection and positivity conditions in the well-known theorem by Connes and Skandalis (see Theorem 4.1). While the connection condition can be checked for symmetric operators without too much difficulty, the positivity condition is more problematic. This is where Higson's construction for a localised representative comes into play. Indeed, Higson's construction allows us to work 'locally' with self-adjoint operators. The technical heart of the proof is contained in Section 3, where we prove that the positivity condition is satisfied 'locally'. The construction of F V using a partition of unity then allows us to prove that the positivity condition is in fact satisfied globally. We thus prove in Section 4 our main theorem, which shows that the operator D indeed represents the Kasparov product of D V and D B . We apply our main result in Section 5 to obtain a factorisation in unbounded KKtheory of the Dirac operator D M on a Riemannian submersion π : M → B in terms of a vertical operator D V and the Dirac operator D B on the base B, up to an explicit curvature term. This generalises previous work by Kaad and Van Suijlekom, who proved the same result under the additional asssumption that the submersion π : M → B is proper, which means that the fibres M b = π −1 (b) are all compact. It is thanks to our approach to 'local positivity' (Section 3) that we can allow for non-compact fibres as well.
Notation
Let E be a Z 2 -graded Hilbert module over a σ-unital C * -algebra B. We denote the set of adjointable operators on E as End B (E), and the subset of compact endomorphisms as End 0 B (E). For any operator T on E, we write deg T = 0 if T is even, and deg T = 1 if T is odd. The graded commutator [·, ·] ± is defined (on homogeneous operators) by [S, T ] ± := ST −(−1) deg S·deg T T S. For R, S, T ∈ End B (E), the graded commutator satisfies the following identities:
The ordinary commutator is denoted
For any S, T ∈ End B (E) we will write S ∼ T if S − T ∈ End 0 B (E). Similarly, for self-adjoint S, T we will write S T if S − T ∼ P for some positive P ∈ End B (E); in this case we will say that S − T is positive modulo compact operators.
Given any regular operator D, we define the bounded transform
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The KK-class on a submersion
We consider a smooth surjective map π : M → B between manifolds M and B. These manifolds are allowed to be non-compact and incomplete (but they are not allowed to have a boundary). The map π :
is surjective for all x ∈ M . We will refer to T V M := Ker dπ as the vertical tangent bundle of M . Consider a smooth (complex) vector bundle E → M , and let E := Γ ∞ (M, E) be the C ∞ (M )-module of smooth sections. We can view E as a C ∞ (M )-C ∞ (B)-bimodule, where the right action of f ∈ C ∞ (B) on ψ ∈ E is given by (ψf )(x) := ψ(x)f (π(x)), for x ∈ M . Consider a first-order differential operator
For a subset U ⊂ M , we say that D is vertically elliptic on U if D is vertical and if for each x ∈ U the symbol σ D (ξ)(x) : E x → E x is invertible for any non-zero ξ ∈ (T * V M ) x . If D is vertically elliptic on all of M , we simply say that D is vertically elliptic.
Regularity of vertical operators
Now consider a submersion π : M → B of smooth manifolds equipped with a smooth vertical metric g V (i.e. a hermitian structure on the real vector bundle T V M ). Then for each b ∈ B, the fibre
, and in particular we have a corresponding volume form dvol b on M b .
Further, consider a smooth (complex) vector bundle E → M with a hermitian structure ·|· E . We write E b := E| M b and E b := L 2 (M b , E b ), and we let E • denote the corresponding bundle of Hilbert spaces over B. We obtain a C ∞ (B)-valued inner product ·|· E on the
by integrating along the fibres:
for φ, ψ ∈ E. Then the completion of Γ ∞ c (M, E) with respect to ·|· E yields the Hilbert C 0 (B)-module Γ 0 (B, E • ) of continuous sections of E • vanishing at infinity.
Let D be a vertically elliptic, symmetric, first-order differential operator on E → M . We will view the closure of D as an operator on Γ 0 (B, E • ) with the domain Dom D = Γ ∞ c (M, E) (where the closure is taken with respect to the graph norm of D).
For each b ∈ B, consider the evaluation map ev b : 
To ensure that D is a regular operator, we will need to ensure that also ev b (Dom D * ) contains a core for the adjoint of D b (i.e. for the maximal extension). To prove this, we first recall the following lemma.
Lemma 2.2 ([Hil89, Proposition 2.9]). Let {T b } b∈B be a family of self-adjoint operators on a continuous field of Hilbert spaces {H b } b∈B , and let T be the operator on the corresponding
If T is densely defined, then T is self-adjoint, and furthermore T is regular if and only if ev b (Dom T ) is a core for T b for every b ∈ B.
Lemma 2.3. The following statements are equivalent: 1) the (closure of the) operator D is a regular operator on
Proof. The equivalence of 1) and 2) follows by applying Lemma 2.2 to
and 2) and 3) are equivalent because ev b (Dom D * ) is always closed in the graph norm of D * b .
We will describe a few special cases for which we can prove that ev b (Dom D * ) is a core for D * b . First of all, we note that it is sufficient for every D b to be essentially self-adjoint on Γ ∞ c (M b , E b ) (i.e. the minimal extension of D b is self-adjoint). This situation occurs for instance if the submersion π : M → B is proper, so that every fibre M b is compact (this is the setting studied in [KS17] ). More generally, the self-adjointness of D b also follows if D b has bounded propagation speed and M b is complete. 
By Lemma 2.3, D is regular. The assumption of fibrewise completeness of the metric is particularly suited to, for instance, Dirac-type operators (which always have bounded propagation speed). For arbitrary operators without bounded propagation speed, we may consider the following statement.
Lemma 2.5 (cf. [Ebe16, Important Example 2.28]). Suppose there exists a function f ∈ C ∞ (M ) with the following properties:
Then D is regular and self-adjoint.
is in fact essentially self-adjoint. As in the proof of Lemma 2.4, it follows that D is regular and self-adjoint.
Finally, we consider a case in which D is regular but in general not self-adjoint, using a (rather strong) assumption of local triviality of M , E, and D over B. 
Proof. Consider a point b ∈ B and an element η ∈ Dom D * b . By assumption, there exists a local trivialisation over a neighbourhood U of b (as described above). Pick a function
, and it follows from Lemma 2.3 that D is regular.
Although the above three lemmas give sufficient conditions for the regularity of D, these conditions are certainly not necessary. In the following, we will consider a simple setup on which we can discuss several examples of both regular and non-regular operators.
Examples of (non-)regular operators
Let M be an open subset of (−1, 1) × R. We have a natural map π : M → (−1, 1) given by π(x, y) := x. We equip M with a vertical metric of the form
where h is a smooth, strictly positive function on M . We assume that for each x ∈ (−1, 1), π −1 (x) is not empty, so that π is a submersion. We note that each fibre M x = π −1 (x) is equipped with the Riemannian measure h(x, y)dy.
We consider the vertical Dirac operator
On each fibre M x for x ∈ (−1, 1), we obtain the operator D x := −i h(x, y) −1 ∂ y , acting on the
Since D x is the Dirac operator on M x , we know that D x is symmetric with respect to this inner product (which can be easily checked by a direct computation). We note that the domain of the adjoint is given by Dom
the special case where h = 1, we note that Dom D * x equals the first Sobolev space H 1 (M x ), which (since M x is one-dimensional) consists of (absolutely) continuous functions.
We view (the closure of) D as a symmetric operator on the Hilbert
In the following, we will consider several examples of (M, g M ), for which we will check explicitly whether or not D is regular. x ≤ h(x, y) ≤ c x for all y ∈ (−1, 1). In this case, D is regular.
Proof. The assumption on h ensures that Dom
, where we have picked a function φ ∈ C ∞ c (−1, 1) such that φ(0) = 1. Then ψ ∈ Dom D * such that ψ(x) = η. Hence we have shown that ev x (Dom D * ) = Dom D * x for any point x ∈ (−1, 1).
Example 2.8 (A missing half-line). Consider the submanifold M of (−1, 1) × R obtained by removing a half-line:
and consider the flat vertical metric g V (x, y) = dy 2 (i.e. h = 1). In this example, D is not regular. for some x ∈ (−1, 1). The critical point is of course x = 0. So consider any element
which is discontinuous at 0. Clearly η extends to an element η ∈ L 2 (R). Suppose there exists an element ψ ∈ Dom D * such that ψ(0) = η. Since ψ ∈ Γ 0 ((−1, 1), E • ) and D * ψ ∈ Γ 0 ((−1, 1), E • ) vary continuously as a function of x ∈ (−1, 1), we must have lim x→0 − ψ(x) = ψ(0) and lim x→0 − ∂ y ψ(x) = ∂ y ψ(0). Since ψ(x) ∈ Dom(−i∂ y ) for each x < 0, this means that η = ψ(0) = lim x→0 − ψ(x) also lies in Dom(−i∂ y ) = H 1 (R) ⊂ L 2 (R). However, this cannot be true, since η is not continuous on R. Thus, by contradiction, it follows that ev 0 (Dom D * ) does not contain η, and therefore D is not regular.
Example 2.9 (A missing half-line 'pushed to infinity'). Consider the same manifold M of Eq. (2.1), but replace the flat vertical metric by a 'vertically complete' metric g V (x, y) = h(x, y)dy 2 given by the smooth function
Then we know from Lemma 2.4 that D is regular.
Example 2.10 (From finite intervals to complete lines). Consider the submanifold M of (−1, 1) × R obtained as the union of (−1, 1) × (−1, 1) and (0, 1) × R, equipped with the flat vertical metric g V (x, y) = dy 2 . We note that for x ≤ 0 the fibre is an incomplete finite interval, while for x > 0 the fibre is a complete line. In this example, D is not regular.
Proof. The proof is analogous to the case of Example 2.8: one shows that an element η ∈ Dom D * 0 = H 1 (−1, 1) which does not vanish on the boundary cannot be extended to a continuous section in Dom D * .
Again, if we replace the flat metric in the above example by a complete metric, then D becomes regular. However, we would like to 'fix' the above example without considering a complete metric. Instead, we keep the flat metric but 'asymptotically enlarge' the finite intervals as we approach the transition to complete lines. In this way, the transition between incomplete and complete fibres takes place 'at infinity', and we obtain a regular operator.
Example 2.11 (The funnel). Consider the open submanifold M of (−1, 1) × R given by
equipped with the flat vertical metric g V (x, y) = dy 2 . We note that for x < 0 the fibre is an incomplete finite interval, while for x ≥ 0 the fibre is a complete line. In this example, D is regular.
Proof. It suffices to show that ev x (Dom D * ) is equal to Dom D * x . Hence we need to show that every η ∈ Dom D * x can be extended to an element in Dom D * . We will prove this for the critical point x = 0, where the transition between complete and incomplete fibres takes place. We note that the fibre π −1 (0) = R is complete. Consider η ∈ Dom D * 0 = H 1 (R). Then we define ψ(x) := φ(x)η for all x ∈ (−1, 1), for some φ ∈ C ∞ c (−1, 1) such that φ(0) = 1. Since η ∈ H 1 (R), we also have
We need to check that ψ(x) and D * x ψ(x) vary continuously in x. However, this follows because η and D * 0 η lie in L 2 (R), which implies that these elements vanish at infinity (in the L 2 -sense). Indeed, choosing φ(x) = 1 on a neighbourhood of x = 0, we obtain
Hence ψ(x) is continuous at x = 0. A similar computation applies to D * x ψ(x). The continuity at x = 0 follows similarly. Hence we have an element ψ ∈ Dom D * such that ψ(0) = η.
Finally, merging Examples 2.9 and 2.11, we obtain an example which contains a transition from a single incomplete interval to two disjoint complete lines.
Example 2.12. Consider the open submanifold M of (−1, 1) × R given by
equipped with the vertical metric g V (x, y) = h(x, y)dy 2 given by the smooth function
In this example, D is again regular (the details are left to the reader).
Half-closed modules
Before we continue to describe the KK-class of a submersion, we briefly recall here some definitions and results from [Hil10] . Let A and B be σ-unital C * -algebras, and let E be a countably generated Hilbert B-module. For a symmetric operator D on E, we consider the following subspaces of End B (E):
, and a dense * -subalgebra A ⊂ A such that
If furthermore D is self-adjoint, then (A, E B , D) is called a closed A-B-module or, more commonly, an unbounded Kasparov A-B-module. Unbounded Kasparov modules were first introduced by Baaj and Julg [BJ83] , who proved that their bounded transforms yield Kasparov modules. This statement was generalised to half-closed modules by Hilsum. Remark 2.15. We note that, in particular, the above theorem shows that [F , a] is compact for any a ∈ A, which we will need later on.
For any regular operator D, we introduce the notation
We recall that we have the integral formula
where the integral converges in norm.
Lemma 2.16 (cf. [Kuc97, Lemma 7] ). Let D be a regular operator on E. Then for all ψ ∈ E we have 1 π
Moreover, for any continuous function f :
2 is bounded, we also have
Proof. 
The half-closed module on a submersion
We consider as before a submersion π : M → B, a vertical metric g V on M , and a hermitian vector bundle E → M . 
Proposition 2.17 we know that D) is a half-closed module, and it follows from Theorem 2.14 that we obtain a class [D] 
A localised representative
In this subsection we will describe a localised representative
Moreover, it will be useful later on to allow for some additional flexibility in Higson's construction, by rescaling each localisation of D independently. To show that this rescaling is allowed, we first prove the following lemma.
Lemma 2.21. Let B be a C * -algebra, and let D be a regular self-adjoint operator on a Hilbert B-module E. Let a ∈ End B (E) such that a(D ± i) −1 is compact. Then for any α > 0, the operator a(
Proof. Since a(D ± i) −1 is compact, and since the functions x → (x ± i) −1 generate C 0 (R), we see that ag(D) is compact for any g ∈ C 0 (R). The statement then follows because the function g α :
Throughout the remainder of this section, we consider the following setting.
Assumption 2.22. Let D be as in Assumption 2.19, and let {U j } j∈N be a locally finite cover of open precompact subsets of M . We consider compactly supported, smooth, realvalued functions {χ j } j∈N and {φ j } j∈N satisfying the following properties: 1) {χ 2 j } is a partition of unity for {U j }; 2) φ j | U j = 1 for all j ∈ N.
For each j, consider the first-order differential operator D j := φ j Dφ j . Since D j is a compactly supported, symmetric, first-order differential operator, we observe that D j is in fact essentially self-adjoint. We rescale each D j by a positive number α j , and consider the bounded transforms
. Definition 2.23. Given a sequence {α j } j∈N ⊂ (0, ∞) of positive numbers, we define the localised representative of D as
The inequality k j=0 χ j F α j D j χ j ≤ 1 shows that the partial sums are uniformly bounded. Moreover, since the partition of unity is locally finite, we have for any compactly supported ψ ∈ Γ 0 (B, E • ) that F D ψ is a finite (hence convergent) series. Thus F D (α) is well-defined on Γ 0 (B, E • ) as a strongly convergent series.
We will show that F D (α) defines a Kasparov module, and that its class is equal to the class of the bounded transform Proof. We have
We note that [D * , T ] = [D, T ] is a smooth endomorphism with supp([D, T ]) ⊂ supp(T ).
Since D is vertically elliptic on a neighbourhood of supp(T ), we know from Proposition 2.17 
is compact and of order O(λ −1 ).
Lemma 2.25. Let φ ∈ C ∞ c (M, R) be such that φ = 1 on a neighbourhood of supp f , so that D φ := φDφ is an essentially self-adjoint operator which agrees with
Proof. The proof is very similar to the argument of [Hil10, Lemma 3.1]. Since f (F D − F * D ) is compact (by Proposition 2.20 and Theorem 2.14), it suffices to show that f (
Using Lemma 2.16, we have for any ψ ∈ Γ 0 (B, E • ) that
where
We claim that T (λ) is a compact operator on Γ 0 (B, E • ), and that T (λ) = O(λ −1 ) as λ → ∞. It then follows that
dλ is in fact a norm-convergent integral of compact operators, which proves the statement.
To prove the claim, we rewrite
We note that the operators on the last line are still well-defined. For instance, we have Ran
is a well-defined bounded operator. We also note that φ · Dom D * ⊂ Dom D, so that D φ is well-defined on Dom D * .
Since φ| supp f = 1, we note that
Hence we find that 
23). Then for any
is independent of the choices made in the construction.
Proof. Since D j is vertically elliptic on (a neighbourhood of) the support of χ j , we know from Proposition 2.17 that χ j (D j ± i) −1 is compact. Hence we can apply Lemma 2.21, and we see that χ j (F α j D j − F D j ) is compact. By Theorem 2.14, the commutator [F D , χ j ] is compact. Furthermore, from Lemma 2.25 we know that χ j (F D j − F D ) is compact. Since the partition of unity is locally finite, we know that f F D (α) is given by a finite sum, and therefore
Local positivity
The goal in this section is to show that a 'local positivity condition' for two first-order differential operators implies a 'local positivity condition' for their bounded transforms (for the precise statement, see Proposition 3.8 below). We consider the following setting.
Assumption 3.1. Let ρ ∈ C ∞ c (M, R) such that ρ ≤ 1, and let D and S be two odd essentially self-adjoint first-order differential operators on a Z 2 -graded hermitian vector bundle E → M . We view (the closures of) D and S as self-adjoint operators on the Hilbert space L 2 (M, E), and we make the following assumptions:
2) D is elliptic on a neighbourhood of supp ρ.
We will apply the results of this section to the case where we have a submersion M → B and where S is a vertical operator, so the reader may keep this case in mind.
By the closed graph theorem, assumption 1) implies that S(1 + 
Thus for any ψ ∈ L 2 (E) we have by Lemma 2.16 that
2 DR D (λ)ψdλ, and similarly for F S . We introduce the following bounded operators:
Moreover, we consider the quadratic form Q defined for ψ ∈ Dom D by Q(ψ) := 2 Re Dψ|Sψ .
In this section, we will study the positivity of the operator χ[F D , F S ] ± χ for some χ ∈ C ∞ c (M, R). Applying Lemma 2.16 twice, we can rewrite
Our first task is to study the integrand on the right-hand-side. Via a straightforward but somewhat tedious calculation, we will rewrite this integrand in terms of the operators K(λ, µ), B l (λ), and M m (λ, µ) defined above.
Proof. First, we calculate
Inserting the definition of Q, we find
Inserting this expression into Eq. (3.3), we find that
Our aim is to control the integrals of each of the terms in the result of Lemma 3.2. For the first term, we will show that it gives rise to a compact operator. For the other terms, we will show that we can obtain suitable lower bounds. We will make frequent use of the following lemma. . Let H be a separable Hilbert space, let P be an invertible positive self-adjoint operator on H, and let T be a symmetric operator on H with Dom P ⊂ Dom T . If T P −1 is bounded, then the densely defined operator P Proof. First, we rewrite
Hence we see that
Since the last two terms on the right-hand-side are bounded, it remains to show that also the first term (1 + D 2 ) 1 2 , a is bounded. Rewriting and applying Eq. (2.2), we obtain
is well-defined and bounded. Since i[D 2 , a] is symmetric, we know from Lemma 3.3 that also (1 + |D|)
2 is bounded, and (1 + |D|)
Hence we obtain the operator inequalities
Inserting this into the integral expresssion for (1 + D 2 ) 1 2 , a , we find
More precisely, since by Lemma 2.16 the integral converges only strongly (and not in norm), we have for any ψ ∈ Dom D that
2 is bounded, we conclude that (1 + D 2 ) 1 2 , a is densely defined and bounded, and therefore it extends to a bounded operator on all of H.
Proof. We know from Lemma 2.24 that [DR D (λ), ρ 2 ] is compact and of order O(λ −1 ). Therefore the integral
Hence we obtain 2 ), so the integral converges in norm. Since the integrand is compact, this means that K is compact.
Then there exists a constant C = C(D, S, ρ) > 0 such that for all ψ ∈ L 2 (M, E) we have
Moreover, if we replace S by αS for some α > 0, then C is replaced by αC.
Proof. We start by deriving some norm estimates for the operators B l (λ). First, for l = 1, we observe that R D (λ) (1 + |D|) −1 is bounded, we obtain a bounded operator
Applying Lemma 3.3 to the symmetric operator T = R D (λ)
and the positive invertible operator P = 1 + |D|, we find that also
is bounded. We note that we can write
Since for any self-adjoint endomorphisms B and S we have ±B ≤ B · Id and therefore ±SBS ≤ B S 2 , we obtain:
For l = 2, we consider
Using the boundedness of ([D, ρ] * Sρ + ρS[D, ρ]) (1 + |D|) −1 and Lemma 3.3, we see that B 2 (λ) is bounded. Since
where we have used that (1 + λ)R D (λ) ≤ 1. For l = 3, we consider
By a similar argument, along with the boundedness of DR D (λ) 1 2 , we see that B 3 (λ) is bounded, and we obtain
Summarising, we have shown for l = 1, 2, 3 that
with the constants C l := B l (λ) . Inserting these inequalities into the definition of I(ψ), we obtain
By Lemma 2.16, the integral over λ converges strongly, and for the strong limit we have the norm bound
Hence we obtain:
For the remaining integral over µ, we note that both terms (1 + µ)R S (µ) 2 and S 2 R S (µ) 2 are bounded and of order O(µ −1 ). Hence the integrand is bounded and of order O(µ −   3 2 ), and therefore the integral converges in norm. More precisely, using R S (µ) ≤ 1 1+µ and
, we have
Thus we have proven the first statement with C := 3 l=1 4πC l . The second statement follows immediately by observing that the operators B l (λ) (and hence the constants C l ) are linear in S.
Lemma 3.7. The operator
is well-defined and bounded, and M ≤ 4π 2 .
Proof. For each m = 1, . . . , 4, we have
Since ρ ≤ 1, we see that M m (λ, µ) * ρ 2 M m (λ, µ) is bounded by (1 + λ) −1 (1 + µ) −1 , and therefore
Proposition 3.8. Let 0 < κ < 2, and let χ = χ ∈ C ∞ c (M ) be such that ρ| supp χ = 1. Suppose there exists a constant c > 0 such that for all ψ ∈ L 2 (M, E) we have
(3.4)
Then there exists an α > 0 such that the operator χ[F D , F αS ] ± χ + κχ 2 is positive modulo compact operators:
Proof. Let ψ ∈ L 2 (M, E). Using that ρ 2 χ = χ, we can insert the result of Lemma 3.2 into Eq. (3.1) to obtain
where we have inserted the definitions of K and I. From Lemma 3.6, we have the lower bound
By Eq. (3.4), there exists a constant c > 0 such that
Using Lemma 3.7 we obtain that
Hence we have shown that
Since this holds for any ψ, we have the operator inequality
Since K is compact by Lemma 3.5, we have therefore shown that
Finally, if we replace S by αS for some α > 0, then c and C are replaced by αc and αC. Thus, by choosing α small enough, we can ensure that α(Cπ −2 + 4c) < κ < 2.
The internal Kasparov product
In this section we will show that we can construct the Kasparov product of a vertical and a horizontal operator on a submersion. The proof is obtained by checking the connection and positivity conditions in the following well-known theorem by Connes and Skandalis. We cite below a slightly more general version of their theorem, as described in the comments following [Bla98, Definition 18.4.1]. For convenience, let us first introduce some notation. Given a Hilbert B-module E 1 and a Hilbert C-module E 2 with a * -homomorphism B → End C (E 2 ), we consider the internal tensor product E := E 1⊗B E 2 . For any ψ ∈ E 1 , we define the operator T ψ : E 2 → E as T ψ η = ψ⊗ η for any η ∈ E 2 . The operator T ψ is adjointable, and its adjoint T * ψ : E → E 2 is given by T * ψ (ξ ⊗ η) = ψ|ξ · η. Furthermore, we also introduce the operator T ψ on the Hilbert C-module E ⊕ E 2 given by . Consider C * -algebras A, B, C, where A is separable and B, C are σ-unital. Let (A, φ 1 E 1B , F 1 ) and (B, φ 2 E 2C , F 2 ) be Kasparov modules, and consider the Hilbert C-module E := E 1⊗B E 2 and the * -homomorphism φ := φ 1⊗ 1 : A → End C (E). Suppose that (A, φ E C , F ) is a Kasparov module such that the following two conditions hold:
Connection condition: for any ψ ∈ E 1 , the graded commutator [F ⊕F 2 , T ψ ] ± is compact on E ⊕ E 2 ; Positivity condition: there exists a 0 ≤ κ < 2 such that for all a ∈ A we have that φ(a)[F 1⊗ 1, F ] ± φ(a * ) + κφ(aa * ) is positive modulo compacts on E.
Then (A, φ E C , F ) represents the Kasparov product of (A, φ 1 E 1B , F 1 ) and (B, φ 2 E 2C , F 2 ):
Moreover, an operator F with the above properties always exists and is unique up to operator homotopy.
Now let π : M → B be a submersion, and let D V on E V → M be as in Assumption 2.19. We assume that the bundle (C 0 (B), C) .
We consider the 'horizontal' bundle E H := π * E B on M , and consider the tensor product
The operator D V gives a regular symmetric operator
, and the hermitian property
where {e k } is an orthonormal frame of T B and σ B is the principal symbol of D B . Since the connection ∇ is hermitian, the operator 1⊗ ∇ D B is again symmetric. We consider the tensor sum
which we view as a symmetric first-order differential operator on 
Since D V⊗ 1 and 1⊗ ∇ D B are symmetric, we know that both σ V (x, ξ V ) 2 and σ B (x, ξ H ) 2 are positive. Since D V is vertically elliptic and D B is elliptic on the base, we then see that σ D (x, ξ) 2 is invertible for any 0 = ξ ∈ (T M ) x . Thus D is elliptic.
It follows (C
is a half-closed module, and we obtain a class [D] ∈ KK(C 0 (M ), C). Our aim is to prove that the operator D represents the Kasparov product of D V and D B :
We consider a locally finite cover {U j } of M with a corresponding partition of unity {χ 2 j } and functions {φ j }, satisfying the same conditions as in Assumption 2.22. We represent the KK-class of D V by the localised representative as constructed in Definition 2.23: Thus we aim to prove that
The remainder of this section is devoted to the proof of this equality in the following setting: 
Factorisation of the Dirac operator on a submersion
In this section we consider a submersion π : M → B of smooth even-dimensional Riemannian spin c manifolds M and B. We recall that T V M = Ker dπ denotes the vertical tangent bundle of M , and the horizontal tangent bundle is then given by the orthogonal complement T H M := (T V M ) ⊥ . We will assume furthermore that the submersion is Riemannian, which means that dπ(x) : (T V M ) ⊥ x → (T B) π(x) is an isometry for all x ∈ M . We aim to prove that the Dirac operator D M on the total manifold M can be factorised in unbounded KK-theory in terms of a vertical operator D V and the Dirac operator D B on the base manifold B, up to an explicit curvature term. We closely follow the work of Kaad and Van Suijlekom [KS16, KS17] , who proved this factorisation result for a proper submersion (i.e. when each fibre M b = π −1 (b) is compact).
Let S M → M be the smooth Z 2 -graded spinor bundle over M . Since M is spin c , the Clifford multiplication yields an even isomorphism
where Cl(M ) = Γ ∞ (M, Cl(T M )) denotes the Clifford algebra over M . The Levi-Civita connection can be lifted to an even hermitian Clifford connection ∇ S M on Γ ∞ (M, S M ). The Dirac operator is then defined by M ) ) denote the Clifford algebras of vertical and horizontal vector fields, respectively. We pull back the spinor bundle over B to a horizontal spinor bundle S H := π * S B over M , which is equipped with the Clifford multiplication c H by the horizontal vector fields and with a hermitian Clifford connection ∇ S H . We then define the vertical spinor bundle S V := S * H ⊗ Cl(T H M ) S M which is equipped with the Clifford multiplication by vertical vector fields c V : Cl V (M ) → Γ ∞ (M, End S V ) and with a hermitian Clifford connection ∇ S V . We note that we have a natural isomorphism S M ≃ S V⊗ S H . For more details on these constructions and explicit formulae, we refer to [KS16, §3] . The vertical Dirac operator D V is then defined as
2)
