In the last few years, with the development of deep learning theory, researchers have tried to introduce the method of artificial intelligence into the field of software defect prediction (SDP) to improve its prediction effect. To be fed into the neural network, the sample codes are represented as an abstract syntax tree (AST), and the AST is encoded as real numbers. However, in most cross-project defect prediction (CPDP) task, the method for converting the AST into a real number cannot effectively estimate the semantic distance between the ASTs, resulting in a significant reduction in training effects. To solve that problem, we present a new encoding framework, tree-based-embedding (TBE), to convert AST into real vectors and make the semantic gap between the ASTs measurable. To estimate the effect of this encoding method, we promise a tree-based-embedding convolutional neural network with transferable hybrid feature learning (TBCNN-THFL) to perform the CPDP tasks. TBCNN-THFL is fed data encoded with TBE method for learning the transferable joint features between different projects; meanwhile, TBCNN-THFL introduces a transfer component analysis algorithm. Furthermore, the model combines the handcrafted and deep-learninggenerated features and then feeds them into the classifier to train a defect prediction model. A sufficient number of experiments demonstrate that TBCNN-THFL is superior to referential models on 72 pairs of CPDP tasks formed by 9 open-source projects.
I. INTRODUCTION
In the process of developing and maintaining software, the scale and complexity of the software will increase, making the task of debugging more difficult. Therefore, a question of ensuring the reliability of software and locating bugs has received a great deal of attention from researchers [1] - [3] . The idea of software defect prediction (SDP) is to use the historical version of the software as a data set to train a machine learning model and predict the defect-prone modules or files where defects are likely to occur in a new version [4] . An excellent defect prediction model can help developers allocate test resources more reasonably.
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deep-learning-generated features. Manually extracted features are the features designed by researchers to distinguish between defect-prone code and bug-free code, (e.g, MOOD features [5] built on polymorphic factors, coupling factors, CK features [6] developed from function and inheritance counts, Halstead features [7] based on operation and operand counts, and McCabe features [8] based on dependencies). Meanwhile, machine learning models such as native Bayes (NB) [9] , decision tree (DT) [10] , [11] and support vector machine (SVM) [12] , are fed the features describe above and trained to determine whether the code is defective. However, the manually extracted features mentioned above are designed to classify defective and clean code at the point in statistics neglecting the semantic and syntax features hidden in the code. In recent years, as deep learning has rapidly developed, many researchers [13] - [15] have begun to introduce deep learning into SDP, leveraging its powerful feature extraction ability to extract semantic and syntax features hidden in the code. Researchers have also shown interest in program synthesis [16] , [17] . Their main idea is to extract the deep-learning-generated features from the token vectors generated by programs' ASTs and feed them into the machinelearning classifier to train a SDP model. Their experiments show that a model based on deep learning performs better than the traditional handcrafted-features-based model to some extent.
Practically, since being lacking in defect labels, building a suitable defect classifier for new project is challenging. To overcome this problem, CPDP [18] has been proposed as an alternative solution to defect predictors that learn new projects (called target projects) by using labeled data from mature projects (called source projects).
A prerequisite for using deep learning to extract features from code is to seek a way to represent the code as a real number. Before the code is represented as a real number, it needs to be converted into a structured representation, AST. To facilitate the extraction of structure-related semantic information in the code; a large amount of related work [19] - [21] has confirmed the feasibility of AST in SDP. Therefore, the problem of converting program code into a real number becomes a problem of turning the AST into a real number. The current solution is to map each AST node into a integer, then traverse the AST to present it as a vector. The vector is used as input data for deep learning model training. In this way, the distance between AST nodes becomes immeasurable. For example, the AST nodes FormalParameter and PackageDeclaration are represented by integers #1 and #2, respectively, but the difference between 1 and 2 does not indicate the semantic distance between FormalParameter and PackageDeclaration.
To solve the problem, this paper introduces an encoding method, TBE, that uses a fixed-length real number vector to represent an AST node, regarding the context of each AST node in tree structure. The real vector representations between different nodes are different, and the Euclidean distance between different real vectors can represent the semantic distance between corresponding nodes.
The TEB method proposed in this paper exists as a pretraining phase in deep learning model training. To make the distance between nodes measurable, we use continuous bagof-words (CBOW) [22] as the model to encode the AST node into vector representation. Directly traversing the AST and representing it as a token vector to adapt the data format requirement of the CBOW model would damage the structural information of the AST. Therefore, we use the parent node and children nodes of the center node as the context for predicting the center node's vector representation. To speed up the CBOW model training, this paper uses hierarchical softmax [22] as a training optimization method.
To verify the effect of TBE, we proposed a model called Tree-based-embedding convolutional neural network with transferable hybrid feature learning (TBCNN-THFL). We adopted convolutional neural network (CNN) to extract the deep-learning-generated features from the source files encoded by TBE and link the handcrafted features and CNN features to generate hybrid features [13] . To exaggerate the transferability of hybrid features in CPDP tasks, we introduce transfer component analysis (TCA), which could reduce the distance between different project data distributions and learn transfer components among projects in a reproducing kernel Hilbert space (RKHS). Finally, the transferable hybrid features generated by CNN-THFL could be fed to the logistic regression (LR) classifier to execute CPDP tasks;
The main contributions of this paper are as following:
(i) We reform the CBOW model to accommodate the tree structure of the AST and propose a encoding framework for an abstract syntax tree called TBE. (ii) To verify the practical effect of TBE in the field of CPDP, we has built the TBCNN-THFL, which accepts TBE encoding data as input and takes the transferability of deep learning generated features and handcrafted features into consideration. (iii) By analyzing experimental results, we have found that combinding handcrafted features with deep-learninggenerated features achieves better performance than using only one of them.
II. RELATED WORK
In this section, we briefly review the related works of CPDP and CBOW.
A. CROSS-PROJECT DEFECT PREDICTION
To apply the SDP method effectively at the software life cycle, we propose a more feasible solution, CPDP. CPDP is intended to train a defect classifier using labeled data from a mature project (source project) and predict defect for a new project (target project). In earlier study of CPDP, Ma et al. [23] developed a transfer naive Bayes model (TNB) that uses the weighted source data based on target set information to train a weighted Naive Bayes classifier. Zimmermann et al. [18] conducted extensive experiments on the feasibility of TNB. Twelve real-world projects were selected and to a total of 622 pairs of CPDP tasks. The results show that only 3.4 percent of CPDP tasks achieve adequate performance. To boost the CPDP model performance, researchers have studied and resolved its difficulties. Nam et al. [24] applied a transfer learning approach to TCA+, which extended TCA [25] with customized normalizing rules, to make data distributions in source and target projects similar. The experimental results show that TCA+ can improve the performance of CPDP through transferable feature learning. However, the methods above only consider handcrafted features (e.g., Halstead, McCabe, and CK features). Actually, boosting SDP performance is achievable if we can reasonably extract the program rich semantic and structural traits. Recently, Wang et al. [19] attempted to leverage DBN to automatically learn semantic features using token vectors extracted from the programs' ASTs. Their evaluation of 10 open-source projects shows that the DBN-learned features improve SDP performance. Based on the DBN method, Jian et al. [13] proposed that CNN is more advanced than DBN in capturing local patterns. They proposed a framework called defect prediction via convolutional neural network (DP-CNN) to extract semantic features and structural information from token vectors. The experimental results show that, on average, DP-CNN improves SDP performance. It is worth mentioning that DP-CNN concatenates the CNN-learned feature vectors with traditional handcrafted feature vectors to avoid losing potential information in the latter. However, neither the DBN nor the CNN has considered the situation where there is distribution discrepancy across projects in CPDP tasks (Wang et al. [14] ; they only assume that semantic features can capture the common features of defects and directly use DBN-generated features in CPDP tasks). This situation is exactly what we want to examine in this paper.
B. CONTINUOUS BAG-OF-WORD
To illustrate Continuous Bag-Of-Word (CBOW), we need to introduce word to vector (word2vec) first. In natural language processing (NLP), natural language data need to be processed by machine learning model, but machines cannot directly understand human language. CBOW [22] , [26] is one model that builds a distributed representation for words. Its main idea is to initialize all word vectors with random real numbers, traverse the corpus, and then predict the current word's distributed representation from a window of surrounding context. After training, all words in corpus have corresponding vector representation and the semantic distance between two words can be measured as the Euclidean distance between their vector representation. Fig. 1 shows the network structure of the CBOW model, including three layers: input layer, projection layer and output layer. The function of each layers are described below.
• Input Layer: Measuring the distributed representation of fixed-size (e. g., 2c, c is a positive integer) context words around the current word as input data.
• Projection Layer: Accumulating the 2c word vectors received by the input layer.
• Output Layer: The output layer is a Huffman tree building by the words appearing in the corpus and uses Hierarchical Softmax to adjust the distributed representation of context words.
C. HIERARCHICAL SOFTMAX
The problem that the output layer receives the vector of the projection layer and then predicts the representation of word is essentially a multi-class problem. The solution to the general multi-classification problem is Softmax [27] , whose formula is as follows. The denominator in the formula is updated every time the vector representation of the word is updated. If the word size is large, the calculation scale of the denominator will be huge. The emergence of Hierarchical Softmax (HS) [28] reduces the time complexity of denominator updates. Following is a brief description of HS method: Firstly, constructing a Huffman tree according to word frequency of words in corpus. Each word in the corpus is a leaf node of the Huffman tree, and each leaf node has a separate path from the root node to the leaf node. Each nonleaf node holds a vector θ that has the same dimension as the word vector. After providing the central word w context projection x w as input, the formula for predicting the conditional probability of the word w is show in (1) and (2).
Supposing p w is the huffman path from the root node to the leaf node corresponding to the center word w, then l w is the number of nodes included in the path p w . d w 2 , d w 3 , . . . , d w l w ∈ {0, 1} is the huffman code of the word w expressed in (l w − 1)bit, and d w j represents the code corresponding to j th node in the path p w . θ w 1 , θ w 2 , . . . , θ w l w −1 ∈ R m are the vectors holden by non-left nodes along the path p w and m is the word vector dimension. Equation (3) is the maximum logarithmic likelihood of the Huffman path in a given context for the word w. Taking the maximum logarithmic likelihood as the objective of optimization, the vector and word vector of the non-leaf nodes are updated by gradient rise, as shown in (5) and (6) respectively.
III. METHODOLOGY
A. OVERALL FRAMEWORK Figure 2 shows the three steps of tree-based embedding: a) parsing source code and selecting the AST node we need; b) encoding the AST nodes using tree-based CBOW; c) traversing the AST and representing all nodes in vectors. The AST encoded by TBE will be fed into TBCNN-THFL. As indicated in Figure 4 , TBCNN-THFL comprises three main steps: a) extracting deep learning features by CNN and generating hybrid features, b) leveraging TCA to generate transferable hybrid features, and c) conducting defect prediction.
B. PARSING SOURCE CODE AND SELECT AST NODE WE NEED
We used the open-source Python project called javalang [29] as the tool to parse the Java code in the PROMISE library into the AST. Following Phan et al. 's research [2] , we pick only three types of AST nodes as tokens: The first type is nodes associated with class instantiation and method invocation; we use their method name or class name as token. The second type is declare nodes, such as method declarations, type declarations, interface declarations and enumeration declarations. The last type is control flow nodes, such as condition control (IfStatement), loop control (ForStatement, WhileStatement), and exception control (ThrowStatement, CatchClause). We eliminate local nodes such as Assignment, because these nodes are declared within the method, and different methods may have different meanings, even if they have local variables with the same name. The selected AST nodes are shown in table1.
C. ENCODING THE AST NODES USING TREE-BASED CBOW
The target data in NLP, text, is one dimension, but in the SDP domain, AST is a tree-like structure. Therefore, the method of obtaining the central word context in NLP cannot be applied to SDP. The paper [19] also uses embedding, to traverse the AST in some way, and then arranges the AST nodes into a vector representation in the order of traversal to adapt to the NLP's data format requirements. However, this method will damage the tree structure of the AST, affecting the embedding and in turn model classification. The tree-based word embedding method proposed in this paper selects the parent node and child nodes of the central AST node as the context for training the distributed representation of the AST node to preserve the tree structure to the greatest extent. Fig.3 depicts the acquisition method we have proposed. The AST node ''klass'' in the blue box represents the center node, and the nodes in the red box, the parent and children nodes (StatementExpression, foo(), and ReferenceType) of the center node, are the context. Equation (7) describes our way to capture context for the central word t and calculate the projection value (p is the parent of the word t and C is all the children of the word t). After the CBOW pre-training, we arrive at the map of AST nodes to real vectors.
D. TRAVERSING THE AST AND REPRESENT ALL NODES IN VECTOR
We go through an AST in a pre-ordered way to capture the corresponding token vector, and we simply append several token ''null'' to each token vector to make its lengths equal to the longest token vector. The map of AST nodes to real vectors generated in the last step is used to replace each AST node with its corresponding real vector, and ''null'' is mapped to the zero vector.
E. EXTRACT DEEP LEARNING FEATURES AND GENERATING HYBRID FEATURES
In this step, we resort to CNN's powerful feature-extraction capability to capture the semantics and local structure of TBE-encoded source code. TBCNN-THFL includes a 1-D convolutional layer, a maximum pool layer, a full-connection layer, and the last output layer as input to the base classifier. While the output layer uses sigmoid as the activation function, all other layers use ReLU as an activation function. Our TBCNN-THFL is built with Keras [30] tools, using tensorflow [31] as the backend. We take minibatch stochastic gradient descent (SGD) [32] as an optimization strategy and use the Adam algorithm as the optimizer to adjust the learning rate. Because we focus on the impact of word2vec on the training, the parameters of our CNN part are kept as consistent as possible with those of Li et al. [13] : the batch size is set to 32, the training epoch is 15, the filter length is 5, the stride is 1, the padding is 0, and the number of hidden units is set to 100.
To leverage the information carried in the handcrafted features simultaneously, we concatenate the features of each project with the deep-learning-generated features. The handcrafted features used by data sets in this paper were drawn from the metrics used by Jureczko and Madeyski in their defect prediction work [33] . Notice that we used the same handcrafted features from the source and target projects.
We spliced deep-learning-generated feature vectors with handcrafted feature vectors using the Concatenate method in Python to obtain hybrid feature vectors as the input for the next step.
F. GENERATING TRANSFERABLE FEATURES
In this step, we attempted to find transferable feature representation to deal with the distribution discrepancy between source and target projects. TCA [25] is a transfer learning method that allows knowledge of defects from a source project to be transferred to a target project. TCA attempts to learn some of the transferable components in the RKHS using maximum mean discrepancy [34] . In the subspace spanned by these transferable components, the properties of source and target data are preserved, and the data distributions in different projects are similar to one another. Therefore, through the new representation in this RKHS, we could train the base classifier in the source project, which was also available for the target project.
G. CONDUCTING DEFECT PREDICTION
All the benchmark models (described in detail later) employ logistic regression (LR) as base classifier. To ensure the experiment's accuracy and fairness, we also chose LR as a base classifier and obtained the transferable hybrid features of each file in the source and target projects after following the above step. After we fed the TCA-handled source project data and corresponding label to the LR model, the weights and deviations in our LR would be adjusted. We then used the trained model to predict whether the instances of the target project were defective.
IV. EXPERIMENTAL SETUP
In this section, we compare our proposed model with the performance of existing methods. In particular, our experiments were based on the following questions:
• RQ1:Does the embedding method we advocate for improves the performance of CPDP?
• RQ2:How is the performance of TBCNN-THFL when set different vector size? All our experiments were run on a Linux server with one GTX-1080Ti GPU and one Ryzen 2700x CPU.
A. DATASET
To assess the TBCNN-THFL framework, we collected 9 Java open-source projects from the PROMISE repository, which has been commonly used in recent CPDP research [35] , [36] . Table 2 presents the basic information for the 9 projects. Each project consists of a collection of Java files, their corresponding 20 static code attributes (the detailed descriptions of which can be found in [36] ), and a label (defective or clean). To verify the generality of our approach, the data sets were composed of several projects of different sizes (ranging from 205 to 815 files) and defective rates (a minimum value of 11.4% and a maximum value of 98.8%). In our CPDP task, given one of the projects as the training data, another 8 projects could be used as the test data. (e.g., using the data of Ant v1.7 as a training set and the data of Camel v1.6 as the test set). Thus, 72 pairs of CPDP tasks could be performed in this study.
B. DATA IMBALANCE PROCESSING
SDP always comes with a data imbalance problem. Because the proportion of data that is marked as defective in a data set is generally less than the number of unmarked part, such imbalanced data will lead to the deviation of the model performance. We used a random oversampling method, synthetic minority oversampling technique (SMOTE [37] ), to deal with the imbalance of the data set. The idea of random oversampling is to randomly sample and repeat the minority class samples, and then make the number of minority classes the same as the number of majority class to get a new balance data set.
C. EVALUATION METRICS
To measure the experimental results, we used the area under curve (AUC). In the two-category SDP task, four test data results can be obtained by classifying (a) the truly defec- tive instance as defective (true positive, TP), (b) the truly defect-free instance as defective (false positives, FP), (c) truly defective instances as defect free (false negatives, FN), and (d) defect-free data as defect free (true negative, TN). The confusion matrix consists of these four results, as shown in Table 3 . The receiver operating characteristic curve (ROC) is based on a series of different two-category methods (demarcation value or decision threshold), with the TP rate, shown in equation (8), as the x-axis and the FP rate, shown in equation (9) as the y-axis. The traditional model evaluation method has a common features the test results must be divided into two categories, before statistical analysis can be performed. The evaluation method of the ROC curve is different from the traditional evaluation method. It divides the test results into multiple ordered classifications, (e.g., normal, roughly normal, suspicious, roughly abnormal) and statistical analysis was performed on five levels of abnormality. Assuming that the ROC is formed by a point set (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m ), the AUC is shown in equation (10) . The higher the AUC value is, the better the model performs. Equation(10) illustrates how to calculate AUC with TP and FP rate. Formally, the AUC considers the sort quality of the sample prediction, so it is closely related to the sort error.
To verify the effect of TBE, we compare our proposed TBCNN-THFL with the following benchmark models:
• LR: Logistic Regression, the traditional method, which predict defect only using handcrafted features.
• TCA: A classic transferable features learning method.
• TCA+: A variant of TCA which extended TCA with customized normalizing rules, to make data distributions in source and target projects similar.
• TNB: Transfer Naive Bayes model that uses the weighted source data based on target set information to train a weighted Naive Bayes classifier.
• DBN: Using a deep belief network as a featuresextractor to extract sematic features hidden in source code.
• DP-DBN: An improved version of DBN proposed by [13] , which concatenates the DBN-learned features with the handcrafted features.
• DBN-TCA: A variant of DBN, which applies TCA to obtain transferable DBN-learned features.
• DBN-THFL: A variant of DBN-TCA, which takes the handcrafted features into consideration.
• CNN: Extracting deep learning generated features via standard CNN.
• DP-CNN: A variant of CNN, which concatenates handcrafted features and deep learning generated features.
• CNN-TCA: A variant of CNN using TCA to acquire transferable CNN-learned features.
• CNN-THFL: A variant of CNN using TCA to obtain transferable CNN-learned featured and handcrafted features.
• TBCNN-TCA: A variant of CNN-TCA that is fed data encoded by TBE.
In regard to the DBN parameter setting, we follow Wang et al.'s [19] parameters by setting 10 hidden layers and 100 nodes for each layer. Regarding the implementation of CNN, referring to [13] , the batch size is set at 32, the training epoch is 15, the filter length is 5, and the number of hidden units is set at 100. As for TCA, we adopted the source code that Pan et al. [25] provided. For LR, we used the same implementation provided by sklearn setting by default parameters.
E. CROSS VALIDATION
When running the experimental code, we considered crossvalidation, using the ten fold method. We randomly divided the data set in the same project (for example, camel-1.6) into 10 subsets of the same size, of which 1 subset was used for verification, and the remaining 9 were used for training model. Each subset took turns as the verification set, and a total of 10 models were trained. The model with the smallest verification loss was selected as the final model.
F. AVOID OVERFITTING
To avoid overfitting, L2 regularization is used in the full connection layer of CNN in TBCNN-TCA/TBCNN-THFL. And we also use the early stopping during training. We randomly divided the training set into 10 parts of the same size, of which 9 were used for training and 1 was used for verification. In each epoch, we calculated the classification loss on the verification set, and stopped the training once the fluctuation of the classification loss was less than a certain threshold we set.
V. RESULTS
Because some data sets may lead the training model to overor underperform, we adopted the Scott-Knott ESD test to analyze the property of models we examined (shown in Fig. 5 ).
The Scott-Knott ESD test divides a set of AUCs into distinct groups with non-slight differences by means of hierarchical clustering. The detailed introduction of the Scott-Knott ESD test can be found in [38] . We use the source code opened by the authors of [38] . Figure 5 indicates the Scott-Knott ESD test of the AUC results in 72 CPDP tasks formed by 9 datasets.
A. THE PERFORMANCE OF TREE-BASED EMBEDDING METHOD (ANSWER FOR RQ1)
To demonstrate that our tree-based embedding method can improve the performance of deep learning model in CPDP, we will compare the AUC of TBCNN-TCA/TBCNN-THFL with models without TBE. As Following two points can be drawn from the result above: 1) TBCNN-TCA, which is trained with data embedded by TBE, achieves better performance than other CPDP models without TBE.
2) TBCNN-THFL, compared with TBCNN-TCA, considers one more factor, handcrafted features, which achieves a higher auc score (TBCNN-THFL's average auc score was 0.614 while TBCNN-TCA's was 0.612). Therefore, combining handcrafted features and deep learning features are more effective at performing CPDP tasks than only using a single approach.
B. THE PERFORMANCE OF TBE UNDER DIFFERENCE VECTOR SIZE (ANSWER FOR RQ2)
In this section, we conduct an experiment on project log4j, lucene, velocity, and xalan. We also probe into how large the vector for tree-based embedding should be to achieve optimal effect. Because we focus on the influence of vector size on the model's performance, we regard vector size as the only variable of this experiment, and the setting of other CNN parameters follows the optimal parameters obtained by Jian et al. [13] . We set the vector size to integer between 4 and 40 with a step size of 4. Due to space restriction, we only pick 6 pairs of CPDP tasks randomly and show their performance in Figure 6 . The AUC score of four CPDP tasks (ant=>xalan, camel=>log4j, camel=>lucene, xalan=>xerces) reach their peak when the vector is set to 28 and two CPDP tasks achieve their max auc score when vector is 32. From the experimental results above, we can conclude that the optimal vector size is 30 (the average of 28 and 32).
VI. CONCLUSION AND FUTURE WORK
This paper explores ways to improve the effectiveness of SDP models with the goal of reducing the workload of developers looking for bugs. We have improved the CBOW model and introduced it into the field of CPDP. To verify the effect of the improved CBOW model, TBE, we have also proposed a framework for defect prediction, called TBCNN-THFL, that uses using TBE to encode AST nodes into vector representation. The encoded AST is fed into the neural network to extract semantic and grammatical structural features, and then the defects are discriminated. At the same time, we used traditional manual features in the feature extraction phase. We conducted experiments on 72 CPDP tasks generated from nine PROMISE projects, and the results5 show that our method is superior to the current models. To make our model more widely available, we will experiment on more open-source projects. In addition, we will consider adding the scope of this model to Javascript, C, and other programming languages.
VII. THREAT TO VALIDITY A. RANDOMNESS
Instead of setting up a fixed random seed, we use the current time of the system as the random seed to be as close to completely random as possible. In this paper, random oversampling is used to process a data imbalance problem. The method is to randomly sample from a minority class and put the extracted samples back into the data set so that the number of different classes in the data set is equal. In the initialization phase of the pre-training AST node vector representation, we use random initialization, and the value of each dimension of the vector is set to a random real value between 0 and 1. To cope with the above randomness disturbance to the experimental results, we have used a method in which each model is repeatedly trained 10 times and then we take the average of these 10 results. We find that the model's performance becomes relatively stable after being trained 10 times.
B. DATA SELECTION
The data for our experiments comes from the PROMISE repository (a publicly available software engineering research dataset), and the programming language is Java. To make our model more versatile, we will continue to experiment with other languages (e.g. Python, Javascript) and projects, excluding the 9 project we have used in this paper.
C. IMPLEMENTATION OF BASELINE MODELS
In this experiment, considering that the GPU can be used for acceleration purposes, our baseline models, CNN/DP-CNN/DBN/DP-DBN, are implemented with Keras using tensorflow-gpu as the backend. We set the parameters of the above baseline models to those mentioned by Wang et al. [19] and Jian et al. [13] respectively. The authors of the above papers do not open-source the implementation of their model, and we cannot guarantee that our implementation is completely consistent. However, from the experimental data point of view, we believe that the effect of CNN/DP-CNN/DBN/DP-DBN that we have achieved is very close to that achieved in these papers.
