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Abstract
A k-connected graph G is said to be critically k-connected if G − v is not k-connected
for any v∈V (G). We show that if n; k are integers with k¿ 4 and n¿ k + 2, and G is a
critically k-connected graph of order n, then |E(G)|6 n(n − 1)=2 − p(n − k) + p2=2, where
p = (n=k) + 1 if n=k is an odd integer and p = n=k otherwise. We also characterize extremal
graphs.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper, we consider only 7nite, undirected, simple graphs with no loops and
no multiple edges.
Let G=(V (G); E(G)) be a graph. We let 9G denote the complement of G. For
v∈V (G); NG(v) denotes the set of vertices adjacent to v in G and, for A⊆V (G),
NG(A) denotes the union of NG(v) as v ranges over A. For A; B⊆V (G) with A∩B= ∅,
we let EG(A; B) denote the set of edges of G joining a vertex in A and a vertex in
B. For A⊆V (G), we let 〈A〉G denote the subgraph induced by A in G, and let G − A
denote the graph obtained from G by deleting the vertices in A together with the
edges incident with them; thus G − A= 〈V (G) − A〉G. A vertex v is often identi7ed
with 〈v〉G; for example, we write EG(v; B) and G − v for EG({v}; B) and G − {v},
respectively.
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We say that G is critically k-connected if G is k-connected, but G − v is not
k-connected for any v∈V (G). This paper concerns the upper bound on |E(G)| for a
critically k-connected graph G of given order, i.e., the lower bound on |E( 9G)|. Let n; k
be integers with k¿2 and n¿k + 2, and de7ne p by
p=
{
n=k + 1 if n=k is an odd integer;
n=k otherwise:
In [3], Entringer proved that for k =2, if G is a critically k-connected graph of order
n, then |E( 9G)|¿p(n − k) − p2=2 − , where =0; 1; 2; 0 for n≡ 0; 1; 2; 3 (mod 4),
respectively. In [4], Krol and Veldman proved that for k =3, if G is a critically
k-connected graph of order n, then |E( 9G)|¿p(n − k) − p2=2, and conjectured that
the same holds for k¿4. In this paper, we settle this conjecture aFrmatively.
To state our result, we make the following de7nition. Let n; k; p be as above. We
de7ne G(n; k) to be the class of k-connected graphs G of order n such that V (G) has
a partition V (G)=A∪B which satisfy the following properties:
(i) 〈A〉G is a complete graph;
(ii) |B|=p;
(iii) all vertices in B have degree k in G;
(iv) NG(B)⊇A;
(v) (a) if p is even, all vertices in B have degree 1 in 〈B〉G (i.e., the edges of 〈B〉G
form a perfect matching on B),
(b) if p is odd, one of the vertices in B has degree 2 in 〈B〉G and all other vertices
have degree 1 (i.e., 〈B〉G has a component P isomorphic to a path of length 2
and the edges of 〈B − V (P)〉G form a perfect matching on
B− V (P)).
It is easy to see that G(n; k) = ∅, and that if G ∈G(n; k), then |E( 9G)|= ∑16j6p
(n − k − j) + p=2=p(n − k) − p2=2 and G is critically k-connected (note that
(iv) and (v) together imply that NG(B)=V (G)). Our main result is as
follows:
Main Theorem 1. Let n; k be integers with k¿4 and n¿k + 2, and de5ne p by
p=
{
n=k + 1 if n=k is an odd integer;
n=k otherwise:
Let G be a critically k-connected graph of order n. Then |E( 9G)|¿p(n− k)−p2=2,
and equality holds if and only if G ∈G(n; k).
Remark 1. By the result of Krol and Veldman [4] mentioned earlier, the same con-
clusion holds for k =3 as well.
Remark 2. A k-connected graph is said to be minimally k-connected if the deletion
of any edge results in a graph which is not k-connected. For results concerning the
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maximum number of edges in a minimally k-connected graph, the reader is referred
to BollobHas [2, Chapter I].
Remark 3. As for digraphs, Aharoni and Berger [1] has recently determined the max-
imum number of edges in a critically strongly connected digraph.
We prove the main theorem by proving the following three propositions:
Proposition 1. Under the notation of the main theorem, suppose that n¿k(6k +26)=
(6k − 23) and n¿2k. Then the conclusion of the main theorem holds.
Proposition 2. Under the notation of the main theorem, suppose that n68k. Then
the conclusion of the main theorem holds.
Proposition 3. Under the notation of the main theorem, suppose that k =4 and n¿33.
Then the conclusion of the main theorem holds.
The organization of the paper is as follows. Section 2 contains numerical results,
and Section 3 contains preliminary results concerning critically k-connected graphs. We
prove Proposition 1–3 in Sections 4–6, respectively.
2. Numerical results
In this section, we prove numerical results which we use in the proofs of Propositions
1–3. The proof of the 7rst lemma is easy, so it is omitted.
Lemma 2.1. Let n; k; p be nonnegative integers such that k¿3; n¿k(3k+8)=(3k−8)
and p6(n=k) + 1. Then n¿(8p=3) + k.
Lemma 2.2. Let ; p; m; a; b be nonnegative integers such that (8p=3)6; m¡p;
2b6; a¡4(p − m)=3 and a + b¿4(p − m)=3, and let b′=(4(p − m)=3)− a. Then
b′(− m− a− b′)6b(− m− a− b).
Proof. Note that b+m+a+b′= b+4p=3−m=36=2+=2−m=36. Thus 0¡b′6b6
−m− a− b′, and hence the desired inequality follows from the fact that the function
f(x)= x(− m− a− x) is a concave function.
The following two lemmas, Lemmas 2.3 and 2.4, are used in the proof of
Proposition 1.
Lemma 2.3. Let p;m be nonnegative integers with p¿3 and m¡p. Then 9(p+ 1)=
(p− m)− 17m612.
Proof. This follows from the fact that the function f(x)= 9(p+ 1)=(p− x)− 17x is
convex in the interval 06x6p− 1.
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Lemma 2.4. Let n; k be integers such that k¿4; n¿2k and n¿k(6k+26)=(6k−23),
and let p be an integer such that (n=k)6p6(n=k) + 1. Further let m be an integer
with 06m¡p. Then
(4(p− m)=3)(n− k − m− (4(p− m)=3))¿p=2+
∑
m+16j6p
(n− k − j):
Proof. It suFces to show
(4(p− m)=3)(n− k − m− 4(p− m)=3)¿(p+ 1)=2 +
∑
m+16j6p
(n− k − j):
By calculations, we see that this is equivalent to
6n¿23p+ 6k + 9(p+ 1)=(p− m)− 17m− 9:
Since p6(n=k) + 1, this means that it suFces to show
(6− 23=k)n¿6k + 9(p+ 1)=(p− m)− 17m+ 14: (2.1)
Note that we have p¿3 because n¿2k and p¿(n=k) by assumption. Thus
(2.1) immediately follows from Lemma 2.3 and the assumption that n¿k(6k + 26)=
(6k − 23).
The following lemma is used in the proof of Proposition 2. We omit its proof
because it can be veri7ed by straightforward calculations.
Lemma 2.5. Let ; c; d be integers.
(i) Suppose that ¿13; 36c64, and 7 − c6d66. Then c( − c) +
d(− c − d)¿5− 12.
(ii) Suppose that ¿16; 36c65, and 8 − c6d68. Then c( − c) +
d(− c − d)¿6− 18.
(iii) Suppose that ¿21; 36c66, and 9 − c6d612. Then c( − c) +
d(− c − d)¿7− 24.
(iv) Suppose that ¿24; 36c67, and 10 − c6d614. Then c( − c) +
d(− c − d)¿8− 32.
The rest of the lemmas in this section are used in the proof of Proposition 3.
Lemma 2.6. Let p;m be integers with p¿8 and 36m6p − 1. Then 9(p + 1)=
(p− m)− 17m¡−34.
Proof. As in Lemma 2.3, it suFces to verify the inequality for m=3 and
m=p − 1. Now if m=3; 9(p + 1)=(p − m)− 17m681=5− 51¡−34; if m=p − 1;
9(p+ 1)=(p− m)− 17m= − 8p+ 26¡− 34.
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Lemma 2.7. Let n be an integer such that n¿29, and let p be an integer such that
(n=4)6p6(n=4) + 1. Further let m be an integer with 36m6p− 1. Then
(4(p− m)=3)(n− 4− m− (4(p− m)=3))¿p=2+
∑
m+16j6p
(n− 4− j):
Proof. As in Lemma 2.4, it suFces to show
(n=4)¿24 + 9(p+ 1)=(p− m)− 17m+ 14;
which follows from Lemma 2.6.
Lemma 2.8. Let n¿33 be an integer, and let p be an integer such that (n=4)6p6
(n=4) + 1. Then
((4p=3)− 4)(n− (4p=3)) + 2n− 12¿p=2+
∑
16j6p
(n− 4− j):
Proof. It suFces to show
((4p=3)− 4)(n− (4p=3)) + 2n− 12¿(p+ 1)=2 +
∑
16j6p
(n− 4− j):
By calculations, we see that this is equivalent to
n¿(23p)=6− 5 + (5=2)=(p=3− 2): (2.2)
Note that by assumption, n¿4p− 4 and p¿9, and we have n¿4p− 4 when p=9.
Thus (2.2) clearly holds.
Arguing as in Lemma 2.8, we obtain the following lemma.
Lemma 2.9. Let n¿33 be an integer, and let p be an integer such that (n=4)6
p6(n=4) + 1. Then
(4p=3)(n− 4− (4p=3)) + 2((4p=3)− 2)¿p=2+
∑
16j6p
(n− 4− j):
3. Critically k-connected graphs
In this section, we prove preliminary results concerning critically k-connected graphs.
Let n; k; p; G be as in the Main Theorem. A subset A of V (G) is called a frag-
ment if |NG(A) − A|= k; A = ∅ and V (G) − (A∪NG(A)) = ∅. When A is a fragment,
we let A˜=V (G) − (A∪NG(A)); so A˜ is a fragment with NG(A˜) − A˜=NG(A) − A.
Now since G is critically k-connected, there exist fragments A1; A2; : : : ; A‘ such that⋃
16i6‘ (NG(Ai) − Ai)=V (G) (note that in general, when G is a k-connected graph
of order at least k + 2 and x∈V (G); G − x is not k-connected if and only if there
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exists a fragment A such that x∈NG(A) − A). We may assume that we have chosen
A1; A2; : : : ; A‘ so that ‘ is as small as possible, and so that (|A1|; |A2|; : : : ; |A‘|) is lexi-
cographically as small as possible. Then for each i; 〈Ai〉G is connected and |Ai|6|A˜i|,
and |A1|6|A2|6 · · ·6|A‘|. For each i, write Si =NG(Ai)− Ai.
Claim 3.1. Let 16i¡j6‘, and suppose that Ai ∩Aj =&. Then Ai⊆Aj.
Proof. By way of contradiction, suppose that Ai*Aj. Then |Ai ∩Aj|¡|Ai|. Let
R=(Ai ∩ Sj)∪ (Si ∩ Sj)∪ (Si ∩Aj);
Q=(Si ∩ A˜j)∪ (Si ∩ Sj)∪ (A˜i ∩ Sj):
Since R separates Ai ∩Aj and A˜i ∪ A˜j; |R|¿k. Suppose further that A˜i ∩ A˜j = ∅. Then
Q separates A˜i ∩ A˜j and Ai ∪Aj, and hence |Q|¿k. Since |R| + |Q|= |Si| + |Sj|=2k,
this implies |R|= |Q|= k. Thus, Ai ∩Aj and A˜i ∩ A˜j are fragments with NG(Ai ∩Aj)−
(Ai ∩Aj)=R and NG(A˜i ∩ A˜j)− (A˜i ∩ A˜j)=Q; so (NG(Ai ∩Aj)− (Ai ∩Aj))∪ (NG(A˜i ∩
A˜j)− (A˜i ∩ A˜j))=R∪Q= Si ∪ Sj =(NG(Ai)− Ai)∪ (NG(Aj)− Aj). Consequently, by re-
placing Ai and Aj by Ai ∩Aj and A˜i ∩ A˜j, we get a contradiction to the minimality of
(|A1|; |A2|; : : : ; |A‘|). Thus, A˜i ∩ A˜j = ∅. On the other hand, from |R|¿k, we get |Si ∩ A˜j|
= k−|Sj−A˜j|6|R|−|Si−A˜j|= |Ai ∩ Sj|. Therefore, |A˜j|= |Si ∩ A˜j|+|Ai ∩ A˜j|6|Ai ∩ Sj|+
|Ai ∩ A˜j|¡|Ai|. But since we have |Ai|6|Aj|6|A˜j| by the minimality of (|A1|; |A2|;
: : : ; |A‘|), this is impossible, and this contradiction completes the proof of the
claim.
Claim 3.2. Let 16i6‘, and let u∈ Si. Then NG(u)∩Ai = ∅ and NG(u)∩ A˜i = ∅.
Proof. Since |Si|= k and Si separates Ai and A˜i in G, this follows from the assumption
that G is k-connected.
Claim 3.3. Let 16h6‘, and suppose that |Ah|=2. Then there is no j with j = h such
that Aj ⊆Ah.
Proof. Write Ah= {u; v}, and suppose that Aj = {u} for some j. Note that Sj =NG(u)
and NG(u)⊆Ah ∪NG(Ah)=Ah ∪ Sh. We show that NG(v)= (Ah ∪ Sh) − {v}. Suppose
that NG(v) =(Ah ∪ Sh)−{v}. Then since NG(v)⊆Ah ∪ Sh and |Ah ∪ Sh|= k+2; |NG(v)|
= k. Hence {v} is a fragment, and NG(u)∪NG(v)=NG(u)∪NG(Ah)⊃NG(u)∪ Sh. Con-
sequently, by replacing Ah by {v}, we get a contradiction to the minimality of (|A1|; |A2|;
: : : ; |A‘|). Thus, NG(v)= (Ah ∪ Sh)− {v}. Since NG(u)⊆Ah ∪ Sh, this implies NG(u)−
{v}⊆NG(v). Now by the de7nition of A1; : : : ; A‘, there exists i such that u∈ Si. Then
by Claim 3.2, NG(u)∩Ai = ∅ and NG(u)∩ A˜i = ∅. Since NG(u) − {v}⊆NG(v) and no
edge of G joins a vertex in Ai and a vertex in A˜i, this implies v∈ Si. Consequently,
Si ∪ Sh⊇Ah ∪ Sh⊇NG(u)= Sj, which implies
⋃
16r6‘; r =j Sr =V (G). This contradicts
the minimality of ‘, completing the proof of the claim.
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The following two claims immediately follow from the de7nition.
Claim 3.4. Let 16i; h6‘.
(i) If Ai⊆Ah, then Si⊆Ah ∪ Sh.
(ii) If Ai⊆ A˜h, then Si⊆ A˜h ∪ Sh.
Claim 3.5. Let 16i6‘ and let v∈V (G)−Ai. Then v∈ Si if and only if EG(v; Ai) = ∅.
Claim 3.6. Let 16h6‘. Suppose that there is no j with j = h such that Aj ⊆Ah, and
let v∈Ah. Then there exists i such that Ah ∩Ai = ∅ and EG(v; Ai) = ∅.
Proof. By the de7nition of A1; A2; : : : ; A‘, there exists i such that v∈ Si. Then v =∈Ai,
and hence Ah*Ai. Since Ai*Ah by assumption, this implies Ah ∩Ai = ∅ by Claim 3.1,
and we have EG(v; Ai) = ∅ by Claim 3.5.
Let B1; B2; : : : ; Bm be the maximal members among A1; A2; : : : ; A‘. By Claim 3.1,
Bi ∩Bj = ∅ for all i; j with 16i¡j 6 m. For each 16j 6 m, write Tj =NG(Bj)− Bj.
The greater part of the proof of Proposition 1 through 3 are based on the following
claim.
Claim 3.7. Let 16r6m. Then
|E( 9G)|¿
∑
16j6r
|Bj|

n− k − ∑
16h6j
|Bh|

+ ∑
16h¡j6r
|Bj||Bh ∩NG(Bj)|
Proof. Let 16j6r. Then for each 16h¡j, we have
|Bh ∩ B˜j|= |Bh| − |Bh ∩Tj|= |Bh| − |Bh ∩NG(Bj)|
because Bh ∩Bj = ∅ and Tj =NG(Bj)− Bj. Hence∣∣∣∣∣∣B˜j −
⋃
16h¡j
Bh
∣∣∣∣∣∣= |B˜j| −
∑
16h¡j
|Bh ∩ B˜j|
= |B˜j| −
∑
16h¡j
(|Bh| − |Bh ∩NG(Bj)|)
= n− k −
∑
16h6j
|Bh|+
∑
16h¡j
|Bh ∩NG(Bj)|:
Therefore,∣∣∣∣∣∣E 9G(Bj; B˜j)−
⋃
16h¡j
E 9G(Bh; B˜h)
∣∣∣∣∣∣
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¿
∣∣∣∣∣∣E 9G

Bj; B˜j − ⋃
16h¡j
Bh


∣∣∣∣∣∣
= |Bj|

n− k − ∑
16h6j
|Bh|

+ |Bj| ∑
16h¡j
|Bh ∩NG(Bj)|:
Since
|E( 9G)|¿
∣∣∣∣∣∣
⋃
16j6r
E 9G(Bj; B˜j)
∣∣∣∣∣∣
=
∑
16j6r
|E 9G(Bj; B˜j)−
⋃
16h¡j
E 9G(Bh; B˜h)|;
the desired inequality immediately follows from this.
Claim 3.8. Let 16r6m. Then
|E( 9G)|¿
∑
16j6r
|Bj|

n− k − ∑
16h6j
|Bh|

+ ∑
16h¡j6r
|EG(Bh; Bj)|:
Proof. Since |EG(Bh; Bj)|6|Bj||Bh ∩NG(Bj)|, this follows from Claim 3.7.
In applications of Claim 3.8, we need a lower bound for
∑
16h¡j6r |EG(Bh; Bj)| and∑
16j6r |Bj|. Claim 3.9 is concerned with EG(Bh; Bj), and Claim 3.10 and Claim 3.13
are concerned with
∑
16j6r |Bj|.
Claim 3.9. Let 16h6m. Suppose that |Bh|62, and let v∈Bh. Then there exists
j(16j 6 m) with j = h such that EG(v; Bj) = ∅.
Proof. By Claims 3.3 and 3.6, there exists i (16i6‘) such that Bh ∩Ai = ∅ and EG(v;
Ai) = ∅. By the de7nition of B1; : : : ; Bm, there exists j(16j6m) such that Ai⊆Bj. Then
Bh ∩Bj = ∅ and, since EG(v; Ai)⊆EG(v; Bj), we have EG(v; Bj) = ∅.
We henceforth assume that |B1|6|B2|6 · · ·6|Bm|. We may assume Bm=A‘.
Let
m1 = |{16j6m | |Bj|=1}|;
m2 = |{16j6m | |Bj|=2}|;
m3 = |{16j6m | |Bj|¿3}|:
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Thus |Bj|=1 for all 16j6m1; |Bj|=2 for all m1 + 16j6m1 +m2, |Bj|¿3 for all
m1 +m2 + 16j6m. For notational simplicity, let bi = |Bm1+i| for each 16i6m2 +m3,
and let b=
∑
16i6m2+m3 bi =2m2 +
∑
m2+16i6m2+m3 bi.
Claim 3.10.
k(m1 + m2) +
∑
m2+16i6m2+m3
(bi + k)¿n:
Proof. We have
V (G) =
⋃
16i6‘
Si (by the de7nition of A1; : : : ; A‘)
=
⋃
16j6m

 ⋃
Ai⊂Bj
Si


⊆

 ⋃
16j6m1+m2
Tj

 ∪

 ⋃
m1+m2+16j6m
(Bj ∪Tj)


(by Claim 3:3 and 3:4(i));
and the desired inequality immediately follows from this.
The following two claims deal with special cases of the main theorem.
Claim 3.11. Suppose that |Bm|=2 and |Bm−1|=1, i.e., m1 =m − 1 and m2 = 1, and
suppose further that m6p − 1. Then the conclusion of the main theorem
holds.
Proof. By Claim 3.10 and the de7nition of p; n=k is an odd integer and m=
p − 1= n=k; so p¿4. Note that n=(p − 1)k = ∑16j6p−1 |Tj|. Since p − 1= ‘ and
{T1; : : : ; Tp−1}= {S1; : : : ; S‘} by Claim 3.3 and since V (G)=
⋃
16i6‘ Si, this means
that {T1; : : : ; Tp−1} forms a partition of V (G). By Claim 3.5, this implies that for
any distinct h; i; j(16h; i; j 6 p − 1), Bh ∩NG(Bi)∩NG(Bj)= ∅. Since p is even,
this together with Claim 3.9 implies that the edges in
⋃
16h¡j6p−1 EG(Bh; Bj) form
a perfect matching on
⋃
16j6p−1 Bj. We may assume EG(Bp−3; Bp−1) = ∅ and
EG(Bp−2; Bp−1) = ∅. Then
∑
16h¡j6p−2
|Bj||Bh ∩NG(Bj)|=
∑
16h¡j6p−4
|Bj||Bh ∩NG(Bj)|
= (p− 4)=2
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and ∑
16h6p−2
|Bp−1||Bh ∩NG(Bp−1)|
= |Bp−1||Bp−3 ∩NG(Bp−1)|+ |Bp−1||Bp−2 ∩NG(Bp−1)|
= 4:
Therefore, by Claim 3.7,
|E( 9G)|¿
∑
16j6p−2
(n− k − j) + 2(n− k − p) + (p− 4)=2 + 4
¿
∑
16j6p
(n− k − j) + p=2:
Claim 3.12. Suppose that |Bm|=1, i.e., m1 =m, and suppose further that m6p. Then
m=p, and the conclusion of the main theorem holds.
Proof. By Claim 3.10 and the de7nition of p; m¿p−1. Suppose that m=p−1. Then
n=k is an odd integer and m=p− 1= n=k. Arguing as in the proof of Claim 3.11, we
see that the edges in
⋃
16h¡j6p−1 EG(Bh; Bj) form a perfect matching on
⋃
16j6p−1 Bj.
But this is impossible because |⋃16j6p−1 Bj|=p − 1 is odd. Thus, m =p − 1 and
hence m=p. Then
|E( 9G)|¿
∑
16j6p
(n− k − j) +
∑
16h¡j6p
|EG(Bh; Bj)| (3.1)
by Claim 3.8, and∑
16h¡j6p
|EG(Bh; Bj)|¿p=2 (3.2)
by Claim 3.9. Consequently |E( 9G)|¿∑16j6p(n− k − j) + p=2: Now suppose that
|E( 9G)|= ∑16j6p(n− k − j)+ p=2: Then the equality holds in (3.1) and (3.2). The
equality in (3.1) implies that G − ⋃16j6p Bj is a complete graph. If p is even, the
equality in (3.2) implies that every vertex in
⋃
16j6p Bj has degree 1 in 〈
⋃
16j6p Bj〉G;
if p is odd, the equality in (3.2) implies that one of the vertices in
⋃
16j6p Bj has
degree 2 in 〈⋃16j6p Bj〉G and every other vertex in ⋃16j6p Bj has degree 1. Therefore,
G belongs to G(n; k).
Claim 3.13. Suppose that m1¡p. Then one of the following holds:
(i) b¿4(p− m1)=3; or
(ii) m=p− 1; m1 =p− 2, and m2 = 1.
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Proof. Let n′= n− km1. By the de7nition of p
n′=k6p− m16n′=k + 1: (3.3)
We 7rst consider the case where p − m1¿5. In this case, it follows from (3.3) that
n′=k¿4, and hence
p− m16n′=k + 165n′=4k: (3.4)
By Claim 3.10,
m2 +
∑
m2+16i6m2+m3
(bi + k)=k¿n′=k: (3.5)
Since (bi + k)=(bik)= 1=k + 1=bi67=12 for each m2 + 16i6m2 + m3 and since we
clearly have 2m2¿(12m2)=7, it follows from (3.4) and (3.5) that
2m2 +
∑
m2+16i6m2+m3
bi¿ (12=7)
(
m2 +
∑
m2+16i6m2+m3
(bi + k)=k
)
¿ 12n′=7k
¿ 48(p− m1)=35
¿ 4(p− m1)=3:
Thus (i) holds in this case.
We now consider the case where p−m164. If p−m1 = 4, then arguing as above,
we get b¿(12=7)(3=4)(p−m1)= 36=7, and hence b¿6. Similarly, if p−m1 = 3, then
b¿(12=7)(2=3)(p − m1)= 24=7, and hence b¿4. Thus, we may assume p − m162.
Since m1¡p by assumption, we get m¿m1 by the 7rst assertion of
Claim 3.12, and hence b¿b1¿2. Consequently, if (i) does not hold, we obtain
p− m1 = 2 and b= b1 = 2, which means that (ii) holds.
The rest of the claims in this section are needed only in the proof of Propositions 2
and 3, but not in the proof of Proposition 1. The 7rst claim immediately follows from
Claim 3.4.
Claim 3.14. Let 16i; h6‘.
(i) If Si ∩Ah = ∅, then Ai ∩ (Ah ∪ Sh) = ∅.
(ii) If Si ∩ A˜h = ∅, then Ai ∩ (A˜h ∪ Sh) = ∅.
Claim 3.15. Let 16i; h6‘, and suppose that Ah⊆ Si. Then Sh ∩Ai = ∅ and
Sh ∩ A˜i = ∅.
Proof. Since Sh=NG(Ah)− Ah, this follows from Claim 3.2.
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Claim 3.16. Let 16i; j6‘, and suppose that Ai ∩Aj = ∅ and EG(Ai; Aj) = ∅. Then
|E 9G(Ai; A˜i)∩E 9G(Aj; A˜j)|6(|Ai| − 1)(|Aj| − 1):
Proof. Since Ai ∩Aj = ∅ and Si =NG(Ai) − Ai; Aj ∩ A˜i =Aj − Si =Aj − NG(Ai). Since
EG(Ai; Aj) = ∅, this implies |Aj ∩ A˜i|6|Aj| − 1. Similarly, |Ai ∩ A˜j|6|Ai| − 1. Since
we have E 9G(Ai; A˜i)∩E 9G(Aj; A˜j)⊆E 9G(Ai ∩ A˜j; Aj ∩ A˜i) by the assumption that Ai ∩
Aj = ∅, we now obtain |E 9G(Ai; A˜i)∩E 9G(Aj; A˜j)|6|Ai ∩ A˜j||Aj ∩ A˜i|6(|Ai| − 1)
(|Aj| − 1).
The proof of the following claim can be found in several papers (see, for ex-
ample, Thomassen [5]), but we have included the proof for the convenience of the
reader.
Claim 3.17. Let 16i6‘.
(i) If |Ai|¿k, then there is no h (16h6‘) such that Sh⊇Ai.
(ii) If |A˜i|¿k, then there is no h (16h6‘) such that Sh⊇ A˜i.
Proof. To prove (i), suppose that |Ai|¿k, and Ai⊆ Sh for some h. Then Ai ∩Ah=
Ai ∩A˜h= ∅.
Since k6|Ai|6|Sh|= k, we have Ai = Sh, and hence Si ∩ Sh= A˜i ∩ Sh= ∅. Since A˜i = ∅,
this implies that we have A˜i ∩Ah = ∅ or A˜i ∩ A˜h = ∅. We may assume
A˜i ∩ A˜h = ∅ by symmetry (in this proof, we do not make use of the fact that
|Ah|6|A˜h|). Then Si ∩ A˜h=(Si ∩ A˜h)∪ (Si ∩ Sh)∪ (A˜i ∩ Sh) separates A˜i ∩ A˜h from
Ai ∪Ah, and hence |Si ∩ A˜h|¿k. This implies Si ∩ A˜h= Si, and hence Si ∩Ah= ∅. Now
if A˜i ∩Ah = ∅, then since (Si ∩Ah)∪ (Si ∩ Sh)∪ (A˜i ∩ Sh)= ∅, there is no edge joining
A˜i ∩Ah to V (G) − (A˜i ∩Ah), which contradicts the fact that G is connected. Con-
sequently, A˜i ∩Ah= ∅. But then Ah=(Ai ∩Ah)∪ (Si ∩Ah)∪ (A˜i ∩Ah)= ∅, which is
absurd. Thus (i) is proved, and (ii) can be veri7ed in a similar way.
In what follows, we are mainly concerned with the number of edges in 〈Bm ∪Tm〉 9G
and 〈B˜m ∪Tm〉 9G. The following lemma shows that Claim 3.1 holds even if we replace
Bm by B˜m.
Claim 3.18. Let 16i6‘ and suppose that Ai ∩ B˜m = ∅. Then Ai⊆ B˜m.
Proof. Recall that A‘ =Bm. Thus, i = ‘ by the assumption that Ai ∩ B˜m = ∅. Now by
way of contradiction, suppose that Ai* B˜m= A˜‘. Then arguing as in Claim 3.1, we ob-
tain A˜i ∩A‘ = ∅, and hence |A‘|¡|Ai|. This contradicts the minimality of (|A1|; : : : ; |A‘|),
completing the proof of the claim.
Now let
I = {i | 16i6‘ − 1; Ai⊆Bm};
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J = {j | 16j 6 ‘ − 1; Aj ⊆ B˜m};
K = {h | 16h6‘ − 1; Ah⊆Tm}:
By Claim 3.1 and 3.18, {1; : : : ; ‘ − 1}= I ∪ J ∪K .
Claim 3.19. Let Z =
⋃
h∈K Sh.
(i) Suppose that Bm − Z = ∅, and there is no i∈ I such that Ai ∩Z = ∅. Then there
exist i1; i2 ∈ I such that Ai1 ; Ai2 ⊆Bm − Z; Ai1 ∩Ai2 = ∅ and EG(Ai1 ; Ai2 ) = ∅.
(ii) Suppose that B˜m − Z = ∅, and there is no j∈ J such that Aj ∩Z = ∅. Then there
exist j1; j2 ∈ J such that Aj1 ; Aj2 ⊆ B˜m − Z; Aj1 ∩Aj2 = ∅ and EG(Aj1 ; Aj2 ) = ∅.
Proof. We prove (i). By the de7nition of A1; A2; : : : ; A‘, there exists i1 (16i16
‘− 1) such that Si1 ∩ (Bm − Z) = ∅. Then by Claim 3.14(i), Ai1 ∩ (Bm ∪Tm) = ∅. Since
{1; : : : ; ‘ − 1}= I ∪ J ∪K , this implies i1 ∈ I ∪K . Since Si1 ∩ (Bm − Z) = ∅, it follows
from the de7nition of Z that i1 =∈K , and hence i1 ∈ I . Consequently, Ai1 ⊆Bm − Z by
the assumption that there is no i∈ I such that Ai ∩Z = ∅. We may assume we have
chosen i1 so that Ai1 is minimal, subject to the condition that Ai1 ⊆Bm − Z . Again by
the de7nition of A1; A2; : : : ; A‘, there exists i2 (16i26‘ − 1) such that Si2 ∩Ai1 = ∅.
Then arguing as above, we obtain Ai2 ⊆Bm − Z . From Si2 ∩Ai1 = ∅, we get Ai2+Ai1 .
Since Ai2*Ai1 , by the minimality of Ai1 , this implies Ai1 ∩Ai2 = ∅ by Claim 3.1, and
we have EG(Ai1 ; Ai2 ) = ∅ by Claim 3.5. This proves (i), and (ii) can be veri7ed in a
similar way.
Claim 3.20. Suppose that |K |=1, and write K = {h}. Suppose further |Ah|=1.
(i) If Bm − Sh = ∅,
|E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G)− E 9G(Ah; A˜h)|¿|Bm| − 1:
(ii) If B˜m − Sh = ∅,
|E(〈B˜m ∪Tm〉 9G)− E(〈Tm〉 9G)− E 9G(Ah; A˜h)|¿|B˜m| − 1:
Proof. To prove (i), suppose that Bm − Sh = ∅, and let
y= |E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G)− E 9G(Ah; A˜h)|:
Assume for the moment that there exists i∈ I such that Ai ∩ Sh = ∅. Then EG(Ai; Ah) = ∅
by Claim 3.5, and hence |E 9G(Ai; A˜i)∩E 9G(Ah; A˜h)|6(|Ai| − 1)(|Ah| − 1)=0 by Claim
3.16. Since E 9G(Ai; A˜i ∩ (Bm ∪Tm))⊆E(〈Bm ∪Tm〉 9G) − E(〈Tm〉 9G), this implies
y¿|E 9G(Ai; A˜i ∩ (Bm ∪Tm)) − E 9G(Ah; A˜h)|= |Ai||A˜i ∩ (Bm ∪Tm)|. By Claim 3.4(i),
Si ⊂ Bm ∪Tm, and hence |A˜i ∩ (Bm ∪Tm)|= |Bm ∪Tm| − |Ai ∪ Si|= |Bm| − |Ai|. Con-
sequently, y¿|Ai|(|Bm| − |Ai|). Since we have |Ai|6|Bm| − 1 by the fact that Ai⊆Bm
and Ai =Bm, this implies y¿|Bm| − 1. Thus, we may assume there is no such i.
By Claim 3.19(i), there exist i1; i2 ∈ I such that Ai1 ; Ai2 ⊆Bm − Sh; Ai1 ∩Ai2 = ∅ and
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EG(Ai1 ; Ai2 ) = ∅. By Claim 3.16, |E 9G(Ai1 ; A˜i1 )∩E 9G(Ai2 ; A˜i2 )|6(|Ai1 | − 1)(|Ai2 | − 1).
Hence
y¿ (|E 9G(Ai1 ; A˜i1 ∩ (Bm ∪Tm))| − |E 9G(Ai1 ; A˜i1 )∩E 9G(Ah; A˜h)|)
+ (|E 9G(Ai2 ; A˜i2 ∩ (Bm ∪Tm))| − |E 9G(Ai2 ; A˜i2 )∩E 9G(Ah; A˜h)|)
− |E 9G(Ai1 ; A˜i1 )∩E 9G(Ai2 ; A˜i2 )|
(because E 9G(Ai1 ; A˜i1 ∩ (Bm ∪Tm))∪E 9G(Ai2 ; A˜i2 ∩ (Bm ∪Tm))
⊆ E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G))
¿ (|Ai1 |(|Bm| − |Ai1 |)− |Ai1 ||Ah|) + (|Ai2 |(|Bm| − |Ai2 |)− |Ai2 ||Ah|)
− (|Ai1 | − 1)(|Ai2 | − 1) (because |A˜i1 ∩ (Bm ∪Tm)|= |Bm| − |Ai1 |;
|A˜i2 ∩ (Bm ∪Tm)|= |Bm| − |Ai2 |; |E 9G(Ai1 ; A˜i1 )∩E 9G(Ah; A˜h)|6|Ai1 ||Ah|
and |E 9G(Ai2 ; A˜i2 )∩E 9G(Ah; A˜h)|6|Ai2 ||Ah|)
= |Ai1 |(|Bm| − |Ai1 |) + |Ai2 |(|Bm| − |Ai1 | − |Ai2 |)− 1 (because |Ah|=1):
On the other hand, Bm ∩ Sh = ∅ by Claim 3.15, and hence |Ai1 |+ |Ai2 |6|Bm|− |Bm ∩ Sh|
6|Bm| − 1. Consequently, y¿(|Bm| − 1) + (|Bm| − 1− 1)− 1. Note that the inequality
|Ai1 |+|Ai2 |6|Bm|−1 implies |Bm|¿3. Therefore, y¿|Bm|−1. This completes the proof
of (i), and (ii) can be veri7ed in a similar way.
Claim 3.21. Suppose that |Bm|62. Then Bm⊆
⋃
h∈K Sh.
Proof. Let K ′= {h | 16h6‘ − 1; Sh ∩Bm = ∅}. Then by the de7nition of A1; : : : ; A‘;
Bm⊆
⋃
h∈K′ Sh. By Claim 3.14(i), Ah ∩ (Bm ∪Tm) = ∅ for all h∈K ′. Since {1: : : : ;
‘ − 1}= I ∪ J ∪K and since I = ∅ by Claim 3.3, this implies K ′⊆K , and hence
Bm⊆
⋃
h∈K′ Sh⊆
⋃
h∈K Sh.
Now let x= |E(〈Bm ∪Tm〉 9G)∪E(〈B˜m ∪Tm〉 9G)|. Our aim is to obtain a lower bound
for x (see Claim 3.25).
Claim 3.22. Suppose that K = ∅. Then |Bm|¿3 and x¿2(n− k − 2).
Proof. By Claim 3.21, |Bm|¿3. Now under the notation of Claim 3.19, we have Z = ∅.
Hence by Claim 3.19(i), there exist i1; i2 ∈ I such that Ai1 ∩Ai2 = ∅ and EG(Ai1 ; Ai2 ) = ∅.
By Claim 3.16, |E 9G(Ai1 ; A˜i1 )∩E 9G(Ai2 ; A˜i2 )|6(|Ai1 | − 1)(|Ai2 | − 1) Hence
|E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G)|
¿|E 9G(Ai1 ; A˜i1 ∩ (Bm ∪Tm))|+ |E 9G(Ai2 ; A˜i2 ∩ (Bm ∪Tm))|
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−|E 9G(Ai1 ; A˜i1 )∩E 9G(Ai2 ; A˜i2 )|
(because E 9G(Ai1 ; A˜i1 ∩ (Bm ∪Tm))∪E 9G(Ai2 ; A˜i2 ∩ (Bm ∪Tm))
⊆E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G))
¿|Ai1 |(|Bm| − |Ai1 |) + |Ai2 |(|Bm| − |Ai2 |)− (|Ai1 | − 1)(|Ai2 | − 1)
(because |A˜i1 ∩ (Bm ∪Tm)|= |Bm| − |Ai1 |; |A˜i2 ∩ (Bm ∪Tm)|= |Bm| − |Ai2 |)
= |Ai1 |(|Bm|+ 1− |Ai1 |) + |Ai2 |(|Bm|+ 1− |Ai1 | − |Ai2 |)− 1:
Since |Ai1 | + |Ai2 |6|Bm|, this implies |E(〈Bm ∪Tm〉 9G) − E(〈Tm〉 9G)|¿(|Bm| + 1 − 1) +
(|Bm|+1−1−1)−1. Similarly |E(〈B˜m ∪Tm〉 9G)−E(〈Tm〉 9G)|¿2(|B˜m|−1). Consequently,
x¿2(|Bm| − 1) + 2(|B˜m| − 1)=2(n− k − 2).
Claim 3.23. Suppose that h∈K such that |Ah|¿2. Then x¿2(n− k − 2).
Proof. Note that E 9G(Ah; A˜h)⊆E(〈Bm ∪Tm〉 9G)∪E(〈B˜m ∪Tm〉 9G). Hence x¿|E 9G(Ah; A˜h)|
= |Ah|(n− k − |Ah|)¿2(n− k − 2).
Claim 3.24. Suppose that |K |¿2. Then x¿2(n− k − 2).
Proof. In view of Claim 3.23, we may assume |Ah|=1 for all h∈K . Then taking
h1; h2 ∈K with h1 = h2, we obtain
x¿ |E 9G(Ah1 ; A˜h1 )|+ |E 9G(Ah2 ; A˜h2 )| − |E 9G(Ah1 ; A˜h1 )∩E 9G(Ah2 ; A˜h2 )|
¿ (n− k − 1) + (n− k − 1)− 1:
Claim 3.25. Suppose that |Bm|¿2. Then the following hold:
(i) x¿n− k − 1.
(ii) If p¿3; x¿n− k + 1.
(iii) If p¿4; x¿n− k + |B˜m| − 2.
(iv) If p¿4 and |Bm|¿k; x¿2(n− k − 2).
Proof. If K = ∅, then by Claim 3.22, x¿2(n − k − 2)¿n − k + (n − k − |Bm|) −
2= n − k + |B˜m| − 2¿n − k + |Bm| − 2¿n − k + 1, which means that all of the
desired inequalities hold. Thus, we may assume that K = ∅. Then letting h∈K , we
obtain x¿|Ah|(n− k−|Ah|)¿n− k−1, which proves (i). Thus, we may assume p¿3.
Then by the de7nition of p; n¿2k + 1, so n − k¿k + 1. We 7rst consider the case
where either there exists h∈K with |Ah|¿2, or |K |¿2. In this case, x¿2(n− k − 2)
by Claims 3.23 and 3.24. This proves (iv). Since |Bm|¿2 by assumption, this also
implies x¿n− k + (n− k − |Bm|)− 2= n− k + |B˜m| − 2, which proves (iii). Finally,
since n − k¿k + 1¿5; x¿n − k + (n − k − 4)¿n − k + 1, which proves (ii). We
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now consider the case where K consists of a single element, say h, and |Ah|=1. First,
assume that |Bm|¿k. Then |B˜m|¿|Bm|¿k, and hence Sh+Bm and Sh+ B˜m by Claim
3.17. Therefore, by Claim 3.20,
x¿ |E 9G(Ah; A˜h)|+ |E(〈Bm ∪Tm〉 9G)− E(〈Tm〉 9G)− E 9G(Ah; A˜h)|
+ |E(〈B˜m ∪Tm〉 9G − E(〈Tm〉 9G)− E 9G(Ah; A˜h)|
¿ (n− k − 1) + (|Bm| − 1) + (|B˜m| − 1)=2(n− k)− 3:
This proves (iv). Next assume p¿4. Then by the de7nition of p; |Bm| + |B˜m|=
n− k¿2k, which implies |B˜m|¿(n− k)=2¿k, and hence Sh+ B˜m by Claim 3.17(ii).
Therefore, by Claim 3.20(ii), x¿(n − k − 1) + (|B˜m| − 1). This proves (iii). We are
now left with the proof of (ii). Since |Bm|+ |B˜m|= n− k¿k +1, we have Sh+Bm or
Sh+ B˜m. Hence if |Bm|¿3, then by Claim 3.20, x¿(n−k−1)+(|Bm|−1)¿n−k+1.
Thus, we may assume |Bm|=2. Then Sh⊇Bm by Claim 3.21, and hence Sh+ B˜m.
Since |B˜m|= n− k − |Bm|= n− k − 2 and n− k¿k +1¿5, it now follows from Claim
3.20(ii) that x¿(n−k−1)+(|B˜m|−1)= n−k+(n−k−4)¿n−k+1. This completes
the proof of the claim.
4. Proof of Proposition 1
We continue with the notation of Section 3, and assume that n¿2k and
n¿k(6k + 26)=(6k − 23). We divide the proof into two cases according as m1¡p
or m1¿p.
Case 1: m1¡p.
By Claims 3.13 and 3.11, we may assume b¿4(p−m1)=3. Let r be the index such
that b1 + · · · + br−1¡4(p − m1)=3 and b1 + · · · + br−1 + br¿4(p − m1)=3, and let
b′r =4(p − m1)=3 −
∑
16h6r−1 bh. Since (6k + 26)=(6k − 23)¿(3k + 8)=(3k − 8), we
have 8p=36n−k by Lemma 2.1. Since the minimality of (|A1|; : : : ; |A‘|), in particular,
implies |Bm1+r|6|B˜m1+r|, we have 2br6n− k. Consequently,
b′r
(
n− k − m1 −
∑
16h6r−1
bh − b′r
)
6br
(
n− k − m1 −
∑
16h6r−1
bh
)
by Lemma 2.2. Hence by Claim 3.8,
|E( 9G)|¿
∑
16j6m1
(n− k − j) +
∑
16i6r−1
bi
(
n− k − m1 −
∑
16h6i
bh
)
+ b′r
(
n− k − m1 −
∑
16h6r−1
bh − b′r
)
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¿
∑
16j6m1
(n− k − j) +
(( ∑
16i6r−1
bi
)
+ b′r
)
(
n− k − m1 −
∑
16h6r−1
bh − b′r
)
=
∑
16j6m1
(n− k − j) + (4(p− m1)=3)(n− k − m1 − 4(p− m1)=3):
Therefore by Lemma 2.4,
|E( 9G)|¿
∑
16j6m1
(n− k − j) +
∑
m1+16j6p
(n− k − j) + p=2:
This completes the proof for Case 1.
Case 2: m1¿p.
In view of Claim 3.12, we may assume m¿p + 1. Recall that we have p¿3 and
k¿4 by assumption. If p¿5 or k¿8, then (p− 2)k¿2p+2, and hence n− k¿(p−
2)k¿2p + 2 by the de7nition of p; if p64 and k67, then by the assumption that
n¿k(6k + 26)=(6k − 23); n− k¿49k=(6k − 23)¿10¿2p+ 2. Thus, n− k¿2p+ 2.
Since |Bp+1|6(n−k)=2, this implies |Bp+1|(n−k−p−|Bp+1|)¿n−k−p−1. We also
get n− k −p− 1¿p=2 from n− k¿2p+2, and hence |Bp+1|(n− k −p− |Bp+1|)¿
p=2. Therefore, by Claim 3.8,
|E( 9G)|¿
∑
16j6p
(n− k − j) + |Bp+1|(n− k − p− |Bp+1|)
¿
∑
16j6p
(n− k − j) + p=2:
This completes the proof of Proposition 1.
5. Proof of Proposition 2
We continue with the notation of Section 3, and assume that n68k. Then p68.
We divide the proof into three cases according to the value of |Bm|.
Case 1: |Bm|¿3.
Subcase 1.1: p=2
We have n− k¿2|Bm|¿6. Hence by Claim 3.25(i),
|E( 9G)|¿ |E 9G(Bm; B˜m)|+ |E(〈Bm ∪Tm〉 9G)∪E(〈B˜m ∪Tm〉 9G)|
¿ |Bm|(n− k − |Bm|) + (n− k − 1)
¿ 3(n− k − 3) + (n− k − 1)¿2(n− k)− 2:
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Subcase: 1.2: p=3.
We have n − k¿2|Bm|¿6. Hence by Claim 3.25(ii), |E( 9G)|¿3(n − k − 3) +
(n− k + 1)¿3(n− k)− 4.
Subcase 1.3: p=4.
By Claim 3.25(iii), |E( 9G)|¿|Bm|(n − k − |Bm|) + n − k + |B˜m| − 2= |Bm|(n − k −
1 − |Bm|) + 2(n − k − 1): Since n − k¿2|Bm|, this implies |E( 9G)|¿3(n − k − 4) +
2(n − k − 1). On the other hand, from p=4, we get n − k¿2k¿8. Consequently,
|E( 9G)|¿5(n− k)− 14¿4(n− k)− 8.
Subcase 1.4: p=5.
By the de7nition of p; n − k¿3k + 1¿13. We divide the proof further into two
subcases.
Subcase 1.4(a): |Bm|¿4.
By Claim 3.25(iii), |E( 9G)|¿|Bm|(n− k − 1− |Bm|) + 2(n− k − 1)¿4(n− k − 5) +
2(n− k − 1)¿5(n− k)− 12.
Subcase 1.4(b): |Bm|=3.
If there exists h (16h6m − 1) such that the assumptions of Lemma 2.5(i)
are satis7ed with = n − k; c= |Bm| and d=
∑
16i6h |Bi|, then by Claim 3.8 and
Lemma 2.5(i),
|E( 9G)|¿ |Bm|(n− k − |Bm|) +
∑
16j6h
|Bj|

n− k − |Bm| − ∑
16i6j
|Bi|


¿ c(n− k − c) + d(n− k − c − d)
¿ 5(n− k)− 12:
Thus, we may assume that there is no such h. Then since n¿4k + 1, it follows
from Claim 3.10 that m=4 and |B1|= |B2|= |B3|=1. Therefore, by Claim 3.8,
|E( 9G)|¿∑16j63 (n− k − j) + 3(n− k − 6)¿5(n− k)− 12.
Subcase 1.5: p=6.
By the de7nition of p; n− k¿4k¿16.
Subcase 1.5(a): |Bm|¿5.
By Claim 3.25(iii), |E( 9G)|¿|Bm|(n− k − 1− |Bm|) + 2(n− k − 1)¿5(n− k − 6) +
2(n− k − 1)¿6(n− k)− 18.
Subcase 1.5(b): 36|Bm|64.
We may assume that there is no h (16h6m − 1) such that the assumptions of
Lemma 2.5(ii) are satis7ed with c= |Bm| and d=
∑
16i6h |Bi|. Then we see from
Claim 3.10 that one of the following two cases occurs:
|Bm|=4; m=4 and |B1|= |B2|= |B3|=1;
or
|Bm|=3; m=5 and |B1|= · · · = |B4|=1:
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In either case, |B1|=1, and hence EG(B1;
⋃
26j6m Bj) = ∅ by Claim 3.9. Conse-
quently, by Claim 3.8, |E( 9G)|¿∑16j6m |Bj|(n− k −∑16i6j |Bi|)¿7(n− k)− 34¿
6(n− k)− 18.
Subcase 1.6: p=7.
By the de7nition of p; n− k¿5k + 1¿21:
Subcase 1.6(a): |Bm|¿6.
By Claim 3.25(iii), |E( 9G)|¿|Bm|(n− k − 1− |Bm|) + 2(n− k − 1)¿6(n− k − 7) +
2(n− k − 1)¿7(n− k)− 24.
Subcase 1.6(b): 46|Bm|65.
By Claim 3.10, k
∑
16i6m−1 |Bi|¿k(m1 + m2) +
∑
m1+m2+16i6m−1(|Bi| + k)¿
n−(|Bm|+k), and hence
∑
16i6m−1 |Bi|¿(n−k−|Bm|)=k¿(5k+1−|Bm|)=k =5−(|Bm|−
1)=k. Consequently, there exists h (16h6m − 1) such that the assum-
ptions of Lemma 2.5(iii) are satis7ed with c= |Bm| and d=
∑
16i6h |Bi|, and hence
|E( 9G)|¿ |Bm|(n− k − |Bm|) +
( ∑
16i6h
|Bi|
)(
n− k − |Bm| −
∑
16i6h
|Bi|
)
¿ 7(n− k)− 24
by Claim 3.8 and Lemma 2.5(iii).
Subcase 1.6(c): |Bm|=3.
We may assume that there is no h (16h6m − 1) such that the assumptions of
Lemma 2.5(iii) are satis7ed with c= |Bm| and d=
∑
16i6h |Bi|. Then by Claim 3.10,
m=6 and |B1|= · · · = |B5|=1. Hence by Claim 3.8, |E( 9G)|¿
∑
16j65(n− k − j) +
3(n− k − 8)¿7(n− k)− 24.
Subcase 1.7: p=8.
By the de7nition of p; n− k¿6k¿24:
Subcase 1.7(a): |Bm|¿8.
By Claim 3.25(iii), |E( 9G)|¿|Bm|(n− k − 1− |Bm|) + 2(n− k − 1)¿8(n− k − 9) +
2(n− k − 1)¿8(n− k)− 32.
Subcase 1.7(b): 56|Bm|67.
Since
∑
16j6m−1 |Bj|¿6−|Bm|=k by Claim 3.10, there exists h (16h6m− 1) such
that the assumptions of Lemma 2.5(iv) are satis7ed with c= |Bm| and d=
∑
16i6h |Bi|,
and hence
|E( 9G)|¿ |Bm|(n− k − |Bm|) +
( ∑
16i6h
|Bi|
)(
n− k − |Bm| −
∑
16i6h
|Bi|
)
¿ 8(n− k)− 32
by Claim 3.8 and Lemma 2.5(iv).
Subcase 1.7(c): 36|Bm|64.
We may assume that there is no h (16h6m − 1) such that the assumptions of
Lemma 2.5(iv) are satis7ed with c= |Bm| and d=
∑
16i6h |Bi|. Ten by Claim 3.10,
either
|Bm|=4; m=6 and |B1|= · · · = |B5|=1;
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or
|Bm|=3; m=7 and |B1|= · · · = |B6|=1:
and, in each case, |E( 9G)|¿∑16j6m |Bj|(n − k − ∑16i6j |Bi|)¿9(n − k) − 51¿
8(n− k)− 32.
Case 2: |Bm|=2.
By Claim 3.3, m= ‘ and {B1; : : : ; Bm}= {A1; : : : ; A‘}.
Subcase 2.1: p=2.
We have n− k¿2|Bm|¿4, and hence by Claim 3.25(i),
|E( 9G)|¿2(n− k − 2) + (n− k − 2)¿2(n− k)− 2:
Subcase 2.2: p=3.
By Claim 3.25(ii),
|E( 9G)|¿2(n− k − 2) + (n− k + 1)¿3(n− k)− 4:
Subcase 2.3: p¿4.
Since p; k¿4, it follows from the de7nition of p that n− k¿(p− 2)k¿2p.
Subcase 2.3(a): m¿p.
By Claim 3.9, there exists i (26i6m) such that EG(B1; Bi) = ∅. If |Bi|=1, we
may assume i=2; if |Bi|=2, we may assume i=m. Thus, we may assume that
EG(B1; B2 ∪B3 ∪ · · · ∪Bp−1 ∪Bm) = ∅. Hence, by Claim 3.8,
|E( 9G)|¿
∑
16j6p−1
|Bj|

n− ∑
16h6j
|Bh|

+ |Bm|

n− ∑
16h6p−1
|Bh| − |Bm|

 :
Now if we let q denote the number of indices j with 16j6p− 1 for which |Bj|=2,
then since n− k¿2p, we obtain
∑
16j6p−1
|Bj|

n− ∑
16h6j
|Bh|

+ |Bm|

n− ∑
16h6p−1
|Bh| − |Bm|


=
∑
16j6p
(n− k − j) +
∑
16j6q+1
(n− k − p− 1− j)
¿
∑
16j6p
(n− k − j) + (n− k − p− 2)
¿
∑
16j6p
(n− k − j) + (2p− p− 2)
¿
∑
16j6p
(n− k − j) + p=2:
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Consequently,
|E( 9G)|¿
∑
16j6p
(n− k − j) + p=2:
Subcase 2.3(b): m6p− 1.
By Claim 3.10 and the de7nition of p; n=k is an odd integer and m=p−1= n=k. In
view of Claim 3.11, we may assume |Bp−2|=2. Let q denote the number of indices j
with 16j 6 p−1 for which |Bj|=2. Then by Claim 3.9,
∑
16h6j6p−1 |EG(Bh; Bj)|¿
|⋃16j6p−1 Bj|=2= (p+ q− 1)=2. Hence by Claim 3.8,
|E( 9G)|¿
∑
16j6p−1
|Bj|

n− k − ∑
16h6j
|Bh|

+ (p+ q− 1)=2
=
∑
16j6p−1
(n− k − j) +
∑
16j6q
(n− k − p− j) + (p+ q− 1)=2:
Since n− k¿2p and q¿2, this implies
|E( 9G)|¿
∑
16j6p−1
(n− k − j) + (n− k − p− 1) + (n− k − p− 2) + (p+ 1)=2
¿
∑
16j6p
(n− k − j) + p=2:
Case 3: |Bm|=1.
As in Case 2, we have m= ‘ and {B1; : : : ; Bm}= {A1; : : : ; A‘}. In view of Claim
3.12, we may assume m¿p+ 1.
Subcase 3.1: p=2.
By Claim 3.9, there exists i (26i6m) such that EG(B1; Bi) = ∅. We may assume
i=2. Then by Claim 3.5, B1⊆T2 and B2⊆T1. By Claim 3.15, T2 ∩ B˜1 = ∅, and hence
|T1 ∪T2|¿|T1|+|B1|+|T2 ∩ B˜1|¿k+2. Since Tj−(
⋃
16h6j−1 Th) = ∅ for each 36 j 6 m
by the minimality of ‘(=m), this implies n= |⋃16j6m Tj|¿k + m. Assume for the
moment that m=3. Then since
∑
16h6j63 |EG(Bh; Bj)|¿2 by Claim 3.9, it follows
from Claim 3.8 that |E( 9G)|¿∑16j63 (n− k− j)+2. Since n− k¿m=3, this implies
|E( 9G)|¿∑16j62 (n− k − j) + 1. Thus, we may assume m¿4. Since EG(B1; B2) = ∅,
it follows from Claim 3.8 that |E( 9G)|¿∑16j63 (n− k − j). Since n− k¿m¿4, this
implies |E( 9G)|¿∑16j62(n− k − j) + 1.
Subcase 3.2: p¿3.
By Claim 3.9, we may assume EG(Bj; (
⋃
16h6j−1 Bh)∪Bj+1) = ∅ for each
16j6m − 1. Then ∑16h6j6p+1 |EG(Bh; Bj)|¿p=2. Hence by Claim 3.8, |E( 9G)|¿∑
16j6p+1 (n − k − j) + p=2. Since we have n − k¿p + 2 by the assumption that
p¿3, this implies |E( 9G)|¿∑16j6p (n− k − j) + p=2. This completes the proof of
Proposition 2.
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6. Proof of Proposition 3
We continue with the notation of Section 3, and assume that k =4 and n¿33.
Then p¿9. Recall that b=
∑
16i6m2+m3 bi =
∑
m1+16j6m |Bj|. If m1¿p, then since
p¿9¿5 by assumption, we can argue as in Case 2 of the proof of Proposition 1.
Thus we may assume m16p− 1.
Case 1: 36m16p− 1.
We argue as in Case 1 of the proof of Proposition 1. By Claims 3.13 and 3.11, we
may assume b¿4(p−m1)=3. Let r be the index such that b1+ · · ·+br−1¡4(p−m1)=3
and b1 + · · ·+ br−1 + br¿4(p−m1)=3, and let b′r =4(p−m1)=3−
∑
16h6r−1 bh. Since
n¿4p− 4 and p¿9, we have 8p=36n− 4, and hence
b′r
(
n− 4− m1 −
∑
16h6r−1
bh − b′r
)
6br
(
n− 4− m1 −
∑
16h6r−1
bh
)
by Lemma 2.2. Hence by Claim 3.8
|E( 9G)|¿
∑
16j6m1
(n− 4− j) +
∑
16i6r−1
bi
(
n− 4− m1 −
∑
16h6i
bh
)
+ b′r
(
n− 4− m1 −
∑
16h6r−1
bh − b′r
)
¿
∑
16j6m1
(n− 4− j) + (4(p− m1)=3)(n− 4− m1 − 4(p− m1)=3):
Therefore by Lemma 2.7,
|E( 9G)|¿
∑
16j6m1
(n− 4− j) +
∑
m1+16j6p
(n− 4− j) + p=2:
Case 2: m162.
Claim 6.1. m1 + b¿4p=3.
Proof. Let n′= n − 4m1. Since p¿9 and m162 by assumption, p − m1¿7. Hence,
arguing as in the proof of Claim 3.13, we obtain
b¿(12=7)(6=7)(p− m1)¿(10=7)(p− m1):
Since m162 and p − m1¿7, this implies b + m1¿(12=9)p, completing the proof of
the claim.
We now divide the proof into two subcases.
Subcase 2.1: |Bm|¿4p=3− 4.
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Since p¿9; |Bm|¿4. Hence by Claim 3.25(iv),
|E( 9G)|¿ |E 9G(Bm; B˜m)|+ |E(〈Bm ∪Tm〉 9G ∪ 〈B˜m ∪Tm〉 9G)|
¿ |Bm|(n− 4− |Bm|) + 2(n− 4− 2)
¿ (4p=3− 4)(n− 4− (4p=3− 4)) + 2n− 12:
Therefore, |E( 9G)|¿∑16j6p (n− 4− j) + p=2 by Lemma 2.8.
Subcase 2.2: |Bm|64p=3− 4.
We argue as in Case 1 of Proposition 1. Having Claim 6.1 in mind, let r be the
index such that |B1|+ · · ·+ |Br−1|¡4p=3 and |B1|+ · · ·+ |Br−1|+ |Br|¿4p=3 and let
b′r =4p=3 −
∑
16h6r−1 |Bh|. Since n¿4p − 4 and p¿9, we have 8p=36n − 4, and
hence
b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
6|Br|
(
n− 4−
∑
16h6r
|Bh|
)
by Lemma 2.2. Hence by Claim 3.8,
|E( 9G)|¿
∑
16j6r−1
|Bj|

n− 4− ∑
16h6j
|Bh|


+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
:
Assume 7rst that b′r¿2. Then since
∑
16j6r−1 |Bj|=4p=3− b′r¿4p=3−|Br|¿4p=3−
(4p=3−4)=4¿2 by the assumption of Subcase 2.2, we get (∑16j6r−1 |Bj|)b′r¿2(4p=
3− 2). Consequently,
|E( 9G)|¿
∑
16j6r−1
|Bj|

n− 4− ∑
16h6j
|Bh|

+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
¿
∑
16j6r−1
|Bj|
(
n− 4−
∑
16h6r−1
|Bh|
)
+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
=
∑
16j6r−1
|Bj|
((
n− 4−
∑
16h6r−1
|Bh| − b′r
)
+ b′r
)
+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
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=

 ∑
16j6r−1
|Bj|+ b′r

(n− 4− ∑
16h6r−1
|Bh| − b′r
)
+

 ∑
16j6r−1
|Bj|

 b′r
= (4p=3)(n− 4− 4p=3) +

 ∑
16j6r−1
|Bj|

 b′r
¿ (4p=3)(n− 4− 4p=3) + 2(4p=3− 2):
Assume now that b′r¡2. Then
∑
16j6r−2 |Bj|=4p=3− |Br−1| − b′r¿(4p=3)− (4p=3−
4)− 2=2 by the assumption of Subcase 2.2. By the assumption of Case 2, this also
implies r − 2¿m1, and hence |Br−1|+ b′r¿|Br−1|¿2. Thus,

 ∑
16j6r−2
|Bj|

 (|Br−1|+ b′r)¿2(4p=3− 2):
Consequently,
|E( 9G)|¿
∑
16j6r−2
|Bj|

n− 4− ∑
16h6j
|Bh|

+ |Br−1|
(
n− 4−
∑
16h6r−1
|Bh|
)
+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
¿
∑
16j6r−2
|Bj|
(
n− 4−
∑
16h6r−2
|Bh|
)
+ |Br−1|
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
+ b′r
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
=
∑
16j6r−2
|Bj|
((
n− 4−
∑
16h6r−1
|Bh| − b′r
)
+ (|Br−1|+ b′r)
)
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+ (|Br−1|+ b′r)
(
n− 4−
∑
16h6r−1
|Bh| − b′r
)
=

 ∑
16j6r−1
|Bj|+ b′r

(n− 4− ∑
16h6r−1
|Bh| − b′r
)
+

 ∑
16j6r−2
|Bj|

 (|Br−1|+ b′r)
= (4p=3)(n− 4− 4p=3) +

 ∑
16j6r−2
|Bj|

 (|Br−1|+ b′r)
¿ (4p=3)(n− 4− 4p=3) + 2(4p=3− 2):
Therefore, in either case, |E( 9G)|¿∑16j6p(n − 4 − j) + p=2 by Lemma 2.9. This
completes the proof of Proposition 3.
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