Background {#Sec1}
==========

Patient-reported outcomes (PRO) comprise a range of outcomes collected directly from the patient regarding the patient's health, the disease and its treatment as well as their impact and include health related quality of life, satisfaction with care, psychological well-being\... There has been growing interest in theses outcomes in the past years as they can be helpful to evaluate the effects of treatment on patient's life or to study the quality of life of patient along with the disease progression to adapt the patient's care \[[@CR1]-[@CR3]\]. The concept measured by PRO cannot be directly observed. In practice, patient-reported outcomes are assessed through questionnaires composed of items that indirectly measure a latent variable which represents the concept of interest. Two theories exist for the analysis of the responses of patients to items. The models from the Classical Test Theory are based on a score that often sums the responses to the items. Another theory has gained importance in patient-reported outcomes area \[[@CR4]\], the Item Response Theory (IRT) including models which link the probability of a given answer to an item with item parameters and the latent variable. IRT has shown advantages such as the management of missing data \[[@CR5]\], the possibility to obtain an interval measure for the latent trait, the comparison of latent traits levels independently of the instrument, the management of possible floor and ceiling effects \[[@CR6],[@CR7]\].

Guidelines for the development of PRO instruments and analysis of PRO data have been developed \[[@CR8]-[@CR10]\] and have emphasized the need to report methods used for sample size planning. Indeed, sample size determination is essential at the design stage to achieve the desired power for detecting a clinically meaningful difference in the future analysis. An inadequate sample size may lead to misleading results and incorrect conclusions. Whereas an underestimated sample size may produce an underpowered study, an overestimated sample size raises ethical issues. A too large sample size will result in more included patients as would have been required, a longer follow-up period and a delayed analysis stage. All these problems may slow down the conclusion of the study and, for example, may delay an improvement of the medical care or the availability of a more efficient treatment towards patients.

The widely-used sample size formula for the comparison of two normally distributed endpoints in two independent groups of patients is based on a t-test. It has been recently highlighted that this formula was inadequate in the IRT setting \[[@CR11]\]. In randomized clinical trials, Holman et al. \[[@CR12]\] have first studied the power of the test of group effect for the two-parameter logistic model from the IRT. This simulation study investigated the power for various values of sample size, number of items and effect size in the context of a comparison of two groups answering a questionnaire composed of dichotomous items. This study was further extended \[[@CR13]\] to compare different estimation methods of the power for the comparison of two groups in the context of dichotomously or polytomously scored items, and cross-sectional or longitudinal studies. These two simulation studies were based on the two-parameter logistic model from the IRT and its version for polytomous items, the generalized partial credit-model. In the framework of the Rasch model \[[@CR14],[@CR15]\], Hardouin et al. \[[@CR16]\] have proposed a methodology to determine the power of the Wald test of group effect for PRO cross-sectional studies comparing two groups of patients named the Raschpower procedure. In order to validate this theoretical approach, the power computed using Raschpower was compared to the power obtained in several simulation studies corresponding to different cases (cross-sectional \[[@CR16],[@CR17]\] and longitudinal studies \[[@CR18]\], well or misspecified Rasch models \[[@CR19]\]). As the Raschpower procedure strongly relies on the mixed Rasch model that assumes the normality of the distribution of the latent variable, the robustness of this procedure to violation of the underlying model assumptions was also assessed \[[@CR20]\]. The power obtained with the Raschpower method assuming normal distribution were compared to reference power obtained from data simulated with a non-normal distribution (a beta distribution leading to U, L or J-shaped distributions). Simulation studies have shown that the powers of group effect obtained either from the Raschpower procedure or from the simulated datasets were close to each other. In conclusion, the Raschpower procedure seems robust to non-normality of the latent variable.

The power determination using Raschpower in cross-sectional studies depends on the expected values of the following parameters: the sample size in each group, the number of items, the group effect defined as the expected difference between the means of the latent trait of each group, the item parameters and the variance of the latent trait. These expected values are required at the design stage and it can turn out to be problematic if no previous studies can provide some information on their values. If the expected values at the design stage are far from the estimated values in the study at the analysis stage, the power for a determined sample size could then not be achieved. As the variance of the latent trait and the item parameters are difficult to set at the planning stage of a study, it is highly probable that their expected values will be different from the observed values at the analysis stage. Therefore, the power of the study might be different from the expected power to a greater or lesser extent depending on the magnitude of the erroneous assumptions regarding the value of all the parameters of the study. The objective of this work is to study the impact of a misspecification of the variance of the latent variable or of the item parameters on the determination of the power using the Raschpower procedure.

Methods {#Sec2}
=======

Sample size and power determinations using the Rasch model {#Sec3}
----------------------------------------------------------

### The latent regression Rasch model {#Sec4}

The Rasch model \[[@CR14],[@CR15]\] coming from the Item Response Theory models is a largely used model for dichotomous items. In this model, the link between the probability of an answer to an item and a latent variable (the non-directly observable variable that the PRO instrument intends to measure) as well as item difficulties is modeled. The probability that a person *i* answers a response *x*~*ij*~ to an item *j* is expressed by a logistic model with two parameters, (i) the value of the latent variable of the person, *θ*~*i*~ and (ii) the difficulty of the item *j*, *δ*~*j*~. For a questionnaire composed of *J* dichotomous items answered by *N* patients, the mixed Rasch model can be written as follows: $$\documentclass[12pt]{minimal}
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                                 $$ \begin{aligned} Pr\left(X_{ij}=x_{ij}|\theta, \delta_{j}\right)&=\frac{exp\left(x_{ij}\left(\theta-\delta_{j}\right)\right)}{1+exp\left(\theta-\delta_{j}\right)} \\ i&=1,...,N, j=1,...,J \\ \Theta & \sim N\left(\mu,\sigma_{\theta}^{2}\right) \end{aligned}  $$ 
                            \end{document}$$

where *x*~*ij*~ is a realization of the random variable *X*~*ij*~. *θ* is a realization of the random variable *Θ*, generally assumed to have a gaussian distribution. The parameters of the Rasch model can then be estimated by marginal maximum likelihood (MML) \[[@CR21]\]. A constraint has to be adopted to ensure the identifiability of the model: the mean of the latent variable is often constrained to 0 (*μ*=0).

In the context of a study comparing two groups of patients, the latent regression Rasch model also estimates the group effect, *γ*, defined as the difference between the means of the latent variable in the two groups (*μ*~0~ for group 0 and *μ*~1~ for group 1). The latent regression Rasch model can be written as follows: $$\documentclass[12pt]{minimal}
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                                 $$ \begin{aligned} Pr\left(X_{ij}=x_{ij}|\theta, \delta_{j}, \gamma\right)&=\frac{exp\left(x_{ij}\left(\theta+g_{i}\gamma-\delta_{j}\right)\right)}{1+exp\left(\theta+g_{i}\gamma-\delta_{j}\right)} \\ \Theta & \sim N(\mu,\sigma_{\theta}^{2}) \end{aligned}  $$ 
                            \end{document}$$

The mean of the latent variable *μ* is defined as the mean between *μ*~0~ and *μ*~1~, each of them weighted by the sample sizes *N*~0~ for group 0 and *N*~1~ for group 1. Consequently, $$\documentclass[12pt]{minimal}
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                                 $$\left\{ \begin{aligned} \mu=N_{0}\mu_{0}+N_{1}\mu_{1}=0 \\ \gamma=\mu_{1}-\mu_{0} \end{aligned} \right. \Longleftrightarrow \left\{ \begin{aligned} \mu_{0}=-\frac{N_{1}\gamma}{N_{0}+N_{1}} \\ \mu_{1}=\frac{N_{0}\gamma}{N_{0}+N_{1}} \end{aligned} \right. $$ 
                            \end{document}$$ As a consequence, $\documentclass[12pt]{minimal}
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                                $g_{i}=-\frac {N_{1}}{N_{0}+N_{1}}$
                            \end{document}$ for individuals in the group 0 and $\documentclass[12pt]{minimal}
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                                $g_{i}=\frac {N_{0}}{N_{0}+N_{1}}$
                            \end{document}$ for individuals in the group 1 in order to meet the constraint of identifiability, *μ*=0.

### The Raschpower procedure for power estimation {#Sec5}

The Raschpower procedure provides an estimation of the power for the comparison of PRO data in two independent groups of patients when a Rasch family model is intended to be used for the analysis. This procedure is used at the planning stage and is based on a Wald test to detect a group effect. To perform the test of group effect, an estimate *Γ* of the group effect *γ* and its standard error are required. Since no dataset exists during the planning stage, no estimate can be obtained from data. Hardouin et al. \[[@CR16]\] proposed to obtain a numerical estimation for the standard error of *Γ* from an expected dataset of the patients' responses.

In this procedure, a dataset of the patients' responses is first created conditionally on the planning expected values for the sample size in each group (*N*~0~ and *N*~1~), the group effect (*γ*), the item difficulties (*δ*~*j*~) and the variance of the latent trait $\documentclass[12pt]{minimal}
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                                $\left (\sigma _{\theta }^{2}\right)$
                            \end{document}$. All possible response patterns of the patients are determined. The associated probability and the expected frequency of each response pattern for each group are computed using the mixed Rasch model (eq. [1](#Equ1){ref-type=""}) given the planning expected values. The expected dataset is composed of all possible response patterns and their associated frequencies.

Then, to estimate the standard error of the group effect, the expected dataset is analysed with a latent regression mixed Rasch model (eq. [2](#Equ2){ref-type=""}) where the item difficulties *δ*~*j*~ and the variance of the latent trait $\documentclass[12pt]{minimal}
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                            \end{document}$ are set to the planning expected values. The Wald test of group effect is performed with the hypotheses *H*~0~:*γ*=0 against *H*~1~:*γ*≠0 and the test statistic $\documentclass[12pt]{minimal}
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                                $\frac {\Gamma }{\sqrt {var(\Gamma)}}$
                            \end{document}$ follows a standard normal distribution under *H*~0~. The expected power of the test of the group effect, $\documentclass[12pt]{minimal}
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                                $1-\hat {\beta }$
                            \end{document}$, can be approximated by \[[@CR16]\]: $$\documentclass[12pt]{minimal}
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                                 $$ 1-\hat{\beta}\approx1-\Phi\left(z_{1-\alpha/2}-\frac{\gamma}{\sqrt{\hat{var}(\hat\gamma)}}\right)  $$ 
                            \end{document}$$

with *γ* assumed to take on positive values, *z*~1−*α*/2~ be the quantile of the standard normal distribution and $\documentclass[12pt]{minimal}
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                                $\hat {var}\left (\hat \gamma \right)$
                            \end{document}$ estimated from the expected dataset. In order to validate the Raschpower procedure, the power computed using Raschpower was compared previously to the power obtained in several simulation studies. The following parameters could vary in the simulation studies: the sample size (in each group or at each time, *N*=50, 100, 200, 300, 500), the group or time effect (*γ*=0.2,0.5,0.8), the variance of the latent traits $\documentclass[12pt]{minimal}
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                                $({\sigma _{1}^{2}}={\sigma _{2}^{2}}=0.25, 1, 4, 9$
                            \end{document}$), the correlation of the latent traits between two times of measurement for longitudinal studies (*ρ*=0.4, 0.7, 0.9), the number of items (*J*=5 or 10) and of response categories (*K*=2, 3, 5, 7). In this study, a large set of values of the variance of the latent variable and item parameters are examined to evaluate the impact of a misspecification of these parameters.

Misspecification of the variance of the latent variable {#Sec6}
-------------------------------------------------------

To determine the impact of a misspecification of the variance of the latent variable, we have compared different estimations of the power estimated with Raschpower for a large set of values of $\documentclass[12pt]{minimal}
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                            $\sigma _{\theta }^{2}=\{0.25,0.5,0.75$
                        \end{document}$, 1,1.5,2,2.5,3,4,5,6,7,8,9}. By comparing the estimations of the power, the impact of an under/overestimation of the variance at the planning stage can be assessed. All the parameters used at the planning stage could vary: the sample size in each group (*N*~0~=*N*~1~=50,100,200,300,500), the number of items (*J*=3,5,7,9,11,13,15), the value of the group effect (*γ*=0.1,0.2,0.5,0.8). The item difficulties were drawn from the percentiles of a normal distribution with the same characteristics as the latent variable distribution $\documentclass[12pt]{minimal}
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                            $N\left (0,\sigma _{\theta }^{2}\right)$
                        \end{document}$.

Misspecification of the item difficulties {#Sec7}
-----------------------------------------

To determine the impact of a misspecification of the item difficulties, we have compared the power estimated with Raschpower for a large set of values of *δ*~*j*~. The item difficulties were drawn from the percentiles of the item distribution defined as an equiprobable mixture of two normal distributions *N*(−*a*;0.1*x*^2^) and *N*(*a*;*x*^2^) where *a* is the gap between the means of the two normal distributions. As a consequence, the mean of the item distribution is equal to 0 and $\documentclass[12pt]{minimal}
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                            $x^{2}=\left (\sigma ^{2}_{\delta _{j}}-a^{2}\right)/0.55$
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                            $\sigma ^{2}_{\delta _{j}}$
                        \end{document}$, the variance of the item distribution. The equiprobable mixture for generating item distribution easily creates two types of distribution: unimodal and bimodal. A unimodal distribution of the item difficulties reflects the situation where the questionnaire is perfectly suitable for a population with normally distributed latent traits, which is the case here, contrary to a bimodal distribution. The equiprobable mixture also creates a large number of item distributions in which item difficulties can be more or less regularly spaced which may impact the results of Raschpower.

The misspecification of the item difficulties was created using the variation of $\documentclass[12pt]{minimal}
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                        \end{document}$. A variation in the variance of the item distribution implies a variation of the intervals between the values of the item difficulties drawn from this distribution. An example of the effect of a variation of $\documentclass[12pt]{minimal}
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                            $\sigma ^{2}_{\delta _{j}}$
                        \end{document}$ increases, e.g. from 1 in Figure [1](#Fig1){ref-type="fig"}(a) to 3 in Figure [1](#Fig1){ref-type="fig"}(b), the intervals between item difficulties increase. As a consequence, the easiest items become easier and the most difficult items become more difficult. An increase of the variance creates a shift of the item difficulties at both ends of the item difficulties distribution without changing the overall pattern. However, a variation of the gap between the means *a* leads to changing the overall pattern of the item difficulties as it alters the shape of the equiprobable mixture distribution as shown in Figure [2](#Fig2){ref-type="fig"}. We can note that for *a*=0 such as in Figure [2](#Fig2){ref-type="fig"}(b), a unimodal distribution is obtained and the item difficulties are almost regularly spaced. When *a*\<0 such as in Figure [2](#Fig2){ref-type="fig"}(a), items difficulties on the left of the distribution are more spaced than item difficulties on the right and so the estimations of the latent variable will be more accurate on the right, and inversely when *a*\>0 such as in Figure [2](#Fig2){ref-type="fig"}(c). Furthermore, to avoid ceiling and floor effects and ensure that the questionnaire was suitable for the population (not too specific nor too generic) \[[@CR17]\], we decided to exclude cases where $\documentclass[12pt]{minimal}
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                                            $J=5, \sigma ^{2}_{\theta }=1, \sigma ^{2}_{\delta _{j}}=1$
                                        \end{document}$ **and different values of** ***a*** **.** Vertical lines represent the values of the item difficulties drawn from the mixture distribution. Item difficulties for *a*=−0.75 (Figure **a**): *δ* ~*j*~=(−1.13,−0.37,0.39,0.67,0.9). Item difficulties for *a*=0 (Figure **b**): *δ* ~*j*~=(−0.74,−0.29,0,0.29,0.74). Item difficulties for *a*=0.5 (Figure **c**): *δ* ~*j*~=(−0.81,−0.52,−0.26,0.13,1).

The draw of the parameters and the estimation of power using the Raschpower procedure for all combinations of parameters were performed with Stata software.

Results {#Sec8}
=======

Misspecification of the variance of the latent variable {#Sec9}
-------------------------------------------------------

Table [1](#Tab1){ref-type="table"} shows the power estimated with Raschpower for some values of the variance of the latent variable $\documentclass[12pt]{minimal}
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For other cases as represented in Figures [3](#Fig3){ref-type="fig"}(b) and [3](#Fig3){ref-type="fig"}(c), the estimated power first stays stable at 100% for small values of variance and then decreases when the variance of the latent trait increases. This effect was observed for high values of the group effect *γ*. The combination of a high group effect and a low variance produces a very high standardized effect that can always be detected whatever the values of the number of items and that explains the estimated power of 100%. In these cases, as soon as the power begins to decrease (for $\documentclass[12pt]{minimal}
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Misspecification of the item difficulties {#Sec10}
-----------------------------------------

Table [2](#Tab2){ref-type="table"} shows the power estimated with Raschpower for some values of the sample size per group (*N*~*g*~), the group effect (*γ*), the variance of the item distribution $\documentclass[12pt]{minimal}
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Illustrative example {#Sec11}
====================

The ELCCA (Etude Longitudinale des Changements psycho-économiques liés au CAncer) study is a longitudinal prospective study that enrolled breast cancer and melanoma patients and was approved by an ethical research committee (CPP) prior to being carried out in the department of onco-dermatology at Nantes University Hospital (for melanoma patients) and at Nantes Institut de Cancérologie de l'Ouest (for breast cancer patients). This study aimed at analyzing the evolution of the life satisfaction (Satisfaction With Life Scale) of patients after cancer and its interaction with the health-related quality of life (EORTC QLQ-C30), the economic situation and the disease-related psychological changes (Post-Traumatic Growth Inventory \[[@CR22]\]) measured at different times (1, 6, 12 and 24 months after diagnosis). Positive changes after cancer experience have been highlighted in several studies on the post traumatic growth, especially regarding life priorities and relation with the others. The impact of a misspecification of the parameters on the power determination can be illustrated by to determining the *a priori* power of the test of group effect between breast cancer and melanoma patients regarding the dimension "relation with others" of the post-traumatic growth inventory in the ELCCA study at 6 months post-diagnosis (first period of change). The dimension "relation with others" is composed of 7 items having 6 response categories. To determine the power, the Raschpower procedure required the expected values of the following parameters: (i) the group effect, (ii) the number of items: *J*=7, (iii) the item parameters, (iv) the variance of the latent variable and (v) the sample size in each group (*n*~0~=213 for breast cancer and *n*~1~=78 for melanoma). The choice of expected values for these parameters may be tough and can be guided by a pilot study.

The determination of the *a priori* power of the ELCCA study can rely on the estimated group effect, item parameters and variance from a pilot study including 20 breast cancer patients and 10 melanoma patients from a subsample of the ELCCA study at 6 months post-diagnosis. The parameters are estimated from a partial-credit model. They have the advantage to come from a similar population but are face with a lack of accuracy due to the small sample size. On these 30 patients, the estimations were $\documentclass[12pt]{minimal}
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                    \end{document}$for the item parameters. We can note that the standard errors of the parameters are large. Moreover, it appears that nobody has chosen the last response category of the 6th item and consequently, the corresponding item parameter is missing. This value is required to perform the Raschpower procedure and we choose to linearly extrapolate the item parameter of the last response category from the two previous one of the same item. So, the missing item parameter is replaced by 1.1662+(1.1662--0.5060)=2.8384. With these estimated parameters, the *a priori* power determined with Raschpower is equal to 38.37% as shown in Table [3](#Tab3){ref-type="table"}. Table 3***A priori*** **power estimated with the Raschpower procedure from a pilot study and impact of misspecified parameters on the power (** $\documentclass[12pt]{minimal}
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Since the ELCCA data have been collected, we can now look at the estimations of the item parameters of the ELCCA study, $\documentclass[12pt]{minimal}
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                        $\hat {\delta }_{\textit {jpELCCA}}=\left (\begin {array}{ccccc} -0.9735 & -1.0501 & -1.7684 & -0.0987 & 2.1514\\[.5pt] -0.6494 & -0.9946 & -1.3959 & 0.7675 & 2.1610\\[.5pt] -0.2551 & -0.9686 & -0.9510 & 1.3100 & 2.4691\\[.5pt] -0.3091 & -1.2309 & -1.6587 & 0.5290 & 2.1048\\[.5pt] -0.5618 & -1.4289 & -1.2661 & 1.1758 & 2.5396\\[.5pt] -0.6131 & -1.2691 & -1.5260 & 1.0783 & 2.3768\\[.5pt] -0.9466 & -0.5453 & -1.9003 & 1.0190 & 2.7882 \end {array}\right)$
                    \end{document}$. As the final item parameters estimated from ELCCA are noticeably different from the item parameters estimated from the pilot study used to determine the *a priori* power, we can wonder how much the power is impacted by this misspecification of the item parameters. The power determined with the final item parameters estimated from ELCCA (line 2 of Table [3](#Tab3){ref-type="table"}) and the group effect and the variance estimated from the pilot study is equal to 37.71%. So, using the item parameters from the pilot study has led to underestimate the power by around 1%. Similarly, we can look at the estimated variance of the latent variable in ELCCA, $\documentclass[12pt]{minimal}
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                        $\hat {\sigma }_{\textit {ELCCA}}^{2}=1.0864$
                    \end{document}$. The power determined with the final variance estimated from ELCCA (line 3 of Table [3](#Tab3){ref-type="table"}) is equal to 30.04%. So, the underestimation of the variance (0.79 instead of 1.09) has led to overestimate the power by 8%. If we now look at the combined effect of misspecifying the item parameters and the variance, the power determined with the final item parameters and variance estimated from ELCCA (line 4 of Table [3](#Tab3){ref-type="table"}) is equal to 29.83% and is not so far from the power where only the variance was misspecified (30.04%). It is clear from this example that the misspecification of the variance of the latent variable can have a large impact on the determination of the power whereas a misspecification of the item parameters has less impact.

Eventually, the *post hoc* power determined with the final group effect ($\documentclass[12pt]{minimal}
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                        $\hat {\delta }_{\textit {jpELCCA}}$
                    \end{document}$) estimated from the ELCCA study happens to be really small (1.15%) as the group effect is near 0.

Discussion {#Sec12}
==========

The determination of the power of the test of group effect using Raschpower at the design stage relies on the planning expected values for the sample size in each group (*N*~0~ and *N*~1~), the group effect (*γ*), the item difficulties (*δ*~*j*~) and the variance of the latent trait $\documentclass[12pt]{minimal}
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                        $\left (\sigma _{\theta }^{2}\right)$
                    \end{document}$. In this study, the impact of a misspecification of the item difficulties or the variance of the latent trait on the power was assessed through the comparison of the estimations of the power in different situations. It seems that a misspecification of the item difficulties regarding their overall pattern (change in *a*) or their dispersion (change in $\documentclass[12pt]{minimal}
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                        $\sigma ^{2}_{\delta _{j}}$
                    \end{document}$ characterize the equiprobable mixture of normal distributions from which the item difficulties were drawn. Their values were deliberately chosen to avoid ceiling and floor effects as the Raschpower procedure has been validated in previous work on cases where no or little ceiling and floor effects \[[@CR17]\] are observed (when the mean of the latent variable is different from the mean of the item distribution, for similar variances). That's why, in this study, the means of the latent variable and item distributions were equal and the different values of the variance of the item distribution $\documentclass[12pt]{minimal}
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                        $8 \times \sigma ^{2}_{\theta }$
                    \end{document}$. It comes out that a misspecification of the item difficulties at design stage matters little as long as no floor or ceiling effect has been created by the misspecification.

Other distributions might have been chosen to draw the item difficulties distribution. However, it seems that the form of the distribution has very little impact on the determination of power with the Raschpower procedure. In contrast, the occurrence of floor or ceiling effects may impact the determination of the power. These effects are due to a gap between the means of the latent variable distribution and the items distribution. When these two distributions are not overlaid, some items can be too difficult or too easy for the population. The floor or ceiling effects can also results from an item distribution more spread out than the latent variable distribution where the easy items will be too easy and the difficult items will be too difficult for the population. So, the characteristics of the distribution seem to have more impact on the correct determination of the power rather than the form of the distribution. Therefore, we can expect similar results if the item parameters were drawn from a distribution having a different form but the same characteristics than the equiprobable mixture of normal distributions where no ceiling or floor effects occur.

In contrast, a misspecification of the variance of the latent variable can have a strong impact as an underestimation of the variance $\documentclass[12pt]{minimal}
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                        $\sigma ^{2}_{\theta }$
                    \end{document}$ will lead to an overestimation of the power at the design stage and may result in an underpowered study. The decrease of power between the expected power and the observed power due to an underestimation of the variance is the highest for small values of the variance $\documentclass[12pt]{minimal}
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                        $\sigma ^{2}_{\theta }$
                    \end{document}$ and high values of *J*. The observed decrease of power is due to the assumption that the value of the group effect was correctly specified at the design stage and that the misspecification occurred only on the variance. As a matter of fact, the increase of the variance of the latent variable $\documentclass[12pt]{minimal}
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                        $\hat {var}\left (\hat \gamma \right)$
                    \end{document}$. Hence, as the estimation of the power (equation [3](#Equ3){ref-type=""}) includes the ratio $\documentclass[12pt]{minimal}
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                        $\frac {\gamma }{\sqrt {\hat {var}(\hat \gamma)}}$
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                        $\sigma ^{2}_{\theta }$
                    \end{document}$ leads to a decrease of this ratio and eventually to a decrease of power. Furthermore, the assumption of a correct specification of the group effect also explains the observed plateau of the power at 100% for small values of $\documentclass[12pt]{minimal}
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                        $\sigma ^{2}_{\theta }$
                    \end{document}$ and high values of *γ* as the standardized effect $\documentclass[12pt]{minimal}
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                        $\frac {\gamma }{\sigma _{\theta }}$
                    \end{document}$ to detect is large and greater than 1.

The increase of power with the number of items, the group effect and the sample size is consistent with previous works in item reponse theory \[[@CR12],[@CR13]\]. The good performance of the Raschpower procedure illustrated in different settings \[[@CR16],[@CR18]\] strengthens the previous finding that methods based on marginal maximum likelihood estimations and accounting for the unreliability of the latent outcome provides adequate power in item response theory \[[@CR13]\]. This study emphasizes the potential strong impact of misspecifying the variance of the latent variable in power and sample size determinations for PRO cross-sectional studies comparing two groups of patients. This effect of the variance is certainly not limited to the power and sample size determinations in the Rasch model or even in item response theory but also probably pertains to the sample size calculation based on observed variables. It must be noted that the expected value of variance should be cautiously chosen to compute a sample size and plan a study and carefully estimated to determine a *post hoc* power.

Even though this study of the impact of the misspecification of the parameters pertains to the comparison of PRO data evaluated by dichotomous items in two independent groups of patients, the Raschpower procedure was also developed for polytomous items and/or longitudinal studies \[[@CR18]\]. We can assume that, in such settings, a misspecification of the variance may also have an impact on the estimation of the power whereas this estimation may not suffer from a misspecification of the item parameters. For longitudinal studies, the impact of a misspecification of the parameters will not only depend on the value of the variance of the latent variable *σ*^2^ but also on the whole covariance matrix, i.e. on the variance of the latent variable at each measurement occasion and its correlation between measurement occasions. For questionnaires composed of polytomous items, this impact will depend on the number of items and also on the number of response categories of the items.

A number of software programs or websites are useful for power analysis and sample size calculation. Some specialized programs (G\*POWER, PASS, NQuery Advisor, PC-Size, PS) and some more general statistical programs (SAS, Stata, R) can provide power and sample size through the t-test based formula for the comparison of two normally distributed endpoints in two independent groups of patients. Unfortunately, this formula is not adequate in the Rasch model setting \[[@CR11]\] and to our knowledge, the correct determination of the sample size or power for a study intended to be analysed with a Rasch model is not available on any softwares or websites. To provide an easy way to determine the sample size and power in this setting, the whole Raschpower procedure has been implemented in the Raschpower module freely available at the website PRO-online <http://pro-online.univ-nantes.fr>. This module determines the expected power of the test of the group effect for cross-sectional studies or the test of time effect for longitudinal studies given the expected values defined by the user. This study has exemplified the importance of the determination of the expected value of the variance of the latent variable. In order to help designing studies when a Rasch model is intended for the analysis and when the expected value of the variance of the latent variable is highly uncertain, a graphical option is also available in the Raschpower module. Given the expected values for the sample size in each group (*N*~0~ and *N*~1~), the group effect (*γ*) and the item difficulties (*δ*~*j*~), it provides a chart similar to Figure [3](#Fig3){ref-type="fig"} representing the expected power as a function of a range of values of the variance of the latent variable. This chart can help to make an informed choice and may avoid insufficiently powered studies.

Conclusions {#Sec13}
===========

This study emphasizes the potential strong impact of misspecifying the variance of the latent variable in power and sample size determinations for PRO cross-sectional studies comparing two groups of patients. A variance misspecification can lead to an overestimation of the power of the test of group effect at the design stage and may result in an underpowered study.
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                                            \end{document}$ **and the number of items (** ***J*** **).**
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