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Introduction
Conventional type-II superconductors show in addition to the flux repulsing Meissner state a second superconducting (Abrikosov) phase in which the magnetic induction B enters the material in the form of quantized flux lines (FLs) which form a triangular lattice. Each FL carries a unit flux quantum Φ 0 = hc/2e. The Abrikosov lattice is characterized by a non-zero shear modulus c 66 , which vanishes at the upper and lower critical field, H c2 and H c1 , where continuous transitions to the normal and the Meissner state, respectively, occur. In his mean-field solution Abrikosov treats FLs as stiff rods. Close to the lower critical field H c1 , their interaction becomes exponentially weak and hence the FL density ℓ −2 = B/Φ 0 vanishes as | lnh| −2 whereh = (H − H c1 )/H c1 denotes the reduced field strength [1] .
Thermal fluctuations roughen the FLs resulting in a possible melting of the Abrikosov lattice close to H c1 and a Email address: av@thp.uni-koeln.de H c2 , respectively, because of the softening of c 66 . This applies in particular to high-T c materials with their elevated transition temperatures and their pronounced layer structures [2] . At present, it is not clear whether the transition to the normal phase at high field happens in these materials via one or two transitions. However, melting of the FL lattice has clearly been observed experimentally [3] .
At low fields a first order melting transition to a liquid phase and a change in the critical behavior of B has been predicted some time ago by Nelson [4] . Quantitatively the influence of thermal fluctuations is described by a thermal length scale L T = Φ 2 0 /(16π 2 T ) ≈ 2 cm K/T [5] . L T has a simple physical meaning: an isolated flux line segment of length L T shows a thermal mean square displacement of the order of the London penetration length λ. Besides a shift of H c1 , large scale thermal fluctuations lead close to H c1 to an entropic repulsion ∼ (λ 2 /L T ℓ) 2 between FLs which dominates over the bare interaction for smallh and hence B ∼h [4] . Here and below, all FL interactions are measured in units of ε
More recently, Blatter and Geshkenbein [6] found that in anisotropic or layered superconductors short scale fluctuations give rise also to an attractive van der Waals (vdW) interaction [7] . For FLs separated by a distance R the strength of this interaction is of the order −λ 6 /(dL T R 4 ) for λ < R < d/ε and of the order −λ 6 /(εL T R 5 ) for d/ε < R < λ/ε. ε 2 = m/M ≪ 1 denotes the anisotropy of the material with m and M the effective masses parallel and perpendicular to the ab plane, and d the interlayer spacing. λ and λ/ε are then the screening lengths parallel and perpendicular to the layers, respectively.
The competition among the bare, the entropic and the vdW interactions leads to an interesting phase diagram at low B values. In particular, Blatter and Geshkenbein [6] find at low T a first order transition between the Meissner and the Abrikosov phase.
So far fluctuation effects have been discussed for a clean superconductor. It is well known, however, that in type-II superconductors FLs must be pinned in order to prevent dissipation from their motion under the influence of an external current. Therefore, besides the thermal fluctuations one has to take into account the effect of disorder. Randomly distributed pinning centers lead indeed to a destruction of the Abrikosov lattice [8] , but as has been recently shown, for not too strong disorder FLs may form a (Bragg-) glass phase which is characterized by quasi longrange order of the FL lattice [9] . For low B this phase undergoes a melting transition to a pinned liquid state. Inside this phase, disorder induced effects are expected to dominate over those of thermal fluctuations for sufficiently low T . The influence of the disorder fluctuation induced forces between the FLs and the consequences for the low B phase diagram -which deviates substantially from that found in Ref. [6] for pure systems -have been considered in [10] .
In this paper, we address several issues. We start with a review of the interactions between FLs and the derivation of the properties of an isolated FL in section 2. Correlation functions, both in the thermal and in the disordered case, are calculated. These are needed for the calculation of the van der Waals interaction in section 3. There, we first develop an intuitive picture to derive the vdW energy driven by thermal fluctuations and by disorder. In the presence of strong disorder, detailed level statistics of the random impurity distribution are necessary. In the second part of this section, a thorough derivation of the van der Waals interaction by a systematic expansion of the free energy of two fluctuating FLs [6, 10] is presented.
The consequences for the low field phase diagram of anisotropic high-T c superconductors are considered in section 4. In the thermal case, a functional renormalization group is used to calculate the effective Gibbs free energy on the scale of the mean distance ℓ between FLs. In particular, the bare interaction between flux lines, which is given by the superposition of the bare repulsion and the vdW attraction, is renormalized by integrating out thermal fluctuations on scales between λ and ℓ. The results of this calculation are compared to an expression for the Gibbs free energy based on scaling arguments. In this latter approach, the contribution from the vdW interaction can be estimated only up a to numerical factor determining its amplitude; this factor will be quantified using the results from the renormalization procedure. In the case with disorder, we give an expression for the Gibbs free energy that is based on scaling arguments, and which allows for a semi-quantitative discussion for the low-field, lowtemperature phase diagram in the presence of impurities.
Single chain properties
In this section we discuss properties of an isolated flux line (FL). Starting with a vortex lattice picture with the general form of the interaction between the FLs, we consider the limit of a very dilute lattice where a single chain approximation is good enough. A single FL in the dilute limit is well described by a dispersive stiffness constant ε l (k z ), the origin and different limiting properties of which are discussed. Deriving the Hamiltonian for a FL in an isotropic material, we generalize it for a FL in the presence of impurities with its full dispersive stiffness constant. Finally, we discuss the properties of several correlation functions in the presence of impurities. These correlation functions will be used in the derivation of the van der Waals interaction in section 3.
Interactions and elastic constants
In reality the flux lines are not straight; they are distorted from their equilibrium positions. The displacement with respect to the equilibrium position r i ≡ (a i , z), where i denotes a site on the planar lattice, is represented by a two dimensional vector u i (z) [2] . In the low field limit, where the London theory is applicable, the interaction energy between N vortices is in general given by
where
is the position vector of the distorted vortex segment. (αβ) ∈ (x, y, z) indicate different components. In (1) the terms with i = j have been included. These terms correspond to the interaction between the segments of the same vortex line and therefore contribute to the self energy of the line. In isotropic materials the interaction is exponentially damped and is of the form e −r/λ /r with a short distance cutoff at the coherence length r = ξ. The high temperature oxide superconductors are essentially layered with the conducting CuO planes parallel to the ab plane. A large anisotropy between the c axis and the ab plane due to this layered structure leads to many unusual properties compared to the isotropic materials.
The tensorial London potential between the vortices is conventionally expressed through its Fourier transform defined as
αβ (k) [11] . In our case, however, it turns out to be more convenient to express it in terms of its partial Fourier transform with respect to the z-direction only, as defined by
where r = (R, z). This choice has the advantage of an explicit dependence on the distance R between FLs. Choosing R = (R, 0) and R λ, the only contributions to the tensorial London potential that do not vanish by symmetry are
and
= − 1 2πR
is the modified Bessel function of the second kind of n th order. In the extreme anisotropy limit ε → 0, this latter equation (4) simplifies to
In (3) to (5), a short distance cutoff at the coherence length ξ is implied. In (4) and (5) subdominant terms of order e −R/λ have been neglected. Different elastic moduli of the vortex lattice can be obtained from (1) by expanding in small displacement u. For very small field H H c1 , the shear and compression moduli c 66 and c 11 (k) decay exponentially with the lattice spacing ℓ and can be neglected in a very dilute limit. The tilt modulus c 44 (k) is only weakly dispersive in isotropic materials [12] . In anisotropic materials, though, it has a much stronger dispersivity [13, 2] which results, in the single FL limit, in a strongly dispersive elastic stiffness constant ε l (k z ) = ℓ 2 c c 44 (k z ) consisting of two parts,
where κ c = κ/ε with the Ginzburg-Landau parameter κ = λ/ξ. c c 44 (k z ) is the part of the tilt modulus that originates from the self-energy of the vortices. The first part in (6) represents the Josephson coupling between the layers and is absent in the limit ε → 0. The second part describes the contribution from the electromagnetic coupling, which remains finite in this limit. In the extreme short wavelength regime λk z > 1/ε the contribution due to the Josephson coupling dominates over the electromagnetic part and the line stiffness is given by the first term in (6) . In the intermediate regime 1/λ < k z < 1/ελ, the electromagnetic interaction dominates, and the elastic constant is given by the second term in (6) , hence the stiffness is highly dispersive in this regime. In the long wavelength limit, the line stiffness reaches a constant,
In order to obtain an estimate for the contributions from the Josephson and the electromagnetic coupling to the stiffness constant at small length scales we use k z = π/d, where the layer spacing d is the lowest relevant length scale. Using the parameters λ = 2000Å, ξ = 20Å, d = 15Å and ε = 1/300 [2] , suitable for BiSCCO (Bi 2 Sr 2 -CaCu 2 O 8 ), we find that the contributions from the electromagnetic and the Josephson couplings are about equal in magnitude at this wavelength, while for lower k z , the electromagnetic part dominates. Hence, for BiSCCO the Josephson coupling may be entirely neglected. For materials with a larger value of ε, on the other hand, k z = π/d belongs to the extreme short wavelength limit (λk z > 1/ε) where the weakly dispersive Josephson coupling dominates.
Hamiltonian for a single Flux line
The line stiffness ε l (k z ) obtained above can be used to describe FLs as elastic strings with a strongly dispersive elastic constant. In practice it is difficult to predict the properties of the FL at all wavelengths. Often in the following we therefore aim at large or small wavelength features depending on our interest in distortions on scales larger or smaller compared to λ. In the extreme long wavelength case where FLs are elastic strings with a dispersionless stiffness constant, the underlying lattice structure can be ignored. In the opposite limit the layered structure and the anisotropy become important [2] . Depending on the ratio τ c = 2ξ
2 , where ξ c = εξ is the coherence length in the direction parallel to the c axis with ε denoting the anisotropy parameter, one can distinguish two cases, the continuous anisotropic limit and the extreme decoupled discrete limit. For τ c ≫ 1 the coherence length is large enough to neglect the discrete layered structure. In that case the continuous anisotropic Ginzburg-Landau description is applicable. τ c ≪ 1 is the decoupled limit where the Lawrence-Doniach model [14] is more appropriate. In the latter case, instead of the continuous description, the vortex is often viewed as a stack of pancake vortices residing in layers but interconnected by Josephson strings between two successive CuO planes, as sketched in Fig. 1 . The effect of the thermal energy or of random impurities is to displace the pancakes from their aligned position. Due to the dispersion these local displacements and their correlations will be different from the long wavelength distortions. It is however important to point out that the continuous anisotropic Ginzburg-Landau theory often provides a good description of the layered structure [15] unless specific thermodynamic properties, where the 2d structure is more important than the 3d bulk material, are investigated.
Taking into account the dispersivity of the stiffness constant of the FL, the Hamiltonian for a single FL in the presence of random impurities can be defined as Here only the bending energy part has been expressed in momentum space with the Fourier transform of u(z)
Here and below, k denotes the k z -component of the full wave vector k. The random pinning potential is assumed to be Gaussian distributed with ε pin (u) = 0 (a nonzero mean value ε pin simply shifts the Hamiltonian by a constant and is hence inconsequential) and
withk(x) = 1 for x ≪ 1 andk(x) ≈ (1/x 2 ) ln x for x ≫ 1, respectively [2] . The overbar denotes the average over the disorder distribution. The displacement caused by the quenched disorder is strongly suppressed due to thermal smoothening for T > T dis . The characteristic energy T dis can be related to the local shift in the critical temperature T c which is induced by an oxygen impurity density n i by
where t = T /T c [5, 2] . This result holds in the case of nonoptimal doping where dT c /dn i = 0; if this derivative vanishes, T dis can be similarly related to the second derivative
. Statistical mechanics of a single FL in a random potential shows that the disorder is always relevant for d ≤ 2. This is reflected through an enhanced averaged FL wan-
with ζ > 1/2 for d ≤ 5 [16] . Here and in the following the angular bracket indicates thermal average. Several exact treatments at d = 2 lead to ζ = 2/3. Disorder is marginally relevant at d = 3. Numerical simulations and recent analytical calculations show ζ = 5/8 [17, 18] . In the presence of disorder vortex segments of length L dis are independently pinned. At T = 0, this can be seen by minimizing the energy consisting of elastic and pinning contributions. Here the pinning energy is estimated within perturbation theory. This provides
For T < T dis , the thermal fluctuations can be ignored and the above estimate of L dis is still valid. For T > T dis , on the other hand,
shows an exponential growth with the temperature as a consequence of the marginal relevance of the disorder at 3 space dimension [19] . In the pure thermal case ζ = 1/2, and L dis is replaced by [5] 
Correlation functions
With the ideas sketched above we now study several correlation functions in the presence of quenched impurities. Whereas in a pure system u k = 0 and hence u k u −k is the appropriate correlation function, in a random system one has to distinguish between the connected correlation function
and the disconnected correlation function
We first study C dis (k) and near the end of this section we show that the disorder does not affect C T (k) obtained in the pure case.
2.3.1 Short wavelength limit of C dis (k)
We first consider the short wavelength behavior of C dis (k). In this limit the problem essentially simplifies to obtaining the typical displacement of a single pancake. A perturbative technique and an Imry-Ma type argument are applied to estimate the single pancake displacement. As mentioned above in section 2.1, for highly anisotropic superconductors with very small values of ε ≪ 1 (such as BiSCCO), the highest relevant wave vector π/d is smaller than 1/λε, with the consequence that in the short wavelength limit λk ≫ 1 it is sufficient to consider the dispersive elastic constant ε l (k) = (ε • /λ 2 k 2 ) ln(λk). This term represents the contribution from the electromagnetic coupling in the full expression (6) for the line stiffness. A closer look at the elastic energy term in (8) with the dispersive elastic constant reveals that, apart from a logarithmic factor, the pancakes on different layers are essentially uncoupled. Thus rewriting the correlation function in real space
we utilize the above assumption of independent pancake displacement, i.e.
This leads to
The mean square displacement of a pancake in the presence of quenched impurities can be obtained from the Hamiltonian (8) which is, in the short wavelength limit, a superposition of the following two parts:
, which in the case considered here (where the electromagnetic coupling dominates) reads
and (ii) a contribution from the disorder, averaged over the pancake height d,
where r is the equilibrium position of the pancake. It is useful to re-express this Hamiltonian in dimensionless variables t = z/d andû = u/ξ. In terms of these dimensionless variables,
whereε pin (û, t) is the pinning potential scaled to have a variance equal to unity, and we have defined
From (23) one concludes that in general, at finite temperature and finite disorder strength,
where and Φ is a function of dimensionless variables for the disorder and the temperature. In the absence of disorder (∆ 0 = 0) fluctuations are driven by thermal energy and we have u 2 pv th
At T = 0 and finite disorder (T dis > 0), the FL fluctuates to take advantage of the impurities, and the ground state displacement in this case is
For very low temperatures T ≪ T dis , we can approximate the mean square displacement as
In order to determine the explicit functional form of F (∆), we take a recourse to a perturbative approach valid for small displacements u ≪ ξ. In order to go beyond the perturbative regime, an Imry-Ma type scaling argument and the result from numerical simulations are discussed. In general we expect a power law form of
and we attempt to get the value of η.
In the perturbative scheme we proceed with the reduced Hamiltonian (23) for a single pancake vortex. Expansion of the pinning energy in small displacementû ε pin (û, t) =ε pin (0, t) +û · ∇ε pin (û, t) û=0 + . . . (30) and minimization of the total energy with respect to the displacement leads to the force equation
Averaging over the dimensionless distributionε pin (û, t) directly leads to the disorder induced short length scale displacement
Thus, within the perturbative approach η = 1. Due to the narrow range of applicability of the perturbation technique, a more general nonperturbative scheme is needed for ∆(πλ/d) ≫ 1. This can be done by an ImryMa or variational approach [20] , which briefly proceeds as follows. Consider the dimensionless part (in curly brackets) of the single pancake Hamiltonian (23) . The displacement of a single pancake by an amountû is associated with the elastic energy costû 2 /2. This energy cost has to be compared with the possible gain in pinning energy corresponding to the adjustment of the pancake position to a minimum of the random potential within the area πû 2 . This energy is obtained from the second term in (23) and is of order ∆ 1/2 (πλ/d), where we have used thatε(û, t) has been scaled to unity, i.e.
Balancing the two energies we find
corresponding to the exponent η = 1/2. In the derivation above we have neglected the fact that the gain in pinning energy is not independent ofû. With ε(û, t) obeying a Gaussian distribution, it is in fact proportional to ln 1/2 (û 2 /2 √ π) [21] . Taking account of this dependency leads to a confluent logarithmic term of the form
Nevertheless, we will only use the leading scaling behavior of F (∆) in the rest of the paper.
A numerical estimate for BiSCCO with the parameters as used before and T dis = 45 K yields ∆(πλ/d) ≈ 300, hence the Imry-Ma result should apply, predicting a typical displacement u 2 pv /ξ 2 of order 20. Finally, we mention the result from a numerical study. We have simulated the energy on a 2-d lattice by superposing the elastic energy quadratic in the position r on the lattice and a random, Gaussian distributed energy V (r) [20] . A log-log plot of the mean square position of the minimum energy site, obtained after a large number of sample averaging, versus the width of the distribution, shows roughly a straight line with a slope that corresponds to an exponent η ≈ 4/9. While this may not reflect the correct asymptotic scaling behavior, it gives a good representation of the scaling in the regime of physically accessible values for ∆, and is consistent with the confluent logarithmic term mentioned above.
In conclusion, we find in the short wavelength and low temperature limit
Long wavelength limit of C dis
In the long wavelength limit λk ≪ 1, we are aided by the known scaling form of the mean square displacement (12) and the value of ζ from numerical simulations at d = 3. We proceed with an Imry-Ma argument as described above, with the replacement of πλ/d by λk. For λk ≪ 1 we have
Therefore using
together with (12), we find
. This leads to L dis in agreement with (13) . The above treatment is valid for very low temperature T ≪ T dis . At higher temperatures the crossover length scale grows exponentially as given by Eq. (14).
Thermal fluctuations C T
The other quantity of interest is the disorder averaged second cumulant of thermal fluctuation C T (k) as defined in (17) . In the pure system the single vortex fluctuation amplitude is
In the presence of disorder, C T (k) remains unaltered, i.e.
This can be readily seen from the discretised single vortex Hamiltonian in a random potential by adding a source term T i λ i u i . Derivatives of the partition function with respect to λ i lead to various correlations. The above result follows by rewriting the Hamiltonian with a new variable u k − T λ k /ε l k 2 in terms of which the random potential is assumed to have the same distribution [22] .
Van der Waals attraction
In the first part of this section we discuss the origin of the van der Waals (vdW) attraction considering a simple physical picture of distortion of pancakes and subsequent formation of pancake-anti pancake dipole. This simple approach correctly accounts for the vdW attraction in the pure system. Using the same picture, we also discuss the vdW attraction in the presence of impurities in the medium -a problem more complicated than the pure case due to the averaging over the impurity distribution which has to account for the presence of metastable states. In the second part (section 3.2), we derive the vdW attraction using the statistical mechanics of interacting flux lines. The power law behavior of the vdW interaction as a function of the FL distance R differs for the Josephson coupled and uncoupled cases due to the very nature of the interaction.
For a stack of only electromagnetically coupled pancake vortices the interaction between two pancake vortices in the same layer separated by a distance R > ξ is given by V (R) = 2dε • ln(R/ξ). Pancakes on different layers attract each other with a strength reduced by a factor d/λ. Josephson coupling between the layers leads to an additional contribution to the free energy that depends on the phase difference of the superconducting order parameter on two successive layers. A comparison of the Josephson and the electromagnetic interaction energy [2] shows that for separations R < d/ε the latter is much stronger, whereas the Josephson interaction dominates in the regime R > d/ε. Therefore the interaction between two Josephson coupled pancakes in the same layer is given by
For two straight stacks of pancakes placed at a distance R ≫ λ, the mutual attraction from different layers and repulsion from the same layer compensate each other leaving a residual interaction ∼ exp(−R/λ) as it is in the Abrikosov lattice.
An intuitive picture
A FL with a single pancake distorted due to thermal energy or disorder can be visualized as a straight FL with a dipole constructed out of the displaced pancake and an anti-pancake at the vacant position left behind by the displaced pancake. The dipole thus formed induces another dipole on the neighboring vortex by virtue of the interaction between the pancakes of different vortices and a finite restoring force of the same stack. These fluctuation induced dipoles interacting with the long range interaction originating from (39) lead to a long range interaction between vortices very similar to the quantum fluctuation induced attraction in atomic system. In analogy with the latter system these fluctuation induced attraction are called van der Waals interaction. If two pancakes in the same layer of stacks 1 and 2 are displaced by an amount u 1 and u 2 , respectively, the dipole-dipole interaction energy between them is given by
Heren denotes the unit vector along the line connecting the two vortices. The force exerted on the pancake of stack 2 due to a dipole on stack 1 (in the same layer) is
The displaced pancake on stack 2 on the other hand experiences an elastic force due to all the other pancakes in different layers. The restoring force
, where E el (u 2 ) is the parabolic elastic potential (21) acting on the pancake vortex, is
In the absence of impurities, the position of pancake 2 is (in equilibrium) exactly determined by the force balance f 12 + f 22 = 0, which leads to
. Substituting this result back into (40) gives the van der Waals interaction
Below, we will first evaluate this expression in the case of thermal fluctuations only, and then reconsider the force balance argument in the presence of impurities. For weak disorder, we will find that this argument is still valid because the random forces are much weaker than the restoring force (42), while it fails in the strong disorder regime.
There, however, we will show that a different argument, using level statistics, leads to an expression for the vdW energy that is basically identical to (43). Hence, this latter expression fully applies both in the thermal and in the disorder dominated regime, justifying the thermal and disorder average over u 2 1 which has been anticipated here.
Pure thermal case
For the thermal case in pure systems, we find the vdW attraction by plugging the result (26) for thermally driven fluctuations into Eq. (43), which leads to
This, apart from a numerical factor, is in agreement with the vdW attraction for pure superconductors derived in [6] .
Disorder case at T = 0
In the case of disorder-induced fluctuations, a more subtle treatment is necessary. First, let us distinguish between the weak and the strong disorder limit, defined by ∆ ≡ ∆(πλ/d) ≪ 1 and ∆ ≫ 1, respectively. For convenience, we define the total pinning energy ε
pin (u i ) acting on pancake vortex i as in (22) .
In the weak disorder regime (∆ ≪ 1), the pancake position is determined by the force equation (31) , leading to ensemble fluctuations u 2 pv ≃ ξ 2 ∆ (32) which are hence much smaller than the disorder correlation length ξ. Furthermore, the restoring forces exerted by the elastic coupling to the other pancakes in the same vortex (42) are much stronger than the random forces ∇ε (i) pin (u i ). This can be seen by estimating the ratio between the second derivative of the random energy and the elastic constant
2 in a way analogous to (33), resulting in
Hence, the force balance argument leading to the estimate (43) fully applies in this regime. The van der Waals energy is obtained by substituting the perturbative result u 2 1 ≃ ξ 2 ∆ for the correlation function into (43), yielding
In the opposite limit of strong disorder (∆ ≫ 1), the fluctuations are of order u 2 pv ≃ ξ 2 ∆ 1/2 as derived from the Imry-Ma argument (34). In this limit, a force equation of the type used above is not sufficient to determine the response of the pancake position to dipole-dipole forces due to the presence of a large number of metastable states. Instead, we have to consider the global energy minimum.
In particular, in the absence of the dipole-dipole interaction U 12 (40) the equilibrium position of each pancake is determined by the position of the global minimum of the superposition
with E el (u i ) as defined in (21) . This minimum will be located at a typical distance of order ξ∆ 1/4 from the vortex center at u i = 0. Adding now the dipole-dipole energy U 12 to (47), we look for the positional change δu 2 of pancake 2 induced by the interaction with pancake 1, keeping u 1 fixed. The change δu 2 will lead to a modified dipoledipole interaction U 12 → U 12 + δU 12 , from which the vdW interaction can be derived as V dis vdw = δU 12 /d, where the overline again denotes averaging over the disorder.
For the single pancake in stack 2 we are focusing on, two different scenarios can emerge. First, for large U 12 , the original position u 2 may become metastable if the energy landscape is tilted strongly enough (note that U 12 is linear in u 2 ) in order that another, formerly local, minimum becomes the new global minimum; this scenario is illustrated in Fig. 2 . If, on the other hand, U 12 is so weak that the global minimum remains at the same pinning center, one can again apply perturbation theory to find an estimate for δu 2 .
First, let us have a closer look at the weak U 12 case. Being in the strong disorder limit (∆ ≫ 1), the estimate (45) shows that the restoring forces originating from the pinning center are now much larger than the elastic forces. Hence, an additional force f applied to pancake 2 will lead to a response u 2 → u 2 + δu 2 with f α ≈ −∂ α ∂ β ε (2) pin (u 2 )·δu 2,β , neglecting the elastic forces. Substituting the dipole-dipole force (41) for f , we find a typical displacement
1/2 which is much smaller than ξ for R λ, and hence a typical energy change δU weak 12 of order
We have neglected orientational dependences here, focusing on amplitudes. Notice that the factor ∆ −1/2 compensates for the disorder scaling of the fluctuation square
Hence, if there were no pancakes in the stack whose optimal position changes under the influence of U 12 (below we will find that this assumption is actually wrong), this would lead to a weak, disorder independent van der Waals interaction.
The second possible scenario emerges when U 12 is strong enough to induce a change of the order of the deepest energy minima for the pancake in stack 2. In this case, it will induce a shift δu 2 of order ξ∆ 1/4 ≫ ξ, since the new minimum may be located anywhere in a distance (u 2 2 )
1/2 from the center. Hence,
where U 12 is taken to be a typical dipole-dipole energy at the distance R,
E el (u 2 ) + ε (47), is shown; the bare elastic energy is shown as a dotted line. The two deepest minima happen to be located on opposite directions from the origin, in a typical distance of order u 2 2
1/2 ≃ ξ∆ 1/4 . In the lower half, a linear energy contribution U12(u2) is added, sketched as a dashed-dotted line. Note that the center of the new parabola E el (u2) + U12(u2) has been shifted to the left hand site. The addition of U12 changes the order of the minima, hence this scenario corresponds to the 'strong U12' case; the deepest minima are marked by small circles.
So far, we have focused on a single pair of pancake vortices in the same layer. Now, a vortex line consists of a whole stack of pancake vortices. In a certain fraction η ∆ of these, the strong U 12 scenario will apply, where the dipole-dipole interaction induces a positional change δu 2 ≫ ξ; the rest will stay within its old minimal energy position, giving only a marginal contribution to the vdW interaction. By estimating this fraction η ∆ via level statistics of the Gaussian random distribution, we can derive an estimate for the strength of the vdW energy as
Below, we will find that the second term in (51), emerging from those pancakes with δu 2 ≪ ξ, can be neglected. We will now calculate the fraction η ∆ of 'active' pancakes in the stack. First, consider once again the situation in the absence of dipole-dipole forces, where the two pancakes take their optimal positions u 1 and u 2 . The dipoledipole interaction will induce a force −(2ε
). Let us divide the area of size ξ 2 ∆ 1/2 which is accessible to u 2 in two half circles, the dividing line being perpendicular to b. In half of the cases, the deepest minimum will be located (before the addition of the dipole-dipole force) in the half space where the energy landscape is shifted upwards, as shown in Fig. 2 . These pancakes can probably profit from U 12 by taking a new optimal position in the other half space. With the disorder correlation length given by ξ, the energy landscape that is accessible to the pancake can be represented by
effectively independent disorder realizations. We can hence represent the energy (47) in each half circle by a set of N/2 Gaussian random numbers ε i m (i = 1, 2 for the two sets, m = 1, . . . , N/2), each measuring the minimum of the total energy in a cell of size ξ 2 . In Appendix A, the probability density p 12 (δε) for the difference δε = ε 1 min − ε 2 min between the smallest values of the two sets, respectively, is derived; cf. Eq. (103). Given this probability density, the fraction of 'active' pancakes can be estimated as
This integral gives the probability that the energy difference between the deepest minima of the two sets is positive and smaller than the typical energy gain U 12 .
For small enough values U 12 , corresponding to distances R between the two vortices larger than some distance R c which we quantify below, we can approximate the probability density p 12 (δε) in the integrand of Eq. (53) by its value at δε = 0,
where we have used (104), andε is defined as
Now, plugging the results from Eqs. (54) and (49) into (51), we find
It is easy to check that the second contribution in (51) is smaller than the first one by a factor of ∆ 1/2 and can hence be neglected. Re-substituting a factor of ξ 2 ∆ 1/2 by u 2 1 in (56), we have finally arrived at an expression for the van der Waals energy which is identical to (43) up to a factor of O(1) and a subdominant logarithmic contribution in the disorder strength ∆. It is consistent with the result from the systematic derivation obtained in section 3.2, again up to a numerical factor and the ln(∆ 1/2 ) term. Finally, we note that for distances R smaller than R c , η ∆ → 1, leading, via (50), to the saturation value
At distances R < R c , the vdW attraction is however dominated by the direct repulsion. The expressions (56) and (57) match at R ≈ R c , where the crossover distance is given by
R c has a simple meaning: For R ≈ R c , the typical dipoledipole energy U 12 is of the same order as the typical energy difference between the two deepest minima from the two sets. Since the prefactor on the right hand side of (58) depends only logarithmically on ∆ and λ/d, R c will be of order λ, so that expression (56)
Statistical mechanical approach
The vdW attraction can be derived using a more formal statistical mechanical approach where we consider the free energy of two FLs fluctuating due to thermal energy and impurities. In the absence of disorder we obtain the vdW attraction due to the temperature induced fluctuations of the lines.
Our starting point is the free energy in (1) that contains a self energy part F 0 and a mutual interaction part F int consisting of terms with i = j. To proceed further it is convenient to write the mutual interaction explicitly in terms of components:
where we have used ds µ = (t(z), 1) dz with t(z) = ∂ z u(z).
Here and below, each integral over k implies a factor of 1/2π. We split F int into a longitudinal part F with the term V zz and a transverse part F ⊥ with the term proportional to t 1α (z 1 )t 2β (z 2 ). The partition function which is a path integral corresponding to the weighted sum over all possible displacements is
In the presence of impurities, the disorder averaged free energy can be written as
where the average ... 0 is taken with respect to the self energy part F 0 . The effective interaction between the FLs follows immediately from the cumulant expansion
Our aim at this point is to look for a long range vdW type attraction in V eff .
First cumulant
It is expected that the fluctuation induced vdW attraction should originate from the second cumulant. We first show that no such contribution arises from the first order term in (62). Starting with the longitudinal part
a straightforward approach is to expand the interaction term
with V int zz (R, k) as given by (3), leads to a short range potential decaying exponentially for R > λ. The higher order terms lead to higher order derivatives in R, as can be seen by inspecting the O(u 2 ) term
and hence again are of short range in nature.
The O(1) term from a similar expansion of the exponential of the transverse part
(66) requires averaging over the impurity distribution for the flux line displacements. We approximate the averaging as
. Such a decomposition makes sense only when the flux lines are far apart so that the preferable impurity sites of line 1 do not affect the configuration of the line 2. With this approximation it is now evident that the transverse part vanishes since t 1α = 0. The O(u) term contribution vanishes for the same reason. O(u 2 ) terms require evaluation of several correlation functions. As an example we pick up one term and show that it vanishes due to the symmetry of the integral. In the same way, it can be shown that also the other terms vanish. Let us consider the term 2 φ 2 0
As before we assume that the averaging over the impurity distribution for FL 1 and 2 is uncorrelated in nature. The above correlation function is therefore equivalent to
where we have used C
in a straightforward generalization of the corresponding quantities (16) and (17) defined in section 2. Due to translational invariance, both C αβ dis (k 1 , k 2 ) and C αβ T (k 1 , k 2 ) are diagonal in their arguments, i.e., they include a factor of δ(k 1 +k 2 ). Using this property of the correlation functions, the integration over z 1 , z 2 and k in (67) leads to
where we have switched back to the notation as in (16) and (17) . Now, both C dis (k) and C T (k) are symmetric in k, which leads to an integrand odd in k 1 and k 3 . The integration regime given by k 1 , k 3 = −π/d . . . π/d, the integral hence vanishes by symmetry.
Second cumulant
Next we go over to the second term in (62). The pure longitudinal part F 2 again leads to only a short range interaction which has the same effect as before of renormalizing the short range potential between the flux lines. The cross term of the longitudinal and the transverse parts contains t 1α t 2β and therefore vanishes after disorder averaging if the flux lines are assumed to be far apart. We are left with the contribution from the pure transverse part [ F 2 ⊥ 0 − F ⊥ 2 0 ]/2T , which has to be analyzed in a more detail. Indeed, as we will show the contribution to the vdW attraction per unit length can be found as
To lowest order in the displacements, F ⊥ reads
with V int αβ (R, k) as defined in (4) or (5) for ε > 0 or ε → 0, respectively.
For the evaluation of (70), it is now necessary to evaluate the correlation function
Using the above decomposition for disorder averaging, this can be rewritten as
The first term in (73) involving only C T leads to the vdW attraction found in the pure system. This follows from the fact discussed in section 2 that the disorder does not affect C T . Substituting this term in (70), we find
Using the fact that C αγ T and V int αβ are diagonal in components, and substituting V int αβ from (5), we find in the extremely decoupled limit
In the last step, we have approximated the integrand by its value at the upper integration limit π/d where the contribution to the integral is the largest.
In the continuous anisotropic case one has to consider the more general form of the potential in (4). K 1 (x) has the asymptotic properties K 1 (x ≪ 1) ≃ 1/x and
Due to the exponential decay of K 1 (x) for large arguments, the vdW attraction is exponentially suppressed for R > λ/ε. For smaller R, without much loss we may set the upper limit of the integral to 1/εR and use K 1 (x) ∼ 1/x in the integrand. Again the contribution is maximum at the upper limit. Thus we find the thermal vdW attraction in the continuous anisotropic case
(76) For R < d/ε, K 1 (x) ≃ 1/x in the whole integration range, so that (75) applies in this regime.
As expected, the vdW attraction in a pure system vanishes as T → 0. Expressions (75) and (76) for the thermally induced vdW attraction have been obtained previously in Ref. [6] .
Using the fact that the correlation functions are diagonal in components, the most general form of the vdW attraction in the presence of the disorder and at T = 0 is
In order to see purely the effect of the disorder, one has to study the the term with C dis in this equation. In section (2.3), we have derived expressions for C dis (k) both in the limit λk ≪ 1 and λk ≫ 1; the exact behavior at λk of order unity is however unclear. Nevertheless, provided the roughness exponent ζ < 1, one finds that the dominant contribution to the k-integral comes from large wave vectors k π/d. Hence, the vdW attraction can be derived by substituting the expression for C dis from (35), and proceeding as in the thermal case. It is found to have the same R-dependence as in the thermal case both in the extreme decoupled and in the continuous case, respectively. We give the result in form of an ad-hoc interpolation formula which subsumes both limits R ≪ d/ε and R ≫ d/ε,
, (78) with ∆ 0 and η as defined in (24) and (29), respectively. Like in the thermal case, (78) holds only for R < λ/ε; for larger R, the vdW attraction is exponentially suppressed. Note that in the decoupled limit ε → 0, the result from the intuitive approach (56) is reproduced up to numerical factors.
Finally, we note that higher order terms in the displacement u in the expansion of the interaction potential in (59) introduce derivatives of V int αβ by components of R in (70). The O(u 2 ) term, for example, yields a finite contribution at T = 0 and finite disorder, but vanishes ∼ R −6 or R −7 , respectively, and can hence be neglected.
Phase Diagram
In the low-field limit, where the magnetic induction B is of order a few Gauss, the attractive van der Waals interaction between vortex lines has consequences for the phase diagram of anisotropic superconductors. With the external magnetic field H fixed, one has to analyze the Gibbs free energy density
which has to be minimized with respect to the mean FL distance ℓ.h
is the reduced magnetic field, H 0 c1 = 4πε • ln κ/Φ 0 being the unrenormalized lower critical field, and F (ℓ; T, T dis ) is the free energy density. ℓ is related to the magnetic flux via B = Φ 0 /ℓ 2 . In section 4.1, we will restrict ourselves to the pure thermal case T > 0 with vanishing disorder (T dis = 0). We will give a short overview over approaches applied previously to the determination of the effective Gibbs free energy density, and review a scaling approach in the first subsection 4.1.1. In the following subsections, we will go beyond scaling arguments and apply functional renormalization to the FL interaction potential. This will enable us to make quantitative predictions for the phase diagram.
Finally, we will briefly consider the case with disorder in section 4.2, restricting ourselves again to a scaling approach.
Pure case
In the absence of the vdW interaction, the free energy density F (ℓ, T ) can be represented by the superposition of the bare interaction energy zε • K 0 (ℓ/λ)/ℓ 2 and an entropic contribution ∼ (T /ℓ 2 )/ℓ 2 . Here, z is the lattice coordination number (z = 6 for a triangular lattice). The entropic term describes the reduction of the vortex line entropy due to its confinement within the cage set up by its neighbors [4] . It can be viewed as a renormalization of the bare interaction, taking into account (thermal) fluctuations on length scales between λ and ℓ. While this renormalization of a short range, purely repulsive function can be handled within a one parameter renormalization group calculation [24] , it is not simply possible to account for the attractive tail of the van der Waals interaction within this approach.
In recent studies, different methods have been applied to account for the van der Waals interaction in the Gibbs free energy density. In the original work [6] , the bare vdW energy, evaluated at the mean FL distance ℓ, was added to the free energy. This means that only contributions from the vdW energy on the length scale ℓ are taken into account, which leads to a gross underestimation of its influence because of its rapid decay for R > λ. In [10] , on the other hand, only the much more important contribution on the scale R min has been taken into account, where R min is the position of the global minimum of the bare potential (80), see below. This method, which makes use of simple scaling arguments, will be reviewed in the following section. An explicit integration of the fluctuations can be performed using a functional renormalization group (RG) calculation. The description of this procedure and its results is the main focus of this section. The results from the RG will be used to check whether the scaling arguments lead to a valid description of the effective free energy, and to quantify numerical factors that cannot be specified within this approach.
The list of alternative methods is completed by an approach that makes use of the mapping of the vortex line problem onto 2d-Bosons [25] , and a variational procedure. This latter approach will be considered in a forthcoming publication [26] .
Scaling approach
The superposition of the bare repulsion and the attractive vdW interaction between flux lines,
results in a minimum of their interaction energy at a distance R min ≈ αλ (≪ ℓ) (the typical form of the bare interaction potential is shown in the inset of Fig. 3 ). The position of the minimum can be conveniently quantified by considering the function v n (x) = K 0 (x)−a vdw /x n , where n=4 or 5. In Fig. 3, v 4 (x) is shown for some values of a vdw . For a huge amplitude range 10 −10 < a vdw < 1, we find from a numerical fit that the minimum position α n of v n (x) is well described by the functional form α n ≃x n + 1.95 ln 0.87 (1/a vdw ) withx 4 = 8.5 andx 5 =12.2. From the prefactors of the thermal vdW interaction as given in (75) and (76), using the parameters for BiSCCO, we read off that the dimensionless vdW amplitude a vdw takes values of order 2 · 10 −5 T /K for n = 4 and 10 −4 T /K for n = 5. Using the latter value, this corresponds to the minimum position ranging from α ≈ 19 at T = 100 K to α ≈ 26 at T = 1 K. Also, the width of the minimum only weakly depends on temperature, being of the order of βλ with β ≈ 10. Like α, β becomes larger for smaller T .
Due to the strong distance dependence of the vdW attraction, its main contribution comes from those configurations where the line pair is at a distance R min . In the estimate of this contribution developed below, we will account for both the thermal and the disorder dominated case, which are characterized by the length scales L T and L dis , respectively.
We estimate the average vdW interaction by considering the configurations of a single line in the absence of any FL interaction. With u ≈ λ(L/L T,dis ) ζ for the displacement of a single FL (with the roughness exponent ζ as discussed in section 2.2), we find from u ≈ ℓ for the mean distance L between two line segments reaching a minimum L ≈ L T,dis (ℓ/λ) 1/ζ . The length L s of the segment over which the line stays in the minimum follows from the same argument as L s ≈ L T,dis β 1/ζ . Thus, the contribution from the vdW attraction to the Gibbs free energy density (79) is of the order [10]
which is much larger than the vdW interaction at the mean distance ℓ. For thermal fluctuations (ζ = 1/2) the mean vdW attraction has therefore the same ℓ dependence as the entropic repulsion. In this case, the result can also be obtained by mapping the problem onto 2d-Bosons [25] . The Gibbs free energy density G(x; H, T, T dis = 0) can hence be written in the following form [10] 
which has to be minimized with respect to x = ℓ/λ. Expression (82) has to be considered as an interpolation between the regimes dominated by the bare interaction at high B and the different fluctuation induced interactions at low B, respectively. The strength of the entropic repulsion is given by [6] 
and the prefactor of the term following from the thermally induced vdW interaction is
The coefficients c T or c ′ T cannot be determined within this scaling approach. This requires taking into account contributions from the vdW interaction from all distances, according to their statistical weight, instead of singling out a the contributions from a typical distance R min . We will quantify the coefficient c T within the functional RG calculation presented in the next section.
Functional Renormalization
The problem that could not be handled by the approaches discussed above is to properly account for the contributions from the vdW interaction to the free energy on all length scales between λ and ℓ. This issue will be addressed now by a functional renormalization group calculation. In particular, we will use a procedure that is an extension of Wilson's approximate recursion relation [27] , and that has been well established in the context of the wetting transition [28] .
We will only give a short sketch of the procedure here; a comprehensive review can be found, e.g., in [29] . The starting point is the reduced Hamiltonian H{r} ≡ H{r}/T defined by
which describes a single line in 1 + d ′ dimensions, interacting with a stiff, straight line centered at r = 0 via the potential V 0 (r). d ′ is the number of components of r; in our case, d ′ = 2. An ultraviolet cutoff π/Λ, corresponding to the shortest relevant length scale (parallel to the FL), is implied. This problem is equivalent to the problem of two fluctuating FLs interacting with each other, where r(z) ≡ s 1 (z) − s 2 (z) is their difference coordinate. Accordingly, the line stiffness ε • /4 is equal to the single vortex line stiffness ε l (k) ≃ ε • /2 divided by 2, where we have approximated the full, dispersive line stiffness (6) by its form in the long wavelength limit λk ≪ 1 as given by (7), neglecting the contribution ∼ ε 2 ≪ 1.
In an RG step, the fast fluctuations r > with wave vectors between Λ/b and Λ are integrated out in an approximate manner, yielding a renormalized interaction potential V ′ (r < ). b > 1 is the rescaling factor, and r < consists only of Fourier modes with wave vectors in the range 0 . . . Λ/b. Then, one brings back the Hamiltonian to its original form by rescaling z → z ′ = z/b and r(z ′ ) ≡ r < (z = bz ′ )/b ζ , where ζ is the roughness exponent, as defined in (12) . For purely thermal fluctuations which we consider here, ζ = 1/2. For the interaction potential, this implies the rescaling
This procedure is iterated until all fluctuations on scales smaller than ℓ are integrated out. We denote the renormalized and rescaled potential after the N th iteration step with V (N ) (r). For d ′ = 2 dimensions, the full nonlinear recursion relation is given by
where the kernel is defined as
The length scaleã, defined byã 2 ≡ r 2 > , reads
and the energy scaleṽ is given bỹ
a and v have been defined such that they do not depend on the rescaling factor b, so it is convenient to choose them as natural scales for length and energy, respectively. The relation of these scales a and v to the physically relevant scales λ and ε • = L T T /λ 2 takes the following form: For the length scale we find a 2 = (4/π 2 ) λ 2 . Here, we have identified the short scale cutoff π/Λ from (85) with L T (cf. Eq. 15), the segment length on which the FL makes typical perpendicular excursions of order λ, because we want to integrate out fluctuations of u on scales λ. The resulting relation connecting a and λ does not depend on T . In the following, we will simply set λ = a. For the energy scale we find v = T 2 /ε • λ 2 which does depend on temperature.
Note that at low temperatures, L T , the smallest length scale parallel to the FLs in the bare Hamiltonian (85) -which we treat, by virtue of this choice of Λ, as an effective Hamiltonian on the (perpendicular) scale λ -, is quite large: for T = 1 K it is as large as 2 cm. The applicability of the RG is however restricted to samples whose height L is much larger than L T -or, for a given sample, to temperatures T such that L T ≪ L. For smaller systems -or smaller temperatures -fluctuations of the FLs are smaller than λ, so it is a good approximation to treat them as straight lines in the dilute limit ℓ > λ we are interested in. With L ≪ L T , we are hence in the disentangled flux liquid phase where practically no collisions between FLs occur [4] . This means that also the contribution from the entropic repulsion is absent, hence γ T = 0 in (82). Consequently, it is a good approximation in this limit to replace the free energy density F (ℓ; T ) in the Gibbs free energy (79) by the bare FL interaction,
(91) where V 0 is defined as in (80). In the following, we assume that L T ≪ L. When discussing the phase diagram, we will come back to the opposite case and use expression (91) for the Gibbs free energy density in the low temperature limit where L T ≫ L.
The renormalization procedure sketched above has been carried out numerically. Restricting ourselves first to the extremely decoupled limit ε → 0, we define the bare interaction (80)
, and the strength of the thermal vdW attraction (75) is determined by a vdw = T /(2dε • ln 2 (πλ/d)). f (x) is a function that smoothly cuts off the power law tail at R ≈ λ, which we have defined as
x ≥ x 2 (93) with x 1 = 1 and x 2 = 5. The choice of the cutoff function, as well as the actual values of x 1 and x 2 , is to some extent arbitrary; x 1 = 1 is however an obvious choice, and x 2 has to be chosen such that the cutoff is not too sharp and, on the other hand, does not influence the form of the potential in the vicinity of the minimum for those values of a vdw that are physically meaningful (cf. the discussion in section 4.1.1). We have carefully checked that the RG results are stable with respect to a variation of x 2 .
The potential (92), with v 0 = 1, is shown in Fig. 3 . For BiSCCO, one finds (from the discussion in section 4.1.1) a typical value a vdw ≈ 2 · 10 −3 at T = 100 K. With this van der Waals amplitude, the bare potential V 0 (R) has a shallow minimum at R min ≈ 18λ; cf. the inset of Fig. 3 .
As a consistency check for the procedure, we have compared the functional renormalization of a purely repulsive, short-ranged potential under the action of the recursion relation (87) with a known RG flow, namely the renormalization of a delta-like, repulsive interaction of two elastic polymers by thermal fluctuations. In this model, the amplitude γ of the delta-like potential vanishes asymptotically like γ R (l) ∼ 1/l [24] . Here, l is the continuous renormalization parameter which is connected to our N via e l = b ζN . To make contact to this model, we have iterated 
Gibbs free energy density
Now, let us come back to our starting point: The calculation of the effective Gibbs free energy density (79) which we rewrite as
where µ = −ε •h ln κ plays the role of a chemical potential. G(ℓ; µ, T ) has to be minimized as a function of ℓ for fixed µ. The effective potential is given by
where N is determined from ℓ = λb ζN . With this N , the renormalized V (N ) includes thermal fluctuations on scales between λ and the mean flux line distance ℓ. It is evaluated at the (rescaled) position λ, corresponding to ℓ in unrescaled coordinates.
The effective potential is plotted in Fig. 6 for some values of a vdw . For a vdw > a * vdw , where a * vdw ≈ 5.33 with the other parameters v 0 and b set to the values given above, V eff (ℓ) has a global minimum at some finite value ℓ min . For ℓ ≫ ℓ min , it decays ∼ −1/ℓ 2 . This confirms the prediction from (81) that the contribution from the vdW interaction to the free energy density scales like −1/ℓ 4 in the thermal case.
For a vdw < a * vdw , on the other hand, V eff (ℓ) is purely repulsive and decays ∼ 1/ℓ 2 for large ℓ (cf. the inset of Fig. 6 ), revealing that the entropic contribution ∼ T /ℓ 2 to the Gibbs free energy dominates over the vdW attraction.
G(ℓ; µ, T ) is now minimized as a function of ℓ for fixed chemical potential µ. The corresponding data for G as a function of ℓ are shown in Fig. 7 for two typical values of a vdw smaller and larger than a * vdw , respectively. For a vdw < a * vdw , the minimum position ℓ 0 is continuously shifted to larger values when µ → 0 from below. This corresponds to a second order phase transition at µ = 0, with B = Φ 0 /ℓ 2 0 vanishing continuously for H ց H 0 c1 . Analysis of ℓ 0 as a function of µ reveals B ∼ µ ln(1/µ), hence reproducing the result from the renormalization group treatment in [24] . For a vdw > a * vdw , the position of the minimum remains at a finite position determined by the form of V eff (ℓ) when µ approaches 0 from below. This minimum disappears at µ = µ * > 0; for 0 < µ < µ * , G has two minima, one at a finite length ℓ and the other one at infinity. This scenario describes a first order phase transition with B dropping to zero from a finite value B v when H ց H r c1 ≡ H 0 c1 − 4πµ * /Φ 0 . Now, we compare the results from the functional RG calculation with the effective Gibbs free energy density derived by scaling arguments in section 4.1.1. As stated above, the scaling behavior for large ℓ given by expression (82) is confirmed by the RG results both in the case where the entropic repulsion dominates (δ T < γ T , corresponding to a vdw < a * vdw ) and in the opposite case where the vdW attraction gives the larger contribution. At the temperature T * where γ T * = δ T * , one has a vdw = a * vdw . This notion allows for a straightforward calculation of the coefficient c T , which determines the amplitude of the vdW contribution to the free energy. Using the definitions for v 0 and a vdw as given after Eq. (92), together with (83) and (84) in the limit R min < d/ε, this leads to
We have determined a * vdw numerically for a large range of values for v 0 = 10 4 . . . 10 7 . Here and below, we will report results from functional RG calculations using a rescaling factor b = 1.5. It turns out that the right hand side of (96) is indeed basically constant if one defines the size of the minimum width to be half the minimum position, β ≡ α/2 (which is quite an obvious choice after inspection of the form of the bare potential for different vdW amplitudes), and uses α = R min /λ with R min denot- ing the true minimum position for a given value of a * vdw (for the given range of v 0 , α varies between 12 and 19). In this way, we obtain c T = 3.9 ± 0.3. The data for the critical amplitudes of the vdW interaction a * vdw , as well as the values for c T calculated from these data, are shown in Fig. 8 as a function of v 0 . Accordingly, we have determined the prefactor c ′ T in the case of finite anisotropy ε > 0 where R min > d/ε, corresponding to the lower term in (84). We find a value of c ′ T = 1.9 ± 0.2. Now, we will discuss the consequences for the low field phase diagram of layered superconductors. We restrict ourselves here to an analysis based on the form (75) of the thermal vdW interaction which decays with the fourth power of R and, consequently, to the upper definition of δ T in (84). We have also calculated the phase diagram accordingly using expression (76) for the vdW energy which is valid for R > d/ε. Since the qualitative features are the same and even the numerical values are very close to each other in the two different cases, we only demonstrate the data for the first case.
We have used the parameters for BiSCCO as given above (which implies a vdw ≈ 2 · 10 −5 T /K), and have determined the position ℓ 0 of the minimum of the Gibbs free energy G(ℓ; µ = 0, T ) which has been calculated from the functional RG as described above. In Fig. 9 , the resulting data for the magnetic induction For comparison, we have determined the same field B v by minimizing the Gibbs free energy (82) as derived from the scaling argument, using (83) and (84) for the parameters γ T and δ T , with c T = 3.9. These data are shown in the same figure, denoted as B , there is considerable quantitative disagreement. Hence, although the scaling approach to the Gibbs free energy density G(ℓ; µ, T ) leads to the correct asymptotic scaling of the various contributions, and even yields estimates for B v in the correct order of magnitude, it seems to fail for the exact determination of the minimum of the Gibbs free energy. Evidently, also the functional RG approach is not exact: The derivation of (87) contains some severe approximations, and different choices of the rescaling factor b lead to slightly different numerical results. Nevertheless, the RG represents the most natural and adequate method for the calculation of the effective Gibbs free energy.
As discussed above (in section 4.1.2), the RG approach makes sense only for temperatures such that L T is smaller than the sample height L. For lower temperatures, corresponding to the disentangled flux liquid phase, the bare interaction enters the Gibbs free energy, cf. Eq. (91). The jump in the magnetic induction that results from this expression is shown in Fig. 9 , labeled B for a large temperature range; only for very low temperatures, the two lines cross. For samples with finite height L, however, for these low temperatures B v will cross over to the line B (bare) v < B m , so that it is likely that B v < B m in the whole temperature range.
Finally, we want to compare our phase diagram with that proposed by Blatter and Geshkenbein [6, 25] . While both proposals basically agree, including the finding that B v is of order 1 G for low temperatures, there are some differences. In particular, these authors find a bubble-like shape of the instability region which is bounded by two lines B v and B e , where both B v and B e are finite for some temperature range. In terms of the Gibbs free energy, this corresponds to the simultaneous existence of two minima at finite values ℓ, which we don't find in the effective potential as derived from the functional RG procedure, as can be seen for example in Fig. 7 .
Phase diagram in the presence of disorder
While the functional RG presented in the preceding sections only works for the thermal case, the scaling approach to the Gibbs free energy density G(ℓ; H, T, T dis ) from section 4.1.1 can easily be extended to the case with disorder. The contribution from the disorder induced vdW attraction can be estimated in the same way as that from the thermally induced vdW attraction, which leads to Eq. (81), where the value ζ = 5/8 for the roughness exponent has to be used instead of the thermal value 1/2. In contrast to the thermal case, where the entropic repulsion and the effective vdW attraction have the same dependence on the mean distance ℓ, the resulting contribution from the disorder induced vdW attraction decays faster than the (disorder induced) steric repulsion.
The resulting expression for the Gibbs free energy density reads [10] G(x; H, T, T dis ) ≈ G(x; H, T, 0) + ε 
respectively, where α and β are again the minimum position and width of the bare potential, divided by λ, and the exponent η was defined in (29) .
We briefly recall the essential features of the resulting phase diagram which has been considered semi-quantitatively in Ref. [10] . The phase diagram in the presence of impurities is expected to differ significantly in the low temperature region T < T dis where the disorder mediated fluctuations dominate the thermal fluctuations. At T = 0, as the magnetic field is increased for weak disorder (but ∆ > 1) there is a continuous transition from the Meissner phase to the low density phase followed by a jump to a high density phase of FLs as the magnetic field is further increased. This behavior smoothly crosses over to the known thermal phase diagram. As the strength of the disorder increases the disorder induced repulsive interaction dominates and the first order transition at T = 0 slowly disappears but still persists at finite low temperatures. For even stronger disorder the first order transition completely vanishes.
In order to determine the dimensionless coefficients c dis andc dis , in principal a renormalization procedure similar to that applied in the thermal case can be used. Due to the presence of disorder and, hence, the existence of metastable states, however, this task is considerably more complicated. In a closely related model, namely the disorderinduced unbinding of a flux line from an extended defect, a functional RG calculation has been applied in [31] ; it would be interesting to see whether the method that was developed there can be successfully applied in the present case.
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