Abstract. The geometry of indicatrices is the foundation of Minkowski geometry. A strongly convex indicatrix in a vector space is a strongly convex hypersurface. It admits a Riemannian metric and has a distinguished invariant-(Cartan) torsion. We prove the existence of non-trivial strongly convex indicatrices with vanishing mean torsion and discuss the relationship between the mean torsion and the Riemannian curvature tensor for indicatrices of Randers type.
Introduction
An indicatrix Σ in a vector space V n+1 is an embedded C ∞ hypersurface such that every ray issuing from the origin intersects Σ at most one point. To study the geometric properties of Σ, we consider the open cone over Σ,
The defining function L of Σ is the positive function on C(Σ) with L(λy) = λ 2 L(y), ∀λ > 0 such that L −1 (1) = Σ. Differentiating L yields a family of bilinear forms on Σ is said to be strongly convex (resp. non-degenerate) if g y is positive definite (resp. non-degenerate) for any y ∈ Σ. If a strongly convex indicatrix Σ is closed (compact without boundary) so that C(Σ) = V n+1 − {0}, then y := L(y) is a (nonreversible) norm on V n+1 . Such a norm is called a Minkowski norm in Minkowski geometry. One is referred to [Tho] for a systematic study on classical Minkowski geometry.
A Finsler manifold is a manifold whose tangent spaces carry a norm varying smoothly with the base point. The length of a curve in the manifold is defined by the integral of the norm of its tangent vectors. Thus, the geometry of indicatrices is the foundation of Finsler geometry [BCS] .
Given a strongly convex indicatrix Σ in V n+1 . Via the natural identification T y C(Σ) = V n+1 , g induces a Riemannian metricĝ on C(Σ) and hence a Riemannian metricḡ :=ĝ| Σ on Σ. Therefore, every strongly convex indicatrix admits a standard Riemannian metric. Besides the Riemannian invariants, there are other two important geometric invariants: torsion C and distortion τ (see (5) and (11)). A simple fact is that the torsion C = 0 if and only if
where (a i j ) is a positive definite matrix. Such Σ is said to be quadratic. There are many interesting indicatrices in a vector space. An interesting indicatrix is constructed by G. Asanov in his Finslerian generalization of relativity theories [As] . Let (V n , | · |) be an Euclidean space.
(2)
λξ+1 )] and |λ| < 1. Asanov [As] shows that the induced Riemannian metric on Σ λ ⊂ R ×V n has constant curvature K = 1 − λ 2 . Note that Σ λ consists of two identical hypersurfaces sharing a common boundary in the hyperplane {0} × V n . Let S n denote the unit sphere in an Euclidean space (V n+1 , | · |). For any vector v ∈ V n+1 with |v| < 1, the shifted unit sphere S n v := S n −{v} is also an indicatrix. Randers studied a special class of non-reversible norms in electron optics, whose unit spheres are just shifted unit spheres S v , see [AIM] . Thus we call S v a Randers indicatrix. We have the following: 
(b) For any plane P ⊂ T y S n v , the sectional curvature ofḡ satisfies
Deike's [De] proves that for a closed strongly convex indicatrix Σ ⊂ V n+1 , I = 0 if and only if it is quadratic. See also [Bk] , [BCS] . A natural problem is whether or not there are non-quadratic strongly convex indicatrices with I = 0. In one dimension (n = 1), every indicatrix with I = 0 is quadratic. But in higher dimensions, I = 0 does not imply that C = 0. More precisely, we have: 
Torsion and Distortion
Let Σ ⊂ V n+1 be a strongly convex indicatrix and L the defining function of Σ. Differentiating L yields a family of trilinear forms on
. Define a linear form
where g i j (y) := g y (e i , e j ) and
. The family I = {I y } is called the mean (Cartan) torsion of Σ. We claim that
where u = u i e i ∈ V n+1 and g i j (y) := g y (e i , e j ). To prove (7), we let I i (y) := I y (e i ) and C i jk (y) := C y (e i , e j , e k ). By definition,
This gives (7).
It follows from (7) that
The norm of I y is defined in a natural way
Assume that the Euclidean volume of C(Σ) is finite,
Then the following quantity is independent of the choice of
τ is called the distortion of Σ. It follows from (7) that
Therefore we obtain the following.
Lemma 2.1 For a strongly convex indicatrix Σ and its defining function L, the following conditions are equivalent:
(a) I = 0; (b) τ = constant; (c) det(g i j ) = constant.
Gauss Equation for Indicatrices
Let Σ be a strongly convex indicatrix in V n+1 . Identifying T y V n+1 = V n+1 in a natural way, we obtain a Riemannian metricĝ = {ĝ y } on C(Σ) by settinĝ
We obtain the so-called Cartan torsion tensorĈ = {Ĉ y } on C(Σ). For a vector field V on C(Σ), we can view it as a vector-valued function V :
, where y = V (y), is a linear map. The Levi-Civita connection∇ ofĝ is given bŷ
where V is a vector field on C(Σ) with V y = v. Moreover, the Riemann curvature tensor ofĝ is given by
See [Ki] and Section 14.2 in [BCS] for related discussion.
whereĝ i j :=ĝ y (e i , e j ) and (ĝ i j ) := (ĝ i j ) −1 . Then the Ricci curvature ofĝ is given by
From (15), we see that if I = 0, then the Ricci curvature of C(Σ),ĝ satisfies
Equality holds if and only if Σ is quadratic. Letḡ denote the induced Riemannian metric on Σ. Let ∇ denote the Levi-Civita connection ofḡ. For each y ∈ Σ, identify T y Σ with a hyperplane W y ⊂ V n+1 , where
where V is a vector field on Σ andṼ is a vector field on V n+1 withṼ | Σ = V and V y = v. This means that Σ is umbilical in C(Σ),ĝ . Observe that for y ∈ Σ,
It follows from (13) and (16) that the Riemann curvature ofḡ satisfies the following Gauss equation
See [Kaw] and Section 14.6 in [BCS] for related discussions.
Observe that for y ∈ Σ,ĝ y (Î y , y) = I y (y) = 0.
ThusÎ y ∈ T y Σ. LetĪ y :=Î y for y ∈ Σ. We obtain a vector fieldĪ = {Ī y } on Σ. From (17), the Ricci curvature ofḡ is given by
where
is a basis for T y Σ = W y andḡ i j :=ḡ(e i , e j ). We obtain the following.
Proposition 3.1 For a strongly convex indicatrix Σ ⊂ V n+1 , if I = 0, then the Ricci curvature of (Σ,ḡ) satisfies
Equality holds if and only if Σ is quadratic.

Randers Indicatrices
In this section, we consider a special class of indicatrices-Randers indicatrices. Let S n be a unit sphere in an Euclidean space (V n+1 , | · |) and v a vector with b := |v| < 1. S v := S n −{v} is a Randers indicatrix associated with v. To find the defining function, let V n denote the orthogonal complement of v so that
Note that for a vector y = λv + w ∈ R ·v ⊕ V n , the following are equivalent:
Thus L(y) := F 2 (y) is the defining function of S n v . We have the following:
The Cartan torsion of any Randers indicatrix S n −{v} is reducible, namely, 
See [Ma] . Thus by (7), I y (u) = I i (y)u i is given by
where y i = α y i = a i j y j /α(y). See [Ma] or (11.2.8) in [BCS] . Let g i j (y) := g y (e i , e j ) and g i j (y) := g i j (y)
. Let a i j = e i , e j and (a i j ) = (a i j ) −1 .
where y i := a ik y k and b i := a ik b k . Observe that
Thus by (21)
Since |β(y)| ≤ bα(y), we can write β(y) = bα(y) cos θ, where 0 ≤ θ ≤ 2π. For y ∈ Σ, F(y) = α(y) + β(y) = 1,
This gives
Plugging it into (24) yields
It follows from (19) and (20) that for any unit vector y ∈ V n+1 (F(y) = 1),
Namely, the torsion is uniformly bounded by 3/ √ 2. The bound (26) for two-dimensional Randers indicatrices is given in Exercise 11.2.6 in [BCS] which is suggested by Brad Lackey. But (20) does not follow from (6) and (26) 
Applying (28) to (17) we obtain
where Ī 2 := n i j=1ḡ i jĪ (e i )Ī(e j ). From (29), we obtain (27).
Proof of Theorem 1.1 Note that
By (27), we obtain
Since I y (y) = 0 and g y (y, u) = 0 for u ∈ T y Σ, we have
Plugging (31) into (30) yields
It follows from (25) that there is a point y o ∈ Σ such that
There is a unit vector u o ∈ T yo Σ such that I yo (u o ) = I yo . In virtue of (27), for any section
From (29), we obtain the Ricci curvature
This implies
By (31), we obtain
(35) also follows from (32). By (33), we obtain a formula for the scalar curvature
Using (31), we obtain
Thus, for n > 2, the scalar curvature is bounded below by a positive number.
Indicatrices with Vanishing Torsion
Let S n denote the standard unit ball in the Euclidean space
Assume that Σ is strongly convex. Then (38) and (39) is called a Minkowski functional in C(Ω) and Σ := L −1 (1) is called the indicatrix of L. Thus, by Lemma 2.1, to find a strongly convex indicatrix with vanishing mean torsion, we just need to find a Minkowski functional with det(g i j ) = constant. For a domain Ω ⊂ S n , denote by λ 1 (Ω) the first eigenvalue of the Laplacian ∆ for the Dirichlet problem on Ω, i.e.,
We have:
Proposition 5.1 Let Ω ⊂ S n be an open domain with ∂Ω ∈ C 2,α and λ 1 (Ω) > 2(n + 1). There exists ε = ε(n, Ω) > 0 such that for any φ : ∂Ω → R satisfying φ ∈ C 2,α (∂Ω) and φ 2,α < ε, there is a Minkowski functional L on C(Ω) satisfying
Proof To find a Minkowski functional L satisfying (40), we write
where r = |y| and ξ ∈ Ω. Let ϕ = (ϕ i ) : Ω → R n+1 denote the natural embedding and (ξ a ) be a local coordinate system in Ω. Using y = rϕ(ξ) and (38), we obtain
Plugging (44) into (43) and using (41) and (42), we obtain 
From (45), we obtain
where P k = P k (η, ζ, τ ) is a polynomial of order k in variables η ∈ R 2n , ζ ∈ R n and τ ∈ R. P k 's are determined by
where C k are constants depending on the C 2,α -norm of the coefficients of P k . By (51), we have that for a constant C = C(n, Ω),
whereC is a constant depending on n, Ω and P k , provided that δ ≤ 1. Take a smaller δ if necessary, so thatCδ 2 ≤ 1 2 δ, then take ε > 0 so small that ε ≤ δ 2C
. We see that if φ ≤ ε, then
Thus T maps χ δ into itself. Now we are going to prove that T is a contraction map. Let f i := T(h i ) where h i ∈ χ δ , i = 1, 2. We have
where C k is a constant depending only on P k . Since f i satisfies (52) with h = h i , i = 1, 2, we obtain
whereC =C(n, Ω, P k ). Thus, ifCδ < 1 2 , then T is a contraction map. The above arguments show that there is a constantC depending only on n, Ω and P k such that if
then T : χ δ → χ δ is a contraction map. Thus there is a function h ∈ χ δ such that T(h) = h. This h is the desired solution to (49). Choosing a smaller δ > 0 if necessarily, we conclude that for the solution h to (49) in χ δ , the resulting function L = r 2 (1 + h) is a Minkowski functional. where φ ∈ C 2,α (Ω) and χ ∈ C α (Ω) are given in (50). Since λ 1 (Ω) > 2(n + 1), J has minimum u o . Then f := u o +φ ∈ H 1 (Ω) is a weak solution of (50). By the L 2 -theory, L p -theory and Schauder estimates for elliptic equations, we conclude that any weak solution f of (50) must be in C 2,α (Ω) and
Proof of Assertion
where C depends on n and Ω. Now it suffices to show
with C depending on n and Ω. Let Ω ⊃Ω be an open domain having the property that λ 1 (Ω ) = 2(n + 1) since λ 1 (Ω) > 2(n + 1). Let w be a first eigenfunction on Ω . Then with the constant C depending on infΩ w and ∇w C 0 . Then f = wg satisfies (53).
