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MAPS ON PROBABILITY MEASURES PRESERVING CERTAIN DISTANCES — A
SURVEY AND SOME NEW RESULTS
DÁNIEL VIROSZTEK
Dedicated to the memory of Professor Dénes Petz
ABSTRACT. Borel probabilitymeasures living onmetric spaces are fundamental math-
ematical objects. There are several meaningful distance functions that make the col-
lection of the probability measures living on a certain space a metric space. We are in-
terested in the description of the structure of the isometries of suchmetric spaces. We
overview some of the recent results of the topic and we also provide some new ones
concerning the Wasserstein distance. More specifically, we consider the space of all
Borel probability measures on the unit sphere of a Euclidean space endowed with the
WassersteinmetricWp for arbitrary p ≥ 1, andwe show that the action of aWasserstein
isometry on the set of the Dirac measures is induced by an isometry of the underlying
unit sphere.
1. INTRODUCTION
The study of isometries of various metric spaces has a huge literature. Some results
that describe the structure of the isometries of some highly important spaces are very
well-known. From our viewpoint, the most interesting classical result is the Banach-
Stone theorem that describes the surjective linear isometries between the function spaces
C (X ) andC (Y ), where X and Y are compact Hausdorff spaces. The Banach-Stone the-
orem says that every such isometry is the composition of an isometry induced by a
homeomorphism between the underlying spaces X and Y and a trivial isometry. (We
will make this statement precise later.) Another example of the well-know classical
results on isometries is theMazur-Ulam theorem which states that a surjective isom-
etry between real normed spaces is necessarily affine. For a comprehensive study of
isometries, moreover, other types of preserver problems, we refer to the monographs
[4, 5, 11].
Isometries of spaces of measures (or distribution functions) have also been stud-
ied extensively. In a series of papers, Lajos Molnár (partially with Gregor Dolinar) de-
scribed the isometries of the distribution functions with respect to the Kolmogorov-
Smirnov metric and the Lévy metric (see [3, 9, 10]). As a substantial generalization of
Molnár’s result on the Lévy isometries, György Pál Gehér and Tamás Titkos managed
to describe the surjective isometries of the space of all Borel probabilitymeasures on a
separable real Banach spacewith respect to the Lévy-Prokhorov distance [7]. Gehér also
described the surjective isometries of the probabilitymeasures on the real line with re-
spect to the Kuiper metric [6]. The Wasserstein isometries have been investigated by
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Jérome Bertrand and Benoit R. Kloeckner on various spaces with the special choice of
the parameter p = 2 [8, 1].
Our goal is to study the Wasserstein isometries on probability measures defined on
unit spheres for an arbitrary parameter p ≥ 1. We make some progress in the direction
of a Banach-Stone-type result, that is, we show that the action of a Wasserstein isom-
etry on the set of the Dirac measures is induced by an isometry of the underlying unit
sphere.
2. OPTIMAL TRANSPORT
2.1. Motivation. Let us consider the following problem. There are m producers of
a certain product, say, x1, . . . ,xm , and there are n customers which are denoted by
y1, . . . , yn . The producer xi offers pi unit of the product and the customer y j needs
q j unit of it. Assume that we are in the fortunate situation when the total demand co-
incides with the total supply, that is,
∑m
i=1 pi =
∑n
j=1 q j . For the sake of simplicity, we
assume that the aforementioned quantities are equal to 1. Let us denote the cost of
transferring a unit of product from xi to y j by c(i , j ). A transference plan (or transport
plan) is a declaration of the amounts of the product that are to be transferred from the
sources to the targets. Let t (i , j ) denote the amount that is to be transferred from xi
to y j . Then a transference plan is an array of nonnegative real numbers
{
t (i , j )
}m n
i=1, j=1
such that
∑n
j=1 t (i , j )= pi and
∑m
i=1 t (i , j )= q j for all i and j .
We are interested in finding the minimal cost of transferring the product from the
producers to the customers. Clearly, the minimal cost is
(1) inf
∑
i , j
c(i , j )t (i , j )
where the infimum runs over all transport plans. The quantity (1) is called the optimal
transport cost between the probability measures
{
pi
}m
i=1 and
{
q j
}n
j=1 .
2.2. Themathematical treatment ofmore general optimal transport problems. The
optimal transport cost may be defined between any Borel probabilitymeasures on suf-
ficiently nice spaces. The key notion which is needed to define optimal transport cost
between general probabilitymeasures is the coupling,which is a basic concept in prob-
ability theory with a lot of applications that are different from optimal transport (see,
e.g., [14, Chapter 1]).
Definition 1 (Coupling). Let X and Y be Polish (that is, separable and complete) metric
spaces and let µ and ν be Borel probability measures on X and Y , respectively. A Borel
probability measure pi on X ×Y is said to be a coupling of µ and ν if the marginals of pi
are µ and ν, that is, pi (A×Y ) = µ(A) and pi (X ×B) = ν(B) for all Borel sets A ⊂ X and
B ⊂ Y .
Let us denote the set of all couplings of the probabilitymeasures µ and ν byΠ
(
µ,ν
)
.
Now, let c(x, y) stand for the cost of transporting one unit of mass from x ∈ X to y ∈ Y .
(In this contex, the word "mass" refers to something that is to be transferred.) The
optimal transport cost between themeasures µ and ν is defined as
(2) C
(
µ,ν
)
:= inf
pi∈Π(µ,ν)
∫
X×Y
c(x, y)dpi(x, y).
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2.3. Metric properties of the optimal transport cost. One may expect that the quan-
tity (2) serves as a distance between probability measures. In general,
(
µ,ν
)
7→C
(
µ,ν
)
is not a metric, but there are some important special cases when it is indeed a metric.
When the cost function is defined in terms of a metric appropriately, then the optimal
transport cost is (in a very simple correspondence with) a metric on measures. The
Wasserstein distances are metrics on measures that are defined as very simple func-
tions of optimal transport costs induced by special cost functions. In order to define
Wasserstein distances, first weneed to defineWasserstein spaces. Here and throughout,
let P (X ) denote the set of all Borel probabilitymeasures on a metric space X .
Definition 2 (Wasserstein spaces). Let (X ,d) be Polish metric space and let 1≤ p <∞.
TheWasserstein space of order p is defined as
Pp (X ) :=
{
µ ∈ P (X )
∣∣∣∣
∫
X
d(x0,x)
pdµ(x)<∞ for some (hence all) x0 ∈ X
}
.
In words, the Wasserstein space of order p consists of the probability distributions
that have finite moment of order p. Clearly, if the metric d is bounded on X , then we
have Pp(X )= P (X ) for all p ∈ [1,∞).
Now we are in the position to define theWasserstein distances.
Definition 3 (Wasserstein distances). With the same conventions as in Definition 2,
theWasserstein distance of order p between µ ∈ Pp(X ) and ν ∈ Pp(X ) is defined by the
formula
(3) Wp
(
µ,ν
)
:=
(
inf
pi∈Π(µ,ν)
∫
X×X
d(x, y)pdpi(x, y)
) 1
p
.
It can be shown that theWasserstein distance of order p (or p-Wasserstein distance)
is a true metric on Pp(X ) (see, e.g., [14, Chapter 6], or [2] for the special case p = 1).
TheWasserstein distances encode valuable geometric information as they are defined
in terms of the underlying geometry. In particular we haveWp
(
δx ,δy
)
= d(x, y) for any
Polish space (X ,d) and any x, y ∈ X and 1≤ p <∞. (Here and throughout, δx denotes
the Dirac measure concentrated on the point x ∈ X .) Consequently, the Polish space
X can be embedded isometrically into the measure space Pp (X ) by the map x 7→ δx
for any 1 ≤ p <∞. Moreover, any isometry of X induces a p-Wasserstein isometry on
Pp(X ) (for any p) by the push-forward ofmeasures. This latter concept is of a particular
importance in measure theory and it will play a crucial role throughout this paper,
hence we define it in a quite general context.
Definition 4 (Push-forward). Let (X ,A ) and (Y ,B) be measurable spaces and let µ be
complex measure on X . Let ψ : (X ,A )→ (Y ,B) be a measurable map. Then the push-
forward of the measure µ by the mapψ is denoted byψ#µ and it is defined by
ψ#µ(B) :=µ
(
ψ−1(B)
)
(B ∈B) .
Indeed, it is easy to see that for an isometry ψ : X → X the induced push-forward
of measures ψ# : Pp (X )→ Pp (X ) is a p-Wasserstein isometry for any p. So, we have a
natural group homomorphism from the isometry group of X into the isometry group
of Pp (X ) which looks as follows:
(4) # : IsomX → IsomPp(X ); ψ 7→ψ#.
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2.4. Some remarkable properties of the Wasserstein distance of order 1. In the se-
quel we recall two interesting properties of the distanceW1 (which is also commonly
called the Kantorovich–Rubinstein distance) on particular Polishmetric spaces.
Example 1. The total variation distance is a well knownmetric on P (X ) defined by the
formula
(5) dTV
(
µ,ν
)
= sup
B∈BX
∣∣µ(B)−ν(B)∣∣ ,
whereBX denotes the collection of all Borel sets of X .
Let (X ,d) be a discrete metric space, that is, X is a nonempty set and d : X × X →
[0,∞) is defined by
d(x, y)=
{
0, if x = y,
1, if x 6= y.
Then the total variation distance coincides with theWasserstein distance of order 1 on
P (X )= P1(X ) (see [2] and [13]).
Example 2. Let X =R equipped with the usual (Euclidean)metric. In this special case,
theWasserstein distance of order 1 can be expressed explicitly in terms of the cumula-
tive distribution functions by the formula
(6) W1(µ,ν)=
∫
R
|F (x)−G(x)| ,
where F (x)=µ ((−∞,x]) andG(x)= ν((−∞,x]) . This result is due to Vallender [13].
3. ISOMETRIES OF MEASURE SPACES: AN OVERVIEW OF THE LITERATURE
The study of isometries of measure spaces is an extensive topic in the area of pre-
server problems. Throughout this paper, by measure spaces we mean collections of
Borel probability measures on Polish metric spaces. Different notions of distance lead
to different geometry on measure spaces. In order to understand a geometric struc-
ture one has to face several challenges. One of themost fundamental characteristics of
a geometric structure is its isometry group, so the descriptionof the isometries belongs
certainly to the important challenges.
In the sequel we recall some results on isometries of measure spaces. Certainly, this
enumeration of the relevant works is far from being complete. As the main result of
this note is a step in the direction of a Banach-Stone-type result, first we shall recall the
famous Banach-Stone theorem.
Theorem5 (Banach-Stone). Let X and Y be compact, Hausdorff topological spaces and
let C (X ) and C (Y ) denote the spaces of all continuous complex-valued functions on X
and Y , respectively (equipped with the supremumnorm). Let T :C (X )→C (Y ) be a sur-
jective, linear isometry. Then there exists a homeomorphism ϕ : Y → X and a function
u ∈C (Y )with
∣∣u(y)∣∣= 1 for all y ∈ Y such that
(T f )(y)= u(y) f
(
ϕ(y)
)
for all y ∈ Y and f ∈C (X ).
Seemingly, this classical result does not have any connection with measures.
Let us remark that the Banach-Stone theorem describes the structure of the sur-
jective linear isometries between unital commutative C∗-algebras. (By the Gelfand-
Naimark theorem, any such algebra is isometrically ∗-isomorphic to C (K ) for some
compactHausdorff spaceK ; the∗operation onC (K ) is the pointwise conjugation, that
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is, f ∗(k)= f (k) for all k ∈ K .) It states that any surjective linear isometry is necessarily
an algebra ∗-isomorphism — up to multiplication by a fixed function of modulus 1.
The Kadison theorem is a generalization of the Banach-Stone theorem for not necessar-
ily commutative unital C∗-algebras. It says that a surjective linear isometry between
unital C∗-algebras can be obtained as a Jordan ∗-isomorphism multiplied by a fixed
unitary element. (A Jordan ∗-isomorphism is a bijective linear map J that respects the
∗ operation and preserves the square, that is, J
(
a2
)
= J (a)2 for all a.)
There are several results in the large area of preserver problemswhich state that "any
isometry between certain extra structures built on sets (say, function spaces, measure
spaces, etc.) is necessarily driven by some sufficiently nice transformation between
the underlying sets". Such results are called Banach-Stone-type theorems for obvious
reasons.
3.1. Banach-Stone-type results on isometries of measure spaces. In this subsection
we recall some recent Banach-Stone-type results concerningmeasure spaces.
3.1.1. Kolmogorov-Smirnov isometries. Thefirst non-classical result that we recall here
is the theorem of Dolinar and Molnár on the isometries of the space of probability
distributions on the real line with respect to the Kolmogorov-Smirnov metric. The
Kolmogorov-Smirnov distance of the Borel probability measures µ,ν ∈ P (R) is defined
by the formula
(7) dKS
(
µ,ν
)
:=
∣∣∣∣Fµ−Fν∣∣∣∣∞ = sup
x∈R
∣∣Fµ(x)−Fν(x)∣∣ ,
where Fη stands for the cumulative distribution function of the measure η for any η ∈
P (R), that is, Fη(x)= η ((−∞,x]) .
Note that the Kolmogorov-Smirnov distance is closely related to the total variation
distance (introduced in Example 1) and the 1-Wasserstein distance on P1(R) (see Ex-
ample 2). It is clear by the comparison of the formulas (5) and (7) that dKS
(
µ,ν
)
≤
dTV
(
µ,ν
)
always holds, and by the comparison of the formulas (6) and (7) one may
observe that the 1-Wasserstein distance is just the L1 distance of the distribution func-
tionswhile theKolmogorov-Smirnov distance is the L∞ distance of them. The theorem
of Dolinar andMolnár reads as follows.
Theorem6 ([3]). Letφ : P (R)→P (R) be a surjective Kolmogorov-Smirnov isometry, that
is, a bijection on P (R)with the property that
dKS
(
φ(µ),φ(ν)
)
= dKS
(
µ,ν
) (
µ,ν ∈ P (R)
)
.
Then either there exists a strictly increasing bijection ψ :R→R such that
(8) Fφ(µ)(t )= Fµ
(
ψ(t )
) (
t ∈R,µ ∈ P (R)
)
,
or there exits a strictly decreasing bijection ψ˜ :R→R such that
(9) Fφ(µ)(t )= 1−Fµ
(
ψ˜(t )−
) (
t ∈R,µ ∈P (R)
)
,
where Fη(x−) denotes the left limit of the distribution function Fη at the point x — note
that Fη(x−)= η ((−∞,x)) .
Moreover, any transformation of the form (8) or (9) is a surjective Kolmogorov-Smirnov
isometry.
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AlthoughTheorem 6 is formulated in terms of distribution functions, it can be easily
reformulated in terms of measures as follows: for any surjective Kolmogorov-Smirnov
isometryφ : P (R)→ P (R) there is a homeomorphismϕ :R→R such that
φ(µ)=ϕ#µ
(
µ ∈P (R)
)
,
whereϕ# is the push-forward induced byϕ (see Definition 4). Indeed, ifφ acts on P (R)
such that (8) holds, thenϕ=ψ−1, that is, φ=
(
ψ−1
)
# and if φ acts on P (R) such that (9)
holds, then then ϕ=
(
ψ˜
)−1 , that is, φ= ((ψ˜)−1)
#
.
The key idea of the result of Dolinar and Molnár is the observation that the Dirac
distributionscan be characterized in termsof theKolmogorov-Smirnovmetric. To pre-
cisely state the characterization we shall introduce the following notation: for a metric
space (Y ,ρ) and a set S ⊂ Y letU (S) be defined by
U (S) :=
{
y ∈ Y
∣∣ρ (y, s)= 1 for all s ∈ S} .
Now let us consider the special metric space (P (R),dKS) . The metric characterization
of the trivial distributions reads as follows.
(10) A measure µ ∈P (R) is a Dirac mass ⇐⇒U
(
U
({
µ
}))
=
{
µ
}
.
Such characterizations of Dirac measures will play a crucial role in several following
results.
3.1.2. Lévy isometries. The Lévy distance of the measures µ,ν ∈ P (R) is defined as fol-
lows:
dLE
(
µ,ν
)
= inf
{
ε> 0
∣∣µ ((−∞, t −ε])−ε≤ ν((−∞, t ])≤µ ((−∞, t +ε])+ε for all t ∈R} .
Let us remark that the equivalent definition
dLE
(
µ,ν
)
= sup
{
ε> 0
∣∣ν((−∞, t ])+ε<µ ((−∞, t −ε])
or ν((−∞, t ])−ε>µ ((−∞, t +ε]) for some t ∈R
}
offers another viewpoint to understand the Lévy metric. The importance of the Lévy
distance comes from the fact that (just like someothermetrics) itmetrizes the topology
of weak convergence in P (R). This type of convergence is of a particular importance in
probability theory.
Molnár’s theorem reads as follows.
Theorem 7 ([10]). Let φ : P (R)→ P (R) be a surjective Lévy isometry, that is, a bijection
on P (R)with the property that
dLE
(
φ(µ),φ(ν)
)
= dLE
(
µ,ν
) (
µ,ν ∈P (R)
)
.
Then there is a constant c ∈R such that either
(11) Fφ(µ)(t )= Fµ (t +c)
(
t ∈R,µ∈ P (R)
)
or
(12) Fφ(µ)(t )= 1−Fµ ((−t +c)−)
(
t ∈R,µ ∈P (R)
)
holds.
Moreover, any transformation of any of the forms (11), (12) is a surjective Lévy isome-
try on P (R).
ISOMETRIES ON PROBABILITY MEASURES 7
The easy part of Theorem 7 says that, similarly to theWasserstein distances, the Lévy
metric has the property that the map ψ 7→ψ# is a group homomorphism from IsomR
into IsomP (R) (where the latter group consists of all surjective isometries of P (R) with
respect to the Lévy metric). The difficult part of Theorem 7 says that this group homo-
morphism is in fact onto, hence a group isomorphism.
The key idea is a metric characterization of the Dirac distributions (see equation
(10)), similarly to the proof of the result in [3].
3.1.3. Kuiper isometries. The Kuiper distance of the probabilitymeasures µ,ν ∈P (R) is
given by the formula
(13) dKU
(
µ,ν
)
:= sup
I∈I
∣∣µ(I )−ν(I )∣∣ ,
whereI = {I ⊂R |#I > 1 and I is connected} , that is,I denotes the set of all non-degenerate
intervals of R. It is clear from the definitions that the inequality
0≤ dKS
(
µ,ν
)
≤ dKU
(
µ,ν
)
≤ dTV
(
µ,ν
)
≤ 1
(
µ,ν ∈ P (R)
)
holds (compare the formula (13) to the formulas (5) and (7)).
The theorem of Gehér on the isometries of P (R) with respect to the Kuiper metric
reads as follows.
Theorem 8 ([6]). Let φ : P (R)→ P (R) be a surjective Kuiper isometry, that is, a bijection
on P (R)with the property that
dKU
(
φ(µ),φ(µ)
)
= dKU
(
µ,ν
) (
µ,ν ∈P (R)
)
.
Then there exists a homeomorphism g :R→R such that
φ(µ)= g#µ
(
µ ∈P (R)
)
.
Moreover, every transformation of this form is a surjective Kuiper isometry on P (R).
3.1.4. Lévy-Prokhorov isometries. Asmentioned before, the Lévy distance is an impor-
tant metric on P (R) as it metrizes the weak convergence in P (R). In 1956 Prokhorov
introduced a metric which metrizes the weak convergence in P (X ) for a general Polish
metric space (X ,d) [12]. Now we call this metric Lévy-Prokhorov distance although it
does not coincide with the Lévy metric in the special case X = R. The Lévy-Prokhorov
distance is defined as follows:
dLP
(
µ,ν
)
= inf
{
ε> 0
∣∣µ(A)≤ ν(Aε)+ε for all A ∈BX } ,
where
Aε =
⋃
x∈A
Bε(x) and Bε(x)=
{
y ∈ X
∣∣d(x, y)< ε} .
Gehér and Titkos considered the problem of determining the Lévy-Prokhorov isome-
tries of P (X ) in the case when X is a separable real Banach space which is a bit less
general setting than the setting of Polishmetric spaces (which is themost general pos-
sible setting) [7]. Their result reads as follows.
Theorem 9 ([7]). Let (X , ||·||) be a separable real Banach space and let φ : P (X )→ P (X )
be a surjective Lévy-Prokhorov isometry, that is, assume that
dLP
(
φ(µ),φ(µ)
)
= dLP
(
µ,ν
) (
µ,ν ∈P (X )
)
holds. Then there exists a surjective affine isometryψ : X → X which induces φ, that is,
we have
(14) φ(µ)=ψ#µ
(
µ ∈ P (X )
)
.
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Moreover, any transformation of the form (14) is a surjective Lévy-Prokhorov isometry.
Similarly to the case of the Lévy distance, we learned that themapψ 7→ψ# is a group
homomorphism from IsomX into IsomP (X ) (easy), and that this homomorphism is
actually onto (difficult).
The observation (10) plays an important role in the proof of the result of Gehér and
Titkos, as well. However, the general setting of separable real Banach spaces required
the development of other involved techniques.
3.1.5. 2-Wasserstein isometries on negatively curved spaces. We have noted before that
if we consider Wasserstein distances on Pp (X ) for a Polish space X , then the push-
forward of measures by an isometry of X is always a p-Wasserstein isometry on Pp (X ),
no matter what the value of the parameter p is. (See equation (4)).
The question naturally appears: are there isometries of Pp(X ) that can not be ob-
tained this way? In other words: are there non-trivial isometries of Pp (X )? (Following
the terminology of [1], we call a p-Wasserstein isometryφ of Pp(X ) trivial if φ=ψ# for
some isometryψ : X → X . Moreover, an isometryφ is called shape-preserving if for any
µ ∈Pp (X ) there exists an isometryψµ : X → X such that φ(µ)=
(
ψµ
)
#µ. The isometries
that are not even shape-preserving are called exotic isometries.)
The result of Bertrand and Kloeckner states that if X is a negatively curved space,
then all the 2-Wasserstein isometries of P2(X ) are trivial [1]. In other words, the mea-
sure space P2(X ) is isometrically rigid.
The precise statement reads as follows.
Theorem 10 ([1]). Let X be a negatively curved geodesically complete Hadamard space.
Let φ :P2(X )→ P2(X ) be a 2-Wasserstein isometry, that is, assume that
W2
(
φ(µ),φ(µ)
)
=W2
(
µ,ν
) (
µ,ν ∈ P2(X )
)
.
Then there is an isometryψ : X → X such that
φ(µ)=ψ#µ
(
µ ∈P2(X )
)
.
Note that with the terminology borrowed from [1] the results of [10] and [7] can be
rephrased as follows: themeasure space P (R) equippedwith the Lévymetric is isomet-
rically rigid, and themeasure space P (X ) for a real separable Banach space X equipped
with the Lévy-Prokhorov metric is also isometrically rigid.
3.2. Non-Banach-Stone-type results on isometries ofmeasure spaces. Quite surpris-
ingly, the probability measures on Euclidean spaces have non-trivial 2-Wasserstein
isometries, as well. Furthermore, in the special case of the real line we have also ex-
otic isometries (recall that exoticmeans that it does not preserve the shape of themea-
sures).
The precise statements of Kloeckner about the isometries ofP2 spaces over Euclidean
spaces read as follows.
3.2.1. The case of the real line.
Theorem11 ([8]). The isometry group of the space P2(R)with respect to the 2-Wasserstein
metric is a semidirect product
(15) IsomR⋉ IsomR.
In (15) the left factor is the image of # (recall that # was introduced in (4)) and the right
factor consists of all isometries that fix pointwise the set of Dirac measures. Moreover,
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the right factor decomposes as IsomR =C2⋉R, where the C2 factor (the group of order
2) is generated by a non-trivial involution that preserve shapes and the R factor is a flow
of exotic isometries.
The question naturally appears: how do the elements of the right factor of (15) look
like? That is, how does a 2-Wasserstein isometry that fixes all Dirac measures look like?
The description of the exotic isometries is beyond the scope of this paper, we refer
to the original work of Kloeckner [8]. However, the description of the non-trivial but
still shape-preserving isometries is easy; the reader will find it in the explanation of
Theorem 12, because the behavior of the shape-preserving isometries is independent
of the dimension of the underlying Euclidean space. Keep in mind thatC2 =O(1).
3.2.2. The case of Rn for n ≥ 2.
Theorem 12 ([8]). For n ≥ 2, the 2-Wasserstein isometry group of P2 (Rn) is a semidirect
product
(16) IsomRn⋉O(n)
where the action of an element T ∈ IsomRn onO(n) is the conjugacy by its linear part T˜ .
The left factor in (16) is the image of # (see (4)) and each element of the right factor
fixes all Dirac measures and preserves shapes.
So in "higher" dimensions we do not have exotic isometries but we still have non-
trivial isometries. We need some notation to explain how the non-trivial isometries
look like.
Given a µ ∈ P2 (Rn) , the center of mass of µ is denoted by cµ, that is, cµ =
∫
Rn
xdµ(x).
Furtheremore, for any y ∈Rn , the associated translation is denoted byηy, that is,ηy (x)=
x + y (x ∈Rn) . Now we can describe the non-trivial isometries: for any ϕ ∈ O(n), the
map
µ 7→
(
ηcµ
)
#
◦ϕ# ◦
(
η−1cµ
)
#
(µ)
is a 2-Wasserstein isometry which leaves the Dirac measures invariant.
4. WASSERSTEIN ISOMETRIES ON P
(
Sn−1
)
After having reviewed some recent results in the topic, now we turn to the main
problem of the current paper which is the description of the p-Wasserstein isometries
onmeasures defined on unit balls of Euclidean spaces.
Let n ≥ 2 be arbitrary and let us consider the separable metric space
Sn−1 :=
{
x ∈Rn
∣∣∣∣ ||x|| = 12
}
,
where ||.|| denotes the Euclidean norm. We consider the Euclidean distance d(x, y) =∣∣∣∣x− y∣∣∣∣ on the unit sphere Sn−1. Clearly, the Euclidean distance is bounded on any
unit ball, so for all n ≥ 2 we have Pp
(
Sn−1
)
= P
(
Sn−1
)
for all p ≥ 1. Our arguments that
we present soon works for all p ≥ 1, so from now on, let p ∈ [1,∞) be arbitrary.
Claim 13. Set µ ∈P
(
Sn−1
)
. The followings are equivalent.
(1) µ is a Dirac measure, that is, there exists x ∈ Sn−1 such that µ= δx .
(2) There exists ν ∈ P
(
Sn−1
)
such that Wp(µ,ν)= 1.
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Proof. The implication (1) =⇒ (2) is clear by the following short argument. For any
x, y ∈ Sn−1 and for any p ≥ 1, we have Wp
(
δx ,δy
)
= d(x, y) =
∣∣∣∣x− y∣∣∣∣ . Therefore, if
µ= δx , then by the choice ν= δ−x we have
Wp
(
µ,ν
)
=Wp (δx ,δ−x )= d(x,−x)= ||x− (−x)|| = 1.
The proof of the direction (2) =⇒ (1) is a bit more complicated. We have to show that
if µ ∈ P
(
Sn−1
)
is not a Dirac measure, thenWp(µ,ν) < 1 holds for all ν ∈ P
(
Sn−1
)
. So,
assume that µ ∈ P
(
Sn−1
)
is not a Dirac measure and let y ∈ Sn−1 be arbitrary. Then
there exists some ε> 0 such that
(17) µ
({
x ∈ Sn−1
∣∣d(x, y)≤ 1−ε})> 0.
(Otherwise, µwould be equal to δ−y .) Let us denote by η this positive number appear-
ing on the left hand side of (17) in the sequel. The estimation∫
Sn−1
d(x, y)pdµ(x)
=
∫
{x∈Sn−1 |d(x,y)≤1−ε}
d(x, y)pdµ(x)+
∫
{x∈Sn−1 |d(x,y)>1−ε}
d(x, y)pdµ(x)
≤ η(1−ε)p + (1−η) ·1< 1
shows that the map
Sn−1→ [0,1]; y 7→
∫
Sn−1
d(x, y)pdµ(x)
is strictly less than 1 everywhere. Therefore, we have
(18)
∫
Sn−1
∫
Sn−1
d(x, y)pdµ(x)dν(y)< 1
for any Borel probability measure ν. The map (x, y) 7→ d(x, y)p is bounded and both
µ and ν are probability measures, hence Fubini’s theorem can be applied to show that
the integral on the left hand side of (18) is equal to∫
Sn−1×Sn−1
d(x, y)pd
(
µ×ν
)
(x, y).
Themeasureµ×ν is clearly a coupling ofµ andν, hence by the definition of theWasser-
stein distance (see eq. (3)) we have
W
p
p
(
µ,ν
)
= inf
pi∈Π(µ,ν)
∫
Sn−1×Sn−1
dp (x, y)dpi(x, y)
≤
∫
Sn−1×Sn−1
d(x, y)pd
(
µ×ν
)
(x, y).
So, we deduced that W pp
(
µ,ν
)
< 1 which means that Wp
(
µ,ν
)
< 1. The measure ν ∈
P
(
Sn−1
)
was arbitrary, hence the proof is done. 
The following result may be considered as a first step in the direction of a Banach-
Stone-type result on the structure of the Wasserstein isometries of probability mea-
sures on unit spheres.
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Theorem 14. Let φ : P
(
Sn−1
)
→ P
(
Sn−1
)
be a (not necessarily surjective) Wasserstein
isometry, that is, a map satisfying
Wp
(
φ(µ),φ(ν)
)
=Wp
(
µ,ν
) (
µ,ν ∈P
(
Sn−1
))
.
Then there exists an isometry T : Sn−1→ Sn−1 such that
φ (δx)= T#δx , that is, φ (δx)= δT (x)
(
x ∈ Sn−1
)
.
Proof. Let x ∈ Sn−1 be arbitrary. By Claim 13, there exists a ν ∈ P
(
Sn−1
)
such that
Wp (δx ,ν)= 1. By assumption,Wp
(
φ (δx) ,φ (ν)
)
= 1. By Claim 13, thismeans thatφ (δx)
is a Dirac measure. So, φ sends Dirac measures to Dirac measures. That is, there exists
a map T : Sn−1 → Sn−1 such that φ (δx) = δT (x) holds for all x ∈ Sn−1. We have to show
that T is an isometry. But this is clear, because Wp
(
δx ,δy
)
= d(x, y). Indeed, by this
elementary fact we have
d(x, y)=Wp
(
δx ,δy
)
=Wp
(
φ (δx) ,φ
(
δy
))
=Wp
(
δT (x),δT (y)
)
= d
(
T (x),T (y)
)
for every x, y ∈ Sn−1. The proof is done. 
Final remarks. Let us emphasize that we did not assume the surjectiviy of the isome-
tries in our previous arguments.
Naturally our most concrete future plan is to discover wheter themeasure spaces on
the unit balls are isometrically rigid, or we also have some non-trivial isometries (let
alone exotic isometries). We believe that the answer depends on the dimension n and
on the value of the parameter p, as well.
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