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Abstract 
Since their discovery and isolation graphene and carbon nanotubes have fascinated 
both the scientific and industrial cotnmunities due to their unique physical properties. Many 
of the properties and potential applications are influenced by the interactions between the 
graphitic nanostructures and other materials. Some of the iinp01tant interactions include gas-
on-solid adsorption using the carbon nanostructures as hydrogen storage media or gas sensors. 
In addition filling nanotubes with various tnaterials allows the fundamental study of 
encapsulated 1 D nanowires and their influence on the electronic properties of the nanotubes. 
Density functional theory has been used to examine the ionization energy, 
polarizability and quadrupole motnents of diatomic molecules, graphene sheets and single 
wall carbon nanotubes. The theoretical work continues using density functional theory to 
investigate hydt·ogen at'ld oxygen physisorption to a graphene plate and segments of the (1 0, 
0) and (9, 0) carbon nanotubes. A range of adsorption sites, both extetnal and internal to the 
nanotubes, have been studied with the molecular axis oriented parallel or perpendicular to the 
nanotube wall. It is found that both hydrogen ru1d oxygen bind weakly to the graphitic 
nanostructures in all adsorption sites studied. The adsorption energies of oxygen to the 
cru·bon nanostructures are fotmd to be stronger than hydt·ogen adsorption energies. In addition 
binding energies are a factor of two larger for diatomic molecules botmd inside the carbon 
nru1otubes than for adsorption outside the nanotubes or on the graphene plate. Hydrogen 
interaction energies are shown to be enhanced by the addition of a second (1 0, 0) nanotube 
segn1ent. Differences in binding energy characteristics ru·e attributed to the curvature of the 
nanostructure and the interactions between electrons of the nanotube and the adsorbed 
tnolecule. 
The graphitisation and purity of several nanotube powders was examined usii1g the 
analytical techniques of thermogravimetric analysis, transmission electron n1icroscopy and x-
ray photoelectron spectroscopy. A high-quality nanotube satnple was successfully filled with 
a n1ercury telluriun1 c01npound via the molten media method. Preliininary results of the 
chru·acterisation of the encapsulated nanowires, using scanning tunnelling microscopy, are 
inconclusive. However dry-deposition techniques were successful in isolating carbon 
nanotubes from the nru1otube ropes of the filled sample. 
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Chapter 1: Introduction 
Chapter 1: 
INTRODUCTION 
1.1 Background on Carbon Nanostructures 
The isolation of the low dimensional carbon nanostructures of graphene (2D) and 
carbon nanotubes (lD) has led to an explosion of scientific and industrial research. Numbers 
of published papers concerning nanotubes have grown steadily since their isolation and 
identification in 1991 1 and, although studied theoretically for decades, the expedmental 
isolation of graphene has caused a surge in publications within the last three years. 2 What 
n1akes these structm·es patticularly interesting is their lUlique fundamental properties. Due to 
the strength of the carbon-carbon bond in these structtU'es, graphene and nanotubes both show 
tensile strength an order of magnitude larger than the strongest steel alloy. 3 This structural 
propeliy gives significant potential for the use of carbon nanostluctm·es to fonn ultrastrong 
polymers. The electrical properties of carbon nanostructtU'es are also impmiant because the 
elecu·ons u·avel ballistically through the lattice with negligible scatteling off atoms. 1 This 
gives high electron n1obilities which are of great interest to the IT industry for high speed 
nanoelectronic devices. Additionally, the large aspect ratio of carbon nanotubes enhances 
applied elecu·ic fields at the nanotube tip allowing nanotubes to be used as field en1ission 
som·ces for technological applications such as flat panel displays. 
A number of applications derive fi·onl the interactions between carbon nanostluctm·es 
and gases or n1olecules. The encapsulation of materials inside carbon nanotubes produces 
one-dimensional quantwn wires, 4 which can be used to study low dimensional quantum 
phenomena or used in elecu·onic components. The electrical, 1nagnetic and mechanical 
properties of the nanowires are highly sensitive to the size and crystallinity of the nanowires. 
Consequently the study and lUlderstanding of how the nanotube constrains the encapsulated 
n1aterial is highly hnportant. 
One application, which is beginning to produce fiu1ctional devices, is utilising carbon 
nanotubes as gas sensors. The interaction between gas and nanotube produces electrical 
conductance changes in sen1iconducting nanotubes which can be measured. However, the 
conductance prope1iies are also sensitive to changes in environment such as moistw·e and 
1 
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tetnperature. In addition the tnethod is weak at detecting gases that have low interaction 
energies with carbon.5 Another application, a subject of significant controversy in scientific 
literature, is the use of carbon nanosuuctures as a medimn to store hydrogen which could be 
utilised to produce energy for 1nobile requirements such as computers, phones, building 
power but n1ainly as fuels for vehicles. The controversy arises through a debate as to whether 
the hydrogen can be stored at room temperature and pressure. Experimental work on 
hydrogen storage has reported that the nanotubes can take up and hold approximately 10% of 
the mass of the carbon nanotubes6 however theoretical work etnploying the Langmuir 
isotherm states that hydrogen uptake by nanotubes can only occur at cryogenic temperatures. 7 
The understanding of how hydrogen, and other gaseous molecules, interacts with the carbon 
nanostructures is vital for futw·e ilnplementation and improvement of these applications. 
1.2 Aims of Thesis 
The aims of the following study are: 
• to investigate density functional theory (D FT) modelling parameters against known 
electrostatic properties of small atomic and 1nolecular species, 
• to investigate the fundmnental elecu·onic properties of cm·bon nanostructures using 
DFT, 
• to investigate hydrogen and oxygen physisorption onto carbon nanostructw·es using 
DFT, 
• to examine the physical and electronic structure of carbon nanotube encapsulated 
nanowires. 
1.3 Structure of Thesis 
The layout of the thesis is as follows; 
Chapter 2: Discusses the theoretical background behind the carbon nanostructw·es 
of graphene and single walled nanotubes (SWNTs) together with the theory behind the main 
investigative techniques; DFT and scanning tunnelling microscope (STM). A review of 
em·lier work is conducted on gas adsorption on cm·bon nanosuuctw·es, including molecular 
hydrogen and oxygen, and the encapsulation of materials inside nanotubes. The analytical 
techniques of thennogravimeu·ic analysis, X-ray photoelectron specu·oscopy and transmission 
electron microscopy are also briefly exan1ined. 
2 
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Chapter 3: Presents results of DFT calculations using the known atomic and 
molecular propet1ies of hydrogen, nitrogen, oxygen and benzene to compare and contrast 
DFT computational parruneters. The optimal parruneters from the DFT calculations on the 
small molecules are used to investigate the ionization energies, polru·izabilities and 
quadrupole moments of graphene sheets of varying size and segtnents of SWNTs. 
Chapter 4: Investigates molecular hydrogen physisorption to graphene and 
SWNTs using DFT. Stable binding energies and separation distances ru·e established for a 
selection of potential adsorption sites including intetnal and external sites on the nanotubes. 
The trends in binding energies ru·e discussed in terms of the electrostatic and dispersion forces 
and the effect of the interactions on the molecular energy levels. 
Chapter 5: Presents the results of DFT calculations on hydrogen adsorption to two 
SWNT segments and oxygen adsorption to gt·aphene and SWNTs. Trends in hydrogen and 
oxygen adsorption to carbon nanostluctures are compru·ed. Characteristics of hydrogen 
adsorption on multiple SWNT segments and oxygen adsorption to cru·bon nanostluctures are 
discussed in terms of increased elecn·on wavefunction overlap between the molecules. 
Chapter 6: Investigates the encapsulation of silver nin·ate and n1ercury telluride 
inside cru·bon nanotubes. Thermogt·avimetric analysis is used to study several sources of 
nanotubes ru1d develop an oxidation method to remove the caps and disordered carbon from 
the ends of carbon nanotubes. Opened nanotubes are then mixed, and heated, with the filling 
material prior to examination tmder TEM to ascertain filling yield. Initial results of an 
ongoing STM/STS study of a tnercury/tellurium cotnposite encapsulated in SWNTs are 
repotted. 
Chapter 7: Presents conclusion to the thesis with discussion of, and 
recotnmendations for, future work to be carried out in the areas investigated. 
3 
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Chapter 2: 
LITERATURE REVIEW AND THEORY 
2.1 Graphene 
Carbon has many allotropes of which diamond and graphite have been known 
about for millennia. 1 Relatively recently the OD and lD fonns of carbon; fullerenes and 
carbon nanotubes have been discovered prompting a surge in research and applications. 
The 2D form of carbon, graphene: a single layer of graphite one atom in thickness, is the 
building block of the fullerenes, graphite and nanotube sttuctures and, as such, has been 
extensively studied theoretically. The isolated monolayers of graphene were thought to be 
physically tmattainable since thern1al fluctuations would cause lattice vibrations, 
displacing the atoms by more than the interaton1ic distance and thus breaking the tnolecule 
apart. 2'3 Arotu1d the twn of the 21st century A. Geim et a!. successfully isolated graphene 
by peeling single layer flakes, approximately 100 J..Lm in size, from a graphite crystal using 
adhesive tape; a method known as micromechanical cleaving which has been used to 
produce 2D crystals of many other materials.1-5 Due to the small size of the monolayer 
crystals and the strong covalent bonds, the thermal fluctuations are not stt·ong enough to 
dislocate the carbon atoms and break aprut the graphene layer.2 In experimental 
observations, the graphene layer is seen to be rippled in order to suppress thetmal 
variations. The rippling introduces elastic energy into the lattice but overall the total free 
energy is reduced. 2 
Although the flakes of graphene produced by the cleaving method are chemically 
inert, stable and crystalline in runbient conditions1'3 they are rru·e amongst other nullti layer 
flakes. Isolating the individual flakes is a time consuming and difficult procedure that 
involves using optical microscopy to recognise distinctive interference patterns ruising 
fi·otn the interaction between the graphene crystal and Si02 substt·ates?·3 Consequently the 
cleaving method can not produce graphene crystals in bulk for industrial purposes and can 
therefore only be used for reseru·ch into graphene. Other methods of producing graphene 
include the exfoliation of graphitic layers that have been separated by the intercalation of 
another tnaterial, 1'6'7 thennal decomposition of SiC.1•8 and vapour deposition of 
5 
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hydrocarbons on tnetal substrates.1•2 Unlike the top-down approach of the cleaving 
n1ethod, bottom-up synthesis methods such as the vapour deposition are unselective as to 
the allotrope of carbon produced. This evolves frotn the large solid angle at which carbon 
species can approach the graphene nucleation sites. 
Since its physical discovery the properties of graphene and its potential 
applications have been widely studied with many papers published each year. 5 However, 
the research into graphene is still in its infancy. Graphene is a zero-gap semiconductor 
with large mean free path for electrons due to the high structural and electronic quality of 
the crystals. As a result the electrons can travel ballistically within the plane of the 
graphene crystals giving rise to large electron mobilities around 20,000 cm2 v-1 s-1: an 
order of magnitude larger than modetn silicon transistors.1 This high electron mobility is 
of great importance for faster electronic devices such as transistors. One stand-out 
application is that of the single-electron transistor which has a quantum dot forming an 
island between the source and drain electrodes. Most tnaterials that have been used for the 
quantum dot are not stable at room temperature however a graphene quantum dot is stable 
and can withstand large electric cunents. 2 The interaction of electrons with the periodic 
potential of the graphene's honeycomb lattice gives rise to relativisitic pruticles such as 
tnassless electrons. This allows the experimental testing of theories concerning quantum 
electrodynamics.2 Another possible application for graphene is the production of ultra 
strong and ultra light polytners for use in the tnanufacture of vehicle shells such as the 
fuselage of aircraft and cars as well as structural reinforcement for buildings. The 
properties of graphene which of graphene which ru·e pruticulru·ly impottant for this project 
are it's large surface area, which makes it ideal for gas sensing applications, 1 and the fact 
that graphene is the building material for carbon nru1otubes. 
2.2 Carbon Nanotubes 
2.2.1 Structural properties 
Since their recognition in 1991, by Iijima et al., carbon nanotube research has 
progressed rapidly.9 The basic description of a cru·bon nanotube consists of a single layer 
of graphene rolled into a cylinder (Fig. 2.1 a). These single walled nanotubes (SWNT) can 
be stacked together to form multi walled nanotubes (MWNT) (Fig. 2.1 b), a special form of 
which is the double walled nanotube (DWNT) that comprises two SWNTs. 
6 
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Fig. 2.1 (a) A single wall carbon nanotube assembled from a graphene sheet (adapted 
from [ 10 ]) and (b) an example of a multiwalled carbon nanotube. 
A carbon nanotube's physical and electronic properties depend on the chiral vector 
C, , which lies perpendicular to the nanotube axis and circumnavigates the nanotube 
equator joining two sites of equivalent crystallography (Fig. 2.2).9•11 
Fig. 2.2 The honeycomb lattice of graphene that can be rolled up to form the nanotube 
(recreated/rom [12]). 
C11 which is described in Fig. 2.2 by the vector OA , is defined as 
Eqn. 2.1 
where nand mare integers and a1 a 2 are the lattice unit vectors. The chiral angle, e, is 
the angle between C11 and the unit vector, a1 • The translational vector, T, which is 
represented by OB defines the unit vector of a lD carbon nanotube.9 The rectangular 
7 
Chapter 2: Literature Review and Theory 
area defined by the two vectors, Ch and T , represented by OAB'B in Fig. 2.2 is the 
primitive unit cell of the carbon nanotube. 
The indices, n and m, completely categorize the nanotubes as the chiral angle e, 
and the diameter of the nanotube d can be calculated from these integer values: -
Eqn. 2.2 
() 2n+m cos = - ;::::====== 
2.Jn2 +m2 +nm 
Eqn. 2.3 
where a is the lattice constant, which is equal to 2.49 A. 9 
SWNTs are organised into groups by the relation ofn tom. lfn = m ( Ch = (n n) 
e = 30°) the nanotube is defmed as an armchair nanotube. When m = 0 ( ch = (n 0) e = 
0°) the nanotube is called a zigzag nanotube. All other combinations where n =f m ( C11 = 
(n m), 0° < 101 < 30°) are termed chiral nanotubes. Examples of these three classifications 
are displayed in Fig. 2.3. Included in Fig. 2.3 are examples of end caps that can close the 
nanotubes. These are hemispheres of fullerenes that consist of six pentagons and a number 
of hexagons that allow the cap to fit precisely onto the nanotube and minimise the strain 
energy of the curved cap.9 
Fig. 2.3 A selection of SWNTs including (a) a (n, 0) zigzag, (b) a (n n) armchair and (c) 
an (n, m) chiral nanotube. 
8 
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2.2.2 Electronic properties 
The electronic properties of a SWNT can be obtained from considering the 
structure of graphene. A unit cell of graphene is made up of two carbon atoms, A and B 
(Fig. 2.4) whilst the lattice unit vectors, a1 and a2 , describe displacements to equivalent 
sites which have the same bond atTangement as the A or B atoms. Every cm·bon atom 
shm·es three cr bonds with its nem·est neighbour carbon atoms, accounting for three of the 
four valence electrons. The fom1h electron, which lies in the 2pz orbital perpendicular to 
the graphitic Stll'face, forms a 1t bond which induces a delocalised ring of electrons. Since 
there are two 1t electrons per unit cell, it is the n electrons that determine the electronic 
prope11ies of the carbon nanotube as the n-energy bonding band is full and the band gap of 
graphite at the Fermi level is zero.9 
Fig. 2.4 (a) the hexagonal lattice of graphene showing the primitive unit cell bound by a1 
atld a2 and (b) the first Brillouin zone of graphite in reciprocal space bound by b1 and b2 
(recreated from [9 ]). 
Figure 2.4 also shows the first Brillouin zone of graphite constructed from the 
- -
reciprocal space lattice vectors b1 and b2 • r, K and M m·e high synunetry sites of the 
reciprocal space lattice of graphite. Using a tight binding approximation, the energy 
dispersion of 1t electrons in the bonding (n) and anti-bonding (n*) energy bands is given by 
Eqn. 2.4. 
k a-fi k ,a k ,a 
[ ]
l/2 
E(k,ky) = ±y0 1 + 4co{ '2 }o{ T) + 4cos2 ( T) Eqn. 2.4 
where y0 is the electron transfer integral between nearest neighbom· atoms, kx and ky are 
the wavevectors in the x and y directions and a is the real space lattice constant. 13 
Equation 2.4 can be plotted across the Brillouin zone (Fig. 2.5) and illustrates a periodic 
9 
Chapter 2: Literature Review and Theory 
energy dispersion where the conduction (1t) and valence (1t*) bands meet at the Fermi 
level. This signifies that graphite is a zero-gap semiconductor. 
r 
b) 
15.0 
>10.0 
<1) 5.0 
ｾ＠
ｾ＠ 0.0 
-5.0 
K -1o.oK r K 
Fig. 2.5 (a) the energy dispersion for 2D graphite and (b) the 1D dispersion cross-section 
in the direction of KFMK (recreated from [14]). 
Since the nanotube is a cylinder the number of available energy modes around the 
equator can be quantized by the periodic boundary condition: 
k.Ch = 211XJ (q = 1, ... ,2n) Eqn. 2.5 
These modes allow electrons to travel in 1 D energy bands that are cross sections of the 2D 
energy dispersion of graphite similar to that of Fig. 2.5b.9 In reciprocal space the allowed 
modes form a set of parallel lines that cross the hexagonal lattice and are aligned with the 
nanotube axis (Fig. 2.6). 
a) M 
K 
ｦ ＭＭＭ］ ｾ ＭＭＭＭＭＭＭＭＭＭＭＭＫＭ:--r----
Fig. 2.6 The reciprocal space of the first Brillouin zone showing the allowed wavevectors 
for (a) armchair, (b) zigzag and (c) chiral nanotubes [9, 14, 15]. 
10 
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The spacing between the lines is given by 
Eqn. 2.6 
An allowed k vector will always pass through the r point of the graphite. If the 
length of the perpendicular line, joining Y to the K point in Fig. 2.6c, is an integer tnultiple 
of ｾｫ＠ then an allowed k vector will also pass through the K point of the Brillouin zone. 
This allows the degeneracy of the 1t and 1t* energy bands of 2D graphite at the K point 
causing a zero-band gap nanotube that exhibits metallic behaviour. If, in the case of 
certain chiral nanotubes, the allowed k vector does not pass through the K point, then the 
degeneracy is not allowed. The 1t and 1t* bands will not meet and the nanotube will be 
semiconducting with a finite band gap. Since the magnitude of the vector YK is 
Eqn. 2.7 
the relation of (2n+m) which can also be expressed as (n-tn) must be a multiple of three for 
the nanotube to be metallic. Thus all mmchair nanotubes are metallic and zigzag 
nanotubes for which n is divisible by three, for example the ( 6, 0) and (9, 0) nanotubes, are 
metallic. Approximately one third of allnanotubes m·e n1etallic in nauu·e. 
Fro1n Eqn. 2.5, and since 
IC,I =a.Jn 2 +m 2 +nm, Eqn. 2.8 
the periodic boundary condition for mmchair nanotubes becomes: 
nk_...a.f3 = 27iq Eqn. 2.9 
with the allowed k-lines pm·allel to the ky direction and for zigzag nanotubes: 
Eqn. 2.10 
with allowed k-lines in the kx direction. Inserting these separately into Eqn. 2.4 gives the 
lD energy dispersions for armchair and zigzag nanotubes: 
Eqn. 2.11 
Eqn. 2.12 
11 
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For any nanotube, (n, m), the density of energy states can be extrapolated directly 
from the energy dispersion. Each density of states (DOS) is unique to every nanotube. 
Metallic nanotubes show a small non-zero DOS at the Fern1i level (EF = 0) whilst 
semiconducting nanotubes have a DOS of zero, and a band gap, at Er. To illustrate this 
point, Fig. Ｒｾ Ｍ Ｗ＠ presents the DOS for-the (15-, 0)-and (t6, 0) zigzag nanotubes. 
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Fig. 2.7 DOS for (a) the (15, 0) and (b) the (16, 0) zigzag nanotubes calculates using 
density functional theory. Nanotube diameters are approximately 1.17 and 1.25 nm, 
respectively (data acquired from-[ 16}). 
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Van Hove singularities, sharp peaks in Fig 2. 7, appear in the DOS where the 
energy dispersion curves have stationary points. Nanotubes with sitnilar diameters show a 
vittually identical DOS near the Penni level which is independent of the translational 
vector and the clriral angle. The closest approach of the wavevector k to the K point of the 
Brillouin zone (Fig. 2.6c) yields a local maxin1um in the energy dispersion and therefore a 
Van Hove singularity in the DOS.17 Changing the chirality, but not the diameter, of the 
nanotube has the effect of rotating the allowed wavevectors around the K point. This does 
not alter the distance between the k-lines and the K point and therefore the DOS remains 
the same. As the energy increases away fi·on1 the Fertni energy the Van Hove singularities 
stati to diverge fi·on1 one another. 18 Evidence of this universal DOS, at low energies, is 
substantiated by tight-binding calculations of various nanotubes. 19 
Curvanu·e of the nanotubes also affects the DOS as the C-C bonds are distorted in 
the cit·cmnferential direction. Tlris shifts the K points of the Brillouin zone away fi·on1 
those of the 2D graphite enhancing electron transfer around the nanotube equator.20•21 
Consequently the parallel lines of the allowed k wavevectors do not pass through the 1( 
points for chiral nanotubes where n-m is a n1ultiple of three. A band gap is opened at the 
Fermi level18•20 which is of the order of 10 meV.20•21 This is a narrow band gap that can 
easily be overcotne when con1pared with a semiconducting nanotube that has a band gap 
of approximately 700 meV.20 
2.2.3 Production and Purification of Carbon Nanotubes 
At present carbon nanotubes are produced using one of three tnain teclmiques: -
Laser ablation: a target tnade of graphite and a catalyst material is vaporised by a laser in 
a thetmal fw11ace held at 1500K. Carbon condenses out of the vapour phase onto catalyst 
particles that have been ejected fi·om the target initiating nanotube growth. The choice of 
catalyst material, which is usually a transition metal, and the length of the thennal fwnace 
are key factors that control the size and growth rate of the carbon nanotubes. Laser 
ablation is a costly technique but it produces very pm·e SWNTs with a low quantity of 
defects.22 
Arc discharge: involves passing a high cm1·ent between two carbon rods in an inet1 gas 
atmosphere. The anode is vaporised decreasing in length and forming a plasma between 
the two electrodes. Black soot, which consists of nanotubes, fullerenes, nanopatticles and 
anlot]Jhous carbon that is smTounded by a hard carbonaceous shell, is deposited on the 
cathode. This illustrates a disadvantage of the arc discharge method as the extraction of 
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carbon nanotubes from the soot necessitates an extensive, and time consuming, separation 
procedure invariably incurring a loss of good quality nanotube material. MWNTs are 
formed without the need for a catalyst but if SWNTs are required then the anode tnust be 
doped, usually with a transition or rare earth metal such as Co, Ni, Fe, Y or Gd. The 
dian1eter distribution in the nanotubes has been fotmd to depend on the ratio of helium and 
argon gas that forms the inett gas atmosphere22 but average diruneters achieved are ｾ＠ 1.5 
nm.
9 The smallest diameter of any SWNT that has been observed is 0.7 nm which 
coiTesponds to the diatneter of the C60 fullerene molecule. 9 MWNTs comprise 
approximately a third of the product of arc dischru·ge.23 
Chemical vapour deposition (CVD): gaseous carbon sources such as methane, cru·bon 
tnonoxide and acetylene ru·e heated to produce highly reactive vaporous cru·bon22 which 
dissolves into catalyst particles of transition metal that are patterned onto a substrate by 
sputtering. The cru·bon diffuses through the pruticle ru1d, as the catalyst becomes saturated, 
is extruded to form the walls of the nanotube. Depending on the strength of the interaction 
between the catalyst and the substrate, the catalyst particles can either be found to have 
migrated to the tip of the nanotube, extruding carbon between the catalyst and the substrate 
(tip growth) or they have remained fixed to the substrate, extruding the nanotube walls 
away frotn the substrate (base growth). The choice of the catalyst material is important for 
CVD, just as it is with the other methods, as it can strongly influence the growth rate and 
diameter of the resultant nanotubes. 24 MWNTs are the dotninant product of this method 
but a cru·eful choice of the catalyst material can induce the preferential growth of MWNTs 
or SWNTs.22 The structtu·e of the carbon nanotubes also depends on ten1perature with 
MWNTs grown predominantly between 800 and 1000 l( whilst SWNTs are grown 
between 1100 and 1300 K. 15 The higher ten1perature is required to fonn the small 
diameter SWNTs due to the strain energy inherent in the structure of these nanotubes. 
Cru·bon nru1otubes produced via the CVD method often have poor crystallinity but this can 
be ilnproved by annealing the nanotubes at high tetnperature. 9 
None of the n1ethods above have been able to selectively grow cru·bon nanotubes 
with a specific diruneter or chirality although the choice of fabrication conditions can 
nanow the diameter distribution. Another issue with the manufacture of nanotubes is the 
difficulty in isolating individual cru·bon nanotubes from each other ru1d :fi:om the 
an1orphous carbon and catalyst particles that invru·iably occur in commercial products. 
Individual nanotubes ru·e especially impottant for applications such as field effect 
transistors and displays in addition to the study of the structural and electronic propetties 
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of carbon nanotubes. There are several purification methods available to attempt to isolate 
nanotubes of which the most comn1on is acid treatlnent. Raw carbon nanotubes are 
refluxed at the boiling point of the acid which is usually nitric, sulphuric or hydrochloric 
used either individually or in succession. 25-30 Metal catalyst particles, nano-onions 
(catalyst particles that are sw1·ounded by graphitic layers of carbon) and amorphous carbon 
are dissolved by the acid which also opens the end caps of the nanotube.26-28 The 
impurities can then be filtered off, however, some amorphous carbon is left behind which 
is often found coating the nanotubes.28 The choice of acid to be used depends on the 
catalyst patticle present atld the extent to which nanotube damage is tolerable. This is 
because on prolonged exposw·e to nitric or sulphw·ic acid the SWNTs at·e transforn1ed into 
MWNTs or onion-like nanoparticles.31 In contrast hydrochloric acid does not produce this 
u·ansformation. Additionally acid u·eatment functionalises the cat·bon nanotubes with 
C02H and OH groups25•32 that bond to defect sites, such as atom vacancies and at·eas of 
greater su·uctw·al stress such as the end caps or Stone-Wales pentagon-heptagon defects. 15 
Air oxidation is another method of purifying nanotubes. Carbonaceous materials 
can be bw·nt off in the presence of oxygen, giving off C02 and C0.25 It has been found 
that although this tnethod consumes carbon nanotubes by oxidation, the rate of MWNT 
degradation is smaller than that of amorphous cat·bon due to the presence of five 
membered carbon rings in the geometric su·uctw·e of the latter.23 Since the caps of 
nanotubes include five member rings these get oxidised before the bulk of the nanotubes 
thus air oxidation is also an effective method for opening nanotubes. As a result the 
carbonaceous impurities can be removed aln1ost entirely but at a cost of sacrificing 
nanotubes. The level of nanotube loss depends on the temperatw·e and the thne that the 
nanotubes are subjected to oxidation. In conu·ast SWNTs may be more reactive thatl 
MWNTs as the diameter is closer to the fullerene su·uctw·e that dotninates the amorphous 
carbon. Therefore the rate of SWNT oxidation could be shnilat· to the amorphous carbon 
resulting in a greater loss of nanotubes for the same oxidation conditions. Functional 
groups, added by the acid u·eament, can also be effectively removed by air oxidation25•29 as 
can any of the remaining amorphous carbon leftover from filtering off the acid.28 
Albrecht et a/. pioneered another method of isolating nanotubes that involves the 
dry deposition of as-produced nanotubes in an UHV. 33-35 A fibreglass rope is in1pregnated 
with a black soot powder containing SWNTs and is pressed onto a substrate leaving 
behind isolated nanotubes or small bundles, containing 2 to 4 nanotubes, with no 
significant contatnination from amorphous carbon or other patticulates. This tnethod is 
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ideal for use when attempting to study as-produced nanotubes as solution processing can 
irreversibly damage the nanotubes. Dry deposition is also of pruticular importance when 
the substrate is unsuitable for atnbient processing for example a hydrogen-passivated 
Si(100)-2xl or GaAs surfaces.33 This technique has been shown to produce samples of 
isolated nanotubes, with exceptionally low levels of contamination, which ru·e suitable for 
study under microscopes capable of atotnic resolution. 
2.3 Density Functional Theory 
The electronic structure, and n1any other propelties, of molecular systems can be 
deduced by solving the time independent Schrodinger equation for a many electron 
system, which is given by: 
Eqn. 2.13 
where E is the total system energy and fi is the Hamiltonian operator. The wave function 
'I' represents one electron in a moleculru· orbital which is constructed from a linear 
cotnbination of s, p, d and f aton1ic orbitals36 also known as basis functions, cpi; 
Eqn. 2.14 
where N is the total nun1ber of basis functions. The basis functions chosen form the basis 
set and the expansion coefficients, Ci, ru·e used to weight the contribution to the molecular 
orbital of each atomic orbital to construct a realistic molecular orbital using the fewest 
number of basis functions possible. 36 The choice of expansion coefficients also has to 
accolmt for: -
1. contraction of the atomic orbitals due to electron shru·ing between the nuclei; 
2. distottion of atomic orbitals by the attraction of electrons from one atom to a 
neighbouring atom and 
3. diffusion of valence electrons through ionic molecules. 
There are four main ways of describing the basis functions. Actual atomic orbitals have an 
exp(-sr) forn137 that tends to zero as r becomes lru·ge and is symmetric about x = 0. The 
constant, C::, regulates the width of the orbital: a small s results in a diffuse electron orbital 
occupying a large amount of space whilst a large t;, will result in a tightly bound electron 
orbital. 36 Basis functions can therefore be approximated by a single exponential known as 
the Slater-type orbital. This gives an H-atom like ls orbital but does not include radial 
nodes.38 Plane wave basis sets of the form exp(ik.r) may be used to describe the atomic 
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orbitals, however, these are sinusoidal in nature and do not tail off to zero at large 
distances. A combination of plane wave functions can approxin1ate the shape of the 
atomic orbital. 39 Shnilarly the fonn of the actual atotnic orbital can be approximated by a 
linear cotnbination of Gaussian ftmctions of the form exp( Ｍｾｲ Ｒ Ｉ＠ 37 : 
Eqn. 2.15 
where di is a weighting coefficient and ｾｩ＠ is the orbital size coefficient. An advantage with 
using Gaussian-type orbitals (GTOs) is that the orbitals of two atoms can be described by a 
finite sutn of Gaussian orbitals centred at the tnidpoint of the two atoms. 36 This leads to a 
shnplification and consequently a reduction in the cotnputation tin1e required in solving 
the Schrodinger equation numerically.37 A final option is to calculate the exact valence 
orbitals centred on a hydro genic atom and portray the orbitals as numerical values on a 3D 
spatial grid. 40 
A minimal basis set (MIN) consists of one aton1ic orbital per basis fut1ction. This 
set does not account for changes in the orbital's size and shape due to the proximity of 
neighbouring atoms and is therefore the least accurate and complete basis set available. A 
considerable nutnber of extended basis sets have been formulated to account for these 
changes. The double-zeta or double nutneric (DN) basis set adds a complete second set of 
basis ftu1ctions. In some cases tins becomes too demanding in terms of computation time 
and power and only the valence orbitals are doubled. The two sets of functions are of the 
smne form but in each set of basis functions s is adjusted either slightly above or below the 
value used in the minitnal basis set. The atomic orbital is thus better approxitnated, and 
the system energy is minimised, by different weighting of the two basis functions: 
Eqn. 2.16 
where di is the percentage each function contributes to the atotnic orbital. Polarized basis 
sets (DND and DNP) accoUllt for distortions of the atomic orbitals due to electric fields 
such as those imposed on an atom by its neighbours. For exatnple, within a hydrogen 
n1olecule the spherical 's' orbital becotnes elongated along the molecular axis and starts to 
exhibit 'p' orbital behaviour. The DND modifies the original 's' orbitals to include 'p' 
orbital characteristics. Using the DND as a basis, the DNP then modifies the 'p' orbitals 
with 'd' orbital charactristics. The DNP basis set is considered to be the tnost cotnplete set 
cut-rently available a11d the standard it1 quantum chemistry.36•41 
The Hatniltonian operator, H in Eqn. 2.13, consists of contributions frotn kinetic 
(T), elech·on-nuclei interaction (V coulomb), external potential (Vext) and exchange and 
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correlation (Exc) energies. The exchange interaction derives from a symmetrization 
requirement that states that for two identical fennions, which in this case are electrons, the 
con1posite wave function must be antisymmetric. 42 Given this fact, calculations of the 
expectation value of the separation between two identical electrons yield an increase in 
separation distance, if the individual wave functions overlap in space, from that of non-
identical particles in the same states. This quantun1 mechanical phenomenon is called the 
exchange interaction. The correlation term arises from the tendency of electrons to repel 
each other thus reducing the probability of finding electrons close to other electrons. 
Electron wave functions in the many-electron system are independent of each other and 
therefore neglect the Coulomb interaction between electrons.43 Due to the non-classical 
nature of the exchange and correlation energies36 the operator, in the Hamiltonian, must be 
derived by ab initio techniques. 
The variation principle states that the expectation value of the Hamiltonian of Eqn. 
2.13 is always more than the minimum system energy unless 'P is the exact wavefunction 
of the ground state:44 
Eqn. 2.17 
Therefore to obtain the best description of the electronic structure of the system, the 
expectation value must be tninimised such that 
Eqn. 2.18 
One method of achieving this is by the Hat1ree-Fock (HF) method. This uses a matly-
electron model that evaluates the system energy, at a single point, as a function of 3N 
vm·iables: three spatial coordinates for each of N electrons. Solving the complex energy 
equations of 2.13 and 2.18 is therefore a time consuming process that necessitates the use 
of a computer algorithtn. 
A better n1ethod is that of density functional theory (DFT). DFT uses the charge 
density of the molecular system, p(r) where r is the radial distance from a fixed origin, to 
evaluate the energy equations. Hohenberg and Koht1 theorised that, since the chm·ge 
density detetmines the number of electrons in the systen1, it must also dete1n1ine the 
ground state wave function('!') atld all other electronic properties.44 As p(r) is equal to the 
sun1 of 'I? over all occupied molecular orbitals, the Hamiltonian becomes a function of the 
charge density. As a result the energy equations can be solved, requiring knowledge of 
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three rather than 3N spatial variables and significantly reducing the computation power 
over the HF method. 
Unlike the HF method, the correlation and exchange effects, Exc, can be included in 
DFT. However a limitation arises as the correlation and exchange functionals are only 
known exactly for a free electron gas.45•46 Approximation routines, to the Exc effects, have 
been developed that can accurately calculate physical properties. These routines broadly 
fall into one of two categories. The simpler of the two is the local density approximation 
(LDA) whereby the exchange and conelation functions depend only on the charge density 
at the coordinates where the density functionals are evaluated. The other approximation 
routine is the generalized gradient approximation (GGA) in which the exchange and 
conelation functionals now depend on the charge density, and its gradient, at the 
coordinates of functional evaluation. 
As the two routines for calculating exchange and con-elation, listed here, are 
approxhnations in a complex set of computations, the results of DFT calculations differ 
frotn the actual properties of physical systen1s. It is known, from comparison between 
theory and experhnent, that LDA tends to overesthnate molecular binding energies and 
underestimates bonding distances in tnolecular systems.41 •47 h1 contrast, GGA tends to 
underestimate the binding energies of molecules and overestimates bond lengths. 48 
Experimental values of the binding energies and bonding distances are found to fall 
between the two approxin1ations.47 In addition, no DFT functional accurately describes all 
the characteristics of molecular interactions,49 especially the van der Waals (vdW) 
interactions between non-bonding species.50-53 However, in some cases the LDA 
functionals have given good agreen1ent with experimental results through fortuitous enor 
cancellations between the exchange and correlation energy approximations. 51•53•54 Despite 
the inherent imprecision introduced by approximations to the exchange and con-elation 
effects DFT has been utilised extensively and it compares favotu-ably with other theroetical 
approaches including Brenner potentials, 55 tight binding calculations56 and second order 
perturbation theory. 57 
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2.4.1 Hydrogen adsorption 
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Due to the growing worldwide population energy requirements will rise 
significantly over the next few decades. 58 New and diverse forms of energy production 
n1ust be explored to support, or replace, the existing fossil fuel empire. Technologies that 
can convert wind, wave, solar and geothe1n1al energy to electricity already exist, are in use 
and could provide energy at a comparable capacity to gas, oil and coal. At present these 
technologies do not have infrastructures that can cope with the increased demand. One 
possible solution is to use hydrogen as an energy source. 58 It is an abundant eletnent in 
nature with a chemical energy density three times that of liquid hydrocarbons which are 
used as fuels today.59 Fuel cell teclmology exists to convert hydrogen and oxygen into 
water and electricity60 with an efficiency of 50-60% compared to a petrol/air mix that 
combusts with a maximum Carnot efficiency of approximately 25%.59 The use of 
hydrogen in fuel cells is of particular interest to the automotive industry. It has been 
proposed that a stored mass of 5-l 0 kg of hydrogen could power road vehicles over a 
distance of approxitnately 400 kn1.61 Molecular hydrogen may also be used as a fuel in 
modified internal cotnbustion engines. 
The difficulties associated with hydrogen use stem from limited storage and 
delivery capabilities. Liquefaction of hydrogen at cryogenic tetnperatures is a technique 
that exists in a 1nature fotm. Hydrogen stored by this n1ethod is readily accessible; 
however, the cryogenic vessels that are currently available are too bulky to be utilized in 
vehicles. Ftuihermore, a large amount of energy is needed to liquefy hydrogen, potentially 
rendering the systen1 inefficient. Gas con1pression is another established teclmology that 
gives readily accessible hydrogen but it is also judged to be unsuitable as only a small 
amount of hydrogen can be stored in bulky containers. Fmiher complications arise as the 
storage vessels, in both systems, are prone to failure due to hydrogen attack, usually after 
long exposm·e inherent in vehicular storage. Liquid hydrocarbons could also be used to 
store hydrogen however reversible hydrogenation has not been detnonstrated under the 
varying conditions that road travel entails. 59 
The U.S. Department of Energy (DOE) has specified targets for hydrogen storage 
research.61 These include near roon1 temperatm·e operation, reliable lifetime in terms of 
uptake/release cycles and refuelling rates of 0.5 and 2.0 kg/n1in by 2005 and 2015 
respectively. Of considerable importance are a high storage as a percentage of the systetn 
weight and a high density of hydrogen. Both gas compression and liquefaction are 
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considered to be state-of-the-art storage systems for hydrogen 62 though neither has 
matched the capacity target of 4.5 wt% by 2005 set by the DOE. 
Fig. 2.8 Crystal structure of the metal hydride NaAZH4 (reproduced from [55}). AI atoms 
are red, Na atoms are turquoise and hydrogen atoms are blue. 
Solid state storage, in which the hydrogen is stored in lattice interstitial sites (Fig. 
2.8), is a solution that may provide high storage density under the DOE conditions.61 The 
hydrogen must be released and/or taken up primarily by changes in temperature and 
pressure. Metals and metal alloys have been tested as storage materials where the metal 
lattice expands allowing the hydrogen to diffuse into the interstitial sites. In some metallic 
alloys there can be four to six hydrogen atoms per metal atom affording weight 
percentages as high as approximately 15%.63 This value may make metal hydrides an 
ideal storage material. In Figure 2.9 the two hydrides shown store 4 kg of hydrogen in 
less space than both the cryogenic and compressed gas systems without taking into account 
the bulky infrastructure required for the latter systems. 
H2 ( liquid) H2 (200 bar) 
Fig. 2.9 Volume of 4 kg of hydrogen stored by different methods relative to the size of a 
modern day car (adapted from [59}). 
21 
Chapter 2: Literature Review and TheOIJ' 
However none of over 2000 materials, which are known to form metal hydrides, 
has been able to meet all of the DOE targets. Hydrolysis of sodium borohydride (NaBIL.) 
is a chemical reaction that can attain a 6.6 wt% with a room temperature reaction.61 •64 
Where this method fails is that the product of the hydrolysis, NaB02, is not reusable as a 
storage tnaterial without processing. This requires, at least, a roadside processing facility 
and a system whereby the fuel is stored in canisters that can be removed frotn the vehicle, 
refilled and replaced.61 Some metal hydrides have a high hydrogen weight percentage 
capacity, such as MgH2, LiH2 and NaAlH4 (7-13 wt%)65 but also have high desorption 
tetnperatures. For exatnple, MgH2 desorbs at 573 K.66 Ideally a hydride decomposition 
temperature should be conlpat·able to the waste heat of the fuel cell, which is typically 330 
to 390 K.67 Hydrides that desorb easily at this temperature adsorb between 1 and 3 wt%.65 
Some hydddes exhibit adsorption and/or desorption kinetics that require high temperatures 
or pressures, again requiring the roadside facility for refuelling, whilst some hydrides have 
slow uptake and release kinetics which would entail long refuelling times. 66 
Gas-on-solid adsorption, particularly using nanostructured materials, has ean1ed 
considerable attention for its safe nature and the potential for a high storage density of 
hydrogen. 68 There m·e two types of gas adsorption: chemisorption and physisorption. 
Chemisorption describes the interaction of matter when chemical bonds are fotmed whilst 
physisorption describes interaction due to electrostatic and vdW forces which is easily 
reversible. In addition to the DOE requiren1ents for storage, the interaction, or binding, 
energy between hydrogen atld the storage media must be small with the intention that the 
hydrogen be easily accessible for delivery. Consequently physisorption would be 
preferable to chemisorption as the latter requires a lm·ge energy input to overcome the 
chen1ical bonds between the adsorber and the hydrogen. Desorption of aton1ic hydrogen 
covalently bound to SWNTs requires a temperature greater than 600 K, rendering 
chen1isorption impractical for tnobile hydrogen storage. 69 It has also been shown that the 
quantity of delivered hydrogen is less than the total storage capacity.61 •69 If the hydrogen-
adsorber interaction is too strong, a portion of the stored hydrogen catl be left behind in the 
storage vessel after exhaustion. Despite these limitations carbon nanostructures, such as 
graphite, individual graphene layers and cm·bon nanotubes, appear to be ideal storage 
materials as they possess considerable surface m·ea. A graphene sheet n1ay store hydrogen 
on both sides of its structure. Likewise, hydrogen may be storable both outside and inside 
cm·bon nanotubes and intercalated between cm·bon layers in graphite. These adsorption 
locations will be investigated in this thesis. 
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There is considerable debate within the literature as to whether these structures are 
physically capable of storing a practically viable amount of hydrogen within the confines 
of the DOE requirements. A technique known as temperature programmed desorption 
(TPD) can give itnportant infonnation about the adsorption charactetistics of a surface. 
Adsorbates are inn·oduced over a period of time to a clean surface which is held in a 
vacuun1. The srunple is then heated slowly and the adsorbate outgasses from the surface. 
If the vacuum is kept constant, stopping readsorption of the gaseous species, 70 and the 
desorption rate is less than the pumping rate then the instantaneous pressure change in the 
system is proportional to the desorption rate.71 This produces a characteristic pressure 
spectrun1 as a fimction of temperature fro1n which several kinetic pru·ameters such as the 
desorption activation energy and surface coverage can be deduced. A TPD study 
conducted by Dillon et al. has shown that hydrogen can be adsorbed onto SWNT soot at 
room ten1peratw·e and a pressw·e of 40 kPa. 68'72 It was fotmd that most of the hydrogen 
desorbed at around 133 K. However, for SWNT samples that were heated in vacuum to 
970 K, prior to hydrogen exposw·e, small TPD mass signal peaks occurred at 288 I( 
indicating so1ne hydrogen remains stably bound up to room temperatw·e. After treating the 
nanotubes by oxidation with water, the runount of stored hydrogen at the 288 K peak 
conesponds to a gravimetric storage density of 5-l 0 wt% per nanotube. This equates to a 
low system storage density of 0.01 wt% as the average density of SWNTs in the soot was 
0.1 to 0.2 wt%.72 
In conn·adiction to the near atmospheric pressure uptake, Y e et al. reported that 
hydrogen can only be adsorbed at high pressw·es or cryogenic temperatw·es of arotmd 80 
1(73 where hydrogen uptake is ru·otmd 8 wt%. At hydrogen exposure conditions, similar to 
the adsorption characteristics that Dillon et al. reported were favow·able, there was little 
adsorption observed. A key difference between the two experiments is that Y e et al. 
exposed their san1ples at 0.5 bar/80 I< and 160 bar/300 K, neither of which is equivalent to 
Dillon's exposw·e at 0.5 bar/300 K followed by cooling to approximately 80 K. 
Other studies have shown that storage on nanotubes is possible at room 
temperatw·e but only at high presstu·es. Liu et al. reported a storage density of 4.2 wt% at 
presstu·es of around 10 MPa. 74 Approximately 80% of the adsorbed hydrogen is desorbed 
from the sample at room temperatw·e and the remainder cru1 be ren·ieved by heating the 
nanotube sample. This hydrogen storage density does not n1eet the DOE criteria. Hynek 
et al. studied the enhancement effect of hydrogen uptake in a presstu·e cylinder by adding 
various carbon materials. 75 In the absence of carbon adsorbents the hydrogen uptake 
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varies linearly with pressure. Carbon adsorption is effective at increasing storage density 
only at low pressures but the total amount of hydrogen stored reaches a plateau as the 
pressure increases. Furthermore, the effect of adding carbon adsorbents is a marginal 
improvement and is not justifiable at cryogenic temperatures. An empty cylinder can 
adsorb four times the amount of hydrogen at 80 K as it can at room temperature whilst 
carbon cannot achieve the same level of uptake. A report by Hirscher et al. gave a 
hydrogen storage density of 1.5 wt% at low pressure (1 o-5 Pa) and room temperature. 76 
However it was found that the presence of titanium alloy did not allow the determination 
of how much if any hydrogen was stored by the nanotubes. Moreover unoxidized 
titanium readily takes up hydrogen such that the alloy may account for the entire hydrogen 
uptake. 
Fig. 2.10 Hydrogen adsorption sites on a graphene matrix. All C-C bonds are sp2 
hybridised. 
Theoretical studies have been carried out using different modelling techniques on 
a wide range of carbon nanostructures and the results have varied significantly. The 
adsorption, or binding energies of both atomic and molecular hydrogen have been 
investigated in specific adsorption sites (Fig. 2.1 0). These adsorption sites are explained in 
detail in Chapter 4. All the adsorption sites can be utilised to study physisorption where 
the hydrogen s molecular axis is oriented either perpendicular or parallel to the graphitic 
surface. However only sites A to C can be used to study chemisorption. Typically single 
point energy (SPE) calculations are conducted for hydrogen-carbon nanostructure 
separation distances ranging from 2 to 8 A to construct a binding energy curve. 
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Barone et al. have studied the chemisorption of hydrogen to a (5, 5) armchair and a 
(10, 0) zigzag carbon nanotube using DFT.77 A con1parison was made between the LDA 
SVWN, GOA PBE and a hybrid DFT functional wherein LDA was found to overestimate 
the C-H binding energies with respect to other functionals. The LDA functional predicted 
stronger C-H binding to the (5, 5) nanotube than the (1 0, 0) nanotube. This was found to 
be in contrast to the PBE and hybrid functionals which predicted the reverse; binding to 
the (10, 0) nanotube was stronger than to the (5, 5) nanotube. In a similar study, Arellano 
eta!. used the LDA functional to investigate hydrogen chen1isorption onto (5, 5) and (6, 6) 
SWNTs.50 Both Arellano and Barone find comparable results for a hydrogen atom at site 
A, above a carbon atom, with binding energies of 0.9 eV and 0.8 eV respectively. 
Arellano eta!. also found a binding energy of 0.46 eV for a hydrogen atom at site C, 
above a C-C bond midpoint corresponding to the saddle point for the migration of a 
hydrogen atom in site A to an equivalent site, along the C-C bond direction. 50 It was also 
found that the formation of strong covalent C-H bonds induced significant distortion of the 
SWNT. 
Molecular hydrogen adsorption to a single graphene layer has been extensively 
studied in the literature. Okamoto and Miyamoto examined a twenty four carbon atom 
plate using second order perturbation theory and DFT.57 The dangling bonds at the plate 
edges were terminated with hydrogen aton1s. Under pertlubation theory, site B in Fig. 
2.10 was the most stable with a binding energy minin1um of 2 kcal/mol or 89 me V at a 
separation of 3 A between the graphene plate and the hydrogen centre-of-mass. Binding 
energies for perpendicular configurations of the hydrogen molecule were found to be 
approxin1ately 25% larger than parallel configurations. For DFT calculations the LDA 
SVWN, GOA BL YP and the hybrid DFT functional B3LYP, were en1ployed. LDA gave 
good agreement with the perturbation theory results whilst GOA and the hybrid functional 
predicted only a very weak attractive energy near a 4 A separation (Fig. 2.11 ). 
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Fig. 2.11 Potential energy curves of a hydrogen molecule physisorbed, in site B, to a 
graphene plate constructed from twenty four carbon atoms. The DFT functionals utilised 
are labelled on the plot (recreated from [57]). 
Arellano et al. studied a periodic graphene supercell, consisting of eight carbon 
atotns, using the LDA fw1ctional. 78 In contrast to Okatnoto, siteD was fotmd to be the 
most stable at 86 me V whilst all perpendicular configurations had weaker binding 
energies: site A, above a carbon atom, shows the weakest interaction with a binding energy 
of 70 me V. A plot of the binding energy curves for all sites examined implied an inverse 
relation between binding energy and separation distance.78 Generally the DFT fimctionals 
are poor at describing vdW interaction forces particularly for large separation distances 
where the electronic overlap is sn1all. The deficit in the interaction energies calculated by 
GOA functionals can be reduced by adding a damped correction tern1 to the binding 
energies which is of the fotm: f(R)R-6 .53 For the case of hydrogen adsorption on carbon 
nanostluctw·es R is the distance between carbon and hydrogen atoms and f(R) is the 
damping factor which ensures the conection term tends to zero at short range. It has been 
shown that this vdW correction to DFT greatly improves predictions of both the interaction 
energies and separation distances for hydrogen-carbon physisorption and interactions 
between carbon nanostructw·es. 53 Du and Stnith state that the stable binding between 
nanotubes is predicted by the vdW conection to occur at a separation distance of 3.3 A 
which fall between compares well with the experimental value of 3.15 A [Ref. 79] and the 
theoretical value of 3.42 A.80 Molecular hydrogen binding to a graphene sheet is 
calculated at 60 meV with a molecular separation of 2.92 A. This is in much better 
agreement with experimental values of 43 meV at 2.87 A than the predictions of 
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uncorrected DFT fiu1ctionals which give values of 86- 92 n1eV for LDA and 4 meV for 
GGA. 53 Since the vdW -conected prediction falls between the uncorrected values the LDA 
and GGA functionals are deemed able to predict the lower and upper limits for hydrogen 
physisorption to carbon nanostructures. It should be noted that the interaction energy 
established through experimental work is approximately midway between the extre1nes of 
the uncorrected DFT functionals. 
Physisorption of hydrogen to SWNTs has been studied using much the satne 
methods as those used for graphene. In the DFT study on (5, 5) and (6, 6) SWNTs, 
Arellano et al. studied the molecular hydrogen interaction with cm·bon nanotubes. 50 
Adsorption sites B and D gave identical binding energies of 68 tne V outside the nanotube 
but both sites gave stronger energies when the hydrogen molecule was placed inside the 
nanotube. Han and Lee examined the hydrogen physisorption at sites A, B and D on a 
(10, 0) SWNT.46 The nanotube was cotnposed of 100 cm·bon atoms and the ends of the 
nanotube were hydrogen te1minated. Han found that the binding energies of hydrogen 
placed inside the nanotube were stronger than those of hydrogen placed outside by a factor 
approaching two, in agreement with Arellano et al. 's findings. However, in contrast to 
Arellano's results on nanotubes atld graphene, Han found that the parallel configuration of 
hydrogen, site D with a value of 25 me V, has a weaker binding energy than hydrogen in 
site B which has a binding energy of 34 me V. This characteristic is in agreement with 
Okamoto's conclusions. 57 Site A again shows the least stable interaction at 25 me V as 
with Oka1noto and Arellano's results.57,78 
Using n1olecular dynamics, whereby the atoms of molecules are allowed to 1nove 
in time until the interatomic forces are minimalised, Cheng et al. have claimed that 
hydrogen physisorption is possible in bundles of SWNTs at 77, 300 and 600 K. 81 This 
contradicts the experin1ental work that argues adsorption can only occur at cryogenic 
temperatures especially since the binding energies, of hydrogen located in the interstitial 
channel between nanotubes, increase from approximately 0.21 eV to 0.47 eV with 
increasing temperature. At 77 and 600 I( the binding energies of hydrogen located inside 
the carbon nanotubes are weaker thatl hydrogen positioned in the interstitial channels but 
at 300 K the situation is reversed. Internal hydrogen binds at an energy of 0.33 eV/H2 and 
exten1al hydrogen binds at 0.29 e V /H2• All interaction energies reported by Cheng et al. 
are unusally high for physisorption of molecules. 81 
There m·e two major hypotheses to account for the variance in hydrogen binding 
energies. The first concetns the curvattrre of the carbon nanotubes. Graphite is sp2 
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hybridized with a delocalised ring of electrons formed fi.·on1 the 1t bonds between carbon 
atoms. As the graphene sheet is rolled to fotm the nanotube, the surface curvature changes 
the C-C-C bond angles frotn 120° to a n1ore tetrahedral, sp3 all.'angement with C-C-C bond 
angles between 120° and the 109° bond angle of diamond. 81 The electrons in the ring 
become tnore localised above carbon atoms and may fotm dangling bonds on the surface 
of the nanotube. An electrostatic interaction can now develop, between the nanotube and 
the adsorbate, which is stronger than the vdW interaction. 82 The interaction strength 
should increase with increasing ctu-vahu-e as the hybridization changes fron1 pure sp2 to a 
mixture of sp2 and sp3• Tins is of pru1icular importru1ce for chemisorption as the 
interaction of the atomic hydrogen wave fimctions with the localised 1t orbitals will lower 
the activation energy for C-H bonding. Barone et al. found that the binding energy per 
hydrogen atom was Iru·ger for full coverage of the nanotube than the binding energy of a 
single hydrogen atom. 77 The formation of C-H bonds forces the underlying structtu-e to an 
sp3 configuration. As the hydrogen coverage increases, the degree of sp3 hybridization 
stabilises causing a tnore stable systen1. In several theoretical calculations the curvature of 
the SWNTs is not explicitly taken into account. However, some studies have used revised 
Letmru·d-Jones (L-J) potentials to include contributions fron1 both sp2 and sp3 
hybridization. 82•83 Results fi.·om these reworkings have shown that the binding energy 
increases with decreasing radius. 82•83 Kostov et al. found that introducing curvature to the 
calculations for hydrogen on a (9, 9) nanotube increased the binding energies of exten1al 
and internal adsorption to 0.195 and 0.039 eV, respectively, from an energy of 
approximately 0.022 eV for both positions.82 It was also found that the revised L-J 
potentials predicted structtu·al stability data that was in disagreement with experimental 
data.83 
The second hypothesis concerns the area of interaction between the hydrogen and 
the nanostructure. When placed near a layer of graphene the molecular electron orbitals of 
a hydrogen n1olecule will interact with the cru·bon atoms near it. As the graphene becomes 
curved, fonning a nanotube, the distru1ce between the hydrogen and the next-nearest 
carbon atoms increases or decreases depending on whether the graphene layer is curved 
away from or towards the hydrogen n1olecule. This leads to external or internal 
physisorption respectively. The interaction strength decreases with increasing distance as 
there is less overlap between electron wavefunctions. Therefore the binding energy of 
hydrogen to the outer wall of the nanotube will decrease, relative to hydrogen on graphene, 
with increasing curvature as the level of interaction decreases. Conversely, for hydrogen 
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adsorbed inside the nanotube, the binding energy will increase with increasing curvature as 
the sunounding carbon atoms will close in on the hydrogen tnolecule.41 •50 
Physisorption energies tend to be in the range 30 to 90 meV implying a weak 
interaction. Chemisorption energies are approximately an order of magnitude larger 
supporting the inference that physisorption is the most favotuable method for practical 
adsorption of hydrogen. Bhatia and Myers used the Langmuir isothetm to calculate the 
heat of adsorption for hydrogen to be between 40 and 80 me V69 strengthening the 
arguments put forward by DFT calculations. The optitnum delivery of a hydrogen/carbon 
storage system was calculated to be 63.5% at a loaded pressure of 30 bar and an 
exhaustion pressure of 1.5 bar. To obtain this delivery the working temperature of the 
system must be 115 K .. 69 
2.4.2 Oxygen adsorption 
As with hydrogen, the interaction between oxygen and carbon nanostructures is of 
great importance. Firstly, as oxygen is used in fuel cells it must be supplied fi·om either 
the atmosphere or onboard storage similar to the hydrogen system. A problem in fuel cells 
arises through the poisoning of catalyst surfaces by foreign chemicals for example organic 
compounds and carbon monoxide (C0).91 CO reacts with the catalyst reducing the fuel 
cell's current density. A CO concentration of25 pptn, or more, in the supply of oxygen or 
hydrogen significantly degrades the perfotmance of the cell. Therefore, onboard storage 
tnust be utilised as air can contain small quantities of carbon monoxide and n1ethane. 
Secondly, there is an increasing demand for small, efficient oxygen gas sensors for 
use in applications such as monitoring the effect of waste gases on the environment, 
chemical process control, oxygen levels on spacecraft and fuel/oxygen mixtures in 
combustion engines.92'93 Many experimental studies have focused on using graphite and 
carbon nanotube systems for gas sensing as they have large surface areas for detection and 
SWNT conductance is sensitive to gas interaction.87-90 Experimentally, oxygen has been 
found to physisorb to SWNTs with a binding energy of 192 n1e V90 consistent with the 
theoretical value of 100 1ne V for oxygen physisorption on graphite obtained with DFT 
calculations using the LDA functional. 89 The higher interaction energy for oxygen on 
SWNTs can be explained by the enhanced interaction between oxygen and nanotube when 
the oxygen is situated in the high symtnetry sites found in nanotube bundles (Fig. 2.12). 90 
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SWNT bundle 
endohedral site 
interstitial channel site 
Fig. 2.12 A bundle of SWNTs showing the potential, highly symmetric, adsorption 
sites for gas molecules [90]. 
On graphite the oxygen tnolecules interact only with the outer layer of carbon aton1s. 
There is little oxygen diffusion between the layers of graphite as the interlayer spacing, at 
0.34 nn1, 15 is too small to allow the 0.4 mn radius, oxygen molecule91 to penetTate the 
layers without significant atomic reanangen1ent. In contrast, diffusion through the 
nanotube bundle is relatively easy due to open tube ends, interstitial channels and defects 
in the nanotubes. 
Theoretical studies using DFT have suppotted the weak interaction energies 
between oxygen and the carbon nanostructures with LDA predicting physisorption on 
graphene and an (8, 0) zigzag nanotube at 100 meV and 80 meV, respectively whilst GGA 
predicts weak binding of 10 meV to the graphene and no binding to the SWNT.47 This 
weak interaction is cotToborated by experimental work on the gas sensing of N02 using 
carbon nanotubes. At low concentrations ofN02 ('-2 ppm) the conductance of the carbon 
nanotube responds identically whether argon or air is used as a carrier gas. 85 This implies 
that the N02/nanotube interaction is stronger than the 02/nanotube interaction. A DFT 
study on the adsorption of N02 onto SWNTs verifies this implication with an interaction 
strength of 900 me V. 85 Sorescu et al. found that physisorption is strongest when the 
oxygen molecule is placed inside an (8, 0) carbon nanotube. 89 Physisorption of oxygen 
onto the outer surface of the (8, 0) nanotube is weaker than adsorption onto graphene. 
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2.5 Scanning Tunnelling Microscopy 
Scatming probe microscopy encompasses a range of techniques whereby a sharp tip 
is rastered across a sample surface and the interaction between the tip and the sample is 
plotted as a function of position. In 1981 Binnig et al. developed the scanning tunnelling 
tnicroscope (STM) and, for the first time, achieved 3D images of surfaces with atomic 
resolution. 92 The advent of the STM instigated the development of many other 
microscopy techniques that are of high importance for research into n1aterials and surface 
science. Examples include the atomic force microscope, in which the surface topography 
is studied via vdW interactions between the tip and the surface and magnetic force 
imaging, which n1aps a sample's tnagnetic dotnains through tip sw-face tnagnetic 
interactions. 
STM has been used to study a variety of surfaces including metals, semiconductors 
and polytners and organic and biological systems. The principle behind STM is the 
quantum mechanical ability of electrons to tutmel through insulating barriers. A sample is 
placed in an ultra high vacuun1 and the gap between the sru.nple and an atomically sharp tip 
is controlled via piezoelectrics. 
2.5.1 Tunnelling theory 
In classical 1nechanics the dynamics of ru.1 electron with energy E in a one 
ditnensional potential of height U(z) (Fig. 2.13) are described by: 
2 
£:__ + U(z) = E 
2m 
Eqn. 2.19 
where 111, E and Pz are the electron's tnass, energy and motnentum respectively. The 
probability of finding an electron outside the potential well is zero. In quantum tnechanics 
the wave like electron can be described by the Schrodinger equation: 
112 d2 
--· -'±'(z)+U(z)'±'(z) = E'I'(z) 
2m dz 2 
Eqn. 2.20 
where ｾＧ＠ is the electron wave function. Equation 2.20 has solutions both inside the 
potential well (E > U(z)) and in the classically forbidden region (E < U(z)). Inside the 
potential well (region I) the solution to Eqn. 2.20 describes a sinusoidal wave function 
with a propagation constru.1t, k1. 
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Region I Region II Region III 
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Fig. 2.13 A plot of the wave function for an electron traversing space (region 1), tunnelling 
through a barrier of height U(z) (region II) and traversing space beyond the barrier 
(region Ill). The three regions represent the sample-vacuum-tip configuration of an STM 
The solution in the banier (region II) is given by: 
k
2 
= .J2m(u- E) 
n. 
where Eqn. 2.21 
describes a wave function decaying exponentially in the z direction in which k2 is a decay 
constant. Accordingly there is a finite probability, P, of finding an electron within the 
barrier that decreases with increasing z: 
Eqn. 2.22 
If the banier has a finite width then the electron tnay twmel through the barrier to another 
classical region where the wave function will, once again, be sinusoidal however the 
amplitude of the wave decays exponentially tlu·ough the barrier. 92 
By applying a bias voltage, V, across the sample-vacuwn-tip configw·ation the 
Fern1i level of the srunple can be raised, or lowered, by an energy eV with respect to the 
Fermi level of the tip (Fig. 2.14). Any electron in a filled state can therefore traverse a 
vacuwn banier of width s if its energy lies in the range (Er - e V) to Er where Er is the 
energy of the raised Fermi level with a probability given by Eqn. 2.23: 
where k2 sitnplifies to Eqn. 2.23 
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Sample Tip 
Fig. 2.14 An energy diagram for a sample under a positive voltage bias relative to the 
STM tip. The energy of an electron in a filled state is E and r/J is the workfunction of the 
sample. 
This allows both the filled and empty electron states of the sample to be probed by 
an STM for different tip or sample biases. The tunnelling current, h is proportional to 
the number of filled states that are capable of tunnelling: 
EF 2 
IT oc ｌｬ｜ｻＱＨＰｾ＠ e -2k2s Eqn. 2.24 
E,...-ev 
If the bias voltage is sufficiently small such that the density of electronic states (DOS) in 
the tunnelling energy interval does not vary significantly and assuming that the DOS of 
the tip does not change significantly either, then the local density of states (LDOS) of the 
sample at an energy E can be measured at a tip location z: 
1 H 
p (z E)=- L I\{J(zt 
& E-c 
Eqn. 2.25 
where e is equal to e V. Thus using Eqns 2.21 2.24 and 2.25 the tunnelling current can be 
expressed as a function of the LDOS: 
Eqn. 2.26 
Equation 2.26 illustrates the fact that the tunnelling current is highly sensitive to the 
sample/tip separation distance. A 1 nm increase in separation distance leads to a 90% drop 
in the tunnelling current. Typical tunnelling currents are measured in the pA to nA range. 
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2.5.2 STM on Carbon Nanotubes 
The STM is a valuable tool for studying the atomic and electronic structures of 
carbon nanotubes. Images of nanotubes have been produced with excellent resolution 
capable of depicting individual carbon atoms and even the C-C bonds between atoms. 93 A 
high quality image can be used to estimate the diameter of the nanotube and the chiral 
angle from which possibilities for the nanotube indices can be determined. 11 94-97 Figure 
2.15 shows that the chiral angle of the nanotubes is calculated from projections of the tube 
axis and the zigzag nanotube direction. 11 In these cases the chiral angles were determined 
to be 8.0 and 11.0°. With diameters of 1.0 and 1.08 nm, respectively the nanotubes were 
estimated to be either a metallic (11 2)) or a semiconducting (12 2) and a metallic (12 3). 
Fig. 2.15 STM images of the atomic structures of two separate SWNTs. An image of 2D 
graphene is laid over the SWNT in a) whilst the solid and dashed black lines in a) and b) 
represent the nanotube axis and the zigzag direction respectively (recreated from [11]). 
Many difficulties arise in estimating the diameter and chiral angles. An STM tip 
must be sharp finishing in a single atom. If the end of the tip is smoother than a single 
atom electrons will be able to tunnel from a cross-sectional area of the sample generating a 
superposition of images. 96 This is called tip convolution and has the effect of broadening 
the images giving false measurements for the nanotube diameter and chiral angle. 
Additional broadening is observed in STM images as the tunnelling current flows 
between sample and tip normal to the sample surface. 
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Fig. 2.16 A geometric representation of the projection of a carbon atom causing distortion 
of the STM image. When the STM tip is not directly above the nanotube the atom causing 
tunnelling, A, is incorrectly observed in position B (adapted from [96]). 
When the tip is positioned directly above a nanotube, with a constant tunnelling 
height, H, the current flows normal to the substrate giving an exact position for the aton1 
exatnined. However, as the tip is scaru1ed across the nanotube whilst keeping the 
tunnelling distat1ce constant, the tunnelling current is emitted perpendiculm· to the 
nanotube surface (Fig. 2.16). Thus the tip is not aligned directly above the tunnelling aton1 
and an image of the atom is observed, displaced fi.·om its true location by a stretching 
factor: 
H l+-
R 
Eqn. 2.26 
where R is the nanotube radius.96'98 The angle between the zigzag and armchair lattice 
directions should be 30°. Compm·ing this value with the angle between these directions on 
the STM image tnay give a good n1easure of the distortion induced by the tip structure and 
the ratio of the satnple height to the tunnelling distance. 96 A method of detern1ining the 
diatneter of a nm1otube, that is potentially more reliable, is to calculate it fi.·om the first 
band edge sepm·ation of the experitnental DOS.94'96 For tnetallic nanotubes the band edge 
sepm·ation is given by: 
M = 6accYo 
sep d Eqn. 2.28 
and for semiconducting nat1otubes: 
M = 2accYo 
sep d Eqn. 2.29 
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where ace is the C-C distance of graphite, 0.142 run, dis the nanotube diatneter and 'Yo is 
the n-n energy overlap integral for nearest-neighbour carbon atoms, taken as 2.9 eV.94•96 
The band edge separation is situated at the onset of the first Van Hove singularities. In 
Fig. 2.7 this corresponds to -0.9 and 0.7 eV for the (15, 0) nanotube and± 0.3 eV for the 
(16, 0) nanotube. Using the diameters for the two nanotubes presented in Fig. 2.7, from 
Eqns. 2.28 and 2.29 the band separations lie at approximately± 1.1 and± 0.3 eV for the 
(15, 0) and the (16, 0) nanotubes, respectively which is in good agreement with the results 
of the LDA functional DFT calculations presented in Fig. 2.7. 
As the tunnelling cunent is propottional to the LDOS the tunnelling conductance, 
(dl I dV)I(I IV), gives a direct interpretation of the DOS.94•96-97 The conductance is 
obtained through scatnring tunnelling spectroscopy (STS) where the voltage is rmnped 
from negative to positive bias, at a single point, atld the tunnelling current is then plotted 
as a function of the bias voltage. Figure 2.17 shows current versus voltage plots (I-V, 
inset) and tunnelling conductance plots (here on regarded as DOS plots) obtained from 
STS experhnents on the two STM hnaged nanotubes ofFigure 2.15. The I-V curve for the 
first nanotube (Fig. 2.17a) exhibits a continuous increase in the tunnelling current in the 
rm1ge -500 to 500 mV wlrilst the DOS is nonzero at the Fermi energy (V = 0) both of 
which imply a tnetallic nm1otube. In contrast the I-V plot for the second nm1otube (Fig. 
2.17b) shows zero current between approximately ± 300 m V. Increasing the magnitude of 
the bias voltage, past 300 tn V, causes a rise in the turu1elling current. The DOS is zero at 
the Fetmi level, in contrast to the DOS of the nanotube in Fig. 2.17a. Sharp peaks in the 
DOS at - 325 and + 425 m V followed by a non-zero DOS, coupled with the absent cut1·ent 
between these voltages, is chm·acteristic of a semiconducting nanotube. 
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Fig. 2.17 STS spectra showing the tunnelling conductance of the nanotubes imaged in Fig. 
2.15. The insets of (a) and (b) show the tunnelling current versus bias voltage (Adapted 
from [11]). 
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The DOS is used to confirm the choice of indices by cotnparing the STS results 
with tight binding calculations. In general, if a high quality image is available, the Van 
Hove singularities in the calculations line up in good agreement with the experimental 
data95,98 although charge doping of the nanotube from a gold substrate can shift the Fetmi 
level towards the valence band such that the energy bands are positioned asynunetrically 
about the zero bias voltage.97 Taking an exatnple, Kim eta!. itnaged a SWNT assigning 
indices of n = 13 and tn = 7 which presented metallic characteristics in the DOS: 
specifically a non-zero DOS at the Fermi level.98 The (13, 7) and the next closest n1etallic 
SWNT, a chiral (12, 6), were cotnpared to the experhnental DOS but the (13, 7) provided 
the closest agreement with the STS data (Fig. 2.18). 
(13, 7) 
(12, 6) 
I I I I 1 1 I 
I 
-2 -1 0 1 2 
Energy (eV) 
Fig. 2.18 A DOS plot of experimental STM data with tight binding calculations of the 
metallic (13, 7) and (12, 6) SWNTs. Peaks in the experimental data (upper curve) are 
compared to the tight binding peaks via the dashed lines (recreated from [98]. 
The Van Hove singularities of the (13, 7) only approximately line up with the STS 
peaks. Better agreement is achieved in the valence band, below the Fermi level. This is 
attributed to the fact that hybridization of 1t and a orbitals, brought on by the curvature of 
the nanotube, was not taken into account in the tight binding calculations. 15'98 The orbital 
n1ixing is thought to affect the Van Hove singularities in the conduction band more than 
those of the valence band, hence the discrepancies in Fig. 2.18, however further shtdy of 
these effects are required. 15 Tlus is one of many interesting features of nanotubes that the 
experhnental DOS provides evidence for. 
The curvattu-e inherent in carbon nanotubes alters the overlap of n-orbitals fron1 
the graphite configuration. This will n1ove the k vector away from the K point of 2D 
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graphite opening a small gap in the DOS. STS conducted on (9, 0), {12, 0) and (15, 0) 
tnetallic nanotubes shows a drop to zero in the DOS at the Fenni level signifying that the 
tnetallic nanotubes are actually small gap sen1iconductors.95 The DFT calculation on the 
(15, 0) tnetallic nanotube, presented in Fig. 2.7, predicts this band gap with a band edge 
separation of approximately 40 me V. The size of the gap is found to be proportional to the 
curvature of the nanotube. SWNTs, conunonly detected in bundles, show evidence of 
interaction as a pseudo gap is opened at the Fermi level of the DOS that derives from 
allowed n1ixing between the 1t and 1t* energy bands. The DOS at the Fenni level is 
suppressed but do not reach zero with the tnagnitude of the pseudo gap again proportional 
to the nanotube ctuvature. 95 There is no pseudo gap observed when an isolated nanotube 
rests on a graphene substrate, 11 however, this is likely due to the fact that the STM system 
is not held at a tetnperature of absolute zero and therefore the thern1al energy in the systen1 
will flatten the energy gap of the nanotube. 
At frrst glance the STM systen1 only resolves the outer shell of nanotubes with two 
or tnore walls. However, studies ofDW and MWNTs show superpattetns on the nanotube 
surface that are not accounted for by various tip effects such as thetmal drift of the STM 
tip between scans.94•99 The contrast in brightness in the STM itnages ofDWNTs resetnbles 
that of highly oriented pyrolytic graphite (HOPG) (Fig. 2.19). Within HOPG the graphitic 
layers are stacked in an ABAB trend with site A atotns directly above or below site B 
atoms in the next layer (labelled A in Fig. 2.19a). However site B atoms are either stacked 
above/below site A atoms (equivalent to label A) or in a homogeneous stack of B sites 
(labelled Bin Fig. 2.19a). An ABAB site has a lower DOS than a homogeneous BB stack 
site, due to hybridization between the A and B site atoms of adjacent layers.94 
Consequently homogeneous BB stacking sites are brighter in an STM in1age of HOPG 
(Fig. 2.19b ). The STM image of the nanotube (Fig. 2.19c) shows bright spots (indicated 
by the atTows) which do not cotTespond to every atom in a graphene layer. The brighter 
atotns indicated by the arrows and the black dirunond form the pattetn in Fig. 2.19d which 
closely resembles that of the HOPG structure (Fig. 2.19a and b). 
The experiinental DOS of DWNTs were compru·ed to tight binding calculations of 
SWNTs with diameter and chirality close to the outer layer values determined from STM 
in1ages. Experhnental Van Hove singularities tnatched the calculated DOS with additional 
experimental peaks. The diameter of the inner tube was estitnated using transmission 
electron microscopy (briefly overviewed in section 2.6.1) and the DOS of possible inner 
tubes were cotnpared to the experin1ental DOS. Most of the additional peaks in the DOS 
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were accounted for by the inferred inner tube and Van Hove singularities were not 
changed significantly from the individual nanotubes implying a weak interaction between 
the two layers. This weak interaction was also predicted by a tight binding calculation of 
the DOS ofDWNTs100 however simulated STM images showed no difference between the 
DWNT and an equivalent SWNT with the outer layer characteristics of the DWNT. 
Fig. 2.19 STM images and graphic representations of HOPG; a) and b) and a DWNT; c) 
and d). The enhancement of the DOS in HOPG is shown by the bright spots in a) 
corresponding to the black spots in b). Grey areas in a) correspond to the weaker DOS 
caused by ABAB stacking represented by the grey spots in b). Bright spots in the STM 
image of the DWNT in c) (arrowed) form the superpattern (diamond) which is represented 
in d) by the black spots on the graphene matrix (a and b recreated from [101]). 
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2.6 Analytical Techniques 
Son1e other in1pol1ant chen1ical and physical analytic techniques will be 
overviewed briefly in the following section. 
2.6.1 X-ray Photoelectron Spectroscopy 
Bulk surface prope11ies of a material can be measured by X -ray Photoelectron 
Spectroscopy (XPS). An X-ray source, usually a heated tw1gsten filament, emits photons 
with energies of hv that excite core level electrons from the sample by photoemission (Fig. 
2.20).102 
Vc'lcuum 
Fermi Level 
• • 
• 
• ｾ＠
Ejected 
Electron 
Fig. 2.20 An energy level diagram showing the emission of a core level electron due to 
excitation/rom an incident photon of energy, hv. (adaptedfrom [102]). 
An analysis of the kinetic energy of the emitted electrons, Ek, coupled with knowledge of 
the work fi.u1ction of the X-ray sotu·ce, W, allows the binding energies of the sample core 
electrons, EB, to be studied and identified using: 
Eqn. 2.30 
A hemispherical analyser is used to exanune the kinetic energy of the emitted electrons. 
Two hemispherical electrodes are positioned above the sample separated by a gap to allow 
the passage of the en1itted electrons. The outer electrode is kept w1der a negative charge 
relative to the iimer electrode such that electrons are driven around a curve following the 
sw·face of the electrodes and into an array of detectors. The analyser is therefore able to 
act as an energy selector as only electrons of a particular energy, given by will be allowed 
to flow through the analyser without touching the electrodes. The selected energy depends 
on the potential difference between the electrodes, 11 V, and is given by: 
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Eqn. 2.31 
where R1 and R2 are the radii of the inner and outer electrodes, respectively. By rrunping 
the voltage the full range of electron energies emitted can be passed through the analyser 
in series and the detector will observe an electron count per second for each of the electron 
emission energies. 
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Fig. 2.21 An example of an XPS spectrum showing peaks corresponding to the energy 
levels of gold with further peaks showing traces of carbon and oxygen in the sample. 
Black lines show the relative intensity of each peak (C. Giusca, unpublished). 
A typical XPS energy spectrun1 will be a plot of counts or counts per second versus 
the binding energy calculated fron1 Eqn. 2.30 (Fig. 2.21). The characteristic peaks can be 
assigned to patiiculru· energy levels of the eletnents, usually by cotnputer. Thus an XPS 
spectrum gives information as to what elements ru·e present in the sample studied. 
Background noise, between the peaks, is due to inelastic scattering of emitted electrons. In 
addition to the type of elements present, the percentage of each element within the sample 
can also be determined by taking the area tmder atl elemental peak, minus a background 
correction, and dividing by the sum of all the elemental peak ru·eas. XPS can be used to 
study tnany other bulk propetties of the surface of materials including the spatial 
distribution of the elements present and the thickness atld the uniformity of thin films. 
However, for the purposes of this PhD study, only the type and quantity of each elen1ent 
present will be required. 
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2.6.2 Transmission Electron Microscopy 
With respect to high resolution imaging of sample surfaces optical microscopes, 
whilst extensively used in the past due to their ease of use, are also m1suitable as the 
1naximun1 resolution is constrained by the wavelength of light: 400-700 nm for the visible 
spectrmn. Due to their ability to act as particles with wave-like properties, electrons can 
be focussed onto, and interact with, a srunple surface and the resulting in1age will have a 
resolution that is governed by the electron energy. 
A transmission electron microscope (TEM) focuses electrons onto a srunple using a 
series of electromagnetic lenses that control the scan area and intensity of the electron 
berun. 103 The electrons interact with the san1ple by scattering off constituent atoms where 
the degree of scattering, or mean free path, depends on the cross-section of the atoms and 
the thickness of the srunple. After transmission tlu-ough the sample electrons that have 
been scattered through an angle greater than a desired cutoff are prevented frotn 
contributing to an in1age by an aperture. The remaining electrons continue through the 
apertm·e to reach the electron detectors that consist of either a fluorescent screen of a CCD 
crunera. An example TEM image of a raw carbon nanotube srunple is presented in Figure 
2.22. Dru·k areas are where scattering occurs corresponding to molecules in the srunple 
although the resolution is not high enough to see individual aton1s. Bright ru·eas are where 
no scattering occurs a11d electrons pass straight though the srunple. Carbon nanotube walls 
ru·e visible throughout n1uch of the hnage as dru·k stripes. Impurities such as catalyst 
pruticles appear as black spots that overshadow m1derlying carbon nanotubes. When there 
is a tnesh of cru·bon nanotubes individual nanotubes ru·e distinguishable tn1derneath others. 
Tlus is due to the fact that the scattering cross section is proportional to the squru·e of the 
aton1ic nun1ber. 
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Fig. 2.22 Transmission electron microscopy image of carbon nanotubes of as produced 
SWNTs (Recreated from [26]). 
Two constraints are placed, on the design and operation of the TEM, by the 
scattering nature of matter. Firstly, to ensure a good proportion of the electrons are able to 
pass through the sample and form an image the sample thickness must be small compared 
to the mean free path length of electron scattering. Secondly, the interior of the 
microscope must be kept under a vacuum as electrons will scatter off gas and other 
particulates in an atmosphere. 
2.6.3 Thermogravimetric Analysis 
Thermogravimetric analysis (TGA) combines the measurement of a sample's 
weight with a controlled rate of heating and/or cooling. 104 A furnace is used to heat a 
sample under a variety of gaseous environments. The sample is positioned on one side of 
a force balance. As the sample weight changes with temperature, the force required to 
reset the balance to its equilibrium state is measured continuously and plotted as a function 
of temperature or time. The shape of the weight change vs. temperature plot is a function 
of the reaction kinetics and can therefore be used to determine a variety of reaction 
properties such as activation energy and thermal stability. Thermogravimetric plots can 
also be used to estimate sample homogeneity and purity and this is the ｾ｡ｩｮ＠ feature 
utilised within this project. 
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TGA has been used to study the carbon nanotube purity before and after refluxing 
in acid, 28•30 heat treatn1ent in oxygen at different temperatures29 and heat treatment in the 
presence of a variety of gases. 105 Figure 2.23 shows exan1ple TGA curves for crude and 
nitric acid pm·ified SWNTs. The TGA curve for the crude material shows onset of 
decomposition at approximately 350°C with a rapid drop in sample weight between 350 
and 500°C. A stnall weight percent ren1ains due to the catalyst content of the etude soot. 
A slight inflection in the cm·ve at around 600°C indicates the point at which only SWNTs 
ren1ain from the carbon content. This inflection becotnes n1ore pronounced in the TGA 
ctu·ve of the refluxed soot and occurs at a larger weight percentage in line with the removal 
of catalyst particles and a fraction of the non-nanotube carbon material. At 850°C all the 
carbon tnaterial has been removed. An initial decrease in the weight of the refluxed 
material, which does not appear in the crude soot, relates to the removal of the functional 
groups added by the acid ptu·ification. 
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Fig. 2.23 A TGA analysis of carbon nanotube purity recreated from [28]. The temperature 
is ramped between 0 and 900°C at a rate of 5°C per minute. Samples are crude SWNT 
soot, crude soot after 16 hours of rejluxing and refluxed material after heating in stagnant 
air to 550°C. 
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2. 7 Forming 1 D Nanowires 
Cotnprehensive research has been conducted on 2D quantun1 wells and OD 
quantun1 dots to better understand the electronic properties of systems with confined 
dimensions. 106 More recently the academic attention has been focused on lD nanorods 
and nanowires. New research opportunities have arisen in fi.u1damental mesoscale physics 
as nanowire systems could help to understand 1 D electron transpoti and other optical, 
tnagnetic or tnechanical properties. 107-114 In particular, nanowires exhibit great potential in 
ultra fast electronics where they can fonn gate electrodes, diffusion barriers and molecular 
scale connections in integrated circuits. 115 Due to their high aspect ratio nanowires tnay 
also be used as electron sources in field emission displays. Some materials have been 
shown to enhance field en1ission by factors comparable to115 and exceeding116 the 
enhancetnent levels set by carbon nanotubes. 
Many tnethods and n1aterials have been used to generate nanowires including the 
reduction of silver chloride by glucose, 1 10 calcination of ttu1gsten oxide sheets, 117 
electrolysis of silver nitrate/ 18 oxidation of manganese108 and filling the channels of 
n1olecular sieves with platinun1. Others have been produced cadn1ium selenide nanorods 
of varying dimensions119 and n1olybdenun1 sulphtu· iodide nanowires of 0.94 nm 
diruneter. 114 There are four cotnmon tnethods of nanowire fabrication in the literature: -
Self transformation: thin films of the nanowire tnaterial ru·e deposited onto a silicon 
substrate by sputtering. The sample is placed in a CVD chrunber where it is heated at high 
tetnperattu·e atld low pressure. 115-116 Droplets, of the thin film, fom1 which act as seeds for 
subsequent nanowire growth and the diameter of the nanowires can be controlled by the 
ten1perature. Increasing the temperattll'e results in a decrease in the diameter of the 
nanowires as the initial droplet dian1eter is dependent on the inverse of the ten1perature. 120 
Self transforn1ation has mainly been used to grow nanowires fron1 forn1s of 
tungsten including pure tungsten115' 120 ru1d its oxide117, tungsten cru·bide, 116 and potassium 
doped, tungsten oxide, 112 although it can be extended to other tnaterials. The choice of 
material, for the thin film, is governed by the fact that it n1ust be self-catalysing. 115 
Deposition can also occur sitnultaneously with the nanowire growth. Vaddiraju et al. 
forn1ed tungsten nanowires by the decomposition of ttu1gsten oxide. 120 The oxide was 
trru1sported as a vapour within atl oxygen flow through the CVD chamber. The chamber 
temperature is held above the oxide decotnposition temperature allowing the oxide to 
condense onto a substrate thus forming the nanowire seed. Ftuther oxide condenses onto 
the seed and decotnposes to tungsten. The shape of the resultant nru1owire depends on the 
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rate of decomposition cotnpared with the rate of condensation. 120 If the chamber 
temperature is significantly higher than the decomposition temperature, decomposition 
takes place faster than the oxide can condense and tapered nanowires are formed. 
Vapour-Liquid-Solid (VLS) growtb: this method is similar to the CVD technique for 
growing carbon nanotubes. A target composed of the nanowire tnaterial and a metal 
catalyst is vaporized using a laser. The vapour condenses into nano-sized liquid droplets 
of the catalyst/source material. As tnore vapour condenses onto these nanoclusters, the 
droplet becon1es saturated with the source material from which the nanowire begins to 
grow. Resulting nanowires have dimensions that depend on the size of the source/catalyst 
droplet and the growth conditions. The material target is ablated within a furnace held at a 
tetnperature high enough to keep the nanodroplets in a liquid phase. N anowire length is 
controlled by the length of the fiu·nace hot zone that the droplet travels through as 
nanowire growth ceases when the tetnperature drops enough for the droplet to solidify. 
Growth is also constrained by the amount of available source material held within the 
vapour. Various single crystal nanowires have been grown by the VLS method with 
tnaterials such as gallium nitride, 109 silicon and germaniun1. 111 The tnetal catalyst 
tnaterials can be chosen fi:om equilibrium phase diagran1s to control the growth of the 
nanowires. Iron has been used, as the catalyst particle, to grow GaN, Si and Ge 
nanowires109•111 although gold and nickel have also been used to produce silicon 
nanowires. 111 
An interest in the ability of carbon nanotubes to act as templates for the growth of 
ID nanowires has only en1erged relatively recently. 121 Encapsulated materials may be 
expected to be shielded fi·on1 external electric and magnetic fields. 99 Both MW and 
SWNTs can be filled by a variety of materials which fotm constrained and unique low 
din1ensional crystals. 122 In light of the sensitivity of carbonnanotubes to changes in their 
tnolecular and electronic structtu·e, the introduction of materials to the inner cavities of the 
carbon nanotubes is an important research area in relation to fitture materials and 
technology. 123 
Simultaneous growth of nanotube and nanowire: filled nanotubes have been produced 
by the arc discharge n1ethod of growing carbon nanotubes. 124 The anode is doped with the 
chosen filling n1aterial which govetns the level of graphitization of the carbon nanotube. 
Most fillings, including Cr, Ni, Yb, Dy, Sand Ge, con1pletely fill the carbon nanotubes but 
some like cobalt and iron exhibit only partial filling of the nanotubes. Pyrolysis of organic 
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mixtures has resulted in MWNTs filled with iron, 125-126 iron carbide and cobalt,126 and 
invar (Fe65Nb5). 127 Using graphite electrodes the electrolysis of aqueous solutions has 
detnonstrated the production of filled nanotubes with cobalt and sulphur in varying 
ratios. 128 
Capillary filling of carbon nanotubes: if carbon nanotubes are iniDlersed in a liquid or 
gas solution the stuface tension, at the solution nanotube interface, can draw the material 
inside the nanotube, as water is drawn up a pipe, by capillary forces. A material with a 
large surface tension will not fill carbon nanotubes as they do not wet the nanotube 
stuface. The maximun1 surface tension that will allow filling has been estimated to lie 
between 100 and 200 mN m-1 by Dujardin et a/ .. 129 
Filling can be obtained from an aqueous solution that has been oversaturated with a 
water soluble salt. The nanotubes can be dispersed in the salt solution after an acid 
ptu·ification step to open the nanotubes?6-27•107•130 Adding the salt to the acid during the 
purification step has also provided positive filling ofnanotubes.25•32 Con1pounds that have 
been used as filling tnaterials including the nitrates AgNOl6•107•130 and Pd(N03) 2,32 
chlorides such as AuCb, RhCh, RuCh, PdCb25 and FeC13?7 It is known that the iron 
chloride and the silver nitrate can be decotnposed to the constituent elen1ents by heating in 
air27 whilst the gold chloride can be reduced to pure gold by heating the sample in a 
hydrogen atmosphere.25 In a variation on an aqueous solution Yudasaka et al. have filled 
SWNTs with C60 by dispersing both substances in ethanol. 131 When dispersed in toluene 
there was no filling observed as toluene has a strong affinity for both C60 and SWNTs 
cotnpared to a weak affinity between ethanol and the carbon nanostructures. 
Filling of nanotubes can be achieved by ilmnersing the carbon nanotubes in a 
tnolten media under a vacuutn. The tnelting point of the chosen filling material must be 
lower than approximately 1100 K to avoid thermally damaging the carbon nanotubes. 132 
Halides are popular filling tnaterials as they retain the basic stluctural properties of the 
bulk crystal whilst the constraining nature of the carbon nanotube induces changes in the 
crystal suucture. 133 TEM in1ages of KI encapsulated in nanotubes of 1.4 and 1.6 nm 
diruneter show distinct 2 x 2 and 3 x 3 crystal structtu·es (Fig. 2.24). Fig. 2.24b shows the 
KI lattice is distorted fron1 its regulru· cubic model by an expansion of approxitnately 17% 
across the nanotube. In the larger nanotube presented in Fig. 2.24d the cubic lattice is 
fi.uther distorted with bending in the equatorial plru1e of the nanotube. Mixttu·es of halides 
such as AgBr/ Agl 134 or AgBr/ AgC1135 and KCI/UC14 132•135 have been show to fill SW and 
MWNTs where the separate components will either individually attack, or not fill, the 
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nanotubes. Both KCl and UC14 have surface tensions in excess of200 mN m- 1 [Ref. 132] 
and do not fill MWNTs single-handedly which corroborates Dujardin et al. s surface 
tension cutoff. 
Fig. 2.24 (a) shows a high resolution TEM image of Kl encapsulated in a SWNT whiZ t (c) 
shows a digitally remastered TEM image of encapsulated Kl. (b) and (d) show models of 
the structure derived from measurements on (a) and (c) (Recreatedfrom [134]) . 
Capillarity filling of carbon nanotubes with lead is an example of the molten media 
method that highlights the surface tension criteria. When closed nanotubes are heated with 
lead in oxygen lead compounds are found inside the nanotubes. 129 However if the 
nanotubes are pre-opened by oxidation and the lead/nanotube mixture is heated in an inert 
atmosphere there is no observed filling. The lead was found to form compounds with the 
oxygen and carbon which has a lower surface tension than the pure lead metal. Some pure 
binary oxides such as V 20 5 PbO and W03 can fill nanotubes by the molten method as the 
surface tension is low: 80 mN m-1 for V 20 5 compared to 72 mN m-1 for water. 136 
The molten media method is generally more effective at filling nanotubes than the 
solution based method. 130 However the spread in filling yields varies significantly 
between the materials used and the precise filling methodology used. A study by Brown et 
al. lists many halides that have been successfully used as filling materials together with 
their surface tensions and filling yields. 137 Although all the halides have surface tensions 
that are below the threshold of 200 mN m-1 the filling yields range from less than 10% to 
as high as 70%. The authors observe that the material with the lowest surface tension; 
ZrC14 at 1.34 mN m-1 fills the nanotubes with a similar yield to the material with the 
highest surface tension· a mixture of the halides AgBr and AgCl with a surface tension of 
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172.55 tnN n1-1. This shows that the surface tension, whilst an hnportant factor for 
determining whether filling occurs, does not detennine the amount of filling. 
Other materials that fill nanotubes via the tnolten media method include the 
hydroxides of CsOH and KOH138 and the halide of Cul. 139 HRTEM itnages of HgTe 
filling of SWNTs etnphasise the uniqueness of the 1 D confinement afforded by the 
nanotube structure. 122 Bulk HgTe has a tetrahedral atomic coordination whilst the 1D 
structure has a threefold coordination, deduced fron1 the TEM images and confirmed 
tlll'ough DFT cmnputations. The band sttucture of the 1D stt11cture was also calculated 
through DFT and shows that the electronic properties ofHgTe change frotn semimetal to a 
setniconducting nature. Lattice properties of KI crystals in SWNTs, detetmined 
experimentally, were confirmed using DFT140 together with intercalation energies and 
charge transfer. 
The condition and type of nanotube are factors that affect the filling yields. When 
a mixture of AgN03 and pre-opened MWNTs (60% are open) is heated together the 
AgN03 is observed to have entered approxin1ately 2-3% of the opened nanotubes. 130·141 
The filled cavities are fom1d to be 2:: 4 nm in a set of nanotubes with an average inten1al 
diatneter of2 nm. 141 No filling was observed in nanotubes with diameters between 1 and 2 
nm atld these two observations were thought to reveal a general size constt·aint on the 
filling of nanotubes. However nanotube encapsulated nanowires, of vanadium oxide, have 
shown diameters as stnall as 1 to 2 nn1 in internal cavities 3 run or less in diameter. 136 
Many repot1s have been shown HRTEM evidence of filling occuring between 1 and 2 run. 
Filling of SWNTs with KI has been observed in nat1otubes with 1.4 run inner 
diameters. 134·137 Platintun atld gold nanowires have been observed in SWNTs, 1 nn1 in 
diameter. 107 SWNTs as small as 0.9 tun in diameter have been filled with compotmds of 
uraniun1. 138 Filling with Hgh has occm1·ed in MWNTs with an inner dian1eter of 0.85 
nm. 133 Removing the end caps of nanotubes can enhance the filling yields. In the case of 
KI a11d Csl filling of SW and DWNTs the filling yields of DWNTs were found to be 
significantly lower thatl for the SWNTs.134 When purified to open more of the DWNT end 
caps the filling yield was improved by a factor of two but was still lower than that of the 
SWNTs. 
Materials can be introduced into carbon nanotubes via the gas phase. In a sitnilat· 
n1anner to the tnolten method, detailed above, the filling material and the nanotubes are 
heated together in a vacuum. On heating the filling material sublimes and can diffuse into 
the nanotubes. Tllis has been detnonstrated for Re20 7 with TEM in1ages showing clusters 
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of the encapsulated oxide corresponding to a filling yield of 50-60%. 142 C60 and C70 
fullerenes are also known to fill SWNTs in high yield by this sublimation method. 143- 144 
Filling SWNTs with C60 by the solution based method results in filling yields of 50-
70%. 131 However the gas diffusion method has produced near continuous filling with C60 
[Refs 143-144] and better than 70% filling with C70 [Ref. 137]. Smith et al. show that La2 
encapsulated in Cso will fill by gas diffusion but no filling is observed when the La2C80 is 
dispersed in toluene and combined with nanotubes as per the solution based filling 
technique. 145 An STM investigation of the C60 filled nanotubes showed under negative 
bias, a periodic brightening in the atomic structure that matched the close packed structure 
of the encapsulated C6o molecules (Fig. 2.25a). This periodicity was found to disappear 
under negative bias (Fig. 2.25b ). The STM images were acquired at a low temperature of 
4K. 
Fig. 2.25 (a) shows a high resolution TEM image of a C6o filled SWNT to compare with 
(b) · an STM image of the filled nanotube under positive bias. (c) shows the same nanotube 
displayed in (b) but under negative bias (Adapted from [134}). 
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Chapter 3: 
ELECTRONIC PROPERTIES OF CARBON 
NANOSTRUCTURES 
3.1 Construction of Molecular Models 
Density functional theory sitnulations are conducted using the DMoe software 
from the MS Modeling Suite. 1 The molecular models utilised are constructed, within this 
software, from prebuilt periodic tmit cells whilst the diatomic n1olecules of hydrogen, 
nitrogen and oxygen are built tnanually with bond lengths of 0.74, 1.10 and 1.21 A 
respectively. 2'3 
3.1.1 Graphitic Nanostructures 
A hexagonal plate of carbon atotns is created frotn the periodic unit cells and, to 
ensure swift completion of the iterative DFT calculations, the dangling bonds at the edge 
of the graphene plate are terminated by hydrogen atoms, reducing the system energies. 
The benzene ring, shown in Figtu·e 3.1, is the smallest assembly of carbon atotns possible 
in a hexagonal anangetnent and successively larger graphene plates are restricted to 
specific quanta in the number of constituent carbon atoms. Carbon-carbon (C-C) bond 
lengths in the graphene system are measured as 1.42 A which compares well with 
experitnental values of 1.415 (Ref. 4) and 1.41 A (Ref. 5) for sp2 carbon. A comparison 
was n1ade between the constructed n1olecules and optimized tnolecules where the positions 
of all the carbon and terminating hydrogen atoms were relaxed before and after the 
introduction of the physisorbed hydrogen n1olecule. Calculated bond lengths of the C-C 
bonds were altered by a maximwn of 0.03 A after DMol3 geometry optimization routines 
were applied to the graphene systen1. The H-H bond length was also altered by 
approximately 0.03 A to a n1aximum of0.77 A. 
60 
Chapter 3: Electronic Properties ofCarbon Nanostructures 
Figure 3.1 An example of a symmetric plate of carbon atoms illustrating the termination of 
dangling bonds with hydrogen atoms. Dashed lines represent the delocalised ring of 7r-
state electrons. 
Single-wall carbon nanotubes were constructed in a similar way to the graphene 
layer. The (10 0) and (9, 0) zigzag nanotubes were chosen to simulate adsorption onto 
SWNTs. The zigzag nanotube has a symmetrical geometrical structure about a plane that 
is parallel to and passes through, the nanotube axis which makes orientating the hydrogen 
and oxygen molecules a simple task. Both carbon nanotubes have a similar diameter: 7. 9 
and 7.1 A for the semiconducting (10, 0) and the metallic (9, 0) nanotubes, respectively. 
This also affords a comparison of physisorption onto nanotubes with differing electronic 
structures but near identical diameters. Unit cells of the (1 0, 0) and (9, 0) nanotubes 
consist of a ring of 40 and 36 sp2 bonded carbon atoms, respectively. Segments of 
nanotubes can be constructed from an integer, or half-integer number of unit cells and the 
segments are once again, terminated by hydrogen atoms to eliminate the dangling bonds. 
The C-C bond lengths in both nanotubes are found to be 1.413 A which is close to the 
experimental values previously discussed.4•5 When relaxed the atomic positions of the 
nanotubes differed negligibly with respect to a reference carbon atom. 
3.1.2 Simulation Details 
There are several options for the exchange and correlation functionals within the 
DMol3 software. Local density functionals include the Vosko-Wilk-Nusair (VWN)6 and 
the Perdew-Wang-Ceperley (PWC)7 both of which are fitted to calculated data for the 
total energy of a uniform electron gas. 8 Calculations with the LDA functionals tend to run 
quicker than GGA functional calculations as the LDA is only dependent on the local 
density and not the density gradient. A wide range of GGA functionals are also available 
including a parameterization developed by Perdew and Wang in 1991 (PW91)7, variants 
on the PW91 such as the Perdew-Burke-Erzenhof (PBE)9 and the revised-Perdew-Burke-
Erzenhof (RPBE)10 as well as the Becke exchange functional coupled with the Lee-Yang-
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Pan correlation functional (BL YP)11-12. The BLYP functional is an empirical model 
which is based on fits to experimental data and accurate n1eastuements of the propetties of 
atotnic and n1olecular systetns. 8 Conversely the PW91, PBE and RPBE functionals are 
derived fi.·otn exact theoretical conditions pertaining to the exchange-con-elation energies. 8 
The choice of functional to work with is relatively arbitrary as no one functional is 
the best at describing all aspects of a molecular system. 8 The DFT functionals available all 
consider the exchange and correlation effects in different ways and the strength of each 
ftmctional in dealing with diverse systems can vary significantly. For exatnple when 
xenon is adsorbed onto copper or platinum it is fotmd that the binding energies are better 
predicted by the LDA functionals although this tnay have been due to accidental exchange 
and correlation error cancellations. 13 Within LDA functionals the exchange energy can be 
1u1derestimated by 10-15% whilst the correlation is overestimated by as tnuch as 100-
200%.14 Electrons cannot self-interact, however, the direct Coulomb energy, a functional 
of the electron density derived by Thotnas and Fermi, does not vanish for one electron 
systems giving rise to a self-interaction energy. The HF tnethod correctly cancels this self-
interaction with an exchange energy term. However, the error in LDA exchange-
con-elation energy terms does not cancel all of the self-interaction energy. A residual self-
interaction in the LDA calculations leads to systematic errors such as the overestimation of 
n1olecular lattice and binding energies as well as the long range vdW interactions. 
The exchange and correlation effects are hnportant. Classically electron motion is 
not correlated and two electrons could theoretically be in the same place at the same time. 
However, in quantmn mechanics, a direct consequence of the Pauli Exclusion Principle 
(PEP) is that an electron is surrounded by a region of depleted electron density, exactly 
one electron in magnitude, called the exchange-correlation hole. The LDA, dependent on 
the density at a single point, is reasonably accurate at incorporating the exchange-
correlation hole. However, since the GOA depends on the density gradient it predicts an 
electron density within the exchange-correlation hole and therefore does not satisfy this 
consequence of the PEP. As a result the GOA does not necessarily improve on 
calculations tnade via the LDA. Errors introduced by the maltreatment of the exchange-
correlation hole can cause tu1derestimation of the binding energies. 
Despite this limitation, the GOA ftmctional has been used within the literattu·e to 
successfully calculate many structm·al and chen1ical properties. In the case of bulk 
properties of aluminium, the lattice constant and the bulk modulus, the PW91 fi1nctional 
gives better agreement with experitnental data than the LDA functionals. The PBE and 
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BL YP functionals are capable of describing the molecular properties of water to a high 
degree but the LDA functionals ru·e found to be inadequate.8 Both the PW91 and the 
RPBE have been used to study hydrogen adsorption to SWNTs with negligible difference 
in the results. 15 This is unsurprising as the PBE, and therefore the RPBE, is constructed in 
a similru· manner to the PW91 functional. 8 It tnust also be noted that the PW91 functional 
was specifically designed to satisfy the lru·gest number of the universal conditions 
concenling elech·on density.7 As such the PW91 and PBE functionals ru·e extensively used 
within the DFT literatw·e. For this reason and the fact that it is generally considered that at 
least two functionals should be used to study a tnolecular system, the functionals chosen 
for this study are the GGA PW91 and PBE. The LDA VWN is also chosen for 
comparison between the different approximations. 
A DNP numerical basis set is used for all calculations as this is regru·ded as the 
most complete set available. The core electron orbitals of the graphitic nru1ostructw·es and 
the oxygen molecule are treated with basis functions rather than pseudopotentials since, 
although the core orbitals are not expected to change significantly, the use of 
pseudopotentials is less accw·ate and only minimally reduces the cotnputation time in this 
case. As the electron density drops away rapidly with the distru1ce from the atomic nuclei 
the spatial extent of the calculation of electron orbitals can be cutoff to reduce computation 
time. An orbital cutoff of 4.0 A was selected for all calculations as greater cutoff values 
have no significant effect on the calculated geometry and energy of molecular systems. 16 
The size of the molecules has been found to be litnited to approximately 350 atoms due to 
an irreconcilable softwru·e/hardware conflict. Molecular energies ru·e computed by single 
point energy calculations on static configurations of the diatotnic molecules ru1d cru·bon 
nanostructures. 
The DFT calculations cru1 be used to evaluate the physisorption energies of 
molecules an their electrostatic properties. Analysing the electrostatic properties of small 
molecules and lru·ge cru·bon nanostructw·es, such as the ionization energy, polru·izability 
and quadrupole motnents, is important for two reasons: 
1. The ability of the DFT functionals to predict fundamental propetties of matter can 
be directly tested by exatnining atoms and molecules with n1easured values for the 
ionization energy, polarizability and quadrupole tnoment. 
2. These properties ru·e required in order to estimate the electrostatic interactions, 
between the diatomic tnolecules of hydrogen and oxygen and the cru·bon 
nanosttucttu·es. 
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Table 3.1 lists some of the electronic potential energy functionals. A number of the 
functions have higher order terms which are neglected as they provide an insignificant 
contribution to the potential energy. 
The constants are as follows: 
• eo; dielectric permittivity of vacuun1, 
• k; Boltzmann's constant, 
• T· 
' 
temperature in Kelvin. 
Zi and Zj are the ionic valences of the two molecules and Ii and Ij are the ionization 
energtes. The fundamental properties of molecules that are exploited in these interactions 
are the magnitudes of the molecular dipole and quadrupole 111oments (J.L and Q 
respectively) as well as the electronic polarizability of a molecule, a.. 
Table 3.1 Potential energy functionals between two molecules, i and j separated by a distance r. 
Formulae obtained from refs. 17 (equations 3, 4 and 6) and 18 (equations 1, 2, 5 and 7). 
Equation Situation Potential Energy Functional 
Charged 2 1. 
Z;z1e 
Pm.ticles 4ns0r 
2 2 
2. Pennanent 2 /l; llj Dipoles - + ... 3 ( 4ns0 ) 2 kTr 8 
2 2 
3. Permanent Dipole-
Jl; Qj 
Permanent Quadtupole - + ... ( 4ns0 ) 2 kTr 8 
4. Quadrupole- 7 Q/Q/ Quadrupole - + ... 40 (4ns0 ) 2 kTr 10 
2 2 
5. Dipole-Induced Dipole - (a 1/l; + a;p. 1 ) (4nso)2r6 
2 2 
6. Quachupole-Induced - 3 (a1Q; + a;Q1 ) Quadtupole 2 ( 41l'&o )2 ,.s 
Induced Dipole- 3 a;a1IJ1 7. Induced Dipole 2 (4ns0 ) 2 r 6 (1; +11 ) 
Ionization energies of the n1olecules can be deduced directly frotn the molecular energies. 
The ionization energy is defined as the difference in energy between a system with + 1 net 
chm.·ge, or one electron removed, and a system with no net chm.·ge: 
Eqn.3.1 
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DMoe can also provide the electron density as a 3D array of data points. Fron1 these 
arrays it is possible to calculate tnany of the fundrunental propel1ies of molecules and 
nanostructures which are necessru·y to exrunine the intermolecular interactions. Since the 
1nolecules of hydrogen and oxygen, the graphene plates and the carbon nanotubes all have 
uniform charge distributions the permanent dipole tnotnents ru·e all equal to zero. 
Therefore interactions that ru·e dependent on the dipole moment of a molecule will not be 
relevru1t for the examination of the intetmolecular interactions. However, since the 
electrostatic interactions between the nru1ostructures and the diatotnic molecules are likely 
to induce dipole moments on the molecules the polarizability becomes of great importance. 
The polru·izability of a n1olecule is a measm·e of how 1nuch the electronic structure is 
1nodified by an external electric field. It is defined by the ratio of the induced dipole to the 
applied field: 
IPJNnl 
a=--
lEappll 
Eqn. 3.2 
To investigate the moleculru· polru·izability of the diaton1ic molecules and graphitic 
nanostructures, atl electric field was applied to the isolated molecules in the x-, y- and z-
directions respectively. The atomic nuclei were fixed within the limits of the electron 
density ru·ray as they are considerably more massive than the electrons and therefore it is 
only the electrons that ru·e expected to move significantly on the application of an electric 
field. Within the DMol3 calculations the field strength was regulated from 0 to 2 VI A in 
0.2 VI A steps. The induced dipole was then computed using the electron density arrays. 
The dipole mo1nent is defined as the sum over N chru·ged patticles: 
Eqn. 3.3 
where qi is a point charge with a position vector, 'ip Ｈｾ＠ = x, y, z) and can be calculated 
directly fi·om the electron density data arrays. The induced dipole on a molecule is the 
difference between the total dipole n1oment under an electric field of strength Eappb Jl E 
and the total dipole moment under no electric field, flo : 
Eqn. 3.4 
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The positions of the computed electTon density array and the aton1ic nuclei are kept 
constant as the electric field is varied. Thus the contribution to the dipole moment can be 
summed over the entire array for example: 
---+ N - _.. 
f.1 o = 'L q ;o (r;p )r;p Eqn. 3.5 
where q;o(ljp) is the electronic charge at the data point lfp under no electric field. Since 
the distance to a data point remains constant for changing electric field the induced dipole 
can be expressed in terms of the change in the electronic charge at each data point: 
Eqn. 3.6 
where 11 INDP is the component of the induced dipole moment in the ｾ＠ = x, y or z direction 
and q;E (r;p) is the electronic charge at the data point lfp under an electric field of strength, 
- l Eappl VA- . Equation 3.6 can be simplified to: 
__.,. N .-....... ----+ _....,. 
f.1 INDP = L r;pf1q i (r;p' E appl) Eqn. 3.7 
The magnitude of the induced dipole n1on1ent is given by: 
f.lmv = ｾｾ＠ IND I = ｾｌ＠ 11 INDP 2 Eqn. 3.8 
where ｾ＠ = x, y or z. As the positions of the atomic nuclei are fixed within the electron 
density array they do not contribute to the induced dipole. 
The quadrupole motnent is derived from the electric potential due to a static array 
of charges and is defined as a 3 x 3 tensor. Cotnponent Qij, of the quadtupole tensor is 
described by equation 3.9: 
Eqn. 3.9 
where i and j = 1 to 3 representing each of the three Cartesian axes and qa is the electronic 
charge at a distance, ra, frotn a fixed origin. The variable, Xi, is the distance between the 
point charge and the origin in the Xt, x2 or x3 axes and is a delta function where Dij = 0 
when i i j or ou = 1 when i = j. Since Qij = Qji the quadtupole tensor is symmetric. In 
addition, if the coordinate axes are chosen such that the charge distribution is symmetric 
around the x3 axis the tensor becotnes traceless (Eqn. 3.1 0). 
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Eqn3.10 
The magnitude of the quadrupole tnon1ent, Q, is defined as: 
Eqn. 3.11 
where Li and Lj are the sums over the index i and j respectively. The magnitude of the 
quadrupole motnent can be calculated from the electron density array at zero electric field. 
However, since we are not looking at the change in charge density the quadrupole moment 
is dependent on both the charge due to the electrons, obtained from the electron density 
array, and the charge due to the nuclei. 
3.2 Ionization Energies of Nanostructures 
Table 3.2 shows the ionization energies for various atotns, calculated from Eqn. 3.1 
using the LDA VWN and GGA PW91 functionals. Also included in the table are the 
meastu·ed values of the ionization energies. 3 The calculated ionization energies in bold are 
the closest to the measm·ed values. 
Table 3.2 Ionization energies for isolated atoms of hydrogen, carbon, nitrogen 
and oxygen. Both spin-restricted and spin-unrestricted calculations have been 
pe1formed. Measured values are obtained from [3}. 
LDA functional GOA functional 
Spin Spin Measured 
Atom Restr. (eV) Unrestr. (eV) Restr. (eV) Unrestr. (eV) Values (eV) 
Hydrogen 12.29 13.01 12.69 13.63 13.60 
Carbon 11.12 11.76 11.04 11.72 11.26 
Nitrogen 13.80 14.76 13.74 14.75 14.53 
Oxygen 16.59 14.19 16.52 14.04 13.62 
Table 3.2 also cmnpares the ionization energies cotnputed using spin-restricted and spin-
unrestricted calculations. Electrons are placed into molecular orbitals one at a thne ip a 
bottom-up approach. The electrons pair up with opposing spins to tninimise the molecular 
energy whilst satisfying the Pauli Exclusion Principle. Using an oxygen atom as an 
exan1ple the electrons are first put into the 1 s energy level. Once this is full the 2s level is 
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filled followed by three electrons in each of the 2p x- y- and z-orbitals and the last electron 
in the 2px level. The final electronic structure is displayed in Figw·e 3 .2. 
# t I L I 
2Px 2py 2pz 
-H- 2s 'q 
-H- ls 
Figure 3.2 Electronic structure of an oxygen atom showing the filling of the energy levels 
with spin-up and spin-down electrons. 
In spin-restricted calculations a single set of orbitals is used to describe the 
molecule: the lowest energy orbitals, in the case of oxygen the 1 s, 2s and 2px levels, are 
doubly occupied whilst the upper energy levels, the 2py and 2pz levels, are singularly 
occupied with a spin-up electron. In this regime a single orbital, 'lib is used to describe the 
electrons in the 1 s level. Similarly '1'2 and 'Jf3 are used to describe both electrons in the 2s 
and 2px levels respectively. The 2py and 2pz levels are both described by a single orbital: 
'114• For closed shell systems such as the noble gases or diatomic molecules which have no 
unpaired electrons, such as those of hydrogen, lithium or nitrogen, the spin-restricted 
calculations are adequate to describe the properties of the molecules using DFT. However, 
for open shell systems, such as atotns and molecules that have unpaired electrons, the 
difference in the nun1ber of spin-up and spin-down electrons introduces a spin polarization 
which distorts the electron orbitals. The rigidity of using one electron orbital for both spin 
states means the spin-restricted method does not adequately accollllt for the polarization 
effects. This is similar to the inability of tninimal basis sets to account for distortion of 
electron orbitals due to the presence of neighbouring nuclei. Spin-wll'estricted calculations 
use a separate orbital for each electron; for example the 1 s electrons of the oxygen atom 
above are described by a 'l'la and a 'lflP orbital for the spin-up and spin-down electrons, 
respectively. This allows the orbital of an electron with a spin to be distorted relative to 
the p spin orbital, and vice versa, analogous to the addition of 'p' type orbitals to basis sets 
for 's' type systems in order to account for the nuclei polarization effects. 
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When the electron spin is restricted the performance of the LDA functional is 
nearly identical to the GGA functional with the exception of the hydrogen atotn where the 
perfonnance is inferior, underestimating the ionization energies by 0.4 eV. Although the 
value of the spin-restricted LDA calculation on the carbon aton1 is closer to the measured 
ionization energy the change is only 80 tne V: a negligible change compared to the actual 
value of 11.3 e V and thus the GGA functional is not considered to outperform the LDA 
functional. Spin-unrestricted calculations are observed to be significantly n1ore accurate 
than the spin-restricted calculations for all atoms except carbon. Calculated values for the 
ionization energies are once again nearly identical for the LDA and GGA functionals 
baning the hydrogen atotn. When the electron spin is not restricted the GOA functional 
accurately reproduces the ionization of a hydrogen atom. However the difference between 
the spin-restricted and spin-um·estricted calculations is 0.6 e V. For the carbon atom the 
spin-restricted calculations provide the best approximation to the measured ionization 
energies with errors of 1 and 1. 7o/o for the LDA and GGA functionals respectively 
compared to a 4% ell'or for spin-tnuestricted calculations using both functionals. The 
LDA and GOA functionals are known to adequately reproduce the ionization energies of 
other atomic and molecular systems. A previous study utilised the DMoe code to exan1ine 
the electronic properties of carbon atoms within the wall of a carbon nanotube. Using 
identical DFT ftn1ctionals and basis set to those used in this project the ionization energy 
of the carbon atom was quoted at 11.8 and 11.85 eV, for the LDA and GGA functionals 
respectively, after a geometry optimisation was conducted on the nanotube. 19 This 
supports the earlier that the choice of which DFT functional to employ is relatively 
arbitrary: in the case of ionization energies either functional is equally adequate. LDA 
computes the ionization energy of a C60 tnolecule at 7. 7 4 e V which is close to the 
experhnental value of 7.6 e V .20 A spin-um·estricted GGA calculation on a tantalutn atom 
predicts an ionization energy of7.26 eV cotnpared to the experhnental 7.89 eV.21 Several 
DFT fimctionals for both the LDA and GGA have been compared in an analysis of the 
ionization energy of a CuPc matrix?2 Using spin-um·estricted functionals the GGA was 
found to modestly outperfonn the LDA by approximately 200 meV although both 
approximations give energies within 400 me V of the experimental energy of 6.3 8 e V. 
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Table 3.3 Ionization energies in eVfor isolated diatomic molecules ofhydrogen, 
nitrogen and oxygen. Both spin-restricted and spin-unrestricted calculations 
have been performed. Measured values are obtained fi·om {3]. 
LDA functional GGA functional 
Spin Spin Measured 
Atom Restr. (eV) Unrestr. (eV) Restr. (eV) Unrestr. (eV) Values (eV) 
Hydrogen 17.32 16.26 17.62 16.33 15.43 
Nitrogen 15.91 15.66 15.84 15.49 15.58 
Oxygen 12.16 12.64 12.03 12.59 12.07 
Table 3.3 shows the calculated ionization energies of three of the simplest diatotnic 
molecules in the periodic table along with the n1easured values. Once again the LDA and 
GGA fin1ctionals give approxitnately identical values for spin-restricted and unrestricted 
calculations. In agreetnent with the calculated values for the hydrogen atom, the spin-
unrestricted calculations are tnore accurate at predicting the ionization energies of the 
hydrogen tnolecule. The spin-unrestricted calculations overesthnate the ionization energy 
of the hydrogen molecule by 5% for both DFT fimctionals. This is in contrast to the 
calculations on atomic hydrogen where only the LDA fin1ctional overestin1ated by 5%. 
For both the atomic and molecular hydrogen the computed ionization energies where the 
spin is restricted are overesthnated by approximately 10%. The calculated ionization 
energies for nitrogen and oxygen molecules are significantly closer to the measured values 
than their atotnic counterparts. For nitrogen the molecular ionization energies differ by 
approximately 2 and 1% fron1 the measured value for spin-restricted and spin-tuuestricted 
calculations respectively. This cotnpares to 5 and 2% for the ionization energies of atomic 
nitrogen. Oxygen shows a considerable improvetnent fi·onl 22 and 4% for the ionization 
energy of the atom to 1 and 4% for the n1olecule. The spin-restricted calculations on the 
oxygen molecule now outperform the spin-unrestricted calculations in direct contrast to the 
atotnic situation. 
Figure 3.3 shows the relation between ionization energy and number of electrons 
for both the spin-restricted and unrestricted regimes. The measured ionization energies are 
also included for cotnparison. For the atoms, diaton1ic n1olecules and small graphene 
plates both the spill-restricted and spin-unrestricted calculations produce ionization 
energies with a varying degree of accuracy compared with the measured values. Spin-
unrestricted calculations are noticeably preferred for both the hydrogen atom and molecule 
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(1 and 2 constituent atoms respectively) and the oxygen molecule (8 atoms) for which the 
spin-restricted calculation overestimates the ionization energy by 3 e V. The calculated 
ionization energies differ less from the n1easured values as the nwnber of electrons 
increases. It has been found that for C6H6 to C294Rt2 the spin-restricted and spin-
unrestricted calculations differ negligibly. As the number of electrons and electron orbitals 
increases the difference in the number of spin-up and spin-down electrons, and therefore 
the effect of spin-polarization, becomes insignificant relative to the overall number of 
electrons. For N2 and the graphitic molecules the difference in electrons with different 
spin actually decreases. Consequently spin-restricted calculations are used to describe all 
n1olecular propetiies of the large graphitic nanostructures and their interactions with 
hydrogen and oxygen as the spin-tmrestricted calculations take tnore computational time. 
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Figure 3.3 Computed ionization energies as a function of the number of electrons 
calculated from (a) LDA and (b) GGA functionals. Spin-restricted (o) and spin-
unrestricted (•) calculations are compared with measured values (11) taken from 
literature. 
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Figure 3.4 Computed ionization energies of C6H6 up to C294H42 as a function of the 
number of carbon atoms for LDA (o) and GGA (•) functionals. Also displayed are the 
measured values for benzene and coronene (x), graphite (dashed line) and the computed 
values for the (9, 0) and (1 0, 0) nanotube segments using the LDA (!i) and GGA ( lt.) 
functionals. 
The ionization energies for the graphene plates decrease with the increasing 
number of carbon atoms (Fig. 3.4). Both DFT functionals show similar behaviour with a 
variance between the LDA and GGA of0.2 eV. The shape of the binding energy curves is 
similar to that of calculations using a relationship between the n1olecular ionization 
energies, the work fimction and the capacitance of the graphitic tnolecules.23 Benzene, 
C6H6, has an ionization energy of 9.22 and 9.08 eV for the LDA and GGA functionals 
respectively. These values are in agreement with the measured ionization energy of 9.24 
e V3 with a marginally better approximation given by the LDA. C24H12, also known as 
coronene, has calculated ionization energies of 6.94 and 9.77 eV for LDA and GGA, 
respectively. These calculations cotnpare less favourably with the measured value of7.29 
e V3 than the calculations carried out on benzene. However, the LDA and GGA 
functionals still provide an excellent approximation. For large ntnnbers of carbon atoms 
the ionization energy tends to a value of 4.9 ± 0.1 e V. This value is slightly more than the 
ionization energy of graphite which is 4.6 eV?4•25 The slight difference is due to the 
interactions between the graphitic layers. Experin1entally the binding energy between 
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graphitic layers has been calculated at 61 tne V per atotn [Ref. 26] and this weak 
interaction forms the basis of graphite's excellent lubrication properties.27•28 Although the 
interlayer interaction is negligible compared to the intralayer covalent bonds a weak 
distortion of the electron cloud stul·ounding each layer which will push electrons between 
layers towards the nuclei. This will cause a drop in the ionization energy as the electrons 
outside the surface layer are slightly less tightly bound to the carbon nuclei due to charge 
redistribution. Therefore graphite forms an asymptote for the ionization energy of 
graphene plates of increasing size and both DFT cotnputed curves show this asytnptotic 
nattue. C294H42 has 336 constituent atoms and is the largest system successfully simulated 
within this project. Despite the constraint on the number of atoms that can be modelled the 
results of the shnulations present an esthnate of the ionization energy of an infinite pristine 
graphene sheet. 
The ionization energies of the (10, 0) and (9, 0) carbon nanotube segments are 
shnilar to the larger graphene plates and are plotted in Fig. 3.4 for cotnparison. As with 
the calculations on graphene the energies differ by approximately 0.2 e V between the LDA 
and GGA. Since the (10, 0) and the (9, 0) have similar curvatures and geon1etric structures 
their ionization energies are found to be identical. A study of nanotubes with radii 
significantly different, both larger and stnaller, would be necessary to see any curvatm·e 
effects on the ionization energy. The cmvatm·e change from the graphene to the nanotube 
gives a relatively stnall shift from sp2 to sp3 hybridisation cotnpared to that of graphene to 
diamond. However, the nanotubes, consisting of 120 and 108 carbon atoms for the (10, 0) 
and (9, 0) respectively, have ionization energies that lie between the 150 and 216 ato1n 
graphene plates. This n1ay be due to the effect of curvatm·e on the hybridization but again, 
a study of different sized nanotubes would be appropriate. An examination of the 
ionization energy as a function of nanotube length, similar to the study on the graphene 
plates, would allow the prediction of the ionization energy of an infinitely long carbon 
nanotube. However, this project is concerned prhnarily with the interaction of gaseous 
molecules with the graphitic nanostr·ucttu·es. Therefore the elech·onic properties computed 
within this chapter, although impot1ant in their own right, are computed in order to provide 
further insight into the molecular interactions presented in chapters 4 and 5 and to check of 
the validity of the D FT code and the theory itself. 
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Ionization energies for atoms, diatomic molecules and graphitic nanostructures 
have been calculated using DFT with reasonable agreement to measm·ed values. Little 
difference is observed between the LDA and GGA functionals. As the electron nmnber 
increases the difference between spin-restricted and spin-unrestricted calculations becomes 
negligible. Due to this fact and the agreement between the computed and measm·ed 
ionization energies the results presented for the 96 carbon atom plate and the (10, 0) and 
(9, 0) nanotubes will be utilised, in confidence, to estimate any induced dipole-induced 
dipole interactions between diatotnic molecules and graphitic nanostructures. The 
ionization energy of an infinite graphene sheet is estimated at 4.9 ± 0.1 e V. 
3.3 Po/arizability of Nanostructures 
The LDA and GGA functionals were employed on the diatomic molecules of 
hydrogen and oxygen in order to calculate the change in induced dipole as a function of 
the applied electric field in the x-, y- and z-directions. Figm·e 3.5 displays the results of 
the calculations for the hydrogen molecule. 
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Figure 3.5 Plot of the induced dipole on a hydrogen molecule as a function of the electric 
field applied in the x-axis (•, LDA and o, GGA functional) and z-axis (•, LDA and o, 
GGA). Only the x-axis results are shown as the polarizability in the x- andy-axes is for 
both functionals. The hydrogen molecular axis was aligned with the z-axis. 
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The induced dipole varies linearly with applied field with correlation coefficients 
of 1.00 for all directions and both functionals. The best fit lines pass through the origin 
confirming the n1odelled hydrogen tnolecule has no permanent dipole. As none of the 
tnolecules studied in this project have permanent dipoles all plots of induced dipole as a 
function of electric field will therefore pass through the origin. Due to the rotational 
symmetry of the hydrogen molecule about the z-axis the change in the induced dipole is 
identical for the x- andy-directions. Additionally, the LDA and GGA functionals predict 
identical changes in the induced dipole in both the x- and the y-directions. In the z-
direction the induced dipole deviates slightly between the LDA and GGA functionals. The 
induced dipole is also larger when the electric field is applied in the z-direction with a 
steeper gradient than the x- andy-directions. 
The gradient of the best fit lines is the polarizability of the hydrogen molecule. 
When the electric field is applied in the x- andy- directions the polarizability, ctx = cty, is 
found tO be 0.24 X 10-40 r 1C2m2 Whilst in the z-directi011 ctz is 1.16 X 10-40 and 1.10 X 1 o-40 
r 1C2m2 for the LDA and GOA functionals respectively. The n1ean polarizability of a 
tnolecule is given by: 
- 1 
a= 3(a_\:{ +an,+ azJ Eqn. 3.12 
For the hydrogen nlolecule a is approximately 0.54 X 10-4° r 1C2m2 which C0111pares 
acceptably to the measured polarizability of a hydrogen n1olecule: 0.82 x 1 o-40 r 1C2m2 
(Refs. 3, 18). 
The induced dipole of an isolated oxygen molecule (not shown here) follows the 
same trends as the hydrogen tnolecule. Consequently ctx and ay are identical to each other 
and there is, once again, insignificant variance between the DFT functionals. In contrast to 
the polarizability in the z-direction of the hydrogen molecule, there is negligible change in 
Uz, between the LDA and GOA functionals, for the oxygen tnolecule. The directional 
polarizabilities, ctx and cty, are calculated tO be 0.86 X 1 o-40 r 1C2m2• Uz is given by 2.11 X 
10-4° r 1C2m2 and the mean polarizability, a' is 1.28 X 10-4° r 1C2m2• The mean 
polarizability obtained for the oxygen tnolecule agrees favourably with the measw·ed value 
of 1.76 X 10-4° r 1C2tn2? 
While the physisorption investigations, reported in Chapters 4 and 5, are carried 
out on a 96-carbon atom plate, results are presented here of an investigation into the 
polarizabilities of graphene plates of varying size. The number of carbon atoms in each 
size of model is constrained by the six-fold rotational syrmnetry imposed to negate the 
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effects of the tenninating hydrogen aton1s on tnolecular hydrogen physisorption. The 
graphene plates are aligned such that they lie in the x-y plane, the nonnal to the plate is 
aligned with the z-axis. 
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Figure 3.6 Plot of the change in induced dipole on a C6H6 molecule as a function of the 
electric field applied in the x-axis (•, LDA and o, GGA functionals respectively) and z-
axis (•, LDA and o, GGA). Only the x-axis results are shown as the polarizability in the 
x- andy-axes is identical for both functionals. The C6H6 molecule lies parallel to the x-y 
plane such that the z-axis is normal to the graphitic plate. 
Figure 3.6 shows the change in the induced dipole on a benzene molecule as a 
function of the applied electric field. The LDA and GGA functionals give identical results 
for each of the applied field directions with correlation coefficients of 1.0. A significant 
difference between the benzene and diatomic molecules is that the induced dipole is 
stronger, and increases tnore quickly, when the electric field is applied in the x- and y-
directions; parallel to the plate, rather than in the z-direction; notmal to the benzene ring. 
However, this is simply explained by noting that the covalent bonds for the diatomic 
molecules are aligned with the z-axis whereas the bonds are aligned in the x-y plane for 
the benzene. The electrons in a covalent bond are more easily shifted along the covalent 
bonds than across it. Polarizabilities have been calculated for graphene plates, up to 294 
carbon atoms in size, are presented in Figure 3. 7. 
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Figure 3. 7 Plot of the transverse (a;) and longitudinal (ax) polarizabilities of graphene 
plates of various sizes calculated using the LDA (o) and GGA ( •) functionals. 
There is negligible difference between the results of the LDA and GOA functionals 
indicating both functionals are equally effective at describing the polarizability of 
molecules. The calculated values for the mean polarizability of benzene, 1.09 x 1 o-39 and 
1.08 X 1 o-39 r 1C2tn2 for the LDA and GGA functionals respectively, are in good agreement 
with the measured value of 1.04 x 10-39 r 1C2m2•18 As the size of the graphene plate 
increases the number of aromatic carbon rings, and therefore the number of 1t-state 
electrons, also increases. Since the 1t-state electrons are less tightly bound than their a-
state electron counterparts it is these electrons that are dishu·bed the most on the 
application of an electric field. Therefore for a constant electric field the induced dipole 
on a molecule will increase with the nun1ber of 1t-state electrons. Consequently it is easier 
to polarize a C24H12 molecule that has 36 more 1t-state electrons than the C6H6 molecule 
which only has 6 1t-state electrons. Additionally, the polarizabilities in the plane of the 
graphene plates are approximately an order of magnitude larger than the transverse 
polarizabilities, again, due to the difficulty in polarizing across the covalent bonds. 
Table 3.5 presents the calculated polarizabilities for the (10, 0) and (9, 0) carbon 
nanotubes. In accordance with the results on the diatomic molecules and graphene plates 
there is negligible difference between the LDA and GGA calculations. Both the 
longitudinal and transverse (az and ax respectively) increase with the radius of the 
nanotube. 
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Table 3.5 Transverse (aJ and longitudinal (aJ polarizabilities 
of the nanotube segments. Units are in J 1 C2m2• 
(9, 0) 
( 10, 0) 
LDA 
1.97E-38 
2.39E-38 
GGA 
1.96E-38 
2.39E-38 
LDA GGA 
3.83E-38 3.79E-38 
4. 1 9 E-3 8 4. 13 E-3 8 
Brothers et al. reported a linear relation between the transverse polarizability and the 
nanotube radius which shows no distinction between metallic or setniconducting 
nanotubes?9 Although the transverse polarizabilities reported in this study do increase 
with radius, the fact that only two nanotubes-have been studied here, for the purpose of 
studying intermolecular interactions, denotes that any distinction between metallic and 
semiconducting nanotubes cannot be confirmed or argued against. Similarly, any 
dependence of the longitudinal polarizability on the band gap of the nanotube can not be 
confinned or rejected by this study. The transverse polarizabilities, presented in Table 3.6, 
are shnilar to unscreened values reported by Benedict et al. .30 Using these values the 
polarizabilities ｰｾｲ＠ unit radius were found to be 6.1 x 10-29 and 5.6 x 10-29 r 1C2m for the 
3.93 x 10-10 and 3.54 x 10-10 m radius (10, 0) and (9, 0) nanotubes respectively. These 
compare acceptably to the reported values for the transverse polarizability per unit radius 
of 5.4 x 10-29 and 4.5 x 10-29 J-1C2tn, respectively?0 As stated the reported values are 
tmscreened which means they do not take into account the effects of charge build up on 
one side of the nanotube. The charge build up creates a local electric field, Etoc, which 
reduces the field in1pinging on the opposing nanotube wall. As a result the overall induced 
dipole, and therefore the polarizability, is reduced. 
The polarizability volume, a' , is related to the polarizability by: 
' a a=--
47rs0 
Eqn. 3.13 
The units of a' are often quoted as A3. Screened polarizability volmnes can be calculated 
from the unscreened polarizabilities via equation 3 .14, derived by Benedict et al. :30-32 
a'IIIISCI' 
a' SCI' = --:-------:-
1 + ＲＨ｡ＧＬｭｳｾｲＩ＠
Re_f! 
Eqn. 3.14 
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where a' scr and a' unscr are the screened and unscreened transverse polarizability volumes 
respectively. Reff is the effective radius of the nanotube accounting for the fact that the 
electron cloud effectively spreads out to infinity and therefore is not confmed to the 
measured radius of the nanotubes. Therefore the effective radius is given by: 
Re.ff = Ruauotube +oR Eqn. 3.15 
For practical purposes oR is chosen such that the calculated polarizabilities agree with 
experimental data. In the case of C60 the calculated value of a' scr was found to accurately 
reproduce the experimental value for a oR value of 1.2 A.30 Using oR= 1.2 A in equations 
3.14 and 3.15 and the unscreened polarizability data in Table 3.6, the quotients of the 
transverse polarizability volume over the nanotube radius, for the (1 0, 0) and (9, 0) 
nanotube segn1ents, are calculated to be 10.6 and 9.2 A2 respectively. These values are in 
excellent agreetnent with the screened polarizabilities of 10.3 and 8.9 A 2 reported by 
Benedict et a/ .. 30 In SI units the DFT calculated screened transverse polarizabilities are 4.6 
X 1 o-39 and 3.6 X 1 o-39 r 1C2n12 for the (1 0, 0) and (9, 0) nanotube segments. For the 
graphene plates and diatomic molecules the effective radius, Rl!:0. , in eqn. 3.14 becomes 
infinity. This causes ascr = aunscr thus proving there is no screening of the electric field for 
these n1olecules. 
Equation 3.14 holds true for the longitudinal polarizabilities of nanotubes with 
infinite length. However, as there is no surface for charge to build up on the electrons 
tnove to counteract the applied electric field. Consequently E foe = 0 when the electric 
field is applied only in the z direction. Thus since 
ll IND = armser E tot = ascr E appf Eqn. 3.16 
where 
E tot = E appf + E foe Eqn. 3.17 
then 
Eqn. 3.18 
Tllis can also be deduced fi.·om eqn. 3.13 as in the longitudinal direction of nanotubes, and 
additionally for the field parallel to the graphene plates, the radius, R, is equal to infinity. 
Frotn Gauss's law the surface charge density at the discontinuity between Eappf 
and E Joe is given by: 
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(J' = 8 0 E appl Eqn. 3.19 
For the maximmn electric field of2 V A-1 (= 2 x 1010 V m-1) the surface charge density is 
calculated to be 1. 77 X 1 o-21 c A -2• This is equivalent to 1.1 X 1 o-2 electrons A-2• 
Therefore in one A2, 0.011 electrons are enough to completely screen the electric field. 
In metals the valence and conduction bands overlap. Thus all electrons can 
contribute to the cotu1teraction of the applied electric field. The (9, 0) carbon nanotube has 
approximately 0.43 aton1s per square Angstrom which n1eans 0.03 electrons per atotn are 
required to screen the field. There are 4 valence electrons per carbon atom n the (9, 0) 
nanotube which is sufficient to screen any practical electric field. For a nanotube of 
infinite length the movement of charge, to nullify the applied electric field, causes an 
infinite induced dipole tnotnent. As the applied electric field is finite, from eqn. 3.2 the 
longitudinal polarizability of a tnetallic nanotube is infinite. The semiconducting 
nanotubes, of which the (1 0, 0) is an exatnple, have a band gap between the valence and 
conduction bands. In contrast to the metallic nm1otubes, to move freely the electrons of the 
setniconducting nanotube that are in the valence band tnust be excited into the conduction 
band. This can be achieved by applying an electric field to the natlotube however the 
nun1ber of excited electrons depends on the band gap of the nanotube. As the band gap 
increases the electric field must be increased to excite the smne number of electrons into 
the conduction band. Therefore, for a specific strength of electric field there m·e less free 
electrons in the setniconducting nanotube than the n1etallic nanotube. Consequently there 
tnay not be enough free electrons to cotnpletely nullify the applied field. As a result, 
although the nanotube is of infinite length, the induced dipole moment must be less than 
that of the n1etallic nanotube and, since both the dipole tnoment and the electric field m·e 
finite the longitudinal polm·izability of setniconducting nat1otubes is also finite but may 
still be large cotnpared to the transverse polarizabilities. In addition, as the band gap of the 
semiconducting nanotube increases the number of free electrons will decrease for a given 
electric field strength. It has been found in the literatm·e that the longitudinal 
polarizability, Uz of cm·bon nanotubes is proportional to the inverse squm·e of the band gap, 
E ,30,33 g· 
1 
a oc:.--
z E 2 
g 
Eqn. 3.20 
It is observed that for tnetallic nanotubes with zero band gap the tight hand side of 
equation3.20, and therefore the polm·izability, tends to infinity. 
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The primary objective of this project is to study the interactions between single gas 
tnolecules and graphitic nanostructures. For this reason the carbon nanotubes are 
approxhnated by hydrogen tem1inated segments of the (1 0, 0) and (9, 0) carbon nanotubes 
in order to maximize the cotnputational efficiency whilst ensuring that the length of the 
segments is sufficient to reproduce accurate interaction characteristics for infinitely large 
carbon nanostructures. Only the transverse polarizabilities of the carbon nanostructures 
are required for analysis of the electrostatic forces using the equations from Table 3.1. 
This is due to the infinite size and the symmetry of the carbon nanostructures that the 
hydrogen molecule perceives causing balanced perturbation of the electron clouds in the 
longitudinal direction but hnbalanced perturbations along a line normal to the nanotube 
axis/graphene plate passing through the centre-of-mass of the hydrogen molecule. That is 
to say an in1balance of the electron density in the transverse direction. 
Whilst the segments retnain an unphysical representation of a carbon nanotube 
along the nanotube axis it is interesting to examine the longitudinal polarizabilities. As 
would be expected from an unscreened electron cloud, the longitudinal polarizabilities are 
larger than the transverse polarizabilities. The fragmenting of the carbon nanotubes 
introduces a band gap into the (9, 0) nanotube and increases the band gap of the (10, 0) 
nanotube. Using the definition that the band gap can be taken as the difference between 
the HOMO and LUMO levels, the band gaps of the nanotube segments, 11.3 A in length, 
were con1puted from the DFT simulations. The band gap of the (10, 0) nanotube is 
increased frotn a tight binding prediction of 0.49 eV to approximately 0.8 eV whilst a 0.4 
e V band gap is introduced into the (9, 0) nanotube. When the length of the nanotube 
segments is increased threefold to the band gap drops to 0.4 and 0.1 eV for the (10, 0) and 
(9, 0) nanotubes, respectively. These band gaps are significantly closer to the predicted 
values. 
In swnmary DFT calculations have correctly reproduced the polarizabilities of 
diatomic molecules and the benzene tnolecule. There is no significant difference between 
polarizabilities calculated with either the LDA or the GGA functionals. Transverse 
polarizabilities of the graphene plates increase with increasing number of carbon atoms 
arising from the increase in 1t-state electrons. The transverse polarizabilities of the carbon 
nanotube segments increase with the radius but are an order of magnitude less than the 
longitudinal polarizabilities due to screening of the electric field by opposing nanotube 
walls. Longitudinal polarizabilities of the nanotube segn1ents are significantly smaller 
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than the infinitely long nanotubes, which is due to the unphysical :fragn1entation of the 
nanotubes used to facilitate efficient simulation of the interaction between nanotubes and 
gaseous molecules. 
3.4 Quadrupole Moments of Nanostructures 
The electron density data, computed using both the LDA and GGA functionals, is 
used to calculate the magnitude of the quadrupole moment (Q) of tnolecular hydrogen, 
nitrogen, oxygen and benzene from equation 3.9. The results are presented in Table 3.6 
along with measured values from the literature. 
Table 3.6 Computed magnitude of the quadrupole moments (Q) ofH2, N2, 0 2 and C6H6. 
Units are in 1 x 10-'10 Cm2• Measured values are takenfi·om refs. 17 (a) and 34-39 (b-g). 
Q Measured 
LDA GGA Values 
Hydrogen 1.7 1.7 2.2a-c 
Nitrogen 4.4 4.4 s.oa-c 
Oxygen 11.6 11.7 l.3a-b 
Benzene 20.4 18.2 23.9-33.3d-g 
There is reasonable agreement between the calculated and meastu·ed values for hydrogen 
and nitrogen. However, there is a large discrepancy between the calculated results and the 
measured values for oxygen and benzene. For oxygen Q is approximately a factor of 10 
larger than the measured value whilst Q is approximately 4 tunes smaller than the 
measured value for benzene. This is due to an imbalance between the total charge of the 
nuclei and the total charge of the electrons. The nuclei are represented by point charges, of 
magnitude 1 e for the hydrogen nuclei, 6 e for the carbon nuclei and so on, with their 
positions fixed in the Cartesian coordinates. For a molecule with zero net charge the 
electron density should sum to the nun1ber of electrons when it1tegrated over all space. 
Table 3. 7 shows the expected number of electrons in each molecule together with 
the integral of the elech·on density. Calculations between the LDA and GGA functionals 
showed negligible difference in the predicted number of electrons. Hydrogen has exactly 
the correct number of electrons. Nitrogen is also close to the expected value. However, 
oxygen and benzene have approximately 2 and 0.6 n1ore electrons per molecule than the 
expected 16 and 42, errors of 13 and 1.4% respectively. Since the calculation of the 
quadtupole tnoment is dependent on the nuclei and the electron density the itnbalance 
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between electron numbers gives an erroneous value for the magnitude of the quadrupole 
motnent. 
Table 3. 7 Actual and calculated number of electrons 
from electron density data on H2. N2, 0 2 and Cr)l6. 
No. of electrons 
Actual Calculated 
Hydrogen 2 2.00 
Nitrogen 14 14.04 
Oxygen 16 18.17 
Benzene 42 42.58 
To rectify this problem, for each n1olecule the electron density at ･ｶｾｲｹ＠ data point 
was divided by a normalisation factor to match the cotnputed number of electrons to the 
sun1 of the charge on all the nuclei. The nonnalisation factor is equal to the cotnputed 
electron nwnber divided by the expected electron nwnber. Using the normalised electron 
density data, the tnagnitude of each quadrupole tnotnent was recalculated and the results 
are presented in Table 3.8. 
Table 3.8 Computed magnitude of the quadrupole moments, of the small 
molecules, using normalised electron density data. Units are in 1 x 1 o-.fo Cm2• 
Q Measured 
LDA GGA Values 
Hydrogen 1.7 1.7 2.2 
Nitrogen 4.2 4.2 5.0 
Oxygen 0.6 0.6 1.3 
Benzene 30.4 28.5 33.3 
Nonnalising the electron density has caused a considerable itnproven1ent in the 
calculated values of Q. As the computed number of electrons for hydrogen was exact the 
value of Q is unchanged. Nitrogen shows a little deterioration in Q but still agrees 
satisfactorily with the predicted value. However, the magnitude for oxygen and benzene 
are itnproved significantly fi:om the unadjusted values. The effect of the normalisation 
procedure, on the qualitative descriptions of the electron density and, in particular, the 
polarizabilities of the molecules is found to be negligible. 
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Figure 3.8 Computed values of Q for the graphene plates (squares) and nanotube 
segments (circles) from normalised electron density data. Calculations were conducted 
using both the LDA (open symbols) and GGA (closed symbols) functionals. Measured 
valuesfor benzene (11), naphthalene (\1) and anthracene (0) are taken from [37]. 
Figure 3.8 shows the con1puted values of Q for the graphene plates with 6 to 294 
carbon atoms calculated using the nonnalised electron density data. The magnitude of the 
quadrupole moment exhibits a linear dependence on the nmuber of carbon atoms. The 
difference in quadtupole tnoments, calculated using the LDA and GGA functionals, 
increases with the ntunber of carbon ato1us. From a linear fit line of the data, the 
magnitude of the quadrupole moment of an infinite sheet of graphene can be estimated. 
The data point for C2t6H36 is excluded fron1 the linear fit as it appears to be erroneous 
relative to all other data points. Previously repotted theoretical and experin1ental values 
for Q of benzene, naphthalene (C10H8) and anthracene (C14H10/ 7 also lie on the linear fit 
line. 
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Figure 3.9 Computed Q values per carbon atom for the graphene plates (squares) and 
nanotube segments (circles) calculated using the LDA (open symbols) and GGA (closed 
symbols) functionals. Measured values for benzene (11.), naphthalene (V) and anthracene 
(0) are taken from [37]. 
Figure 3.9 shows an approxitnately linear relationship between the tnagnitude of 
the quadrupole n1o1nent per carbon atom and the nwnber of carbon atoms in the graphene 
plates. The calculated values for benzene are approximately 5.1 x 1040 and 4.7 x 1040 
Ctn2 for the LDA and GGA functionals respectively which is almost twice the value of3.0 
x 1040, obtained experin1entally on graphite.37 For all the graphene plates examined Q 
increases with the nwnber of carbon atoms. This is to be expected since the quadrupole 
tnoment is a measw·e of how much the charge distribution deviates from spherical 
symmetry. The benzene molecule has a charge distribution similar to an oblate spheroid. 
As the size of the molecules examined only increases in plane, and not in the z-direction, 
the electron density of the molecules diverges further from the spheroid of benzene and 
therefore fiuiher fi·on1 spherical symn1etry. The tnagnitude per carbon increases with the 
size of the hexagonal plate but decreases fi·om benzene, through naphthalene, to 
anthracene. This is due to the fact that the hexagonal plates increase in size, fron1 benzene, 
along both the x- andy-axes whilst naphthalene and anthracene only increase in size in the 
x -direction. 
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The quadrupole motnents and quadrupole moments per carbon atom of the 
nanotube segtnents are also presented in figures 3.8 and 3.9, respectively. Table 3.9 shows 
the Q values for the SWNTs calculated using the LDA and GGA functionals. The effect 
that the charge itnbalance has on the quadrup?le moments is exemplified in the data 
presented here. 
Table 3.9 Computed Q values for the (9, 0) and (10, 0) 
carbon nanotubes. Units are in 1 x 1 o-·IO Cm2• 
(9, 0) 
(10, 0) 
Raw data 
LDA 
526.4 
988.8 
GOA 
495.9 
966.3 
Normalised data 
LDA 
958.1 
923.2 
GOA 
937.5 
901.0 
As previously stated both nanotube segments are 11.3 A in length and the 
difference in diameter is 0.8 A. Therefore, since the electronic structure does not differ 
significantly between nanotubes the charge distribution should be approxitnately the same. 
Consequently both nanotubes should have nearly identical quadrupole moments. Little 
charge imbalance was observed compared to that of the oxygen molecule. However, the Q 
values of the nanotubes calculated from the raw data differ considerably from the Q values 
obtained from the nonnalised data. 
The Q values for the nanotubes are found to be on a similar level to those of the 
150 carbon aton1, graphene plate: 900-960 Cm2 cotnpared to 890-950 Cm2 (Fig. 3.8). This 
presents a departure from the linear relation observed between Q and the nutnber of carbon 
atoms in the molecule. The n1agnitude of the quadrupole moment per carbon atom is 
approximately 6.1, 7.6 and 8.7 Cn12 for the C150H30 plate and the (10, 0) and (9, 0) 
nanotubes respectively (Fig. 3.9). An explanation can be found in a comparison of the 
symmetries ofthe charge distributions (Fig. 3.10). 
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Figure 3.10 Plots of the electron density surrounding (a) a carbon atom the molecules (b) 
C6H6, (c) C24H12 and (d) C54H18· Scale bars are in units of e!A3. 
In the discussion of the quadrupole moments of the graphene plates the charge 
distribution of a benzene molecule was equated to an oblate spheroid. If we neglect the 
terminating hydrogen we can reduce the size of the graphene plate to a single carbon atom 
which has a spherically symmetric charge distribution (Fig. 3.10a). As the size increases 
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the graphene plates can be cotnpared to oblate spheroids with increasingly larger flattening 
factors (Fig. 3.1 Ob-d). Thus the shape of the charge distribution of a graphene plate can be 
derived fron1 the spherical symmetry of the carbon aton1. The width and height of the 
largest observed contow· in Fig. 3.1 Oa are identical at arotu1d 4 A whilst the largest contour 
in Fig. 3.1 Od is approxitnately 4 A in height and 16 A in width. The carbon nuclei of the 
carbon nanotube, together with the delocalised n-state electron clouds outside and inside 
the nanotube wall, form the positive and negative regions of the quadtupole on the 
nanotube. However, this cylindt·ically syn1metric charge distribution cannot be derived 
fi·onl the spherically symmetric carbon atom. 
The graphene plates, whilst showing significant departw·e fi·om a spherical charge 
distribution thetnselves, are closer to having spherical symmetry than the carbon 
nanotubes. Hence the tnagnitude quadt·upole motnent of a carbon nanotube is larger than a 
graphene plate with an equivalent nwnber of carbon atoms. In spite of the cylindrical 
charge distribution the aspect ratio of the carbon nanotubes, or the departtu·e of the shape 
of the molecule fi·om a sphere, still goven1s the value of Q. A small reduction in the Q 
value is observed fi·on1 the (9, 0) to the (1 0, 0) carbon nanotube. This is due to the slightly 
nanower (9, 0) nanotube having a greater aspect ratio. Thus the shape of the (10, 0) 
nanotube is closer to spherical than the (9, 0) and accordingly, the value of Q reduces. 
The results of the quadrupole moment calculations presented here are in reasonable 
agreen1ent with n1eastu·ed values only after notmalising the electron density data. In light 
of tins it is deemed that the trends in the quadrupole motnents of the graphene plates, and 
the relationship between the quadrupole tnoments of the graphene plates and the 
nanotubes, are described satisfactorily by DMo13• However, the fact that a charge 
itnbalance was fotmd ontnost of the tnolecules, with significant errors on oxygen, suggests 
our approach with DMol3 possesses some lhnitations for calculating the electron densities 
of n1olecules and therefore the exact quadtupole moments. On the other hand, the DFT 
seems to be reasonably adequate for calculating the ionization energies of molecules. In 
addition, although the charge imbalance exists, it has negligible effect on the calculated 
polarizabilities especially since the nuclei do not contribute to the induced dipole. 
Consequently the electrostatic properties of the carbon nanostructures calculated within 
this study can be used to interpret the intermolecular interactions between diatonuc 
n1olecules and carbon nanostructures. 
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Summary 
Density fi.mctional theory has been used to study the electrostatic properties of the 
atoms and diatotnic molecules of hydrogen, nitrogen and oxygen. Also examined are 
graphene plates of varying size and segtnents of the (10, 0) and (9, 0) carbon nanotubes. 
The agt·eetnent between previous theoretical and experin1ental work and the results 
presented here show that the DFT routines can be utilised to give reasonably accurate 
predictions of the atomic and tnolecular propeliies. 
Ionization energies: There is no sigt1ificant deviation tn the calculated ionization 
energies between the LDA and GOA functionals. The deviation in the ionization energies, 
between spin-restricted and -unrestricted calculations, is found to decrease with increasing 
electron number. Consequently as the size of the of the molecule increases the difference 
in ionization energy between LDA and GOA functionals tends to a consistent magnitude 
of approximately 0.2 eV. The relationship between the number of carbon aton1s and the 
ionization energy has been used to predict an ionization energy of approximately 4.9 eV 
for an infinite sheet of sp2 bonded carbon. 
Polarizabilities: Investigation into the changes in the molecule's electron density, 
upon the application of an electric field, were successful in recreating previous results for 
the mean polarizabilities of molecular hydrogen, oxygen and benzene. This has made 
possible the determination of the transverse and longitudinal polarizabilities of graphene 
plates of varying size and the two carbon nanotube segments. Generally the 
polarizabilities increase with the nun1ber of 1t-state electrons and transverse polarizabilities 
are found to be smaller than longitudinal polarizabilities. The transverse polarizabilities of 
the nanotube segments are found to increase with the radius of the nanotube. Calculated 
values agree with previous estin1ates. However, band gaps and longitudinal 
polarizabilities are found to disagree with previous results due to the sholilength of the 
nanotube segments. There is no significant difference between the calculations using the 
LDA and GOA functionals. 
Quadrupole moments: Electron density arrays are found to inaccurately predict the 
number of electrons in some of the molecules. The errors are found to be significant for 
oxygen and nitrogen. This resulted in considerable deviation in the calculated quadtupole 
tnoments of the small molecules due to charge imbalance between the electrons and the 
nuclei. On normalising the electron density arrays to the conect total number of electrons 
the quadrupole moments of the diatotnic molecules and benzene were greatly improved 
and are in reasonable agreement with previously calculated values. This probletn was not 
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observed in the estimates of the polarizabilities since the nuclei are eliminated from the 
calculations as they do not change position. Subsequently only the change in the electron 
density governs the polarizability ensuring no charge imbalance. An approximately linear 
relation is observed between the quadtupole moment and the nmnber of carbon atoms for 
the graphene plates although a complete fit was not tneasured. Quadrupole moments of 
naphthalene, anthracene and the nanotubes do not follow the linear behaviour. This is due 
to the different changes from spherical symmetry in the electron density clouds of the 
tnolecules. Quadrupole moments calculated using the LDA and GGA functional are 
observed to diverge gradually with the increasing nmnber of carbon atoms. 
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Chapter 4: 
HYDROGEN PHYSISORPTION ON CARBON 
NANOSTRUCTURES 
As discussed in Chapter 2, due to the large energy requirement that is needed to 
break chemical bonds it is preferable for hydrogen to be stored physically rather than 
chetnically. However, since the ftndings of both theoretical and experimental studies of 
hydrogen physisorption onto graphitic nanostructtues vary significantly it is important to 
ascertain the degree to which physical interaction between carbon and n1olecular hydrogen 
occurs. Graphene sheets and SWNTs have a large stu-face area for adsorption to take 
place. In the case of the SWNTs adsorption can occur both inside and outside the 
nanotube, and the nanotubes can be close packed to maximise the possible density of 
adsorbed hydrogen. Whilst neither the struchll"e of graphene or carbon nanotubes has been 
controlled sufficiently to consistently produce single sheets or defect-free open-ended 
nanott1bes, a comprehensive stt1dy of hydrogen interaction with ideal graphene and the 
external and internal walls of ideal SWNTs is an essential basis for the understanding of 
hydrogen physisorption to graphitic nanostructures. 
4.1 Simulation Details 
Density functional theory (DFT) calculations have been used to investigate the 
physisorption of molecular hydrogen onto several adsorption sites, to a graphene plate 
consisting of 96 carbon atoms and 11 A segments of a (10, 0) and a (9, 0) zigzag carbon 
nanott1be. Both nanotubes have sitnilar dian1eters of 7.9 and 7.1 A for the semiconducting 
(1 0, 0) and the n1etallic (9, 0) nanotubes, respectively. The sin1ilarity in diruneter affords a 
comparison of hydrogen adsorption onto nanotubes of differing electronic structure. 
Figure 4.1 shows the adsorption sites on the graphene tnatrix. Interaction energies ru·e 
calculated frmn the n1oleculru· energies via equation 4.1: 
Eqn. 4.1 
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where Ec represents the total energy of the carbon nanostructure (graphene layer or 
nanotube) E H 2 is the energy of the isolated diatomic molecule in this case hydrogen, and 
E -H 2 is the total energy of the diatomic molecule-carbon system. 
Figure 4.1 Physisorption sites for a hydrogen molecule on a 96-carbon atom graphene 
plate. All C-C bonds are sp2 hybridized. The 1r-state electron depiction has been removed 
from the image for clarity. 
The diatomic molecule is placed above or as close to the centre of the graphene plate to 
minimise the effects of the terminating hydrogen atoms on the diatomic molecule-
graphene interactions. The following sites will be examined: -
Sites A to C are aligned with the diatomic molecular axis perpendicular to the graphene 
surface: 
A. Above a carbon atom 
B. Above the centre of a hexagonal ring of carbon atoms, 
C. Above the midpoint of a C-C bond. 
Sites D to Fare aligned with the diatomic molecule axis parallel to the graphene surface 
above the centre of the hexagonal ring of carbon atoms. The molecular axis is aligned 
with: 
D. Midpoints of opposing C-C bonds 
E. Opposing carbon atoms 
F. 60° rotation from adsorption site D. 
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As the graphene plate has six-fold symmetry sites D and F should have identical 
interaction energies. Calculations for adsorption sites D and F therefore serve as an 
internal check of the variations in the DFT code that has been used in this study. 
Figure 4.2 Physisorption sites for a hydrogen molecule on a segment of a (10, 0) carbon 
nanotube. All C-C bonds are sp2 hybridized. 
Figure 4.2 shows the adsorption sites on a segment of the (1 0 0) carbon nanotube 
which are comparable to the sites on the graphene plate. All of the adsorption site 
designations are identical to the equivalent sites on graphene. These adsorption sites are 
also used to position the diatomic molecules on the inside of the nanotube in order to study 
the internal interactions. For graphene, sites D and F should show identical interaction 
characteristics as should sites E and G. However the curvature of the nanotube induces 
some sp3 rehybridization effects that are absent in the graphene plate. Bond angles 
between carbon atoms decrease with the increasing curvature of the nanotube wall. This 
causes the delocalized ring of electrons in the 1t orbitals to become less delocalized above 
the carbon atoms thus altering the electron density of the carbon nanotube compared with 
that of graphene. Consequently, the interaction properties of the diatomic molecules will 
change with the electron density as physisorption is governed by electrostatic forces and 
van der Waals interactions for example induced dipole-induced dipole. The nanotube 
structure for sites D through to G although identical for graphene, now has differing 
curvatures on the nanotube wall. However as the bond angles between the carbon atoms 
change by approximately 2° from graphene to the (10 0) and (9, 0) nanotube compared 
with 11 ° for graphene to the fully sp3 hybridized diamond, the binding energies are not 
expected to vary significantly between sites (Fig. 4.3). 
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a) b) 
c) d) 
Figure 4.3 C-C bond angles for carbon nanostructures of differing curvature including (a) 
graphite, (b) (10, 0) carbon nanotube, (c) (9, 0) carbon nanotube and (d) diamond. 
As the number of carbon atoms in the nanostructure system increases, the physical 
characteristics and the interaction with diatomic molecules will approach those of an 
infinitely large carbon nanostructure. However as the computation time also increases 
with size a compromise must be reached between accuracy and simulation length. The 
terminating C-H bond is likely to distort the electron density of the isolated carbon 
molecules especially as the molecular size decreases. Therefore several sizes of the 
graphitic molecules were tested, with a hydrogen molecule in adsorption site B from the 
basic benzene structure outwards to determine at what size any edge effects, from the 
terminating hydrogen become insignificant. Figure 4.4a shows the variation in the 
binding energy minima of a hydrogen molecule adsorbed in adsorption site B onto 
graphene plates of size C6H6 up to C216H36. The 96 carbon atom plate was chosen to study 
hydrogen physisorption to graphene as the binding energies calculated from both DFT 
functionals are found to differ negligibly for larger molecules. At 96 carbon atoms the 
binding energy minima occur at 86.8 meV for the LDA functional, with a maximum 
deviation of 0.3 me V for larger molecules and 22.2 me V for the GGA functional, with a 
maximum deviation of 0.04 me V for larger molecules. The next size down from this plate, 
the 54 carbon atom plate, shows deviations in the binding energy minima of 0.7 and 0.4 
meV for the LDA and GGA respectively. This suggests that the 96 carbon atom plate is 
the lower limit for which terminating hydrogen effects on the physisorption of hydrogen 
are negligible. 
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Figure 4.4 Variation in binding energy minima for a hydrogen molecule adsorbed in site B 
on (a) graphene plates of varying size and (b) segments of the (10, 0) carbon nanotube of 
varying length. Calculations were carried out using the LDA (o) and GGA (•) 
functionals. 
The length of the carbon nanotube models was fixed in a similar n1anner to the 
graphene plates. A (10, 0) nanotube segtnent of 120 atoms was chosen for the model 
which corresponds to a length of 11.3 A. From the binding energy minima of hydrogen 
adsorbed in site B on the (1 0, 0) nanotube (Fig. 4.4b) it is observed that as the number of 
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carbon atoms increases the binding energy minima stabilizes to approximately 20 and 81 
meV for the LDA and GGA ftmctionals respectively. The decrease in binding energy 
between nanotube segments of 40 and 80 carbon aton1s and, to a lesser extent, 80 to 120 
aton1s is considerably larger than the decrease between 120 and 160 atoms and 160 to 200 
aton1s. This suggests that for nanotubes of greater than or equal to approximately 11 A the 
tenninating hydrogen atoms have a minitnal effect on the physisorption of hydrogen. 
Therefore the length of the (9, 0) nanotube model is also fixed at 11.3 A or 108 carbon 
atoms. Furthermore the choice of length for the two nanotube models gives rise to a 
carbon hexagon that is conveniently located at the midpoint of the nanotube length, thus 
allowing the positioning of sites B to G at a synunetrical point furthest fron1 both ends of 
the nanotube. Subsequently these n1odels are used for all calculations concerning the 
adsorption of diatotnic molecules. The individual sites of A1 and A2, in Fig. 4.2, are 
included to observe change in the hydrogen binding energies due to any hydrogen end 
effects that n1ay be introduced by the anti symmetry of these two configurations. 
4.2 Adsorption on Graphene 
Interaction energies between molecular hydrogen and the 96 carbon atotn, 
graphene plate are calculated using equation 4.1 for varying separation distance between 
the centre-of-mass of the hydrogen molecule and the graphene plate. Figure 4.5 shows the 
interaction energy plotted as a function of the separation distance for adsorption site D: the 
hydrogen molecular axis parallel to the graphene plate, lying across two opposing C-C 
bond midpoints. Both the LDA VWN and GGA PW91 functionals used show that 
hydrogen does physically bind to the graphene. As can be seen from Fig. 4.4 the results of 
the calculations using the PBE functional are very similar to the PW91 henceforth only the 
PW91 functional is used in conjunction with the LDA functionaL Calculations with the 
LDA functional give binding energies of 93 me V at a separation of 2. 7 A whilst the GGA 
functional gives a significantly lower binding energy of 23 me V at a separation of 3.3 A: 
binding occurs ftuther fron1 the nanotube wall than the LDA functional predicts. The 
binding energy calculated using the LDA functional is sitnilar to the value found by 
Arellano et al., 86 me V, for a hydrogen molecule adsorbed onto graphene, parallel to the 
surface (adsorption site D). 1 The calculations using the GGA functional give a similar 
binding energy to that of Han et al.; 25 me V for a hydrogen molecule in adsorption site E. 2 
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Figure 4.5 Variation of potential energy with the separation between the graphene plate 
and the centre-qf-mass of the hydrogen molecule in adsorption site D using the LDA VWN 
functional (o), the GGA PW91 (•) and the GGA PBE functionals ＨｾＡＡＮＩＮ＠ Inset: close up of 
the potential energy minima. 
The interaction energy curves displayed in Figm·e 4.5 show the typical fotm of a 
Lennard-lones potential: an attractive region at medimn separation that ttu·ns and becomes 
repulsive at short separations. At large separation the interaction energy tends to zero but 
grows more negative (attractive) as the hydrogen is brought closer to the graphene plate. 
As the hydrogen tnolecule passes the binding energy minin1a, the Pauli repulsion 
interactions start to dotninate and the interaction energy starts to clin1b rapidly to form an 
energy barrier. The attraction between H2 and the graphene plate is due to the interaction 
between the wave functions of the two molecules. As the separation between the hydrogen 
and graphene molecules decreases electrons in the a tnolecular orbital of the H2 start to 
overlap with electrons in the 1t state of the graphene. This has the effect of forming 
bonding and antibonding states between the two molecules (Fig. 4.6). 
Initially, as the hydrogen approaches the graphene, this interaction is attractive as 
the electron probability between the two molecules is enhanced by the mixing of wave 
functions. However, as the hydrogen approaches there is a decrease in the intermolecular 
bonding level and a rapid increase in the energy of the antibonding level (Fig. 4.6a). The 
repulsive force that develops from the rise in the filled antibonding state pushes the 
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molecules apa1t fotming the energy barrier. If the sttucture of the molecules was allowed 
to relax, as the hydrogen approaches the graphene plate, the height of the banier would 
becon1e finite as the increase in the system energy would be enough to overcome the 
covalent bond of the hydrogen molecule. This is due to the rise of the filled tnolecular 
anti bonding state to a level above the unfilled, anti bonding state of the hydrogen tnolecule. 
The electrons in the molecular a11tibonding state would drop into the lower energy, 
anti bonding state of the hydrogen molecule (Fig. 4.6b ). Consequently the hydrogen 
molecule would dissociate and fotnl C-H bonds with the n state electrons in the 
delocalised graphitic ring. Therefore the interaction energy, as a function of dista11ce, will 
resemble Figure 4.7: two potential well depths separated by an energy banier which 
represents the activation energy for hydrogen dissociation, with an energy, Eo iss, of 
approximately 4.5 eV.3•4 The potential well closest to the ca1·bon nanostructure, A at 
approximately C-H bond length of 1.1 A represents the chen1isorbed hydrogen with an 
energy, Ec-H, of approximately 4.9 eV:3 significantly greater than the physisorption energy 
of well B, Ephys, found earlier to be between 20 to 100 me V. Thus, the potential well 
corresponding to physisorption serves as a local binding energy minimum. 
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Figure 4.6 Molecular orbital energy levels depicting the interaction of the hydrogen 
molecule and graphene plate at a) large but decreasing separation distance and b) small 
separation distance. The black arrows represent a) change in energy levels as separation 
distance decreases and b) change in orbital occupation. 
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Figure 4. 7 A plot of the hypothetical variation in potential energy of the interaction 
between a hydrogen molecule and a 96 carbon atom, graphene plate. 
Geotnetric optimization of the graphene-hydrogen systetn, at each of the separation 
distances considered in Fig. 4.5, shows that when the hydrogen n1olecule is positioned far 
fron1 the graphene plate the change in separation distance is negligible with respect to its 
unoptitnized position. When the hydrogen is positioned at a distance less than that of the 
stable binding distance predicted by the static calculations, the hydrogen n1olecule is 
pushed away fron1 the graphene plate towards the unrelaxed stable binding site. For a 
hydrogen molecule placed at distances greater than the stable binding separation, but still 
close to the graphene plate, the hydrogen molecule is pulled towards the graphene surface. 
The tnagnitude of the change in position of the hydrogen molecule is found to be 
dependent on the relative distance between the hydrogen molecule, prior to optimization, 
and the stable binding site, decreasing as the unoptimized H2 position approaches the 
stable binding site. These fmdings correlate with the predicted behaviour of a hydrogen 
molecule placed on the interaction potential presented in Fig. 4.5. The orientation of the 
hydrogen molecule was not altered upon optin1ization of the graphene-hydrogen sttucture 
which signifies a local energy banier between orientations requiring an input of energy to 
overcotne. 
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Table 4.1 Separations and binding energies of molecular hydrogen to the 96-carbon 
atom graphene plate. The separation distances are measured from the graphene 
swface to the centre-ofmass of the H2 molecule. 
LDA fllllctional GGA fllllctiona1 
Adsorption 
site Sep (A) Ebind (IneV) Sep (A) Ebind (meV) 
A 2.9 75.5 3.5 22.4 
B 2.8 86.8 3.4 22.2 
c 2.9 76.4 3.5 22.4 
D 2.7 93.1 3.3 23.8 
E 2.7 93.1 3.3 23.7 
F 2.7 93.1 3.3 23.8 
The binding energies, and hydrogen-graphene separation, for a hydrogen molecule 
placed in adsorption sites A to F, are shown in Table 4.1. Separation distances predicted 
by the LDA functional are close to previously reported experimental values for hydrogen 
adsorption on graphene5 however this may be due to error cancellation within the LDA 
approximations. Although the binding energies reported here differ by a maximwn of 
approxhnately 70 meV between the LDA and GGA functionals, the vdW conected DFT 
binding energy of 60 me V, for the physisorption of H2 to a graphene plate in adsorption 
site D,5 falls between the binding energies found in this study. Given this fact and noting 
that all the binding energy values in Table 4.1, together with the vdW corrected values, 
differ negligibly compared to covalent bond strengths, the uncorrected DFT functionals, 
and their intrinsic weaknesses, are considered acceptable to investigate the trends in 
binding energy of vdW interactions between graphitic substances and hydrogen molecules. 
Additionally, the binding energies of hydrogen located in sites D and F are identical for the 
LDA functional and differ by 0.02 meV for the GGA functional showing that the 
symmetry of the graphene plate is preserved within DFT calculations. 
Locating the binding energy minhna by geometry optin1ization, as opposed to 
single point energy calculations, increased the binding energies of all the adsorption sites 
by 13 and 2 meV for the LDA and GGA functionals, respectively. As previously observed 
the distance from the graphene plate at which the hydrogen binding is stable is not altered 
significantly and therefore geometry optimization acts only to give a small conection to 
the hydrogen physisorption energies. A geometry optimization is perfotmed using the 
same DFT functionals used to evaluate the molecular energies which compounds the 
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systematic errors in the DFT routines. The conections established by geometry 
optimizations do not accotmt for the differences in binding energies compared with the 
vdW corrected values. Consequently, the trend for hydrogen physisorption will be the 
same for optin1ized and unoptimized structures and the latter can be used to study the 
trends in hydrogen physisorption. 
Configurations where the axis of the hydrogen n1olecule is parallel to the graphene 
plate (adsorption sites D to F) bind more strongly than configurations where the axis is 
perpendicular. On average, the binding energies are 13.5 meV and 1.5 meV larger for the 
LDA and GOA functionals, respectively. The larger binding energies of the parallel 
configurations can be explained by considering the nature of the hydrogen molecule's 
electronic structure. Contributions to the interaction effectively come fron1 each of the 
hydrogen atoms. When the hydrogen molecule is oriented perpendicular to the graphene 
plate, and at a given centre-of-mass separation distance, the hydrogen atom closest to the 
graphene will interact more strongly with the carbon atoms than the hydrogen atom 
fmthest away. This is due to a change in the electronic wave function overlap between the 
two hydrogen atoms and the carbon atoms. The closer hydrogen aton1 will also feel a 
larger repulsive force as over the short distance of the H2 bond length, the filled 
intermolecular antibonding level will increase tnore than the bonding level. If the 
hydrogen molecule approaches oriented parallel to the graphene plate, both hydrogen 
atotns will interact equally with the carbon atoms of the graphene plate. As a result the 
hydrogen n1olecule can approach closer to the graphene when orientated parallel before it 
feels the same repulsive force on each individual hydrogen aton1, as is felt by the closest 
atom of the perpendicular configm·ation. Figm·e 4.8 shows the change in elech·on density 
for a hydrogen molecule, at the cenh·e-of-mass separation distance of 3 A, in adsorption 
sites B (Fig. 4.8a) and D (Fig. 4.8b ). The electron density is less perturbed for the parallel 
configuration demonsh·ating a decrease in the repulsion force on the molecule compared to 
the perpendicular configm·ation. A consequence of the closer approach is that the 
interaction strength is also increased for the parallel configuration of hydrogen. These 
changes in the elech·on density illustrate the interactions between the graphene and 
hydrogen molecules. Specifically, they illustrate how the elech·onic structure is distorted 
by the two molecule's proximity to one another. 
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Figure 4.8 Contour maps of the change in electron density of the hydrogen-graphene 
system. The hydrogen is adsorbed at a distance of 3 A (a) perpendicular and (b) parallel 
to the graphene surface. Black circles represent hydrogen atoms and black squares 
represent the carbon atoms. Scale bars are in units of e/ A3. 
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Figure 4.9 Contour maps of the change in electron density for a hydrogen molecule placed 
7 A from the graphene plate in adsorption site D. The scale of map (a) highlights the 
perturbation in the electron density of the hydrogen molecule. The smaller scale of map 
(b) highlights the weaker perturbation on the graphene matrix. View is in the plane of the 
graphene plate, looking end on to the hydrogen molecule (black circles). Carbon atoms 
are labelled by black squares. Scale bars are in units of e!A3. 
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Figure 4.10 Contour map of the change in electron density for a hydrogen molecule 
placed 2 A from, and parallel to, the graphene plate surface in adsorption site D. The 
view is in the plane of the graphene plate, looking end on to the hydrogen molecule (black 
circle). Four carbon atoms in the graphene matrix are labelled by black squares at the 
bottom of the figure. Scale bars are in units of e/ A3. 
Figures 4.9 and 4.10 shows contour maps of the change in electron density of the 
graphene-hydrogen system at centre-of-mass separations of 7 A (Fig. 4.9a and 4.9b) and 2 
A (Fig 4.10) calculated using the GGA PW91 functional for adsorption site D. Figure 
4.9(a) shows that an induced polar structure is established on the hydrogen molecule at 
large separation. The changes in the electron density at this range are of the order of 1 o-3 
e!A3 indicating a weak dipole. This does, however postulate the existence of a small but 
finite attractive force even at large separation distances. A distortion in the electron 
density of the graphene plate appears in Fig. 4.9(b) but this change is an order of 
magnitude less than that of the hydrogen molecule confrrming that electrons are more 
tightly bound to the larger graphene molecule. Figure 4.10 shows that at small separations, 
the electron density becomes highly distorted. While the range in electron density change 
of Fig. 4.10 is kept at 1 o-3 e/ A3 to show the detail in the electronic structure, the electron-
density rises to a maximum change of± 0.02 e/ A3• These plots of the change in electron 
density show significant charge redistribution, particularly when the hydrogen molecule is 
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brought close to the graphitic nanostructure. However there is no evidence of charge 
transfer between the graphitic and hydrogen molecules as there is no change in the 
electron orbital occupation in the HOMO of the hych·ogen n1olecule and the HOMO and 
LUMO of the graphene plate. Table 4.2 shows the HOMO and LUMO energy levels at 
selected separations. Although the HOMO of the hydrogen changes with separation 
distance, and the HOMO and LUMO of the graphene plate remains constant, the electron 
occupation remains at 2 for the HOMO level of the hydrogen molecule and 1.98 and 0.02 
for the HOMO and LUMO levels of the graphene plate, respectively, for all separations. 
Table 4.2 Selected electron orbital energies (En.) and the number of electrons occupying each 
orbital (Occup.) of the hydrogen-graphene system where the hydrogen is adsorbed in site D. 
Separation (A) 2 3.5 7 Isolated 
Level En. (eV) Occup. En. (eV) Occup. En. (eV) Occup. En. (eV) Occup. 
LDA 
HydHOMO -9.87 2.00 -9.84 2.00 -9.99 2.00 -10.24 2.00 
Graph HOMO -4.82 1.98 -4.82 1.98 -4.82 1.98 -4.82 1.98 
Graph LUMO -3.59 0.02 -3 .58 0.02 -3.58 0.02 -3.58 0.02 
GGA 
HydHOMO -9.74 2.00 -10.01 2.00 -10.18 2.00 -10.41 2.00 
Graph HOMO -4.63 1.98 -4.63 1.98 -4.63 1.98 -4.63 1.98 
GraphLUMO -3.40 0.02 -3.39 0.02 -3.39 0.02 -3.39 0.02 
At the smaller separation distance of 2 A the proximity of the contour lines 
between the hydrogen and graphene n1olecules indicates a large gradient in the electron 
density, which will result in a large electric field at that point. This signifies an unstable 
arrangement as the molecules will move to reduce these large intermolecular forces. The 
interaction energy at a separation distance of 2 A ranges frotn 170 to 580 me V for LDA 
and 430 to 840 meV for GOA, neither of which is large enough to dissociate the hydrogen 
molecule, that has a bond enthalpy of 4.5 eV, without input fi·om an external source. 
Electron density plots were also prepared using the LDA VWN functional but are not 
shown here as they were found to be similar to the plots produced using GGA. 
Although DFT is considered to have some lin1itations when quantifying van der 
Waals behaviour accurately, it is evident fi·om Fig. 4.9 (a) and (b) that the presence of the 
graphene plate alters the electron density surrounding the H2 tnolecule, and vice versa, 
even to a distance of 7 A. For example, at this distance the interaction energies for a 
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hydrogen molecule in adsorption sites B and D are non-zero with values of approximately 
0.23 and 0.16 meV respectively. Figw·es 4.11 and 4.12 present the predictions of the 
quadrupole-quadtupole (Q-Q), quadrupole-induced quadrupole (Q-iQ) and induced dipole-
induced dipole (iD-iD) interaction energies, calculated from the equations in Table 3.1, for 
a hydrogen molecule in adsorption sites B and D respectively. There is no significant 
difference between the predicted interactions of the LDA and GGA :functionals due to the 
similarity between calculated values of the ionization energies, polarizabilities and 
quadrupole moments of the interacting molecules. Dipole-dipole and dipole-n1ultipole 
interactions are excluded as neither the graphene plate nor the hydrogen molecule has a 
permanent dipole. Although the Q-Q interactions are comparable to the attractive portion 
of the binding energy cw-ve these interactions are inversely dependent on the temperatw·e. 
Q-Q interactions are therefore excluded from further studies since DFT calculations are 
performed under zero thermal variation conditions, equivalent to a temperatw·e of absolute 
zero and at this temperature the Q-Q interactions would tend to infinity . 
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Figure 4.11 Vander Waals interaction energies as a function of the distance between the 
centre-of-mass of the hydrogen and graphene molecules compared to the total binding 
energies calculated using the LDA (squares) and GGA (circles) functionals. The hydrogen 
molecule is in adsorption site B. Interactions include Q-iQ (crosses), iD-iD (diamonds), 
Q-Q at room temperature (300 K, open triangles) and at liquid nitrogen/oxygen 
temperature (approximately 70 K, closed triangles). 
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Figure 4.12 Vander Waals interaction energies as a function of the distance between the 
centre-of-mass of the hydrogen and graphene molecules compared to the total binding 
energies calculated using the LDA (squares) and GGA (circles) functionals. The hydrogen 
molecule is in adsorption site D. Vander Waals interactions include Q-iQ (crosses), iD-
iD (diamonds), Q-Q at room temperature (300 K, open triangles) and at liquid 
nitrogen/oxygen temperature (approximately 70 K, closed triangles). 
Table 4.3 shows selected electron orbital energies and occupations for a hydrogen 
tnolecule adsorbed in adsorption site E at separation distances of 2, 3.3 and 7 A calculated 
using the GOA functional. A comparison between the energy levels in Table 4.3 and those 
of the isolated graphene molecule shows the appearance of an additional energy level 
(highlighted). Tllis extra level is the HOMO energy of the hydrogen molecule which 
decreases from the isolated value of -10.4 e V towards zero energy as the separation 
distance decreases. This signifies a decrease in the stability of the hych·ogen molecule as it 
is brought closer to the graphene plate, in line with the sharp increase, and repulsive 
nature, of the adsorption energy detailed in Figure 4.5. 
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Table 4.3 Selected electron orbital energies and the number of electrons occupying each 
orbital (occup.) of the hydrogen-graphene system for the hydrogen molecule adsorbed 
in site D. The HOMO level of the hydrogen molecule is highlighted. 
Separation 2A 3.3 A 7A 
Orbital No. Energy (eV) Occup. Energy (eV) Occup. Energy (eV) Occup. 
220 -10.535 2 -10.529 2 -10.530 2 
221 -10.486 2 -10.480 2 -10.480 2 
222 -10.486 2 -10.479 2 -10.480 2 
223 -10.381 2 -10.375 2 -10.496 2 
224 -10.375 2 -10.369 2 -10.376 2 
225 -10.260 2 -10.255 2 -10.370 2 
226 -10.260 2 -10.255 2 -10.255 2 
227 -10.226 2 -10.220 2 -10.255 2 
228 -10.110 2 -10.104 2 -10.220 2 
229 -10.110 2 -10.104 2 -10.104 2 
230 -10.102 2 -10.097 2 -10.104 2 
231 -10.058 2 -10.053 2 -10.097 2 
232 -10.010 2 -10.017 2 -10.053 2 
233 -10.008 2 -10.002 2 -10.003 2 
234 -9.961 2 -10.002 2 -10.003 2 
235 -9.959 2 -9.953 2 -9.954 2 
236 -9.929 2 -9.953 2 -9.953 2 
237 -9.916 2 -9.908 2 -9.907 2 
238 -9.799 2 -9.906 2 -9.907 2 
239 -9.775 2 -9.793 2 -9.793 2 
240 -9.774 2 -9.769 2 -9.770 2 
241 -9.761 2 -9.769 2 -9.769 2 
242 -9.646 2 -9.641 2 -9.641 2 
243 -9.596 2 -9.590 2 -9.590 2 
244 -9.592 2 -9.586 2 -9.586 2 
245 -9.591 2 -9.586 2 -9.586 2 
246 -9.503 2 -9.498 2 -9.498 2 
247 -9.354 2 -9.347 2 -9.348 2 
248 -9.353 2 -9.347 2 -9.348 2 
249 -9.173 2 -9.168 2 -9.167 2 
250 -9.173 2 -9.167 2 -9.167 2 
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The decrease in stability can be described by a cotnbination of three physical 
effects:8 
1. Due to the Pauli Exclusion Principle (PEP) no two electrons can occupy the same 
state. Therefore as the hydrogen approaches the graphene plate a self-consistent 
interaction is introduced to modify the energy levels in order to satisfy the PEP. 
2. Coupling between the electronic states in the graphene plate and the hydrogen 
tnolecule will also shift the energy levels. 
3. A Coulomb interaction will also mise since the presence of electrons in the energy 
states associated with the hydrogen tnolecule will polarize the graphene plate and 
vice-versa. 
Since DFT functionals can be weak at predicting the correlation between electrons (effect 
1) and the dispersion forces (effect 3) the exact contribution of each effect to the total 
change in the HOMO level is indetenninable at present. An independent, in-depth study 
should be conducted to evaluate the contribution of each of the physical effects. 
Figure 4.13a) and b) shows that the HOMO of the hydrogen 1nolecule does not 
reach the Fermi level (taken to be at 0.0 eV) in the range of separation distances 
investigated, for either DFT functional employed and for both parallel and perpendicular 
configurations of the hydrogen molecule. A limitation of the DFT software allows only 
the first ten unoccupied energy levels of a system to be calculated. Therefore since the 
LUMO of the isolated hydrogen molecule is found to be larger than the ftrst ten 
unoccupied levels of the isolated graphene plate, and the energy levels corresponding to 
the graphene plate are not significantly perturbed from their isolated values, the LUMO of 
the hydrogen molecule is not calculated for any separation distance. The consequence of 
the small changes in the electron orbitals around and above the Fenni level is that no 
occupied energy level rises above the LUMO of the isolated hydrogen molecule. As a 
result there is no transfer of electrons into the antibonding state of the hydrogen within the 
range of separation distru1ces studied. This indicates that the hydrogen molecule does not 
spontaneously dissociate and chemisorb to the graphene plate. 
The energy level calculated from the GGA functional shows a rise in the energy of 
the HOMO level of the hydrogen 1nolecule which tends to the isolated level at larger 
separation distances. Calculations using the LDA functional show a sitnilar decrease in 
bond stability as the hydrogen molecule is moved from 7 to 5 A sepru·ation but the energy 
of the HOMO peaks at around 3.5 A before dropping back to a value approximately 400 
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me V less stable than the isolated HOMO, at a separation of 2 A. This local stabilization 
may illustrate the start of the fotmation of C-H bonds between the hydrogen and the 
graphene and, therefore, the onset of chetnisorption. 
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Figure 4.13 Variation of the HOMO energy as a function of the separation distance for a 
hydrogen molecule physisorbed on graphene in adsorption sites (a) B and (b) E. 
Calculations are performed by the LDA (o) and the GGA (•) functionals. 
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Table 4.4 compares the HOMO of the hydrogen molecule in adsorption sites Band 
D at the binding energy minima and separation distances of 2 and 7 A. At 2 A separation 
and at the binding energy minima the HOMO of the parallel configuration, site D, is more 
stable than the perpendicular configuration by approximately 20 me V. This is due to the 
difference in the transverse and longitudinal polarizabilities of the hydrogen molecule. 
The stnaller transverse polarizability of the hydrogen indicates less perturbation occurs 
when the hydrogen is oriented parallel to the graphene plate compared to perpendicular 
configtu·ations. Consequently the HOMO of the hydrogen molecule is shifted less for the 
parallel configurations. At the large separation distance of 7 A the difference between 
parallel and perpendicular configurations is negligible however the HOMO did not drop to 
the level of the isolated hydrogen molecule. Calculations showed that, for both 
ftulctionals, the HOMO of the hydrogen molecule did not match the isolated value until the 
separation between the hydrogen molecule and the graphene plate reached 60 A. 
Table 4.4 Highest occupied molecular orbital energy of hydrogen adsorbed 
on the graphene plate in sites B and D. The distances presented in row two 
are the minimum binding energy separations for sites B and D respectively. 
LDA functional GGA functional 
Adsorption site Adsorption site 
B D B D 
Sep (A) Energy (eV) Energy(eV) Sep (A) Energy (eV) Energy (eV) 
2 -9.866 -9.880 2 -9.735 -9.761 
2.8/2.7 -9.848 -9.873 3.4/3.3 -10.002 -10.017 
7 -9.987 -9.988 7 -10.181 -10.182 
It is clear that the electronic structw·e of the hydrogen tnolecule is very easily 
distorted. Both of the DFT functionals used, and both of the adsorption sites studied, show 
that the HOMO and LUMO energies of the graphene plate return to their isolated values 
when the separation between the graphene plate and the hydrogen molecule is increased to 
a distance of only 2.5 A. This signifies that the electronic structure of the graphene is 
difficult to distort even at small separations between the hydrogen and graphene 
molecules. The difference in the trends in the HOMO and LUMO, between the hydrogen 
and graphene molecules, is due to the significantly stronger attraction between the larger 
carbon nuclei and their electrons compared to the two proton hydrogen molecule and its 
two electrons. 
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These results show that hydrogen can physisorb to a single graphene sheet with 
weak binding energies. Configw·ations where the axis of the hydrogen molecule is parallel 
to the graphene are favow·ed. Relaxation of the atomic positions of the graphene-H2 
systetn serves to increase the binding energies by a small correction factor across all the 
adsorption sites studied: intermolecular separation is unaltered by geometric optimization. 
4.3 Adsorption on Carbon Nanotubes 
4.3.1 External Adsorption 
The interaction energies for hydrogen physisorption to segments of (1 0, 0) and (9, 
0) SWNTs are calculated by the same method as the hydrogen-graphene interaction. 
Stable binding energies, for hydrogen physisorbed externally to the nanotubes are 
displayed in Table 4.5 along with the separation between the hydrogen molecule's centre-
of-mass and the nanotube wall. 
Adsorption 
site 
AI 
A2 
B 
c 
D 
E 
F 
G 
Table 4.5 Separations and binding energies of molecular hydrogen outside the 
(1 0, 0) and (9, 0) SWNTs. The separation distances are measured from the 
nanotube wall to the centre-of-mass of the hydrogen molecule. 
(10, 0) (9, 0) 
LOA functional GOA functional LOA functional GOA fimctional 
Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) 
2.9 62.9 3.4 20.7 2.9 62.7 3.4 20.6 
2.9 63.1 3.5 20.8 2.9 62.8 3.5 20.7 
2.7 79.2 3.4 20.7 2.7 79.8 3.4 20.8 
3.0 60.3 3.5 20.2 3.0 59.9 3.4 20.0 
2.6 82.6 3.3 21.4 2.6 82.5 3.3 21.4 
2.5 90.0 3.2 22.3 2.5 92.0 3.2 22.6 
2.6 88.0 3.2 22.0 2.5 89.2 3.2 22.3 
2.6 84.5 3.2 21.6 2.6 84.8 3.3 21.6 
The general trend observed for the graphene plate is repeated in the binding 
energies of the nanotubes: configurations where the hydrogen molecular axis is parallel to 
the nanotube axis are tnore stable than configurations where the hydrogen axis is normal to 
the nanotube. On average the parallel configw·ations are 20.4 and 1.3 me V larger for the 
LDA and GOA functionals, respectively. This increase in binding energy is in direct 
contrast with the findings of Han et al. who also utilised the GGA functional on a (10, 0) 
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zigzag nanotube? Adsorption sites A1 and A2 differ negligibly in binding energy for both 
nanotubes and both DFT functionals, relative to the spread in adsorption energies - an 
in1portant internal check on our calculations. This implies that the length of the nanotube 
segtnents is adequate to avoid the effects of the terminating hydrogen atotns on the 
hydrogen-nanotube interactions. Therefore, although the sin1ulated nanotubes, used in this 
study, are unphysically short compared with real nanotubes, they are long enough to 
accm·ately reproduce the fundamental adsorption characteristics to the ability of the DFT 
functionals that have been used within tllis project. 
There is no significant difference between the binding energies, or the hydrogen-
nanotube separation distances of the (10, 0) and (9, 0) nanotubes indicating that the change 
in curvatm·e between the two nanotubes has little effect on the interaction of externally 
physisorbed hydrogen molecules. With a difference in diameter of 0.8 A, the change in 
curvature between the (10, 0) and (9, 0) nanotubes is small compared with the cm·vatm·e 
difference between graphene and the nanotubes. However, the physisorption of hydrogen 
is affected by the change in curvattu·e between the nanotubes and the graphene plate. 
Average binding energies are approximately 10 and 2 meV lower, for LDA and GGA 
respectively, than the binding energies in equivalent adsorption sites on graphene. This is 
due to reduced interaction between the hydrogen molecule and the nanotube wall. 
Electron orbitals spread out from graphene with a uniform distribution that minimizes the 
graphene's system energy (Fig. 4.14a). For the nanotubes, the electron orbitals are able to 
spread out radially, further reducing the system energy (Fig. 4.14b). 
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Figure 4.14 Electron density plots a) in the plane of the graphene plate and b) looking 
down the axis of the (1 0, 0) carbon nanotube. Black squares represent carbon atoms in 
the graphene matrix whilst black circles represent C-C bonds in the nanotube matrix. 
Scale bars are in units of e!A3. 
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As a consequence of the curvature the elech·on orbitals extetnal to the nanotube 
occupy a greater volume of space than those inside (Fig. 4.14b ). This weakens the 
interaction of the nanotube with the unchanged electronic sh·ucture of the externally 
physisorbed hydrogen tnolecule as there is less overlap of the elech·onic wave functions. 
The weakened interaction reduces the binding energy of hydrogen to the nanotube wall 
compared to the hydrogen-graphene interactions. In a contour map of the change in 
electron density at the stable binding distance of hydrogen positioned in adsorption site D 
above graphene (Fig. 4.15a) the hydrogen can be seen interacting with nearest and next 
nearest carbon atoms. It can also be seen that the magnitude of interaction decreases as the 
distance between hydrogen and carbon aton1s increases. Since the wall of the carbon 
nanotube curves away from the position of the hydrogen molecule (Fig. 4.15b) the 
hydrogen is seen to interact only with the nearest carbon atoms. As with the graphene 
plate the maxitnutn change in the electron-density, for stable physisorption of H2 adsorbed 
on the nanotube in adsorption site D, is of the order of 1 o-4 e/ A3• The weaker interaction 
between hydrogen and the nanotube can also be observed in Figure 4.15 as, for the same 
range in electron-density change, the electronic structure of the nanotube is significantly 
less disturbed than that of the graphene plate. The change in elech·on density at the nearest 
carbon atoms drops from approximately 1 x 1 o-3 to 1 x 104 e/ A 3 whilst the next nearest 
carbon atotns show a drop into the 1 o-5 e/ A 3 range between graphene and the carbon 
nanotube. 
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Figure 4.15 Contour maps of the change in electron density for a hydrogen molecule 
placed in adsorption siteD over (a) the graphene plate and (b) the (10, 0) nanotube. The 
centre-of-mass separation distances are (a) 3.3 A and (b) 3.5 A. The view is (a) in the 
plane of the graphene plate and (b) looking down the axis of the nanotube. Hydrogen 
atoms are denoted by black circles. Black squares denote the carbon atoms. Scale bars 
are in units of el A3. 
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The ability of the electron orbitals to spread out radially away from the nanotube 
wall is also observed in the HOMO and LUMO levels of the isolated nanotube. For the 
(10, 0) nanotube segment the HOMO and LUMO levels are 0.8 and 0.3 eV closer to the 
Fenni level than their graphene plate counterparts whilst the HOMO and LUMO energy 
levels of the (9, 0) nanotube are 0.8 and 0.03 e V closer to the Fetmi level. The difference 
in the change in the LUMO levels is equal to the difference in the band gaps of the 
nanotube segments as calculated in Chapter 3. A future developtnent of this would be to 
study the HOMO and LUMO energy levels for a large range of nanotube dian1eters and 
lengths. Whilst the core electrons of the carbon nuclei are able to draw nearer to the 
nanotube wall, due to the reduced overlap between electron wave functions of 
neighbouring nuclei, these core shells also act to screen the nuclear charge from the 
valence electrons of the carbon nuclei. The ensuing effect is that the valence electrons are 
less tightly bound to the nanotube inducing the convergence of the HOMO and LUMO 
energies towards the Fenni level. Figure 4.16 displays the HOMO of the hydrogen 
molecule physisorbed to the outside of the (1 0, 0) carbon nanotube in adsorption site B. In 
a sin1ilar manner to the energy levels presented in Figure 4.13, the HOMO energy level 
rises towards the Fermi level as the hydrogen molecule approaches the nanotube wall. 
However, in contrast to the previous results, both DFT functionals show the twnover at a 
separation distance of between 3 and 3.5 A followed by the shift to relative stability at 
close range. The cause of the turning point and increase in stability is unknown. Once 
again, the HOMO energy level of the hydrogen molecule tends to the isolated value at 7 A 
and is equal for both adsorption sites. The isolated energy value is not reached within the 
distance displayed though it does get closer than hydrogen adsorbed on graphene by 100 
me V across both adsorption sites and DFT functionals. This illustrates the weaker 
interaction between hydrogen and carbon nanotubes. Negligible difference was found in 
the variation in the HOMO energy for parallel configurations of the hydrogen molecule. 
Furthermore the HOMO of the hydrogen molecule, when adsorbed onto the (9, 0) 
nanotube, differs negligibly cotnpared to the HOMO level of the hydrogen molecule 
adsorbed onto the (1 0, 0) nanotube. This is consistent with the similarities in the binding 
energies presented in Table 4.5. 
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Figure 4.16 Variation of the HOMO energy as a function of the separation distance for a 
hydrogen molecule adsorbed onto the (1 0, 0) carbon nanotube in adsorption site B. 
Squares and circles represent calculations pelformed by the LDA and GGA functionals 
respectively. 
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Figure 4.17 Variation of binding energies for all carbon nanostructures calculated using 
the LDA VWN and GGA PW91 functionals. The adsorption sites are listed for binding 
energies of hydrogen to graphene (o), (1 0, 0) carbon nanotube (• ), and (9, 0) carbon 
nanotube ＨｾＮ＠
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Figure 4.17 presents a summary of the binding energies for all the adsorption sites 
and carbon nanostructw·es studied under both DFT ftmctionals. Hydrogen adsorption is 
preferable on graphene for all orientations of the hydrogen tnolecule. It is also shown that 
the general trend, whereby parallel configurations of the hydrogen molecule are preferred 
to the perpendicular configw·ations, is applicable over all nanostructures for both of the 
DFT ftmctionals employed. The curvatw·e inherent in nanotubes decreases the binding 
strength due to a decrease in the interaction between hydrogen and carbon atoms, but 
overall the binding energies of all adsorption sites range over 40 n1e V for the LDA 
ftmctional and 4 me V for the GOA functional. 
4.3.2 Internal Adsorption 
In contrast to the graphene plate, the carbon nanotube offers distinct adsorption 
sites on each side of the nanotube wall. Figure 4.18 shows the interaction energy for a 
hydrogen tnolecule adsorbed in site B on the (10, 0) and (9, 0) nanotube walls, adsorbed 
both inside and outside the carbon nanotube. Binding energies rise quickly as the 
hydrogen nears the nanotube wall from either side due to the rapid increase in the energy 
of the filled anti bonding state between hydrogen and nanotube as previously discussed. At 
50 to 150 meV for the (10, 0) nanotube and 50 to 200 meV for the (9, 0) nanotube, the 
stable binding energy of inten1ally positioned hydrogen is larger than that of hydrogen 
placed externally to the nanotubes. This is evident in the deeper energy wells inside the 
nanotube (left-hand side of Fig. 4.18a and b). Distinctive double minima can be seen in 
the LDA calculations mirrored across the axis of both nanotubes indicating that the 
hydrogen molecule achieves a global minimun1 within the radius of the carbon nanotube in 
this adsorption site. Tins is not observed in the GOA calculations. It must be noted that, 
due to the antisymmetry of the (9, 0) nanotube, the hydrogen molecule is adsorbed in site 
B (above a carbon hexagon midpoint) in one half and site C (above a C-C bond midpoint) 
in the other half as the hydrogen is moved in a straight line perpendicular to the wall and 
through the nanotube axis. This is in contrast to the symmetric natw·e of the (1 0, 0) 
nanotube which allows adsorption in site B on both sides of the nanotube axis. As can be 
seen in Fig. 4.18b this geotnetric antisytntnetry does not appreciably alter the symmetry of 
the internal interaction cw-ve. 
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Figu .. e 4.18 Potential energy as a function of distance from the axis of (a) the (1 0, 0) and 
(b) the (9, 0) nanotube calculated using the LDA (o) and GGA (•) functionals. A 
hydrogen molecule is placed in adsorption site B: perpendicular to the nanotube wall 
above a carbon hexagon midpoint. Vertical black lines at (a) ±3.93 A and (b) ±3.54 A 
represent the nanotube walls. 
124 
Adsorption 
site 
A1 
A2 
B 
c 
D 
E 
F 
G 
Chapter 4: Hydrogen Physisorption on Carbon Nanostructures 
Table 4.6 Separations and binding energies of molecular hydrogen inside the 
(1 0, OJ and (9, OJ SWNTs. The separation distances are measured from the 
nanotube wall to the centre-of-mass of the hydrogen molecule. 
(10, 0) (9, 0) 
LDA functional GGA functional LDA functional GOA functional 
Sep (A) Ebind (meV) Sep (A) Ebind (me V) Sep (A) Ebind (meV) Sep (A) Ebind (meV) 
3.0 143.2 3.9 52.1 3.2 186.6 3.5 47.6 
3.0 142.9 3.9 52.1 3.2 186.4 3.5 47.4 
2.9 149.9 3.6 50.1 3.1 190.7 3.5 49.7 
2.9 150.6 3.6 50.2 3.1 190.7 3.5 49.8 
2.8 157.2 3.7 50.5 3.0 193.2 3.5 49.9 
2.8 152.4 3.6 50.8 2.9 186.3 3.5 52.8 
2.8 154.0 3.6 50.7 2.9 188.4 3.5 52.1 
2.8 156.3 3.6 50.6 2.9 191.9 3.5 51.0 
Interaction energies for internally adsorbed hydrogen are summarized in Table 4.6. 
All the binding energies are larger for the internal hydrogen physisorption compared with 
the binding energies of hydrogen physisorbed to graphene or the outside of the nanotubes. 
The increased binding strength is due to an increase in the an1ount of interaction between 
the hydrogen and the nanotube. As observed earlier, the extetnally placed hydrogen 
interacts significantly with only the nearest neighbour carbon atoms on the nanotube wall 
and also with the next-nearest neighbours on the graphene plate. This is due to the fact 
that as the nanotube surface curves away frotn the hydrogen, the distance between 
hydrogen and carbon atotns increases, thus decreasing the magnitude of interaction. 
Conversely for a hydrogen molecule placed inside the nanotube the wall of the nanotube 
curves towards the hydrogen. This keeps the hydrogen-carbon separation distances 
relatively constant especially when the stable binding site is located near the nanotube 
axis. Changes in the electron density, between the isolated molecules and the nanotube-
hydrogen systen1, show the hydrogen molecule interacting with a greater number of carbon 
atoms in both the (10, 0) [Fig. 4.19a] and (9, 0) [Fig. 4.19b] na:notubes. 
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Figure 4.19 Contour maps of the change in electron density for a hydrogen molecule 
placed inside (a) the (10, 0) and (b) the (9, 0) nanotube. The hydrogen is placed 3.5 A 
away from the nanotube wall (right-hand side of the contour maps) in adsorption site D. 
Black circles represent hydrogen atoms, whilst black squares denote C-C bonds in the 
nanotube wall. The view is looking along the nanotube axis. Scale bars are in units of 
e!A3. 
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The binding energies for the (9, 0) nanotube, calculated using the LDA functional, 
are larger than those for the (10, 0) nanotube by an average of 40 meV. As the radius of 
the nanotubes decreases, the curvature of the nanotubes increases as the reciprocal of the 
radius. Although the change in curvature between the two nanotubes studied is small, the 
cross-sectional area decreases as the square of the radius such that the area decreases faster 
than the curvature. Therefore, the density of electrons inside the nanotube is increased by 
a greater proportion than the radius is decreased. Since the hydrogen tnolecule's electronic 
structure ren1ains unchanged relative to the nanotube it interacts with tnore electrons as the 
nanotube wall contracts around it. This is observed in the more perturbed state of the 
electron density of the (9, 0) carbon nanotube in Fig. 4.19b. 
For the LDA calculations, the trend that parallel configurations of the hydrogen 
molecule are more stable than perpendicular configurations continues for both nanotubes. 
On average, the binding energies of the parallel configurations are 8 and 1 me V more 
stable for the (10, 0) and (9, 0) nanotubes, respectively. This indicates a significant 
reduction in the spread of the binding energies con1pared with the differences in externally 
adsorbed hydrogen. Since both hydrogen atoms are in close proximity to tnore carbon 
atotns inside the nanotube than outside, the effect of the change in orientation of the 
hydrogen molecule is negated by the increased interaction between the hydrogen and the 
nanotube molecules. The difference in average binding energies between parallel and 
perpendicular hydrogen, placed external to the nanotubes, varies insignificantly between 
the (10, 0) and (9, 0) nanotubes. By contrast, the average difference in parallel and 
perpendicular binding energies, for internally placed hydrogen, drops by 7 me V from the 
(10, 0) to the (9, 0) between nanotubes; further evidence that as the nanotube radius 
decreases the increased interaction surpasses the effect of the change in orientation of the 
hydrogen molecule. Stable binding sites are found at separations less than the radius fi·om 
the nanotube wall, for both the nanotubes studied. The GGA fi.mctional does not show 
binding at separations less than the radius of the (9, 0) nanotube. All the binding energy 
minima, for the (9, 0) nanotube, are found to lie on the nanotube axis: this is the position of 
balanced repulsion forces fi·otn all sides of the nanotube as opposed to a balance between 
attractive and repulsive forces. Stable binding is found for the (1 0, 0) nanotube on all sites 
except for the hydrogen molecule approaching the wall above a carbon atotn (adsorption 
sites Al and A2). 
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Figure 4.20 Variation ofthe HOMO energy as a function ofthe separation distance for a 
hydrogen molecule adsorbed inside a) the (10, 0) and b) the (9, 0) carbon nanotubes in 
adsorption site B. Calculations were pelformed by the LDA (squares) and GGA (circles) 
functionals. 
As Figure 4.20 illustrates, the HOMO level of the hydrogen molecule, internally 
adsorbed inside the (10, 0) and (9, 0) carbon nanotubes, is once again shifted by the 
proximity to the nanotube wall. An additional agreement, between the results of 
adsorption onto graphene, the external and intetnal walls of the nanotube, is that the 
energy level does not reach its isolated value. In the case of internally adsorbed hydrogen 
the energy level of the HOMO will not reach the isolated value as the hydrogen tnolecule 
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is confined by the symtnetric nanotube. However, the HOMO level drops to a value of-
10.07 and -10.25 eV for the LDA and GGA functionals respectively at a distance of 
approximately 4 A from the nanotube wall. These values are closer to the isolated HOMO 
level of hydrogen than that of hydrogen adsorbed on graphene (-9.85 and -10.05 eV for 
LDA and GGA, respectively) or externally placed hydrogen on the (10, 0) nanotube (-9.95 
and -10.13 eV for LDA and GGA, respectively) at the same separation distance. This 
occurs at the axis of the nanotube which is the furthest the hydrogen molecule can be from 
the nanotube wall. As both Fig. 4.18a) and b) show, the synnnetry of this molecular 
anangement balances the electron distribution as opposed to distorting the electronic 
structure into an induced dipole. This gives rise to the increased stability of the hydrogen 
molecule when intentally adsorbed to the (1 0, 0) carbon nanotube. The HOMO of the 
hydrogen molecule is consistent between adsorption sites on the (1 0, 0) nanotube. In 
contrast to the similarities in external adsorption between the (1 0, 0) and (9, 0) nanotube, 
the HOMO of the hydrogen molecule adsorbed internally on the (9, 0) nanotube has a 
lower energy, for both the GGA and LDA functionals, than the corresponding values of 
the (10, 0) (Fig. 4.20). This is due to the difference in the diameters of the two nanotubes 
and the resulting effect this has on the electron density. Since the (9, 0) nanotube is 
slightly smaller the carbon atoms of the wall are closer to the hydrogen molecule, when it 
is at the stable binding separation predicted by the LDA functional, than for the (1 0, 0) 
nanotube. A greater perturbation occurs in the electron density which lowers the HOMO 
energy of the hydrogen 1nolecule with respect to the level found when the hydrogen 
molecule is adsorbed inside the (10, 0) nanotube. Although the carbon atoms of the 
nanotube wall are closer to the hydrogen 1nolecule, when it is situated at the GGA 
predicted, stable binding separation, the fact that the hydrogen molecule is closer to the 
centre of the (9, 0) nanotube than the (10, 0) nanotube means that the electron density of 
the hydrogen-(9, 0) nanotube system is tnore balanced than that of the (10, 0) nanotube. 
This is illustrated in the change in electron density contour maps of Figure 4.19 and causes 
a rise in the HOMO of the hydrogen tnolecule with respect to the measured value when 
hydrogen is adsorbed inside the (1 0, 0) nanotube. 
As the vdW corrected DFT functional gives binding energy values for hydrogen 
adsorbed on graphene that lie between the LDA and GGA results presented earlier in this 
study, a generaltule can be derived for hydrogen physisorption on the internal surfaces of 
nanotubes with varying radii. 
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1. If both the LDA and GGA functionals do not show binding stability within the 
nanotube then hydrogen physisorption will not occur. As shown earlier the 
repulsive energies can not dissociate the hydrogen molecule without a further 
energy input. It is therefore likely that the hydrogen molecule will not enter the 
nanotube as the interaction forces will repel the hydrogen at the open-end. 
2. If both DFT functionals show stability at the nanotube axis, then hydrogen will 
physisorb only at the nanotube axis. This will not achieve the global binding 
energy minimum of larger nanotubes and, given the small physisorption energies 
involved, is not an optimum particularly where hydrogen storage is concerned. 
3. The hydrogen molecule may physisorb within the radius of the nanotube, with 
optimun1 binding energy, when the LDA functional shows stability within the 
radius and the GGA functional does not. 
4. However, if both DFT functionals show binding stability at hydrogen-nanotube 
separations less than the nanotube radius then hydrogen will physisorb between the 
nanotube's wall and axis with the optimum global binding energy minima. 
Fro1n these physisorption rules the best solution for hydrogen storage would be a carbon 
nanotube with a radius large enough to allow the optimum binding energy 1ninima whilst 
small enough to 1naximise the storage density when close packing the nanotubes. From 
the results it is probable that the (9, 0) carbon nanotube is the lower lin1it for effective 
hydrogen storage. However, it would be constructive to investigate the internal adsorption 
characteristics for SWNTs with a larger range of diameters. Nanotubes such as the (7, 0) 
and (8, 0) should be examined as they have smaller diameters than the (9, 0) carbon 
nanotube. It is expected that the hydrogen molecule will physisorb only on the axis of 
these smaller nanotubes and with less binding energy than that of the (9, 0) nanotube. 
4.3.3 Dispersion Interactions External and Internal 
The electrostatic interactions between the hydrogen molecule and the (1 0, 0) 
nanotube were estimated using the equations from Table 3 .1. Figure 4.21 presents the 
calculated attractive energies, for adsorption sites B and D respectively, as a function of 
the distance between the centre-of-mass of both molecules. 
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Figure 4.21 Vander Waals interaction energies as a function of the distance between the 
centre-of-mass of the hydrogen molecule and the axis of the (1 0, 0) nanotube compared to 
the total binding energies calculated using the LDA (squares) and GGA (circles) 
functionals. The hydrogen molecule is positioned in adsorption site (a) B and (b) E. 
Interactions include Q-iQ (crosses) and iD-iD (diamonds). The vertical black lines at 
±3.93 A represent the nanotube walls. 
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A large shift is observed between the molecular energy data and the predicted 
tnultipolar and induced polar interactions. Where the physisorption energies exhibit a 
stable binding energy of approximately 83 me V at a distance of 6. 7 A from the centre-of-
Inass of the nanotube the electrostatic interaction energies calculated fi·om Table 3.1 show 
negligible interaction at this distance in direct contrast to the contour maps of the change in 
electron density. Furthennore for internally bound hydrogen the attractive energy 
decreases as the hydrogen molecule moves from the nanotube axis towards the nanotube 
wall (distance 2 to 3.9 A in Figure 4.21). This is in contrast to the hydrogen-graphene 
interactions that show the interaction beco1ning stronger as the hydrogen approaches the 
carbon atoms of the graphene plate. It is therefore apparent that estimating the molecular 
interactions fron1 the molecular quadiupole moments and polarizabilities does not account 
for the shape of the molecule, specifically the fact that the electrostatic properties are 
scalar quantities that describe a three dimensional, non-pointlike molecule. This effect is 
not readily observed in the hydi·ogen-graphene results as the separation distance 
conesponds to the centre-of-mass separation. 
An initial step to resolve this deficiency involves calculating the multipolar and 
induced polar interactions on an ato1n-by-aton1 basis similar to approaches utilised to study 
water adsorption on carbon nanotubes.6•7•9 To achieve this the quadi·upole nlotnent and 
transverse polarizabilities are expressed per carbon atom for the graphene plate and the 
(1 0, 0) nanotube and per hydi·ogen ato1n for the hydrogen molecule. The Q-iQ interaction 
equation fi·om Table 3.1 is modified to include contributions to the electrostatic energy 
frotn the interaction between each carbon and hydrogen atotn: 
Eqn. 4.2 
where N is the nutnber of carbon atoms in the graphitic model; in the cases studied here 
either 96 or 120 atoms for the graphene plate and (10, 0) nanotube respectively. The first 
sutnmation represents the contribution to the attractive electrostatic energy between all 
carbon atoms and one of the hydi·ogen aton1s. The second sutnmation represents the 
contribution frotn all carbon atoms and the other hydrogen aton1. ril and ri2 are the 
distances between the ith carbon atom and the first and second hydrogen aton1s 
respectively. Qc and ac are the quadiupole tnoment and polarizability per carbon atom 
and QH and a H are the quadiupole moment and polarizability of the constituent hydrogen 
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atoms, respectively. Induced dipole-induced dipole interactions are calculated in a similar 
manner: 
Eqn. 4.3 
where I c and I H
2 
are the ionization energies of the graphitic and hydrogen molecules 
respectively. 
Figure 4.22 presents the contributions to the Q-iQ and iD-iD interaction energies 
between all the carbon atotns and both hydrogen atoms for hydrogen adsorbed in site Bat 
a centre-of-mass separation distance of 3 A. The interaction energies are seen to drop 
rapidly with the distance between hydrogen and carbon atoms when plotted on a logl0-
log10 scale. For the Q-iQ term only interactions between the hydrogen molecule and 
nearest and next-nearest carbon atotns contribute significantly (greater than around 0.01 
tneV) to the attractive energy. For the iD-iD tetm the attractive energy contribution is 
significant up to the sixth nearest carbon atoms. The divergence between the Q-iQ and iD-
iD profiles is due to the dependence of the interaction energies on r-8 and { 6 respectively. 
This qualitative analysis supports and explains the drop off in electron density perturbation 
observed in Figs. 4.8 to 4.10 and 4.15. The rapid decrease in interacion energy as a 
function of the distance between individual hydrogen and carbon atoms could not be 
verified from the molecular calculations thus justifying the use of quadrupole moment and 
polarizability per carbon atmn. 
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Figure 4.22 Logw-log1o plot of the variation in Q-iQ (crosses) and iD-iD interactions 
(diamonds) as a function of the interatomic distance for hydrogen adsorbed onto the 
graphene plate in site B. Calculated energy values are shown between the carbon atoms 
and the nearest (red) and furthest (black) hydrogen atoms. 
The results for a hydrogen molecule in adsorption site B and D on the graphene 
plate are presented in Fig. 4.23a and b, respectively. By calculating the attractive 
interaction energy on an atom-by-atom basis it is found that the Q-iQ term is negligible 
compared with the iD-iD term. This is now in line with the previous results concerning the 
interactions between water molecules and carbon nanotubes. However, in contrast to the 
calculations employing the molecular electrostatic properties directly, the Q-iQ and iD-iD 
interactions are now found to significantly tmdervalue the total binding energy for both 
DFT fimctionals particularly around the binding energy minima. 
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Figure 4.23 Revised Q-iQ (crosses) and iD-iD (diamonds) interaction energies as a 
function of the distance between the centre-of-mass of the hydrogen and graphene 
molecules compared to the total binding energies calculated by the LDA (squares) and 
GGA (circles)functionals. The hydrogen is positioned in adsorption sites a) Band b) D. 
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Figure 4.24 presents the revised Q-iQ and iD-iD interaction energies for the (1 0, 0) 
nanotube. The attractive interaction energies for externally adsorbed hydrogen are found 
to be comparable to the results for the graphene plate. These energies are slightly smaller 
than the graphene plate counterparts (Fig. 4.23). This is due to a small increase in the 
distance between the hydrogen and carbon atoms as a result of the increase in curvature 
from the graphene plate to the carbon nanotube. As we saw from Fig. 4.23 a small 
increase in the interatomic distance causes a substantial drop in the attractive interaction 
energies. This trend is consistent with the similarity in the total binding energies for 
hydrogen physisorption to the nanotubes and the graphene plate. In contrast to the 
molecular electrostatic interactions the attractive nature of the interactions is appropriate 
for hydrogen both outside and, importantly, inside the nanotube. Attractive energies 
increase as the hydrogen-nanotube wall separation distance decreases and the nanotube 
wall fonns an asyn1ptote. In addition, the attractive interaction energies for the hydrogen 
molecule adsorbed inside the nanotube are non-zero at the nanotube axis and are stronger 
than external attractive energies. This energy increase is due to the proximity of the 
carbon atoms surrounding the hydrogen n1olecule. The nanotube cm·vature means that for 
exte1nal adsorbtion there are few carbon ato1ns within the significant interaction distance 
of 3 to 4 A from the hydrogen molecule. Conversely for internal adsorption the negative 
curvan.u-e of the nanotube ensures several carbon atoms are within this interaction range. 
Tins is in conctu1·ence with the molecular energies and electron density contour maps 
presented earlier. The qualitative agreements between the total binding energies, electron 
density changes and calculated attractive energies advocate the superiority of the atom-by-
atom method over the molecular method for calculating electrostatic interactions. 
136 
. . .. -·-- ----------
Chapter 4: Hydrogen Physis01ption on Carbon Nanostructures 
ｾ＠
E 
->. 
0) 
'-Q) 
c 
w 
Distance (Angstrcrn) 
-5 4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 
ｯｾｾｾｾｾｔｔｾｾｾｾｾｾｾｾｾ＠
a) 
-50 
Ｎｾ＠ -100 
...... 
c 
2 
0 
a.. 
...--... 
> Q) 
-150 
Interior Exterior 
Ostance (Angstrcrn) 
-5 4 -3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 
ｯｔｬｾｾｾｾｾｾｾｾｾｾｾ＠
b) 
E -50 
->. 
El 
Q) 
c 
w 
ro -100 
ｾ＠
c 
Q) 
_. 
0 
c.. 
-150 
Interior Exterior 
Figure 4.24 Revised Q-iQ (crosses) and iD-iD (diamonds) interaction energies as a 
function of the distance between the centre-of-mass of the hydrogen molecule and the 
nanotube axis compared to the total binding energies calculated using the LDA (squares) 
and GGA (circles) fonctionals. The hydrogen molecule is positioned in adsorption site a) 
Band b) E. Vertical black lines at ±3.93 A represent the nanotube walls. 
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As with the graphene plate the attractive interaction energies are significantly 
smaller than the total binding energies at and around the binding energy minima. These 
attractive energies should be larger than the total energy such that when repulsive forces 
are included the combined attraction/repulsion interaction curve resembles the fotm of the 
Lennard-J ones potential. An aggregate of the electrostatic energies at each distance does 
not match or exceed the total binding energy implying an additional interaction term 
maybe missing. An in-depth future study should be conducted into the electrostatic 
interactions in order to ascertain the exact nature of the additional tetm and to completely 
comprehend the nature of the physisorption. However, the calculations of the electrostatic 
interaction energies presented thus far have supported the trends observed in the hydrogen-
carbon nanostructure binding energies. 
The results of DFT calculations presented here show that a hydrogen molecule 
placed inside carbon nanotubes ･ｸｾｩ｢ｩｴｳ＠ the strongest physisorption characteristics 
compared with the results for extetnally positioned hydrogen and graphene. This is due to 
the increased interaction between hydrogen and carbon atoms within the nanotube wall. 
The size of the nanotube, and therefore the curvature has been found to significantly affect 
the binding strengths of internally placed hydrogen in contrast to the externally positioned 
hydrogen. If a hydrogen molecule can bind within the nanotube radius, then the trend of 
the parallel configurations of hydrogen being more stable than the perpendicular 
configurations still applies. 
Generally it has been shown that molecular hydrogen can physisorb to carbon 
nanostructures with weak binding energies cotnpared to covalent bond energies. However 
the potential for hydrogen storage remains unclear at this stage due to the unphysical 
tnodels of one hydrogen molecule adsorbed on one graphene layer or one nanotube. For 
graphene a close packed system of hydrogen tnolecules separated by approximately 2.5 A 
and averaging one hydrogen molecule for every two carbon atoms (equivalent to one 
hydrogen molecule above every carbon hexagon tnidpoint) is in1practical due to a 
tninimum H2-H2 separation distance of 3.4 A for non-repulsive interaction.10 Based on the 
minimum separation restraint and the fact that the electron density perturbation due to a 
single adsorbed hydrogen molecule is negligible at a distance of 4.3 A, the distance 
between midpoints of next-nearest carbon hexagons, a potential alternative to close-packed 
hydrogen is one hydrogen tnolecule for every three carbon hexagons (Fig. 4.25). At a ratio 
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of two hydrogen atoms to every six carbon atoms this represents a potential capacity of 2. 7 
and 5.4 wt% for storage on one side and both sides of the graphene layer respectively. 
Figure 4.25 lose-packed structure of hydrogen molecules (white atoms) with a molecular 
spacing of 4. 3 A physisorbed on a graphitic matrix. 
Although the theoretical capacity for storage on both sides of the graphene meets 
the US DOE target for 2005 it must be noted that these two capacities are estimates. The 
single-sided storage may not be optimum and may vary as the H2-H2 interactions change 
but will probably not exceed a storage capacity of 4.9 wt% that corresponds to a trigonal 
molecular arrangement with HrH2 separation distances of 3.4 A. The electron density of 
the graphene plate is imbalanced by the presence of a single hydrogen molecule. As two 
hydrogen molecules approach the graphene plate from opposite sides the polarizing effect 
of one hydrogen molecule may be balanced by the opposite molecule. This could act to 
reduce the electrostatic forces between hydrogen and graphene and in turn reduce the 
physisorption energy. Future adsorption studies should increase the number of hydrogen 
molecules to deduce the H2-H2-graphene interaction and ascertain the optimum H2-H2 
separation distances physisorption energies and storage capacity. Simultaneous 
adsorption of hydrogen to both sides of the graphene plate should also be studied to 
determine the effect opposing hydrogen molecules have on the adsorption energies. 
Estimating the storage capacity of carbon nanotubes is impractical at this stage 
without a further study into the adsorption of multiple hydrogen molecules both inside and 
outside the nanotube. This is because the curvature or diameter of the nanotube can 
greatly affect the storage capabilities. If the position of hydrogen molecules is fixed 
relative to the graphitic matrix for example a hydrogen molecule above each hexagon 
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tnidpoint, the Hr H2 separation distance increases with the curvature of the nanotube. 
Additionally the diruneter will also govern the runount of hydrogen that can be stored 
within the internal nanotube cavity where the physisorption energy is lru·gest. 
Another factor influencing the storage capacity is the inclination for cru·bon 
nanotubes to form rope-like bundles, 20-500 A in diameter and routinely hundreds of Jllll' s 
in length, due to intertube van der Waals interaction forces.ll· 12' 13 The nanotubes within 
these bundles typically forn1 a close-packed structtu·e with intertube separation distances 
reported in the range of 3.15 to 3.7 A [Refs. 11, 12, 14 and 15] which is similar to the 
graphite interlayer spacing of 3.34 A [Refs. 16, 17 and 18]. For hydrogen physisorption 
the average separation distance of 2.8 A is over half the intertube spacing. This means that 
when a hydrogen n1olecule is directly between two nanott1bes, and at the optimum binding 
distance frotn one of the nanotubes, it will be within the repulsive region of the interaction 
curve for the other nanotube. Consequently a slice of the surface area that could contribute 
to storage capacity on an isolated nanotube is rendered unusable in a bw1dle of nanotubes. 
Experiinental evidence of hydrogen physisorption onto carbon nanotubes has been 
reported but the results and effective storage capacities have been ambiguous due to the 
presence of additional particles within the nanotube-hydrogen system. Temperature 
programmed desorption was used by Hirscher et a!. to detennine that 1.5 wt% of hydrogen 
was taken up by a combination of cru·bon nanotubes and a titanium alloy with no indication 
of whether any of the hydrogen was taken up by the nanotubes. 19 A DFT study of 
titanitun-doped nanotubes advocates hydrogen uptake only by the titanium. 20 Water 
impw·ities have been folnld to account for unexpectedly large hydrogen uptakes ｯｦｾ＠ 15-20 
wt% by alkali doped nanotubes which, in dry conditions, have been shown to increase 
hydrogen storage by approximately 2 wt%?1 Chapter 5 deals, in part, with the expansion 
of the nru1otube-hydrogen model to investigate hydrogen physisorption onto nanotube 
bundles and examine some of the influencing factors detailed here. 
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SUMMARY 
Molecular hydrogen can physically bind to carbon nanostructures, such as 
graphene plates and carbon na:notubes, with weak binding energies. Generally the binding 
energies are far smaller than covalent bonds but the adsorption effect on the hydrogen, due 
to the carbon nanostructures, is far reaching: the HOMO of the hydrogen molecule does 
not reach its isolated value until the distance between the hydrogen and the carbon 
nanostructure increases to 4 11111. Parallel configurations of the hydrogen tnolecule bind 
more strongly than perpendicular configurations. This is found to be due to the ellipsoidal 
nature of the hydrogen molecule. The parallel orientation of the hydrogen molecule 
increases interaction for less electron-electron repulsion. 
The conductive nature of the nanotubes appears to have no effect on the 
physisorption of hydrogen. However, the curvature of the nanotubes is found to be of 
great hnpoliance. The difference in curvature, between the (10, 0) and (9, 0) nanotube 
segn1ents, is small compared to the curvature change between nanotubes and the graphene 
plate. Change in electron density plots show that the hydrogen molecule interacts with 
only the nearest carbon atoms on the nanotubes. Interaction is shown to occur between the 
hydrogen molecule and nearest and next nearest carbon atoms of the graphene plate and 
this accounts for the increased interaction between hydrogen and graphene compared to 
hydrogen and nanotube. Subsequent to the weak interaction the curvature of the nanotubes 
is shown to have a negligible effect on the extetnal adsorption of hydrogen. In contrast the 
ctu·vature of the nanotube significantly alters the binding energies of internally bound 
hydrogen. Since the hydrogen molecule is closer to more carbon atoms, when inside the 
nanotube, the interaction between hydrogen and nanotube is significantly increased over 
externally botmd hydrogen. Consequently the intetnal binding energies are considerably 
larger than the external and graphene adsorption energies. Small changes in the cmvature 
between the (10, 0) and (9, 0) nanotubes leads to large changes in the internal 
physisorption characteristics including binding energy, hydrogen HOMO energy levels 
and physisorption positions. 
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Chapter 5: 
GAS PHYSISORPTION ON CARBON 
NANOSTRUCTRES 
5.1 Hydrogen Adsorption on Multiple Carbon Nanotubes 
Although studying the physisorption of a hydrogen molecule to an isolated carbon 
nanotube gives fundamental infotmation concetning whether or not the hydrogen will bind to 
SWNTs, the arrangement of one hydrogen molecule and one carbon nanotube segment is a 
highly tmphysical system. A realistic nanotube model would be several hundred nanometres 
in length however the change in electron density plots shows the interaction dropping off with 
the separation distance between carbon and hydrogen atoms. This signifies that a longer 
carbon nanotube is not necessary to study hydrogen physisorption unless multiple hydrogen 
molecules are used. A natural system would have multiple SWNTs and billions of hydrogen 
molecules. Modelling such a system becomes complicated as the interactions between 
hydrogen molecules and between nanotubes must be taken into account as well as the increase 
in cotnputation time and power required to run the simulations. A practical advance in this 
theoretical study is to investigate the adsorption characteristics of hydrogen to two carbon 
nanotube segments. Such an investigation will give invaluable insight into how the binding 
energies are affected by the outer edge of nanotubes ropes. It will also fonn the basis of 
futm·e investigations into gas-on-solid adsorption with many body systems. 
The interaction between a hydrogen molecule and multiple SWNTs is studied utilising 
the (10, 0) zigzag nanotube. Since the simulations are limited to around 350 atoms 
calculations on three or more 11.3 A, 120 atom, segments are not possible and cutting the 
length of the segments would increase the hydrogen tetmination effects on the physisorption 
characteristics. However, the interaction of hydrogen to the outside of a rope of nanotubes 
can be simulated using two 11.3 A segments of the (1 0, 0) nanotube as this model falls within 
the 350 atom limit. A hydrogen molecule is placed on a line which intersects the centre-of-
mass (CM) of the two nanotube segments and is perpendicular to the tube axis (Fig. 5.1). 
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Figure 5.1 Schematic showing molecular hydrogen adsorption to two (1 0, 0) nanotubes 
separated by a distance, DNT. DcM is the distance between the centre-of-mass of the hydrogen 
molecule (white atoms) and the centre-of-mass of the two-nanotube system. D EFF denotes the 
effective adsorption distance between the hydrogen and the surface of one nanotube. 
The nanotubes are oriented such that when the hydrogen molecule is directly between 
the nanotubes it lies over the midpoint of a carbon hexagon in adsorption site D on both 
nanotubes simultaneously. The distance between the walls of the nanotube segments DNT is 
regulated between 2 and 7 A in order to examine the interaction between nanotubes. The 
upper limit of 7 A was chosen because, on the graphene plate and the isolated carbon 
nanotubes, the stable binding distance of the hydrogen molecule was found to be no more 
than 3.5 A. Any position of the hydrogen molecule that is not directly between the two 
nanotube segments will have a separation distance more than the maximum optimum 
adsorption distance. Consequently any nanotube-nanotube separation greater than 7 A will 
not be optimum for hydrogen storage purposes. The distance between the CM of the 
nanotube arrangement and the hydrogen molecule, DcM, is varied between 0 and 10 A. 
Similar to equation 4.1, the interaction energy between the two nanotube segments is 
given by the total system energy minus the sum of energy of the isolated components: 
M NT-NT = ENT- NT -2ENT Eqn. 5.1 
where ENT is the formation energy of one of the isolated nanotube segments and E 2NT is the 
total energy of the nanotube-nanotube system. Upon introducing a hydrogen molecule to the 
two nanotube system the total interaction energy is given by: 
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Eqn. 5.2 
where E NT-NT-u
2 
is the total energy of the hydrogen-multitube system. ｾｅ＠ consists of the 
interaction energy of the two nanotube segments, M NT-NT, the interaction between the 
hydrogen molecule and one of the nanotube segments, M NT-H
2 
, (which is identical to Ebind 
fi·on1 equation4.1), and the nanotube-nanotube-hydrogen interaction energy, MNT-NT-H2 • The 
left hand side of equation 5.2 can also be described by: 
M = M NT-NT + 2 X M NT-H2 + M N1'-NT-H2 Eqn. 5.3 
The hydrogen-nanotube tetm is tnultiplied by two as there is an interaction energy associated 
with each nanotube. In the situation where the hydrogen molecule is directly between the two 
nanotube segments, ｾｅｎｲＭｮ Ｒ＠ can be acquired exactly fi·on1 the binding energy curve of a 
hydrogentnolecule adsorbed onto an isolated (10, 0) nanotube segtnent in adsorption site D. 
This curve was calculated in order to establish the stable binding energy and separation 
presented in Table 4.4. The value of M NT-NT-H
1 
cannot be accurately detetmined from 
M NT-H
2 
of the isolated nanotube system since the orientation of the hydrogen n1olecule, and 
its position relative to the carbon matrix of the nanotube segments, varies with DcM· Further 
study into the dependence of the interaction energy on the orientation and position of the 
hydrogen molecule would allow the calculation of M NT-Nr-H
2 
• The work carried out so far 
and the following study forms the basis of an understanding of the interactions between 
hydrogen and multiple carbon nanotubes. 
Simulations of the hydrogen-multitube system are computationally demanding in 
terms of time. As a result the nanotube-nanotube and the hydrogen-multitube interaction 
energies have been studied for half integer and integer values of the separation distance, 
respectively, in order to establish the trends in the interactions with a view to refming the 
characteristics in futtu·e projects. At this point the implications of representing the edge of a 
nanotube bundle with two nanotube segments are addressed. A third nanotube segtnent, 
representing a nanotube on the inside of the bundle, would be situated on the opposite side to 
the hydrogen molecule. The midpoints of the three nanotube segments would fotm the 
vertices of an equilateral triangle with sides of length exactly DNT plus twice the nanotube 
radius, R (Figure 5.2). 
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Figure 5.2 Schematic showing molecular hydrogen adsorption to three (1 0, 0) carbon 
nanotubes. Nanotubes are separated by a distance DNr. When the hydrogen molecule is 
positioned on the line bisecting the midpoint of the right hand nanotubes it lies a distance DT 
from the third nanotube. 
This third nanotube is excluded from the study for two reasons: -
1. The inclusion of the third segment puts the atom count over the limit imposed 
by the software/hardware constraint. 
2. When the nanotubes are separated by 2 A, the distance between the wall of the 
third nanotube and a hydrogen molecule positioned directly between the other 
two segments (DT in Figure 5.2) is 4.6 A. This is nearly at the maximum limit 
of significant interaction between hydrogen and nanotube. As DT increases the 
influence of the third nanotube on the hydrogen molecule will decrease. 
Therefore the third nanotube is deemed to have an insignificant impact on the 
interactions in the following study. 
Figure 5.3 shows the interaction energy between the two segments of the (10 0) 
nanotube. The shape of the curves is similar to that of the physisorption of a hydrogen 
molecule onto graphitic nanostructures. Short range interactions are large and positive 
denoting a repulsive arrangement. The interactions become less repulsive, rapidly in the case 
of the LDA functional, and stabilise at binding energies of 691 me V at a separation distance 
of 3 A and 81 meV at a distance of 3.6 A for the LDA and GGA functionals respectively. 
From the regions of stability the interactions reduce in strength as the separation distance 
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increases, becoming slightly repulsive again at a separation of around 5 A. The repulsion at 
long range appears to peak at 6 A before dropping slowly back towards zero. The interaction 
is not observed to vanish within the distances simulated. This is similar to the case where at 7 
A the interaction between hydrogen and a graphitic nanostructure was seen to be non-zero in 
investigations of the change in electron densities and the change in the HOMO of the 
hydrogen molecule. The effect the stnall hydrogen molecule had on the significantly larger 
nanotube segment was negligible but finite. Interactions between identically sized molecules 
separated by the srune distance are far stronger due to an increase in electron wavefunction 
overlap that derives from an increased number of interacting electrons. 
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Figure 5.3 Variation in the intertube binding energy as a function of the separation between 
two (1 0, 0) carbon nanotube segments using the LDA (o) and GGA (•) functionals. 
As with the hydrogen physisorption the actual stable binding energy and the intertube 
separation distance are considered to fall between the LDA and GGA predictions of the 
nanotube-nanotube interactions. The van der Waals corrected DFT functional employed by 
Du and Stnith predicts atl intertube separation distru1ce of 3.3 A [Ref. 1] which is similru· to 
the graphite interlayer spacing of 3.34 A [Refs. 2-4]. In contrast to the earlier results for 
hydrogen physisorption to carbon nanosti.uctures the LDA functional does not give superior 
accuracy, in the prediction of the intertube separation, to the GGA functional. The reported 
intertube separation is situated approxilnately equidistant from the lower and upper limits of 
the LDA and GGA functionals respectively. To calculate the binding energy between 
nanotubes the nwnber of carbon atoms that contribute significantly to the interaction energy 
must be detetmined. For two (10, 0) nru1otube segments at a closest approach of3.34 A (Fig. 
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5.4) the nearest carbon atoms in the nanotube walls will contribute to binding in a similar 
manner to the atoms in graphitic layers. However as the nanotube walls curve away from 
each other the interatomic distance increases. The interaction energies between carbon atoms 
in the nanotube walls are calculated from the equations of Table 3.1 with the electrostatic 
properties of hydrogen replaced by those of the nanotube. Figure 5.5 shows that the 
contribution to the binding energy from interactions between two carbon atoms decreases 
with increasing interatomic distance. 
Figure 5.4 Schematic of two (10 0) nanotubes separated by 3.34 A showing carbon atoms 
corresponding to nearest (A and A'), next-nearest (B and B') and 3rd-nearest r and C ') 
interatomic distances. The arc labelled 3 6° encompasses the carbon atoms estimated to 
significantly contribute to intertube binding energy. 
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Figure 5.5 Log10-logw plot of the variation in Q-iQ (red) and iD-iD (black) interactions as a 
function of the distance between carbon atoms in the nanotube walls. Dashed black lines 
show the contributions from carbon atoms separated by 3.34, 3. 7 and 4.4 A. 
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In the case of the (1 0, 0) nanotube the next-nearest carbon atoms around the nanotube 
circumference, B and B' in Fig. 5 .4, are separated from atoms in the opposing nanotube by a 
minimum of3.7 A whilst the 2"d nearest carbon aton1s, C and C' are at a minimum distance to 
the opposing nanotube of 4.4 A. These are approxin1ately 0.4 and 1.1 A larger than the 
intertube spacing. Fron1 Fig. 5.5 we see that a small decrease in interaction strength occurs 
between interatomic distances of 3.34 and 3.7 A for both the Q-iQ and iD-iD interactions. 
However at the interatomic distance of 4.4 A the interaction energies have dropped by 
approximately an order of magnitude from the energies at 3.34 A. Therefore the carbon 
atoms on the surface area of the 36° wedge of the (1 0, 0) nanotube model can contribute 
significantly to the intertube binding energy. This wedge encompasses the carbon atoms 
labelled A and Bin Fig. 5.4. Interatomic distances between C, C' and carbon atoms further 
around the nanotube are more than 5.4 A the contribution towards the binding energies from 
these aton1s is negligible compared to contributions from atoms A, A', B and B'. 
Consequently if the interaction energy per atom is estimated to be the strength of the 
interaction between atoms in adjacent graphitic layers using an interaction model larger than 
the 36° wedge in Fig. 5.4 would significantly overestimate the intertube interaction energies. 
Zacharia et al. have derived the energy required to cleave graphite, approximately 61 meV per 
atom, fi:om experiments to find the binding energies between polyarotnatic hydrocarbons and 
graphite using the temperature-programmed desorption (TPD) technique.5 Although the 
interaction energy between carbon atoms B and B' will be less than that found by Zacharia et 
al. the cleavage energy per carbon ato1n of graphite can give an approximation to the cleavage 
energy per atom between two nanotubes. Thus using the cleavage energy obtained by 
Zacharia et al. and choosing the stable intertube spacing to be 3.34 A, which lies in the range 
of spacings reported, 6-9 the binding energy minima between two (1 0, 0) nanotube segments is 
approximately 162 meV for the 36° wedge. Using this value for the binding energy well 
depth the energy curve for two interacting nanotube segments is calculated from the 12-6 
Lem1ard-Jones (L-J) potential: 
Eqn. 5.4 
where s is the interaction well depth, r is the intertube distance and a is set so that the 
1ninimum in binding energy coincides with the intertube distance of 3.34 A. This occurs for a 
a value of 2.975 A. Figure 5.6 compares the L-J potential with the DFT-calculated energy 
curves. The L-J potential does not drop towards zero as fast as the DFT -calculated energy 
curves. However the L-J potential is closer in form to the GGA predicted energy curve than 
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the LDA predicted curve: the minitnwn binding energy of the L-J potential is twice that of the 
GGA but a quruter of the binding energy predicted by the LDA functional. Therefore the 
GGA functional is favow·ed over the LDA functional to describe the binding energy between 
cru·bon nanotubes whilst neither DFT functional is favow·ed for describing the intettube 
sepru·ation distance. 
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Figure 5.6 Variation of LJENT-NT with the separation between nanotube segments calculated 
using the LDA (o) and the GGA (•) functionals. Also plotted is a 12-6 L-J potentia/fitted to 
experimental data for graphite inter layer interactions with an estimated well depth of 162 
meV (x) at DNr = 3.34 A. 
Figure 5. 7 shows the vru·iation in the interaction energy between the hydrogen 
molecule and the two-nanotube system, EHNT, which is calculated using a reanangetnent of 
eqns. 5.1 to 5.3: 
E HNT = E N1'-NT-H2 - E NT-NT - E H2 Eqn. 5.5 
where E NT-Nr-H
2 
is the energy of the combined hydrogen, two-nanotube systetn, E Nr-Nr is 
the energy of the isolated bundle of two nanotubes atld E H is the energy of the isolated 
2 
hydrogen n1olecule. At long range the interaction between the hydrogen molecules and the 
cru·bon nanotubes is negligible. The binding energy curves turn attractive at ru·ow1d 7 A and 
fall to shallow n1inima of 148.4 and 35.8 meV at a DcM of 3.8 and 4.4 A for the LDA and 
GGA functionals respectively. The hydrogen-nanotube interaction cwves ru·e calculated at 
the intertube sepru·ation distru1ces of 3.0 and 3.6 A for the LDA and GGA functionals 
respectively. Since these separation distances correspond to the minimum in the nanotube-
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nanotube interaction energies the minitna in the EHNT curves of Fig. 5.7 signify the global 
minitna for the hydrogen, two-nanotube interaction as calculated by DFT. 
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Figure 5. 7 Variation of potential energy as a function of the distance, Dcu between the 
midpoint of the two nanotube assembly and the centre-of-mass of the hydrogen molecule. 
Calculations were carried out using the LDA (o) and GGA (•) functionals with intertube 
separation distances of 3.0 and 3.6 A respectively. Part b) shows a magnification of the 
detail around the binding energy minima in a). 
At short range both interaction ctu-ves turn and swiftly become repulsive climbing to 
peaks of 2.9 and 1.6 e V for the LDA and GGA fm1ctionals respectively. For DCM between 0 
and 1 A the interaction energy drops to a local minimum which is still repulsive. This is due 
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to balanced repulsion forces when the hydrogen is positioned directly between the nanotube 
segments. In this position the hydrogen molecule is 1.5 and 1.8 A from each nanotube wall 
for the LDA and GGA calculation respectively. At this distance the interaction between 
n1olecular hydrogen and an isolated nanotube is repulsive. Although in a balanced 
sytmnetrical system the average repulsion forces acting on the hydrogen molecule and along 
the perpendicular bisector of the nanotubes are balanced instantaneous changes in the electron 
density will shift the forces ejecting the hydrogen molecule from the systetn. 
Table 5.1 shows the interaction energy minima and effective separation distances for 
hydrogen adsorbed onto the two-nanotube system with intettube distances of 3.0, 3.34 (the 
graphite interlayer spacing) and 3.6 A. Though the minima obtained from the LDA fm1ctional 
at an intertube separation of 3.6 A and the GGA functional at 3.0 A in addition to both 
tninima at 3.34 A are not considered global minima with respect to the nanotube-nanotube 
interactions the results show interesting features. 
Table 5.1 Interaction energies EHN1> and effective separation distances, DEFF> for the 
hydrogen molecule adsorbed to two nanotube segments. Eb;nd are the interaction 
energies of hydrogen to an isolated nanotube at a the effective adsorption distance. 
LOA functional GGA functional 
Nanotube 
Sep. (A) EHNT (meV) DEFF (A) Ebind (meV) EHNT(meV) DEFF (A) Ebind (meV) 
3.00 148.4 2.70 80.8 30.4 3.45 21.4 
3.34 144.3 2.73 80.8 31.7 3.33 21.2 
3.60 138.5 2.78 82.6 35.8 3.44 20.5 
For the LDA and GGA functionals the binding energy tninima vary by only 10 and 5 
tne V respectively over the range of intertube separations. The effective distance for hydrogen 
adsorption is approximately identical for all intertube separation distances and also closely 
tnatches the stable binding distance between hydrogen and a single isolated nanotube. The 
interaction energies between hydrogen and two nanotubes are approximately 1. 7 and 1.5 
tin1es greater than those for the single nanotube case for the LDA and GGA functionals 
respectively. Variation in the hydrogen interaction energies is due to the position and 
orientation of the hydrogenn1olecule relative to the graphitic matrix of the nanotubes. Figure 
5.8 shows the relationship between the hydrogen n1olecule and the nanotube tnatrix for the 
three stable physisorption states. In all three states the hydrogen molecule is positioned 
directly above or reasonably close to the carbon hexagon midpoint. Only the orientation of 
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the hydrogen molecule changes significantly showing a rotation about the centre-of-mass 
from the isolated nanotube system (Fig. 5.8a) to the nanotube pair (Fig. 5.8b and c). 
Figure 5.8 Orientations and positions of a hydrogen molecule (white atoms) adsorbed in 
stable binding sites for a) an isolated nanotube, b) a nanotube-nanotube separation of 3 A 
and c) a nanotube-nanotube separation of 3. 6 A. 
Given the symmetry of the nanotube system a hydrogen molecule placed in adsorption 
site D on the side of a nanotube bundle is likely to be non-optimal. It is of note that when the 
nanotubes are separated by the non-optimal distances of 5 and 7 A a hydrogen molecule 
placed in site D directly between them lies at approximately the optimal single nanotube 
adsorption distances of 2.7 and 3.5 for the LDA and GGA functionals respectively. The 
hydrogen interaction energies calculated for these scenarios are 160 me V calculated using the 
LDA on the Dm = 5 A system and 40 meV calculated using the GGA on the Dm = 7 A 
system. These values are both 1. 9 times larger than the single nanotube binding energies and 
are therefore larger than the interaction energies found at the optimum nanotube-nanotube 
separation distance. If the hydrogen molecule were to adsorb in site E the orientation relative 
to the graphitic matrix would not change as the hydrogen is moved along the perpendicular 
bisector but the relative position of the molecule would. From the correlation between the 
positions of adsorption stability found for the single and double nanotube cases a future study 
should investigate whether: 
1. The stable binding position of a hydrogen molecule in site E falls above a carbon 
hexagon midpoint, 
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2. If so do the sitnilarities, in orientation and position above the graphitic matrix, 
between the single and double nanotube tnodels give rise to stronger adsorption 
energies than hydrogen physisorbed to two nanotubes in site D. 
A consequence of the successful outcmne of both conditions 1 and 2 is that the nanotube-
nanotube-hydrogen interaction term, !J.E NT-Nr-H
2 
, tnay be deduced since from eqns. 5.2, 5.3 
and 5.5: 
Eqn. 5.6 
The maxitnum binding energies fotu1d here, 148 and 36 tneV for the LDA and GGA 
functionals respectively, are con1parable to the intetnal binding energies presented in Chapter 
4. Both values are slightly lower than the equivalent internal binding energies of 157 and 51 
tne V. Since binding energies for the nanotube-nanotube interactions were found to lie 
between the two limits of the LDA and GGA functionals with a preference for the GGA the 
physisorption energies found in Chapters 4 and 5 do not agree with the 200 me V 
physisorption energy found through TPD experin1ents by Dillon et al .. 10 This binding energy 
was attributed to hydrogen physisorbed inside nanotubes with an average diameter of 12 A 
which is 4 A larger than the (1 0, 0) nanotube. Additionally the DFT calculations showed a 
decrease in inten1al binding energy as the diruneter increased from the (9, 0) to the (1 0, 0) 
nanotube. Modelling the addition of a third nanotube, such that the hydrogen molecule is 
within the interstitial cavity of a close packed nanotube bundle, may be expected to increase 
the hydrogen physisorption energy by a factor of ru·ound three from the binding energies 
fotmd in Chapter 4. This hypothesis arises fi.·on1 the twofold increase in interaction strength 
between adsorption onto one and two nanotubes. The subsequent increase in binding energies 
would put the LDA prediction over the 200 tneV mru·k at approxitnately 240 n1eV but the 
GGA prediction of approximately 60 n1e V would fall significantly short. Physisorption at 
defect sites in the nanotube tnaterial tnay be stronger and account for the observed deficit 
between the experimental and theoretical results. This is because the electron density, which 
is has been found here to be a crucial feattu·e of hydrogen storage, is significantly 
redistributed by the presence of defects. 11 
Nanotube-nanotube interactions ru·e found to be stable at approxitnately the graphitic 
interlayer spacing and binding energies are con1pru·able to other experin1ental and theoretical 
results. Physisorption of tnoleculru· hydrogen to two nanotube segn1ents is found to be 
stronger than physisorption to ru1 isolated nanotube. Stable binding positions ru·e located 
155 
Chapter 5: Gas Physismption on Carbon Nanostructures 
above the carbon hexagon midpoint at an effective binding distance similar to that of 
hydrogen-single nanotube adsorption. The magnitude of the improvetnent in binding energies 
is approximately 1.6 times the hydrogen-single nanotube adsorption strength. Variation in 
interaction energies is attributed to the change in orientation of the hydrogen molecule relative 
to the graphitic matrix. Further study into the area of tnultitube nanotube-hydrogen 
interactions is essential to dete1mine optimum physisorption characteristics. 
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5.2 Oxygen Adsorption on Graphene 
The interaction between oxygen and carbon nanostructures is investigated using the 
same tnethods as detailed in the hydrogen physisorption work of Chapter 4. Oxygen 
interactions with the 96-carbon atom plate in adsorption sites A to E (Fig. 4.1) are studied 
using the LDA VWN and the GGA PW91 functionals. Adsorption sites Band E are used to 
investigate oxygen physisorbed both inside and outside the (10, 0) and (9, 0) nanotubes. 
Comparisons are also drawn between the oxygen and hydrogen physisorption results. 
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Figure 5.9 Comparison of the potential energy curves for oxygen (squares) and hydrogen 
(triangles) adsorbed on graphene. Physisorption is calculated in adsorption site B using the 
LDA (open symbols) and GGA (closed symbols) functionals. 
Physisorption characteristics of oxygen adsorbed in the perpendicular configuration of 
site B are plotted in Figure 5.9. The potential energy curve resembles that of hydrogen 
physisorption: an attractive region at mediun1 range and a repulsive region at close range with 
an overall sitnilarity to the forn1 of the 12-6 Lennard-Jones potential. Stable oxygen 
physisorption occurs fwiher fi.·on1 the graphene stuface than for a hydrogen molecule in 
adsorption site B. The change from repulsive to attractive interaction also occurs at a larger 
distance fi.·om the graphene layer for oxygen. In addition the repulsive region of the oxygen 
physisorption, E > 0, is steeper than that of hydrogen indicating a tnore rapid rise in the 
molecular antibonding orbital illustrated in Fig. 4.5. As with hydrogen, the LDA functional 
predicts stronger binding at a smaller centre-of-tnass separation distance than the GOA 
157 
Chapter 5: Gas Physisorption on Carbon Nanostructures 
functional. In this configtll'ation the oxygen-graphene system has a binding energy of 225 and 
143 tneV, with separation distances of 3.3 and 3.8 A, for the LDA and GGA functionals 
respectively. These values are approximately 2.5 and 6.5 times more stable than the 
equivalent hydrogen binding energies. Physisorption is found to be stronger than the 
theoretical prediction of 100 me V 12, however, it is noted that this energy is for oxygen 
adsorbed on graphite where the current study involves a single sheet of carbon. Interlayer 
interactions may act to suppress the changes in electron density thus reducing the binding 
energies. A potential extension of this and the hydrogen adsorption work would be to study 
the effect of adding graphitic layers to the graphene plate. 
The calculated binding energies, for LDA and GGA, are also approximately 100 me V 
stronger than those predicted by Giannozzi et al. for oxygen on graphene adsorption. 13 
Several differences are observed in the computational methods employed which could cause 
the discrepancies. In the study by Giannozzi et al. a periodic cell of only 8 carbon atoms was 
used to study oxygen adsorption on graphene whereas a hydrogen-tetminated, 96-carbon atom 
plate was used in this project. The Perdew, Wang and Ceperley revision of the LDA 14 was 
used in parallel with the GGA PBE functional 15 both of which give different treatments of the 
exchange and coiTelation effects to the LDA VWN and GGA PW91 employed in this study 
(although, as discussed in Chapter 3, the PBE functional is constructed in a similar mam1er to 
the PW91. As shown in Chapter 4 the PW91 and PBE functionals give the san1e shape for 
hydrogen adsorption with the curves displaced in energy). Additionally core electrons were 
approxin1ated with a pseudopotential whilst, at this time, calculations were performed on all 
electrons to ensure maxhnum accuracy. This point is important for hydrogen as it effectively 
has no core electrons thus rendering the need for a pseudopotential redundant. As the atomic 
ntunber increases the nwnber of core electrons increases. Thus any change in the core 
electron orbitals, due to external stimuli, decreases since the inner electrons are progressively 
shielded by the valence and outer core electrons. Any residual change in the core electrons is 
not taken into accotmt by the use of a pseudopotential. All studies agree that the binding 
energies are of a similar magnitude and that physisorption of oxygen to graphitic 
nanostructures is considerably weaker than the covalent bond strengths of 0-0 and C-0 and 
stronger than H2 physisorption. Within the range of separation distances investigated the 
tnaximum repulsive energy is found to be approxin1ately 4 e V which is not enough to 
overcome the covalent bond strength of the oxygen molecule, which is 5.2 eV in energy16. 
Table 5.2 presents the adsorption energies and centre-of-mass separation distances for 
adsorption sites A to E calculated via both DFT functionals etnployed. 
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Table 5.2 Separations and binding energies of molecular oxygen to the 96-carbon atom graphene plate. 
The separation distances are measured from the graphene swface to the centre-of-mass of the 0 2 molecule. 
LDA functional GGA functional 
Adsorption 
site Sep (A) Ebind (meV) Sep (A) Ebind (meV) 
A 3.4 200.7 3.9 140.8 
B 3.3 224.9 3.8 143.0 
c 3.4 204.3 3.9 140.5 
D 2.7 283.3 3.4 150.8 
E 2.7 281.5 3.4 150.8 
All binding energies calculated are found to be larger than the hydrogen physisorption 
equivalents and adsorption occurs fiuther from the graphene layer in all adsorption sites. 
Trends in stability and separation distance observed for H2 are also observed for oxygen: 
parallel configurations of the oxygen molecule are more stable and bind closer to the 
graphene plate than perpendicular configurations. There is an average difference of 72 and 9 
me V between the parallel and perpendicular configuration binding energies for the LDA and 
GGA functionals respectively. These values are considerably larger than the differences in 
hydrogen binding energies and this indicates a significant change in interaction between the 
parallel and perpendicular configm·ations. Both DFT functionals predict binding energies 
which are larger than the 124 tne V desorption energy found through TPD experiments on 
physisorption of oxygen to graphite. 17 Therefore since the GGA functional gives the lower 
binding energies of the two in the case of oxygen physisorption it appears that the GGA is 
favoured over the LDA for predicting the binding energies. However, as noted earlier, the 
interlayer interactions in graphite, although weak, may suppress the changes in charge density 
and reduce the binding energies. A theoretical study of the hydrogen and oxygen binding 
energies on graphene and graphite should be carried out in order to clarify the differences 
observed. The rotation of the oxygen molecule :fi.·om perpendicular to parallel configurations 
causes the stable binding separation distances to decrease by 0.7 and 0.5 A, for the LDA and 
GGA functionals respectively. This is a substantial change in the separation distance 
compared to the 0.2 A decrease between perpendicular and parallel configm·ations of the 
hydrogen molecule. When the oxygen molecule is in a perpendicular configuration the 
separation distances are increased by approximately 0.5 A compared to the hydrogen-
graphene equivalents. In contrast the separation distances for the parallel configurations of 
oxygen are nearly identical to their hydrogen counterparts. 
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The increase in physisorption stability, separation distance and the growth in repulsion 
force can all be explained by the increased number of electrons in the oxygen molecule 
relative to hydrogen. An oxygen molecule has 16 electrons to the 2 electrons of the hydrogen 
tnolecule. Thus, for identical separation distances the increased number of electrons means an 
increase in the waveftmction overlap between the oxygen and the graphene plate relative to 
hydrogen-graphene interaction. As a result the filled molecular bonding state (a bonding, 
RHS in Fig. 5.1 0) will have a lower energy for oxygen than for hydrogen adsorption. 
Sitnilarly the molecular antibonding state of the oxygen-graphene system will have a higher 
energy than its hydrogen-graphene counterpa1t (a antibonding, RHS in Fig. 5.10). 
0 ENERGY 
a Antibonding 
a Anti bonding 
t-+ 0 2 HOMO 
a) aBonding uJ I ｾ＠ b) 
o Bonding 
Figure 5.10 Molecular energy level diagrams for (a) hydrogen physisorption and (b) oxygen 
physisorption to the 96 carbon atom plate. 
As the oxygen-graphene separation distance decreases the wavefiu1ction overlap 
increases similar to the hydrogen-graphene interaction. However since the oxygen molecule 
has more electrons the overlap will increase faster for oxygen than hydrogen. Therefore the 
tnolecular bonding (anti bonding) energy level will decrease (increase) in energy faster than 
the hydrogen-graphene equivalent. The consequence of the lower molecular bonding level is 
that when the oxygen interaction is stable and attractive overall, the binding energy is larger 
than that found for hydrogen physisorption. In addition, since the rise in the molecular 
antibonding level is faster for oxygen the repulsive force between the oxygen and graphene 
n1olecules also grows faster than the hydrogen-graphene repulsion. 
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Figure 5.11 Electron density contour maps of the oxygen molecule with (a) neutral charge 
and (b) eight of the sixteen electrons removed. Black circles represent the oxygen nuclei. 
Scale bars are in units of e/ .1f1. 
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Core orbital electrons screen the outer and valence electrons fron1 the electric potential 
of the nuclei. The n1ore core electrons there are the larger the degree of screening that occurs. 
Screened valence electrons are therefore not held as tightly to the atom as they would be if no 
core electrons were present. As a result the wavefunctions of the valence electrons spread out 
ftuiher :fi.·om the nuclei with the increasing total number of electrons. Figure 5.11 shows the 
effect on the electron density of oxygen when electrons are artificially removed. When eight 
of the sixteen electrons are removed (Fig. 5 .11 b) the spatial extent of identical electron 
density contours is teduced :fi.·on1 the full 16-electron, neutral molecule case (Fig. 5.11a) 
indicating a tightening of the electron cloud. The consequence of the screening by the core 
electrons is that the electron density cloud of the oxygen molecule is larger than that of the 
hydrogen molecule. Therefore, as the molecules approach the graphene plate the electron 
wavefunctions of the larger oxygen molecule interact sooner than the wavefunctions of the 
hydrogen tnolecule. A combination of the electron orbital interaction, and the diffusion of the 
electron wavefunctions, causes the increased stable separation distance between oxygen and 
graphene. This can be observed in the change in electron density for hydrogen and oxygen 
molecules adsorbed separately on graphene at an identical separation distance of 3.3 A (Fig. 
5.12). 
For oxygen adsorption the electronic structure of the graphene plate is significantly 
more petiurbed than when hydrogen is adsorbed. An induced polar electronic structure is 
established on the hydrogen tnolecule with peaks in the electron density change occurring 
directly on the hydrogen nuclei. In contrast the srune change in electron density, as that found 
on the hydrogen nuclei, occurs at a distance of approximately 1.5 A :fi.·om the oxygen nuclei. 
The maximutn petiurbation in electron density is of the order of 1 o-4 and 1 o-6 e/ A3 for oxygen 
and hydrogen respectively. The perturbation due to hydrogen-graphene interaction is 
therefore approximately two orders of magnitude weaker than oxygen-graphene interaction. 
This illustrates the increased interaction strength of oxygen and graphene due to the increased 
ntm1ber of electrons. The contour maps were plotted on the same scale to show the difference 
in perturbation between the electronic structures. Fluihermore, both the hydrogen and oxygen 
n1olecules are observed to interact notably only with the neru·est cru·bon aton1s. There is 
interaction between the hydrogen and the next neru·est carbon atoms, as detailed in Chapter 4, 
but the interaction strength drops off with increasing hydrogen-cru·bon distance (Fig. 5 .12a). 
Similru·ly, the interaction strength between oxygen and graphene drops with increasing 
oxygen-carbon distance although the perturbation on the next nearest carbon atoms ts 
observed to be considerably lru·ger than that of hydrogen-graphene interaction (Fig. 5 .12b ). 
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Figure 5.12 ontour maps of the change in electron density of (a) the hydrogen-graphene 
ystem and (b) the oxygen-graphene system. The diatomic molecules are adsorbed on 
graphene in site B at a distance of 3. 3 A from the graphene surface. Black circles represent 
(a) hydrogen and (b) oxygen atoms and black squares represent the carbon atoms. Scale bars 
are in units of e!A3. 
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Figure 5.13 Large scale contour map of the change in electron density of the oxygen-
graphene system. The oxygen is adsorbed on graphene in site B at a distance of 3. 3 A from 
the graphene surface. Black circles represent oxygen atoms and black squares represent the 
carbon atoms. Scale bars are in units of e!A3. 
In addition to the enhanced perturbation in the electronic structures of the oxygen and 
graphene molecules Fig. 5.12b shows evidence of a complex induced electronic structure on 
the oxygen molecule itself. A larger scale contour map of the oxygen interaction at the same 
separation distance of 3.3 A, displays the peaks in the change in electron density (Fig. 5.13). 
In contrast to the relatively simple polar arrangement induced on the hydrogen molecule, the 
change in electron density around the oxygen molecule exhibits an intricate but symmetric 
multipole electronic structure. This arises from the more complex electronic structure of the 
isolated oxygen molecule. Atomic hydrogen, having only one s' electron, forms a cr bond in 
the formation of the diatomic molecule. Oxygen, on the other hand has two 2s electrons and 
four 2p electrons which allows the formation of hybrid, sp orbitals in a similar hybridization 
to carbon (Fig. 5.14). One sp orbital is half filled and in the case of diatomic oxygen, goes on 
to form the cr bond between the atoms. A further two sp orbitals are full and form electron 
lobes aligned in the plane of the cr bond and point away from the oxygen nuclei. The 
remaining electron forms a 1t bond with the spare electron from the other oxygen atom. 
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Figure 5.14 Molecular orbital diagram of diatomic oxygen. 
The two filled sp orbitals at either end of the oxygen molecule form lobes of electron 
density. However limitations of the DFT software employed are that the exact orientation of 
the electronic structure of the oxygen molecule around the axis of the a bond cannot be 
resolved. As a consequence the two filled sp lobes are indistinguishable. Therefore the 
intricacies of the oxygen-graphene interaction, for example the marked increase in separation 
distance between the perpendicular and parallel configurations of oxygen compared to 
hydrogen can only be estimated by examining the effect of the formation of the diatomic 
molecules on the vdW volume. The vdW radii (rv) of the hydrogen and oxygen atoms are 1.2 
and 1.5 A. 18 To a first approximation the length of a diatomic molecule is given by the bond 
length plus twice the vdW radius and the width by twice the vdW radius. For hydrogen this 
would equate to 3.1 and 2.4 A respectively whilst for oxygen the length and width are 4.3 and 
3.0 A. This creates an impenetrable volume around the molecule called the vdW volume 
(Fig. 5 .15). 
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Bond Length 
Figure 5.15 Diagram of the van der Waals volume of a diatomic molecule. The small circles 
represent the atomic nuclei separated by the bond length and the large circles the vdW 
radius, r11• a and b are half the length and width of the vdW volume, respectively. 
The differences between a and b are 0.4 and 0.6 A for the hydrogen and oxygen 
molecules respectively. This does not explain the difference in energies between parallel and 
perpendicular configurations of both the hydrogen and oxygen molecules. However, the 
approxitnation does not take the elech·on configuration of the diatomic molecules it1to 
accotmt. Qualitatively the formation of the oxygen molecule fonns the two filled sp orbitals 
pointing away fi·om the oxygen molecule (Fig. 5.14 ). Tllis causes repulsion between the 
electrons elongating the sp orbitals. As the sp orbitals are elongated a net positive charge 
induced on the oxygen atom will cause the n:-bond orbitals to be condensed towards the 
molecular axis. Consequently the effective length and width of the oxygen molecule are 
sh·etched and shrunk respectively. In contrast, since the formation of the hydrogen molecule 
increases the probability of finding the electrons between the atoms the effective length and 
width are both reduced in size. The small difference in effective molecular length and width 
has a small effect on the binding energies of hydrogen to graphene due to the weak interaction 
and this is observed in the results of Chapter 4. However the increase in the ratio of length to 
width of the oxygen, coupled with the increase in interaction due to the presence of more 
electrons, could cause a significant divergence in the interaction between parallel and 
perpendicular configurations of the oxygen molecule. 
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Figure 5.16 Long range variations in potential energy for oxygen on graphene physisorption. 
Calculations are performed using the LDA (o) and GGA (•) functionals. 
In contrast to the hydrogen physisorption, the oxygen binding energy Cluve does not 
tend to zero at large distances. As seen in Figure 5.1 the oxygen-graphene binding energy 
curves level out to an energy of 100 tne V at a separation distance of approximately 5 to 6 A. 
At this distance the hydrogen binding energy curve shows negligible interaction with a 
binding energy approximately equal to zero. As the oxygen molecule is moved further from 
the graphene layer, the binding energy begins to increase again. An examination of the 
interaction at separation distances of 10, 15, 20, 40 and 60 A, (Fig. 5.16), shows that the 
physisorption tends to an attractive energy of approximately 120 tne V, at a distance of 20 A, 
for both the LDA and GGA functionals. At separation distances of 40 and 60 A the binding 
energy has decreased slightly but does not approach zero. From the analysis of the energy 
levels of the hydrogen tnolecule it was observed that the HOMO did not reach the isolated 
molecular level until the tnolecules were separated by around 40 A. Figtue 5.17 shows the 
variation in the HOMO energy of the oxygen molecule for adsorption site E. There was 
tninimal difference in the oxygen HOMO energies at long range between parallel and 
perpendicular adsorption sites. 
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Figure 5.17 Variation of the HOMO energy as a function of the separation distance for an 
oxygen molecule physisorbed on graphene in adsorption site E. Calculations are performed 
using the LDA (o) and GGA (•) functionals. The lines represent linear fits through the data 
between separation distances of 3 and 10 A. 
The energy of the HOMO does not reach the isolated level of 6 e V by 40 A which is 
consistent with the increased interaction and larger electronic stlucture associated with the 
oxygen molecule. However the limit the HOMO does reach is approximately 1.4 and 1.6 eV 
stnaller than the isolated value for the LDA and GGA functionals respectively. The energy of 
the HOMO drops rapidly between 2 and 3 A separation and then the gradient of the curve 
abtuptly decreases at 3 A. A linear relation is observed between the separation distance and 
the oxygen HOMO in the range 3 to 10 A with conelation coefficients of 0.999. This linear 
feattu·e does not appear in the HOMO energy plots of the hydrogen molecule. In addition, a 
ttmring point in the HOMO energy curve, observed at a separation distance of approximately 
3.5 A in the LDA curve for hydrogen adsorption, is not found in the HOMO energy curves for 
oxygen adsorption. At separations larger than 10 A the relationship between the separation 
distance and HOMO level becomes unclear but it ceases to be linear over the range 10 to 60 A 
as the rate of the drop in energy decreases. The reasons for the linear relation between the 
HOMO energy and the separation distance, and particularly the non-zero interaction at large 
distances, are currently unknown. 
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Oxygen physisorption on graphene has been found to be stronger than hydrogen 
physisorption for all adsorption sites exrunined ru1d both DFT functionals. This is due to an 
increase in the number of electron wavefunctions of the oxygen molecule compared to 
hydrogen. Increased stable binding sepru·ation distances are attributed to the spatial extent of 
the electron wavefunctions of oxygen. In concm1·ence with the trends in hydrogen adsorption 
pru·allel configm·ations of the oxygen molecule show increased stability over perpendicular 
configurations. Divergence in the sepru·ation distances between oxygen and hydrogen stable 
binding sites ru·e speculated to be due to the distortion of the vdW volume by the complex 
electronic structtue of the oxygen tnolecule. The oxygen-graphene interaction is maintained 
at a significant attractive energy at long range sepru·ations. In parallel with the hydrogen 
molecule the HOMO energy level of oxygen does not reach its isolated value at shott and 
medium ranges. However the reason the binding energies and HOMO level does not reach 
the isolated value at long range is unclear. 
5.3 Oxygen Adsorption on Carbon Nanotubes 
5.3.1 External Adsorption 
The stable binding energies for oxygen adsorption to the outside of the (1 0, 0) and (9, 
0) cru·bon nanotubes are presented in Table 5.3 together with the separation distances between 
the centre-of-n1ass of the oxygen molecule and the nanotube wall. 
Adsorption 
site 
B 
E 
Table 5.3 Separations and binding energies of molecular oxygen outside 
the (1 0, 0) and (9, 0) SWNTs. The separation distances are measured 
from the nanotube wall to the centre-of-mass of the oxygen molecule. 
(10, 0) (9, 0) 
LDA ftmctional GGA functional LDA functional GGA functional 
Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) 
3.0 287.1 3.7 191.8 3.0 293.7 3.7 202.7 
2.5 351.4 3.2 198.9 2.6 346.8 3.3 208.3 
In contrast to hydrogen physisorption binding energies of oxygen to the outside of the 
nanotube are larger than binding to graphene. This observation is supported by TPD spectra 
of oxygen physisorption on graphite and carbon nanotubes where the desorption tetnperature, 
and therefore the energy required for desorption, is lower for oxygen on graphite than oxygen 
on nanotubes. 19 Both the DFT functionals overestimate the strength of the oxygen adsorption 
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to graphite by a minilnum of approximately 20 meV. For oxygen adsorption to nanotubes the 
GOA functional gives good agreement with the TPD obtained desorption energy fron1 
nanotube bundles of 192 me V 17 for the (1 0, 0) nanotube and reasonable agreement between 
experiment and the physisorption to the (9, 0) nanotube. The LDA functional significantly 
overestin1ates the binding energy of oxygen to nanotubes and therefore the GOA functional is 
once again favom·ed to predict binding energies. Additionally the stable binding separation 
distances are reduced relative to the distances of oxygen on graphene adsorption which is also 
in contrast to hydrogen physisorption. However the tendency for parallel configm·ations to 
bind closer to the carbon nanostructm·e with larger biltding energy than the perpendicular 
configuration is consistent between hydrogen physisorption and oxygen on graphene or 
nanotube adsorption. Binding energies and separations are found to be similar between the 
(10, 0) and (9, 0) nanotubes although there is some variance in the energies. This is ascribed 
to the fact that, with the increased number of electrons in oxygen compared to hydrogen, the 
wavefimction overlap between oxygen and nanotube will change 1nore than between 
hydrogen and nanotube even with only slight n1odifications in the position and orientation of 
the oxygen molecule and/or the curvature of the nanotube. 
The increase in binding energies fron1 oxygen bound on graphene to oxygen bound on 
nanotubes can be rationalized by exatnining the induced electron structure on the cru·bon 
nanostructures. As the oxygen molecule approaches the graphene plate there is a strong 
perturbation in both the oxygen molecule and the graphene plate. Due to tllis interaction 
electrons in the cloud, primalily around the nearest carbon atoms, ru·e pushed out and away 
from the immediate area of interaction (Fig. 5.12a). However, this brings the displaced 
electrons into proximity with the electron cloud smTounding the next nearest carbon atoms 
and electron-electron repulsion stops the electron cloud fi·om diffusing outwards. In contrast 
when hydrogen approaches the graphene plate the weak interaction is not strong enough to 
push the nearest electron cloud out significantly. Thus there is less electron-electron 
repulsion between the electron clouds of the nearest and next nearest carbon atoms in the 
hydrogen-graphene system than the oxygen-graphene system. Cornpaling Figures 5.12a and 
b it can be seen that the relatively simple induced electron stn1ctm·e on the hydrogen molecule 
actually attracts electrons from the graphene towards the hydrogen molecule as opposed to the 
complex multipole structure of the oxygen which pushes the electrons surromtding the carbon 
ato1n away. 
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Figure 5.18 Contour maps of the change in electron density of (a) the hydrogen-(10, 0) 
nanotube system and (b) the oxygen-(1 0, 0) nanotube system. The diatomic molecules are 
adsorbed on graphene in site Bat a distance of 3.2 A from the graphene surface. Black 
circles represent (a) hydrogen and (b) oxygen atoms and black squares represent the C-C 
bond midpoints. Scale bars are in units of e!A3. 
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When the oxygen molecule approaches the carbon nanotube wall the interaction is still 
strong. As with graphene the electron cloud around the nearest carbon atoms are pushed 
away from the tnain interaction area (Fig 5.18). However, since the curvature of the nanotube 
allows the electrons on the outside of the wall to fan out radially (Fig. 4.14), the interaction-
displaced electron cloud can spread out further before similar electron-electron repulsive 
forces are experienced. Tllis reduces the total interaction between the oxygen and the 
nanotubes but it also reduces the electron-electron repulsion in1posed on the system by the 
displacement of the electron density clouds on the carbon atoms. Evidence for this lies in the 
fact that the electron density is less perturbed for the nanotubes (Fig. 5 .18) than the graphene 
(Fig. 5.12). The gradient of the electron density change is larger around the carbon atoms of 
the graphene plate than the carbon atotns of the nanotube. Additionally there is little change 
in the electron density around the next nearest neighbour carbon atotns of the nanotube but 
relatively large changes in the equivalent carbon atoms of the graphene plate. The peaks in 
the electron density change on the nearest carbon atoms are not modified significantly 
compared to the peaks on the oxygen atom itself indicating only a slight reduction in the 
interaction. Thus the reduction in electron-electron repulsion for a small reduction in 
interaction corresponds to a larger binding energy for oxygen adsorbed on nanotubes rather 
than graphene. The reason the hydrogen-nanotube binding energy is decreased slightly fi·om 
the hydrogen-graphene energy is the near absence of the electron-electron repulsion found in 
oxygen adsorption. As the hydrogen molecule approaches the nanotube it only interacts 
sigtlificantly with the nearest carbon atoms and, like graphene, the electron cloud does not 
move away from the interaction area. Consequently there is negligible change in the electron-
electron repulsion imposed on the systen1 and the binding energy is governed solely by the 
drop in interaction due to the nanotube curving away from the hydrogen. 
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5.3.2 Internal Adsorption 
From Table 5.4 it is observed that molecular oxygen adsorbed inside the (1 0, 0) and 
(9, 0) carbon nanotubes is energetically favourable compared with adsorption to graphene or 
the outside of the nanotubes. This is analogous to the hydrogen situation where the negative 
ctu·vature of the nanotube decreases the hydrogen-carbon atom distances allowing interaction 
with tnore carbon atoms in the nanotube wall. 
Table 5.4 Separations and binding energies ofmolecular oxygen inside the (10, 0) and (9, 0) SWNTs. The 
separation distances are measured from the nanotube wall to the centre-of-mass of the oxygen molecule. 
(10, 0) (9, 0) 
LDA functional GGA functional LDA functional GGA fimctional 
Adsorption 
site Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) Sep (A) Ebind (meV) 
B 3.7 480.10 3.9 317.43 3.5 642.37 3.5 263.13 
E 2.9 489.46 3.9 317.93 3.2 611.32 3.5 354.92 
All separation distances are larger than the external adsorption counterparts which is another 
consequence of the increased interaction. As the number of carbon atoms in proximity to the 
oxygen molecule increases the molecular bonding energy level drops and the antibonding 
level increases. Since it is the balance between the attractive and repulsive forces that 
governs the net force on the adsorbate the oxygen molecule must be positioned further frotn 
the inside of the nanotube wall than extetnally adsorbed oxygen in order for the antibonding 
level to drop sufficiently to allow a net attraction. 
Such an increase in the molecular separation distance is limited by the radial size of 
the nanotube. As the oxygen molecule approaches the nanotube axis the interaction drops to a 
minimmn and as the oxygen passes the nanotube axis approaching the opposing wall the 
interaction clilnbs again due to the symmetry of the nanotube. This results in an increase in 
both attractive and repulsive forces. The (1 0, 0) nanotube is large enough for the LDA 
functional to predict stable binding within the nanotube radius for both orientations of the 
oxygen molecule. The GGA functional predicts stable binding only on the nanotube axis 
where the net attraction is not optimum. In contrast, the LDA functional predicts that only the 
parallel configtu·ation of oxygen will bind within the radius of the (9, 0) nanotube as the 
alignment of the oxygen molecular axis parallel to the nanotube axis serves to reduce the 
anti bonding level enough to allow the optimum physisorption. The LD A prediction for the 
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perpendicular configm·ation, and both GGA predictions, put the oxygen molecule on the 
nanotube axis. Figure 5.19 shows the potential energy cm·ves for oxygen adsorbed in site B 
both inside and outside the (10, 0) and (9, 0) nanotubes. Only the binding energy of oxygen 
physisorbed inside the ( 10, 0) nanotube and calculated using the LDA functionals shows 
optimum adsorption within the nanotube radius. As such the binding energy curves of the 
GGA functional and the (9, 0) nanotube do not display the double peak characteristic of 
hydrogen adsorption to the inside of the nanotube. The internal energy cm·ves indicate that as 
the oxygen is moved off the axis the rise in the antibonding level rapidly surpasses the 
molecular bonding level and the net force on the tnolecules swiftly becomes repulsive. The 
(9, 0) nanotube shows a narrower interaction profile than the (10, 0) which derives from the 
fact that, since the (9, 0) nanotube is smaller in radius, the n1ovement of the oxygen molecule 
by a sitnilar an1ount in both nanotubes shifts the bonding and antibonding levels faster in the 
(9, 0) nanotube. 
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Figure 5.19 Variation in oxygen physisorption energy as a function of distance from the axis 
of(a) the (10, 0) nanotube and (b) the (9, 0) nanotube calculated using the LDA (o) and GGA 
(•) functionals. The oxygen molecule is placed in adsorption site B. 
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Figure 5.20 Contour maps of the change in electron density of the oxygen molecule adsorbed 
in site B inside (a) the (9, 0) and (b) the (10, 0) nanotube and site E inside (c) the (9, 0) and 
(d) the (10, 0) nanotube. The oxygen molecule (circles) is positioned (a, c) 3.5 A and (b, d) 
3. 9 A from the nanotube walls. Squares represent the carbon atoms. Scale bars are in units 
ofeiA3. 
176 
Chapter 5: Gas Physisorption on Carbon Nanostructures 
Figure 5.20 shows the increased interaction in the form of the change in electron 
density. The adsorption of hydrogen was shown to have a major difference in the electron 
density changes between the carbon ato1ns located at the sides and at the ends of the hydrogen 
aligned perpendicular to the nanotube wall (Fig. 4.19). This asymmetry effect is observed in 
Fig 5.20a and b although less variation between carbon atoms is noticed for the (10, 0) 
nanotube (Fig. 5.20b). Greater perturbation in the electronic structure, particularly the 
gradient around the oxygen molecule, is noted as the radius of the nanotube decreases, and as 
the orientation changes fi.·otn parallel to perpendicular. This is due to the decreased distance 
between oxygen and carbon aton1s and the subsequent increase in interaction. 
Adsorption 
site 
B 
E 
Table 5.5 Ratio of binding energy inside to binding energy 
outside the nanotubes in adsmption sites B and E. 
(10, 0) (9, 0) 
Hydrogen Oxygen Hydrogen Oxygen 
LOA GGA LDA GGA LDA GGA LDA GGA 
1.9 2.4 1.7 1.7 2.4 2.4 2.2 1.3 
1.7 2.3 1.4 1.6 2.0 2.3 1.8 1.7 
Although there is considerable distortion of the electronic structure the benefit of internal 
adsotption still outweighs external adsorption as it did for hydrogen. However, Table 5.5 
shows that the ratio between the binding energy inside to the binding energy outside decreases 
fi.·om hydrogen to oxygen adsorption. This implies that the benefit of internal adsorption has 
decreased with the size of the adsorbed molecule's electron cloud. Thus it may be expected 
that, as the number of electrons increases and/or the radius of the nanotubes decreases, the 
ratio of binding energy inside to outside will drop and change sign as the increased divergence 
of the bonding and antibonding orbitals causes progressively larger net repulsion. This 
hypothesis could be tested in future studies by examining the internal adsorption 
characteristics of a series of increasingly larger molecules such as the halogen gases. 
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SUMMARY 
In general, adding a second nanotube enhances the hydrogen physisorption energies. 
This is due to the greater number of carbon atoms causing increased interaction between the 
hydtogen molecule and the carbon nanostructures. Nanotube-nanotube interactions are found 
to be similar to other experimental and theoretical results in both binding energy and intertube 
separation distance. An approxhnate L-J curve esthnated from experimental data is found to 
be comparable to the shape of the DFT curves and gives a pteference for the GGA calculated 
binding energies. The lengthy computation times necessitated a preliminary study of the 
nanotube-nanotube-hydrogen system. Constraints on the number of atoms limited the 
investigation to looking at the physisorption characteristics between hydrogen and the side of 
a nanotube bundle. Stable binding energies have been found for hydrogen in adsorption sire 
D. However it would be constructive to study the adsorption of molecular hydrogen to the 
nanotube-nanotube system in site E. This site may give tnore optimum binding energies as it 
will eliminate the orientation changes observed as the hydrogen molecule is moved closer to 
the nanotubes. The expansion of the system, fi·otn one to two nanotubes, has been beneficial 
in understanding the physisorption characteristics of a practical nanotube system. It also leads 
effectively to further projects concetning the adsorption of hydrogen to multiple nanotubes or 
adsorption of multiple hydrogen molecules. 
Physisorption of oxygen to carbon nanostructures is found to be more stable than 
hydrogen adsorption for all sites and both DFT functionals. The preference for parallel 
configurations over perpendicular configurations is consistent for both diatomic molecules. 
Larger binding energies and separation distances are ascribed to increased wavefunction 
overlap due to the increase in electron number between hydrogen and oxygen. In contrast to 
hydrogen adsorption, oxygen adsorbs more favourably on the outside of the carbon nanotubes 
as opposed to on graphene. This is credited to a cotnbination of increased interaction, due to 
wavefunction ovedap, and the curvature increase from graphene to the carbon nanotube 
which causes the distance between the oxygen molecule and carbon atoms in the 
nanosh·ucture to increase. The adsorption characteristics of oxygen inside nanotubes are also 
dependent on the increased wavefunction overlap and curvature. Internal adsorption is 
favoured over exte1nal for both diatomic tnolecules however the benefit of internal adsorption 
is seen to decrease :fi:om hydrogen to oxygen. The implications for hydrogen storage of the 
superior physisorption strength of oxygen is that if any oxygen is present in the storage 
system it is likely to displace the hydrogen. In addition the energy given out by the stable 
binding of oxygen to the carbon is sufficient to desorb the physisorbed hydrogen. 
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Chapter 6: 
SYNTHESIS AND CHARACTERISATION OF 1 D 
NANOWIRES IN CARBON NANOTUBES 
The following chapter reports on the results of experilnental studies concermng 
nanotube encapsulated materials. As earlier discussed the fonnation of nanowires by 
nanocapillarity provides an excellent platform for studying confine1nent and quantum effects 
in one dimension in addition to practical uses of these materials such as components in ultra 
fast electronics. The effectiveness of the n1oltentnedia1 and aqueous solution2 filling methods 
are compared through experiments to fill S WNTs with mercury telluride and silver nitrate. 
Studies of the structural and electronic properties of the filled nanotubes are carried out using 
a range of experimental teclmiques including thermogravimetric analysis (TGA), X-ray 
photoelectron spectroscopy (XPS), transmission electron and scruming tunnelling microscopy 
(TEM and STM respectively). 
The itnportance of this work may also have in1plications for hydrogen storage using 
adsotption on cru·bon nanostluctm·es. As discussed in chapters 4 and 5 the physical 
interaction between carbon nanotubes and pristine carbon nanostructures is weak compru·ed to 
covalent bonds. However it is known that doping the cru·bon nanostructm·es with lithium 
atoms cru1 enhance the hydrogen bit1ding energies by a factor of two3 and increase storage 
capacity by a factor of 10-20 [Ref. 4] from that of adsorption onto pristine carbon nru1otubes. 
This is considered to be a physical process whereby charge transfer occw·s between the doped 
Li atom and the carbon nanostructm·e. 3 The Li atom creates a polar electronic structm·e which 
results in stronger interactions between the nanostructure and the hydrogen molecules. It has 
also been shown that it is the interaction between the lithium ru1d carbon nanostn1cture that 
enhances the physisotption rather than the lithiun1 atom by itself as the interaction between 
isolated lithium and hydrogen is weaker than the Li-doped nanotube and hydrogen 
interaction.4 Filling carbon nru1otubes via the solution method with palladium or vru1adiwn 
has been shown to increase the hydrogen storage capacity of pristine nanotubes by 
approximately 30%.5 In contl·ast to the Li doping technique the palladium or vanadium acts 
as a catalyst causing the dissociation of the hydrogen molecule. The resulting hydrogen 
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atotns are chemically adsorbed by both the tnetal nanoparticles and the carbon nanostructure. 
Although there is uptake by both cotnponents the uptake by only the nanotubes is enhanced 
by a factor of two.4 However TEM in1ages show only partial filling of the carbon nanotubes 
and there is no evidence of where the hydrogen is stored or how the filling yield affects the 
atnount of hydrogen adsorbed. 
It is therefore hnperative that the effects of the filling materials on the structural and 
electronic properties of. the carbon nanotubes is studied in order to understand the 
ftmdamental physics of intercalation and proceed to develop the encapsulated tnaterial for 
practical applications such as hydrogen storage tnedia. The microscopy techniques of STM 
and TEM can give structural and electronic information about individual nanotubes filled with 
tnaterial. Using D FT and other computational methods we can go on to compare the 
experitnental properties with theoretical models. In particular we tnay be able to observe 
what effect the filling has on the electron density and therefore the interactions with hydrogen. 
6. 1 Experimental Techniques 
6.1.1 Filling Nanotubes 
Since scanning tunnelling microscopy is a sub-micron technique the purity of filled 
nanotubes, and their concentration on the substrate, is of the highest importance to obtain 
images of the physical structure that accurately represent the nanotube and filling materials. 
Although Albrecht et a/.' s dry deposition technique is reported to isolate individual and small 
bundles of nanotubes from black powder containing large bundles of nanotubes, an1orphous 
carbon and catalyst particles6-8 it is advisable to begin filling nanotube experiments and 
tneasuretnents with as pristine a supply of SWNTs as possible. Thus eight satnples of 
SWNTs frotn various suppliers9 were analysed using a counterbalance TGA device 
accompanied by evaluation via TEM. The nanotube srunples were obtained from cotnmercial 
supplies fabricated by the ru·c dischru·ge or CVD methods and in some cases the nanotubes are 
already purified. The estimated quality ranges fi·om 40-60% carbon content to 80% SWNT 
content and the quoted properties of the nanotube srunples ru·e presented in Table 6.1. 
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Table 6.1 Quoted specifications of the eight nanotube samples. 
Where no information is supplied concerning the nanotubes, NIA is displayed. 
Production Purification Carbon SWNT Catalyst 
Sample Method Technique Content(%) Content(%) Content(%) 
CVD Acid treatment >70% N/A 5% 
2 CVD N/A 90%" >50% 10% 
3 CVD N/A 90%" >50% 10% 
4 Arc Discharge As produced 40-60% N/A 30% 
5 Arc Discharge Acid treatment 80-90% N/A 5-10% 
6 Arc Discharge As produced 50-70% 50-70% N/A 
7 Arc Discharge As produced 70%b >40% <30% 
8 Arc Discharge 
Acid treatment, 
N/A 70-80% 3% thermal annealing 
a: Nanotubc content of the sample 
b: Includes estimate ofSWNT and amorphous carbon (a-C) content 
TGA was conducted on 2-10 tng samples of the supplied black powder. The 
temperature of the TGA furnace was rru.nped from 290 to 1270 K at a rate of 10 K/min llllder 
a constant flow of con1pressed dry air. After identifying the sample of highest quality 
SWNTs the nanotubes were heat treated in order to oxidise ru.1d open the nanotube caps. A 
sample of the chosen nanotube powder was placed in a ceramic boat and placed in a tube 
furnace under ru.nbient atmospheric conditions. The temperature of the tube furnace was 
increased to 770 K at 10 K/min, held constru.1t for 15 tnins and then allowed to cool at its own 
rate. Immediately prior to the sample temperature dropping below 100 I<, the nanotube 
powder was removed and sealed in an air-tight vial to stop water re-condensing into the 
product. 
The filling of the SWNTs was accomplished by two methods. 
1. Nanotube powder is ground with the filling material in approximately a 1:1 mass ratio, 
with a slight excess of filling material, to achieve complete mixing and to reduce the 
size of the constituent particles. Once thoroughly mixed the resulting powder is sealed 
inside a silicon dioxide ampoule under a pressure of approximately 1 o-2 to 1 o-3 mbru.-. 
The sealed an1poule is then placed inside the tube futnace and the temperature is 
increased to 1 00 K above the melting point of the filling material. Once at the desired 
level the temperature is kept constant for approximately 4 hours then the furnace is 
allowed to cool at its own rate. Nru.1otube filling by tlll.s method was attempted for 
silver nitrate (AgN03, melting point; 485 K, decomposes at 717 K) and mercury 
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telluride (HgTe, melting point; 946 K) 10 as these compounds have been known to fill 
carbon nanotubes. 
2. A water soluble filling tnaterial is dissolved in deionised water until the solution 
becomes saturated. The heat treated nanotube powder is then introduced and the 
solution is stined for 12 to 72 hours. Extraction of the nanotube product is 
accomplished through two cycles of filtering the nanotube/water solution then 
washing the resultant nanotube matt with deionised water. After a final filter stage the 
resultant nanotube matt is then dried overnight at 3 73 K. In some cases the filling 
material can be decomposed within the nanotube by oxidising the nanotube matt in 
stagnant air. This is accomplished by crushing the nanotube matt, placing the resultant 
powder into a ceramic boat then heating the powder in a tube furnace at the 
decomposition temperature of the filling material. 
6.1.2 Scanning Tunnelling Microscopy 
A flat, electrically conducting substrate was prepared by evaporating a 5 00 nm layer 
of gold onto a freshly cleaved surface of mica. An atomically flat gold surface, necessary in 
STM to distinguish between nanotubes and substrate, was obtained by argon sputtering of the 
gold on n1ica, with a beam energy of 5 ke V and a target current of 20 JlA for 10 mins at a 
pressure of approximately 10-5 mbar, followed by atmealing at m·ound 900 K for six hours at 
approximately 10-8 tnbat·. The sputteling/annealing procedure was repeated for a minimum of 
10 cycles to ensure a smooth surface over a square micron. 
Deposition of the filled nanotubes onto the gold substrate was accomplished via a 
vm·iant of the method developed and utilised by Albrecht et a/..6-8 The applicator, a piece of 
fibreglass electrical sheath approxhnately 2.5 em in length, was cleaned thoroughly in acetone 
and isopropanol to remove dirt impurities. The sterile applicator was then pressed into the 
powder of filled nanotubes obtained directly fi·om the sealed vacuum ampoule after the filling 
step. Once coated in black powder the applicator was lightly brushed across the surface of the 
gold substrate keeping the btush direction constat1t. The substrate was then loaded into the 
STM chamber and an ultra high vacuum was established. 
The microscopy instrument used is the Omicron STM/SEM HC which combines STM 
ability with scanning electron microscopy, however the latter feature is not employed in this 
project. Tip position is regulated, in three dimensions, through a system of piezoelectric 
drivers. A feedback circuit n1onitors the voltage applied to the STM tip and adjusts the tip-
sample separation in relation to one of two operating modes: -
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1. Constant height mode (Fig. 6.1a): the STM probe tip is scanned across the sample 
at a constant height with respect to the instrument resulting in a tunnelling current that 
varies as a function of the x-y position. This mode is not used within this study as, if 
the height of the sample feature changes rapidly, the feedback loop may not be 
sensitive enough to promptly adjust the tip elevation. Consequently there is a danger 
of crashing the STM tip into the substrate which can damage the tip and the sample. 
2. Constant current mode (Fig. 6.1 b): the tip is scanned across the surface whilst the 
feedback system monitors and maintains a constant current by attenuating the tip-
sample separation through the piezoelectrics. Whilst there remains a risk of crashing 
the STM tip into the sample surface it is greatly reduced in this mode relative to the 
constant height mode. 
Both scanning modes can produce a similar image resolution and thus constant current mode 
is used here to preserve the STM tip. 
Ir z 
X X 
Fig. 6.1 STM modes of operation a) constant height mode and b) constant current mode. 
The material and shape of the STM tip are important factors in producing high quality 
images with atomic resolution. Firstly the tip must be reasonably stiff so that external 
vibrations are not transmitted to the tip and therefore the image. Secondly the tip should end 
in a single atom to avoid convolution effects discussed in Chapter 2. For this project a 
tungsten wire is shaped into an atomically sharp tip by electrolysis in a 2M NaOH solution. 
The tungsten is used as the anode and stainless steel is used as the cathode. A voltage of 4-12 
V is applied for approximately 2-10 mins. After etching the tip is rapidly transferred into the 
UHV -STM chamber to minimise the formation of a tungsten oxide layer on the outside of the 
tip. An oxide layer would increase the tunnelling gap resistance causing the tunnelling 
current to decrease. A large oxide layer will cause a small tunnelling current and the feedback 
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loop will reduce the height of the tip. If the oxide layer is too large the reduction in tip height 
could result in contact between the tip and the sample potentially causing damage to both. 
STM measurements were taken at room temperature and an ultra high vacuum level of 
the order of 10-11 mbar. The bias voltage between tip and sample was set between± 0.2 V 
and the tunneling cunent was set at 0.1 nA as this is the maximum effective resolution that 
can be achieved with this STM system. Scan sizes ranged frotn 500 J.Lm, to locate areas of 
interest, down to approximately 10 nm, to obtain atomic resolution of the sample. The scan 
rate was set at 0.5 Hz as this was found to be an acceptable compromise between image 
resolution and thetmal drift of the STM tip. STS cunent-voltage curves were generated by 
locking the tip position, ramping the bias voltage from -1 to + 1 V and recording the tunnelling 
current. 
6.2 Analysis of Carbon Nanotube Samples 
6.2.1 Thermogravimetric Analysis 
Figure 6.2 shows the percentage of the original mass as a function of temperature for 
the eight nanotube samples investigated by TGA. The TGA ctn"Ves show a sn1allloss or slow 
oxidation at low temperatures in the range 290 to 340 K. This is indicative of the removal of 
n1oisture frotn the samples. At meditun range ten1peratures of 600 to 1100 K a rapid 
oxidation phase occurs as the carbon content of the samples is burnt off. The oxidation ceases 
at high temperatures leaving behind the residual powder comprised tnainly of metal catalyst 
particles. 
The nanotube powders were agitated between two TGA cycles to test the homogeneity 
of the san1ples. Each sample shows reasonable consistency between the TGA cycles. For 
samples 2, 3 and 8 the TGA curves are indistinguishable between cycles in terms of the onset 
of oxidation, the oxidation range and rate. This suggests that the samples are homogeneous 
and that a specin1en taken at random consists of material representative of the entire sample. 
Samples 4 to 7 show modest homogeneity during burnoff however sample 1 displays a 
significant difference in the onset and bmnoff range between cycles. The act of acid 
ptuification attacks defect sites in the graphitic stlucture attaching carboxylic acid groups to 
the nanotubes. This damages the nanotube walls beyond the disorder inherent in the 
manufacture of the carbon nanotubes. The more disorder present in the nanotube structure the 
faster, and earlier, the bmnoff will occur as there are more defect targets, in the form of 
rearranged carbon structm·e, dangling bonds and acid functionalisation, for the oxygen to 
attack. 
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Fig. 6.2 Thermogravimetric analysis of the eight nanotube samples ramped from 290 to 1270 
K in compressed dry air. 
186 
Chapter 6: Synthesis and Characterisation of I D Nanowires in Carbon Nanotubes 
Although a range in the size and composition of the carbon species will vary within all 
of the satnples the relatively large discrepancies in the bumoff range, oxidation rate and onset 
of sample 1 indicate a broad distribution in the disorder present in sample 1. Random testing 
of sample 1 will therefore result in diverse material properties suggesting that sample 1 may 
be unsuitable for the filling of nanotube experiments. 
Several factors control the oxidation of the carbon species. In general carbon 
nru1otubes are more thermally stable than a-C as the nanotubes ru·e sp2 hybridized compru·ed to 
a mixture of sp2 and sp3 bonded carbon atoms in the a-C. II Carbon atoms in a perfect 
graphitic structure ru·e more tightly bound than atoms in a disordered atTay such as that 
present in a-C. This means that the main oxidation phase of the nanotubes will occur at a 
higher temperature than the a-C. It follows that the onset of oxidation of nanotubes with 
vacru1cies or other defects in the graphitic structure will occtu· at a lower temperatm·e than 
pristine nanotubes since the oxygen can more easily attack the nanotube at defect sites. In 
addition, oxidation onset of nanotubes closed with a fullerene cap will occur at a larger 
temperatm·e thatl open-ended nanotubes since the cap effectively te1minates the dangling 
bonds at the end of the nanotube thus n1inimising the system energy and reducing the number 
of sites that the oxygen can attack. Changes in the gradient of the TGA curves give evidence 
of distinct rates of oxidation due to different carbon species. Oxidation of the MWNTs will 
take place at a slower rate than the SWNTs since the MWNTs comprise several graphitic 
layers. Fmthe1more generic pristine cru·bon nanotubes will oxidise at a slower rate than a-C 
due to the highly ordered graphitisation in the nanotube structure. 11 The rate of nanotube 
oxidation will increase with the degree of defects in the nanotube since the increase in defect 
sites allows the oxidation reaction to occm· faster than oxidation at the ends of pristine 
nanotubes. Sin1ilarly the rate of oxidation of a-C will depend on the ratio of sp2 to sp3 bonds 
increasing with the number of weaker sp3 bonds. Table 6.2 details the approximate oxidation 
ranges for the eight samples taken from Fig. 6.2. 
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Table 6.2 Oxidation onset and cutoff temperatures and the remainin 
percentage of the total sample mass after oxidation. 
Oxidation Oxidation Material 
Sample Onset (K) Cutoff(K) Range (K) Remainder (%) 
650 975 325 10 
2 625 900 275 10 
3 625 900 275 10 
4 575 1150 575 40 
5 700 1150 450 10 
6 550 900 350 35 
7 550 900 350 35 
8 725 1100 375 5 
The as-produced material of san1ples 6 and 7 has the lowest onset of oxidation and a 
midrange oxidation period which indicates a sample made of highly disordered carbon 
material. A slight change in the gradient at 625 K gives evidence for the presence of at least 
two distinct species of carbon however the fact that the oxidation rate between species does 
not change significantly suggests that any nanotubes present in this sample are of a 
con1parable structural quality to the a-C. Samples 2 and 3 have the smallest oxidation range 
and a midrange oxidation onset. These points indicate a rapid oxidation rate and a reasonable 
level of ordering in the material structure, respectively. The absence of any distinguishable 
gradient changes indicates a single species of carbon is present in samples 1 to 3. Sample 4 
has the largest oxidation range; over 100 l( more than the next largest. Furthermore the TGA 
curve shows gradient changes within the main oxidation phase indicating several distinct 
species of carbon. These gradient changes al'e amplified in sample 5 which is an acid-purified 
version of sample 4. The TGA curve for sample 5 also indicates the effect of acid 
purification. Sample 5 has a similar oxidation cutoff temperature to satnple 4 but the onset of 
oxidation occurs 100 K later. From Fig. 6.2 the onset of oxidation of sample 5 coincides with 
a change in gradient in the TGA curve of sample 4. This implies that the carbon species that 
is oxidised between 575 and 700 K has been removed by the acid purification. Sample 8, 
whilst having a midrange oxidation rate, has the highest oxidation onset temperature and a 
high cutoff value. The two TGA cycles are indistinguishable and have no distinctive gradient 
changes implying that sample 8 is prin1ari.ly a single thermally stable carbon species. Table 
6.2 also gives the amount of tnaterial, left behind after oxidation has ceased, as a percentage 
of the original sample mass. In general the amount of material left over is consistent with the 
quoted values presented in Table 6.1. 
188 
Chapter 6: Synthesis and Characterisation of I D Nanowires in Carbon Nanotubes 
Figure 6.3 shows the TGA curves and their derivatives for samples 4, 5, 6 and 8. 
Sample 4 (Fig. 6.3a) has two distinct peaks in the derivative at approximately 625 and 775 K. 
However, the peak at 625 K is missing from the pm·ified version, sample 5 (Fig. 6.3b), finiher 
indication that the species oxidised at 625 K has been removed by the acid pm·ification. The 
peak at 77 5 K is tnore pronounced for sample 5 and a peak emerges at approximately 97 5 K 
that appears in the plot of sample 4 as a slight plateau in the derivative. Sample 6 (Fig. 6.3c) 
shows three distinct peaks in the derivative indicating three distinct species of carbon in the 
as-produced sample of nanotubes. A further small plateau occurs at approximately 77 5 1( in 
the same position as the largest peaks in the derivatives of sample 4 and 5. This indicates the 
presence of a small amount of the species that is oxidised at this tetnperature. In contrast, and 
in line with the homogeneity of the TGA curves, sample 8 (Fig. 6.3d) shows one peak at a 
temperature of approximately 875 K: the highest temperature observed in the derivative peaks 
which implies a high thermal stability of the carbon species in sample 8. 
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Fig. 6.3 Thermogravimetric analysis of samples a) 4, b) 5, c) 6 and d) 8 (dashed lines, left 
hand scale) including plots of the derivative of the TGA curves (black lines, right hand scale). 
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6.2.2 Transmission Electron Microscopy Analysis 
The TGA data presented in Section 6.2.1 reveals many details about the composition 
of the eight samples. In particular the carbon content of the samples is confirmed from the 
mass remainder at the end of oxidation and qualitative estimates of the disorder have been 
made. However, the main question: how much of the carbon content is SWNTs and what is 
the graphitisation of nanotubes present can not be answered by TGA alone. The following 
section examines the variety of carbon species present by qualitatively assessing TEM images 
of the eight samples. 
A typical TEM image of sample 1 (Fig. 6.4) shows the presence of single walled 
nanotubes that appear as pairs of parallel lines in the upper left corner. Both isolated and 
bundled nanotubes are present in the sample which will burn off at different rates as the outer 
nanotubes of the bundle must be oxidised before the inner nanotubes can be attacked by the 
oxygen. However, there is also a significant amount of extraneous material coating the 
exterior of the nanotubes which would require removal to allow other substances to fill the 
nanotubes. The coating appears to be unevenly distributed on the nanotubes: some sections of 
the nanotube wall appear to be uncontaminated by coating (arrowed in Fig. 6.4) whilst other 
sections have a thick coating. The intermediate coating implies inconsistent graphitisation of 
the SWNTs making sample 1 unsuitable for the STM experiments. 
20nm 
Fig. 6.4 TEM image of sample 1: acid purified carbon nanotubes. 
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Fig. 6.5 TEM images of sample 5 showing coating of the nanotubes (black striations in a). 
Nano-onions and catalyst particles are also present in sample 5 (b) particularly in the lower 
left corner of the image. 
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The coating on the nanotubes is also evident in TEM images of sample 5 (Fig. 6.5) 
which, like nanotube sample 1, is purified by refluxing in acid. Tubular structures are present 
in Fig. 6.5a) giving evidence for bundles of carbon nanotubes. However, in several cases, the 
boundary between the coating and the edge of the nanotube bundles is indeterminate. In 
contrast to sample 1 the nanotube bundles are completely coated implying consistently poor 
graphitisation of the nanotubes. Large scale images of sample 5 (Fig. 6.5b) show several 
filaments are present protruding from a conglomeration of other carbon tnaterial. There is no 
distinction between the boundaries of the nanotube and the coating due to the poor resolution 
at the lower magnification. Figure 6.5b gives evidence for several other species of carbon that 
were indicated in the gradient changes of the TGA curves. Nano-onions are observed 
amongst disordered a-C material within the conglomeration in the lower left corner. There 
are also catalyst particles left behind from the acid treatment which are displayed as dark 
globular regions. These have not been removed as they are encapsulated in a quantity of the 
multilayer nano-onions which have a highly graphitised shucture and appear to be resistant to 
attack by acid. Fmihermore, from Fig. 6.5 the proportions of the filaments to the a-C species 
in sample 5 are reasonably constant. As with sample 1, filling the nanotubes requires the 
removal of the coating. The acid-n·eated srunple 5 would require significant futiher 
pm·ification, in the fonn of thermal annealing to remove the coating, to improve the 
graphitisation and ratio of nanotubes to a-C in order to increase both the filling yield and the 
probability of finding a filled nanotube under STM. As the TGA curves show that the 
pm·ification of sample 4 results in the retnoval of material the ratio of nanotubes to disordered 
cru·bon is smaller for sample 4 than sample 5. Consequently neither sample is deemed 
suitable for the encapsulation and STM experiments. 
Figure 6.6 is a typical TEM image of srunple 6. Large bundles of SWNTs ru·e visible 
however these tend to be in the tninority compared to the substru1tial amount of catalyst 
pru"ticles (black globular clusters) and a-C (disordered grey tnaterial). Additionally the ends 
of the nanotube bundle apperu· to be encased in the disordered material. Although the bulk of 
the nanotubes are free of coating and the walls apperu· to be tmbroken and reasonably ordered, 
exn·acting and opening the ends of the nanotubes, in order to fill the nanotubes, will require 
extensive purification to remove the disordered carbon. Sample 7 is sin1ilar to sample 6 in 
carbon and catalyst content. The compru·able shape of the TGA curves and the range in 
oxidation temperature of samples 6 and 7 shows that the two samples are composed of similru· 
proportions of nanotubes, a-C and catalyst material. Therefore, given the propot1ion of 
nanotubes to a-C and the fact that purification will damage and desn·oy the nanotubes, 
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reducing the probability of obtaining an adequate yield of filled nanotubes for STM, samples 
6 and 7 are also deemed unsuitable for charactering nanotube encapsulated nanowires. 
Fig. 6.6 TEM image of sample 6 showing bundles of SWNTs (tubular structures), disordered 
carbon (grey material) and catalyst particles (large black regions). 
The carbon content, for samples 2 and 3, is around 90% and as high as 95o/o for sample 
8 which, given the shape of the TGA curves indicates a high proportion of a single carbon 
species. If the main constituent is SWNTs the probability of filling nanotubes and in turn, the 
likelihood of finding an isolated and filled nanotube under STM will be significantly 
increased over the probabilities deriving from the use of samples 1 and 4 to 7. Sample 2 was 
quoted to contain more than 50% SWNTs. However extensive TEM examinations of sample 
2 failed to find a SWNT. A high percentage of the sample was found to be MWNTs (Fig. 
6.7a). A line profile across the tubular structures on the left of Fig. 6.7a (Fig. 6.7c) shows that 
the spacing between the black striations is 0.34 ± 0.02 nm; equal to the interlayer spacing of 
graphite and confirming that sample 2 consists mainly of MWNTs. On obtaining a different 
sample (sample 3) of the CVD grown nanotubes that were expected to contain more than 50% 
SWNT it was confirmed by TEM that both samples were predominantly MWNTs with nano-
onion impurities. The TGA curves for samples 2 and 3 are nearly identical showing high 
quality homogeneity between both samples. In agreement the TEM images show 
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exceptionally clean and faultless nanotube structures. The walls of the profiled nanotubes on 
the right of the image show no breaks in the nanotube walls. In addition many of the 
nanotubes in the bundle on the right also have continuous, unbroken walls. 
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Fig. 6.7 (a); Arrays of multilayer tubular structures (black striations) and nano-onion 
imaged via TEM (b)· a magnification of the 10 nm by 10 nm area highlighted by the white 
square in (a), (c); the profile of the line joining the two circles in (b). The spacing is 
measured between two pairs of adjacent striations denoted by the white squares in (b) and the 
black lines in (c). Intensity is a relative measure of the number of electrons impinging on the 
CCDcamera. 
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Whilst it is theoretically possible to study tnaterial intercalated inside MWNTs using 
STM the weak interaction between additional layers may reduce the effect of the filling 
tnaterial on the conductance properties observed in the STS measurements. MWNTs also 
tend to have multiple caps which would need to be removed before filling could occur. The 
opening of nanotubes can be accomplished by acid treatment, which is undesirable due to the 
potential dan1age caused to the nanotube walls, or thermal oxidation to burn off the caps 
which could result in the combustion of a large fraction of the nanotube material. 
Subsequently samples 2 and 3 are rejected in favour ofSWNTs. 
Typical TEM in1ages of the nanotube powder frotn sample 8 are presented in Figure 
6.8. The itnages show the presence of long filaments with nano-onions and clusters of a-C. 
Sample 8 appears to have a large proportion of nano-onions in contrast to the other samples 
examined. These nano-onions and portions of the a-C are observed covering the ends of some 
of the nanotube bundles (an·owed in Fig. 6.8a) and will need to be removed in order to allow 
any filling material to pern1eate into the nanotubes. The itnage with greater magnification 
(Fig. 6.8b) shows well defined nanotube walls that appear clean and unbroken. The apparent 
lack of extraneous coating on the nanotubes indicates that the functional groups were 
removed, and the graphitic structure is repaired, by the thermal annealing in vacuun1 that the 
sample underwent prior to delivery. The spacing between the nanotube walls, close to the 
bundle edges, is tneastu·ed to be 1.2 ± 0.2 nm apart, confinning the presence ofSWNTs in the 
bundles. From the TEM images and the results of the TGA analysis the SWNT content of 
sample 8 is conservatively estimated at 90 %. 
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Fig. 6.8 a) Large scale TEM image of nanotube sample 8 showing nano-onions, filaments of 
nanotubes and disordered carbon. Arrows indicate nanotube bundle ends encapsulated in a-
C. b) A magnified TEM image of the nanotube filaments in sample 8. 
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The nanotube samples investigated have a wide range of compositions. Main features 
of each sample and suitability for encapsulating 1naterial for STM analysis are as follows: -
• Samples 1 and 5 
o Significant an1ow1t of coating on nanotubes which would need to be retnoved 
to allow filling to occur, 
o Nanotubes are not the dominant carbon species, 
o Substantial proportions of the material are nano-onions, catalyst particles and 
a-C, 
• Samples 4, 6 and 7 
o As-produced material; no purification, 
o Low nanotube content, 
o Requires extensive pw·ification. 
• Samples 2 and 3 
o Good quality nanotubes; clean and well graphitised structure, 
o Nano-onion impurities present with minimal amotmt of catalyst pruiicles, 
o Predominantly MWNT samples. 
• Samples 1 to 7 are deemed unsuitable for filling experiments. 
• Sample 8 
o Sample is n1ostly uncoated, well graphitised btmdles of SWNTs, 
o Minimal amount of catalyst present, 
o Ends of the nanotube bundles appear covered with nano-onions and a-C, 
o Suitable for filling experiments after removal of the nano-onions and a-C. 
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6.3 Filling of Carbon Nanotubes 
6.3.1 Pretreatment of Carbon Nanotubes 
For carbon nanotubes to be successfully filled either the filling tnaterial must react 
with, and thus remove, the end caps or the nanotubes must be pre-opened before the 
introduction of the chosen encapsulate. Ajayan et al. have shown, through TEM, that the 
walls of MWNTs can be etched away by oxidation in air at approximately 970 K. 12 As the 
carbon pentagons in the cap introduce surface stress, the C-C bonds are weakened compared 
to the tnore stable bonds in the bulk of the carbon nanotube. The C-C bonds at the tip of the 
nanotube are therefore n1ore easily broken when energy is put into the system. Thus 
oxidation of the tip occurs prior to oxidation of the nanotube wall. However once the tip is 
retnoved the oxidation of the nanotube wall, from the now open end of the nanotube, occurs 
rapidly as seen by the slow onset of oxidation followed by the steep main oxidation phase in 
the TGA curves presented in Fig. 6.2. 
To assist in the filling of nanotubes only the guaranteed ren1oval of the tip and 
surrounding material is required. As such TGA was conducted on the high quality, SWNT 
nanotube san1ple 8 (hencefolih referred to as carbon nanotubes or simply nanotubes) in 
compressed dry air. The temperattu·e of the furnace was ran1ped from 290 to 770 Kat 10 
K/min then held at 770 K for a period of 15 mins. A maximmn of 770 K was chosen as this is 
past the point of oxidation onset but not in the main rapid oxidation phase. If the higher 
tetnperature of 870 K was chosen nearly 40% of the material would be burnt before the 
temperatm·e hold phase: to reiterate the removal of the cap must be guaranteed but the bulk of 
the tnaterial n1ust remain intact to give the best chance for qualitative filling. Figure 6.9 
presents the resultant TGA curve of percentage weight loss as a function of both temperattu·e 
and time. 
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Fig. 6.9 Thermogravimetric analysis of the SWNTs presenting the unburnt mass as a function 
of a) temperature in K and b) time in mins. 
The weight loss vs temperattu·e curve (Fig. 6.9a) is identical to the TGA ctu-ves of 
these nanotubes in Fig. 6.2 up to 770 K which further illustrates the homogeneity of the 
nanotubes. During the temperature hold phase a tnass loss of 7.5% is recorded and the 
gradient of the tnass loss vs. time plot is constant during the hold phase (Fig. 6.9b ). This 
consistent rate of oxidation of 0.5% n1in-1 signifies that the species undergoing oxidation have 
an identical structural configuration. The sh·ucture under consideration is assumed to be the 
highly ordered sp2 hybridized nanotube wall in preference to the disordered amorphous 
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carbon or the nanotube caps. A total mass of 12.5% was lost via oxidation with the majority 
bw·nt off in the hold phase. The constant rate of oxidation at 770 I( allows the prediction of 
the mass loss after a range of hold times. Total mass loss is equal to the sum of mass loss 
during the temperature ramp phase, MR, and the mass loss during the hold phase, MH. From 
Fig. 6.9b a mass loss of MR = 5% occurs when the temperature is ramped from ambient 
temperature to 775 K. Since the oxidation rate is constant dtu·ing the ten1perattu·e hold phase 
the mass loss is given by 
Eqn. 6.1 
where Ro is the oxidation rate of 0.5%min-1 and tis the length of the hold phase in minutes. 
Thus a mass loss of 15% is predicted during a hold phase of 30 tnins equating to a total mass 
loss of 20% for the temperattu·e rrunping and hold phases combined. 
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Fig. 6.10 Thermogravimetric test of the high quality SWNTs presenting the unburnt mass as a 
function of time in minutes. The temperature is held at 770 Kfor 30 mins. 
The TGA cw·ve of Fig. 6.10 displays the same oxidation rate during the hold phase at 
770 K and the reduction in mass is approximately 19.5 ± 0.2% consistent with the predicted 
tnass loss of 20%. Given the high level of repeatability oxidation treatments on the 
nanotubes, prior to filling, were cru·ried out in a tube furnace in air. A 10% reduction in mass 
was achieved by heating to 770 K and holding for 10 mins before cooling to room 
ten1perature ready for mixing with the filling materials. It is difficult to find and therefore 
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observe the ends of the SWNTs under microscopy conditions particularly as the nanotubes are 
bundled. However it is anticipated that the 1 0% mass reduction is sufficient for cap removal. 
6.3.2 Filling Carbon Nanotubes with Silver Nitrate 
A 1: 1 mass ratio of dry AgN03 and the heat-treated nanotube powder was sealed 
under vacuum in a quartz ampoule and heated in a tube furnace at 490 K for 4 hours. Once 
the sample had cooled to room temperature the resulting black powder was dispersed in 
ethanol and examined with TEM. Figure 6.11 shows a TEM image of the heated 
nanotube/AgN03 powder. Whilst this is not a typical image of the nanotube powder itself, it 
does show a small bundle of two to three SWNTs, in the centre of the image, which appear to 
be anchored at each end by clusters of nano-onions and other multilayer carbon structures. 
From a line profiles across the SWNTs similar to the one of the MWNTs of sample 2 (Fig. 
6. 7), the SWNTs have diameters estimated to be approximately 1.2 nm which lies in the 
quoted range of 1.2 to 1.4 nm. Comparing the 1.2 nm diameter SWNTs with the TEM image 
of K1 encapsulated in SWNTs (Fig. 2.24a), it is clear that the nanotubes in Figure 6.11 are not 
filled. 
Fig. 6.11 A TEM image of the unfilled SWNTs. Note the walls of the SWNTs and the 
consistent grayscale both inside and outside the nanotubes indicating a lack of material 
inside the nanotubes. 
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Fig. 6.12 Bundles of SWNTs imaged via TEM The consistency in the grayscale observed 
both inside and outside the nanotubes indicates that there is no Ag compound filling the 
nanotubes. 
Examining line profiles of Figure 6.12 gives evidence of SWNTs with diameters of 
0.65 to 1.4 nm. There is also evidence of the presence of DW or MWNTs as a significant 
number of the nanotube walls are spaced 0.34 nm apart comparable similar: the graphite 
interlayer spacing. Although there are a large number of nanotubes with no coating, in 
contrast to those presented in Figures 6.4 and 6.5 there is no evidence of filling with silver or 
silver nitrate. 
The XPS spectrum of bulk heated nanotube/ AgN03 powder is presented in Figure 
6.13. Intense peaks are observed for the energy levels of silver. There is also a sharp peak at 
approximately 280 e V corresponding to the carbon 1 s level. A small peak is observed at 400 
e V which corresponds to the nitrogen 1 s level. The intensity and breadth of the silver oxygen 
and carbon peaks, compared to the nitrogen peak indicates that only a trace amount of 
nitrogen is present in the sample. Calculated percentages of the elements, present in the 
sample, (Inset: Fig. 6.13) show that the bulk of the sample is carbon with a low percentage of 
silver and oxygen. Nitrogen is confirmed to be a trace element with a percentage an order of 
magnitude lower than both silver and oxygen. There is slightly more oxygen than silver 
found in the sample. This may be due to residual C=O bonds acquired during the oxidation 
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treatment of the nanotubes or oxygen from the atmosphere that was confined in the material 
as the sample was prepared for XPS analysis. 
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Fig. 6.13 XPS spectrum of the heated nanotube/AgN03 powder showing the peaks 
corresponding to the elements of carbon, oxygen, silver and nitrogen. Inset: percentage 
amount of each element present within the sample. 
The decon1position of AgN03 in the presence of carbon (Eqn. 6.1) is known to occur 
at the melting point of the AgN03 rather than the decomposition tetnperature. 13 h1itially a 
tnass of carbon nanotubes, McNT, is tnixed with 166 mg of AgN 0 3 to form a total preheat 
mass of 211 tng. On heating the AgN 0 3 reacts with the carbon to produce silver n1etal, Ag, 
carbon monoxide, CO, nitrogen dioxide, N02 and a large fraction of the original n1ass of 
carbon nanotubes, mcNT. 
AgN03 + M CNT ｾ＠ Ag +CO+ N02 + mcNT Eqn. 6.1 
Fron1 Eqn. 6.1 one of the three oxygen atoms present in the AgN03 bonds with part of the 
carbon to fotm CO and the other two oxygen atoms fotm the N02 with the nitrogen from the 
AgN03• Taking the molar tnasses as 16.00, 14.01, 12.01 and 107.87 g mor1 for oxygen, 
nitrogen, carbon and silver, respectively10 the mass of oxygen present in 166 mg of silver 
nitrate is given by: 
3xm0 
---xMAGNO 
m 3 
AGN03 
Eqn. 6.2 
where m 0 and m AGNo3 are the molar tnasses of oxygen and silver nitrate, respectively and 
M AaNo
3 
is the preheat mass of silver nitrate. Thus, assuming residual oxygen present in the 
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sealed runpoule does not contribute to the reaction, the totaltnass of oxygen that produces CO 
and N02, Mo is 46.91tng. The mass of nitrogen in the products ofEqn. 6.1 is given by: 
Eqn. 6.3 
where MN and mN are the nitrogen tnass and molru· mass respectively. Similru·ly the mass of 
carbon in the products of Eqn. 6.1 is given by Eqn. 6.3 replacing MN and n1N with Me and me 
respectively. Therefore fi·om Eqns. 6.1 and 6.3 and the tnass of oxygen, the masses of CO 
ru1d N02 produced ru·e 27.38 and 44.97 mg, respectively. Since the oxygen ·based products 
escape as gases the total mass loss is 72.35 mg which is equivalent to 34.3% of the original 
total mass. The actual mass loss was measured to be 76 mg which equates to a 36% mass 
loss. The agreement between theoretical mass loss of34% and the experimental value of36% 
endorses the reaction presented in Eqn. 6.1. The reaction was canied out at 350 K and fi·om 
Fig. 6.2 the runount of cru·bon burnt off is negligible at tlris temperature. This validates the 
assumption that carbon is lost only through the reaction of Eqn. 6.1. 
1 
AgN03 +McNT ｾ＠ Ag+N02 +2'02 +McNT Eqn. 6.4 
Fw1hetmore the alten1ative reaction route, Eqn. 6.4, which occw·s at the silver nitrate 
decomposition temperatw·e and has a theoretical mass loss of 28%, is unlikely to explain the 
reaction process as the tnass loss is lower than the measured value and the reactants do not 
reach the higher tetnperattu·e of 717 K. The AgN03 therefore reacts with the nanotubes 
without reaching the molten phase and pe1n1eating into the nanotubes therefore explaining 
why no Ag or Ag-con1pound is fow1d inside the nanotubes. Additionally the formation of 
N02 gas explains the lack of nitrogen present in the XPS analysis of the satnple. 
The intercalation of AgN03 into the heat treated carbon nanotubes of satnple 8 was 
also attempted via the solution method. After blending a satw·ated aqueous solution of 
AgN03 with the nanotubes for 72 hours, the dried nanotube mass was heated at 770 K. for 
approximately 10-20 mins. Extensive TEM ru1alysis of the final product once again found no 
traces of Ag inside the nru1otubes. Fut1her dispersion of the pretreated nanotube in the 
aqueous solution was carried out using an ultrasonic probe to split the bundles of nanotubes, 
however, no improvement was observed in the quality or an1ount of filling. Filling of SWNTs 
with AgN03 may occur via one of the two methods outlined but not to a sufficient degree to 
allow viable study of filled carbon nanotubes under STM. 
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6.3.3 Filling Carbon Nanotubes with Mercury Telluride 
The successful filling of SWNTs was achieved for HgTe via the molten media method 
using as-produced nanotubes and nanotubes pretreated via two methods: -
1. air oxidation as detailed in section 6.3.1 to open the nanotubes and 
2. ultrasonication in water prior to drying to try to separate the nanotubes from the 
bundles that have been observed. 
After heating in the sealed ampoules a black powder was extracted and, from the sample 
containing air-oxidized nanotubes a liquid droplet of mercury was removed. An XPS 
analysis of the elemental composition of the bulk material showed that approximately twice as 
much tellurium was present in this sample as mercury. This implies that as the HgTe melts it 
dissociates into the constituent elements which diffuse in and around the nanotubes. Whether 
the mercury and tellurium recombines inside the nanotubes in a 1 : 1 or any other ratio is 
unknown and further analysis is required to ascertain the exact composition of the 
encapsulated crystal. The excess metal can not escape from the sealed ampoule and on 
cooling condenses out, the mercury forming droplets and the tellurium forming a solid 
crystalline metal. The colour of the remaining powder is not visibly altered by the presence of 
the excess tellurium which in its crystalline form, is silvery white. 10 
Fig. 6.14 A high resolution TEM (HRTEM) image of SWNTs filled with HgTe. Note the black 
dots inside the striations of the nanotube walls. 
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Figure 6.14 shows a TEM image of SWNTs 1.4 run in radius which are filled with arrays of 
black spots corresponding to crystalline combination of mercury and tellurium. The 
arrangement of the spots inside the nanotubes is comparable to that of Figure 2.29 a). The 
precise atomic structure of the filling material is not clear from this figure however there are 
periodic fringes which signify a molecular ordering along the nanotube axes. 
Further evidence of both the successful filling and the quality of the original nanotube 
sample is given in Figure 6.15. The filling material is observed as continuous fingers of dark 
spots running along the nanotube axes. Spacing between the fmgers is measured to be 1.4 ± 
0.2 nm indicating a constraining effect that has a diameter identical to that of the SWNTs. 
This bundle has nine distinct nanotubes that show complete filling within the bounds of the 
scan area. Additionally the tubular structure on the far left shows fringes which are parallel to 
the bundle of SWNTs and separated by 0.33 ± 0.2 nm (arrowed). This is evidence of a filled 
MWNT of at least three layers which signifies that the caps of both MW and SWNTs are 
removed by either the heat treatment prior to filling or the filling procedure itself. The 
continuous filling found in the bundle of nanotubes is typical of the bulk material and thus the 
filling yield is conservatively estimated to be 90% of the nanotubes present in the sample. 
Fig. 6.15 A HRTEM image of bundle of SWNTs filled continuously with a mercury/tellurium 
composite. 
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The pretreatment of the carbon nanotubes is discovered to be an important factor 
governing high yield filling. As the results have shown up to now nanotubes that have been 
air oxidised prior to heating with HgTe display continuous filling in all nanotubes observed. 
In contrast, TEM images of as-produced carbon nanotubes and ultrasonicated nanotubes that 
have been mixed and heated with the HgTe show only a 50% filling yield (Figure 6.16). 
Fig. 6.16 A TEM image of a bundle of SWNTs, some of which are filled with a mercury 
telluride composite and some of which are unfilled. The estimated filling factor is 50%. 
Whilst filling does occur for non-treated nanotubes the substantial improvement in 
filling yield when the nanotubes are first air-oxidised suggests that HgTe does not attack the 
nanotubes and thus does not open them ready for filling. The improvement in filling air-
oxidised nanotubes also verifies that the pretreatment regime applied does remove the 
nanotube caps without a major loss in nanotube material. In the case of the as-produced or 
the ultrasonicated nanotubes, the HgTe fills nanotubes that are already open opened by 
oxidation with residual oxygen in the ampoule or cut by the sonication. Since there is no 
significant difference between the filling yields of these two methods the act of sonicating and 
then oven drying does not increase the number of open nanotubes. The AgN03 did not fill the 
nanotubes regardless of how the nanotubes were prepared. This implies that the surface 
tension for the AgN03 is too high to allow intercalation. Alternatively the wettability 
between AgN03 and the carbon nanotubes is too low for filling to take place. The filling with 
AgN03, reported by Ugarte et a/., 14 was achieved with 2-3% yield in MWNTs that have an 
inner diameter of greater than 4 nm which substantiates the lack of filling observed here with 
SWNTs of diameter 1.2- 1.4 nm. 
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6.4 STMISTS Analysis of Mercury Telluride Encapsulated in 
SWNTs 
Fig. 6.17 Large scale STM images showing the dispersion of HgTe-filled carbon nanotubes 
deposited on different areas of a gold substrate. The derivative of the STM image is preferred 
in a, b and d for clarity. 
Locating nanotube structures on the gold substrate was found to be relatively easy. 
Four typical STM images of the HgTe-filled carbon nanotubes (Fig. 6.17) show small bundles 
and isolated nanotubes dispersed irregularly across the gold substrate. Steps in the crystal 
gold substrate are visible in Fig. 6.17b c and d with the nanotubes lying across the steps. The 
images signify that the variant on Albrecht et al. 's dry dispersion technique was successful in 
terms of isolating nanotubes for STM study. However, globular structures evident in Fig. 
6.17a and b indicate the presence of dirt or other non-nanotube, impurities on the surface that 
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produce sharp contrasts in the STM image. This has the effect that the STM tip is moving 
rapidly in height to scan over these impurities reducing the sensitivity to the width and height 
of the nanotube structures which have a smaller aspect ratio. In addition the rapid changes in 
tip height may lead to crashing of the tip or the dirt may be picked up by the tip if the 
feedback system is not set sensitive enough to swiftly adjust the tip height. Both of these 
examples would lead to a reduction in the quality of future images. Indeed, although the 
dispersion appears adequate to allow the study of individual nanotubes high magnification 
images have not shown high quality resolution. 
2nm 
Fig. 6.18 A high magnification STM image of a nanotube on the edge of a bundle. 
The radius of the nanotube is deducible from Fig. 6.18 but there is no evidence of carbon 
atoms or hexagons in the graphitic matrix. There is a substantial amount of blurring in the form of 
linear contrast changes on top of the nanotube which may be caused by tip vibration or a blunt tip that 
ends in multiple atoms rather than one. Figure 6.19 shows an image taken later than Fig. 6.18. 
Whilst still blurred, particularly along the edges of the central nanotube, the image quality is better 
with traces of atomic resolution observed on the nanotube in the top left comer (arrowed in Fig. 
6.19b) and periodic fringes along the length of the other nanotubes. However in contrast to Fig. 
6.18 the radii of the nanotubes are not clearly defined and can not be resolved by processing the 
image. Subsequently the chiral indices of the nanotubes imaged are indeterminate since the radius 
and the graphitic lattice are poorly defined. 
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Striations 
Fig. 6.19 (a) A high magnification STM image of the end of a bundle of carbon nanotubes. Some 
nanotube separation is observed and striations appear on some of the nanotubes (arrowed). (b) 
Magnification of the area enclosed by the box in (a). The black arrow in (b) brings attention to the 
traces of atomic resolution showing a poorly defined carbon hexagon matrix. 
Whilst the quality of the STM images is relatively reproducible between identical scan areas 
the 1-V characteristics are not consistent. Figure 6.20 shows the DOS acquired from 1-V 
measurements on the central nanotube taken at points 1 through to 9 in Fig. 6.19a. There is little 
correlation between the DOS curves of points 2 and points 4 through to 9, all of which correspond to 
the nanotube. Significantly the DOS at points 1 and 3, which should occur on the substrate can not 
be distinguished from the DOS curves of the nanotube. The only major consistency in Fig. 6.20 is 
that all curves show a finite DOS atE= 0. There are also symmetric band edges at ± 0.07 eV for all 
DOS curves which corresponds to a band edge separation of approximately 0.14 eV. The nanotube 
has a diameter which is less than 2 run. From Eqns. 2.28 and 2.29 the first band edge separation of a 
2 run nanotube is ｾｅｳ･ｰ＠ = 0.41 and 1.24 eV for a semiconducting and metallic nanotube, respectively. 
Since ｾｅｳ･ｰ＠ is dependent on the inverse of the diameter, the smaller nanotube of Fig. 6.19a will have 
a larger band edge separation than both those calculated for a 2 run diameter nanotube. 
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Fig. 6.20 Normalised DOS curves, in arbitrary units, obtained from STS measurements at points 1 to 
9 of Fig. 6.19. Points 1 and 3 are taken on the substrate area and points 2 and 4 to 9 are taken on 
the central isolated nanotube. 
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Both band edge separation energies for the sen1iconducting and metallic nanotubes are too 
large to account for the separation energy in the DOS curves of Fig. 6.20. In addition, the band edge 
separation of0.14 eV is seen to occur reproducibly in I-V characteristics ofboth the nanotube and the 
substrate in Fig. 6.20 as well as on other nanotubes in different in1ages (Fig. 6.21 ). Although a poor 
quality STM image, a nanotube in Fig. 6.21a is visible and has been shown bordered by two white 
lines for clarification. The DOS curves for points 1 through to 5 are displayed in Fig. 6.21 band, like 
the DOS curves in 6.20, there is no distinction between the DOS of the substrate (point 1) and the 
DOS of the nanotube (points 2 to 5). The impoliant feature is that the first band edge separation is 
0.14 e V for all the DOS curves. The nan-ow width of the band separation and its reproducibility 
suggest a tip, substrate or systematic artefact in the STM/STS data which must be accounted for and 
ren1oved for further study. 
Since the STM images and I-V characteristics are deemed not good enough to accurately 
detetmine the diameter and chh·alities of the observed nanotubes an analysis of the effects of any 
HgTe filling is not viable with the obtained data set. Due to the complexities of manipulating the 
STM variables, such as balancing the scan speed and tunnelling current to avoid the introduction of 
large quantities of mechanical noise to the image, the exact reasons for the poor quality of the images 
are unknown. In spite of this the reasonable dispersion of nanotubes on the substrate, and the quality 
of the nanotubes and filling observed in the TEM hnages, shows potential for finther study under 
STM and there are a nUlllber of possibilities which can be attempted in order to improve the quality 
of the images. First and foremost the STM tip should be replaced to ensure a clean, atomically sharp 
tip. To isolate the cause of the narrow band edge separation the attributes of the tip should be tested 
on a known uniform sample such as HOPG. Once a suitably sharp tip has been installed the gold 
substrate that the nanotubes are dispersed on should be scanned prior to applying the filled nanotubes 
in order to retnove gold substrate contributions fi·om the nanotube-on-gold DOS curves. The retnoval 
or reduction of dili can be achieved by more stringent procedures in the preparation and transpoli of 
the HgTe filled nanotubes between mixing and heating, dispersion on the substrate and analysis under 
STM. For example the mixing and dispersion phases should be canied out in a dust-free 
environment, possibly in a clean room. Transfer of samples between heating and analysis phases 
should also be carried out under dust-free environments and transit times kept to a minimmn. 
The dispersion technique may be in1proved to ftuther isolate the nanotubes from the bundles. 
Ultrasonication may be used, post-filling with HgTe, in order to separate and cut the nanotubes from 
the bm1dles. This will have the effect of creating a web of entangled, filled nanotubes. However, 
careful examination of the degree of cutting and entanglement, under TEM, may ensure that a 
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reasonably large percentage of the cut nanotubes can be peeled away from the majority. The resultant 
solution can then be dried and applied to the substrate by the dry deposition technique. 
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Fig. 6.21 (a) A high magnification STM image of a bundle of nanotubes. A single nanotube is 
illustrated by two white lines representing the edge of the nanotube. (b) DOS curves, in arbitrary 
units, for points 1 to 5 of (a). Point 1 is on the substrate whilst points 2 to 5 are on the nanotube. 
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SUMMARY 
The analytical techniques, TGA and TEM were used to exan1ine eight srunples of carbon 
nanotube powder from vru·ious commercial sources. The quality of the products ranged from as-
produced, low nanotube content, through acid-purified nanotubes containing significant runounts of 
coating, to pristine pw·ified SWNTs with highly graphitised nru1otube walls. Sample 8 was chosen as 
the nanotube powder to conduct filling experiments as the nru1otubes were w1coated and well 
graphitised containing a high percentage (90%) of S WNTs. Little pretreatment of the nanotubes was 
necessary to fill to a high yield. Oxidative treatment of the nanotubes to retnove the end-caps was 
found to be reproducible with a predictable carbon mass loss over time. 
After heating nanotubes with HgTe the nanotubes were observed under TEM to be filled with 
a mercw·y tellw·iun1 composite. Non-heat treated nru1otubes ru1d sonicated nanotubes had 
approximately a 50% filling yield whilst oxidising the nanotubes prior to heating with HgTe 
increased the filling yield resulting in better than 90% of all nanotubes filled with a continuous crystal 
structw·e. Negligible filling of nanotubes with AgN03 was achieved by the moltentnedia method, 
with ru1d without the oxidation pretreatment, or by the solution phase tnethod. It is believed that the 
AgN03 reacts with the cru·bon forming CO and N02 gas leaving silver n1etal on the outside of the 
nru1otubes. 
Nanotubes filled with the mercw·y tellw·hnn composite were successfully dispersed on a gold 
substrate by a vru·iru1t of Albrecht et al. 's dry deposition technique. Large scale STM hnages show 
several isolated featw·es which appear to be small btmdles and isolated nanotubes. Unfortunately 
further characterisation by STM and STS was inconclusive due to poor hnage quality. This is though 
to be due to a blunt or irregulru· shape STM tip ru1d suggestions for improven1ents have been made for 
futw·e electronic chru·acterisation of HgTe filled nanotubes. 
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Chapter 7: 
CONCLUSIONS AND FUTURE WORK 
7.1 Thesis Summary 
The main objective of this project was to investigate the interactions between low 
ditnensional carbon n1aterials, graphene and single-walled nanotubes (SWNTs), and gaseous 
molecules or nanowires. Density functional theory (DFT) was used to investigate the 
fundamental electronic properties of small molecules and the graphitic nanostructures. The 
work progressed using DFT to exan1ine the interactions of moleculru: hydrogen and oxygen 
with a 96-carbon atom graphene plate and 1.2 run long segments of the (10, 0) ru1d (9, 0) 
zigzag carbon nanotubes. Finally the preparation and exrunination of cru·bon nanotube 
encapsulated nanowires has been reported. 
In Chapter 3 DFT was used to study the ionization energies, polru·izabilities and 
quadrupole moments of atomic rutd molecule hydrogen, nitrogen, oxygen and benzene. 
Reasonable agreetnent was found between the established values of these properties and the 
calculated values reported here. The trend in the tnagnitudes of ionization energies was found 
to be accurately predicted by both the LDA and the GGA functionals and the agreement with 
established values itnproved with increasing nun1ber of electrons. Negligible difference was 
found between electron spin-restricted and spin-unrestricted calculations for molecules with 
lru·ge nmnbers of electrons. Therefore all subsequent DFT investigations were conducted 
using spin-restricted calculations as these are less time-consmning. For the large carbon 
nanostructm·es it was found that the ionization energies differed by 0.2 e V between the LD A 
and GGA ftmctionals. The ionization energies of the graphene plate and the two carbon 
nanotube segments were calculated to be 4.9 and 5.1 eV, respectively. 
Excellent agreement was obtained between the established and calculated 
polru·izabilities of the stnall molecules of hydrogen, oxygen and benzene. Negligible 
difference was observed between the LDA and GGA functional calculations. The 
polarizabilities of graphene plates of vru·ying size, and the 1.2 ntn nru1otube segtnents, were 
calculated. Polarizabilities were found to increase with the nmnber of n-state electrons and 
transverse polarizabilties, across the C-C bonds, were found to be smaller than longitudinal 
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polarizabilities. Transverse polarizabilities of the nanotube segtnents increase with the 
nanotube radius. The trend and the calculated values are in agreement with previous reports 
of the transverse polarizabilities. In contrast the longitudinal polarizabilities do not agree with 
previously calculated values. This is due to the fmite constraint imposed on the electron 
movement caused by the unphysically short length of nanotube. In addition it is folmd that 
the band gap of the (10, 0) nanotube is increased from 0.49 to 0.8 eV by the nanotube 
shortening and a band gap of 0.4 eV is opened up in the segment of the metallic (9, 0) 
nanotube. 
A charge imbalance between electron density data arrays, produced via the DFT 
software, and the position of the atotnic nuclei led to significant errors in the calculations of 
the quadrupole mon1ents of selected diatomic molecules and benzene. This probletn was not 
encountered in calculations of the polarizabilities as these depended on the change in electron 
density when an electric field was applied to the molecule. As the coordinates of the nuclei 
were kept fixed they did not contribute to the change in electron density. Reasonable 
agreement with previously calculated values was achieved by normalising the electron density 
data arrays to the sum of the charge on the nuclei. Using notmalised electron density data an 
approximately linear fit was observed between the quadtupole moment and the number 
carbon aton1s for graphene plates of varying size. Calculated quadtupole moments for 
naphthalene (C10Hs) and anthracene (C14H10) were found to be in reasonable agreement with 
previous results. Divergence between the quadrupole mon1ents of the graphene plates, 
naphthalene, anthracene, and the carbon nanotube segtnents is due to the differences in the 
shape of the molecule's electron clouds. 
The bulk of the project, reported in chapters 4 and 5, has concentrated on the 
physisorption of hydrogen and oxygen to a 96-carbon aton1 graphene plate and 1.2 run 
segments of the (10, 0) and (9, 0) zigzag carbon nanotubes. It has been found that both 
gaseous molecules can bind to carbon nanostructures with binding energies found to be 
smaller than covalent bond strengths. Although the binding energies are weak the interactions 
extend over large separation distances between the tnolecules. This is found to be due to the 
strong polarizing effect the graphitic nanostructures have on the diatomic tnolecules. Since 
molecular oxygen has been calculated to have a larger polarizability than tnolecular hydrogen 
the interaction distance for molecular oxygen adsorption on carbon nanostructures is 
calculated to be far greater than that of molecular hydrogen adsorption. 
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The interaction between the diatomic n1olecules and the carbon nanostructtues is 
controlled by the overlap of the electron wavefunctions. Consequently the binding energies 
depend strongly on the orientation of the diatomic molecules with respect to the carbon 
nanostructure, the number of carbon atotns the molecule interacts with and the number of 
electrons in the molecule. For both DFT functionals employed configurations where the axis 
of the diatomic molecules is parallel to the graphene plate or carbon nanotube axis have larger 
interaction energies than perpendicular configurations. This is because a shift in orientation 
of the tnolecule changes the amount of overlap of all the electron wavefunctions. 
The conducting nature of the nanotube is not found to have an effect on adsorption. 
Negligible difference is seen in the external adsorption of hydrogen to SWNTs between the 
semiconducting (10, 0) and the metallic (9, 0) nanotubes. However, the curvature of the 
nanotubes is found to be extremely important. Interaction between hydrogen and the outside 
of the carbon nanotubes is so weak the small curvature change between nanotubes has no 
effect on the binding energies. An increase in the binding energy is observed going from the 
nanotube to the graphene plate since the hydrogen molecule interacts with more carbon 
atotns. Oxygen's greater number of electrons signifies that there is more wavefunction 
overlap, for extetnally bound oxygen, and therefore the interaction is more sensitive to 
curvature and positional changes. 
For diatomic molecules positioned inside the carbon nanotubes The curvature of the 
carbon nanotubes brings more carbon atoms into proximity with internally positioned 
diatomic molecules. This increases the interaction considerably and repulsion forces start to 
balance each other out to produce binding energies approximately twice that of external 
binding energies. Both DFT ftu1ctionals employed predict optitnum adsorption for molecular 
hydrogen within the radius of the (10, 0) nanotube whilst only the LDA functional predicts 
optitnum adsorption within the radius of the (9, 0) nanotube. For the larger oxygen molecule 
only the LDA functional predicts optimum adsorption within the radius of both nanotubes. 
Tmning to the experimental aspect of the project, a range of carbon nanotube powders 
from various commercial sotuces were examined using TGA and TEM. The SWNT content 
was evaluated in tenns of the quality of graphitisation and the percentage of nanotubes 
present in the sample. One sample, which had been extensively purified with acid treatment 
and vacuum annealing, showed more than 90% SWNT content with a high level of 
graphitisation. The ends of the nanotubes in tins powder were opened via oxidative treatn1ent 
and filled with HgTe via a molten media technique. TEM studies of the heated 
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HgTe/nanotube combination showed continuous crystalline filling of the preopened carbon 
nanotubes with 90% of the nanotubes showing filling. The exact con1position of the filling 
tnaterial is unknown as residual material was discovered on the nanotube walls. Natural 
mercury was found in the powder after heating the nanotubes with the HgTe. Additionally an 
XPS analysis showed twice the amount of telluriun1 present in the sample after the beads of 
natural merctu·y were removed. Nanotubes that had not been preopened showed only a 50% 
filling yield which meant only the open nanotubes were filled and the HgTe does not attack 
the graphitic structure of the nanotubes or the caps. In contrast no AgN03 was found 
intercalated in carbon nanotubes via either the molten n1edia of saturated solution filling 
techniques. In the molten case this is due to the decomposition of AgN03 in the presence of 
carbon. An STM/STS study of the structural and electronic properties of carbon nanotubes 
intercalated with the mercury tellw·iwn composite was inconclusive. This was due to poor 
in1age quality and inconsistent I-V characteristics caused, in part, by a systetnatic rutefact 
which mru1ifested as a consistent bru1d edge sepru·ation in the DOS of the substrate and several 
sepru·ate nanotubes. Possible methods for continued and improved STM study of the effects 
of HgTe encapsulated in cru·bon nanotubes were detailed in Chapter 6 and ru·e recapped in the 
next section. 
7.2 Future Work 
The work canied out in this project has opened up many new ideas and possible lines 
of research not least of which is what effect the encapsulated HgTe has on the stluctural and 
electronic properties of the cru·bon nanotube. Although this was unable to be studied 
acctu·ately, due to poor STM image quality, a nutnber of simple steps have been put forwru·d 
that should be attempted to itnprove the STM/STS data. These include; a study of the dry 
deposition technique including, further separating the nanotubes prior to deposition; 
fabricating a new, aton1ically shat'P STM tip and studying the gold substrate prior to 
deposition; and establishing n·ansport and prepru·ation protocols for the sample in order to 
reduce the quantity of dirt and other impurities on the satnple. 
Several interesting studies can be performed on the hydrogen adsorption to carbon 
nanostructures. Further study, concentrating on the electrostatic and vru1 der Waals forces, 
should be conducted in order to assist the understanding of the interaction between the 
hydrogen n1olecule and the cru·bon nanostructures. A small sideline project should look at the 
effect on the HOMO and LUMO energy levels for different diameters and lengths of carbon 
nanotubes. A study of how DFT predicts these energy levels for longer nanotubes is 
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important since the 1.2 nm nanotube segtnents are unphysical and increasing the length of the 
nanotubes decreases the calculated band gap. 
The study of the interaction of a single hydrogen and a single oxygen molecule to the 
outside and inside of a carbon nanotube should be extended to sn1aller and larger nanotube 
diruneters to determine the effects of the curvature on physisorption and, pruiiculru·ly for 
intetnal adsorption, to discover the adsorption cut-off whereby the nanotube is too small to 
allow stable binding within the nanotube. Interaction with segments of the (7, 0) and (8, 0) 
nru1otubes should certainly be studied in view of the adsorption cut-off and possibly the (11, 
0) and (12, 0) to see the effects of slightly decreased ctuvattu·e on the binding energies of 
internally adsorbed gaseous molecules. A very small diruneter nanotube should also be used 
to exrunine the effects of extremes in curvature on adsorption. In addition very lru·ge diameter 
nanotubes should be exrunined to observe the interaction changes as the nru1otube approaches 
the graphene structure. 
A continuation of the theoretical work on hydrogen adsorption to multiple nanotubes 
should factor strongly in future efforts as the increased interaction energies, due to the 
presence of the second nanotube segtnent, may increase ftu·ther on the extension of the study 
to three and possibly four nanotube segments in a trigonal ru-ray. To begin with the 
approximate binding energies and sepru·ation distances, laid out in Chapter 5, need to be 
honed futiher to detetmine the optimum nanotube-nanotube sepru·ation distru1ces and the 
optimum ru·rangement for hydrogen adsorption to occur. The next logical step is to study 
hydrogen adsorption to two nru1otube segn1ents in other adsorption sites pruiicularly with the 
axis of the hydrogen parallel to the nanotube axis as this would put both hydrogen atoms 
equidistant from the nanotube walls in sytnmetric positions above the graphitic matrix. 
Extending the project further, studies may be conducted using multiple H2 tnolecules 
initially on a single cru·bon nanostructure for sin1plicity. Once the fundamentals concerning 
how the H2-H2 interactions affect the H2-carbon binding energies ru·e understood molecular 
dynrunics tnay be used to study multiple hydrogen/multiple nanotube systems and how these 
systems evolve in tin1e with changes in temperature and pressure. 
An interesting way of linking the experimental ru1d theoretical aspects of this project 
would be to study the encapsulation of a strongly polar crystalline molecule. Halides, son1e of 
which have been known to fillnanotubes in high yield, have polar structures the strength of 
which depends on the difference in electronegativities between the two species. The electron 
cloud of a nanotube filled with such a material tnay be distorted forming charge build-up on 
the surface. The effects of the filled nanotubes on the adsorption of hydrogen tnay be studied 
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using a combination of techniques. DFT, TEM and STM can all be used to determine and 
co1npare both the physical and electronic band structtu·e of the nanotube encapsulated 
tnaterial. TPD experiments could be conducted to ascertain the hydrogen uptake of the 
nanotubes prior to and post filling with the halide. This can be expanded to study the 
variation in adsorption capability with the filling yield of the nanotubes. 
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