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Resumo
Leilões de novos empreendimentos de energia envolvem o compromisso de construí-los e
o direito de explorá-los por meio de contratos de outorga. O leiloeiro, cujo objetivo é minimizar
o pagamento pela energia contratada, buscando a redução de seu preço para os consumidores
finais, fornece o direito de outorga da usina para o vencedor. O licitante é um investidor, e.g., uma
empresa de geração que procura maximizar seu benefício com a venda de energia proveniente do
empreendimento. Quando a natureza desses empreendimentos é complementar, torna-se possível
proporcionar maiores benefícios aos licitantes, e maior eficiência ao leilão, caso sejam negociados
em conjunto. Atualmente, o projeto de leilão instituído é composto por uma abordagem híbrida,
sequencial e simultânea, que não permite a extração das sinergias entre empreendimentos. Esta
tese examina duas metodologias híbridas de leilões reversos, considerando-se o ponto de vista do
leiloeiro. O primeiro modelo, centralizado, é composto por duas fases: uma simultânea de lance
aberto e outra combinatória de lance fechado. A fase simultânea incentiva a revelação do preço da
energia, enquanto a fase combinatória oferece oportunidade aos licitantes de submeterem ofertas
mais agressivas através de pacotes de empreendimentos complementares. O modelo centralizado
é formulado como um problema de otimização inteiro e combinatório. A função-objetivo consiste
em minimizar o pagamento, isso é, energia multiplicada pelo preço (lance) para todas as usinas.
A estratégia de solução identifica os vencedores, resolvendo um problema de set-packing restrito.
A segunda metodologia utiliza uma abordagem, também, em duas fases. A primeira é um projeto
simultâneo de lance aberto, e a segunda fase um projeto combinatório descentralizado. Nesse
modelo, a dificuldade do problema aumenta progressivamente à medida que os pacotes são
ofertados. A dificuldade da alocação é distribuída entre os licitantes e, por isso, o leiloeiro não
necessita resolver um problema de otimização. As metodologias propostas são aplicadas aos
leilões de energia nova para o setor elétrico brasileiro. Os resultados mostram que a utilização de
ambas as metodologias resolvem o problema de alocação com um tempo computacional aceitável.
Palavras-chave: Leilões, Leilões – Modelos matemáticos, Programação matemática, Programação
inteira, Energia – Comércio.
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Abstract
Auctions for new power plants involve a commitment of constructing and the right of
exploring them through power sales contracts. The auctioneer – whose objective is to minimize the
payment for the contracted energy, seeking to reduce prices for consumers – provides the power
plant’s right for the winner. The bidder is an investor, for example, a generation company, which
aims to maximize benefits of energy sales. When the power plant’s nature is complementary, it is
possible to provide more benefits to bidders and greater efficiency to the auction if these plants
were traded together. Currently, the instituted auction design consists of a hybrid approach –
sequential and simultaneous – which does not allow the extraction of synergies among plants. This
thesis examines two hybrid methods of reverse auctions from the auctioneer’s view point. The first
model, centralized, consists of two phases: a simultaneous open bid and a combinatorial sealed
bid. The simultaneous phase encourages the energy prices revelation. The combinatorial phase
allows aggressive bidders to acquire bundles of complementary plants. The centralized model is
formulated as an integer and combinatorial optimization problem. The objective function consists
of minimizing the payment, that is, energy multiplied by the price (bid) for all plants. The solution
strategy identifies the winners solving a restricted set-packing problem. The second method also
uses a two phase approach. The first phase is a simultaneous open bid design and the second phase
is a decentralized combinatorial design. In this model, the problem difficulty increases gradually.
The allocation difficulty is distributed among the bidders; therefore, the auctioneer does not need
to solve an optimization problem. The proposed methodologies are applied to new energy auctions
on Brazilian electrical energy sector. The results show the use of both methods solving the problem
of allocation with an acceptable computational time.
Keywords: Auctions, Auction – Mathematical models, Mathematical programming, Integer pro-
gramming, Energy – Trade.
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1 INTRODUÇÃO
Desde a antiguidade, as sociedades utilizavam métodos de negociação de mercadorias que,
em geral, não possuíam equivalência de valor. Com a evolução do comércio, as mercadorias mais
demandadas se tornavam referência de “precificação” e, com o passar dos anos, as técnicas de
negociação foram avançando para as diversas formas conhecidas atualmente. A necessidade de
realizar a troca de bens e serviços vem estimulando a criação de mecanismos mais apropriados de
negociação. Entretanto, mesmo com o progresso das comercializações e das formas de pagamento,
existem, ainda, bens e serviços aos quais é complexo estabelecer um valor, ou seja, são difíceis de
se precificar.
Para esses bens e serviços, um modelo bastante empregado é o leilão, uma vez que estabelece
o preço de maneira dinâmica, ajustando as curvas de oferta e demanda. Nesse caso, um produto en-
contra seu preço ótimo quando nenhum dos agentes envolvidos, comprador e vendedor, se interessa
em mudar o resultado obtido, gerando, assim, um equilíbrio na transação.
O desenvolvimento dos leilões vem acontecendo ao longo dos anos e, com o avanço da tec-
nologia, torna-se possível formatar esses instrumentos de maneira a extrair melhores resultados. Os
diversos arranjos que um leilão pode ter são derivações de três projetos básicos, a saber: sequencial,
simultâneo e combinatório.
Leilões sequenciais agenciam os produtos individualmente, seguindo uma ordem pré-
definida. Dessa forma, os produtos negociados são alocados aos licitantes que tenham ofertado
os melhores lances em cada iteração. A utilização do projeto sequencial para a transação de bens
idênticos não impacta negativamente na eficiência e receita do leilão, uma vez que a ordem de
negociação dos produtos não interfere nesses fatores. Entretanto, quando se negocia produtos não
idênticos, sobretudo complementares, o resultado em uma determinada rodada pode alterar o bene-
fício de alguma rodada anterior. Apesar de fácil aplicação computacional, esse design não é capaz
de extrair a sinergia entre os produtos.
Leilões simultâneos são caracterizados por expor diferentes produtos para que sejam negoci-
ados ao mesmo tempo. Esse design propicia a utilização de múltiplas rodadas, permitindo que os
licitantes ajustem seus lances e mudem de objeto de interesse de acordo com o progresso dos pre-
ços. O projeto de leilão simultâneo é essencialmente aberto, ou seja, ele permite que a informação
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transite em todos os sentidos (entre os compradores e os vendedores). Assim, em cada rodada, é
possível atrair lances e identificar interesses. Na medida que existe progressão do preço para deter-
minado produto, é possível que se aumente o interesse por outros itens. Esse formato proporciona
estratégias de lances flexíveis, além de mitigar a maldição do ganhador1. Porém, sua efetividade
ocorre apenas para a negociação de bens substitutos, não sendo competente para explorar as siner-
gias de bens complementares.
A definição de leilão combinatório se dá pela submissão de lances em um conjunto de pro-
dutos (pacote). Esse design vem sendo bastante estudado, principalmente, a partir dos anos 2000.
Seus benefícios são inúmeros ao se considerar a complementaridade entre os produtos. Esse projeto
permite aos licitantes expressarem abertamente suas preferências, o que impacta, positivamente, na
eficiência do leilão. A sinergia entre os bens permite aos participantes adotarem estratégias mais
agressivas a fim de adquirir os bens de seu interesse, aumentando a competição e modificando,
assim, a receita final do leilão.
Entretanto, o projeto combinatório é de difícil implementação computacional, uma vez que o
número de combinações de produtos cresce substancialmente, na medida que aumenta a quantidade
de produtos a se negociar. Por conseguinte, o grande desafio acerca dos leilões combinatórios é de-
senvolver métodos apropriados para solucionar o Problema de Determinação do Ganhador (PDG)
e identificar o resultado ótimo (lance versus alocação). Os leilões combinatórios podem ser centra-
lizados, quando o leiloeiro resolve todo o problema de alocação, ou descentralizados, quando esse
problema é distribuído entre os licitantes, simplificando sua solução.
Os leilões têm sua aplicação em diversas áreas da economia, tais como: na negociação de
obra de artes ao redor do mundo, no mercado de peixes no Japão e de flores no Brasil e Holanda;
em mercados competitivos em que a demanda é maior que a oferta; no mercado financeiro, através
de leilões de moeda a fim de suavizar as oscilações cambiais; para acertos judiciais; vendas online,
entre outros. Em alguns países, a venda de energia elétrica de empreendimentos novos ou existentes
ocorre, também, através de leilões que, em princípio, foram registrados na década de 1990. Dentre
1O fenômeno da maldição do ganhador ocorre pelo fato dos participantes avaliarem seus lances somente em suas
estimativas individuais, não considerando as avaliações de seus concorrentes. Segundo Thaler (1988), as consequências
podem ocorrer de duas maneiras, ambas causando insatisfação. Na primeira, o participante obtém prejuízo, pois o valor
pago é maior que o valor do bem. Na segunda, o leilão obtém um resultado menor que o esperado, pelo fato do bem
ter sido vendido por um preço menor que o valor estimado pelo participante. Bazerman e Samuelson (1983) ainda
completam que quanto maior a quantidade de participantes e a assimetria de informação, maior será a probabilidade
de que o ganhador ofereça um lance que exceda o valor real do bem.
2
os primeiros países que instituíram os leilões como forma de negociação de eletricidade é possível
citar Brasil, Canadá, Chile, China, Irlanda, Portugal e Reino Unido.
O mercado brasileiro de energia elétrica faz uso de dois ambientes de contratação de energia
de médio e longo prazo, o Ambiente de Contratação Regulada (ACR) e o Ambiente de Contratação
Livre (ACL); os déficits e excedentes entre a energia gerada e a energia contratada são tratadas
no ambiente de liquidação das diferenças. O ACR, visa o atendimento de energia ao mercado
cativo, e é nele que os leilões brasileiros de energia são realizados. Os agentes vendedores são,
normalmente, as empresas geradoras, já as empresas distribuidoras são os agentes compradores –
que são agregadas em um único pool de clientes representado pelo leiloeiro. Em geral, esses leilões
assumem um design sequencial e simultâneo, executados em fases distintas.
O projeto híbrido, empregado pela sistemática atual, não considera a característica comple-
mentar dos empreendimentos de geração, não permitindo os benefícios da extração das sinergias
entre os produtos. À vista disso, é conveniente avaliar novos projetos que propiciem maior eficiên-
cia na negociação de novos empreendimentos de energia elétrica.
1.1 Objetivos e contribuições
O principal objetivo deste trabalho é verificar, do ponto de vista do leiloeiro, a viabilidade
de se utilizar o design de leilões combinatórios para contratação de energia nova no setor elétrico
brasileiro. Para isso, duas abordagens de leilão foram consideradas: um modelo híbrido centralizado
e um modelo híbrido descentralizado. O leilão é considerado híbrido porque a fase combinatória,
em ambas as abordagens, é antecedida por uma fase projetada simultaneamente. Portanto, para se
atingir esse propósito, foram investigados:
• a base teórica de programação matemática – em particular, programação inteira – para pos-
sibilitar a modelagem do problema de leilão centralizado;
• o fundamento de teoria dos leilões, com vista a aprofundar a compreensão das questões
inerentes à sua formalização e identificar os pontos primordiais para a projeção de um modelo
de leilão;
• a revisão da literatura que envolve os leilões combinatórios, com o intuito de absorver os
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projetos exitentes dessa natureza que já foram implementados, avaliando seus pontos fracos
e fortes;
• as leis, regulamentos e portarias que respaldam a atual sistemática de leilões de energia nova
do setor elétrico brasileiro.
Este trabalho tem como principal contribuição a avaliação da viabilidade técnica de projetos
combinatórios para se negociar energia. Cabe ressaltar que priorizamos avaliar a exequibilidade
do modelo combinatório – apesar de sua complexidade estratégica, matemática e computacional
– uma vez que ele consegue exprimir melhores resultados em termos de eficiência, tanto para
o leiloeiro (agentes públicos promotores dos leilões), quanto aos agentes licitantes (investidores
que competem pelo direito de concessão de determinado empreendimento). Para uma possível
implementação, diversas questões econômicas, políticas e regulatórias devem ser posteriormente
adicionadas e reavaliadas.
1.2 Estrutura capitular
Este trabalho foi elaborado em sete capítulos. O primeiro envolve esta Introdução, que inicia
a discussão acerca dos mecanismos de leilões, suas aplicabilidades, bem como os diversos seto-
res, nacionais e internacionais, que vêm empregando tal mecanismo para negociação de bens e
commodities.
A natureza dos leilões combinatórios envolve dificuldades matemáticas que devem ser com-
preendidas e tratadas. Nesse sentido, o Capítulo 2 objetivou formalizar essas questões basais, atra-
vés de alguns fundamentos de programação matemática, apresentando a classe de problemas em
que os leilões combinatórios são caracterizados, bem como alguns métodos de solução existentes,
disponibilizados pela literatura.
O Capítulo 3, por sua vez, expôs todo o referencial teórico que envolve os leilões, eviden-
ciando a conceituação, as formas comuns de projetos e apresentando suas estratégias e formas de
pagamento. Foram analisados, no Capítulo 4, os aspectos que se referem aos leilões combinató-
rios, exibindo sua complexidade de alocação e como a quantidade de bens influencia a factibilidade
dessa abordagem. Esse capítulo, também, apresenta projetos de leilões combinatórios existentes
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que são considerados pela literatura.
A seguir, no Capítulo 5, tem-se a apresentação da metodologia desenvolvida, que versou
sobre duas abordagens de leilão combinatório, um centralizado e outro descentralizado, para apli-
cação no setor elétrico brasileiro. O estudo de caso, exposto no Capítulo 6, foi responsável por
validar a metodologia adotada, realizando simulações para contratação de energia elétrica advinda
de novos empreendimentos de geração. Por fim, tem-se a conclusão, discutida no Capítulo 7, que
contempla as considerações finais relativas ao trabalho.
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2 PROGRAMAÇÃO MATEMÁTICA
Priorizou-se apresentar, neste capítulo, definições essenciais para o entendimento deste tra-
balho: conceitos de otimização, programação linear, programação multiobjetivo e programação in-
teira mista e combinatória, apresentando seus principais problemas, como atribuição e set-packing.
Também foram contemplados alguns métodos de soluções para os problemas da classe NP-Hard.
O conceito de programação matemática ou otimização é bem enraizado como um princípio
subjacente à análise de muitas decisões difíceis ou problemas de alocação. Partindo desse pressu-
posto, a otimização se aproxima de um problema de decisão complexo, envolvendo a seleção de
valores para um número de variáveis interrelacionadas e focando a atenção em um único objetivo
projetado, a fim de se quantificar o desempenho e medir a qualidade da decisão. Esse objetivo é
maximizado – ou minimizado dependendo da formulação – e sujeito a restrições que podem limitar
a seleção de valores das variáveis de decisão (Luenberger, 1973).
A otimização pode fornecer um quadro adequado para análises, se aspectos de um problema
puderem ser unificados, isolados e caracterizados por um objetivo. Como por exemplo lucro ou
prejuízo em um ambiente empresarial; velocidade ou a distância em um problema de rota; riscos
esperados no ambiente de investimentos; ou bem-estar social no contexto de planejamento gover-
namental.
Conforme Luenberger (1973), é raro representar por completo toda a dificuldade das inte-
rações das variáveis, restrições e objetivos adequados, quando confrontados com um problema de
decisão complexo. Dessa forma, assim como todas as demais técnicas de análises quantitativas,
uma formulação especial de otimização deve ser vista como uma aproximação. Habilidade em mo-
delagem, para capturar os elementos essenciais de um problema, e bom senso na interpretação de
resultados são necessários para se obterem conclusões significativas. A otimização, então, deve ser
considerada como um instrumento de conceituação e análises.
Com respeito à formulação do problema e interpretação dos resultados, a habilidade e bom
senso são reforçados através da experiência prática concreta e uma profunda compreensão da teoria
relevante. A formulação do problema em si sempre envolve um compromisso entre os objetivos
conflitantes de construção de um modelo matemático – suficientemente complexo para capturar
com precisão a descrição do problema – e construção de um modelo que é tratável.
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2.1 Programação linear
Luenberger (1973) considera a programação linear (PL) o mecanismo mais comum para a
formulação de uma vasta gama de problemas com um esforço modesto. Um problema de PL é
caracterizado por funções lineares das incógnitas, assim como o objetivo e as restrições também
são lineares. A popularidade dessa programação consiste, principalmente, na fase de formulação,
devido a um grande número de restrições e objetivos que surgem na prática e que, em sua grande
maioria, são, inconteste, lineares. O problema de PL pode ser apresentado pelas Expressões 2.1 a
2.3.
Max cx (2.1)
s.a. Ax = b (2.2)
x ∈ Rn+ (2.3)
em que:
c é um vetor (1× n);
b é um vetor (m× 1);
A é uma matriz (m× n);
Rn+ é o espaço dos vetores de dimensão n com componentes reais não negativos.
Os problemas de otimização lineares, em virtude de sua simplicidade, muitas vezes são tidos
como o caminho mais fácil ou, quando se busca generalidade, como a única forma funcional que
pode ser aplicável em uma classe de problemas semelhantes. Os aspectos teóricos e computacionais
que fazem a PL assumir um caráter um tanto especial têm o método simplex para resolução de
problemas lineares como o mais difundido.
Ainda são discutidas, por Luenberger (1973), as questões sobre complexidade computacional
para programação matemática. A característica mais importante de um computador de alta velo-
cidade é a sua capacidade de executar operações repetitivas de forma eficiente. Para explorar essa
característica básica, a maioria dos algoritmos é projetada para resolver, iterativamente, grandes
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problemas de otimização.
De modo geral, na busca de um vetor que resolva o problema de programação matemática,
um vetor inicial x0 é selecionado e o algoritmo gera um vetor x1 melhorado. O processo é repetido
e uma melhor solução x2 é encontrada. Continuando dessa forma, uma sequência dos melhores
pontos x0, x1, ..., xn é encontrada, até se obter a solução x∗ ótima. Para os problemas de programa-
ção linear, a sequência gerada é de um comprimento finito. Já para os problemas de programação
não linear, a sequência nem sempre atinge o ponto de solução ótima, mas converge em direção a
ela, e então, o processo é encerrado, para fins práticos, quando um ponto suficientemente próximo
ao ponto ótimo é obtido.
2.2 Programação multiobjetivo
Os modelos multiobjetivos se inserem dentro de um contexto moderno de planejamento em
que diversos interesses que convergem para um certo problema – conflitantes ou não – possam
ser analisados, ao mesmo tempo, à luz de um mesmo conjunto de restrições. O conhecimento que
advém do tratamento multiobjetivo de um problema – a percepção das tendências de cada objetivo
e a maneira como se comportam em um ambiente igualitário de competição – permite ao analista
assumir posição de preferência entre objetivos, assim como, de forma rápida, rever suas posições
em face de alterações no quadro apresentado para análise (Balestieri, 1994).
Yuen (1996) cita que a programação multiobjetivo é uma técnica quantitativa que permite
analisar os problemas de alocação de recursos por meio de vários critérios de decisão; cada objetivo
representa um critério que pode ser: econômico, técnico, ambiental, social, administrativo, entre
outros. A análise desses diversos objetivos permite avaliar os conflitos existentes entre eles. Nesse
caso, o conceito de solução ótima é substituído pelo conceito de solução eficiente. A formulação
geral de programação multiobjetivo é dada pelas Expressões 2.4 a 2.6.
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Min

z1 = {f1(x)}
z2 = {f2(x)}
...
zn = {fn(x)}
(2.4)
s.a. g(x) ≤ 0 (2.5)
x ∈ S (2.6)
Coello e Lamont (2004) consideram que as soluções em uma otimização multiobjetivo se
relacionam entre si, sendo dominadas ou dominantes. As soluções que não são dominadas por
nenhuma outra são conhecidas como soluções Pareto-ótimas – determinando, assim, a fronteira de
Pareto.
Como exemplo, na Figura 2.1, tem-se um problema de minimização representado por dois
objetivos, z1 e z2, e as soluções a, b, c e d. Observa-se que não existe dominância entre as soluções
a, b e d e elas não são dominadas por nenhuma outra. A solução a possui o pior resultado em
relação a z2 e o melhor resultado em relação a z1. Ao mesmo tempo, a solução c é dominada pela
solução b e não é dominada pelas soluções a e d.
z1
z2
a
b
c
d
Figura 2.1: Soluções não dominadas e fronteira de Pareto.
Fonte: Elaboração própria.
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Os algoritmos de otimização multiobjetivo buscam soluções eficientes. Estas são conhecidas
como solução Pareto-ótima, a qual é impossível melhorar simultaneamente todos os objetivos.
2.3 Programação inteira e combinatória
Conforme Wolsey e Nemhauser (1999), a programação inteira e combinatória tem o obje-
tivo de maximizar ou minimizar uma função que contém diversas variáveis sujeitas a equações e
inequações de restrições, bem como de restrições de integralidade sobre algumas ou todas as variá-
veis. Devido à robustez do modelo geral, uma variedade extremamente ampla de problemas pode
ser representada por modelos deste tipo.
Uma área importante e generalizada de aplicação desse tipo de otimização diz respeito à ges-
tão e uso eficiente de recursos para aumentar a produtividade. Essas aplicações incluem problemas
operacionais, tais como distribuição de bens, programação de produção e sequenciamento de má-
quinas. Abrangem, também, problemas de planejamento, como o orçamento de capital, localização
de instalações e análise de portfólio, além dos problemas de redes de comunicação, transportes,
entre outros (Wolsey e Nemhauser, 1999).
Na matemática, existem aplicações para os temas combinatórios, teoria dos grafos e de ló-
gica. Aplicações estatísticas incluem problemas de análise de dados e confiabilidade. Recentes
aplicações científicas envolvem problemas na biologia molecular e cristalografia de raios-x. Uma
aplicação política e econômica diz respeito aos leilões de grandes empreendimentos.
Roy (1974) ainda completa que os problemas combinatórios não surgem dos departamentos
de matemática, mas, sim, de situações da vida real. Assim sendo, as pesquisas em programação
combinatória não só devem tratar problemas bem definidos, mas também desenvolver ferramentas
e técnicas de uso geral para quaisquer problemas combinatórios que surgirem. Torna-se, portanto,
necessário desenvolverem-se programas combinatórios fáceis e acessíveis para todas as aplicações.
Wolsey e Nemhauser (1999) afirmam que minimizar uma função é equivalente a maximizar
o negativo dessa mesma função, e que uma restrição de igualdade pode ser representada por duas
desigualdades. É também comum exigir que as variáveis sejam não negativas.
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Uma programação inteira mista (PIM) com n variáveis inteiras, p variáveis reais e m restri-
ções é definida pelas Expressões de 2.7 a 2.9.
Max cx+ dy (2.7)
s.a. Ax+Gy ≤ b (2.8)
x ∈ Zn+, y ∈ Rp+ (2.9)
em que:
c é um vetor (1× n);
d é um vetor (1× p);
b é um vetor (m× 1);
A é uma matriz (m× n);
G é uma matriz (m× p);
Zn+ é o espaço dos vetores de dimensão n com componentes inteiros não negativos;
Rp+ é o espaço dos vetores de dimensão p com componentes reais não negativos;
Caso o conjunto das variáveis inteiras seja vazio, tem-se, a PL representada pelas Expressões
de 2.10 a 2.12, equivalentes às Expressões 2.1 a 2.3.
Max dy (2.10)
s.a. Gy ≤ b (2.11)
y ∈ Rp+ (2.12)
Caso o conjunto das variáveis reais seja vazio, tem-se, então, a PI representada pelas Expres-
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sões de 2.13 a 2.15.
Max cx (2.13)
s.a. Ax ≤ b (2.14)
x ∈ Zn+ (2.15)
O problema de programação inteira com variáveis binárias é um caso especial dos problemas
descritos nos modelos representados pelas Expressões de 2.13 a 2.15, pois é definido sobre Bn, o
espaço dos vetores de dimensão n com componentes binários, tal que Bn ≡ {0, 1}n.
Segundo Fonseca (2007), métodos de solução para programação inteira, como branch and
bound, resolvem problemas do tipo PI, ou PIM, através da resolução de subproblemas em que são
desconsideradas as restrições de integralidade sobre as variáveis. Por conseguinte, esses métodos
atuam na resolução de relaxações lineares do problema original.
Pode-se fazer uma distinção entre os problemas de otimização combinatória e os problemas
combinatórios em que apenas uma solução viável é obtida. Alguns deles – por exemplo, o problema
do caixeiro viajante – são geralmente considerados como pertencentes à classe de otimização com-
binatória, enquanto outros – por exemplo, o problema do horário escolar – tendem a ser tomados
como aqueles em que apenas uma solução viável já é suficiente (Roy, 1974).
Os problemas de otimização combinatória também são separados em problemas de sequenci-
amento, de seleção, de atribuição, bem como a combinação desses três padrões. Nos problemas de
sequenciamento, uma série de elementos (ou apenas um subconjunto deles) deve ser colocada em
uma ordem (sequência) viável ou ótima. O mais conhecido desse tipo é o problema do caixeiro vi-
ajante. Outros problemas de caminho mínimo também podem ser considerados como pertencentes
a essa categoria.
Em problemas de seleção, os elementos de um conjunto devem ser escolhidos de forma que
sejam atendidas certas exigências. Os problemas de knapsack, de matching e de covering são os
problemas-padrão mais conhecidos desse grupo.
Em problemas de atribuição, é necessário atribuir elementos de um conjunto para elementos
de outro grupo. São típicos desse modelo o problema linear de alocação e o quadrático de alocação.
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Muitos problemas do mundo real são combinações desses grupos.
Não existe uma distinção fundamental entre os problemas de sequenciamento, seleção e atri-
buição; é preciso enfatizar que eles podem ser convertidos um no outro. Um problema de sequencia-
mento se encaixa em um de seleção caso subsequências sejam colocadas em um conjunto completo
que deve ser selecionado. Ocorre, de forma semelhante, com os problemas de atribuição, desde que
haja a seleção de subatribuições. Ademais, os problemas de sequenciamento podem ser conside-
rados como de atribuição, uma vez que a ordem de cada elemento de uma sequência possa ser
interpretada como uma atribuição para o elemento correspondente. Além disso, em geral, é possí-
vel converter problemas de seleção para os de sequenciamento e atribuição; no entanto, em muitos
casos, isso requer alguma arbitrariedade na argumentação (Roy, 1974).
Segundo Roy (1974), os modelos de programação inteira (particularmente modelos zero-um),
em princípio, são problemas de seleção. Assim sendo, qualquer problema de otimização combina-
tória que se transforme em um problema de seleção pode ser modelado em termos de programação
inteira.
Roy (1974) usa uma abordagem morfológica a fim de ser usada como uma espécie de check-
lists – que devem ser aplicados quando se desenvolvem novos métodos para a resolução de diversos
tipos de problemas combinatórios. O autor sugere seis passos para resolver problemas combinató-
rios, uma vez que esses possuem certas propriedades em comum. São eles:
1. descrever o estado do problema;
2. construir um modelo de programação inteira. Se este modelo pode ser tratado com sucesso
por métodos de programação inteira, então resolver o problema e parar; caso contrário, ir
para a etapa 3;
3. estimar o número de soluções;
4. verificar se o método de enumeração explícita é adequado; se não, avancar para o passo 5; se
sim, enumerar e parar;
5. tentar aplicar métodos de busca em árvore (enumeração implícita), por exemplo, branch and
bound, programação dinâmica, entre outros; se esses métodos forem muito demorados, seguir
para o passo 6;
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6. desenvolver e aplicar métodos heurísticos (enumeração incompleta) que, em geral, não ga-
rantem uma solução ótima ou viável, porém o tempo de computação é exequível.
2.3.1 Problema de atribuição
A pergunta típica dos problemas de atribuição é como atribuir individualmente elementos de
um conjunto para elementos de outro grupo. Devido à unimodularidade (ou unicidade), esse pro-
blema pode ser resolvido com facilidade por meio da programação linear ou por meio de algoritmos
de fluxo em rede.
O problema de alocação linear está relacionado a muitos outros problemas combinatórios
difíceis, porém pode ser resolvido facilmente. Essa propriedade deve ser aproveitada na construção
de algoritmos especiais.
A maioria dos problemas da vida real pode ser formulada em mais de um modelo de progra-
mação inteira. Mesmo que o modelo escolhido seja muito grande ou mal-estruturado – de forma
que os métodos de programação inteira não sejam aplicados eficientemente – a vantagem dessa
formulação é a facilidade de se encontrarem relações ou semelhanças com os problemas-padrão
que possam colocá-la no caminho certo para desenvolver algoritmos específicos com base naqueles
existentes para esses padrões.
Wolsey (1998) exemplifica o problema de atribuição na situação em que existem n pessoas
para realizar n trabalhos. Cada pessoa é atribuída a exatamente um trabalho. Alguns indivíduos são
mais adequados a realizar determinados trabalhos do que outros. Dessa forma, existe um custo cij
caso a pessoa i seja atribuída ao trabalho j. O problema de atribuição consiste em encontrar uma
atribuição de custo mínimo, como mostrado pela Expressão 2.16. A Restrição 2.17 indica que cada
pessoa i realiza um trabalho. A restrição que indica que um trabalho só pode ser realizado por uma
pessoa é representado pela Expressão 2.18. A variável booleana xij é igual a 1 se a pessoa i está
atribuída ao trabalho j, e igual a 0 caso contrário.
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min
n∑
i=1
n∑
j=1
cijxij (2.16)
s.a.
n∑
j=1
xij = 1 para i = 1, ..., n. (2.17)
n∑
i=1
xij = 1 para j = 1, ..., n. (2.18)
xij ∈ {0, 1} para i = 1, ..., n, j = 1, ..., n. (2.19)
2.3.2 Problema de set-packing
O problema de set-packing, ilustrado pela Figura 2.2, assim como vários outros combina-
tórios, pode ser formulado de maneira simples; entretanto, são de alto grau de complexidade,
caracterizados na classe de problema NP-hard: problemas não polinomiais complexos. Segundo
Nemhauser e Wolsey (1988), o intuito desse problema é encontrar o mínimo de subconjuntos que
contenham todos os elementos de um dado conjunto, a fim de minimizar custos e maximizar o peso
do empacotamento, restringindo a aparição de cada elemento a apenas uma única vez.
P1 P2 P3 P4 P5 P6Produtos
Resolve
Set-Packing
P1 P3 P6 P2 P4 P5Empacotados
individuais
Produtos
Figura 2.2: Set-packing.
Fonte: Elaboração própria.
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De acordo com Roy (1974), entre as diversas estruturas dentro de programação inteira, o
problema de set-packing é um dos que mais tem aplicação. Formalmente, o set-packing é formulado
como segue na Equação 2.20.
max{cx|Ax ≤ 1, x ≥ 0 x ∈ 0, 1} (2.20)
em que, A é uma matriz m× n de zeros e uns; c é um vetor inteiro de pesos de dimensão n;
e x é uma variável de decisão binária.
2.4 Complexidade e dificuldade de problemas inteiros e combinatórios
Uma forma de se encontrar a solução ótima de um problema combinatório é comparar todas
as possíveis combinações a fim de se localizar o ponto extremo do critério. Quando os proble-
mas são pequenos, ou seja, com poucos parâmetros e variáveis, encontrar tal solução se torna uma
tarefa simples. Porém, quando os problemas são de grande porte, incluindo uma série de parâme-
tros e variáveis – assim como os problemas de aplicações reais – o tempo computacional exigido
se torna impraticável quando se utilizam técnicas comuns de solução, uma vez que o número de
combinações gerado demanda abordagens específicas para se encontrar a solução ótima.
A teoria da complexidade computacional aventura-se a apresentar o quão difícil pode ser a
solução de um problema. Kronsjo (1985) complementa que tal complexidade se refere aos aspec-
tos quantitativos das soluções, como tempo de processamento e memória, e se preocupa com o
desenvolvimento de abordagens que limitem a quantidade de recursos computacionais necessários
e suficientes para resolver algumas classes de problemas.
A essência da complexidade computacional é analisar o custo computacional, ou seja, a quan-
tidade de tempo requerido para completar a computação e a quantidade de memória necessária.
Assim, a complexidade é medida em relação a performance do algoritmo como uma função de
tamanho das entratadas de dados previamente consideradas1 (Koller e Friedman, 2009).
1Koller e Friedman (2009) descrevem tal definição como segue:
Considere um algoritmo A que s usa o problema de entrada Π de uma classe particular, e retorna al-
guma saída. Assuma, ainda, que o tamanho de cada possível problema de entrada Π é medido usando
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A complexidade de um algoritmo de tempo polinomial é definida como O(p(n)) (leia-se:
de ordem polinomial em n), em que p é a função polinomial e n o tamanho do problema. Ao se
implementar o algoritmo para uma aplicação real, deve ser considerado tanto um tempo de execução
quanto uma capacidade de armazenamento razoáveis para se solucionar o problema.
Conforme Kronsjo (1985), um algoritmo é considerado de complexidade exponencial quando
não é possível limitá-lo por uma função polinomial de tempo. A Tabela 2.1 mostra funções de com-
plexidade de tempo, de ordens diferentes, relacionadas com o tempo necessário para se solucionar
computacionalmente o problema, variando o tamanho do problema.
Tabela 2.1: Comparação entre funções de complexidade.
Função de complexidade Tamanho do problema
de tempo 20 40 60
n 0, 00002 seg 0, 0004 seg 0, 00006 seg
n log n 0, 00009 seg 0, 0002 seg 0, 0004 seg
n3 0, 008 seg 0, 064 seg 0, 216 seg
n5 3, 2 seg 1, 7 min 13, 0 min
nlog n 0, 4 seg 5, 6 min 9 h
2n 1, 0 seg 12, 7 dias 366 séculos
nn 3× 1010 séculos - -
**É suposto que um problema de tamanho 1 leva 10−6 segundos para se executar.
Fonte: Kronsjo (1985)
A função exponencial cresce muito mais rapidamente que a função polinomial. Por isso, o
tempo de resposta computacional de uma função exponencial, devido à sua complexidade, pode
ser inviável, ao passo que na função polinomial esse tempo se torna plausível, exceto em casos
em que essa função seja de grau muito elevado, o que sugere a impraticabilidade do algoritmo em
aplicações reais.
A teoria da complexidade tem definido classes de problemas que são equivalentes em termos
de custos computacionais. As classes P e NP são as mais importantes e mais usuais para se des-
algum conjunto de parâmetros n1, . . . , nk. Dizemos que o tempo de execução deA é O(f(n1, . . . , nk))
para alguma função f (conhecida como “grande O de f”), se, para n1, . . . , nk suficientemente grande,
existir uma constante C, tal que, para qualquer Π, o tempo de execução de A em Π é, no máximo,
C · f(n1, . . . , nk).
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crever a complexidade computacional dos problemas. A classe NP inclui uma série de problemas
práticos que ocorrem na indústria e nos negócios (Nemhauser e Wolsey, 1988).
Segundo Koller e Friedman (2009), “LΠ é uma linguagem que define o conjunto preciso de
instâncias para que um algoritmo correto de Π tenha retorno verdadeiro. Assim, um problema de
decisão Π está contido em uma classe P se existir um algoritmo determinístico que considera uma
instância ω e se determina, ou não, ω ∈ LΠ em tempo polinomial em que o tamanho da entrada
é ω. Um problema de decisão Π é da classe NP se existir um algoritmo não determinístico que
aceite a instância ω se e somente se ω ∈ LΠ, e se um estágio de verificação possa ser executado
em tempo polinomial no comprimento de ω.2”
Na classe NP , um problema R1 é conhecido como “reduzido” para R2, caso exista um
algoritmo de tempo polinomial determinístico que reduza R1 para R2. Os problemas R1 e R2 são
equivalentes se R1 for reduzido para R2, ou então se R2 for reduzido para R1.
Conforme Garey e Johnson (1979), a classe NP-hard é de problemas tão difíceis quanto
os problemas mais difíceis em NP. Um problema H é NP-hard, se, e somente se, houver um
problema R na classe NP-complete que seja reduzido a H . A Figura 2.3 exibe a relação entre as
classes de complexidade.
P 6= NP P = NP
NP-Hard NP-Hard
NP-Complete
NP
P
P = NP =
NP-Complete
Figura 2.3: Classes de complexidade.
Fonte: Elaboração própria, adaptado de Garey e Johnson (1979).
2Tradução livre.
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Os problemas da classe NP-hard podem ser de busca, de otimização, de decisão, entre outros.
Algumas de suas aplicações reais são: mineração de dados, problemas de seleção, monitoramento
de controle de processos, sistemas tutoriais, sistemas de apoio a decisão, bioinformática, bem como
leilão combinatório, que é o objeto de estudo deste trabalho.
Nemhauser e Wolsey (1988) apresentam, através da Figura 2.4, a relação entre os principais
problemas com alto grau de complexidade computacional. O problema do topo de um arco é um
caso especial do problema da base. O relacionamento entre eles se estende transitivamente para os
caminhos direcionados; dessa forma, se existir um problema p1 que seja direcionado para p2, então,
cada ocorrência de p2 é um caso típico de p1.
Programac¸a˜o
Inteira-mista
Programac¸a˜o
Linear
Programac¸a˜o
Mista 0-1
Programac¸a˜o
Inteira pura
Problema de Fluxo de
rede de carga fixa
Problema de incapacidade
de local de instalac¸a˜o
Programac¸a˜o
0-1
Problema
da mochila (Inteiro)
Problema de Fluxo de
rede linear
Problema de
Set-covering
Problema do
Transporte
Problema de
Empacotamento de No´s
Problema do
Caixeiro viajante
Problema do
Caminho mı´nimo
Problema de
Atribuic¸a˜o
Problema
da mochila (0-1)
Problema de
Set-packing
Problema de
Matching
Figura 2.4: Relação entre problemas de alto grau de complexidade.
Fonte: Elaboração própria, adaptado de Nemhauser e Wolsey (1988).
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2.4.1 Métodos de solução
Meta-heurística
Yang (2010) define heurística3 como uma técnica de solução através de tentaiva e erro, a fim
de se encontrar soluções satisfatórias para problemas de alto grau de complexidade em um tempo
computacional prático. Os algoritmos heurísticos buscam uma solução subótima, combinando a
qualidade da solução com tempo computacional necessário para encontrá-la. Devido a essa ca-
racterística do método heurístico, não se pode concluir, com certeza, se a solução encontrada é a
melhor possível e qual a distância que ela se encontra da solução ótima do problema.
Chaves (2003), complementa ainda que, o método heurístico visa encontrar uma solução
factível (dentro do espaço das soluções) de um problema com alto grau de complexidade – como,
por exemplo, os da classe NP-complete ou NP-Hard – em um tempo computacional plausível. A
fim de se aprofundarem as buscas nos métodos heurísticos, fazendo com que se encontrem melhores
soluções originou-se a técnica conhecida como meta-heurística.
As meta-heurísticas utilizam táticas de aprendizagem que contêm mecanismos para evitar o
confinamento em partes específicas do espaço de busca a fim de identificar uma solução de próxima
da ótima global. Dessa forma, o algoritmo reduz o espaço de busca em direção ao ótimo global,
tornando viável o tempo computacional.
As buscas pelas melhores soluções em metaheurística são classificadas como não-
populacional e populacional. Os algoritmos que utilizam as buscas não populacionais, são aqueles
que exploram o espaço das soluções através de procedimentos de refinamento da solução corrente.
Já os algoritmos de busca populacional exploram o espaço das soluções mantendo um conjunto de
soluções de boa qualidade, combinando-as, a fim de se gerar soluções ainda melhores.
Dentre as meta-heurísticas mais notórias encontram-se as técnicas conhecidas como algo-
ritmo genético, colônia de formigas, busca tabu, simulated annealing e greedy randomized adaptive
search procedure (GRASP). De modo geral, essas técnicas fundamentam-se em diferentes modelos
e mecanismos com a finalidade de escapar de soluções ótimas locais de baixa qualidade.
3Proveniente do grego (heuristiken), siginfica descobrir.
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O método de algoritmo genético é baseado em uma abstração da teoria da evolução de Charles
Darwin. Este método basicamente envolve a representação dos cromossomos e dos operadores
genéticos através da codificação da função de otimização e da manipulação de seus operadores
para encontrar o melhor resultado para o problema.
Otimização de colônia de formigas é inspirada no comportamento das formigas, que marcam
seus caminhos depositando feromônio na trilha, o que facilita a busca por alimentos pelas demais
formigas da colônia. Algoritmos de colônia de formiga, são probabilísticos, empregam busca popu-
lacional e, utilizam a informação da trilha de feromônios, codificados artificialmente, para alcançar
uma solução eficiente (Yang, 2010).
Busca tabu é uma técnica meta-heurística de otimização que objetiva identificar regiões fa-
voráveis no espaço de busca a fim de escapar de soluções de ótimos locais. Este método utiliza
estruturas de memória para armazenar as soluções produzidas.
Conforme Yang (2010), o Simulated Annealing é um algoritmo baseado no processo de res-
friamento e congelamento de um metal em um estado cristalino empregando o mínimo de energia e
reduzindo os defeitos na estrutura metálica. Dessa forma, o método minimiza uma função de otimi-
zação buscando o próximo ponto de mínimo possível na vizinhança do ponto de mínimo corrente
e verificando a diferença entre as soluções.
O algoritmo GRASP utiliza duas fases para cada iteração. A primeira fase, constrói os pontos
iniciais combinando técnicas gulosas e seleções aleatórias gerando boas soluções. A segunda fase,
utiliza essas soluções para realizar uma busca local Feo e Resende (1995).
Dentre as metaheurísticas citadas, o AG é uma das mais utilizadas no que se refere os leilões.
Andreoni e Miller (1995) analisam um modelo de aprendizagem adaptativa para demonstrar que
tal modelo pode capturar os padrões de lances evidentes entre agentes em leilões experimentais.
Richter e Sheblé (1998) utilizam algoritmo genético para testar estratégias de lances em leilões
de energia.Byde (2003) descreveram um método baseado em AG, com o intuito de avaliar leilões
padrão de primeiro preço e e leilão de segundo preço fechado. Cliff (2003) apresenta o uso de um
AG com o intuito de encontrar valores de parâmetros ideais para agentes comerciais que operam
em leilão virtual on-line.
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Algoritmos genéticos
A computação evolutiva foi desenvolvida a partir da teoria da evolução de Charles Darwin.
Essa teoria avalia que os indivíduos mais adaptados aos ambientes competitivos possuem uma
maior probabilidade de sobrevivência e, devido aos seus genes, ao procriarem, tendem a gerar
indivíduos cada vez mais aptos. O conceito de mutação é amplamente utilizado nesta teoria, uma
vez que influi na diversidade de genes, transformando a geração futura de indivíduos.
São três as principais abordagens de computação evolutiva. A primeira se refere a estratégias
evolutivas (EE) que, segundo Rechenberg (1965), foram desenvolvidas para solucionar problemas
de otimização com variáveis reais. A segunda abordagem, conhecida como programação evolutiva
(PE), utilizou-se de técnicas evolucionárias a fim de se aperfeiçoar as máquinas que possuem com-
portamentos com números finitos de estados (Fogel e outros, 1966). Os algoritmos genéticos (AG),
que são a terceira abordagem de computação evolutiva, foram empregados em sistemas adaptativos
para que esses se autoadaptassem no tempo (Holland, 1962).
Linden (2012) define os AGs como uma técnica de busca de otimização bem eficiente e capaz
de identificar soluções próximas da solução ótima. Entretanto, esses algoritmos deixam a desejar
em tempo de processamento, por isso são mais utilizados em problemas notadamente complexos,
como os da classe NP-hard.
O AG utiliza números aleatórios para simular os eventos evolutivos, sendo conhecido como
método probabilístico e não determinístico. Esse método não garante a solução, pois ao compilar
o mesmo algoritmo repetidas vezes com os mesmos parâmetros, os resultados serão diferentes.
Entretanto, existem métodos que utilizam a mesma semente para criação da população inicial, que
tendem a manter os resultados obtidos.
Os AGs não precisam das derivadas ou de informações adicionais ao problema; apenas ne-
cessitam das informações locais ao ponto de avaliação, o que os torna aplicáveis para problemas
reais em que os dados são discretos. Como, por exemplo, problemas de atribuição de recursos em
que só se admitem resultados inteiros (Linden, 2012).
Os principais operadores em AG são: seleção, cruzamento e mutação. À seleção se atribui
o objetivo de escolher os indivíduos suscetíveis àquele ambiente. O cruzamento é a mistura dos
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genes aptos, gerando um indivíduo que herda características de seus progenitores. Já à mutação é
cabido diversificar geneticamente a população. Segundo Hussain (1998), nem todos os operadores
necessitam ser utilizados conjuntamente, pois, dependendo da técnica de AG, não é necessário um
ou outro operador.
A princípio, em um AG, geram-se soluções por meio de variáveis aleatórias ou técnicas
heurísticas, a fim de se criar uma população inicial de indivíduos. Posteriormente, avaliam-se e
selecionam-se os indivíduos da população gerada. Dependendo da aplicabilidade, utilizam-se os
dois operadores – cruzamento e mutação; entretanto existem aplicações em que apenas um deles é
suficiente. Como resultado, tem-se a nova população de indivíduos.
A aptidão dos indivíduos gerados em um AG é medida em relação ao ambiente4. Como
exemplo, em um problema em que o objetivo é a minimização, quanto menor o valor da função-
objetivo, mais adequado estará o indivíduo naquele meio.
Outra análise importante ao se escolher o método de busca adequado é em relação à com-
plexidade computacional do problema. Analisar esse tempo computacional implica em verificar a
resposta do método à medida que se aumenta o tamanho do problema. A utilização de AG em pro-
blemas complexos, normalmente, tem um tempo de resposta aplicável; entretanto, o mais sensato a
se fazer é comparar um algoritmo com outros métodos de busca, probabilísticos e determinísticos,
a fim de se conseguir um parâmetro de tempo mais confiável. O Algoritmo 1 representa o código
de um algoritmo genético simples.
O algoritmo básico de um AG se inicia gerando um população aleatória de cromossomos5. Os
idivíduos dessa população, por sua vez, são avaliados e caso sejam aptos são selcionados para que
seja realizado o cruzamento e a mutação. então, uma nova população é gerada. Este procedimento
acontece até que o critério de parada seja atingido.
Segundo Talbi (2009), o critério de parada utilizado em AG podem ser classificados como
procedimentos estáticos ou adaptativos. As implementações estáticas consideram um número fixo
de iterações, em que alguns parâmetros podem ser previamente definidos, como por exemplo,
4O termo ambiente, em AG, é um conceito implícito que se refere, de forma análoga, ao meio ambiente considerado
na teoria da evolução descrito por Charles Darwin.
5Cromossomo em Ag é uma solução possível do problema que é representada por uma cadeia de bits, e podem ser
classificados como real, inteiro, binário e misto.
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tempo de processamento, quantidade máxima de avaliações da função objetivo, entre outros. Os
processos adaptivos não possuem conhecimento prévio do final da busca, nesse caso, é possível
realizar a parada ao se encontrar um valor satisfatório para a função objetivo.
Algoritmo 1: Código básico de algoritmos genéticos.
begin
i← 0;
Inicializar População Inicial P (i);
while Crtitério de parada 6= true do
Avaliar Indivíduos;
Selecionar Indivíduos;
if Cruzamento = true then
Cruzar Indivíduos;
end
if Mutação = true then
Mutar Indivíduos;
end
Criar População P (i+ 1);
i← i+ 1 ;
end
end
Branch and Bound
Com o objetivo de resolver os problemas combinatórios, Land e Doig (1960) desenvolveram
um método – baseado em definições de teoria dos grafos e heurísticas – que realiza buscas em
processos de enumeração implícita, conhecido como branch and bound (BB), com vista à solução
de programação discreta. Em essência, o algoritmo BB realiza busca em uma estrutura de dados
baseada em uma árvore de decisão e garante obter a solução ótima.
Segundo Garfinkel e Nemhauser (1972), BB é uma técnica de otimização que utiliza árvores
de enumeração e envolve calcular os limites superiores e inferiores da função-objetivo para acelerar
o processo de poda e, assim, reduzir a enumeração. Correia (1988) considera que, mesmo sem
caminhar em todos os nós de uma árvore de decisão, o processo de enumeração implícita, em um
algoritmo de BB, deve considerar todas as soluções ótimas daquela árvore. Narendra e Fukunaga
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(1977) adaptaram o algoritmo de BB para a solução de problemas combinatórios de seleção – o
que resultou em um conjunto de estratégias eficientes – pois ele evita uma enumeração exaustiva
uma vez que rejeita subconjuntos indesejáveis.
Três processos fundamentais são considerados no método BB, mais especificamente: i) o
processo de relaxação do problema original desconsidera algumas restrições, por um determinado
momento, com o objetivo de facilitar a resolução; ii) a separação, que divide o problema principal
em dois ou mais subproblemas e; iii) o processo de poda, que identifica quais problemas descen-
dentes devem ser eliminados e quais podem oferecer um resultado satisfatório, e os analisa sem ter
que percorrer toda a árvore binária.
O processo de separação, considerado por Wolsey (1998) como “dividir para conquistar”,
fragmenta o problema em uma série de problemas menores. Esses problemas reduzidos, por sua
vez, são resolvidos e todas suas informações são colocadas juntas novamente para se resolver o
problema original.
Proposição 2.4.1. Considere que S = S1∪...∪SK seja a decomposição do conjunto S em conjuntos
menores e que zk = max {cx : x ∈ Sk} para k = 1, ..., K. Assim, z = maxk zk.
Uma forma típica de representar a abordagem de “dividir para conquistar” se dá através de
uma árvore de enumeração. Por exemplo, caso S ⊆ {0, 1}3, é possível construir uma árvore de
enumeração como exibido na Figura 2.5.
S
S0
S00
S000 S001 S010 S011
S01
S1
S10 S11
S100 S101 S110 S111
x1 = 1x1 = 0
x2 = 0
x3 = 0
Figura 2.5: Árvore de enumeração binária.
Fonte: Wolsey (1998).
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Inicialmente, se divide S em S0 = {x ∈ S : x1 = 0} e S1 = {x ∈ S : x1 = 1}, dessa forma,
S00 = {x ∈ S0 : x2 = 0} = {x ∈ S : x1 = x2 = 0, }, S01 = {x ∈ S0 : x2 = 1}, e assim por diante.
A folha da árvore Si1i2i3 é não vazia se e somente se x = (i1, i2, i3) pertencer a S. Por convenção,
a árvore é desenhada de cabeça para baixo, com a raiz localizada no topo (Wolsey, 1998).
Proposição 2.4.2. Considere que S = S1∪...∪SK seja a decomposição do conjunto S em conjuntos
menores e que zk = max {cx : x ∈ Sk} para k = 1, ..., K, zk seja o limite superior de zk e zk seja
o limite inferior de zk. Dessa forma, z = maxk zk é um limite superior de z, e z = maxk zk é um
limite inferior de z.
Wolsey (1998) lista pelo menos três razões que permitem a poda da árvore e, dessa forma,
enumerar, implicitamente, um grande número de soluções. São elas:
1. poda por otimalidade: zt = {max cx : x ∈ St} deve ser solucionado;
2. poda por limitante: zt ≤ z;
3. poda por infactibilidade: St = ∅.
A Figura 2.6 mostra o fluxograma do algoritmo de BB.
27
Inicializa
Lista = Problema S inicial
z = −∞
Incumbente x∗ = nulo
Lista
Fim
Incumbente x∗ o´timo
Escolha o Problema Si
de Formulac¸a˜o P i
Resolve um LP relaxado (P i)
zi = Valor de LP
xi(LP ) = Soluc¸a˜o de LP
Se P i = vazio,
Se zi ≤ z ,
Se x(LP ) = integer,
e incumbente x∗ = xi(LP ),
poda por otimalidade
Retorna dois subproblemas
Si1 e S2 de formulac¸a˜o P
i
1 e P
i
2
Sim
Na˜o
Sim
Sim
Sim
de formulac¸a˜o P
Na˜o
Na˜o
Na˜o
vazia?
poda por infactibilidade
poda por limitante
atualiza limitante z = zi
Figura 2.6: Fluxograma do algoritmo de BB.
Fonte: Elaboração própria, adaptado de Wolsey (1998).
A maneira mais comum de se resolver problemas de programação inteira é usar enumeração
implícita ou o método BB, em que os limites advêm de relaxações de programação linear. Ao se
adicionar variáveis de folga ao problema e solucionar um problema de programação linear relaxado
(bounding), em que as restrições de integralidade são descartadas, é possível obter o limite superior
z e uma solução, normalmente, não inteira (ou não factível). Caso ainda não exista uma solução
factível, por convenção, é determinado um limite inferior tal qual z = −∞. Como z < z, é
necessário dividir a solução (branching). Uma forma sugerida por Wolsey (1998), para a realização
do branching, é escolher uma variável inteira (que seja básica e fracionária) no espaço de solução
do problema relaxado e separá-lo em duas partes sobre o valor fracionário. Em seguida, escolhe-
se um nó na lista de problemas ativos e otimiza-se o problema novamente até que se encontre a
solução ótima.
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Dada uma lista de nós ativos, a principal questão é decidir qual nó deve ser examinado de
forma detalhada. Nemhauser e Wolsey (1988) consideram duas opções básicas: a primeira adota
regras previamente determinadas na ordem em que a árvore é construída. A segunda opção dos
autores é utilizar regras adaptativas, em que o nó é escolhido utilizando-se informações sobre a
situação do nó ativo, como, por exemplo, limitantes.
Uma regra a priori amplamente empregada é a utilização dos métodos de busca por profun-
didade, adicionando-se o método de backtraking, que também é conhecido como last in, first out
(LIFO). Na busca por profundidade, caso o nó corrente não tenha sido podado, o próximo nó consi-
derado é um dos seus dois filhos. Já o método backtraking considera que, quando um nó é podado,
deve-se voltar no caminho a partir desse nó até a raiz, até que se encontre o primeiro nó que tenha
um filho ainda não considerado (Nemhauser e Wolsey, 1988).
A junção desses dois métodos de busca consiste em uma regra do tipo a priori completa,
caso seja fixada uma regra de escolha de variáveis ramificadas, e caso se especifique que o filho
da esquerda é considerado antes do filho da direita, como exemplificado na Figura 2.7. Os nós são
numerados na ordem em que foram considerados, e os nós podados são representados com um
traço sob eles.
1
2
3 4
5
6 9
7 8
Figura 2.7: Busca por profundidade e backtraking.
Fonte: (Nemhauser e Wolsey, 1988).
O algoritmo 2 representa a função principal de uma aplicação de BB. Nesta função, as variá-
veis de entrada, bem como as funções que validam o teste de finalização, que selecionam e relaxam
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o problema, que realizam a poda e a seleção, são carregadas.
Algoritmo 2: Algoritmo básico de BB.
Principal
begin
Lista← PI;
S0 ← S;
z0 ←∞;
zPI ← −∞;
Teste de Término();
Seleção do Problema e Relaxação();
Poda();
Separação();
end
O algoritmo 3 apresenta o teste de finalização do algoritmo que o conclui apenas quando a
lista de nós ativos estiver vazia.
Algoritmo 3: Função de teste de término do algoritmo BB.
Function Teste De Término
begin
if Lista = ∅ then
Solução ótima← x0;
zPI ← cx0;
end
end
A função de seleção e relaxação é apresentada pelo algoritmo 4. O algoritmo seleciona um
problema original da lista e realiza sua relaxação.
Algoritmo 4: Função de seleção e relaxação do problema do algoritmo BB.
Function Seleção do Problema e Relaxação
begin
Selecione e remova PIi da Lista;
Resolva a relaxação PRi;
ziR ← Valor ótimo relaxado;
if xiR 6= ∅ then
Solução ótima← xiR;
end
end
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O algoritmo 5 mostra o passo a passo para a realização do processo de poda de um BB.
Algoritmo 5: Função de poda do algoritmo BB.
Function Poda
begin
if ziR ≤ zPI then
Teste de Término();
end
if xiR /∈ Si then
Separação() ;
end
else if xiR ∈ Si & cxiR > zPI then
zPI ← cxiR;
while zi ≤ zPI do
Deletar todos os problemas da Lista;
end
if cxiR = ziR then
Teste de Término();
end
Separação();
end
end
Os passos para realizar o processo de separação são expostos pelo algoritmo 6.
Algoritmo 6: Função de separação do algoritmo de BB.
Function Separação
begin
Separação de Si ← {Sij}k
j=1
;
for j = 1 to k do
if zij = ziR then
Lista← {PIij}k
j=1
;
end
end
Teste de Término();
end
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Branch and Cut
Um algoritmo branch-and-cut (BC) é uma variação de um algoritmo BB em que são gerados
planos de corte em toda a árvore do método BB. Apesar de parecer uma pequena variação no
método, essa alteração modifica essencialmente o método BB.
Ao invés de processar uma rápida reotimização em cada nó, o método de BC realiza quanto
trabalho for necessário para identificar limitantes mais precisos nos nós da árvore. O objetivo dessa
abordagem não é somente reduzir significantemente o número de nós da árvore (utilizando o mé-
todo de cortes) e melhorar as formulações, mas também tentar algo a mais que seja útil, como, por
exemplo, pré-processamento ou heurística primal em cada nó, e assim por diante (Wolsey, 1998).
Ainda é discutido por Wolsey (1998) que, na prática, esse método consiste em um trade-off.
Caso muitos cortes sejam adicionados em cada nó, a reotimização pode ser bem mais lenta que
antes. Além disso, manter toda a informação na árvore é consideravelmente mais difícil. Em um
algoritmo BB, o problema a ser resolvido em cada nó é obtido apenas adicionando-se limitantes.
Em um BC, todos os cortes são armazenados, além do que manter os limitantes e uma boa base
na lista de nós necessita, ainda, que se indiquem quais as restrições que precisam reconstruir a
formulação no nó dado: assim, índices para as restrições indicadas devem, também, ser mantidos.
Braga (2008) considera que um aspecto fundamental para a implementação de um algoritmo
BC é adicionar apenas planos de corte que sejam válidos para todos os sub-problemas. Dessa forma,
é possível armazenar apenas as inequações que são compartilhadas para todos os nós, diminuindo-
se o risco de armazenagem de grandes quantidades de dados em memória. O fluxograma do método
de BC é apresentado pela Figura 2.8.
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RAMIFICAR
com formulac¸a˜o P it
Adicione os problemas a` Lista de No´s
Crie dois ou mais novos problemas Xit
FIM
V alor = z
Incumbente x∗ o´timo
Inicializa
z = max {cx : x inX}
z = −∞
Incumbente x∗ = nulo
de formulac¸a˜o P
Pre´-processar o problema incial
e atribuir a` Lista de No´s
NO´S
Se Lista de No´s = “vazio”, va´ para FIM.
Sena˜o escolha e remova o no´ i da Lista de No´s
e va´ para RESTAURAR
RESTAURAR
a formulac¸a˜o P i do conjunto Xi
Determine k = 1, e P i,1 = P i
Se infac´ıvel, poda e va´ para NO´S
Sena˜o soluc¸a˜o = xi,k e va´ para CORTAR
Iterac¸a˜o k: Resolve zi,k = max
{
cx : x ∈ P i,k
}RELAXAR (LP)
CORTAR
Se corte no encontrado, va´ para PODAR
Sena˜o adiciona cortes para P i,k dando P i,k+1
k = k + 1, e va´ para RELAXAR (LP)
Iterac¸a˜o k: Tente cortarxi,k
PODAR
Se zi,k ≤ z, va´ para NO´S
Se x ∈ X, fac¸a z = zi,k,
atualiza incumente x∗ ← xi,k e va´ para NO´S
Sena˜o va´ para RAMIFICAR
Figura 2.8: Fluxograma do algoritmo de BC.
Fonte: Elaboração própria, adaptado de Wolsey (1998).
Método utilizado
Este capítulo teve a finalidade de apresentar alguns conceitos matemáticos necessários para
a compreensão do problema desta tese. Foi discutido, também, questões gerais sobre os principais
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métodos de solução de problemas de alto grau de complexidade computacional.
A complexidade computacional de um leilão combinatório, amplamente discutida nos capí-
tulos seguintes, é tradada limitando a quantidade de combinações possíveis. Dessa forma, ao invés
de permitir que as 2n− 1 combinações sejam realizadas, elas são tratadas como um número fixo de
combinações, mitigando a complexidade computacional.
Assim, o modelo pôde ser desenvolvido por meio de uma abordagem determinística, o que é
desejável quando se negociam direitos, como no caso das outorgas de empreendimentos de geração
de energia elétrica. Dentre todas as metodologias expostas neste capítulo, o método empregado nos
experimentos foi o branch and bound, determinado pelo solver comercial utilizado neste trabalho.
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3 TEORIA DOS LEILÕES
Existem registros da utilização do mecanismo de leilão desde 500 a.C. na Babilônia. Con-
tudo, nos dias atuais, o aumento da adoção desse tipo de negociação tem sido considerável. Em
geral, leiloam-se bens para os quais a determinação de preço é difícil ou aqueles cujo preço é
desconhecido; o intuito é sempre o de extrair melhores receitas para o leiloeiro.
É comum, em leilões de bens como obras de arte, gados e joias – por exemplo – a presença
de um leiloeiro que aciona seu martelo ao identificar o melhor lance e, assim, define o ganhador.
Contudo – com a crescente necessidade de comercializar os mais variados bens – os estudos da
teoria dos leilões têm adquirido maior acuidade e aplicabilidade.
Numerosos tipos de commodities são negociadas através de leilão, tais como: flores, peixes,
tabaco, gás, petróleo e energia elétrica. A venda de produtos de varejo em leilões online – aque-
les realizados através da Internet – também têm crescido em grande escala. Verifica-se, ainda, a
utilização de leilão pelo governo norte-americano – que vende semanalmente títulos públicos de
longo-prazo – para financiar suas dívidas.
Todavia, a utilização mais importante do mecanismo de leilão tem sido a facilitação de trans-
ferência de bens públicos para as mãos da iniciativa privada, o que constitui um fenômeno mundial
desde os anos 90. Os leilões públicos atuais não ocorrem com o intuito de privatizar, mas, sim,
outorgar a concessão do bem, ou seja, oferecer o direito de uso e exploração por um determinado
período.
A prática de negociação de insumos, empreendimentos, entre outros bens, em órgãos públicos
ocorre através de leilões. Nesse contexto, este capítulo tem o objetivo de analisar como funcionam
os leilões do ponto de vista da literatura, avaliando os aspectos de como sua formatação impacta na
eficiência e na receita do processo.
Mcafee e Mcmillan (1987) definem leilão como uma instituição com um conjunto explícito
de regras estabelecidas que determinam a alocação de bens, cujos preços são baseados nos lances
ofertados pelos licitantes envolvidos. Klemperer (2004) ainda completa que os leilões são ambien-
tes econômicos simples e bem definidos.
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Além da definição de leilão, torna-se importante elucidar seus agentes. São basicamente dois:
(i) o leiloeiro, que é o responsável por coordenar o evento, avaliar as propostas (lances) e, a partir
delas, indicar o resultado; e (ii) os licitantes (compradores e vendedores), que são os agentes que
competem entre si através da proposta de lances a fim de negociar o bem (ou bens) leiloado(s).
Em relação ao design, um leilão pode ser modelado como sequencial, simultâneo, combina-
tório ou híbrido. O leilão combinatório é melhor detalhado no Capítulo 4. Cabe ressaltar que, para
cada um desses modelos existem diversas variações e possibilidades de modificações, de acordo
com as necessidades e regras dos leilões.
Um modelo geral de valoração dos bens foi desenvolvido por Milgrom e Weber (1982), a
fim de fundamentar as estratégias dos licitantes. Como derivação desse modelo, definiram-se dois
padrões principais: o valor privado e o valor comum.
Nos leilões de valor privado, cada licitante atribui uma utilidade individual para o bem, de
forma subjetiva e de informação particular, dependendo da utilidade do bem para cada um deles
(Varian, 2000). Um bom exemplo para esse tipo de valoração, segundo Carneiro (2006), é ob-
servado nos leilões realizados pelo governo, com vista a adquirir insumos, em que cada licitante
conhece suas funções de custos e não precisa dessa informação de seus concorrentes para montar
suas funções de benefício e estratégias de lance.
Nos leilões de valor comum, o bem possui o mesmo valor para todos os licitantes. Esse
modelo pode ser adotado nos leilões de concessão de áreas de exploração de petróleo, uma vez
que o mercado é que estabelece o valor para as commodities. Dessa forma, os lances dos licitantes
medem, apenas, as expectativas em relação ao volume de petróleo a ser extraído na área em questão
(Rego, 2009).
Os leilões devem ser modelados de acordo com a quantidade de bens a se leiloar. Segundo
Krishna (2002), leilões de objetos únicos ocorrem quando se tem apenas um item à venda e diversos
potenciais compradores ofertando lances para esse objeto. Existem, também, os leilões de múltiplos
objetos, em que os bens podem ser fisicamente idênticos ou distintos. Além disso, eles podem
assumir a característica de: substitutos – em que o valor marginal ao se arrematar um segundo
item, por exemplo, é mais baixo do que o valor do primeiro item obtido; ou complementares – em
que o valor marginal ao se comprar um segundo item é mais alto do que o valor do primeiro item
adquirido.
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Outra característica importante dos leilões é sua natureza, que pode ser de demanda, de oferta
ou dupla. Masili (2004) considera um leilão de demanda de bem único – ilustrado pela Figura 3.1 –
aquele em que os compradores submetem lances a fim de adquirir um bem que o ofertante pretende
vender pelo maior preço. Vence o participante que fizer o maior lance (bi) de demanda, desde que
esse seja maior do que o preço mínimo estabelecido pelo leiloeiro.
C1 C2 Cn
Max
∑
bi
Figura 3.1: Leilão de demanda.
Fonte: Elaboração própria.
Os leilões de ofertas de bens únicos, são aqueles em que os vendedores propõem os lances
em que estão dispostos a negociar o bem, ou seja, o preço do produto leiloado é determinado pelos
vendedores (Masili, 2004). A Figura 3.2 ilustra um leilão de oferta, que visa minimizar o valor do
lance (bi).
V1 V2 Vn
Min
∑
bi
Figura 3.2: Leilão de oferta.
Fonte: Elaboração própria.
Quando existem ofertas de venda e ofertas de compra simultâneamente, a natureza dos leilões
é classificada como dupla. Nesses, os compradores e os vendedores manifestam seus lances e o
leiloeiro age como coordenador, encarregando-se de identificar e agrupar os pares que são possíveis
para negociação, conforme a conveniência do leilão (Silva, 2003).
Dekrajangpetch e Sheblé (2000) definem leilão duplo quando, de forma simultânea, os vende-
dores fazem lances (b) de oferta e os compradores fazem lances de demanda. A sistemática consiste
em avaliar, associadas ao preço ofertado, as quantidades demandadas. Em seguida, são comparadas
com o estoque de bens ofertados. Enquanto o montante demandado (d) for superior ao ofertado (o),
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ocorre uma nova rodada de lances a um preço melhor até que se encontre o preço de equilíbrio (β)
entre demanda e oferta, conforme ilustra a Figura 3.3.
V1 V2 Vn
β = (b|o = d)
C1 C2 Cn
Figura 3.3: Leilão duplo.
Fonte: Elaboração própria.
Segundo Klemperer (1999), os leilões podem ser caracterizados, também, pela forma de sub-
missão de lances, sendo abertos ou fechados. Os leilões abertos são aqueles em que o valor sub-
metido é de conhecimento público. Os leilões fechados estabelecem que os lances sejam secretos e
são tratados como informação confidencial.
Pelo fato do leilão ser um conjunto de regras explícitas, conforme argumenta Carneiro (2006),
qualquer alteração nessas normas impacta em diferentes estratégias por parte dos licitantes. Por
isso, cada forma de leilão pode provocar distintos resultados, inclusive inesperados e indesejados.
3.1 Leilões fechados
3.1.1 Leilão fechado de bens únicos
Leilão de segundo preço
Willian Vickrey estabeleceu um leilão de segundo preço, também de lance fechado; ou seja,
os lances não são de domínio público. Assim como no leilão de primeiro preço, o bem é vendido
para o licitante que ofertar o melhor lance. Entretanto, paga-se pelo bem o valor do segundo melhor
preço ofertado.
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Em um leilão de segundo preço, cada licitante pode apresentar um lance fechado de bi. O
benefício do licitante i, caso submeta um lance maior que a proposta submetida pelo participante
j, ou seja, caso bi > maxj 6=i bj , é dado pela Equação 3.1.
δIIi = xi −max
j 6=i
bj. (3.1)
Caso o licitante i submeta um lance inferior ao lance submetido pelo licitente j, ou seja,
bi > maxj 6=i bj , seu benefício será zero, como mostra a Equação 3.2.
δIIi = 0. (3.2)
Krishna (2002) mostra, através da Equação 3.3, a estratégia de equilíbrio de lance em um
leilão de segundo preço.
βII(x) = x (3.3)
Ao se utilizar a estratégia de equilíbrio, a regra de pagamento esperado é dada conforme a
Equação 3.4.
mII(x) = G(x)× E[Y1|Y1 < x] (3.4)
onde: x é o maior lance; Y1 é o segundo maior lance; G(x) é a probabilidade de x ser o maior
lance; e E[Y1|Y1 < x] é o valor esperado do segundo maior lance.
Assume-se também que, caso haja um empate – de modo que bi = maxj 6=ibj – o objeto é
distribuído para cada licitante com igual probabilidade. Apesar do leilão de segundo preço ser
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menos utilizado1, sua estratégia de submissão de lance é mais simples.
Leilão de primeiro preço
Os leilões de primeiro preço são aqueles em que cada licitante oferece seu lance, secretamente
e em envelope fechado, sem que ele saiba dos valores propostos pelos seus concorrentes. Os lances
de todos os concorrentes são avaliados e ganha o leilão aquele que apresentar o melhor lance. Nesse
caso, o licitante paga pelo bem o valor do lance submetido (Klemperer, 1999).
Em um leilão de primeiro preço, cada licitante apresenta uma proposta fechada de bi para o
bem de valor xi. O benefício do licitante i caso submeta um lance maior que a proposta submetida
pelo participante j, ou seja, caso bi > maxj 6=i bj é dado pela Equação 3.5.
δIi = xi − bi. (3.5)
Caso o licitante i submeta um lance inferior ao lance submetido pelo licitente j, ou seja,
bi < maxj 6=i bj , seu benefício será zero, como mostra a Equação 3.6.
δIi = 0. (3.6)
Assim, como no leilão de segundo preço, se houver empate, o objeto é distribuído para cada
licitante com a mesma probabilidade. Porém, em um leilão de primeiro preço, o comportamento do
equilíbrio não se dá de forma tão simplista. Não é considerada uma estratégia racional um partici-
pante oferecer um lance igual ao valor do bem, uma vez que, dessa forma, somente é garantido um
pagamento igual a zero (Krishna, 2002).
Fixando-se o comportamento dos outros participantes para qualquer oferta com a qual, por
certo, não irá ganhar e nem perder, o licitante enfrenta apenas uma troca. Um aumento da oferta,
1O leilão de segundo preço fechado é menos utilizado, pois a revelação do valor gera um certo desconforto tanto
para o leiloeiro, caso a diferença entre o primeiro e o segundo preço for grande, quanto para o licitante, que expõe sua
utilidade (Rothkopf e outros, 1990).
40
ao mesmo tempo que aumenta a probabilidade de ganhar, reduz a receita ao vencer. A estratégia de
equilíbrio no leilão de primeiro preço é apresentado pela Equação 3.7.
βI(x) = E[Y1|Y1 < x] (3.7)
onde, x é o maior lance; Y1 é o segundo maior lance; e E[Y1|Y1 < x] é o valor esperado do
maior lance.
A regra de pagamento é apresentada pela Equação 3.8. Ao se utilizar a estratégia esperada,
tanto no leilão de primeiro preço quanto no leilão de segundo preço, o resultado do pagamento será
o mesmo, porém, encontrá-lo nos leilões de primeiro preço é difícil.
mI(x) = G(x)× E[Y1|Y1 < x] (3.8)
onde, x é o maior lance; Y1 é o segundo maior lance; G(x) é a probabilidade de x ser o maior
lance; e E[Y1|Y1 < x] é o valor esperado do maior lance.
3.1.2 Leilão fechado de bens múltiplos
Existem três formatos para a venda de objetos idênticos: (i) leilão discriminatório, conhecido
como “pague o seu lance” (pay-your-bid); (ii) leilão de preço uniforme; e (iii) leilão de Vickrey.
Os dois primeiros são importantes por serem amplamente difundidos nos casos do mundo real,
tendo assim maior utilização prática. O terceiro é interessante por questões teóricas. Por serem
considerados objetos idênticos, os três leilões serão avaliados em circunstâncias em que os valores
marginais estejam decaindo, ou seja, o valor de uma unidade adicional do objeto é reduzido de
acordo com a quantidade já adquirida desse objeto.
Segundo Krishna (2002), em cada um desses leilões, um licitante é convidado a apresentar
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K lances bik, satisfazendo b
i
1 ≥ bi2 ≥ ... ≥ biK , para indicar o quanto ele está disposto a pagar por
cada unidade adicional. Assim, bi1 é o valor que i está disposto a pagar por uma unidade; b
i
2 é o
valor que i está disposto a pagar por duas unidades, e assim sucessivamente. Portanto, considera-se
bi = [b
i
1, b
i
2, ..., b
i
K ] o vetor de lances.
Em especial, se bik > b
i
k+1, então, por qualquer preço p situado entre b
i
k e b
i
k+1, o licitante
i estará disposto a comprar exatamente as k unidades do objeto. A demanda do licitante é não
crescente a esse preço. Uma vez que a função de demanda é apenas o “inverso” do vetor de lances,
e vice-versa, submeter o vetor de lances bi é equivalente a submeter a função de demanda di.
Leilão discriminatório
Os leilões de preço discriminatório são aqueles em que cada licitante paga um valor igual à
soma de suas ofertas que forem consideradas vencedoras. Formalmente, se ocorrer exatamente ki
dos K lances bik do i-ésimo licitante, entre os k maiores lances recebidos, i pagará, dessa forma,
o equivalente à Equação 3.9, que é a soma de seus lances que estão entre os K maiores lances
submetidos.
δ =
ki∑
k=1
bik (3.9)
A regra de preços discriminatórios também pode ser enquadrada em termos da função de
oferta residual para cada licitante. Qualquer preço p frente ao licitante i, denotado por s−i(p), é
igual ao total da oferta K, menos a soma da quantia demandada pelos demais licitantes, desde que
essa seja não negativa. Formalmente é representado pela Equação 3.10.
s−i(p) = max
{
K −
∑
j 6=i
dj(p), 0
}
(3.10)
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Leilão uniforme
Nos leilões de preço uniforme, os licitantes competem pelos bens submetendo seus lances e
curvas de demandas. O preço é definido quando o mercado se equilibra, ou seja, é o preço em que a
curva de oferta se iguala à curva de demanda. Todos os licitantes pagam o mesmo preço para cada
unidade que venha receber. De acordo com Prado e Vieira (2010), o leilão uniforme é amplamente
aplicado nas negociações de commodities e nos mercados financeiros para venda de bens idênticos
a vários compradores.
Em um leilão de preço uniforme, todas as unidades de K são vendidas a um preço de “equi-
líbrio de mercado”, de tal forma que o montante demandado seja igual ao montante ofertado. Para
fins de análise, Krishna (2002) adota a regra em que o preço de mercado é o mesmo que o maior
lance perdedor.
Denote por c−i o vetor K de lances concorrentes frente ao licitante i. Esse é obtido pelo
rearranjo de (N − 1) K lances bik dos licitantes j 6= i, em ordem decrescente, e selecionando o
primeiro K de cada um deles. Desse modo, ci1 é o maior lance, c
i
2 é o segundo maior lance, e assim
por diante.
O número de unidades que o licitante i ganha é igual ao número de ofertas concorrentes que
ele vença. Por exemplo, para i obter exatamente uma unidade, deve ser o caso em que bi1 > c
−i
K
e bi2 < c
−i
K−1, isso é, ele deve vencer o menor lance concorrente, mas não o segundo menor. Da
mesma forma, a fim de ganhar exatas duas unidades, o licitante deve derrotar os dois menores
lances concorrentes, mas não o terceiro menor.
Leilão de Vickrey
Em um leilão de Vickrey, um licitante que ganha ki unidades paga os ki maiores lances
perdedores dos demais licitantes. Tal como anteriormente, Krishna (2002) denota por c−i o vetor
K de lances concorrentes do licitante i, de modo que c−i1 é o lance mais alto, c
−i
2 é o segundo lance
mais alto, e assim por diante.
Para se ganhar uma unidade, o maior lance do licitante i deve derrotar o menor lance con-
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corrente, dessa forma, bi1 > c
−i
K . Para se obter a segunda unidade do produto, o segundo maior
lance de i deve derrotar a segunda menor oferta concorrente, ou seja, bi2 > c
−i
K−1. Para se adquirir
a k-ésima unidade do produto, o k-ésimo maior lance do licitante i deve derrotar o k-ésimo menor
lance concorrente.
3.2 Leilões abertos
Podemos citar como leilões abertos o leilão holandês, o leilão inglês e o leilão de Ausubel.
No leilão holandês de bens múltiplos (ou leilão aberto de preço descendente), o leiloeiro inicia o
evento solicitando um valor suficientemente alto, a fim de que nenhum licitante esteja disposto a
comprar qualquer unidade a esse preço. A partir de então, o preço é reduzido gradualmente até
que algum licitante indica que está disposto a pagar a importância atual pela primeira unidade do
produto. Esse produto então é vendido, e o leiloeiro continua reduzindo o preço até que seja vendida
a segunda unidade do produto e, assim, se segue até que sejam vendidas todas as unidades.
O leilão inglês ou ascendente é o mecanismo mais conhecido e, portanto, o mais utilizado
para venda de bens. Em seu esquema, o preço do bem sobe sucessivamente até sobrar apenas
um licitante, que ganha o bem leiloado pelo preço final negociado. Esse leilão pode acontecer
oralmente, com o ofertante anunciando o preço desejado ou o demandante propondo um valor pelo
bem; também é possível que a transação seja feita eletronicamente, publicando-se o melhor lance
corrente. Uma vez que um licitante sai da competição, não é possível que retorne em uma rodada
posterior. Esse modelo é bastante utilizado para a negociação de peixes no Japão.
Durães (1997) esclarece que os leilões ingleses dependem da quantidade de bens a serem
leiloados. Para um bem único, um preço mínimo é estabelecido pelo leiloeiro. A seguir, na medida
em que os participantes submetem seus lances, esse preço aumenta até que apenas um licitante
aceite adquirir o bem ao preço corrente.
O leilão de Ausubel é um formato alternativo de preço ascendente em que o resultado é
equivalente ao leilão de Vickrey. Como no leilão inglês, o leiloeiro começa clamando por um preço
baixo e, em seguida, o aumenta. Cada licitante indica sua demanda ao preço corrente. Dessa forma,
a quantidade demandada é reduzida e o preço aumenta. Assim, os produtos são vendidos sempre
que houver um salto na oferta residual de qualquer licitante, porque um ou mais licitantes reduzem
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a quantidade demandada por eles.
3.3 Comparações entre formatos
Os métodos apresentados são diferentes tanto em sua forma básica quanto em sua aplicação
prática. Os leilões abertos, em geral, exigem que os proponentes estejam situados em um único
ambiente, o que proporciona a observação do comportamento dos adversários; por outro lado, a
formação estratégica dos leilões fechados não permite ao adversário notar a tática de seus oponen-
tes. Para os licitantes mais racionais, essas diferenças são irrelevantes. Observa-se, também, que o
leilão aberto de preço descendente se equivale, taticamente, ao leilão fechado de primeiro preço,
pois, neste último, a estratégia do licitante mapeia sua informação privada em um lance.
O leilão do tipo holandês, embora seja aberto, não oferece informações favoráveis aos par-
ticipantes; apenas disponibiliza a informação caso um participante aceite adquirir o produto pelo
lance corrente, o que finaliza o processo. Ofertar uma quantidade de um produto em um leilão
fechado e de primeiro preço equivale ofertar esse mesmo montante em um leilão holandês, desde
que os bens ainda estejam disponíveis. Dessa forma, para cada estratégia em um leilão fechado de
primeiro preço, existe uma tática equivalente no leilão holandês e vice-versa (Krishna, 2002).
Quando os bens são de valor privado, o leilão aberto ascendente inglês também se confronta
com o leilão fechado de segundo preço, porém de uma forma mais inerme ao da comparação entre
o leilão aberto holandês e o fechado de primeiro preço.
O leilão inglês só fornece as informações aos participantes quando os demais licitantes de-
sistem da oferta e, a partir disso, pode-se deduzir alguma informação privada. Porém, não se pode
dizer que esses leilões são estrategicamente análogos. As melhores estratégias nos dois tipos só se
equivalem se os produtos forem de valor privado. A Figura 3.4 mostra as correspondências gerais
entre os leilões abertos e fechados.
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Lances abertos Lances fechados
Leila˜o Holandeˆs
prec¸o descendente
Leila˜o Ingleˆs
prec¸o ascendente
Leila˜o de
primeiro prec¸o
Leila˜o de
segundo prec¸o
Forte equivaleˆncia
Fraca equivaleˆncia
valor privado
Figura 3.4: Equivalências entre os leilões abertos e fechados.
Fonte: Krishna (2002).
A comparação entre os diferentes formatos de leilão se guia em relação ao desempenho. Con-
siderando que leilão é um problema de otimização multiobjetivo, na análise do desempenho, devem
ser avaliados dois contextos. Primeiro a visão do licitante (vendedor ou comprador), que mede o
desempenho do leilão em termos de receita. Por outro lado, tem-se a perspectiva da sociedade que,
no caso de bens públicos, visa eficiência.
Krishna (2002) fundamenta a importância do desempenho em eficiência, exemplificando a
venda de um ativo de capital aberto para o setor privado. Nesse caso, o vendedor é o Governo, que
deve alocar de forma eficiente esse bem, mesmo que a receita seja maior num formato ineficiente.
Isso porque, pós-leilão, as transações normalmente envolvem um pequeno número de agentes, de
forma especial e no contexto da privatização; e isso pode resultar em alguma negociação sobre o
preço de revenda que venha prejudicar os consumidores finais.
Entretanto, a eficiência e a receita não são os únicos critérios que devem ser avaliados na
escolha de um leilão. Deve-se observar, entre outros fatores, o conjunto das regras, as penalidades,
as multas, bem como as técnicas para evitar conluio por parte dos licitantes.
Para cada um dos três formatos de leilão fechado aqui citados, existe um formato aberto
correspondente, quais sejam: leilão holandês, leilão inglês e leilão de Ausubel.
A Figura 3.5 resume as relações entre os leilões fechados de bens múltiplos e seus homólogos.
Todas as equivalências são fracas; em geral, eles possuem essa equivalência somente se os valores
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são privados, de modo que a informação transmitida em formatos abertos não é útil.
Primeiro prec¸o
Segundo prec¸o
Discriminato´rio
Prec¸o Uniforme
Vickrey Ausubel
Holandeˆs
Ingleˆs
Extenso˜es Equivaleˆncias fracas
Figura 3.5: Extensões e equivalências dos formatos de leilões.
Fonte: Krishna (2002).
A figura anterior também mostra os antecedentes unitários dos leilões de bens múltiplos.
Apesar das aparências, o leilão de preço uniforme não é a extensão adequada do leilão de segundo
preço de bem único, pois esse não herda as propriedades estratégicas e econômicas do leilão de
segundo preço; porém, o que o leilão de Vickrey faz é, de fato, a extensão apropriada (Krishna,
2002).
No leilão de primeiro preço, o resultado é equivalente ao do leilão discriminatório, visto que
cada licitante se comporta de acordo com um vetor de lances bi, indicando o seu interesse em
adquirir uma unidade quando o preço atinge um valor bi1; outra unidade quando o preço atinge
um valor bi2; e é assim até o final do leilão. Por conseguinte, é possível inferir que o resultado é o
mesmo de quando o licitante submete o vetor de lances bi em um leilão discriminatório.
Quando um único objeto está à venda, o leilão holandês de preço descendente também é equi-
valente a um leilão fechado de primeiro preço, independente do ambiente informacional. Porém, a
extensão de múltiplas unidades do leilão holandês, no entanto, não é estrategicamente equivalente
à extensão de múltiplas unidades do leilão de primeiro preço, o leilão discriminatório. A razão é
que, se os valores dos licitantes são interdependentes, a informação disponível para um licitante
pode afetar a precificação dos produtos pelos demais licitantes.
Além disso, no leilão holandês de bens múltiplos, uma vez que um licitante indica sua inten-
ção de comprar um objeto, esse fato pode ser usado por outros concorrentes para modificar suas
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avaliações e estratégias. Em um leilão fechado discriminatório, tal informação não está disponível,
tornando assim os dois leilões fracamente equivalentes.
O leilão inglês de bens múltiplos possui a mesma relação com o leilão de preço uniforme,
assim como o leilão inglês de bem único está para o leilão fechado de segundo preço; os dois
possuem resultados análogos. A equivalência entre os dois leilões de bens múltiplos é fraca, da
mesma maneira que os dois leilões de bem único.
3.4 Colusão
Coalizão ou colusão é um pacto explícito ou implícito entre os participantes em relação a um
arranjo estratégico, a fim de maximizar seus lucros, eliminando, dessa forma, a concorrência. A
colusão pode ocorrer em qualquer estrutura de licitação; assim sendo, qualquer formato de leilão
também é suscetível a essa forma de conluio. Segundo Bikhchandani e Huang (1989), é possível
extrair vantagens da colusão; quando os participantes compartilham informações privadas, é pos-
sível aumentar as receitas do leilão e reduzir as chances de um participante se defrontar com a
maldição do ganhador.
A avaliação dos modelos realizada por Krishna (2002) considera que se os licitantes não
tomam decisão de forma conjunta, estabelecem assim estratégias para um jogo não cooperativo2.
Nesta seção, será considerado que os licitantes atuam em conluio, manipulando as propostas a fim
de obter preços melhores. Os modelos teóricos, segundo Krishna (2002), envolvem uma combi-
nação de jogos cooperativos com jogos não cooperativos e, para exemplificar, o autor utiliza os
modelos privados de valores independentes, porém com licitantes com assimetria de informação.
Conforme Krishna (2002), os leilões de primeiro preço são menos passíveis de sofrer colusão
do que os leilões de segundo preço. O autor explica que, como o objetivo da aliança é adquirir os
bens ao preço de reserva3, no caso de um leilão de primeiro preço em que o licitante obtivesse um
valor maior que o preço de reserva, então seria vantajoso esse licitante adquirir o bem individual-
2Romp (1997) caracteriza os jogos não cooperativos como aqueles em que as jogadas são individuais e que os
jogadores não entram em acordos entre si, contrariamente aos jogos cooperativos, em que os jogadores pactuam em
benefício próprio.
3Preço de reserva é o preço máximo (ou mínimo) estabelecido em que os vendedores estão dispostos a negociar o
produto. Dekrajangpetch e Sheblé (2000) completa que o preço de reserva é empregado apenas para garantir um preço
de aquisição aceitável.
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mente, ao invés de adquiri-lo em uma aliança.
McAfee (1992) cita que um método para se assegurar a colusão é realizar um primeiro leilão
entre os licitantes dessa aliança, antes da realização do leilão real. O ganhador, então, conhecido
como pre-auction knockout (PAKT), ganha o direito de representar essa aliança no leilão principal.
O PAKT também é conduzido sob as regras dos leilões de segundo preço. Primeiramente,
solicita-se a cada um dos membros da aliança que revelem seus valores para o centro da aliança.
Dessa forma, o membro que informar o valor mais alto a representa no leilão principal. Caso ele
ganhe o leilão principal, ele paga ao centro da aliança uma importância de acordo com a Equa-
ção 3.11, que é a diferença entre o preço que teria pago e o preço efetivamente pago, caso não
houvesse a aliança.
τ = Pi − P̂I (3.11)
A Figura 3.6 é a representação esquemática do método PAKT em uma aliança.
Alianc¸a
Central
Transfereˆncias
2
1
I
i− 1
i
i+ 1
ti
τi
I + 1
I + 2
N
Vendedor
Cartel
Lances de
Y I1
XI+1
XI+2
XN
sem colusa˜o
Lances
Figura 3.6: Método PAKT.
Fonte:Krishna (2002).
Em um PAKT em leilão de primeiro preço, um lance é uma oferta para pagar todos os demais
membros da aliança. O vencedor da PAKT representa a aliança no leilão principal, obtendo o bem
ao preço de reserva. No caso especial de uma aliança com tudo incluído, o PAKT em leilão de
primeiro preço é um mecanismo eficaz para a obtenção de informações privadas, assegurando que
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o orçamento seja sempre equilibrado.
3.5 Teorema da equivalência da receita
A discussão sobre qual formato de leilão é mais adequado é ampla, pois diversos são os
fatores que devem ser avaliados para se identificar o mais apropriado. Entretanto, quando a avalia-
ção é do ponto de vista da receita gerada, alguns autores afirmam que, em condições especiais, os
diferentes formatos de leilão ocasionam resultados idênticos.
Inicialmente, esse evento, conhecido como Teorema da Equivalência da Receita, foi consi-
derado por Vickrey (1961) que comparou as receitas geradas dos leilões abertos e fechados, a fim
de se identificar qual dos dois formatos maximizariam a receita do leilão. Para tal, consideram-se,
alguns pressupostos iniciais:
• simetria de informação: todos os valores dos licitantes são distribuídos de acordo com a
mesma função de distribuição;
• neutralidade ao risco (neutral risk): todos os licitantes pretendem maximizar seus benefícios;
• inexistência de restrição orçamentária: todos os licitantes possuem condições de pagar valo-
res acima de seus lances;
• independência: os valores dos diferentes participantes estão distribuídos livremente.
Wolfstetter (1999) e Klemperer (2000) acrescentam ainda a essas condições as demais lista-
das abaixo:
• atomicidade: o produto a ser leiloado é único e indivisível;
• valor comum: o valor privado do produto é o mesmo para todos os licitantes;
• limitação de participantes: é exigido um número fixo e conhecido de licitantes;
• inexistência de poder de mercado: não se considera aliança.
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Sob o ponto de vista do vendedor, a receita do leilão é sempre maximizada, independente
do formato do leilão, uma vez que todas essas condições sejam atendidas e complementadas pelo
preço de reserva ótimo (Chakravarti e outros, 2002). Conforme Klemperer (2004), grande parte da
teoria dos leilões pode ser compreendida a partir desse teorema e, também como seus resultados
são afetados por relaxar algum de seus pressupostos.
Krishna (2002) relaxou algumas das condições a fim de comparar os leilões de primeiro e
segundo preço. O autor avaliou um leilão padrão, ou seja, aquele que identifica o vencedor pelo
maior preço ofertado e observou que, no caso em que o valor do bem for 0 para o licitante, então o
pagamento esperado para esse licitante será, também, 0; e assim, a função do pagamento esperado,
bem como a receita esperada, não depende de um formato específico de leilão.
Buscando uma formalização, Krishna (2002) considerou um leilão padrão A, uma estratégia
fixa de equilíbrio β e um pagamento esperado de equilíbrio mA(x) do leilão A, realizado por um
licitante que possui o valor x para o bem. Agora, suponha que a estratégia de equilíbrio β resulte
em mA(0) = 0.
Considere para esse leilão A um licitante qualquer i e suponha que todos os outros concor-
rentes i− estão seguindo a estratégia de equilíbrio β. Assuma, ainda, que o licitante i com um valor
x oferte um lance β(z) ao invés de ofertar a estratégia de equilíbrio β(x). O licitante i vence o
leilão desde que seu lance β(z) seja superior ao maior lance de todos os seus adversários β(Y1).
Neste caso, o benefício esperado de i é apresentado pela Equação 3.12.
δA(z, x) = G(z)x−mA(z) (3.12)
Krishna (2002) ressalta que o ponto-chave é que mA(z) depende do lance z e da estratégia
β dos outros licitantes i−, porém não depende do valor real do bem, que é x. Como resultado da
maximização na condição da primeira ordem estatística tem-se a Equação 3.13.
∂
∂z
δA(z, x) = g(z)x− d
dz
mA(z) = 0. (3.13)
Resolvendo a integração por partes em 3.13, Krishna (2002) demonstrou que o pagamento
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esperado para o leilão A é representado pela Equação 3.14.
mA(x) = mA(0) +
∫ x
0
yg(y)dy
=
∫ x
0
yg(y)dy
= G(x)× E[Y1|Y1 < x]. (3.14)
O autor avaliou, ainda, a situação em que os licitantes fossem avessos ao risco, com a mesma
função utilidade e com valores privados simétricos independentes. Nesse caso, a receita esperada
no leilão de segundo preço é menor que a receita esperada em um leilão de primeiro preço. Em
condições em que restrições orçamentárias foram consideradas, a receita esperada em um leilão
de segundo preço é, também, menor que em um leilão de primeiro preço. Relaxando a simetria,
Krishna (2002) concluiu que os leilões de segundo preço geram, também, receitas inferiores à um
leilão de primeiro preço.
Milgrom e Weber (1982) avaliaram os leilões de múltiplas unidades de valor comum e obser-
varam que o Teorema de Equivalência de Receita, nesse caso, não é conclusivo, pois em um leilão
aberto é possível extrair muito mais informações do que em um leilão fechado. No caso de leilão
aberto, cada licitante observa as informações dos demais licitantes, induzindo-os a ofertarem lances
mais agressivos para as unidades restantes. Devido a isso, é possível inferir que o preço médio em
um leilão aberto é maior que em um leilão fechado.
52
4 LEILÃO COMBINATÓRIO
4.1 Estrutura
Os leilões combinatórios caracterizam-se pela forma em que os participantes podem ofertar
seus lances, seja em produtos individuais ou em combinações de produtos, denominadas pacotes.
De acordo com Cramton e outros (2006), os leilões combinatórios (LCs) são de caráter multidisci-
plinar.
Em sua essência, os LCs são objetos de estudo de economistas que têm o intuito de identi-
ficar as melhores alocações e receitas dessa licitação. À matemática cabe a utilização de técnicas
de otimização combinatória e programação matemática para solucionar as ofertas em pacotes de
produtos e identificar a solução ótima. Já os aspectos de desenvolvimento de algoritmos capazes
de executar, com eficiência e rapidez, os problemas combinatórios estão concentrados na área de
ciência da computação. Dessa forma, para se conseguir uma boa aplicação desse mecanismo, é
necessário avaliar, com cautela, as três áreas em todas as suas etapas.
O procedimento básico desses leilões é o de se iniciar com ofertas de lances em produtos
individuais e, ao final, na última rodada, habilitar as ofertas de lances em pacotes de itens. A análise
consiste em verificar se a oferta do pacote é melhor que a soma das ofertas individuais dos itens
que nele constam. Caso seja melhor, os produtos são vendidos como pacote ou, caso contrário,
individualmente.
A venda de bens em pacotes, por meio desses leilões, tem ocorrido em diversas áreas ao
redor do mundo, desde vendas de produtos pela internet a concessões de commodities. Para cada
caso particular, é possível identificar uma motivação comum para o uso desse mecanismo – como
a presença de complementaridades entre os produtos, a qual não é necessariamente a mesma entre
os concorrentes – e também expressar de forma apropriada o valor de suas sinergias.
Os LCs permitem aos concorrentes demonstrar, de modo evidente, suas intenções em relação
aos produtos expostos. Observa-se essa tendência, pois, na maioria das vezes, a disposição do
participante em ofertar valores melhores por dois ou mais produtos em conjunto é maior que a
soma dos lances ofertados de forma individual. Isso ocorre devido à característica complementar
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entre os produtos, que juntos podem resultar para os interessados em uma maior rentabilidade. Essa
expressão da preferência é diretamente representada, segundo Cramton e outros (2006), através de
um lance ofertado, ou seja, de um valor monetário atribuído para cada produto ou pacote. Parkes
(2006) complementa, ainda, que a grande promessa dos LCs é justamente a melhor manifestação
das informações privadas sobre as preferências por diferentes resultados, o que possibilita maior
competição e eficiência de mercado.
Porter e outros (2003) citam que os LCs são eficazes para alocar recursos (produtos ou servi-
ços) em ambientes econômicos complexos, permitindo aos licitantes ofertarem lances em pacotes
de itens com valores ou custos relacionados. Por exemplo, o licitante A oferece R$ 100, 00 para
adquirir duas unidades do produto X e três unidades do produto Y , mas ele não está disposto a
pagar nada a não ser que ganhe todas as unidades propostas pelos dois produtos.
Os LCs também permitem estipular restrições para limitar o conjunto factível de alocação.
Por exemplo, o licitanteA oferece R$ 50, 00 para adquirir duas unidades do produtoX ou R$ 60, 00
para adquirir três unidades do produto Y , embora ele não deseje adquirir os dois produtos. É pos-
sível, ainda, criar uma relação entre lances e alocação através de uma restrição orçamentária ou
limites de agregação, o que permite as ofertas se associarem. É o caso em que um licitante não está
disposto a ofertar mais que R$ 110, 00 em todas as suas propostas; ou em que as regras do leilão
não permitem alocar mais do que três unidades do produto X e quatro unidades do produto Y para
um único licitante.
Em termos de complexidade, ao considerar i participantes e k produtos, de acordo com Cram-
ton e outros (2006), é requerido a um concorrente ofertar uma proposta de tamanho ik. Caso não
seja considerada nenhuma externalidade, de forma que cada participante se preocupe apenas com
os produtos que ele mesmo possa receber, a complexidade cai para 2k, o que ainda é considerado
pouco prático.
Formalmente, cada licitante i possui uma função de avaliação υi que descreve suas preferên-
cias pelos itens. Segundo Cramton e outros (2006), as funções de avaliação podem ser caracteriza-
das em superaditivas e subaditivas.
A função υi é superaditiva, para todos os conjuntos disjuntos, k1 e k2, quando υi(k1 ∪ k2) ≥
υi(k1)+υi(k2). Esse é o caso em que o pacote de bens vale mais do que a soma dos bens individuais;
dessa forma, identifica-se a existência de complementaridade entre eles.
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Ao contrário da função superaditiva, a função subaditiva caracteriza o bem como substituto,
não havendo complementaridade entre eles. Por convenção, a função υi é tida como subaditiva se
para todos os conjuntos disjuntos, k1 e k2, se obtiver υi(k1 ∪ k2) ≤ υi(k1) + υi(k2). Com isso, é
possível concluir que adquirir os bens individualmente é mais vantajoso que adquiri-los em forma
de pacote.
Observam-se, no caso do setor elétrico, alguns exemplos dos benefícios da complementa-
ridade. Existem diversos empreendimentos de geração de energia elétrica com fontes distintas.
Frequentemente, no Brail, as usinas eólicas têm o auge de sua geração em períodos secos, com-
plementando as usinas hidrelétricas justamente na estação em que os níveis dos reservatórios estão
baixos. Dessa forma, ao se adquirirem bens dessa natureza, torna-se possível normalizar a curva de
receita ao longo do ano e, assim, aumentar o lucro do investidor. Adicionalmente, é possível citar
os leilões em que se negociam a geração em conjunto com a linha de trasmissão de energia elétrica.
Outro aspecto é o caso dos leilões exclusivos de linhas de transmissão; ao se negociarem lotes de
linhas de transmissão geograficamente próximos (ou sequenciais), é possível extrair benefícios na
redução dos custos de construção, transportes, entre outros.
Considerando-se essa sinergia dos bens complementares, em um leilão combinatório, os par-
ticipantes podem propor seus lances em vários pacotes. Cada lance b é composto por três principais
informações: i) bp é o preço da oferta; ii) bk são os bens que estão contidos naquele pacote e; iii)
bID é a identificação do proponente.
Dessa maneira, caso o participante i ganhe o conjunto de itens bk pagando por ele o preço bp,
a utilidade do participante i será a diferença entre a avaliação do valor privado e o preço pago, que
é representada por µ(bk) = υi(bk)− bp.
A Comissão de Comunicação Federal dos Estados Unidos – que tem por objetivo atribuir e
fiscalizar a radiofrequência norte-americana para os serviços de radio, TV e telefonia – conduziu di-
versos leilões de espectro na década de 1990 e considerou a possibilidade de implementação de LC,
porém optou-se por um desenho simultâneo de múltiplas rodadas. Naquela época, os motivos pela
não utilização do formato combinatório, conforme Porter e outros (2003), foram: i) incerteza com-
putacional que se dá pela necessidade de resolver um problema de programação inteira a qualquer
momento do leilão para a obtenção das ofertas vencedoras e seus custos de alocação; ii) formação
onerosa das ofertas, devido às diversas maneiras de composição de pacotes e pela dificuldade em
se determinar quanto propor em cada pacote; e iii) o problema de alocação dos produtos.
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Além das questões levantadas pela instituição norte-americana, Nisan (2000) cita, ainda, que
existem algumas questões básicas com que um leilão combinatório deve se preocupar:
• Lance: os lances devem ser ofertados em combinações de itens e podem ser interpretados
como um contrato parcial, já que não podem ser retirados. Através deles, os licitantes ex-
pressam quanto estão dispostos a pagar por cada pacote de itens que ele pretende adquirir. A
informação de lance, em geral, é codificada de maneira implícita e concisa, pela comunicação
do leilão e é determinada por regras pré-estabelecidas.
• Alocação: uma vez que os lances foram submetidos pelos licitantes, os itens devem ser alo-
cados dentre os diferentes licitantes vencedores. Via de regra, a alocação deverá otimizar
algum objetivo, seja maximizar a receita do leilão ou promover eficiência. Independente do
objetivo, em sua grande maioria, o problema de otimização será computacionalmente intratá-
vel, devido ao grande número de combinações possíveis. É nesse sentido que a comunidade
científica tem voltado seu estudo, a fim de reduzir o problema da alocação.
• Regra de pagamento: determina a estratégia dos licitantes bem como a receita do leiloeiro,
uma vez que o pagamento será, necessariamente, o mesmo valor do lance ofertado.
• Estratégia: porquanto as regras do leilão, da alocação e do pagamento estejam estabelecidas,
a estratégia de oferta de lance é uma escolha individual de cada licitante, que se baseará no
aprendizado de leilões anteriores para originar a melhor tática. Essa, em geral, é fundamen-
tada nas informações pública e privada bem como no devido conhecimento das regras do
jogo.
4.2 Problema da Determinação do Ganhador
O PDG1 é um dos grandes desafios que envolvem os leilões combinatórios; consiste em
se conseguir a alocação ótima dos produtos que maximizam a receita do leiloeiro. Encontrar tal
solução em problemas não combinatórios é, de certa forma, simples: basta determinar a melhor
proposta para cada produto individualmente. Não obstante, obter a solução ótima em problemas
combinatórios é, em sua essência, por demais complexo.
1O termo é amplamente conhecido em língua inglesa como Winner Determination Problem (WPD) e Combinatorial
Allocation Problem (CAP).
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Como definição, consideremos K o conjunto de produtos a ser leiloado, em que k ∈ K;
I o conjunto dos licitantes que estão participando do leilão, no qual i ∈ I. Cada participante
i pode ofertar um lance, bi(J) > 0, para qualquer pacote J ⊆ K. Segundo Sandholm (2002),
na hipótese de existirem diversos lances para pacotes que contenham a mesma combinação de
produtos, a solução é simples, aceitando-se a oferta de maior preço; assim, as demais propostas
podem ser descartadas. É possível identificar a maior proposta para uma combinação de acordo
com a Expressão 4.1.
b¯(J) = max
i∈I
bi(J). (4.1)
A Expressão 4.2 representa o caso do licitante i não ofertar lances em pacotes.
bi(J) = 0. (4.2)
A Expressão 4.3 apresenta a hipótese de nenhum licitante ofertar lances em pacotes.
b¯(J) = 0. (4.3)
A fim de se formular um PDG, o conceito de partição se faz necessário. Uma partição é um
conjunto composto de subconjuntos de produtos, em que cada produto pode ser incluído em pelo
menos um dos subconjuntos. Considere J = J ⊆ K, então uma partição pode ser formalizada de
acordo com a Expressão 4.4.
A =W ⊆ J |J, J ′ ∈ W ⇒ J ∩ J ′ = ∅. (4.4)
Segundo Sandholm (2002), o conceito de partição se dá apenas para simplificação, uma vez
que ele não determina para qual subconjunto o produto deve ser alocado. Contudo, uma vez dada
uma partição, torna-se mais simples identificar quais os lances que estão ganhando e quais não.
O PDG pode ser formulado, também, como um problema de programação inteira (PPI), como
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mostra a Equação 4.5. O PPI é composto de uma variável de decisão xj ∈ {0, 1}; dessa maneira,
atribui-se 1 à variável xj , caso a combinação j seja escolhida para ser a vencedora; e 0 caso contrá-
rio.
min
∑
J∈J
bjxj :
∑
j∈J
xj ≤ 1 e xj ∈ {0, 1}, ∀i ∈ I (4.5)
Esse é um caso geral de um problema NP-hard. Na prática, um PDG para leilões combinató-
rios é considerado como um problema de set-packing, conforme descrito na Subseção 2.3.2.
Dentre algumas abordagens utilizadas para tratar esse problema, Sandholm (2002) avalia:
i) enumeração de partições exaustivas de produtos; ii) programação dinâmica; iii) algoritmos de
aproximação de tempo polinomial; e iv) restrição da quantidade de combinações.
O número de partições cresce de maneira rápida, na medida em que o número de produtos
existentes no leilão aumenta. A Figura 4.1 exemplifica o espaço das partições exaustivas para um
leilão com quatro produtos (1, 2, 3, 4), em que cada vértice representa uma partição exaustiva. De
baixo para cima, cada arco representa, dentro de cada partição exaustiva, a divisão de um dos paco-
tes em dois. Contudo, analisando-se de cima para baixo, cada arco denota a fusão de dois pacotes
em um, para cada partição exaustiva (Sandholm, 2002). O número de partições exaustivas é tão
grande (2n − 1, onde n é o número de produtos) que não é possível enumerar todas as possibilida-
des, a não ser que a quantidade de produtos no leilão seja consideravelmente pequena (a literatura
assume um número de produtos abaixo de doze). Caso contrário um algoritmo de enumeração de
partições exaustivas torna-se inviável.
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Figura 4.1: Espaço de partições exaustivas.
Fonte: Sandholm (2002).
A programação dinâmica é um método eficiente para explorar o espaço das partições exaus-
tivas. Ainda de acordo com Sandholm (2002), seguindo a função de lances b¯(J), é possível deter-
minar a maior receita possível para cada conjunto J de produtos. A vantagem da abordagem de
programação dinâmica frente à abordagem de enumeração de partição exaustiva é que, em pro-
gramação dinâmica, apenas um subconjunto das partições são examinados, resultando em menor
esforço computacional em comparação com a enumeração exaustiva. Conforme Sandholm (2002)
apud Rothkopf e outros (1998), o tempo computacional para executar um problema de programa-
ção dinâmica é da ordem de O(3n), sendo assim, mais rápido que o método de enumeraçào de
partição exaustiva.
Como a natureza do problema é de 2n, uma vez que analisa cada J ⊆ K, a abordagem de
programação dinâmica só se torna apropriada para um número de produtos na ordem de vinte
a trinta (Sandholm, 2002). Assim, a desvantagem da programação dinâmica está relacionada ao
fenômeno de Hughes, também conhecido como maldição da dimensionalidade, que prejudica o
resultado devido ao grande número de dimensões que o problema pode conter.O algoritmo 7 exibe
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o procedimento de programação dinâmica que origina, sistematicamente, dos menores conjuntos
(C(J)) para os maiores conjuntos.
Algoritmo 7: Programação Dinâmica para PDG.
begin
input : b¯(J) ∀ J ⊆ A /* Se nenhum b¯(J) for especificado na entrada de
dados, ou seja, nenhum lance foi oferecido para aquele J, então
b¯(J) = 0. */
if b¯(J) = ∅ then
b¯(J) = 0
end
output: Partição exaustiva ótimaW∗
1 for x ∈ K do
pi(x)← b¯(x)
C(x)← x
end
2 for i = 2 to k do
for Ji ⊆ K do
pi(J)← max{pi(J\J ′) + pi(J ′) : J ′ ⊆ J e 1 ≤ |J ′| ≤ |J|2 }
if pi(J) ≥ b¯(J) then
C(J)← J∗
end
if pi(J) < b¯(J) then
pi(J)← b¯(J)
C(J)← J
end
end
end
3 W∗ ← {K}
4 for J ∈ W∗ do
if C(J) 6= J then
W∗ ← (W∗\{J}) ∪ {C(J ), J\C}
Vá para o passo 4 e comece com o novo valor deW∗.
end
end
end
O método de algoritmo de aproximação de tempo polinomial busca por uma solução apropri-
ada, porém sem ser a ótima. Nesses casos, é comum se estabelecer uma receita fixa, ou seja, tratar
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a receita como uma constante, limitando um pior cenário. Na literatura, é possível identificar esfor-
ços em tentar mitigar a complexidade do PDG por meio de algoritmos de aproximação; contudo,
nenhum resultado demonstrou que esses algoritmos de aproximação de tempo polinomial possam
garantir o resultado estimado no pior cenário (Sandholm, 2002).
A restrição da quantidade de combinações é uma opção que visa simplificar o PDG, o que
poderia ser definida como regra e ser implementada na sistemática do leilão. A desvantagem em se
restringirem combinações é a argumentação de que os licitantes podem ser impedidos de concorrer
em todas as opções e, assim, diminuir a eficiência econômica do leilão. Porém, essa abordagem
permite uma análise menos complicada em termos de estratégia de lances por parte dos participan-
tes; sobretudo, viabi, em comparação a outros formatos, para que se possam extrair as preferências
e explorar a super-aditividade dos produtos.
4.3 Linguagem de lances
Os LCs são mecanismos que facilitam as avaliações em ambientes de vendas complexos,
onde é possível se extraír vantagens das características de substitutos ou de complementares dos
produtos. Por isso, as linguagens lógicas de lance foram propostas com vista a facilitar o processo
de alocação, além de capturar as sinergias entre os itens.
Segundo Shabalin (2009), para que o leiloeiro seja capaz de encontrar uma alocação apropri-
ada, é necessário coletar informações sobre as predileções dos licitantes, processo esse conhecido
como elicitação. Nesse sentido, as linguagens de lances são utilizadas como um protocolo de co-
municação entre os licitantes e o leiloeiro, a fim de que as preferências sejam representadas e
transmitidas de maneira eficaz.
As linguagens lógicas, de acordo com Sandholm (2002), permitem ao licitante manifestar
expressivamente suas preferências, aumentando assim, a eficiência econômica do leilão e, sobre-
tudo, revelando ao leiloeiro informações verdadeiras sobre as avaliações e os lances. Boutilier e
Hoos (2006) complementam que ao expressarem suas preferências, os licitantes refletem sua fun-
ção utilidade de forma precisa; nesse sentido, algumas linguagens de lance apropriadas vêm sendo
estudadas a fim de que melhor representem tais preferências.
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A principal vantagem na utilização de linguagens de lances em LCs se dá pelo tamanho do
problema, uma vez que o licitante deve analisar, calcular, elaborar e enviar informações em quanti-
dades exponenciais, 2n−1 de pacotes. Prevendo isso, Shabalin (2009) pontua o que uma linguagem
de lance precisa considerar para viabilizar a comunicação: i) deve ser expressiva, permitindo ao li-
citante representar sua valoração de maneira precisa e completa; ii) deve ser simples e instrutiva,
uma vez que a maioria das linguagens costuma ser antagônica em termos de simplicidade e expres-
sividade e; iii) deve ser apropriada para o processo do leilão, pois é necessário que o algoritmo seja
capaz de selecionar a melhor opção dos subconjuntos de lances de cada licitante.
A abordagem de linguagem de lance mais usual é chamada de lance atômico, que é aquela
em que o licitante submete um conjunto conciso de ofertas que combinem o pacote de itens e o
preço. O lance atômico nada mais é que uma lista ordenada, contendo os pacotes de itens com seus
preços associados. Um conjunto desses lances é considerado sobreposto quando pelo menos um
item está contido em mais de um pacote. Para mitigar esse problema, regras adicionais podem ser
consideradas.
As perspectivas mais comuns são as linguagens OR-aditivo (OR), OR-exclusivo (XOR) ou
formas combinadas dessas duas linguagens. A primeira permite ao licitante ganhar qualquer com-
binação de seus lances atômicos, desde que não existam lances sobrepostos; já a segunda aceita o
licitante ganhar, no máximo, um de seus lances atômicos. Shabalin (2009) considera que essas duas
linguagens são universais e podem ser utilizadas em leilões diversos.
Ainda de acordo com esse autor, a linguagem OR é menos expressiva que a linguagem XOR,
posto ser considerada insuficiente em casos em que o licitante tenha valoração subaditiva ou res-
trição orçamentária. Já a linguagem XOR é plenamente expressiva, pois é capaz de promulgar
qualquer modelo de valoração (subaditivo ou superaditivo).
Sandholm (2002) pondera que, apesar de inteiramente expressiva, a linguagem XOR exige
uma grande quantidade de lances para representar a preferência dos licitantes. Pensando nisso, o
autor propôs a linguagem OR-of-XOR que permite combinar um conjunto de lances com XOR, esta-
belecendo o XOR-disjunto que, por sua vez, pode ser combinado com lances OR-não-exclusivos, a
fim de conceber independência. O exemplo representado pela Tabela 4.1 mostra como a linguagem
OR-of-XOR é mais concisa que a XOR , reduzindo, assim, a quantidade de lances ofertados.
62
Tabela 4.1: Comparação entre linguagens de lance.
XOR OR-of-XOR
(X, $4) XOR (Y, $4) XOR (W, $2) XOR (Z, $2) XOR [(X, $4)]
(X,Y , $8) XOR (X,W, $6) XOR (X,Z, $6) XOR OR
(Y,W, $6) XOR (Y,Z, $6) XOR (W,Z, $3) XOR [(Y, $4)]
(X,Y,W, $10) XOR (X,Y, Z, $10) XOR (X,W,Z, $7) XOR OR
(Y,W,Z, $7) XOR (X,Y,W,Z, $1) [(W, $2) XOR (Z, $2) XOR (W,Z, $3)]
Fonte:Sandholm (2002)
4.4 Modalidades de leilões combinatórios
Um leilão pode ser configurado de acordo com as necessidades do leiloeiro, buscando efici-
ência e, ao mesmo tempo, otimizando as utilidades dos licitantes. Dentre os diversos parâmetros
que devem ser avaliados – tais quais, forma de lance, alocação, regra de pagamento, estratégias de
lance, entre outros – o leiloeiro deve optar por modalidades (puras ou híbridas) que mitiguem as
dificuldades inerentes aos LCs. Em vista disso, esta seção apresenta algumas das modalidades de
LCs mais discutidas na literatura atual.
4.4.1 Leilão combinatório iterativo
Os LCs iterativos foram projetados para lidar com o dispendioso problema da extração das
preferências dos licitantes, os quais aumentam na medida que surgem os difíceis problemas de
avaliação dos pacotes. Um LC iterativo permite aos licitantes ofertarem múltiplos lances durante o
leilão e fornece a eles informações de feedback (Parkes, 2006).
Também de acordo com Parkes (2006), além de tentar reduzir o problema da extração de
preferências, os LCs iterativos ainda possuem outros benefícios: garantem a privacidade, pois os
licitantes precisam revelar apenas informações parciais e indiretas sobre suas avaliações; oferecem
transparência; aumentam a receita e a eficiência do leilão, devido à troca dinâmica de informação
sobre valores entre os licitantes.
Dentre os diversos aspectos que englobam o projeto de um LC iterativo, é importante desen-
volver, com cautela, a informação de feedback aos licitantes e a definição das regras de submissão
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de lances. Parkes (2006) considera alguns pontos essenciais para desenhar um LC iterativo, que são
apresentados pela Figura 4.2
Timing
Feedback
Regras
Regras
Linguagem
Agente proxy
LC Iterativo
de lance
de parada
de lance
Figura 4.2: Desenho de um LC iterativo.
Fonte: Elaboração própria.
O timing de um LC iterativo se refere à dinâmica do leilão, seja ela contínua ou discreta. No
leilão contínuo, as submissões de lances podem ser feitas a todo momento, atualizando, continua-
mente, as informações de alocação e de preço dos produtos; um cronômetro é iniciado e os lances
são submetidos em tempo real. A melhor combinação de lance, que respeita as restrições do leilão,
é fixada e informada aos licitantes. Novos lances podem ser ofertados a qualquer instante e tam-
bém ser colocados em uma lista de espera2 para possíveis combinações com outras propostas; há
ainda a possibilidade de serem utilizados de forma direta para substituir os lances provisoriamente
vencedores (Porter e outros, 2003). Nesse formato, a propagação da informação de feedback aos li-
citantes é mais eficaz, o que facilita a extração de suas preferências; porém uma grande dificuldade
do formato de LC iterativo contínuo se dá devido ao PDG, que deve ser resolvido a cada submissão
de lance.
No caso dos leilões discretos, também conhecidos como leilões baseados em rodadas, ou
multi-rodadas, as atualizações das submissões ocorrem periodicamente e permitem que os licitantes
alterem suas ofertas entre as rodadas. Segundo Parkes (2006) é possível também, a publicação de
uma programação das rodadas, o que permite aos licitantes planejarem com maior acuidade seus
valores e lances. Porter e outros (2003) corroboram que, nesse leilão, a rodada é iniciada com a
2A lista de espera é um local onde os licitantes podem armazenar os lances não vencedores, a fim de sinalizar sua
intenção de combinar determinados produtos para vencer o leilão (PORTER e outros, 2003).
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submissão de ofertas de lances fechados, resolvidas por meio de um PPI, a fim de se descobrir a
combinação de maior valor dos lances vencedores. Esses são fixados e informados aos licitantes
e, assim, uma nova rodada se inicia e uma nova submissão de lances fechados é mais uma vez
solucionada por um PPI, com vista a verificar se existe uma solução diferente, melhor que a anterior;
caso não exista, aplica-se uma regra de parada para finalizar o leilão.
O requisito de linguagem de lance nada mais é que a determinação da forma em que os lances
serão interpretados, assim como já discutido na Seção 4.3; eles podem ser ofertados como preços
ou até mesmo conectores lógicos no caso dos lances OR e XOR. Já a implementação de agentes
proxy, ou “representantes”, possibilita aos licitantes fornecerem suas informações sobre valor para
um agente automatizado que submete o lance em nome do licitante. O uso determinado de agente
proxy em um leilão pode restringir o espaço das estratégias dos licitantes, assim, fornecendo uma
convergência mais rápida.
A informação de feedback é indicada para orientar o leilão, oferecendo elementos aos licitan-
tes, tais quais: lances ofertados, preços, atribuição momentânea do produto, entre outros. Portanto,
nem todos os dados precisam ser fornecidos integralmente. Porém, a utilização desse mecanismo
possibilita a redução de conluio e manipulação do leilão. Porter e outros (2003) acrescentam que
sistemas de leilões que contemplam informação de feedback, permitindo aos licitantes revisarem
seus lances, produzem resultados mais eficientes.
Como regras de lance, uma boa estratégia ao se desenvolver um LC iterativo é estabelecer
um preço de reserva e, a partir desse preço, solicitar ofertas melhores. Outra forma de se melhorar
o lance é estabelecer um percentual incremental mínimo em relação ao melhor lance atual, ou
em relação à receita fixa (Parkes, 2006). De acordo com Porter e outros (2003) um LC iterativo
permite aos participantes explorarem o espaço dos lances sem ter que ofertar lances para todos os
itens possíveis.
As regras de parada podem ser fixadas ou não. É possível estipular um prazo para que ocorram
as ofertas, fixando-se um tempo determinado antes que o leilão comece; em geral, ao se chegar ao
prazo final, é comum que se ofereça uma oportunidade de lance em envelope fechado, conhecido
como rodada proxy. As regras de atividade nesse caso devem ser mais rígidas para se evitar que
a licitação se reduza a apenas um leilão fechado na rodada final. Outra forma de se estabelecer
uma regra de parada não fixada é permitir que a disputa continue enquanto houver lances válidos,
determinando um período de inatividade para se encerrar o leilão.
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4.4.2 Leilão proxy ascendente
Há uma modalidade de leilão que considera um agente proxy – agente por procuração, po-
dendo ser eletrônico ou mesmo o leiloeiro – que tem a função de receber a informação referente
às preferências Pi dos licitantes i ∈ I em relação aos pacotes oferecidos. Esse agente proxy, por
sua vez, oferece lances em diversas rodadas, representando o licitante. Caso exista, em cada rodada
r ∈ R, algum licitante que não esteja entre os vencedores provisórios, baseado na informação
de feedback f ∈ F oferecida pelo leiloeiro, o agente proxy oferta um novo lance, seguindo as
preferências previamente informadas.
Nesse tipo de licitação, todas as ofertas são válidas e não podem ser retiradas. Isso posto, o
leiloeiro seleciona a melhor proposta realizada em todas as rodadas, considerando as restrições pré-
estipuladas nas regras do leilão. As ofertas escolhidas pelo leiloeiro se tornam uma nova alocação
provisória, enquanto os licitantes associados são atribuídos como os vencedores provisórios. As
rodadas continuam até que não exista mais submissão de lances. A Figura 4.3 apresenta o esquema
de um leilão proxy ascendente.
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Figura 4.3: Esquema de um leilão proxy ascendente.
Fonte: Elaboração própria.
São notáveis as vantagens do leilão proxy ascendente em relação ao leilão de Vickrey, pois:
i) evita receitas muito baixas; ii) previne a vulnerabilidade do processo em conluios por parte dos
licitantes perdedores; e iii) permite a configuração de rodadas, possibilitando aos concorrentes re-
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visarem as ofertas no decorrer do processo, o que lhes propicia avaliar os pacotes e, assim, se
dedicarem apenas àqueles que possuem mais chances de ganhar (Ausubel e Milgrom, 2006).
4.4.3 Leilão clock -combinatório
Com o objetivo de alcançar eficiência, simplificar as tarefas dos licitantes, tentar minimizar o
problema de alocação e viabilizar computacionalmente um design de leilão, Porter e outros (2003)
propuseram o clock-combinatório (CC), após observarem diversos comportamentos de licitantes e
os resultados alcançados devido às suas estratégias.
O leilão CC foi pensado, também, para solucionar as falhas do leilão inglês ascendente que
não previne em sua estrutura o comportamento de “jump-bidding” – propostas com valores muito
acima do exigido pela oferta de incremento mínimo – e que intenciona sinalizar aos competidores
mais fracos quais os produtos eles não terão chance de competir e, assim, se amortece a concorrên-
cia do leilão.
O design do leilão considera um cronômetro para todos os produtos que são lançados a um
preço de reserva baixo. A qualquer rodada, os licitantes têm a oportunidade de manifestar quais os
pacotes e/ou produtos individuais eles gostariam de adquirir ao preço corrente. Ao final de cada
rodada, um algoritmo simples faz a contagem da demanda dos produtos, um a um e, então, a
demanda de cada item é associada ao licitante. No caso de excesso de demanda, ou seja, quando se
exigem mais unidades de produtos que as disponíveis, o preço sofre incremento, e uma nova rodada
é iniciada, solicitando-se novas propostas. Nesse leilão, todos os lances de rodadas anteriores são
elegíveis, porém, podem ser retirados, propositalmente, pelo licitante (Porter e outros, 2003).
Para os itens que têm mais de um licitante exigindo mais unidades do que as disponíveis, o
preço sofre incremento. Uma nova rodada é iniciada, e novas propostas são solicitadas. O leilão
continua enquanto existir excesso de demanda de algum dos produtos, entretanto, é possível que,
com o incremento do preço, a demanda seja menor que a quantidade de produtos disponíveis. Na
hipótese de ocorrer excesso de oferta em pelo menos um produto e a oferta se igualar com a de-
manda para todos os demais, o leiloeiro deve calcular uma solução de um problema de programação
inteira a fim de encontrar a alocação que maximize sua receita.
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Ausubel e Milgrom (2006) implementaram uma versão híbrida do leilão CC, considerando
o leilão em duas fases: a primeira trata-se de um leilão CC legítimo; e a segunda envolve uma
única rodada proxy. De acordo com os autores, essa abordagem mitiga o problema de exposição3,
incentiva a redução de demanda e inibe as estratégias de conluio.
4.4.4 Leilão descentralizado
As modalidades de leilão já apresentadas são consideradas centralizadas, pois o leiloeiro
concentra todas as propostas e, então, resolve um (ou mais de um) PDG. No caso do modelo
descentralizado – criado para simplificar a solução do PDG – ao contrário de centralizar o PDG,
ele o distribui entre os licitantes, facilitando, dessa forma, seu trabalho.
Banks e outros (1989) – insatisfeitos com a complexidade das regras de precificação do me-
canismo iterativo VCG, porém com interesse em se apropriarem dos benefícios da iteratividade e
do conceito de descentralização – propuseram um mecanismo modificando o leilão inglês e o de-
nominaram de Adaptive User Selection Mechanism (AUSM). De forma antagônica ao leilão inglês,
o AUSM não demanda a presença dos licitantes em um único local, pois é possível que se comu-
niquem através de boletins de lances. Essa abordagem, também, não requer sequencias rápidas de
lances nem grandes esforços do leiloeiro. Desse modo, é possível considerar que o AUSM é um
mecanismo descentralizado que orienta a coordenação do leilão, selecionando os melhores lances.
Aprimorando o procedimento AUSM, em meados do ano 2000, o modelo descentralizado
denominado Progressive Adaptive User Selection Environment (PAUSE) foi desenvolvido e publi-
cado por Kelly e Steinberg para atribuição de serviços universais de telecomunicação nos Estados
Unidos. Segundo os autores, é possível, com esse procedimento, apropriar-se das sinergias entre
os bens leiloados permitindo que todas as ofertas combinatórias sejam transparentes, que existam
múltiplos ganhadores e que haja a mitigação de conluio entre licitantes.
A concepção inicial do leilão PAUSE foi elaborar um procedimento que permitisse a oferta
de lances combinatórios, a existência de múltiplos ganhadores e que englobasse: i) transparência
3Segundo Mous e Robu (2008), o problema de exposição acontece quando um comprador adquire um único item
a um preço maior que sua utilidade, na esperança de obter um valor extra ao adquirir um segundo item que possua
complementaridade em relação ao primeiro. Porém, o comprador fica exposto ao risco de não conseguir adquirir o
segundo item ao preço desejado e, com isso, obtém uma perda.
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aos participantes; ii) avaliação de lance tratável pelo leiloeiro; iii) limitação do tempo de conclusão;
iv) inclusão de mecanismos de prevenção contra jump-bidding; e v) mitigação da possibilidade de
conluio (Kelly e Steinberg, 2000).
Como a complexidade computacional é uma característica inerente aos leilões combinatórios,
a proposta do PAUSE é aumentar a dificuldade do problema combinatório progressivamente, à
medida que existam lances válidos. O esforço do leilão é dividido entre os agentes, a avaliação
dos custos da sinergia compete aos licitantes, enquanto a validação das ofertas é incumbência do
leiloeiro. A Figura 4.4 e a Figura 4.5 ilustram as diferenças entre os leilões centralizados e o PAUSE
descentralizado.
In´ıcio
Pare.
Leiloeiro resolve
PDG
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Licitantes
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Regra de Sim
Na˜o
Soluc¸a˜o na˜o
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individuais e;
pacotes.
submetem:
parada
i1
i2
i3
Figura 4.4: Procedimento de um leilão centralizado.
Fonte: (Steinberg, 2010).
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Figura 4.5: Procedimento de um leilão descentralizado PAUSE.
Fonte: (Steinberg, 2010).
O procedimento PAUSE é progressivo em estágios. No primeiro estágio, é realizado um leilão
simultâneo para todos os itens; dessa forma, os licitantes podem submeter lances em um ou mais
itens individualmente. Nesse estágio nenhum lance em pacote é permitido, o intuito nesse momento
é forçar a descoberta de preços.
Após o primeiro estágio, as propostas em pacotes são permitidas; no entanto, nesse momento,
lances não podem ser apresentados de forma isolada. Cada licitante é obrigado a apresentar as
suas propostas, como parte de uma oferta composta que é um conjunto de lances em pacotes não
sobrepostos (incluindo os lances individuais), que cobrem todos os itens do leilão.
Claro que, em geral, um licitante estará interessado em adquirir apenas um subconjunto dos
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itens no leilão. No entanto, para os itens sobre os quais ele não tem interesse, o licitante pode
preencher sua oferta composta com lances anteriores ofertados por qualquer outro licitante (Stein-
berg, 2010). Assim, é possível notar que o esforço do leiloeiro se concentra em validar as ofertas
compostas, certificando serem as mesmas constituídas de maneira legítima e somarem uma receita
melhor que a imediatamente anterior.
De acordo com Land e outros (2006), no segundo estágio, é executado um leilão combina-
tório multirodadas em que cada rodada r, para r = 2, 3, ..., R é incrementada pelo leiloeiro. Para
qualquer rodada, os licitantes submetem uma única oferta composta. Estruturalmente, uma oferta
composta T consiste em:
1. uma partição do conjunto de itens (não vazio) em subconjuntos denominados blocos4;
2. uma identificação em cada bloco, contendo qual é o licitante proponente e qual o preço da
oferta efetuada por ele;
3. uma avaliação que se baseia na verificação da soma dos preços das ofertas em todos os blocos
daquela partição.
Ao término da última rodada do primeiro estágio, a oferta líder de cada item é registrada
em um banco de dados para seu respectivo proprietário. Essa base de dados é acessível a todos os
licitantes.
No segundo estágio, ao final de toda rodada, registra-se o novo lance líder de cada bloco no
banco de dados, identificando-se seu respectivo prorietário; e o melhor lance da oferta composta
é aceito como válido. Dessa forma, em cada rodada do segundo estágio, o leiloeiro aceita apenas
uma oferta composta dentre todas submetidas; porém, o banco de dados retém as propostas válidas
que poderão ser utilizadas para futuras ofertas compostas (Land e outros, 2006).
Kelly e Steinberg (2000) formalizaram a oferta composta, definindo k ∈ K como os itens do
leilão; s ∈ S os blocos, em que S = S(K,A) é o conjunto dos subconjuntos de K definidos pelo
conjunto de atributos A. A verificação de cada componente de S é computacionalmente tratável;
dessa forma, considere:
4Bloco e pacote são conceitos distintos, pois um bloco se refere a um item individual ou pacote que tenha sido
apresentado como um componente de uma oferta composta.
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Sn = {k ∈ S(K,A) : 1 ≤ |s| ≤ n}, (4.6)
em que |s| é o número de itens no bloco s. A partição P = (p1, p2, ..., py) é uma coleção
p1, p2, ..., pm ∈ S tal que
⋃y
x=1 px = K, e px ∩ pk = ∅, x 6= k. Uma oferta composta envolve uma
partição P e uma avaliação C:
(C(P); c(p1), c(p2), ..., c(py)), (4.7)
em que
C(P) =
y∑
x=1
c(px), (4.8)
e c(px) é o valor do lance para o bloco py.
Uma oferta composta compreende informações imprescindíveis para o funcionamento do
leilão: i) o valor total da oferta composta C(P); ii) a especificação do bloco px, para x = 1 a y; iii)
o valor do lance para cada bloco px e; iv) a identidade do licitante ofertante do bloco px.
O leilão PAUSE assume, ainda, algumas questões conceituais básicas que envolvem a estru-
tura do leilão, o comportamento dos participantes e formas de garantir que não ocorram empates
nas ofertas compostas. São elas:
1. um leilão de k itens poderá operar em k estágios;
2. não existe limite de rodadas em cada estágio;
3. os licitantes se preocupam em oferecer lances diretos, ou seja, oferecer o lance mínimo que
maximize sua receita, considerando-se os preços correntes do leilão; em nenhum momento
algum licitante irá submeter um lance que, caso seja aceito, leve-o a possuir uma utilidade
negativa (maldição do ganhador);
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4. ao final de um estágio, existe apenas uma oferta composta para o leiloeiro.
A Figura 4.6, apresentada por Kelly e Steinberg (2000), mostra um exemplo de avaliação das
ofertas compostas em um leilão PAUSE de menor preço, contendo seis produtos e quatro partici-
pantes. O primeiro estágio se encerra com o licitante a temporariamente proprietário dos produtos
k1 e k4 com lances β1 = 7 e β4 = 5; os produtos k2 e k3 foram atribuídos, de forma provisória, ao
participante b com os lances β2 = 5 e β3 = 6; por fim, o licitante d ofertou β5 = 6 e β6 = 3 para os
produtos k5 e k6. Nesse estágio, a receita total do leilão foi de $ 32.
Ao iniciar o segundo estágio, em que é permitido oferecer lances apenas em conjuntos de dois
produtos (n = 2), o licitante b realiza a melhor oferta composta, na primeira rodada, submetendo
o lance de β2−3 = 10 para os produtos k2 ∪ k3 e o lance de β4−5 = 10 para os produtos k4 ∪ k5.
Para completar sua oferta composta, o licitante b buscou os menores lances oferecidos, por outros
participantes em rodadas anteriores, para os produtos k1 e k6. Assim, a receita total do leilão foi
calculada em $ 30.
Na segunda rodada, ainda com (n = 2) o licitante a realizou a melhor oferta composta,
submetendo o lance de β4−5 = 9 para os produtos k4 ∪ k5 e completando a oferta composta com
os melhores lances das rodadas anteriores. Dessa forma, a receita do leilão foi minimizada para
$ 29. A última rodada de (n = 2) gera uma receita total de $ 27 por meio de uma oferta composta
realizada pelo participante d.
Após se encerrarem as rodadas de (n = 2), o leiloeiro habilita (n = 3) e, então, é permitido
que os participantes proponham ofertas compostas com pacotes de 3 produtos. Seguindo o mesmo
procedimento até o final do leilão, são identificadas as atribuições dos produtos aos seus respectivos
proprietários, o valor do lance e a receita total do leilão. No caso exemplificado abaixo, tem-se como
resultado, a oferta composta realizada pelo licitante b, totalizando a receita do leilão em $ 25 com as
seguintes atribuições: o licitante b ganhou os produtos k1 ∪ k2 ∪ k3 com um lance de β1−2−3 = 13;
o licitante a obteve os produtos k4 ∪ k5 com um lance de β4−5 = 9; o produto k6 foi alocado
individualmente ao licitante d a um lance de β6 = 3; já o licitante c não adquiriu nenhum produto.
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Figura 4.6: Exemplo de avaliação de oferta em um leilão PAUSE.
Fonte: (Kelly e Steinberg, 2000).
A fim de se estabelecerem as regras de liquidação do leilão PAUSE, considere K o conjunto
de itens, em que k ∈ K. Avalie, também, que I seja o conjunto dos licitantes do leilão em que
i ∈ I. Uma oferta composta T , que é aceita pelo leiloeiro no final da rodada r torna-se oferta
composta válida para o início da rodada r + 1. O licitante incumbente do bloco b é o participante
que propõe o lance líder naquele bloco, quer o lance esteja ativo ou não.
Ao termo da rodada, caso o licitante i submeta um lance para o bloco b, considera-se o preço
de lance como pi(b), seja z a receita resultante do leiloeiro em um ponto especificado no leilão e
zr a receita resultante do leiloeiro ao cabo do estágio r. No final do primeiro estágio, z1 é igual à
soma dos lances válidos em cada um dos itens de K; ao término do estágio r ≥ 2, zr é a soma dos
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lances em cada bloco que está contido na oferta composta válida C.
Em geral, os participantes têm diferentes avaliações para os blocos. Seja υ(i1)(b) a avaliação
que o licitante i1 tem pelo bloco b; assim, considere Πi(b), seu pagamento pelo bloco b:
Πi(b) = υi(b)− pi(b) (4.9)
Seja Πi(C) o pagamento do licitante i em relação a oferta composta C, dessa forma temos:
Πi(C) =
∑
b∈C
δi(b) · Πi(b) (4.10)
em que δi(b) = 1 se i for o licitante incumbente do bloco b e 0 caso contrário.
A maior vantagem da utilização do PAUSE é que o aumento gradativo da quantidade de itens
em um pacote reduz o problema de determinação do ganhador, simplificando a avaliação do lei-
loeiro. Além disso, o processo de formação das ofertas compostas faz com que essa abordagem
disponha das seguintes características: i) tratabilidade computacional, uma vez que o leiloeiro ne-
cessita apenas avaliar a melhor proposta; ii) transparência, pois o licitante pode comparar sua oferta
com a oferta vencedora; e iv) satisfação, já que as atribuições dos produtos são baseadas de acordo
com o desejo de cada participante por meio de ofertas anteriores.
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5 MODELO DE LEILÃO DE ENERGIA ELÉTRICA
Este capítulo objetiva apresentar a metodologia utilizada no trabalho em questão. Ele con-
siste, também, em analisar a atual sistemática de leilão de novos empreendimentos de energia
elétrica no Brasil e avaliar duas novas abordagens, a fim de apresentar um modelo que agregue
mais eficiência, sob o ponto de vista do leiloeiro. A primeira abordagem investiga a viabilidade
computacional de um procedimento centralizado; a segunda considera um cenário em que o leilão
descentralizado é utilizado.
5.1 Leilões brasileiros de energia elétrica
O final da década e 1990 e o início dos anos 2000 foi um período relevante para o mercado
de energia elétrica no Brasil. Além das diversas mudanças institucionais, uma das maiores modi-
ficações no Setor Elétrico Brasileiro (SEB) ocorreu em relação a maneira de se negociar energia
elétrica.
A Lei 10.848, publicada em março de 2004, dentre outras disposições, estabelece os ambi-
entes de contratação de médio e longo, tanto no ACR, quanto no ACL. Está prevista, também por
meio desse decreto, a negociação de energia no mercado de curto prazo, onde se liquida a diferença
entre a energia gerada e a contratada.
No ACL, a compra e venda de energia é livremente negociada; as cláusulas contratuais –
como quantidades, preços e prazos, por exemplo – são celebradas de forma espontânea entre os
interessados, sem intervenção de nenhuma instituição. Não obstante, os contratos firmados entre
agentes devem ser formalizados na Câmara de Comercialização de Energia Elétrica (CCEE).
O mercado de curto prazo, por sua vez, é aquele existente para liquidação das diferenças, ou
seja, para se liquidar a energia descontratada. Nesse sentido, tanto o agente comprador quanto o
vendedor ficam expostos às condições econômicas e ambientais que determinam o preço naquele
momento específico.
Para atendimento dos consumidores cativos de energia e como estratégia de expansão e se-
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gurança, são realizados os leilões de energia elétrica no ACR. Atualmente, os leilões podem, ainda,
ser classificados como: i) leilões estruturantes de cunho estratégico, que visam incrementar a segu-
rança do sistema e garantir o atendimento de toda a demanda; em geral, são grandes obras, como,
por exemplo, as usinas de Santo Antônio, Jirau e Belo Monte; ii) leilões de fontes alternativas,
que promovem o aumento da participação de fontes renováveis na matriz de energia elétrica; iii)
leilões de energia de reserva, que ocorrem para aumentar a segurança de suprimento do Sistema
Interligado Nacional (SIN); iv) leilões de ajuste, que são destinados a complementar as subcontra-
tações das distribuidoras de energia elétrica; v) leilões de energia existente, que são propostos para
se negociar a energia de usinas em funcionamento; nesse modelo, é possível contratar uma energia
com menor preço, uma vez que o custo de construção da usina já foi amortizado; e vi) leilões de
energia nova ou leilão de novos empreendimentos, que objetivam o atendimento da demanda com a
construção de novas usinas; nesse caso, o investidor obtém o direito de construir, manter e explorar
a usina por um determinado período de tempo.
Os leilões de novos empreendimentos possuem papel central no modelo do (SEB), e é consti-
tuído em várias instâncias organizacionais, como ilustra a como ilustra a Figura 5.1. Ao Ministério
de Minas e Energia (MME) cabe definir o montante total de energia elétrica a ser contratada pelo
ACR, relacionar os empreendimentos de geração aptos a participar dos leilões, definir as diretrizes
e a sistemática a serem utilizadas.
Os empreendimentos devem ser cadastrados para avaliação, pelo menos 30 dias de antecedên-
cia, na Empresa de Pesquisa Energética (EPE), que por sua vez, libera o documento de habilitação
técnica dos empreendimentos que poderão integrar o leilão. O aporte das garantias é gerenciado
pela Agência Nacional de Energia Elétrica (ANEEL), que também, fundamenta-se nas portarias
publicadas pelo MME para elaborar um edital provisório e o publica com a finalidade de absorver
contribuições do mercado.
Após se beneficiar da colaboração dos agentes, a ANEEL atribui à CCEE a execução do leilão
e a formalização dos contratos. Os termos de habilitação e adjudicação dos empreendimentos são
realizados pela ANEEL e suas outorgas, são expedidas pelo MME.
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EPE
MME
ANEEL
CCEE
Plano Nacional de Energia (PNE);
Plano Decenal de Energia (PDE);
Plano de Expansa˜o da Transmissa˜o (PET)
Portarias
Edital
Execuc¸a˜o dos leilo˜es
Figura 5.1: Instituições envolvidas da elaboração à execução dos leilões.
Fonte: Elaboração própria adaptado de (Acende, 2012).
O calendário dos leilões de energia acontece conforme ilustrado pela Figura 5.2. O ano base
A é o ano de início de entrega da energia; os leilões ocorrem antes do ano base. Assim, os leilões
de energia nova podem ocorrer três ou cinco anos antes do princípio da entrega da energia; os
leilões de ajuste sucedem um ano antes, ou até no mesmo ano, do início do suprimento; os leilões
de energia existente incidem um ano antes, ou até no mesmo ano1, do início do suprimento; já os
leilões de fontes alternativas e de energia de reserva acontecem de um a cinco anos antes do começo
do suprimento.
Energia nova Energia existente
Fontes alternativas e
energia de reserva
Energia de ajuste
A− 5 A− 4 A− 3 A− 2 A− 1 A
Figura 5.2: Calendário dos leilões de energia elétrica.
Fonte: Elaboração própria adaptado de (CCEE, 2014).
1A Lei 13,097 de 2015 permitiu a ocorrência dos leilões de energia existentes no próprio ano base. Dessa forma,
torna-se possível a realização do leilão no mesmo ano de início de suprimento.
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Com a finalidade de se compreender melhor a sistemática dos leilões, o entendimento sobre
a modalidade de contrato é de suma importância, visto ser isso levado em conta no desenho que
o leilão deverá ter. Atualmente, existem duas modalidades de contratação de energia elétrica – a
primeira por “quantidade” e a segunda por “disponibilidade” – que se diferenciam tanto pela forma
de remuneração, quanto pela caracterização dos riscos.
A modalidade por quantidade estipula que a empresa geradora deve entregar, no centro de
gravidade do submercado do empreendimento, o volume de energia contratada a um preço já deter-
minado. Dessa forma, o gerador se expõe aos riscos impostos pela sazonalidade, devendo assumir
os custosadvindos dos riscos hidrológicos relacionados à operação energética integrada. Os riscos
financeiros incorridos, entre os submercados de entrega e de consumo, devem ser arcados pelo
comprador.
No que se refere à modalidade por “disponibilidade”, usualmente aplicada às termelétricas, o
gerador recebe um montante fixo por ceder uma definida capacidade de geração. Quando existir a
necessidade de acionar as usinas dessa modalidade, o gerador recebe um valor adicional pela quan-
tidade de energia gerada, equivalente ao Custo Variável Unitário (CVU) por cada MWh gerado. O
CVU é composto pelo custo do combustível em R$/MWh bem como por demais custos variáveis
incorridos na geração de energia, também em R$/MWh. Nesse caso, os consumidores finais, atra-
vés das tarifas, arcam com as variações da produção em relação com a garantia física, sejam elas
positivas ou negativas.
5.2 Sistemática atual
Para cada leilão, como já mencionado, o MME divulga quais as diretrizes através de portarias.
Uma dessas portarias indica qual a sistemática, ou seja, qual a metodologia de leilão a ser aplicada.
Como o intuito desse procedimento é promover modicidade tarifária, ou seja, reduzir o preço da
energia elétrica, esses leilões seguem a regra da menor preço. Para os leilões de energia nova, obtém
o direito de outorga aquele participante que estiver disposto a construir, operar e manter as usinas,
por um determinado período de tempo, pelo menor lance em R$/MWh. A Figura 5.3 apresenta o
esquema dos leilões de energia nova, tanto para calendário A− 3 quanto para calendário A− 5.
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Fase U´nica
Etapa Uniforme
Mu´ltiplas rodadas
Etapa Discriminato´ria
Rodada e lance u´nicos
Primeira Fase
Etapa Inicial
Rodada e lance u´nicos
Etapa Cont´ınua
Melhoria das menores ofertas
Segunda Fase
Etapa Uniforme
Mu´ltiplas rodadas
Etapa Discriminato´ria
Rodada e lance u´nicos
Sistema´tica A− 3 Sistema´tica A− 5
Etapa Discriminato´ria
Rodada e lance u´nicos
A primeira fase se refere a`s usinas hidrele´tricas
com poteˆncia instalada superior a 50MW.
A segunda fase se refere a todos os produtos.
Figura 5.3: Esquema geral das sistemáticas dos leilões de energia nova A− 3 e A− 5.
Fonte: Elaboração própria.
É usual que os leilões A − 3 sejam formatados em uma única fase, que se subdivide em
uma etapa uniforme e outra discriminatória. Na uniforme, os participantes podem submeter lances
atômicos em cada rodada, para os produtos dispostos de modo sequencial. Após o final da etapa
uniforme, inicia-se a discriminatória, em que é possível submeter um lance único para os produtos
expostos sequencialmente.
Já os leilões A− 5 são desenhados em duas fases, a primeira composta pelas etapas: inicial,
contínua e discriminatória. A segunda fase é formada por uma etapa uniforme e outra discrimina-
tória.
Na etapa inicial da primeira fase, cada participante apresenta um único lance que deve ser
igual ou inferior ao preço de reserva da usina. A etapa contínua permite aos participantes – tanto
o que ofertou o menor lance quanto os demais que ofertaram valores não superiores a cento e
cinco por cento do menor lance – melhorarem suas propostas a fim de concorrerem pelo direito de
participação na segunda fase, para as usinas hidrelétricas. Ao final, tem-se a etapa discriminatória,
na qual os licitantes que adquiriram o direito de participação, ofertem um único lance associado
à quantidade destinada ao ACR. A segunda fase do leilão A − 5 possui a mesma sistemática dos
leilões A− 3
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5.3 Metodologia de leilão centralizado clock -combinatório restrito
O leilão centralizado clock-combinatório restrito foi esquematizado em duas fases, a primeira
considera a abordagem simultânea (clock), e a segunda envolve um modelo combinatório restrito.
Esse projeto utiliza a regra da menor preço, ou seja, obtém o direito de construção e concessão da
usina aquele licitante que estiver disposto a vender a energia pelo menor preço.
Esse modelo propicia a negociação de múltiplos empreendimentos de fontes distintas. A fim
de se forçar a redução e descoberta dos preços dos empreendimentos, é realizada uma fase simultâ-
nea de múltiplas rodadas, como ilustra a Figura 5.4. O leilão se inicia com todas as usinas expostas,
ao mesmo tempo, com seus preços de reserva associados. Como o mecanismo de clock foi imple-
mentado com o intuito de se inibir estratégias de jump-bidding, um cronômetro é iniciado a cada
rodada, indicando, para cada produto, qual o novo preço. Esse é calculado a partir da subtração
do preço corrente por um percentual de decremento estipulado pelo leiloeiro. Nessa fase, os lici-
tantes apenas indicam se aceitam obter a outorga da usina àquele valor estipulado, e, uma vez que
concordem com a proposta não é possível desistir da aquisição.
k = 1
I = [10010] I = [10101] I = [11011]
I = [10010] I = [10001] I = [11000]
I = [00010] I = [00001] I = [10000]
Primeira rodada
Segunda rodada
U´ltima rodada
Fase Simultaˆnea (clock)
k = 1
k = 1
k = 2 K
K
K
k = 2
k = 2
Figura 5.4: Fase simultânea do modelo clock-combinatório.
Fonte: Elaboração própria.
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A regra de parada para a fase simultânea ocorrerá quando todos os produtos não obtiverem
propostas por um determinado período de tempo, também estipulado pelo leiloeiro nas regras do
leilão. Em seguida, a fase combinatória, representada pela Figura 5.5, é habilitada aos licitantes,
e eles podem preparar pacotes de produtos para explorar as sinergias e, dessa forma, proporcionar
uma maior eficiência no processo.
Como o PDG é um problema de impraticável resolução, na medida em que se aumentam as
variáveis do modelo, realiza-se, nessa fase, um leilão combinatório restrito, no qual a quantidade
de pacotes por concorrente é limitada pelo leiloeiro. Dessa maneira, tende-se a mitigar o PDG e, ao
mesmo tempo, proporcionar um ambiente que possibilite uma restrita, porém proveitosa, extração
das sinergias entre os produtos.
J11 = [100100|b11]
J12 = [100100|b12]
Fase combinato´ria
J1j = [100100|b1j ]
...
J21 = [100100|b21]
J22 = [100100|b22]
J2j = [100100|b2j ]
...
JI1 = [100100|b1I ]
JI2 = [100100|bI2
JIj = [100100|bIj ]
...
· · ·
b1 b2 bI
Licitante 1 Licitante 2 Licitante I
Modelo de programac¸a˜o inteira
Alocac¸a˜o; prec¸o
Figura 5.5: Fase combinatória do modelo clock-combinatório.
Fonte: Elaboração própria.
Na fase combinatória, os participantes submetem suas ofertas por meio de lances atômicos,
ou seja, um preço em R$/MWh associado a um pacote de produtos. É necessário que esse preço
seja menor ou igual à soma dos preços submetidos individualmente na fase simultânea.
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Uma vez que o modelo tenha sido resolvido pelo leiloeiro, os licitantes não podem retirar
suas ofertas e, como na fase simultânea, em caso de empate, ganha o pacote aquele licitante que o
submeteu em primeiro lugar. O preço de liquidação do leilão é igual ao valor do lance submetido.
Dessa forma, o licitante vencedor da usina ganhará a concessão da usina de acordo com o período
estabelecido em edital, ao longo do qual auferirá uma receita igual ao valor do lance ofertado,
multiplicado pela quantidade de energia assegurada do empreendimento em questão.
5.3.1 Modelo de programação inteira
O objetivo desta subseção é elucidar e fundamentar tanto o objetivo do modelo de progra-
mação inteira, quanto as restrições consideradas para se obter a solução ótima de acordo com as
características intrínsecas do ambiente de leilões brasileiros de energia elétrica.
Função-objetivo
No caso dos leilões brasileiros de energia elétrica, o objetivo do leiloeiro é, sobretudo, pro-
mover modicidade tarifária; para atingir tal meta, ele deve ser capaz de selecionar a menor oferta
submetida. No caso dos leilões combinatórios, é preciso optar pelo menor lance associado aos
pacotes de usinas vencedores.
Para identificar quais são os pacotes vencedores, o modelo utiliza uma variável de decisão
xij que indica se determinado pacote é vencedor ou não. Assim, a função-objetivo do leiloeiro é
minimizar o somatório dos lances bij (submetidos pelo licitante i através do pacote j) multiplicado
pela quantidade de energia qij contida nos pacotes selecionados pela variável de decisão xij , como
se segue:
∑
i∈I
∑
j∈J
(bijqij) · xij (5.1)
A variável de decisão tem a função de receber o valor da solução de atribuição do modelo de
otimização. Sendo assim, será atribuído para xij o valor 0 ou 1, uma vez que a variável é definida
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como binária. O algoritmo utiliza a variável representada em 5.2 para indicar que o pacote j sub-
metido pelo licitante i foi selecionado como vencedor; ou seja, é elegido o pacote j que minimiza a
função-objetivo e, ao mesmo tempo, atende às restrições estabelecidas. Ao definir um pacote como
vencedor, a variável xij assume valor igual a 1, caso contrário, assume valor igual a 0.
xij ∈ {0, 1} ∀ j ∈ J e ∀ i ∈ I (5.2)
Restrição de demanda
Em geral, ao se definir um leilão de novos empreendimentos, tem-se, previamente, uma quan-
tidade de demanda que deverá ser contratada por meio da energia proveniente dessas usinas. Para
garantir que pelo menos essa quantia de energia será contratada e para prover segurança do abas-
tecimento, os leilões devem negociar empreendimentos suficientes que garantam o atendimento
dessa demanda.
A Equação 5.3 formaliza a restrição de demanda, expressando que a soma das quantidades
de energia assegurada dos produtos vencedores, para todos os pacotes de j ∈ J submetidos por
todos os licitantes i ∈ I, deve ser maior ou igual à demanda requerida D em MW médio.
∑
i∈I
∑
j∈J
qij · xij ≥ D (5.3)
A informação de demanda é tida como estratégica e, por isso, deve ser disponibilizada aos
licitantes como uma informação incompleta, para se evitar conluios e não diminuir a eficiência do
leilão. Ao se estabelecerem as usinas a serem leiloadas, é importante considerar que a soma de suas
energias asseguradas deverá ser maior que a demanda requerida. Essa medida tem a finalidade de
certificar que os licitantes irão, de fato, disputar os empreendimentos que lhes interessam.
Uma vez que o leilão é reverso e tende a minimizar o pagamento da energia, é necessário
definir a demanda como restrição para que o custo da alocação seja diferente de zero e, também,
garantir o atendimento da carga das distribuidoras. Nos casos em que a soma da energia assegurada
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dos empreendimentos for menor que que a demanda requerida, ou seja, quando a oferta form menor
que a demanda, talvez não seja o cenário ideal para realização do leilão, pois dessa forma não haverá
redução de preço.
Restrição de garantia financeira
A forma de garantia financeira para participação do leilão também deve ser atendida pelo
modelo. Segundo os últimos editais de leilões de novos empreendimentos, o cálculo dessa garantia
é de 1 % (um por cento) do valor total do investimento correspondente, de acordo com a habilitação
técnica dos empreendimentos publicada pela EPE.
Dessa maneira, o modelo de leilão clock-combinatório restrito atende a este requisito por
meio da Equação 5.4. Considera-se para cada participante i, 1 % do custo de investimento das usinas
contidas em todos os pacotes j ∈ J vencedores, deve ser maior ou igual à garantia financeira F ,
depositada pelo licitante i.
∑
j∈J
0, 01cij · xij ≥ F ∀ i ∈ I (5.4)
Em geral, como garantia financeira aceita-se: caução em dinheiro que deve ser depositado por
algum agente de custódia determinado pela CCEE; seguro garantia; fiança bancária de instituições
financeiras que estejam classificadas entre primeiro e segundo piso pelas agências de classificação
de risco reconhecidas; títulos de dívida pública emitidos de forma escritural.
Restrição de participação de mercado
A restrição de participação de mercado foi adicionada como uma medida de segurança econô-
mica. Ao se inserir essa restrição, não se torna possível vender todos os empreendimentos para um
único investidor, a fim de que não exista a criação de monopólio. O valor ideal para calibrar esta
restrição depende do cenário econômico e político, por isso é uma informação parametrizável.
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A Equação 5.5 apresenta que a soma de toda a quantidade de energia assegurada das usinas
contidas em todos os pacotes j ∈ J vencedores, para cada participante i, deve ser menor ou igual
à participação de mercado S estabelecida pelos agentes reguladores.
∑
j∈J
qij · xij ≤ S ∀ i ∈ I (5.5)
Outra questão importante em relação à inserção dessa restrição no modelo é a vantagem de
se diversificar a fonte de investimentos, o que, por sua vez, distribui os riscos econômicos, físicos
e políticos inerentes ao setor de energia.
Restrição de set-packing
A restrição de set-packing é responsável por atribuir os empreendimentos, garantindo que
uma usina k ∈ K esteja contida em apenas um pacote j ∈ J . O problema de set-packing e sua
complexidade já foram abordados na Subseção 2.3.2. Na Seção 4.2 a utilização dessa classe de
problemas foi exibida como uma das soluções do problema de determinação do ganhador, caracte-
rístico dos leilões combinatórios.
A Equação 5.6 descreve que a soma binária dos elementos da coluna correspondente a cada
empreendimento k ∈ K da matriz binária Akij – contida em todos os pacotes de j ∈ J submetidos
por todos os licitantes i ∈ I – deve ser menor ou igual a 1, garantindo a integridade de que uma
usina só será atribuída em um pacote.
∑
i∈I
∑
j∈J
Akij · xij ≤ 1 ∀ k ∈ K (5.6)
A Figura 5.6 ilustra que na matriz de pacotes, a soma da coluna de cada usina deve ser menor
ou igual a 1. Como a matriz é binária (1 indica que o produto está contido naquele pacote e 0, o
contrário); fatalmente a soma será 0 ou 1.
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k1 k2 k3 K
i1j1
i1j2
i1J
IJ
0 1 1 0
1 0 0 0
0 0 0 1
0 0 0 0
Akij =
∑
k1 ≤ 1
∑
k2 ≤ 1
∑
k3 ≤ 1
∑
K ≤ 1
Figura 5.6: Soma de produtos na matriz binária Akij .
Fonte: Elaboração própria.
Validações de pacotes
Antes de se executar o modelo matemático, algumas validações de pacotes devem ser veri-
ficadas. A primeira delas se refere ao valor do lance submetido bij , para cada pacote e por cada
participante. O valor do lance b submetido para o pacote j deve ser menor que a soma dos lances
ofertados para os mesmos produtos, individualmente, na fase simultânea, conforme apresentado
pela Expressão 5.7.
bij ·
∑
j∈J
qk <
∑
k∈J
(bik · qk) ∀ i ∈ I, j ∈ J (5.7)
Outra questão importante, e principal adaptação desse modelo, é a limitação da quantidade
de pacotes por participante. É sabido que o número de combinações em um leilão combinatório é
extremamente grande quando o número de bens cresce, o que inviabiliza a resolução do modelo
matemático, a partir de um algoritmo exato. Por isso, ao se limitar a quantidade de pacotes, é
possível extrair os benefícios de apropriação de sinergia, bem como tornar a resolução do modelo
viável.
Essas validações poderiam ser incorporadas ao modelo matemático como restrições. Entre-
tanto, é possível tratá-las como validação de entrada, na interface do simulador, não permitindo
que o licitante oferte mais do que a quantidade de pacotes permitida pelo leiloeiro e, tampouco,
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submeta um lance para um pacote que possua um valor superior à soma dos lances ofertados na
rodada simultânea, para as usinas que estejam contidas dentro daquele pacote. Essa medida foi
considerada para que sejam excluídos os pacotes não aptos a participar do leilão, a fim de que se
reduza a quantidade de variáveis do modelo, com vista a viabilizá-lo.
5.3.2 Formulação consolidada
A abordagem de leilão centralizado clock-combinatório é formulada conforme o modelo re-
presentado pela minimização da função-objetivo 5.1, sujeita à variável de decisão 5.2. Foram, tam-
bém, contempladas no modelo as restrições de demanda 5.3, garantia financeira 5.4, participação
de mercado 5.5 e set-packing 5.6.
Min
∑
i∈I
∑
j∈J
(bijqij) · xij
s.a.
∑
i∈I
∑
j∈J
qij · xij ≥ D∑
j∈J
0, 01cij · xij ≤ F ∀ i ∈ I∑
j∈J
qij · xij ≤ S ∀ i ∈ I∑
i∈I
∑
j∈J
Akij · xij ≤ 1 ∀ k ∈ K
xij ∈ {0, 1} ∀ j ∈ J e ∀ i ∈ I
considerando-se:
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i ∈ I conjunto dos licitantes que estão participando do leilão;
k ∈ K conjunto das usinas que serão leiloadas;
j ∈ J conjunto dos pacotes de usinas;
D demanda total a ser atendida em MW médio;
S participação máxima de mercado de cada licitante i ∈ I, em % MWh;
F garantia financeira depositada pelo licitante i ∈ I em R$;
qij quantidade de energia do pacote j ∈ J submetido pelo licitante i ∈ I, em MWh;
bij lance submetido pelo licitante i ∈ I para o pacote j ∈ J , R$/MWh;
cij custo de investimento do pacote j ∈ J submetido pelo participante i ∈ I, em R$;
xij variável de decisão booleana que determina se o licitante i ∈ I ganhou o pacote j ∈ J ;
Akij matriz booleana de alocação que determina quais são os pacotes vencedores do leilão.
5.4 Metodologia de leilão descentralizado
O modelo descentralizado implementado para os leilões brasileiros de energia elétrica de
novos empreendimentos foi baseado no leilão PAUSE, descrito na Subseção 4.4.4, incluindo as
condições peculiares do setor elétrico. Essa abordagem considera o leilão, também, em duas fases:
a primeira utiliza o procedimento de leilões simultâneos com múltiplas rodadas, e a segunda fase
considera o leilão combinatório progressivo, descrito por Kelly e Steinberg (2000). A linguagem
de lance, nesta fase, é a de lance atômico, assim como no modelo centralizado.
O leilão possibilita a participação de vários licitantes i ∈ I e usinas k ∈ K. A primeira fase
se inicia com todas as usinas a serem leiloadas apresentadas com seu respectivo preço de reserva
(R$/MWh). O leiloeiro, então, reduz o valor do lance por um decremento d mínimo, estabelecido
no início do leilão, e os licitantes, e por um determinado período de tempo t, indicam quais as
usinas eles aceitam obter por aquele novo preço. Após o término do tempo estipulado, outra rodada
se inicia e o leiloeiro reduz o preço corrente, por meio do decremento mínimo e, por mais um
período os licitantes podem indicar quais as usinas eles aceitam adquirir àquele novo preço. Essa
sistemática continua até que nenhum licitante aceite a nova redução proposta pelo leiloeiro.
A segunda fase é habilitada ao final da primeira, formada por estágios limitados, cuja quanti-
dade é igual ao número de produtos ofertados. Cada estágio possibilita indefinidas rodadas e, dentro
de cada um dos estágios, os licitantes podem enviar quantas propostas compostas lhes forem con-
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venientes, sempre melhorando a oferta composta anterior.
É importante ressaltar que nenhuma oferta, nesse modelo, pode ser retirada, uma vez que
elas podem ser utilizadas para completar as ofertas compostas de qualquer participante. Uma oferta
composta deve conter todas as usinas ofertadas no leilão, como mostra a Figura 5.7, representando
a proposta em um exemplo de leilão com quatro participantes e doze produtos.
k1,2 k3
k6,7
k5,9,10,11
i1 i2 i3 i4
bi1
bi4
bi2
bi3
k4,8,12
bi4
Figura 5.7: Modelo de oferta composta.
Fonte: Elaboração própria.
No estágio 2 o leiloeiro permite que os participantes montem pacotes com duas usinas; para
as demais usinas que, por ventura, os licitantes não estejam interessados, eles devem buscar em
rodadas anteriores as melhores ofertas para essas usinas, que tenham sido submetidas por ele ou
outros licitantes. Da mesma maneira ocorre no estágio 3; o leiloeiro permite que os licitante montem
suas ofertas compostas com pacotes de três usinas completando as demais usinas com propostas
anteriores e assim sucessivamente até o final do leilão.
O leiloeiro deve se preocupar, nesse modelo, em validar as ofertas compostas, considerando
que as propostas respeitem os percentuais de decremento, as regras de atividade e a existência de
múltiplos ganhadores. Nessa fase, o decremento difere da fase simultânea, uma vez que dada uma
margem, mínima e máxima, de melhoria de lance, o licitante pode oferecer o preço de lance que
lhe aprouver, desde que satisfaça o limite exigido. A regra de atividade indica se um determinado
licitante está ativo em determinada usina; caso ele tenha a principal oferta da rodada anterior, ou
apresente uma proposta melhor na rodada em questão, o licitante é considerado ativo em certo
produto. Ao final do leilão, existirá apenas uma oferta composta vencedora, indicando quais os
vencedores de cada produto que pagarão por ele o lance ofertado. A linguagem de lance nessa
fase é, também, a de lance atômico. Não é necessário resolver nenhum modelo de otimização
para solucionar o leilão descentralizado. A última oferta composta recebida sempre será a melhor
solução do leilão, uma vez que só se aceita uma nova oferta composta caso ela seja melhor que a
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anterior.
5.4.1 Restrições e validações
As restrições e validações do modelo descentralizado são similares às do modelo centrali-
zado. No caso de nenhum participante se interessar por determinada usina na fase simultânea e,
portanto, essa usina não estar provisoriamente atribuída a nenhum licitante, é possível que o leilo-
eiro realize “lances fantasmas” ao preço de reserva, a fim de prosseguir com o leilão. Entretanto,
essa medida deve ser cautelosa, já que os licitantes podem usar dessa estratégia para forçar o preço
de reserva dos produtos até se chegar à fase progressiva, ao invés de competir por eles na fase
simultânea. Para evitar essa estratégia, o leiloeiro, poderá manter o “lance fantasma”, porém deve
bloquear futuras melhorias de lances para aquela usina em questão e não negociá-la no leilão.
A garantia financeira deverá ser validada no envio da oferta composta. Todo pacote da oferta
composta, de cada participante, deve estar dentro das restrições orçamentárias individuais. Caso
contrário, poderá ser recusada. Essa informação é um dado de entrada, registrado antes do início
do leilão, seguindo a mesma regra do modelo centralizado, ou seja, cada pacote será validado, se
1 % do valor da soma dos custos de investimentos das usinas que constituem aquele pacote é maior
ou igual à garantia financeira depositada pelo licitante.
Implementou-se, também, a restrição de limitação de mercado para que nenhum investidor
ganhe a totalidade dos empreendimentos em leilão. Cada participante não pode obter mais que
um percentual, estipulado pelo leiloeiro, para aquisição das usinas. Como elas possuem garantias
físicas diferentes, a validação é calculada por MW médio. Assim, a soma da capacidade das usinas
contidas nos pacotes, para cada participante, deve ser menor que o percentual, estipulado pelo
leiloeiro, da soma da capacidade de todas as usinas ofertadas no leilão.
Outra validação necessária é a de respeito ao limite mínimo e máximo de decremento. É
importante que o leiloeiro se atente para essas margens de melhoria, sendo que a margem mínima
impõe de fato uma redução nos preços, e a margem máxima impede que ocorra jump-bidding
prejudicando a concorrência.
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Comparação entre os modelos
A Tabela 5.1 sumariza as principais diferenças entre o modelo centralizado e o modelo des-
centralizado. Ambas as abordagens utilizam uma fase inicial simultânea, em que um instrumento
de decremento força a queda dos preços. A principal diferença ocorre na fase combinatória das
metodologias.
O modelo centralizado permite aos licitantes montarem pacotes de múltiplos itens de acordo
com seus interesses em uma rodada única; o leiloeiro, de posse de todas as ofertas, resolve um
problema de otimização. A fase combinatória, do modelo descentralizado, é compreendida por
múltiplas rodadas em que é permitido aos licitantes aumentar a quantidade de itens por pacote,
progressivamente; o leiloeiro, nesta abordagem, apenas valida, entre outras coisas, se o lance da
oferta composta submetida é melhor que o lance da oferta composta anterior.
Tabela 5.1: Comparação entre os modelos centralizado e descentralizado.
Centralizado Descentralizado
Rodadas múltiplas;
Fase Simultânea Lances drecrementados pelo leiloeiro.
Rodada única; Múltiplas rodadas;
Fase Combinatória Pacotes de múltiplos itens (restrito); Pacotes mútiplos progressivos por rodada;
Lances atômicos. Lances atômicos.
Resolver problema de Avaliar se a oferta composta
Papel do leiloeiro programação matemática corrente é melhor que a oferta
(problema NP-Hard). composta anterior (problema de tempo polinomial).
Fonte: Elaboração própria
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6 ESTUDO DE CASO
Este capítulo objetiva simular um leilão para validar as metodologias propostas, avaliando
um estudo de caso para cada uma das abordagens. Para esse intento, foram selecionadas algumas
das usinas negociadas no 20º Leilão de Energia Nova, ocorrido em novembro de 2014.
A Tabela 6.1 apresenta os dados gerais do leilão desse estudo de caso, com vista a atender
uma demanda de 2.500 MW. A participação de mercado permitida, por licitante, foi estabelecida
em 70 % da demanda requerida.
Tabela 6.1: Dados do leilão.
Demanda requerida 2.500 MW
Compartilhamento máximo de mercado 70 %
Tempo das rodadas das fases simultâneas das duas abordagens 5 min
Decremento da fase simultânea do modelo centralizado 0,5 %
Tempo da fase combinatória do modelo centralizado 30 min
Limite máximo de pacotes combinados do modelo centralizado 10
Decremento da fase simultânea do modelo descentralizado 0,5 %
Decremento mínimo da fase combinatória do modelo descentralizado 0,5 %
Decremento máximo da fase combinatória do modelo descentralizado 2,0 %
Foram ofertados produtos A − 5 de contratos de quantidade e disponibilidade – de fonte hi-
droelétrica, termelétrica e eólica – para início de suprimento em 1º de janeiro de 2019. Os contratos
de empreendimentos hidrelétricos (PCH) dispõem de prazo de concessão de 30 anos; as termelé-
tricas movidas a carvão (CAV), gás natural (GAS) e biomassa (BIO), assim como as usinas eólicas
(UHE) compreendem um período de concessão de 25 anos.
Vinte usinas foram ofertadas nesse estudo de caso. Suas características gerais – como nome
do empreendimento, tipo do contrato, descrição do empreendimento, entre outros – são apresenta-
das na Tabela 6.2.
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Tabela 6.2: Dados gerais dos empreendimentos.
ID Empreendimento Contrato Produto Fonte Início de Fim de UF
suprimento suprimento
1 COMODORO Quantidade QTD-2019 PCH 01/01/2019 31/12/2048 MT
2 LAJARI Quantidade QTD-2019 PCH 01/01/2019 31/12/2048 MT
3 PRESENTE DE DEUS Quantidade QTD-2019 PCH 01/01/2019 31/12/2048 MT
4 MAUÁ 3 Disponibilidade DIST-2019 GAS 01/01/2019 31/12/2043 AM
5 CNE Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 GO
6 DELTA Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 MG
7 GUARANI CRUZ ALTA 2 Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 SP
8 NOVO TEMPO Disponibilidade DIST-2019 GAS 01/01/2019 31/12/2043 PE
9 IACANGA AMPLIAÇÃO Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 SP
10 PORTO DAS ÁGUAS Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 GO
11 FERRARI Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 SP
12 RIO GRANDE Disponibilidade DIST-2019 GAS 01/01/2019 31/12/2043 RS
13 PAMPA SUL Disponibilidade DIST-2019 CAV 01/01/2019 31/12/2043 RS
14 ACRE Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 AC
15 COSTA RICA I Disponibilidade DIST-2019 BIO 01/01/2019 31/12/2043 MS
16 AURA LAGOA DO BARRO 01 Disponibilidade DISES-2019 UEE 01/01/2019 31/12/2038 PI
17 AURA LAGOA DO BARRO 02 Disponibilidade DISES-2019 UEE 01/01/2019 31/12/2038 PI
18 AURA LAGOA DO BARRO 03 Disponibilidade DISES-2019 UEE 01/01/2019 31/12/2038 PI
19 AURA LAGOA DO BARRO 04 Disponibilidade DISES-2019 UEE 01/01/2019 31/12/2038 PI
20 AURA LAGOA DO BARRO 05 Disponibilidade DISES-2019 UEE 01/01/2019 31/12/2038 PI
Cada uma das usinas possui informações técnicas, como custo de investimento, potência
instalada, garantia física, geração e preço de reserva. Esses dados, apresentados na Tabela 6.3,
servem como entrada para o modelo calcular o montante de energia e a movimentação financeira
do leilão.
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Tabela 6.3: Dados técnicos dos empreendimentos.
ID Empreendimento Investimento Potência Garantia física Geração Preço de reserva
(R$) instalada (MW) (MW médio) (MWh) (R$/MWh)
1 COMODORO 72.260.350,00 10,0 6,2 1.630.550,4 164, 00
2 LAJARI 110.737.540,00 20,8 10,9 2.366.928,0 164, 00
3 PRESENTE DE DEUS 83.930.210,00 13,0 8,5 2.235.432,0 164, 00
4 MAUÁ 3 1.231.542.350,00 583,0 507,2 106.153.353,6 209, 00
5 CNE 231.600.100,00 105,0 59,8 9.423.192,0 209, 00
6 DELTA 30.000.000,00 30,0 6,4 1.402.521,60 209, 00
7 GUARANI CRUZ ALTA 2 62.147.000,00 25,0 11,4 1.402.521,6 209, 00
8 NOVO TEMPO 3.052.175.380,00 1.238,0 611,9 1.753.152,0 209, 00
9 IACANGA AMPLIAÇÃO 10.600.000,00 18,0 5,6 133.875.069,6 209, 00
10 PORTO DAS ÁGUAS 45.000.000,00 90,0 23,1 4.054.164,0 209, 00
11 FERRARI 90.080.000,00 15,0 12,4 2.147.611,2 209, 00
12 RIO GRANDE 2.945.078.370,00 1.238,0 605,5 132.406.804,8 209, 00
13 PAMPA SUL 2.058.506.160,00 340,0 323,5 64.537.908,0 209, 00
14 ACRE 860.940.000,00 163,9 135,1 24.105.840,0 209, 00
15 COSTA RICA I 860.940.000,00 163,9 135,1 24.105.840,0 209, 00
16 AURA LAGOA DO BARRO 01 99.765.000,00 27,0 14,2 2.489.544,0 137, 00
17 AURA LAGOA DO BARRO 02 99.765.000,00 27,0 11,3 1.981.116,0 137, 00
18 AURA LAGOA DO BARRO 03 99.765.000,00 27,0 13,5 2.366.820,0 137, 00
19 AURA LAGOA DO BARRO 04 99.765.000,00 27,0 12,9 2.261.628,0 137, 00
20 AURA LAGOA DO BARRO 05 88.680.000,00 27,0 10,3 1.805.796,0 137, 00
Devido aos altos custos de investimentos, é uma prática comum que os licitantes constituam
consórcios para representá-los; por isso, a quantidade de licitantes em um leilão é reduzida. Por-
tanto, foram considerados, nesse estudo de caso, cinco participantes. Nesse modelo, a garantia
financeira depositada por eles estão apresentadas na Tabela 6.4. Os valores estimados garantem o
suficiente para a aquisição de todos os empreendimentos, mesmo que a restrição de compartilha-
mento de mercado não o permita; essa medida foi tomada com vista à flexibilização das funções de
lances dos participantes.
Tabela 6.4: Garantia financeira dos licitantes.
Licitante Garantia financeira
(R$)
CONSÓRCIO 01 140.000.000, 00
CONSÓRCIO 02 140.000.000, 00
CONSÓRCIO 03 140.000.000, 00
CONSÓRCIO 04 140.000.000, 00
CONSÓRCIO 05 140.000.000, 00
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6.1 Simulação do modelo centralizado
Com o propósito de se realizar uma simulação do estudo de caso, desenvolveu-se um software
contemplando todas as regras expostas no Capítulo 5. A interface foi desenvolvida na linguagem
de programação VISUAL BASIC .NET da plataforma Microsoft Visual Studio e o set-packing re-
duzido, modelado na ferramenta LINGO que resolve problemas de otimização.
Todas as informações de entrada foram armazenadas em arquivos XML, que é uma lingua-
gem computacional, cujo formato organiza os dados de maneira hierárquica, é de fácil manipulação
e se comunica facilmente com outras linguagens de programação. A fase simultânea foi simulada
em três rodadas e, em cada uma delas, foi deduzido 0,5 % do preço corrente. O preço de cada
empreendimento no final da fase simultânea é apresentado na Tabela 6.15.
Tabela 6.5: Preço final da fase simultânea.
ID Empreendimento Preço de reserva Preço da fase
(R$/MWh) simultânea (R$/MWh)
1 COMODORO 164, 00 162, 36
2 LAJARI 164, 00 162, 36
3 PRESENTE DE DEUS 164, 00 162, 36
4 MAUÁ 3 209, 00 206, 91
5 CNE 209, 00 206, 91
6 DELTA 209, 00 206, 91
7 GUARANI CRUZ ALTA 2 209, 00 206, 91
8 NOVO TEMPO 209, 00 206, 91
9 IACANGA AMPLIAÇÃO 209, 00 206, 91
10 PORTO DAS ÁGUAS 209, 00 206, 91
11 FERRARI 209, 00 206, 91
12 RIO GRANDE 209, 00 206, 91
13 PAMPA SUL 209, 00 206, 91
14 ACRE 209, 00 206, 91
15 COSTA RICA I 209, 00 206, 91
16 AURA LAGOA DO BARRO 01 137, 00 135, 62
17 AURA LAGOA DO BARRO 02 137, 00 135, 62
18 AURA LAGOA DO BARRO 03 137, 00 135, 62
19 AURA LAGOA DO BARRO 04 137, 00 135, 62
20 AURA LAGOA DO BARRO 05 137, 00 135, 62
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A simulação considerou que todos os participantes estavam dispostos a adquirir todos os
empreendimentos. Dessa forma, eles aceitaram os valores propostos pelo leiloeiro em cada rodada.
Ao final dessa fase, acatou-se o menor preço de cada usina como um pacote de um item para cada
participante.
Na fase combinatória, os participantes tiveram 30 minutos para montar mais 10 pacotes com
mais de um item, de acordo com suas preferências. As ofertas de lance, nessa fase, foram atômicas,
em que o valor ofertado para as usinas contidos naquele pacote, deveria ser menor ou igual à soma
dos preços individuais do final da fase simultânea. Desenvolveu-se, então, uma função aleatória
para a criação dos pacotes e de seus lances associados.
O Consórcio 01 montou seus dez pacotes de múltiplos itens conforme apresentado na
Tabela 6.6. As ofertas desse licitante mostram que existe um interesse por empreedimentos
hidrelétricos, termelétricos e eólicos oferecidos nesse leilão.
Tabela 6.6: Pacotes compostos – Consórcio 01.
Pacote Empreendimentos Lance
(R$/MWh)
1 (1,2) 320, 00
2 (1,3) 321, 20
3 (2,3) 321, 30
4 (1,2,3) 486, 28
5 (1,4,6,8) 780, 25
6 (1,4,6,19) 709, 86
7 (10,13,17) 574, 23
8 (11,15) 340, 38
9 (3,8,10,11,13,15,17,19) 1.432, 90
10 (8,9,12) 617, 39
A Tabela 6.7 mostra os pacotes de múltiplos itens ofertados pelo Consórcio 02. As prefe-
rências do licitante indicam que ele está interessado em todos as usinas, uma vez que os pacotes
foram constituídos de usinas hidrelétricas, termelétricas e eólicas.
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Tabela 6.7: Pacotes compostos – Consórcio 02.
Pacote Empreendimentos Lance
(R$/MWh)
1 (1,2,16,17,18,19,20) 862, 31
2 (16,17) 270, 35
3 (18,19) 270, 28
4 (16,18) 270, 20
5 (16,17,18,19,20) 540, 80
6 (16,17,18,19,20) 540, 36
7 (1,2,3,16,17,18) 932, 58
8 (1,2,3,20) 364, 39
9 (1,2,20) 323, 69
10 (2,3,17,18) 640, 01
O Consórcio 03 apresentou as dez propostas de múltiplos itens de acordo com a Tabela 6.8.
Nota-se um interesse predominante em adquirir usinas termelétricas.
Tabela 6.8: Pacotes compostos – Consórcio 03.
Pacote Empreendimentos Lance
(R$/MWh)
1 (4,5,6,7) 825, 36
2 (4,5,6,7,8,9,10,11,12,13,14,15) 2.400, 00
3 (8,9,15) 546, 31
4 (11,13,16) 454, 98
5 (7,8,9) 549, 97
6 (4,5,6) 546, 34
7 (7,11,12) 547, 91
8 (8,9,10) 543, 97
9 (13,14) 410, 25
10 (5,6) 412, 58
As ofertas em combinações de itens oferecidas pelo Consórcio 04 demonstram interesse
pelos empreendimentos hidrelétricos e termelétricos. Os lances ofertados podem ser vistos na
Tabela 6.9.
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Tabela 6.9: Pacotes compostos – Consórcio 04.
Pacote Empreendimentos Lance
(R$/MWh)
1 (1,3,10,11,12) 986, 31
2 (6,8,9) 618, 74
3 (2,7,9) 570, 36
4 (4,5) 413, 58
5 (4,5) 413, 23
6 (3,9) 413, 20
7 (1,11) 360, 00
8 (8,9,10) 543, 97
9 (2,3,8) 575, 93
10 (3,6,8) 575, 32
O Consórcio 05 montou seus pacotes de empreendimentos conforme apresentados na Ta-
bela 6.10. Por meio dos lances, é possível observar o interesse do licitante pelos empreendimentos
termelétricos e eólicos.
Tabela 6.10: Pacotes compostos – Consórcio 05.
Pacote Empreendimentos Lance
(R$/MWh)
1 (13,14,15) 549, 36
2 (4,8,9,16,17,18,19,20) 1.160, 36
3 (18,19,20) 370, 36
4 (5,7,8) 612, 39
5 (5,6,7) 615, 39
6 (5,11,12) 616, 23
7 (7,8,10) 616, 78
8 (13,14,15) 549, 40
9 (11,16,20) 340, 23
10 (13,14,15) 549, 43
A Figura 6.1 ilustra a interface de cadastro do leilão em que o leiloeiro deve informar: o mo-
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delo que deseja simular, nesse caso, o centralizado; o decremento da fase simultânea em percentual;
o máximo de pacotes permitido por participante; o máximo de compra que um licitante está per-
mitido a realizar, em percentual, a fim de atender a restrição de compartilhamento de mercado; e a
demanda de energia em MW médios.
Figura 6.1: Cadastro do leilão centralizado.
Fonte: Elaboração própria.
Os empreendimentos devem ser previamente vinculados a um leilão. Por isso, para cadastrá-
los, o leiloeiro deve, antes de tudo, informar o leilão que os negociará. Os dados requeridos das
usinas são mostrados através da Figura 6.2.
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Figura 6.2: Cadastro de empreendimentos.
Fonte: Elaboração própria.
Assim como os empreendimentos, os participantes são vinculados a um determinado leilão.
Logo, o leiloeiro deve, também, inserir as informações requeridas para o cadastramento dos lici-
tantes que participarão do leilão, como indicado na Figura 6.3.
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Figura 6.3: Cadastro de participantes.
Fonte: Elaboração própria.
O leiloeiro controla o processo através da interface apresentada pela a Figura 6.4. Ele inicia
o leilão com a fase simultânea e aceita os lances submetidos pelos participantes. Ao encerrar o
tempo determinado para a submissão de lances nessa fase, a rodada é incrementada, e os preços
das usinas sofrem o decremento estabelecido no início do leilão. A fase simultânea é encerrada por
inatividade. Logo, a fase combinatória se inicia e, pelo tempo previamente estabelecido, o leiloeiro
aceita receber as ofertas em pacotes, limitadas à quantidade informada no cadastramento do leilão.
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Figura 6.4: Interface do leiloeiro.
Fonte: Elaboração própria.
Cada um dos participantes possui uma interface para a submissão de lances, como apresen-
tado pela Figura 6.5. Na fase simultânea, são apresentados os preços correntes de cada empreendi-
mento. O participante, então, seleciona quais os empreendimentos que ele pretende adquirir àquele
preço e submete sua oferta ao leiloeiro que, por sua vez, o aceita. O histórico de todos os lances
ofertados é, também, apresentado nessa interface.
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Figura 6.5: Interface de submissão de lances.
Fonte: Elaboração própria.
Ao se encerrar todas as fases, o leiloeiro resolve o modelo centralizado, enviando todas as
informações em XML para o LINGO, que foi formulado de acordo com o modelo apresentado na
Subseção 5.3.1. A Figura 6.6 apresenta a formulação desenvolvida na linguagem do LINGO.
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Figura 6.6: Formulação do set-packing no LINGO.
Fonte: Elaboração própria.
6.1.1 Análise de resultados
O LINGO encontrou o melhor resultado para esse estudo de caso. O problema foi tratado
como um problema de programação inteira e linear, em que todas as expressões são lineares e um
subconjunto de variáveis é restrito para valores inteiros. Foi encontrada uma solução ótima global
através de 123 iterações. O algoritmo utilizado pelo LINGO foi o branch and bound, discutido na
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Subseção 2.4.1, e durou cerca de quinze minutos para se encontrar a solução.
O leilão atendeu a restrição de demanda negociando 2.518,4 MW médios através de 19 usinas,
movimentando mais de 520 milhões de MWh e cerca de R$ 97 bilhões distribuídos em contratos
de 25 e 30 anos. O preço médio final e a movimentação financeira por usina são expostos na
Tabela 6.11.
Tabela 6.11: Resultado do leilão – Modelo centralizado.
ID Empreendimento Garantia física Geração total Preço de reserva Preço final Montante
(MW médio) (MWh) (R$/MWh) individual (R$/MWh) (R$)
1 COMODORO 6,2 1.630.550,4 164, 00 162, 09 264.295.914, 34
2 LAJARI 10,9 2.366.928,0 164, 00 162, 09 383.655.359, 52
3 PRESENTE DE DEUS 8,5 2.235.432,0 164, 00 162, 09 362.341.172, 88
4 MAUÁ 3 507,2 106.153.353,6 209, 00 206, 61 21.932.344.387, 30
5 CNE 59,8 9.423.192,0 209, 00 206, 61 1.946.925.699, 12
7 GUARANI CRUZ ALTA 2 11,4 1.402.521,6 209, 00 182, 64 256.156.545, 02
8 NOVO TEMPO 611,9 1.753.152,0 209, 00 181, 32 317.881.520, 64
9 IACANGA AMPLIAÇÃO 5,6 133.875.069,6 209, 00 181, 32 24.274.227.619, 87
10 PORTO DAS ÁGUAS 23,1 4.054.164,0 209, 00 181, 32 735.101.016, 48
11 FERRARI 12,4 2.147.611,2 209, 00 182, 64 392.239.709, 57
12 RIO GRANDE 605,5 132.406.804,8 209, 00 182, 64 24.182.778.828, 67
13 PAMPA SUL 323,5 64.537.908,0 209, 00 183, 12 11.818.181.712, 96
14 ACRE 135,1 24.105.840,0 209, 00 183, 12 4.414.261.420, 80
15 COSTA RICA I 135,1 24.105.840,0 209, 00 183, 12 4.414.261.420, 80
16 AURA LAGOA DO BARRO 01 14,2 2.489.544,0 137, 00 135, 17 336.511.662, 48
17 AURA LAGOA DO BARRO 02 11,3 1.981.116,0 137, 00 135, 17 267.787.449, 72
18 AURA LAGOA DO BARRO 03 13,5 2.366.820,0 137, 00 123, 45 292.183.929, 00
19 AURA LAGOA DO BARRO 04 12,9 2.261.628,0 137, 00 123, 45 279.197.976, 60
20 AURA LAGOA DO BARRO 05 10,3 1.805.796,0 137, 00 123, 45 222.925.516, 20
Preço médio do
Total 2.518,4 521,1 TWh leilão: 186,32 97.093.258.861,97
A simulação identificou os ganhadores, seus pacotes e lances. Todos os empreendimentos
negociados foram alocados através de pacotes de múltiplos itens, como mostra a Tabela 6.12. O
Consórcio 01 venceu o pacote 4, contendo as usinas 1, 2 e 3; o Consórcio 02 obteve os empre-
endimentos 16 e 17 através do pacote 2; o Consórcio 03 venceu os pacotes 7 e 8, apropriando-se
do direito de outorga dos empreendimentos 7, 8, 9, 10, 11 e 12; as usinas 4 e 5 foram atribuídas
ao Consórcio 04 por meio do pacote 5; e o Consórcio 05 adquiriu os pacotes 3 e 10, vencendo a
outorga das usinas 13, 14, 15, 18, 19 e 20. O empreendimento 6 não foi negociado nesse leilão.
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Tabela 6.12: Resultado da alocação – Modelo centralizado.
Vencedor Identificação Empreendimentos Lance
do pacote (R$/MWh)
CONSÓRCIO 01 4 (1,2,3) 486, 28
CONSÓRCIO 02 2 (16,17) 270, 35
CONSÓRCIO 03 7 (7,11,12) 547, 91
8 (8,9,10) 543, 97
CONSÓRCIO 04 5 (4,5) 413, 23
CONSÓRCIO 05 3 (18,19,20) 370, 36
10 (13,14,15) 549, 43
Também, a restrição de compartilhamento de mercado foi atendida, não permitindo que os
participantes adquirissem mais de 70 %, em MW médios, dos empreendimentos. A Figura 6.7
apresenta o percentual obtido por cada participante. O Consórcio 03 obteve maior participação,
adquirindo mais de 50 % da energia negociada; os Consórcios 04 e 05 compartilharam mais de
20 % cada um; cerca de 1 % de participação nas negociações foram atribuídas aos Consórcios 01 e
02.
Conso´rcio 03
50, 42%
Conso´rcio 02
1, 01%
Conso´rcio 01
1, 02%
Conso´rcio 05
25, 03%
Conso´rcio 04
22, 51%
Figura 6.7: Resultado da restrição de compartilhamento de mercado – Modelo centralizado.
Fonte: Elaboração própria.
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A Tabela 6.13 mostra que a restrição de garantia financeira foi atendida. Todos os pacotes
vencedores exigiram uma garantia financeira inferior à garantia financeira depositada por cada um
dos participantes.
Tabela 6.13: Resultado da restrição de garantia financeira – Modelo centralizado.
Licitante Garantia financeira Garantia financeira
depositada (R$) requerida (R$)
CONSÓRCIO 01 140.000.000, 00 2.669.281, 00
CONSÓRCIO 02 140.000.000, 00 1.995.300, 00
CONSÓRCIO 03 140.000.000, 00 62.050.807, 50
CONSÓRCIO 04 140.000.000, 00 14.631.424, 50
CONSÓRCIO 05 140.000.000, 00 40.685.961, 60
O leilão simultâneo empregado na primeira fase contribuiu para forçar a queda de preços. A
abordagem combinatória restrita, utilizada na segunda fase, expôs a preferência dos participantes
com o intuito de aumentar a competição e reduzir, ainda mais, os preços.
É possível associar a redução de preços à complementaridade que as usinas podem ter para
os participantes. As Tabelas 6.14 e 6.15 exibem a diminuição de preço por pacote e por empreen-
dimento.
Tabela 6.14: Resultado da redução de preço por pacote – Modelo centralizado.
Vencedor Pacote de Lance Preço de Deságio
empreendimentos (R$/MWh) reserva do pacote (R$/MWh)
(R$/MWh)
CONSÓRCIO 01 (1,2,3) 486, 28 492, 00 5, 72
CONSÓRCIO 02 (16,17) 270, 35 274, 00 3, 65
CONSÓRCIO 03 (07,11,12) 547, 91 627, 00 79, 09
CONSÓRCIO 03 (8,9,10) 543, 97 627, 00 83, 03
CONSÓRCIO 04 (4,5) 413, 23 418, 00 4, 77
CONSÓRCIO 05 (13,14,15) 549, 36 627, 00 77, 64
CONSÓRCIO 05 (18,19,20) 370, 00 411, 00 41, 00
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Tabela 6.15: Resultado da redução de preço por empreendimento – Modelo centralizado.
Empreendimento Preço de reserva Preço final Deságio
(R$/MWh) individual (R$/MWh) (R$/MWh)
COMODORO 164, 00 162, 09 1, 91
LAJARI 164, 00 162, 09 1, 91
PRESENTE DE DEUS 164, 00 162, 09 1, 91
MAUÁ 3 209, 00 206, 61 2, 39
CNE 209, 00 206, 61 2, 39
DELTA 209, 00 – –
GUARANI CRUZ ALTA 2 209, 00 182, 64 26, 36
NOVO TEMPO 209, 00 181, 32 27, 68
IACANGA AMPLIAÇÃO 209, 00 181, 32 27, 68
PORTO DAS ÁGUAS 209, 00 181, 32 27, 68
FERRARI 209, 00 182, 64 26, 36
RIO GRANDE 209, 00 182, 64 26, 36
PAMPA SUL 209, 00 183, 12 25, 88
ACRE 209, 00 183, 12 25, 88
COSTA RICA I 209, 00 183, 12 25, 88
AURA LAGOA DO BARRO 01 137, 00 135, 17 1, 83
AURA LAGOA DO BARRO 02 137, 00 135, 17 1, 83
AURA LAGOA DO BARRO 03 137, 00 123, 45 13, 55
AURA LAGOA DO BARRO 04 137, 00 123, 45 13, 55
AURA LAGOA DO BARRO 05 137, 00 123, 46 13, 55
6.2 Simulação do modelo descentralizado
Foi desenvolvida uma plataforma iterativa para a simulação do modelo descentralizado, se-
melhante à interface desenvolvida para o modelo centralizado. O simulador, escrito na linguagem
VISULA BASIC .NET, foi formalizado, tratando todas as restrições do modelo de leilão através de
consistências de dados. O trabalho do leiloeiro, nessa abordagem, foi apenas de aceitar as ofertas
compostas, caso essas fossem válidas.
Todos os dados – como por exemplo, os dados gerais do leilão, informações sobre os partici-
pantes, empreendimentos e lances – foram armazenadas em arquivos XML. O acesso às informa-
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ções ocorreu através de buscas simples em listas de dados.
A fase simultânea desse modelo acontece da mesma maneira que no modelo centralizado.
Dessa forma, para que outro participante competisse por um determinado empreendimento, ele
deveria aceitá-lo ao preço deduzido o valor do decremento, estipulado em 0,5 %.
Os lances da fase simultânea foram gerados através de uma função aleatória. Nesse momento,
nenhuma das ofertas pode ser retirada, uma vez que os preços finais das usinas são utilizados para a
formação da oferta composta na fase seguinte. O preço de cada um dos empreendimentos, ao final
da fase simultânea, é apresentado pela Tabela 6.16.
Tabela 6.16: Preço final da fase simultânea.
ID Empreendimento Preço de reserva Preço da fase Incumbente
(R$/MWh) simultânea (R$/MWh)
1 COMODORO 164, 00 162, 36 CONSÓRCIO 03
2 LAJARI 164, 00 162, 36 CONSÓRCIO 03
3 PRESENTE DE DEUS 164, 00 162, 36 CONSÓRCIO 03
4 MAUÁ 3 209, 00 206, 91 CONSÓRCIO 02
5 CNE 209, 00 206, 91 CONSÓRCIO 02
6 DELTA 209, 00 206, 91 CONSÓRCIO 02
7 GUARANI CRUZ ALTA 2 209, 00 206, 91 CONSÓRCIO 01
8 NOVO TEMPO 209, 00 206, 91 CONSÓRCIO 04
9 IACANGA AMPLIAÇÃO 209, 00 206, 91 CONSÓRCIO 04
10 PORTO DAS ÁGUAS 209, 00 206, 91 CONSÓRCIO 04
11 FERRARI 209, 00 206, 91 CONSÓRCIO 04
12 RIO GRANDE 209, 00 206, 91 CONSÓRCIO 01
13 PAMPA SUL 209, 00 206, 91 CONSÓRCIO 01
14 ACRE 209, 00 206, 91 CONSÓRCIO 01
15 COSTA RICA I 209, 00 206, 91 CONSÓRCIO 01
16 AURA LAGOA DO BARRO 01 137, 00 135, 62 CONSÓRCIO 05
17 AURA LAGOA DO BARRO 02 137, 00 135, 62 CONSÓRCIO 05
18 AURA LAGOA DO BARRO 03 137, 00 135, 62 CONSÓRCIO 05
19 AURA LAGOA DO BARRO 04 137, 00 135, 62 CONSÓRCIO 05
20 AURA LAGOA DO BARRO 05 137, 00 135, 62 CONSÓRCIO 05
Na segunda fase, cada participante, apresentou apenas uma oferta composta por estágio. No
primeiro estágio, os licitantes puderam montar pacotes de dois em dois empreendimentos, para sub-
meter a oferta composta. No segundo estágio, foram permitidos pacotes de três empreendimentos,
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e assim sucessivamente, até se encerrarem as fases.
Os lances, nessa fase, foram atômicos e tiveram que respeitar os limites, mínimo e máximo,
estipulados no início do leilão, 0,5 % e 2,0 %, respectivamente. Da mesma maneira da fase simul-
tânea, as ofertas foram montadas através de uma função aleatória. As ofertas compostas da fase
combinatória podem ser vistas no Apêndice A.
Para cadastrar o leilão, o leiloeiro tem disponível a interface de cadastro, apresentada pela
Figura 6.8, em que deve informar: o modelo desejado; o percentual de decremento a ser utilizado
na fase simultânea; os percentuais de decrementos, mínimo e máximo, da fase combinatória; o
percentual máximo de compartilhamento de mercado permitido; e a demanda de energia a ser
contratada em MW médio.
Figura 6.8: Cadastro do leilão descentralizado.
Fonte: Elaboração própria.
O cadastro dos empreendimentos é realizado da mesma maneira que no modelo centralizado;
deve-se, primeiramente, informar qual o leilão que irá realizar a negociação dos empreendimentos
a se cadastrar. A Figura 6.9 apresenta a interface do registro das usinas.
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Figura 6.9: Cadastro de empreendimento.
Fonte: Elaboração própria.
Os participantes, por sua vez, também são vinculados a um leilão específico. A Figura 6.10
apresenta a interface desenvolvida para registro dos participantes e suas garantias financeiras depo-
sitadas.
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Figura 6.10: Cadastro de participantes.
Fonte: Elaboração própria.
A Figura 6.11 apresenta a interface que controla o leilão, em que são apresentados os dados
dos empreendimentos, as informações dos participantes, bem como o histórico de lances válidos.
Como já mencionado, nesse leilão, o leiloeiro apenas obtém as propostas, e o sistema indica se elas
são válidas para serem aceitas.
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Figura 6.11: Interface do leiloeiro.
Fonte: Elaboração própria.
A interface de submissão de lances, apresentada pela Figura 6.12, apresenta os empreendi-
mentos e seus preços. Os participantes, por sua vez, selecionam as usinas que lhes interessam,
propõem um lance atômico que respeite os limites mínimo e máximo e completam sua oferta acio-
nando a opção “Completa oferta composta”.
A oferta composta é concluída, automaticamente, através de uma rotina de busca, em ar-
quivo, dos menores lances para os demais empreendimentos. As validações referentes à garantia
financeira, compartilhamento de mercado e integridade dos empreendimentos são analisadas, assim
que o participante submete a proposta; caso não atenda a algum requisito, ele é advertido, e o envio
não é autorizado.
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Figura 6.12: Interface de submissão de lances.
Fonte: Elaboração própria.
6.2.1 Análise de resultados
O resultado é instantâneo para o leiloeiro, uma vez que a última oferta composta é sempre
o melhor resultado. O leilão ocorreu em quatro estágios atendendo a restrição de demanda, pois
negociou todos os vinte empreendimentos, totalizando uma garantia física de 2.524,6 MWmédio.
Foi gerado, assim como apresentado na Tabela 6.17, uma movimentação financeira de mais de
R$ 106 bilhões e 522 milhões de MWh de geração, em contratos de suprimento ao longo de 25 e
30 anos.
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Tabela 6.17: Resultado do leilão – Modelo descentralizado.
ID Empreendimento Garantia física Geração total Preço de reserva Preço final Montante
(MW médio) (MWh) (R$/MWh) individual (R$/MWh) (R$)
1 COMODORO 6,2 1.630.550,4 164, 00 158, 65 258.686.820, 96
2 LAJARI 10,9 2.366.928,0 164, 00 158, 65 375.513.127, 20
3 PRESENTE DE DEUS 8,5 2.235.432,0 164, 00 162, 36 362.944.739, 52
4 MAUÁ 3 507,2 106.153.353,6 164, 00 206, 91 21.964.190.393, 38
5 CNE 59,8 9.423.192,0 209, 00 201, 92 1.902.730.928, 64
6 DELTA 6,4 1.402.521,60 209, 00 201, 92 283.197.161, 47
7 GUARANI CRUZ ALTA 2 11,4 1.402.521,6 209, 00 204, 35 286.605.288, 96
8 NOVO TEMPO 611,9 1.753.152,0 209, 00 200, 31 351.173.877, 12
9 IACANGA AMPLIAÇÃO 5,6 133.875.069,6 209, 00 200, 31 26.816.515.191, 58
10 PORTO DAS ÁGUAS 23,1 4.054.164,0 209, 00 200, 31 812.089.590, 84
11 FERRARI 12,4 2.147.611,2 209, 00 200, 31 430.187.999, 47
12 RIO GRANDE 605,5 132.406.804,8 209, 00 206, 91 27.396.291.981, 17
13 PAMPA SUL 323,5 64.537.908,0 209, 00 204, 35 13.188.321.499, 80
14 ACRE 135,1 24.105.840,0 209, 00 204, 35 4.926.028.404, 00
15 COSTA RICA I 135,1 24.105.840,0 209, 00 204, 35 4.926.028.404, 00
16 AURA LAGOA DO BARRO 01 14,2 2.489.544,0 137, 00 134, 44 334.719.190, 80
17 AURA LAGOA DO BARRO 02 11,3 1.981.116,0 137, 00 134, 44 266.361.046, 20
18 AURA LAGOA DO BARRO 03 13,5 2.366.820,0 137, 00 135, 62 322.621.234, 20
19 AURA LAGOA DO BARRO 04 12,9 2.261.628,0 137, 00 134, 44 304.008.035, 76
20 AURA LAGOA DO BARRO 05 10,3 1.805.796,0 137, 00 134, 44 242.789.272, 20
Preço médio do
Total 2.524,6 522,5 TWh leilão: 202,20 105.749.353.549,46
A oferta composta vencedora foi aquela submetida pelo Consórcio 05, e pode ser avaliada
através da Tabela 6.18. Os empreendimentos 7, 13, 14, 15 foram negociados como um pacote de
quatro itens para o Consórcio 01, que também venceu o direito de outorga do empreendimento
12 através de um pacote de um item. O Consórcio 02 venceu os empreendimentos 1, 2, 5 e 6
como pacote de quatro itens e o empreendimento 4 como pacote de um item. O Consórcio 03
negociou apenas o empreendimento 3 por meio de um pacote de item único. O direito de outorga
dos empreendimentos 8, 9, 10 e 11 foi alocado ao Consórcio 04. Por fim, o Consórcio 05, adquiriu
os empreendimentos 16, 17, 19 e 20, em um pacote de quatro itens, e o empreendimento 18, através
de um pacote de item único.
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Tabela 6.18: Resultado da alocação – Modelo descentralizado.
Vencedor Empreendimentos Lance
(R$/MWh)
CONSÓRCIO 01 (7,13,14,15) 817, 38
(12) 206, 91
CONSÓRCIO 02 (1,2,5,6) 721, 14
(4) 206, 91
CONSÓRCIO 03 (3) 162, 36
CONSÓRCIO 04 (8,9,10,11) 801, 24
CONSÓRCIO 05 (16,17,19,20) 537, 76
(18) 135, 62
A restrição de compartilhamento de mercado foi atendida e pode ser avaliada através da
Figura 6.13. O licitante que obteve a maior parcela do mercado foi o Consórcio 01 com 47,95 %
da demanda contratada em MW médio. O Consórcio 04 obteve 25,87 % seguido pelo Consórcio 02
com 23,38 %. As menores participações, em percentual de demanda, foram do Consórcio 03 e do
Consórcio 05, com percentuais de 0,34 % e 2,46 %, respectivamente.
Conso´rcio 01
47, 95%
Conso´rcio 05
2, 46%
Conso´rcio 04
25, 87%
Conso´rcio 03
0, 34%
Conso´rcio 02
23, 38%
Figura 6.13: Resultado da restrição de compartilhamento de mercado – Modelo descentralizado.
Fonte: Elaboração própria.
A Tabela 6.19 mostra que a restrição de garantia financeira, também, foi atendida. Todos os
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participantes tiveram recursos financeiros suficientes para adquirir as usinas alocadas.
Tabela 6.19: Resultado da restrição de garantia financeira – Modelo descentralizado.
Licitante Garantia financeira Garantia financeira
depositada (R$) requerida (R$)
CONSÓRCIO 01 140.000.000, 00 47.291.056, 94
CONSÓRCIO 02 140.000.000, 00 16.761.403, 40
CONSÓRCIO 03 140.000.000, 00 839.302, 10
CONSÓRCIO 04 140.000.000, 00 31.978.553, 80
CONSÓRCIO 05 140.000.000, 00 4.877.400, 00
As preferências dos participantes, expostas na fase simultânea, seguiram a mesma tendência
na fase combinatória. Essa abordagem permitiu que os participantes explorassem a sinergia dos
empreendimentos, causando uma redução nos preços, como apresentado nas Tabelas 6.20 e 6.21.
Tabela 6.20: Resultado da redução de preço por pacote – Modelo descentralizado.
Vencedor Pacote de Lance Preço de deságio
empreendimentos (R$/MWh) reserva do pacote (R$/MWh)
(R$/MWh)
CONSÓRCIO 01 (7,13,14,15) 817, 38 836, 00 18, 62
(12) 206, 91 209, 00 2, 09
CONSÓRCIO 02 (1,2,5,6) 721, 14 746, 00 24, 86
(4) 206, 91 209, 00 2, 09
CONSÓRCIO 03 (3) 162, 36 164, 00 1, 64
CONSÓRCIO 04 (8,9,10,11) 801, 24 836, 00 34, 76
CONSÓRCIO 05 (16,17,19,20) 537, 76 548, 00 10, 24
(18) 135, 62 137, 00 1, 38
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Tabela 6.21: Resultado da redução de preço por empreendimento – Modelo descentralizado.
ID Empreendimento Preço de reserva Preço final Deságio
(R$/MWh) individual (R$/MWh) (R$/MWh)
1 COMODORO 164, 00 158, 65 5, 35
2 LAJARI 164, 00 158, 65 5, 35
3 PRESENTE DE DEUS 164, 00 162, 63 1, 37
4 MAUÁ 3 209, 00 206, 91 2, 09
5 CNE 209, 00 201, 92 7, 08
6 DELTA 209, 00 201, 92 7, 08
7 GUARANI CRUZ ALTA 2 209, 00 204, 35 4, 65
8 NOVO TEMPO 209, 00 200, 31 8, 69
9 IACANGA AMPLIAÇÃO 209, 00 200, 31 8, 69
10 PORTO DAS ÁGUAS 209, 00 200, 31 8, 69
11 FERRARI 209, 00 200, 31 8, 69
12 RIO GRANDE 209, 00 206, 91 2, 09
13 PAMPA SUL 209, 00 204, 35 4, 65
14 ACRE 209, 00 204, 35 4, 65
15 COSTA RICA I 209, 00 204, 35 4, 65
16 AURA LAGOA DO BARRO 01 137, 00 134, 44 2, 56
17 AURA LAGOA DO BARRO 02 137, 00 134, 44 2, 56
18 AURA LAGOA DO BARRO 03 137, 00 135, 62 1, 38
19 AURA LAGOA DO BARRO 04 137, 00 134, 44 2, 56
20 AURA LAGOA DO BARRO 05 137, 00 134, 44 2, 56
Comparação entre os modelos
O modelo centralizado, apesar de envolver maiores esforços computacionais e de metodo-
logia, gerou resultados mais eficientes que o modelo descentralizado. O preço médio no leilão
centralizado foi de R$ 186, 32/MWh enquanto o modelo descentralizado gerou um preço médio de
R$ 202, 20/MWh, ou seja, o modelo descentralizado obteve um resultado 8, 89% maior que o cen-
tralizado. Individualmente, apenas os empreendimentos 1, 2, 5, 16 e 17, tiveram propostas menores
no modelo descentralizado.
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7 CONCLUSÃO
Nos dias atuais, tem sido uma tendência mundial empresas públicas utilizarem as vantagens
dos leilões combinatórios para negociarem seus bens e serviços. A venda de bens em pacotes per-
mite que os licitantes se beneficiem da complementaridade entre eles e, com isso, expressarem, de
maneira eficiente, o valor de suas sinergias.
O mercado brasileiro de energia elétrica – que vem utilizando os projetos de leilão, há mais de
uma década, para a comercialização de energia elétrica – pode, também, extrair as vantagens desse
formato. Os leilões de energia nova no Brasil, atualmente, são formatados em duas fases, uma
sequencial e outra simultânea. Esses modelos, apesar de serem de fácil resolução computacional,
eles não conseguem a apropriação da sinergia entre as usinas.
Esta tese teve como objetivo apresentar duas metodologias de leilão híbrido para negociação
de energia elétrica de novos empreendimentos no Brasil. Ambas as metodologias foram desenvol-
vidas de acordo com o ponto de vista do leiloeiro, o qual visa encontrar o menor valor da energia a
ser contratada.
A primeira abordagem, denominada leilão centralizado clock-combinatório restrito, foi cons-
tituída por uma fase simultânea aberta, sucedida por uma segunda fase combinatória de lances
fechados. Na fase simultânea, o leiloeiro pôde decrementar os preços dos produtos em cada rodada
para forçar uma redução de preços. O grande desafio do leilão combinatório é encontrar métodos
eficientes para solucionar o problema de alocação. A vista disso, a fase combinatória foi mode-
lada como um problema de otimização inteiro e combinatório, implementando um problema de
set-packing restrito, a fim de solucionar o problema de determinação do ganhador.
Para testar o modelo, um estudo de caso foi desenvolvido com cinco participantes, vinte
usinas e todas as informações adicionais extraídas de documentos oficiais de leilões já ocorridos
no Brasil. Foram gerados trinta pacotes para cada licitante, constituídos por vinte pacotes de um
item, advindos da fase simultânea, e por dez pacotes de múltiplos itens, montados de acordo com
os interesses dos participantes.
Um aplicativo com interface iterativa foi desenvolvido a fim de simular o leilão e, dessa
forma, tornou-se possível encontrar uma solução que atendesse a todas as restrições do modelo
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matemático. Todas as restrições desse modelo foram atendidas
A fase simultânea desse modelo contribuiu para a queda dos preços iniciais das usinas. In-
dicou, também, os interesses dos participantes, que foram estimulados a revelar suas preferências,
tornando o leilão mais eficiente.
Na fase combinatória restrita, as usinas puderam ser agrupadas em pacotes – uma vez que
empreendimentos de geração de energia elétrica possuem característica de bens complementares
–, contribuindo tanto para o aumento da eficiência da comercialização, quanto proporcionando
ao investidor aumentar seu benefício. Devido à sinergia dos leilões combinatórios, os licitantes
puderam adotar estratégias mais agressivas para outorgar as usinas de seus interesses, o que resultou
em uma maior competição e preços mais baixos.
Essa metodologia de leilão centralizado combinatório restrito é uma alternativa intermediária
e factível entre o leilão simultâneo puro – em que os bens são leiloados individualmente, não se
aproveitando a sinergia entre eles – e o combinatório completo – que possui alta complexidade e
em que todas as combinações são permitidas.
A segunda metodologia abordada neste trabalho foi a implementação do leilão combinatório
descentralizado. O modelo foi concebido em duas fases, uma simultânea e outra combinatória
descentralizada.
O estudo de caso para a metodologia descentralizada, assim como na primeira abordagem,
considerou cinco participantes e vinte produtos. Todas as informações de entrada, como a demanda
requerida e as características dos empreendimentos foram as mesmas apresentadas na metodologia
de leilão centralizado. Na fase simultânea, o decremento dos preços ocorreu na medida em que
houve manifestação de interesse, visando à redução dos preços iniciais. Desse modo, como na
metodologia centralizada, foi possível identificar o favoritismo dos participantes, o que colaborou
para a eficiência do leilão.
Na fase combinatória, foi permitido aos licitantes submeter lances em ofertas compostas, de
forma progressiva. O número de usinas de um pacote aumentou proporcionalmente, à medida que
as rodadas foram incrementadas. Além disso, como convencionado, as ofertas foram compostas,
contemplando-se os lances antes ofertados por qualquer participante.
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A simulação do modelo descentralizado também atendeu a todas as restrições do leilão em
um tempo de processamento exequível, que durou aproximadamente vinte minutos. Em termos
financeiros, o leilão descentralizado foi menos eficiente que o modelo centralizado. Entretanto,
flexibilizando-se as regras de decremento, é possível forçar maior competitividade e maior redução
dos preços.
A vantagem do leilão descentralizado, para o leiloeiro, é distribuir o problema de alocação en-
tre os participantes. Esse projeto apenas informa quais as regras que devem ser seguidas; o cálculo
dos lances e o problema de alocação são transferidos para o licitante. A estratégia de lances para
projetos descentralizados vem sendo bastante discutida na literatura, que já apresenta algoritmos
eficazes, o que simplifica a tarefa do licitante nesse projeto.
Diferentes abordagens de leilão combinatório vêm sendo desenvolvidas e aplicadas para di-
versas áreas. Sua utilização para o setor de energia elétrica é bastante promissora, uma vez que
projetos combinatórios podem contribuir com o objetivo de reduzir o preço da energia elétrica.
7.1 Trabalhos futuros
Em relação aos leilões combinatórios para novos empreendimentos de geração, pode-se con-
siderar pacotes já pre-estabelecidos pelo leiloeiro. Dessa forma, a quantidade de pacotes é limitada,
mitigando o problema de determinação do ganhador.
É possível, ainda, verificar a aplicação da metodologia apresentada nesta tese para o mercado
de petróleo e gás, já que a sinergia entre esses dois produtos é grande. Ainda no setor energético,
é possível considerar essa abordagem para as negociações de linhas de transmissão que, assim
como os leilões de novos empreendimentos de geração de energia elétrica, movimentam um grande
volume financeiro. As linhas de transmissão podem ser consideradas complementares, posto que
sua negociação ocorre em lotes segmentados por distância; e adquiri-los em conjunto pode resultar
uma redução de custos de investimento para o licitante, refletindo, dessa forma, na eficiência do
leilão.
No que se refere a outras abordagens para a solução do PDG, as meta-heurísticas assegu-
ram um tempo de execução viável e vêm desenvolvendo algoritmos com técnicas aprimoradas e
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elegantes a fim de se alcançar soluções para problemas complexos. Como os leilões de energia no
Brasil negociam outorgas de empreendimentos, consequentemente identificar o ganhador significa
atribuir direitos, a utilização de abordagens heurísticas requer definições cautelosas nas regras, para
que, após a publicação dos resultados, não exista impugnação do leilão.
Não obstante, é possível que sejam utilizadas as meta-heurísticas para beneficiar o ponto de
vista do licitante, avaliando-se suas funções de utilidade e identificando-se sua estratégia ótima para
leilões combinatórios. Estudos de abordagens que permitam que o licitante ofereça lances apropri-
ados (determinísticos ou não) em projetos combinatórios são, também, uma forma de difundir a
aplicação em setores que podem se beneficiar das sinergias entre os bens.
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APÊNDICE A Leilão descentralizado: ofertas compostas
Tabela A.1: Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
4 1 75 01/02/05/06 5 2 721,14
4 1 75 08/09/10/11 5 4 801,24
4 1 75 07/13/14/15 5 1 817,38
4 1 75 18 5 5 135,62
4 1 75 03 5 3 162,36
4 1 75 12 5 1 206,91
4 1 75 04 5 2 206,91
4 1 74 07/13/14/15 1 1 821,50
4 1 74 01/02/03/16 1 1 613,38
4 1 74 08/09/10/11 1 1 805,27
4 1 74 04/05/06 1 5 604,02
4 1 74 18/20 1 4 268,53
4 1 74 19 1 5 135,62
4 1 74 17 1 5 135,62
4 1 74 12 1 1 206,91
4 1 73 01/02/03/16 3 3 616,47
4 1 73 08/09/10/11 3 3 809,32
4 1 73 04/05/06 3 5 604,02
4 1 73 18/20 3 4 268,53
4 1 73 13/14 3 4 403,28
4 1 73 07/12 3 1 411,70
4 1 73 19 3 5 135,62
4 1 73 17 3 5 135,62
4 1 73 15 3 1 206,91
4 1 72 01/02/05/06 2 2 725,77
4 1 72 08/09/10/11 2 2 813,39
4 1 72 16/17/18 2 5 404,82
4 1 72 04/07 2 4 403,23
4 1 72 13/14 2 4 403,28
4 1 72 20 2 5 135,62
4 1 72 19 2 5 135,62
4 1 72 03 2 3 162,36
4 1 72 15 2 1 206,91
4 1 72 12 2 1 206,91
4 1 71 08/09/10/11 4 4 817,48
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Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
4 1 71 16/17/18 4 5 404,82
4 1 71 01/19/20 4 5 431,43
4 1 71 04/05/06 4 5 604,02
4 1 71 13/14 4 4 403,28
4 1 71 07/12 4 1 411,70
4 1 71 03 4 3 162,36
4 1 71 02 4 3 162,36
4 1 71 15 4 1 206,91
3 1 70 16/17/18 5 5 404,82
3 1 70 01/19/20 5 5 431,43
3 1 70 08/09/10 5 5 611,44
3 1 70 04/05/06 5 5 604,02
3 1 70 13/14 5 4 403,28
3 1 70 07/12 5 1 411,70
3 1 70 03 5 3 162,36
3 1 70 02 5 3 162,36
3 1 70 11 5 4 206,91
3 1 70 15 5 1 206,91
3 1 69 08/09/10 4 4 614,52
3 1 69 01/02/03 4 4 484,21
3 1 69 04/05/06 4 4 607,06
3 1 69 16/17 4 4 268,53
3 1 69 18/20 4 4 268,53
3 1 69 13/14 4 4 403,28
3 1 69 07/12 4 1 411,70
3 1 69 19 4 5 135,62
3 1 69 11 4 4 206,91
3 1 69 15 4 1 206,91
3 1 68 01/02/03 3 3 484,64
3 1 68 04/05/06 3 3 610,12
3 1 68 16/17 3 4 268,53
3 1 68 18/20 3 4 268,53
3 1 68 13/14 3 4 403,28
3 1 68 07/12 3 1 411,70
3 1 68 10/11 3 4 411,75
3 1 68 08/09 3 4 411,75
3 1 68 19 3 5 135,62
3 1 68 15 3 1 206,91
3 1 67 04/05/06 2 2 613,19
Continua na página seguinte
136
Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
3 1 67 16/17 2 4 268,53
3 1 67 18/20 2 4 268,53
3 1 67 01/02 2 4 319,86
3 1 67 13/14 2 4 403,28
3 1 67 07/12 2 1 411,70
3 1 67 10/11 2 4 411,75
3 1 67 08/09 2 4 411,75
3 1 67 19 2 5 135,62
3 1 67 03 2 3 162,36
3 1 67 15 2 1 206,91
3 1 66 05/06/07 1 1 613,20
3 1 66 16/17 1 4 268,53
3 1 66 18/20 1 4 268,53
3 1 66 01/02 1 4 319,86
3 1 66 13/14 1 4 403,28
3 1 66 10/11 1 4 411,75
3 1 66 08/09 1 4 411,75
3 1 66 19 1 5 135,62
3 1 66 03 1 3 162,36
3 1 66 15 1 1 206,91
3 1 66 12 1 1 206,91
3 1 66 04 1 2 206,91
2 1 65 08/09 4 4 411,75
2 1 65 10/11 4 4 411,75
2 1 65 18/20 4 4 268,53
2 1 65 16/17 4 4 268,53
2 1 65 01/02 4 4 319,86
2 1 65 05/06 4 4 404,26
2 1 65 04/07 4 4 403,23
2 1 65 13/14 4 4 403,28
2 1 65 19 4 5 135,62
2 1 65 03 4 3 162,36
2 1 65 15 4 1 206,91
2 1 65 12 4 1 206,91
2 1 64 16/17 5 5 269,88
2 1 64 18/20 5 5 269,88
2 1 64 01/02 5 5 321,47
2 1 64 05/06 5 5 406,30
2 1 64 04/07 5 5 405,26
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Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
2 1 64 13/14 5 5 405,31
2 1 64 19 5 5 135,62
2 1 64 03 5 3 162,36
2 1 64 11 5 4 206,91
2 1 64 10 5 4 206,91
2 1 64 09 5 4 206,91
2 1 64 08 5 4 206,91
2 1 64 15 5 1 206,91
2 1 64 12 5 1 206,91
2 1 63 01/02 3 3 323,09
2 1 63 05/06 3 3 408,35
2 1 63 04/07 3 3 407,30
2 1 63 13/14 3 3 407,35
2 1 63 20 3 5 135,62
2 1 63 19 3 5 135,62
2 1 63 18 3 5 135,62
2 1 63 17 3 5 135,62
2 1 63 16 3 5 135,62
2 1 63 03 3 3 162,36
2 1 63 11 3 4 206,91
2 1 63 10 3 4 206,91
2 1 63 09 3 4 206,91
2 1 63 08 3 4 206,91
2 1 63 15 3 1 206,91
2 1 63 12 3 1 206,91
2 1 62 05/06 2 2 409,68
2 1 62 04/07 2 2 409,35
2 1 62 13/14 2 2 409,40
2 1 62 20 2 5 135,62
2 1 62 19 2 5 135,62
2 1 62 18 2 5 135,62
2 1 62 17 2 5 135,62
2 1 62 16 2 5 135,62
2 1 62 03 2 3 162,36
2 1 62 02 2 3 162,36
2 1 62 01 2 3 162,36
2 1 62 11 2 4 206,91
2 1 62 10 2 4 206,91
2 1 62 09 2 4 206,91
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Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
2 1 62 08 2 4 206,91
2 1 62 15 2 1 206,91
2 1 62 12 2 1 206,91
2 1 61 07/12 1 1 411,70
2 1 61 13/14 1 1 411,70
2 1 61 20 1 5 135,62
2 1 61 19 1 5 135,62
2 1 61 18 1 5 135,62
2 1 61 17 1 5 135,62
2 1 61 16 1 5 135,62
2 1 61 03 1 3 162,36
2 1 61 02 1 3 162,36
2 1 61 01 1 3 162,36
2 1 61 11 1 4 206,91
2 1 61 10 1 4 206,91
2 1 61 09 1 4 206,91
2 1 61 08 1 4 206,91
2 1 61 15 1 1 206,91
2 1 61 06 1 2 206,91
2 1 61 05 1 2 206,91
2 1 61 04 1 2 206,91
1 1 60 11 4 4 206,91
1 1 59 10 4 4 206,91
1 1 58 09 4 4 206,91
1 1 57 08 4 4 206,91
1 1 56 15 1 1 206,91
1 1 55 14 1 1 206,91
1 1 54 13 1 1 206,91
1 1 53 12 1 1 206,91
1 1 52 07 1 1 206,91
1 1 51 20 5 5 135,62
1 1 50 19 5 5 135,62
1 1 49 18 5 5 135,62
1 1 48 17 5 5 135,62
1 1 47 16 5 5 135,62
1 1 46 20 3 3 136,31
1 1 45 19 3 3 136,31
1 1 44 18 3 3 136,31
1 1 43 17 3 3 136,31
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Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
1 1 42 16 3 3 136,31
1 1 41 03 3 3 162,36
1 1 40 02 3 3 162,36
1 1 39 01 3 3 162,36
1 1 38 03 1 1 163,18
1 1 37 02 1 1 163,18
1 1 36 01 1 1 163,18
1 1 35 03 3 3 164,00
1 1 34 02 3 3 164,00
1 1 33 01 3 3 164,00
1 1 32 06 2 2 206,91
1 1 31 05 2 2 206,91
1 1 30 04 2 2 206,91
1 1 29 15 1 1 207,95
1 1 28 14 1 1 207,95
1 1 27 13 1 1 207,95
1 1 26 12 1 1 207,95
1 1 25 07 1 1 207,95
1 1 24 20 5 5 137,00
1 1 23 19 5 5 137,00
1 1 22 18 5 5 137,00
1 1 21 17 5 5 137,00
1 1 20 16 5 5 137,00
1 1 19 11 4 4 207,95
1 1 18 10 4 4 207,95
1 1 17 09 4 4 207,95
1 1 16 08 4 4 207,95
1 1 15 06 2 2 207,95
1 1 14 05 2 2 207,95
1 1 13 04 2 2 207,95
1 1 12 15 1 1 209,00
1 1 11 14 1 1 209,00
1 1 10 13 1 1 209,00
1 1 9 12 1 1 209,00
1 1 8 07 1 1 209,00
1 1 7 06 2 2 209,00
1 1 6 05 2 2 209,00
1 1 5 04 2 2 209,00
1 1 4 11 4 4 209,00
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Tabela A.1 – Ofertas compostas simuladas na fase combinatória.
Estágio Rodada Pacote Empreendimentos Ofertante Incumbente Lance
1 1 3 10 4 4 209,00
1 1 2 09 4 4 209,00
1 1 1 08 4 4 209,00
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