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Dark solitons play important roles in non-equilibrium dynamics of a superfluid. We discuss
temperature dependence of the decay of a dark soliton in two classes of theories, the dissipative
Gross-Pitaevskii equation and holographic superfluids. In both classes of theories we find there exists
a critical temperature Td which separates the decay of a dark soliton into two distinct regimes, by
snake instabilities below Td, while by self-acceleration above Td. This further implies the existence
of a dynamical phase transition for a non-equilibrium superfluid system with an initial density of
dark solitons: above Td such a system will relax to equilibrium by producing sound waves, while
below Td it will go through an intermediate phase with a finite density of vortex-antivortex pairs.
In particular, our results predict that as Td is approached from below, the density of vortex pairs
scales as (Td − T )γ with some critical exponent γ.
Introduction. Dark solitons are regions of low densities
in a superfluid. These defects are unstable, yet long-lived
enough to allow for experimental observations in ultra-
cold atomic gases, where they can be created by phase
and density imprinting [1–7] . Dark solitons play impor-
tant roles in non-equilibrium dynamics of a superfluid, for
example, governing how an initial far-from-equilibrium
configuration, which typically contains multiple dark soli-
tons, relaxes to equilibrium. Accordingly, the decay
mechanisms of dark solitons are of great interest. A dark
soliton can self-accelerate uniformly, broaden, and turn
into sound waves. Another decay mechanism is to frag-
ment into vortex pairs or filaments, a process called snake
instability.
Instabilities of dark solitons in various superfluids have
been studied extensively in the literature at theoreti-
cal level (see e.g. [8–12]), mainly based on the Gross-
Pitaevskii equation (GPE) [13, 14] or Bogoliubov-de
Gennes (BdG) equations [15], which are suitable for zero
or very low temperatures. The temperature dependence
of the dynamics and decay mechanisms of dark solitons is
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rather unexplored, due to difficulties in generalizing GPE
or BdG to a finite temperature (see [16–24] for exciting
progress).
In this paper we examine the temperature dependence
of the decay of dark solitons in two classes of theories, dis-
sipative GPE and holographic superfluids. We find that
there is a sharp transition at some temperature Td in the
dominant decay channel of a dark soliton: for T < Td
it decays by snake instabilities, but by self-acceleration
for T > Td. Such a sharp change in the decay channel
implies the existence of a dynamical phase transition for
a non-equilibrium system with an initial density of dark
solitons: for T > Td such a system will relax to equilib-
rium by producing sound waves, while for T < Td it will
go through an intermediate phase with a finite density of
vortex-antivortex pairs. In particular, as T approaches
Td from below, the density nv of vortex pairs has critical
behavior nv ∝ (Td − T )γ with some critical exponent γ.
Setup and dark soliton solutions. We consider two
classes of theories. One class is the dissipative GPE [25],
which is a phenomenological theory with a dissipative
parameter κ added “by hand” to the GPE. This theory
is rather crude and requires significant modeling. The
other class is holographic superfluids. Holographic dual-
ity equates certain strongly correlated systems of quan-
tum matter without gravity to classical gravitational sys-
tems in a curved spacetime with one additional spa-
tial dimension. The gravity description provides a first-
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2principle description of finite temperature dissipative ef-
fects; as we will see below once the “microscopic” theory
is fixed, all aspects of the superfluid phase are deter-
mined. There is no phenomenological modeling involved.
Remarkably, despite that these two classes of theories are
governed by completely different sets of equations, and
have very different physical origins, we find qualitatively
similar results.
The dissipative GPE for a superfluid can be written as
(i− κ)∂tψ =
(
−1
2
∇2 + |ψ|2 − µ
)
ψ (1)
where we have done some rescalings. The parameter µ
specifies the equilibrium value of the condensate ψ0 =
v ≡ √µ. For definiteness we will consider two spatial
dimensions with spatial coordinates ~x = (x, y). κ > 0 is
a dissipative parameter. To see its effect, note that
∂tF = −2κ
∫
d2~x |∂tψ|2 (2)
where F is the free energy functional of the system
F [ψ] =
∫
d2~x
(
1
2
|∇ψ|2 + 1
2
|ψ|4 − µ|ψ|2
)
. (3)
Both κ and µ should be considered as temperature de-
pendent. We expect κ to increase monotonically with
temperature and µ to decrease with temperature. In
particular µ should approach 0 as the critical temper-
ature for a superfluid is approached from below. Below
we will take κ as a proxy for temperature, i.e. when we
say increasing the temperature for the dissipative GPE,
we mean increasing κ. At the moment there is no first
principle to decide the precise κ-dependence of µ, which
may be considered as a major defect of this model.
The static dark soliton solution to (1), which we will
denote as ψS , can be readily obtained analytically. For
definiteness we will take it to be translation invariant
along y direction and centered at x = 0, i.e.,
ψS = ψS(x) = v tanh vx . (4)
ψS(x) has the following properties:
ψ∗S(x) = ψS(x), ψS(−x) = −ψS(x), (5)
ψS(x→ +∞)→ v exponentially fast . (6)
Let us now turn to holographic superfluids in 2 + 1
dimensions, which can be described by an Abelian-Higgs
model in a (3+1)-dimensional anti-de Sitter (AdS4) black
hole spacetime [26, 27]. The Lagrangian can be written
as
L = −1
4
FabF
ab − |(∇− iA)Ψ|2 −m2|Ψ|2 (7)
with the background spacetime metric
ds2 =
L2
z2
(−f(z)dt2 − 2dtdz + dx2 + dy2) . (8)
In (8), L is the curvature radius of AdS and f(z) = 1 −
( zzh )
3 with z = zh the location of an event horizon and
z = 0 the AdS boundary. The black hole spacetime (8)
has a Hawking temperature T = 34pizh , which is identified
with the temperature of the dual boundary system. In (7)
the U(1) gauge field Aa is dual to a conserved current
Ja for a U(1) global symmetry in the boundary system,
and the complex scalar field Ψ is dual to a boundary
order parameter ψ charged under the U(1) symmetry.
The system is in a superfluid phase below some critical
temperature Tc, when Ψ develops a normalizable profile
in the bulk spacetime which corresponds to ψ developing
a nonzero expectation value [26, 27]. We will ignore the
backreaction of Aa and Ψ to the background black hole
geometry, an approximation which works well when the
temperature is not too low [28]. We are mostly interested
in the regime T/Tc >∼ 0.3 where the approximation is
sufficient.
For definiteness we will take the mass square of Ψ to be
m2 = − 2L2 . In this case, there are two possible boundary
conditions for Ψ, leading to two different types of super-
fluids which will be denoted respectively as ψ±. Dark
soliton solutions ψS in the ψ±-superfluid phases can be
found by solving equations of motion following from (7)
with appropriate boundary conditions [29–32]. They also
satisfy (5)–(6). Furthermore, it was observed there that
a dark soliton in the ψ+-superfluid (ψ−-superfluid ) has
features resembling those of a soliton in the BCS regime
(BEC regime) of ultracold atomic gases. See Fig. 1 and
its caption. While holographic superfluids cannot be di-
rectly mapped to either BEC or BCS regimes, the par-
allels are nevertheless striking. For ease of comparison,
we will below refer to ψ±-superfluids as BCS and BEC-
like superfluids, although one should keep the caveats in
mind.
We emphasize that once the parameters and boundary
conditions of the gravity description (7) are fixed, the
system is fully specified at all scales, including the full
set of properties of the superfluid phase such as the crit-
ical temperature, temperature dependence of the order
parameter, dynamics of dark solitons, and so on.
Self-acceleration and snake instability from linear anal-
ysis. Now consider small perturbations around a dark
soliton solution. The calculations are very different for
the dissipative GPE and ψ±-superfluids, but the conclu-
sions are qualitatively similar. We will describe the main
results below, leaving calculation details to Appendix B.
Since the system is translationally invariant along the
y-direction, at the level of linear analysis, we can decom-
pose perturbations in terms of Fourier modes eiqy in the
y-direction. More explicitly, we write
ψ(t, ~x) = ψS(x) + fω,q(x)e
−iωt+iqy (9)
with  a small parameter. Due to the parity symme-
try y → −y, q and −q have identical behavior, so we
will restrict to q ≥ 0. The equations for fω,q(x) can be
reduced to an eigenvalue equation with the eigenvalue
proportional to ω. Since ψS is odd in x, one finds that
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FIG. 1. Upper panel: the dark soliton solution for ψ+-
superfluid (BCS-like) at T
Tc
= 0.48, the plots are respectively
profiles for the condensate and number density n (normal-
ized to 1 at infinity). Lower panel: the dark soliton solution
for ψ−-superfluid (BEC-like) at TTc = 0.48. The behavior of
dark solitons and vortices has been known to exhibit many
differences in the BEC and BCS regimes of ultracold atomic
gases [33–35]. Interestingly, these different features also ap-
pear in ψ± holographic superfluids [29–32].
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FIG. 2. The plots of qc(T ) as a function of temperature. The
left plot is for ψ+-superfluid (BCS-like), and the right plot is
for ψ−-superfluid (BEC-like).
the even and odd parts of fω,q(x) decouple. With the
boundary condition fω,q(x → ±∞) → 0, the eigenval-
ues ωe(q), ωo(q) (respectively for the even and odd parts)
have a discrete spectrum and are all complex. Note that
an ω-eigenvalue with a positive imaginary part leads to
exponential time growth in (9) and thus corresponds to
an unstable mode.
At a given temperature T , one finds that there exists
a qc(T ) such that there is exactly one unstable mode
for each q ∈ [0, qc(T )) and the mode is even in x. The
unstable mode turns out to be pure imaginary ω
(0)
e (q) =
iλq and λq > 0, which leads to e
−iω(0)e (q)t = eλqt. We will
denote the eigenfunction fω,q(x) for the unstable mode
as f
(0)
q (x).
The upper value qc(T ) for unstable mode decreases
as one increases the temperature, and for holographic
superfluids qc(T ) → 0 as T → Tc. More explicitly, we
find that as T → Tc
qc(T ) ≈
{
2.704Tc(1− T/Tc)1/2 ψ+−superfluid
0.875Tc(1− T/Tc)1/2 ψ−−superfluid .
(10)
See Fig. 2. For the dissipative GPE, due to lack of under-
standing how µ and κ depend on T , a precise plot is not
possible. Nevertheless, assuming that µ(T ) ≈ c(Tc − T )
as Tc is approached we also find that qc(T ) ∝ (T − Tc) 12 .
We will now show that: (i) the unstable mode at q = 0
corresponds to self-acceleration; (ii) an unstable mode at
q 6= 0 corresponds to snake instability; (iii) when a soliton
decays via snake instability, there is a vortex-anti vortex
pair to be produced for each wavelength. For example,
consider the system in a finite periodic box with length
Ry along the y-direction. The allowed q’s are thus of the
form q = 2piNRy with N an integer. A snake instability
with q = 2piNRy will then create N pairs of vortices.
To see (i), let us note that the center xc of the dark
soliton can be identified as being located at the minimum
of the condensate, i.e. ∂|ψ|
2
∂x |xc = 0. Now consider (9)
with fω,q given by f
(0)
q=0(x), i.e. ψ = ψS(x)+f
(0)
q=0(x)e
λ0t,
which leads to
|ψ|2 = ψ2S + 2ψS(x)Ref (0)q=0(x)eλ0t . (11)
It can readily seen from the above equation that
xc = −η0
ξ
eλ0t,with η0 = Ref
(0)
q=0(0), ξ = ∂xψS(0) .
(12)
We thus see that the dark soliton accelerates exponen-
tially.
Now let us consider (9) for a general unstable q, with
equation (11) becoming
|ψ|2 = ψ2S + 2ψS(x)Re
(
f (0)q (x)e
iqy
)
eλqt . (13)
We then have
xc(t, y) = −ηq
ξ
cos(qy + θ)eλ0t, ηq = |f (0)q (0)|, (14)
and θ = argf
(0)
q (0). From (14), xc depends on y sinu-
soidally, leading to a snake instability. In particular, for
each wave length 2piq there are two points of zero velocity
with opposite circulations around them, corresponding to
the locations of a vortex and an anti-vortex to be created.
This thus demonstrates (ii) and (iii) above.
Dynamical phase transition. Among all the unstable
modes q < qc(T ), the one with maximal λq grows fastest
and is thus expected to be the dominant decay channel
of a soliton. In Fig. 3, we plot λq as a function q for
both holographic superfluids at two different tempera-
tures. We notice that the plots for the higher temper-
ature has maximal λq at q = 0, so the dominant decay
channel is the self-acceleration, while for the lower tem-
perature plots, the maximal value of λq occurs at some
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FIG. 3. The growth exponent λq as a function of q. The upper
panel is for ψ+-superfluid (BCS-like), and the lower panel is
for ψ−-superfluid (BEC-like). Note that in both cases, the
maximum lies at q = 0 at sufficiently high temperature (the
left plots), while the maximum lies at some q 6= 0 at some
lower temperature (the right plots).
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nonzero q, so the dominant decay channel is the snake in-
stability. In Fig. 4 we plot the value of qmax(T ) for which
maximal value of λq occurs as a function of temperature.
We see that qmax(T ) decreases with temperature mono-
tonically until a value Td < Tc after which qmax becomes
identically zero.
To study this phenomenon for the dissipative GPE, we
now have to make assumptions on the κ-dependence of
µ. We find that the qualitative behavior does not de-
pend sensitively on the choice of µ(κ). For example, by
choosing µ to be independent of κ or to be a linear de-
creasing function of κ, very similar behavior is obtained.
We present results for the latter in Fig. 5 and Fig. 6.
We thus find that the sharp transition also occurs for the
dissipative GPE.
As T → Td from below we find the following “critical
behavior”
qmax ∝ (Td − T )γ (15)
with exponent γ in all cases (holographic superfluids and
dissipative GPE) numerically around 12 . While our cur-
rent numerical method is not sufficient to make a very
accurate determination of γ, there is a simple Ginzburg-
Landau type argument which shows that γ should be
given by 12 generically. Consider expanding λq(T ) in
small q
λq(T ) = λ0(T )− 1
2
a(T )q2 − 1
4
b(T )q4 + · · · (16)
Since for T ≈ Td, qmax is close to zero, and the above
expansion should suffice for determining the behavior of
qmax near Td. For T >∼ Td, qmax is zero, we thus should
have a(T ) > 0, while for T <∼ Td, we should generically
have a(T ) < 0, b(Td) > 0 in order to have qmax 6= 0. We
thus conclude that near T = Td we can expand a(T ) as
a(T ) = a0(T − Td) + · · · , a0 > 0 . (17)
It then follows that
qmax =
√
a0(Td − T )
b0
, T <∼ Td, b0 = b(Td) > 0 . (18)
From our earlier discussion of self-acceleration and
snake instability, we thus conclude that there is a sharp
transition at Td in how dark solitons decay: for Tc >
T > Td, dark solitons decay by self-acceleration, while for
T < Td, they decay by snake instability. In particular,
in the snake instability regime, the number of vortex and
anti-vortex pairs created by the decay of a dark soliton,
which is proportional to qmax, increases as we decrease
the temperature.
The value λqmax characterizes the growth rate of insta-
bilities and thus its inverse may be considered as giving
time scale for the “lifetime” of a dark soliton. In Fig. 7 we
plot the temperature dependence of λqmax for the three
types of superfluids. It is interesting to note the higher
temperature, the instabilities grow slower and thus the
longer lifetime of a soliton. Note that λqmax appears to
be smooth across the critical temperature Td.
Now consider a superfluid system in a non-equilibrium
state with a finite initial density of dark solitons. Then
there is a non-equilibrium dynamical phase transition at
Td in how the system relaxes back to equilibrium. For
T > Td, the solitons directly decay to sound waves which
subsequently equilibrate. For T < Td there exists an
intermediate phase with an initial density nv of vortex-
antivortex pairs, which is proportional to qmax. The
lower temperature, the larger qmax and nv. Furthermore,
from (15) as Td is approached from below nv has critical
behavior
nv ∝ qmax ∝ (Td − T )γ , γ = 1
2
. (19)
Full nonlinear simulations. To confirm our expecta-
tion that the decay of a dark soliton is controlled by the
mode qmax with the largest λq, we now consider the full
nonlinear evolution of a dark soliton. We will present
the results only for the holographic superfluids ψ± which
do not require any additional modeling. This requires a
fully non-linear (3+1)-dimensional numerical simulation
of the evolution of the Abelian-Higgs model in a black
hole geometry, which is a highly nontrivial task.
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FIG. 5. Plot of λq as a function of q for the dissipative GPE.
The left plot has maximum at q = 0 while the right plot has
maximal at some nonzero q.
κc = 0.94
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.5
1.0
1.5
κ
qmax
FIG. 6. Plot of maximal unstable qmax as a function of κ for
the dissipative GPE. In producing the plot we assumed that
µ(κ) = 5(1.2 − κ). Similar plot is obtained if one takes µ to
be independent of κ.
We first consider nonlinear evolution of a dark soliton
under a single-wave length perturbation δψ ∝ eiqy with
q ∈ [0, qc(T )). With q = 0, one finds that different parts
of the dark soliton accelerate uniformly. During its ac-
celeration, the dark soliton also broadens, and eventually
dissolves into sound waves. For q 6= 0, the acceleration
pattern for different parts of the soliton shows sinusoidal
behavior with wave length 2piq , consistent with the pre-
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FIG. 7. λqmax as a function of temperature. The left plot
is for ψ+-superfluid (BCS-like), and the right plot is for ψ−-
superfluid (BEC-like), and the bottom plot is for dissipative
GPE with µ(κ) chosen as in Fig. 6. It is intriguing that for
ψ+ and GPE the dependence is almost linear.
FIG. 8. The density plots of the time evolution of a dark soli-
ton under various initial perturbations for the ψ+-superfluid
(BCS-like). Time increases from top to bottom in each panel.
The perturbations for (a) and (b) have the form δψ ∝ eiqy
with (a) q = 0 and (b) q = 2pi
Ry
, at T
Tc
= 0.78. The perturba-
tions for (c) and (d) are of the form δψ ∝ ∑q eiαqeiqy with
random phases αq with (c) at
T
Tc
= 0.99 and (d) at T
Tc
= 0.78.
diction of (14). In particular, the vortex-antivortex for-
mation as well as their numbers are precisely as predicted
below (14). In Fig. 8 (a) (b) and Fig. 9 (a) (b) and we
show plots for q = 0 and q = 2piRy for ψ±-superfluids.
There is indeed exactly one vortex pair formation for
q = 2piNRy .
We then study the evolution of a soliton under a gen-
eral perturbation of the form δψ ∝∑q eiαqeiqy with ran-
dom phases αq. The resulting evolutions are shown in
Fig. 8 (c) (d) and Fig. 9 (c) (d) respectively for ψ±-
superfluids. We indeed find that at a temperature above
Td, the soliton acceleration uniformly without any vortex
formation (Fig. 8 (c) and Fig. 9 (c)). At a temperature
below Td, the evolution is dominated by snake instability,
evidenced by formation of vortex pairs. Furthermore, the
number of vortex pairs is consistent with linear analysis.
For instance, for ψ+-superfluid at
T
Tc
= 0.78, the linear
analysis tells us that the mode q = 2piNRy with N = 3 is
the most unstable mode. We find the non-linear evolu-
tion indeed produces 3 vortex pairs (see Fig. 8 (d)).
Discussion. Compared with earlier studies of decay of
dark solitons [8–12, 16–24], our approach has a few im-
6FIG. 9. The density plots of the time evolution of a dark soli-
ton under various initial perturbations for the ψ−-superfluid
(BEC-like). Time increases from top to bottom in each panel.
The perturbations for (a) and (b) have the form δψ ∝ eiqy
with (a) q = 0 and (b) q = 2pi
Ry
, at T
Tc
= 0.98. The perturba-
tions for (c) and (d) are of the form δψ ∝ ∑q eiαqeiqy with
random phases αq with (c) at
T
Tc
= 0.99 and (d) at T
Tc
= 0.34.
portant new features. Our linear instability analyses not
only provide a unified treatment for self-acceleration1 and
snake instabilities, but also give a wealth of information
on temperature dependence of dominant decay channels,
the number of vortex pairs produced, as well as time
scale for the lifetime of a soliton. Our full nonlinear evo-
lution of the decay of a dark soliton at finite temperatures
provide strong support for the conclusions of linear anal-
yses. Nonlinear evolution of a dark soliton was studied
previously in [12] using the time-dependent Bogoliubov-
de Gennes equations of the BCS-BEC crossover at zero
temperature, where snake instability was observed, but
not self-acceleration. This is consistent with our general
conclusion that at low temperatures snake instabilities
should dominate.
1 Note that the argument in [9, 10] for self-acceleration used per-
turbations which do not vanish as x→ ±∞. This is unphysical,
as that requires changing the asymptotic behavior of the system.
In contrast, our unstable eigenmodes are all local, going to zero
exponentially fast as x→ ±∞.
We expect our studies of strongly correlated holo-
graphic superfluids should provide guidances for the be-
havior of other strongly correlated superfluid systems
such as those at the BCS-BEC crossover. The dynami-
cal phase transition we identified should have important
implications for understanding non-equilibrium dynam-
ics of a superfluid. In particular, the intermediate phase
with a finite density of vortex-antivortex pairs for T < Td
should provide a fertile ground for exploring new non-
equilibrium phenomena.
It would be extremely interesting to search for such a
dynamical phase transition in experiments, and to mea-
sure the critical temperature Td as well as the critical
exponent γ. The fact that we observe the phase tran-
sition in such vastly different theories as the dissipative
GPE and holographic systems gives much confidence in
that it is a universal phenomenon. A natural place to
look for such a phase transition is ultracold atomic gases
which we expect should exhibit this phenomenon both
in the BEC and BCS regimes. The transition should be
already detectable in the usual experimental setup of a
conventional harmonic potential. Recent experimental
advances in the realization of box-like optical traps [36]
can make the comparisons with our theoretical results
even more direct.
Our results also open up many new avenues for the-
oretical study. It would be important to determine the
critical exponent γ accurately and study its universality
class. For example, do all holographic systems have the
same exponent (say as we vary the mass of the bulk field
Ψ)? It would also be very interesting to study this tran-
sition using other finite temperature approaches, such as
those of [21, 24]. An open question is what is the physi-
cal mechanism behind the transition. For example, why
is snake instability the preferred decay channel at low
temperatures? Finally, we deduced the non-equilibrium
dynamical phase transition based on the behavior of a
single dark soliton (i.e., ignoring interactions among dark
solitons). A next step would be to perform a full simu-
lation of a gas of dark solitons, to verify the dynamical
phase transition and extract the exponent. It is conceiv-
able that interactions among solitons could modify the
critical temperature Td as well as the critical exponent
γ.
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Appendix A: Numerical scheme for a holographic
dark soliton construction and its fully non-linear
simulation by perturbations
For simplicity but without loss of generality, we will
focus only on the case of m2L2 = −2 in the axial gauge
Az = 0, in which the equations of motion on top of the
background (8) can be written in an explicit way as[38]
∂t∂zΦ = iAt∂zΦ +
1
2
[i∂zAtΦ + f∂
2
zΦ + f
′∂zΦ
+(∂ − iA)2Φ− zΦ], (A1)
∂t∂zA =
1
2
[∂z(∂At + f∂zA) + (∂
2A− ∂∂ ·A)
−i(Φ¯∂Φ− Φ∂Φ¯)]−AΦ¯Φ, (A2)
∂2zAt = ∂z∂ ·A+ i(Φ¯∂zΦ− Φ∂zΦ¯), (A3)
∂t∂zAt = ∂
2At + f∂z∂ ·A− ∂t∂ ·A− 2AtΦ¯Φ
+if(Φ¯∂zΦ− Φ∂zΦ¯)− i(Φ¯∂tΦ− Φ∂tΦ¯)(A4)
with Φ = Ψz [39]. The asymptotic solution of A and Φ
can be expanded near the AdS boundary as
Aν = aν + bνz + o(z), Φ = φ1 + φ2z + o(z). (A5)
Then the expectation value of J and ψ± (the condensate
of ψ±-superfluids) can be explicitly obtained by holog-
raphy as the variation of the renormalized bulk on-shell
action with respect to the sources, i.e.,
〈Jν〉 = δS±
δaν
= lim
z→0
√−gF zν , (A6)
〈ψ+〉 = δS+
δφ1
= φ¯2 − ˙¯φ1 − iatφ¯1, (A7)
〈ψ−〉 = δS−
δ〈ψ+〉 = −φ¯1, (A8)
where the dot denotes the time derivative, and S± is the
renormalized action, obtained by adding the correspond-
ing counter term to the original action to make it finite
and well posed for the variational principle as [40]
S+ = S −
∫
B
√−γ|Ψ|2, (A9)
S− = S +
∫
B
√−γ[|Ψ|2 + (naDaΨΨ + c.c.)]. (A10)
In [29, 30], the dark soliton was found in the
Schwarzschild coordinates by the finite difference scheme
with the relaxation method. Here we will instead re-
construct such a dark soliton solution in Eddington co-
ordinates (8) by the pseudo-spectral scheme with the
Newton-Raphson method. This turns out to be much
more efficient, and enables us to study lower tempera-
tures. To achieve this, we make the following ansatz for
the non-vanishing bulk fields,
At = At(z, x),Φ = ϕ(z, x)e
iθ(z,x) (A11)
with
∂zθ = −At
f
,Ax = ∂xθ. (A12)
Then the equations of motion reduce to
0 = f∂2zϕ+ f
′∂zϕ+ ∂2xϕ+
A2t
f
ϕ− zϕ, (A13)
0 = f∂2zAt + ∂
2
xAt − 2ϕ2At. (A14)
Associated with the superfluid condensate 〈ψ±〉, the dark
soliton solution can thus be obtained by imposing the
boundary conditions
At = µ, ϕ = 0 (∂zϕ = 0), θ = 0 (A15)
at the AdS boundary, as well as the Neumann boundary
conditions at x = ±Rx2 , where Rx is set to be much larger
than the characteristic length of the dark soliton in con-
sideration, so that the finite size effect can be removed.
On the other hand, for our purpose, the fully non-linear
simulation starts with the initial data
Φ = ΦS + δΦ,A = AS + δA, (A16)
where the subscript S denotes the corresponding pro-
file for the static dark soliton solution. For simplicity
but without loss of generality, we take δΦ = zeiqy or
a random superposition of modes with different qs, and
δA = 0 [41]. Then At can be solved by the constraint
equation (A3) subject to the boundary conditions
At = µ, ∂zAt = −nS (A17)
at the AdS boundary. Next, we can evolve Φ and
A through Eq.(A1) and Eq.(A2) subject to the source
free boundary condition at the AdS boundary, and the
boundary conditions
∂xΦ = 0,A = 0 (A18)
at x = ±Rx2 . Furthermore, we can evolve the second
boundary condition in Eq.(A17) by evaluating Eq.(A4)
at the AdS boundary, i.e.,
∂t∂zAt = ∂z∂ ·A, (A19)
which is essentially the conservation law of the boundary
particle current. The later time behavior for At can be
obtained in the same way as described before.
8The above evolution scheme is implemented numeri-
cally by the fourth order Runge-Kutta method along the
time direction, together with the pseudo-spectral method
along the space directions, where Chebyshev Polynomials
are used in the z and x directions, while Fourier modes
are used in the y direction. This gives a computational
advantage over the previous holographic investigations,
which deal exclusively with periodic boundary conditions
along both the x and y directions [38, 42–45] and there-
fore cannot properly accomodate the dynamics of dark
solitons.
Appendix B: Linear instability around a dark soliton
Now let us turn to the linear perturbation analysis
of our holographic superfluid on top of the dark soliton
background. To this end, we would first like to decom-
pose Φ into its real and imaginary parts as
Φ = a+ ib. (B1)
Then taking into account the translation invariance of
our dark soliton background along both the time direc-
tion and the y direction, we can take the bulk perturba-
tion fields as the form of δ(z, x)e−iωt+iqy. The resulting
linear perturbation equations can be written explicitly as
0 = (q2 + z +A2x)δa+ 2(aAx − ∂xb)δAx − 2Ax∂xδb
−∂2xδa+ (∂zAt − ∂xAx)δb+ 2∂zbδAt
+(3z2 − 2iω)∂zδa− iqbδAy
−b∂xδAx + b∂zδAt + 2At∂zδb+ (z3 − 1)∂2zδa, (B2)
0 = (q2 + z +A2x)δb+ 2(∂xa+Axb)δAx + 2Ax∂xδa
−∂2xδb+ (∂xAx − ∂zAt)δa− 2∂zaδAt
+(3z2 − 2iω)∂zδb+ iqaδAy
+a∂xδAx − a∂zδAt − 2At∂zδa+ (z3 − 1)∂2zδb,(B3)
0 = (2a2 + 2b2 + q2)δAx + 2(2bAx + ∂xa)δb
−2∂xbδa+ 2b∂xδa+ iq∂xδAy + 4aAxδa
−2a∂xδb+ (3z2 − 2iω)∂zδAx
−∂z∂xδAt + (z3 − 1)∂2zδAx, (B4)
0 = 2iqbδa+ 2(a2 + b2)δAy − 2iqaδb
−∂2xδAy + iq∂xδAx − iq∂zδAt
+(3z2 − 2iω)∂zδAy + (z3 − 1)δ2zδAy, (B5)
0 = 2∂zaδb− 2∂zbδa+ 2b∂zδa+ iq∂zδAy − 2a∂zδb
+∂z∂xδAx − ∂2zδAt (B6)
0 = (q2 + 2a2 + 2b2)δAt + qωδAy − iω∂xδAx − ∂2xδAt
+2(z3 − 1)∂zaδb− 2(z3 − 1)∂zbδa− 2iωbδa
+4Atbδb+ 2b(z
3 − 1)∂zδa
−iω∂zδAt + iq(z3 − 1)∂zδAy + 4Ataδa
+2iωaδb− 2a(z3 − 1)∂zδb+ (z3 − 1)∂z∂xδAx.
(B7)
Note that the gauge transformation
A→ A+∇ϑ,Ψ→ Ψeiϑ (B8)
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FIG. 10. The low lying quasi-normal modes with q = 0.1
on top of the dark soliton for the BCS-like superfluid at
T
Tc
= 0.78. The upper panel is for the quasi-normal modes
associated with δΦ of even parity. The lower panel is for the
quasi-normal modes associated with δΦ of odd parity.
with ϑ = 1i λ(x)e
−iωt+iqy, gives rise to a spurious solution
δAt = −λω, δAx = −idλ
dx
, δAy = qλ, δΦ = λΦ. (B9)
This can be removed by requiring δAt = 0 at the AdS
boundary. Furthermore, we require the last perturbation
equation to be satisfied at the AdS boundary, namely
∂zδAt|z=0 = iω (iq∂zδAy + ∂z∂xδAx)|z=0. Regarding
the other perturbed fields, we will impose the source
free boundary condition at the AdS boundary. In ad-
dition, we impose Dirichlet boundary condition for δA
and Neumann boundary condition for δΦ at x = ±Rx2 .
Then these boundary conditions, together with the above
other perturbation equations, can be cast into the form
[A(q) + B(q)ω]δ = 0 with δ the perturbation fields eval-
uated at the grid points by the pseudo-spectral method.
Then the quasi-normal modes can be obtained numeri-
cally by solving this generalized eigenvalue problem.
Note that the dark soliton background solution has
even parity for At and odd parity for (Φ, Ax) with respect
to the x axis. By inspection of the above linear pertur-
bation equations on top of the dark soliton background,
one can see that the quasi-normal modes with odd par-
ity for (δAt, δAy) and even parity for (δΦ, δAx) decouple
from the modes with opposite parity. So to reduce our
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FIG. 11. The low lying quasi-normal modes with q = 0.1
on top of the dark soliton for the BEC-like superfluid at
T
Tc
= 0.34. The upper panel is for the quasi-normal modes
associated with δΦ of even parity. The lower panel is for the
quasi-normal modes associated with δΦ of odd parity.
computational resource for quasi-normal modes, we can
restrict our computational domain onto [0, Rx2 ] in the x
direction by imposing Dirichlet or Neumann boundary
condition at x = 0, depending on whether the parity of
the perturbed fields is odd or even. As a demonstration,
we plot the spectrum of low lying quasi-normal modes in
FIG. 10 and FIG. 11. As we can see, only the even par-
ity branch of δΦ gives rise to the unstable mode, which
is purely imaginary.
The strategy for the linear perturbation analysis of
dissipative GPE is exactly the same, but much simpler.
Here we present only the corresponding linear perturba-
tion equation,
−iω(δa− κδb) = (1
2
q2 − 1
2
∂2
∂x2
+ a2 − µ)δb, (B10)
−iω(−δb− κδa) = (1
2
q2 − 1
2
∂2
∂x2
+ 3a2 − µ)δa, (B11)
where we have also decomposed the condensate wave
function to its real and imaginary parts as ψ = a +
ib and assumed that the perturbation behaves like
δ(x)e−iωt+iqy.
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