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ABSTRACT
The historical radiosonde temperature archive, and indeed any large and lengthy observa-
tional dataset, must be quality controlled before it can be used properly. Most research
on quality control for such data focuses on the identification and removal of either system-
atic errors or random errors without considering an optimal process for treatment of both.
Additionally, little has been done to evaluate homogenization methods that identify and
correct systematic errors when applied to sub-daily data, and no research exists on using
robust estimators in homogenization procedures. In this paper, we simulate realistic ra-
diosonde temperature data and contaminate it with both systematic and random errors. We
then evaluate (1) the performance of several homogenization algorithms, (2) the influence
of removing seasonality, and (3) the sequence in which the random and systematic errors
are identified and corrected. We introduce a robust Standard Normal Homogeneity Test
(SNHT) and find in simulations that it performs better than the traditional SNHT, and it
is better than several other modern alternatives. Moreover, we find that systematic errors
present in the data lead to poorer performance of random error removal algorithms, but
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Any large dataset whose observations reach far back in time may require treatment for
both systematic and random errors. Datasets such as the International Surface Tempera-
ture Initiative (ISTI) global land surface databank [25] with over 32,000 stations, and the
Integrated Global Radiosonde Archive (IGRA) housed at the National Climatic Data Cen-
ter (NCDC) [6] are examples of such large datasets. Systematic errors can occur when the
station location changes; the area surrounding the station becomes urbanized; or the instru-
mentation is changed. Random errors can occur due to faulty data transmission; sporadic
instrumentation problems; keystroke entries; or errors in data management. To illustrate,
Figure 1.1 plots the temperature recorded by radiosondes at the 50 mb pressure level at
Station 70219 (Bethel, Alaska, USA); this time series appears to have random and possibly
systematic errors. It is important to treat both sources of errors in large historical datasets
as robustly and automatically as possible. In most published research, methods for handling
systematic and random errors are presented separately, and opinions among climate and
weather scientists differ in terms of which type of error should be handled first. We use
the term homogenization algorithms to refer to the process of identifying and correcting sys-
tematic errors while quality control (QC) methods are used to identify and remove random
errors. The purpose of this study is to shed light on the order in which systematic and ran-
dom error methods should be applied to such large datasets when both sources of error are
present. In addition, homogenization algorithms that use estimators that are robust against
random errors have not yet been considered, so these are proposed and investigated as well.
In this paper, we focus on the Upper Air Database (UADB) housed at the National Center
for Atmospheric Research (NCAR). This archive differs from the IGRA archive in that it
contains some different stations, and many of the records are older. Since the radiosonde data
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are the only direct measured values of the upper atmosphere, it is an important resource
for studies in climate change [8, 9] and for use as an input to global reanalysis datasets
[16, 17]. Currently over 2,000 station locations exist, and atmospheric variables are collected
at standard pressure levels as the radiosonde rises through the atmosphere. In datasets such
as these, error detection methods must be automated since the archives are so large that
visual inspections of every station are not feasible. Reference datasets back to 1958 exist
and can be used as in [11, 12], but the older the launches are, the more difficult it is to find
historically accurate observations for comparison.
Many methods have been developed to homogenize radiosonde data, but most are not
tested on simulated data with known contamination errors [9, 11, 12, 21, 22, 29]. However,
a study was recently conducted by the European Cooperation in Science and Technology
to compare many different homogenization methods [29]. A single large, realistic dataset
with known change points was simulated, and then researchers were asked to test their
homogenization algorithm on the dataset. As the researchers did not have knowledge of the
true change point locations, this experiment provided a way to compare the performance of
these methods. Another approach has been to generate realistic radiosonde temperatures
using the Hadley Centre’s atmospheric model HadAM3, add random Gaussian noise, and
then introduce realistic systematic errors to compare homogenization methods [27, 28], but
the computational requirements are so great that only a few realizations can be simulated.
Most homogenization techniques are designed for monthly or annual time series, but
radiosonde observations occur, on average, twice daily. Some of these techniques rely on
optimizing an objective function over all possible points at which a systematic error could
occur [20, 23, 24, 26]. Referred to in the statistical literature as change point detection
methods, many of these approaches are too computationally expensive for daily data and
are not designed to work with nonstationary time series. For example, a strong seasonal and
daily trend is present in radiosonde temperatures, making them ill-suited for application of
these methods. Additionally, some methods may only locate proposed change points and
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may not correct for the difference in means, which is a necessary homogenization step. In this
paper, we compare the Standard Normal Homogeneity Test (SNHT) [1], the PELT algorithm
[20], and binary segmentation [26] when applied to data with a seasonal trend and for which
a seasonal trend has been removed. We also propose a robust version of the SNHT.
Automated random error detection methods for radiosonde temperature data have not
been investigated as thoroughly [6, 7, 21]. Models such as [15] for the entire vertical column
using pairs of locations could be adapted for random error detection, but recently several
random error detection methods, corresponding to the climatological check step of [7], for
a given location and pressure level are proposed and evaluated with simulated datasets [2].
The authors find that the optimal error detection algorithm requires two steps: first scanning
for observations that are too many standard deviations from the global mean and secondly
scanning for observations that are too many standard deviations from their local mean.
Robust estimators of mean and standard deviation are used in both cases to mitigate the
influence of errors, and a robust, asymmetric estimate of standard deviation is introduced
to account for skewness in temperature distributions.
However, to our knowledge, no research has been done to date describing which type of
error should be handled first when a dataset contains both types of errors. We do a simulation
study in which data is contaminated with both known random errors and with known change
points so that we can evaluate (1) the performance of our robust SNHT compared to other
modern alternatives; (2) the effect of strong seasonality on homogenization methods; and
(3) the sequence in which different quality control algorithms are applied. We henceforth
refer to the choice of performing random error detection or systematic error detection first
as “the sequence of the methods” or simply “the sequence.” We first describe the details
of our data simulation and contamination. Then, the performance of the homogenization
algorithms are evaluated, and the results from the sequencing study are given. Finally, we
conclude with a case study of this method applied to a real dataset and offer some overall
recommendations.
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Figure 1.1: Temperature for Station 70219 plotted over time. The top image is the same as




Observational data cannot be used to evaluate the performance of homogenization and
QC methods directly since we cannot know exactly where true change points and random
errors occur. Therefore, a rigorous simulation study is developed in order to accurately com-
pare methods and their sequence. Evaluation of methodology via simulation is commonplace
in the statistics literature, and our approach bases the simulation on actual data. In order for
this simulation study to validate methods for radiosonde data, it is crucial that we simulate
data that is similar in structure to true radiosonde data.
2.1 Modeling Radiosonde Data
In order to capture seasonal and hourly trends, we fit a Generalized Additive Model
(GAM) to radiosonde temperature data. GAMs are flexible, non-parametric models that
allow the response variable to be a linear combination of smoothed functions of the input
variables [13]. In our case, we model temperature (for a fixed location and pressure level) as
a function of hour of day, day of year, and year. We model the annual trend with a linear
term to capture long term increases or decreases in the series. Thus, the model we fit is
ti = β0 + s1(hi) + s2(di) + β1yi + εi, (2.1)
where ti is the temperature at a given station and pressure level; hi, di, and yi are the hour,
day, and year of the i-th observation, respectively; β0 is the intercept; β1 is the coefficient
for the long term trend; and s1(·) and s2(·) are cubic regression splines.
Typically the error term, εi, in Equation (2.1) would be modeled as normal with some
unknown variance, but the distribution of the error terms could be skewed or have heavier
tails than a normal distribution as shown by [2] for radiosonde temperatures. Thus, we use a
skew-t distribution for the errors of this model, which has 4 parameters, ξ, σ, α, and ν, which
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are useful in controlling the first four moments of the distribution [3]. This distribution is
very flexible and can handle skewed and heavy-tailed data.
In addition, we expect there to be temporal correlation in the error terms. However, since
we have already included hourly and seasonal terms in the model, most of this autocorrelation
is already explained, so an AR(1) time series model is sufficient to account for the remaining
structure in the residuals. This model assumes that each error term has some fixed correlation
with the error one time step in the past, and thus can be estimated by simply computing
the correlation between ti and ti+1 when the observations are equally spaced.
However, for radiosonde data, observations are not guaranteed to be equally spaced in
time. Launches are scheduled globally at 0 and 12 UTC; however, many deviations from
this pattern are observed, especially in the historic record. Most observations are within an
hour or two of the scheduled launches, but in some instances, no launches occur on a given
day, and on others, more than two radiosondes are launched. Thus, to estimate the lag-h







(ε̂i − ε̄)(ε̂j − ε̄)
s2ε̂
, (2.2)
where Ph is the set of all pairs of residuals that are h hours apart (or within some window);
|Ph| is the number of pairs of residuals in the set Ph; ε̂i is the observed residual from
Equation (2.1); ε̄ is the average of the residuals; and s2ε̂ is the standard deviation of the
residuals. For an AR(1) model, we need only estimate φ(·) at h = 12 hours, and we use a
window of 5% of 12 hours, or 0.6 hours.
2.2 Data Simulation
The data simulation procedure has seven steps:
1. Fit Equation (2.1) to observed radiosonde temperature data at a given location and
pressure level. Then, fit a skew-t distribution to the error terms, and model the auto-
correlation with Equation (2.2).
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2. We choose a fixed time period and assume that two observations occur for each day
within that time period: one in the morning and one in the evening. The time of
each morning (evening) observation is simulated by sampling a time from the morning
(evening) subset of the observed data. This process is done to ensure that variability
in the simulated hour of observation is comparable with that of the observed data.
3. We use the GAM model fit in step 1 to determine the expected value of temperature
at the simulated time, denoted t̂i.
4. To simulate the noise in the observations, we randomly draw values δi from a skew-t
distribution with parameters as fit in step 1.




where εi is the simulated noise in the model at time i, and ∆i−1 is the time difference,
in hours, between the (i − 1)th and ith observation. Note that the ith term in this
series will depend on all of the previous i− 1 values. To ensure the correct correlation
structure, we simulate 1,000 more values than needed and discard the first 1,000.
6. Then, the simulated εi is added to t̂i to construct a simulated series that is similar to
real radiosonde temperatures.
7. Lastly, we contaminate this data with systematic and random errors. (a) Random
errors are generated by sampling 1, 2, 5 or 10% of the observations and adding or
subtracting a random error following a distribution of N(10σ, 1σ2), where σ is the
standard deviation of the simulated series, estimated by the variance of the observed
errors in Equation (2.1). (b) Systematic errors are generated by sampling 1, 2, or
3 observations uniformly per simulated decade and then drawing a break size from
a N(0, 0.04σ2). The break size is then added to all observations after the change
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point. Both the contaminated and uncontaminated datasets are stored for comparison.
Figure 2.1 shows an example of one of the radiosonde temperature datasets that we
use as a basis for simulation as well as two different realizations of simulated and
contaminated datasets.
We vary several additional factors within our data simulation to understand the effect
that each factor has on homogenization algorithms and the sequence in which the algorithms
are applied.
Climate Zones: Radiosonde temperature data from different climate zones can be
dramatically different, so we analyze data from many different climate zones. In [2], ten
representative stations are chosen and analyzed from ten different climate types, and we
simulate data based on models fit to these ten stations.
Pressure Level: Radiosonde temperature data can also vary over pressure level, and so
we analyze the pressure levels chosen in [2]: 100 mb, 300 mb, and 850 mb.
Sample Size: For the sequencing study, sample sizes of twice-daily data are simulated
for 20, 40, and 80 years. The study comparing homogenization algorithms, however, is much
more computationally expensive, so we use sample sizes of 10, 20, and 40 years.
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Figure 2.1: Time series plots of radiosonde temperature data from station 35121. The
top plot shows the observed time series, and the following two pairs show realizations of
simulated datasets. The plots on the left show the simulated data prior to contamination,





Radiosonde observations are collected over long periods of time, as long as 100 years for
some stations, and therefore systematic changes in the mean temperature are not uncom-
mon. These errors can happen for one of many reasons such as changes in instrumentation,
relocation of a station, or post-processing of data. Methods which detect and/or correct
these errors are referred to as homogenization algorithms, and many such techniques have
been developed by the meteorological community [1, 5, 10, 11, 22–24, 29]. Many of the
homogenization algorithms make use of metadata, which document changes in the data col-
lection process and/or compare data from neighboring stations. We do not evaluate such
algorithms since we simulate data from one station and pressure level at a time. In [11, 12],
the SNHT is applied by combining both metadata and the ERA-40, which reaches back to
1958. However, since many of the UADB records are older than this, we use a simplified
SNHT that operates purely on the observed data.
In this section, we compare the abilities of four different homogenization algorithms to
detect systematic errors when random errors are also present in the data. We summarize the
methods we investigate, namely Binary Segmentation (BinSeg) [26], Pruned Exact Linear
Time (PELT) [20], SNHT, and a new robust SNHT. In addition, we study the performance of
these algorithms when the seasonal trend is present versus having been modeled and removed.
We simulate data as described in Section 2 and introduce change points and random errors,
and then we evaluate the ability of the algorithms to detect the known change points.
3.1 Methodology
Two algorithms, BinSeg and PELT, detect the number and location of change points by




[C(y(τi−1+1):τi)] + βf(m), (3.1)
where τi is the time that the ith change point occurs; m is the number of change points; C
is a cost function; y(τi−1+1):τi is the observed data between the (i− 1) and ith change point;
and βf(m) is a penalty term on the number of change points to prevent overfitting [20].
Note that, for notational convenience, τm+1 is defined to be the time of the last observation.
Often, C is chosen to be twice the negative log likelihood, and f(·) is linear.
Optimization of Equation (3.1) can be done in several ways. BinSeg uses a divide-and-
conquer algorithm: each observation is considered a candidate change point, and the one
which leads to the largest reduction in the cost function is chosen as a change point. This
change point then segments the data into two groups, and the same procedure is repeated on
each segment. If no observations lead to a reduction in the cost function, then the procedure
is terminated. BinSeg is known to be computationally efficient but is not guaranteed to
reach the global minimum of the cost function.
PELT is another algorithm for optimizing Equation (3.1), but it computes the exact
minimum. It proceeds recursively as follows: first, the optimal number and location of change
points is determined for the first two observations only. The optimal number and location
of change points for the first three observations is then determined using this information,
and more generally the optimal number and location of change points for the first k + 1
observations is determined by considering the optimal configurations for the first 2, 3, . . . , k
observations. PELT is computationally efficient. For our analysis, we used the BinSeg and
PELT algorithms implemented in the changepoint package in R [19].
The SNHT test works as follows. For each observation, two means are computed: one










is computed where X̄i is the mean of X̄L,i and X̄R,i, and si is the estimated standard deviation
over the N days prior and N days following observation i. If there are not N observations
both before and after the current observation, no test is performed. If the largest Ti exceeds
some threshold at time i = i∗, we conclude that a change point occurred at time i∗, and we
adjust all observations after time i∗ by X̄L,i∗−X̄R,i∗ . This homogenizes the time series to the
older data, which we do here in simulations for convenience, but in practice, it is generally
preferable to homogenize to the most recent data, as it is considered to be more reliable [5].
Homogenization now proceeds iteratively. Ti is recomputed for all i that are sufficiently far
away from the current change points, i ∈ {1, . . . , n} \ {i∗ − k, . . . , i∗ + k}, and the test is
performed again until no Ti exceed the threshold, and we use k = N . We note that the test
statistic in [11] differs from Equation (3.2) in that a denominator of si is used in place of s
2
i ;
however, we believe this to be a typographical error, as the statistic in [11] is derived from
[1]. In [1], X̄L,i, X̄R,i and X̄i are first standardized, and this is equivalent to our formulation.
The threshold for determining when a change point has occurred is based on the sampling
distribution of Equation (3.2). The authors in [1, 11, 18] generate the distribution of the
SNHT with Monte Carlo techniques; however, this can be time-consuming, and we show here
that the sampling distribution can be well-approximated with a parametric distribution. By









Under the null hypothesis that the means on the left-hand and right-hand sides of observa-
tion i are the same, namely that X̄L,i ∼ N(µ, σ2/N) and X̄R,i ∼ N(µ, σ2/N), the distribution
of (X̄L,i − X̄R,i) is N(0, 2σ2/N). If the observations, (X1, . . . , Xi−1, Xi+1, . . . , X2N), are in-
dependent and normally distributed, and if s2i is replaced with the true variance σ
2, then
clearly Ti follows a chi-squared distribution with 1 degree of freedom.
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However, radiosonde temperature data are not likely to be independent, as temperatures
follow seasonal trends which induce a strong dependence among the observations. Thus,
homogenization will likely be improved if the seasonal components of the data are removed.
We use a model-based approach to removing the seasonality; however, we choose a model
simple enough so that it does not inadvertently reduce the size of a change point, as a pure
linear trend could do. Thus, we use a GAM model of the form
ti = β0 + s1(di) + εi, (3.3)
where ti is the temperature at a given station and pressure level, di is the day of the year
of the i-th observation, β0 is the intercept, εi is the error of the model, and s1 is a cubic
regression spline. We then subtract this fit from the data, giving errors about an estimated
seasonal mean. These errors will no longer exhibit a seasonal trend, and the assumption
of independence becomes more reasonable. This simple model is chosen because the same
adjustment is applied to the observations both before and after ti and thus it leaves the
numerator of the SNHT statistic unchanged. In addition, with large sample sizes, the sample
means in the SNHT statistic will be approximately normal by the Central Limit Theorem
even if the observations are not, thereby allowing us to approximate the distribution of the
SNHT statistic with the χ21. We use the 99% quantile of this distribution as our threshold.
Since the SNHT statistic is applied many times to the same time series, we use the Benjamini-
Hochberg adjustment for multiple testing of dependent tests to ensure that the family-wise
Type I error rate remains below the 1% threshold [4].
We now propose a robust version of the SNHT wherein we replace the means and standard
deviation in Equation (3.2) with the Huber M-estimator of the mean and standard deviation
[14]. These robust estimators of center and spread are computed as follows:




where x is a vector of the data, and MAD is the median absolute deviation, defined
as
MAD = median(|xi −median(x)|).
2. Then, Winsorized values, yi, are computed. These are defined as
yi =

µ̂− kσ̂ : xi ≤ µ̂− kσ̂
xi : µ̂− kσ̂ < xi ≤ µ̂+ kσ̂
µ̂+ kσ̂ : xi > µ̂+ kσ̂,
and k is commonly taken to be 1.5, which is what we use.
3. Updated estimates of µ̂ and σ̂ are computed as the mean of y and the standard devi-
ation of y, respectively.
4. Steps 2 and 3 are repeated until µ̂ changes by less than 10−6σ̂.
This definition forces unusually large observations to have little to no influence on the
estimators of the mean and standard deviation, and they are robust against random er-
rors, which may be present during homogenization. BinSeg and PELT are not robust
against random errors when C is chosen to be twice the negative Gaussian log likelihood.
We have implemented the robust SNHT in an R package available on CRAN at http:
//cran.r-project.org/web/packages/snht/index.html.
Evaluation of homogenization algorithms can be done by computing the number of sim-
ulated change points in the data that were accurately detected. However, it is unlikely that
a homogenization algorithm will detect the exact time of the change point, and thus hit rate
is not a very useful metric. Instead, we use efficiency as defined in [5]. Let x, c, and h be the
original, contaminated, and contaminated and homogenized time series, respectively and let
the i-th observation be denoted by xi, ci, and hi respectively. The Root Mean Square Error








Then, the efficiency of the homogenized series, where 1 means perfect skill, 0 means no





The homogenization algorithm is not designed to locate or correct random errors. Further-
more, random errors in the data introduce variability in the estimate of efficiency, so we
remove the random errors in c and h before computing the RMSE scores.
We compare the efficiency of all four different homogenization algorithms on simulated
datasets. The simulated datasets are either 10, 20, or 40 years long, and change point
locations are simulated uniformly at random across the entire time series excluding the first
and last year. We simulate either one, two, or three change points per decade. All of the
homogenization algorithms considered have tuning parameters: for PELT and BinSeg we
must choose penalty functions and the β constant, and for SNHT and its robust variant we
must specify the period N . Thus, in our simulations we vary the following tuning parameters
to observe their effect on the overall performance:
• PELT: We consider penalties of β = n/2, n, 2n, 4n, and 8n.
• BinSeg: We use no penalty term and instead restrict the maximum number of change
points that can occur, varying from 1 to 10.
• SNHT: This algorithm computes means of seasonal data, so periods which are multiples
of a year should be considered. Thus, we use one and two year averaging windows with
N = 365 or N = 730.
• Robust SNHT: We use N = 365 and N = 730.
In summary, the simulation process is as follows:
1. Simulate and contaminate data as described in Section 2.2.
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2. Apply each homogenization algorithm to the contaminated dataset. Counting all of
the homogenization algorithms along with each one’s unique tuning parameters, we
apply a total of 19 different homogenization algorithms. Since each is applied to both
the original and detrended data, we have 38 different methods to compare.
3. Store the efficiency of each method.
4. Steps 1-3 are repeated 500 times for each combination of climate zone, pressure level,
and sample size.
3.2 Homogenization Results
Figure 3.1 depicts a boxplot of the efficiencies measured for each of the different algo-
rithms across all 90,000 simulations, i.e. for 500 simulations at each of 3 pressure levels,
10 stations, 3 sample sizes, and 2 seasonal removal (detrended or not) configurations. The
robust version of the SNHT appears to achieve the best efficiency among all homogenization
algorithms considered. The BinSeg algorithms perform best when we force the algorithm
to choose a small number of change points. However, in practice, we will not know the
true number of change points, and the BinSeg algorithm is very sensitive to this choice.
The PELT algorithm appears to perform best with a penalty of n/2, but its performance is
worse than the alternative algorithms. Removing the seasonal trend generally improves the
efficiency of the algorithms; however, the improvement is greatest for the algorithms with
lower efficiency.
To further understand the performance of these algorithms and to understand their sen-
sitivity to different simulation parameters, we fit a logistic regression model to the simulation
results. The response variable is 1 if efficiency is positive and 0 otherwise, and the indepen-
dent variables we use are the sample size n, the outlier contamination rate, the station, the
pressure level, the homogenization algorithm, and if a seasonal adjustment was applied. We
fit 4 different logistic regression models: first one with main effects and then models with
k-way interactions, where k = 2, 3, 4. Table 3.1 reports the deviance, a measure of logistic
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regression model fit, for each model. As the deviance does not decrease substantially after
k increases beyond 2, we use the model with only 2-way interaction terms.
Table 3.2 displays the average fitted efficiency as a function of n, outlier contamination,
and homogenization method. Only the most promising methods from Figure 3.1 are dis-
played here, and the first set of columns are the estimated efficiencies when the seasonality is
not removed. The second set of columns shows the increase in fitted efficiency when the sea-
sonality is first removed with Equation (3.3). The first number indicates the fitted efficiency,
averaged across all station and pressure level combinations, and the number in parentheses
indicates the proportion of station and pressure level combinations where this model attains
the highest fitted efficiency. The robust SNHT with seasonal trend removed is the superior
model in almost all scenarios. However, the traditional SNHT is occasionally better when
the outlier contamination rate is small (0% or 1%). The robust SNHT with a 730 day period
performs slightly better on the 40 year datasets but not enough to warrant its use. However,
this suggests that it may be optimal if many years of data are available. Almost all of the
methods are improved by detrending first, but the SNHT and robust SNHT are not nearly
as affected by detrending. The BinSeg method is improved by over 20% for small sample
sizes with the gain decreasing as the outlier contamination increases. Based on these results,
we use the robust SNHT for the remainder of this paper with N = 365 and seasonal trend
removed.
Plots of the fitted probability that efficiency is positive are given in Figure 3.2. Each
individual line represents a different simulation configuration (number of years simulated
and outlier contamination rate). As seen previously, this plot shows that the SNHT and
robust SNHT attain the highest fitted probabilities in all cases. Also, the efficiency generally
improves as the sample size increases.
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Table 3.1: Deviance for the efficiency logistic regression models.
Model Type Deviance % Reduction
Intercept Only 1973919 —
Main Effects 1564061 20.76%
2-Way Interactions 1505738 3.73%
3-Way Interactions 1483785 1.46%
4-Way Interactions 1475014 0.59%
Table 3.2: The first set of columns show the fitted efficiency averaged over all station and
pressure level combinations when the seasonality is not removed. Numbers in parentheses
indicate the percent of station and pressure level combinations where the given model ob-
tained the highest fitted efficiency. The second set of columns show the change in efficiency
when the seasonality is fit and removed first. Bolded numbers are the best within each row.
For brevity, only those models with the best efficiencies are included here.
# of Outlier Estimated Efficiency Change in Efficiency with Seasonal Model
Years Contam. SNHT-365 robust-365 robust-730 BinSeg-2-log(n) SNHT-365 robust-365 robust-730 BinSeg-2-log(n)
0% 95.7% (3%) 97.5% (3%) 96.5% (0%) 60.3% (0%) 2.3% (3%) 1.3% (90%) 0.8% (0%) 27.3% (0%)
1% 95.6% (0%) 97.8% (7%) 96.8% (0%) 62.0% (0%) 2.3% (0%) 1.0% (93%) 0.7% (0%) 25.9% (0%)
10 2% 95.5% (0%) 98.1% (10%) 97.0% (0%) 63.8% (0%) 2.2% (0%) 0.9% (90%) 0.5% (0%) 24.4% (0%)
5% 95.1% (0%) 98.8% (17%) 97.6% (0%) 68.7% (0%) 2.0% (0%) 0.5% (83%) 0.1% (0%) 20.3% (0%)
10% 94.4% (0%) 99.4% (30%) 98.3% (0%) 76.0% (0%) 1.4% (0%) 0.1% (70%) -0.4% (0%) 14.2% (0%)
0% 96.0% (0%) 97.6% (3%) 97.2% (7%) 68.5% (0%) 2.0% (0%) 1.0% (90%) 0.4% (0%) 21.7% (0%)
1% 95.9% (0%) 97.9% (10%) 97.4% (3%) 69.9% (0%) 1.9% (0%) 0.9% (87%) 0.3% (0%) 20.5% (0%)
20 2% 95.7% (0%) 98.2% (17%) 97.6% (0%) 71.4% (0%) 1.9% (0%) 0.7% (83%) 0.2% (0%) 19.2% (0%)
5% 95.3% (0%) 98.8% (23%) 98.0% (0%) 75.4% (0%) 1.6% (0%) 0.3% (77%) -0.2% (0%) 15.7% (0%)
10% 94.5% (0%) 99.4% (30%) 98.6% (0%) 81.1% (0%) 1.0% (0%) 0.1% (70%) -0.5% (0%) 10.7% (0%)
0% 96.5% (0%) 97.9% (0%) 98.2% (27%) 81.7% (0%) 1.3% (0%) 0.6% (70%) -0.1% (3%) 12.2% (0%)
1% 96.3% (0%) 98.1% (3%) 98.3% (27%) 82.6% (0%) 1.2% (0%) 0.5% (70%) -0.2% (0%) 11.4% (0%)
40 2% 96.2% (0%) 98.4% (7%) 98.4% (23%) 83.4% (0%) 1.1% (0%) 0.4% (70%) -0.3% (0%) 10.6% (0%)
5% 95.7% (0%) 98.9% (17%) 98.6% (13%) 85.7% (0%) 0.8% (0%) 0.1% (70%) -0.5% (0%) 8.5% (0%)
10% 94.6% (0%) 99.4% (53%) 99.0% (0%) 88.9% (0%) -0.1% (0%) -0.1% (47%) -0.7% (0%) 5.5% (0%)
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Figure 3.1: Boxplot of efficiency scores for the various homogenization algorithms. Note that
this graph is constrained to the efficiency range of (−2, 1) in order to show more detail. The
SNHT and the robust SNHT perform substantially better than their alternatives.
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Figure 3.2: This graph depicts the estimated probability that the efficiency exceeds one from
the efficiency logistic regression model. Each line represents a different simulation config-
uration (number of years simulated and outlier contamination rates). There is substantial
variability among the different simulations, but the SNHT and robust SNHT models perform





Many radiosonde temperature datasets have observations collected over long periods of
time. Thus, it is possible and likely that both systematic and random errors exist in the
data. It is not clear if random errors should be removed from the data prior to systematic
errors, or vice versa. Thus, this simulation study investigates the performance of different
sequences of these quality control methods.
4.1 Random Error Detection
We follow the random error identification process developed and tested in [2]. Given that
errors are present in the data, traditional methods of computing the mean and standard
deviation are known to perform poorly. Thus, the authors use the two-sided Huber estimator,
which produces a robust measure of the location and robust measures of scale for both the
left and right sides of the distribution [14]. The two-sided Huber estimator differs from the
estimator described in Section 3.1 only in that it produces two estimates of scale, σR and
σL. The estimate for σR (σL) is computed using only the data to the right (left) of µ̂.
Anderson et al. [2] investigate several different strategies for selecting subsets of observa-
tions with which to estimate the Huber mean and standard deviations. The Global set uses
all of the observations to estimate the parameters, and the Hourly Combined set takes all
observations within a 45 day and 12 hour window of each observation across all years and
computes parameter estimates for each one. Their final algorithm first removes observations
whose z-scores based on the Global parameter estimates are greater than 6, and then removes
observations whose z-scores based on the Hourly Combined parameter estimates exceed 5.
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4.2 Sequencing Simulation
We apply four different sequencings of homogenization and random error identification
to the data: homogenization followed by random error detection; random error detection
followed by homogenization; homogenization followed by random error detection followed by
homogenization; and random error detection followed by homogenization followed by random
error detection. We refer to these approaches as “Sys-Ran,” “Ran-Sys,” “Sys-Ran-Sys,” and
“Ran-Sys-Ran,” respectively.
We hypothesize that some random errors will not be detected if the data is not homoge-
nized and that the homogenization procedure will not perform as well if random errors are
not first removed. For these reasons, we included the two additional methods “Sys-Ran-Sys”
and “Ran-Sys-Ran”. In both of these approaches, a homogenization procedure is performed
after random error detection. Likewise, a random error detection will be performed after a
homogenization algorithm as well.
In summary, the simulation process is as follows:
1. Simulate and contaminate data as described in Section 2.2.
2. Apply each sequencing of the quality control process.
3. Store the true and false positive rate for random error detection as well as the efficiency
of the homogenization algorithm. The true positive rate, TPR, is defined as the percent
of identified errors that are random errors, and the false positive rate, FPR, is defined
as the percent of identified errors that are not random errors.
4. Steps 1-3 are repeated 1,000 times for each climate zone, pressure level, and sample
size.
4.3 Sequencing Results
The percent of error contamination as well as the number of simulated change points
in the data can strongly influence TPR and FPR. Thus, we again fit logistic regression
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models to the simulation results, where we model each of TPR, FPR, and the probability
that efficiency is positive as the response variables. The dependent variables are sample size,
outlier contamination rate, station, pressure level, and sequencing.
We begin by fitting five logistic models for each of the three responses, first with only
main effects and then models with all k-way interaction terms, where k = 2, 3, 4, 5. The
deviances are given in Table 4.1. We again find that the deviance does not decrease much
when 3-way interaction terms are included in the model, and thus we use models with 2-way
interaction terms for all three responses.
For the TPR model, we find that there is no significant difference between the sequencings
“Ran-Sys-Ran,” “Sys-Ran,” and “Sys-Ran-Sys.” Table 4.2 shows the fitted TPR averaged
across all stations and pressure levels, and the number in parentheses shows the percent of
instances when that model attains the highest fitted TPR. Additionally, these effects are
plotted in Figure 4.1. The table shows that the “Ran-Sys” sequencing performs best when
the outlier contamination rate is small and when the sample size is relatively small. The
other sequences perform similarly and do much better than the “Ran-Sys” sequence when
the sample size is medium to large and as the outlier contamination rate increases.
For the FPR model, we did not find a substantial difference among the four sequencings.
Table 4.3 shows the fitted false positive rates averaged across all stations and pressure levels,
and these effects are plotted in Figure 4.2. In almost all simulations, “Ran-Sys-Ran” attained
the lowest FPR; however, FPR is quite low across all models. Due to this fact, and the
conclusions from the TPR model, we recommend one of the sequencings “Ran-Sys-Ran”,
“Sys-Ran”, or “Sys-Ran-Sys” if the end goal is to maximize FPR and minimize TPR.
Lastly, results from fitting the efficiency model are shown in Table 4.4. The largest
fitted efficiency is almost always obtained with the sequence “Sys-Ran”. However, as shown
in Figure 4.3, the difference among the four sequencings is not substantial. Thus, we
conclude that when using the robust homogenization algorithm, the sequencing chosen does
not have a large effect on the efficiency of the final homogenized data.
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Table 4.1: Deviance for the sequencing logistic regression models.
TPR FPR Efficiency
Model Type Deviance % Reduction Deviance % Reduction Deviance % Reduction
Intercept Only 6278771 — 6236556 — 72340 —
Main Effects 4652806 25.90% 1638936 73.72% 62567 13.51%
2-Way Interactions 4102415 11.83% 322156 80.34% 61498 1.71%
3-Way Interactions 4055216 1.15% 292667 9.15% 61195 0.50%
4-Way Interactions 4045588 0.24% 289578 1.06% 61049 0.24%
5-Way Interactions 4043083 0.06% 289187 0.14% 61030 0.03%
Table 4.2: Fitted TPR averaged over all station and pressure level combinations. Numbers
in parentheses indicate the percent of station and pressure level combinations where the
given sequencing obtained the highest fitted TPR. Bolded numbers are the best within each
row.
Number Outlier
of Years Contamination Ran-Sys Ran-Sys-Ran Sys-Ran Sys-Ran-Sys
0% 57.2% (100%) 48.2% (0%) 48.2% (0%) 48.2% (0%)
1% 55.5% (100%) 48.4% (0%) 48.4% (0%) 48.4% (0%)
20 2% 53.7% (100%) 48.6% (0%) 48.6% (0%) 48.6% (0%)
5% 48.6% (20%) 49.3% (50%) 49.3% (0%) 49.3% (30%)
10% 40.0% (0%) 50.5% (67%) 50.5% (0%) 50.5% (33%)
0% 53.8% (100%) 49.1% (0%) 49.1% (0%) 49.1% (0%)
1% 51.9% (100%) 49.2% (0%) 49.2% (0%) 49.2% (0%)
40 2% 50.1% (77%) 49.3% (13%) 49.3% (0%) 49.3% (10%)
5% 44.5% (0%) 49.6% (63%) 49.6% (0%) 49.6% (37%)
10% 35.6% (0%) 50.2% (63%) 50.2% (0%) 50.2% (37%)
0% 47.0% (0%) 50.9% (47%) 50.9% (0%) 50.9% (53%)
1% 44.9% (0%) 50.8% (47%) 50.8% (0%) 50.8% (53%)
80 2% 42.8% (0%) 50.6% (47%) 50.6% (0%) 50.6% (53%)
5% 36.8% (0%) 50.2% (47%) 50.2% (0%) 50.2% (53%)
10% 27.6% (0%) 49.5% (43%) 49.5% (0%) 49.5% (57%)
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Table 4.3: Fitted FPR averaged over all station and pressure level combinations. Numbers in
parentheses indicate the percent of station and pressure level combinations where the given
sequencing obtained the lowest fitted FPR. Bolded numbers are the best within each row.
Number Outlier
of Years Contamination Ran-Sys Ran-Sys-Ran Sys-Ran Sys-Ran-Sys
0% 0.079% (3%) 0.071% (93%) 0.079% (0%) 0.079% (3%)
1% 0.076% (3%) 0.066% (93%) 0.076% (0%) 0.075% (3%)
20 2% 0.072% (0%) 0.060% (97%) 0.072% (0%) 0.072% (3%)
5% 0.064% (0%) 0.047% (100%) 0.064% (0%) 0.064% (0%)
10% 0.053% (0%) 0.032% (100%) 0.053% (0%) 0.054% (0%)
0% 0.079% (0%) 0.065% (97%) 0.079% (0%) 0.078% (3%)
1% 0.075% (0%) 0.060% (97%) 0.075% (0%) 0.075% (3%)
40 2% 0.072% (0%) 0.055% (97%) 0.072% (0%) 0.072% (3%)
5% 0.064% (0%) 0.043% (100%) 0.064% (0%) 0.064% (0%)
10% 0.053% (0%) 0.029% (100%) 0.053% (0%) 0.053% (0%)
0% 0.078% (0%) 0.054% (100%) 0.078% (0%) 0.078% (0%)
1% 0.074% (0%) 0.049% (100%) 0.074% (0%) 0.074% (0%)
80 2% 0.071% (0%) 0.045% (100%) 0.071% (0%) 0.071% (0%)
5% 0.063% (0%) 0.035% (100%) 0.063% (0%) 0.063% (0%)
10% 0.052% (0%) 0.024% (100%) 0.052% (0%) 0.053% (0%)
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Table 4.4: Fitted efficiency averaged over all station and pressure level combinations. Num-
bers in parentheses indicate the percent of station and pressure level combinations where
the given sequencing obtained the highest fitted efficiency. Bolded numbers are the highest
within each row.
Number Outlier
of Years Contamination Ran-Sys Ran-Sys-Ran Sys-Ran Sys-Ran-Sys
0% 84.7% (0%) 84.8% (0%) 84.9% (100%) 84.8% (0%)
1% 86.3% (0%) 86.5% (0%) 86.5% (100%) 86.5% (0%)
20 2% 87.8% (0%) 88.0% (0%) 88.0% (100%) 88.0% (0%)
5% 91.6% (0%) 91.7% (0%) 91.7% (100%) 91.7% (0%)
10% 95.5% (0%) 95.6% (0%) 95.6% (100%) 95.6% (0%)
0% 93.1% (0%) 93.2% (0%) 93.2% (100%) 93.2% (0%)
1% 94.4% (0%) 94.5% (0%) 94.5% (100%) 94.5% (0%)
40 2% 95.5% (0%) 95.6% (0%) 95.6% (100%) 95.6% (0%)
5% 97.7% (0%) 97.7% (0%) 97.7% (100%) 97.7% (0%)
10% 99.2% (0%) 99.2% (0%) 99.2% (100%) 99.2% (0%)
0% 98.7% (0%) 98.7% (0%) 98.7% (100%) 98.7% (0%)
1% 99.1% (0%) 99.2% (0%) 99.2% (100%) 99.2% (0%)
80 2% 99.4% (0%) 99.4% (0%) 99.4% (100%) 99.4% (0%)
5% 99.8% (0%) 99.8% (0%) 99.8% (100%) 99.8% (0%)
10% 100.0% (0%) 100.0% (0%) 100.0% (100%) 100.0% (0%)
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Figure 4.1: This graph depicts the estimated TPR from the logistic regression model. The
dot in each error bar is the estimated TPR averaged over all station and pressure level com-
binations. The maximum (minimum) of the error bar is the highest (lowest) TPR obtained
across all station and pressure level combinations.
Figure 4.2: This graph depicts the estimated FPR from the logistic regression model. The
dot in each error bar is the estimated FPR averaged over all station and pressure level com-
binations. The maximum (minimum) of the error bar is the highest (lowest) FPR obtained
across all station and pressure level combinations.
Figure 4.3: This graph depicts the estimated efficiency from the logistic regression model.
The middle of each error bar is the estimated efficiency averaged over all station and pres-
sure level combinations. The maximum (minimum) of the error bar is the highest (lowest)




In [11], station 70219 (Bethel, Alaska, USA) is analyzed for change points during the
period 1958 to 2005. We perform a similar analysis to the temperatures observed at this
station from 1951 to 2014, as shown in Figure Figure 1.1, although we use raw radiosonde
temperatures rather than the difference between the observed temperature and a reanalysis.
We apply the robust SNHT to this time series followed by the outlier detection algorithm
described in Section 4.1. As the dataset contains 53 years of data, we use a window of 2
years, N = 730.
The algorithm detected a total of 17 change points and 15 outliers. The detected change
points have mean shifts ranging from −4.21◦C to 2.80◦C, and the average absolute shift is
2.18◦C. The global random error detection algorithm identified 10 errors whose test statis-
tics ranged from 7.71 to 23.61 and averaged 14.23. The windowed random error detection
algorithm detected an additional 5 errors, and their test statistics ranged from 5.24 to 6.52
and averaged 5.69. Figure Figure 5.1 depicts a plot of the time series before and after the
quality control algorithm has been applied. Only a subset of the data is plotted in the
middle panel in order to show the effects of homogenization more clearly. In the 10 year
period shown, three change points are detected as indicated by the dashed vertical lines.
The detected change points shift the mean of the process, and the corrections made in the
quality controlled dataset seem to improve the homogeneity of the final product. The results
found here are similar to those in [11] who found 13 change points, and when we restrict our
analysis to the same time period, we identify 14 change points.
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Figure 5.1: Time series plot of the radiosonde temperature data at station 70219 (Bethel,
Alaska, USA). The top plot shows the data prior to the quality control algorithm, and
the other two show the data after for a subset (middle) and the entire record (bottom).
Dashed vertical lines indicate detected change points, numbers in the top panel indicate the




In this study we evaluate several different homogenization techniques, and we find that the
robust SNHT method with seasonality removed performs the best among those considered.
It attains a high efficiency, indicating that this method is reasonably effective at returning
the data to its uncontaminated state. It attains higher efficiencies then the BinSeg and PELT
algorithms, and it outperforms the non-robust SNHT even when the outlier contamination
rate is small. The optimal period may be a function of the size of the dataset, but the 365
day period is optimal for datasets with 40 years or less.
We also evaluate the effect that the sequence in which the random error detection and
homogenization algorithms are applied have on the final performance of the overall quality
control routine. We find that failing to remove systematic errors before searching for random
errors leads to a much lower true positive rate of the error removal algorithm in most cases.
However, the removal of random errors first does not have a large influence on the detection
of systematic errors as long as a homogenization method that is robust to random errors is
applied.
In the absence of metadata regarding a station’s history, we recommend performing data
homogenization first with the robust SNHT followed by random error detection. This two
step procedure performs significantly better than its reversal, and it performs similarly to
three step procedures. The three step procedures do not perform significantly better than
“Sys-Ran.” Since the three step procedures are more computationally expensive, especially
given the size of the radiosonde archive, we recommend against their use. Our recommended
approach can be applied throughout the archive with minimal human intervention; how-
ever, gains in random and systematic error detection may be realized if metadata, multiple
pressure levels, or multiple station locations are combined, as in [15]. More work is needed
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