Purpose: The shape, size, and location of the x-ray beam spot (where the electron beam strikes the target) in a linac-based radiation therapy machine are of potential clinical significance. Established techniques to measure the beam spot parameters involve specialized hardware and typically assess size and shape of the beam spot or its position, but not both. A simple apparatus and algorithm for measuring all beam spot parameters simultaneously is proposed here. Methods: The apparatus is composed of two partially transmitting edge plates mounted at different vertical positions. The mount for the apparatus slides into the accessory tray of the linac treatment head so that it rotates with the collimator, and it is imaged by the existing electronic portal imaging device (EPID) over multiple collimator angles. A software algorithm takes the acquired images and uses a parallel-beam CT reconstruction technique to compute beam spot size, shape, and position in one computation. In addition, the wobble of the collimator assembly can be estimated. The overall method was validated with both Monte Carlo simulation and with comparison to in-house spot camera measurements on a radiation therapy system. Results: The algorithm correctly predicted the beam spot parameters used for the Monte Carlo simulation to better than 50 lm accuracy in all cases. Furthermore, results from the dual edge method matched spot camera results with 30 lm accuracy for beam spot size and shape, with 80 lm average accuracy for beam spot position, and better than 200 lm accuracy for collimator assembly wobble. Conclusions: We have developed a combination dual edge apparatus and image processing algorithm that, when used on a radiotherapy linac with an EPID, can accurately determine the size and shape of the electron beam spot, its position relative to collimator rotation axis, and the wobble of the collimator assembly.
INTRODUCTION
Radiation therapy treatment machines based on linear accelerators generate x-ray radiation by accelerating an electron beam and directing that beam to collide with a metal target, resulting in Bremsstrahlung radiation. 1 The size, shape, and position of the x-ray source intensity distribution emanating from the spot where the electron beam strikes the target (the beam spot) is of clinical relevance. A lateral displacement of the beam spot from the collimator axis, for example, has been shown to result in an alignment mismatch between opposing radiation fields. 2 In addition, Monte Carlo simulations show that percentage depth dose of the radiation beam can be highly dependent on the diameter of the beam spot. 3 Several methods have been proposed to characterize the size and shape of the beam spot. One common technique is the use of a spot camera. 4 Designs of such cameras vary, 5, 6 but all rely on collimating the x-ray radiation through a set of long, parallel, finely spaced openings that delimit the spread of radiation to the spatial extent of the beam spot. A film is exposed to the collimated radiation, allowing for the determination of the beam spot extent. The method requires time to develop the film, and the resolution is limited by the spacing of the parallel openings. Munro et al. 6 determined the intensity distribution of the beam spot by tomographic reconstruction with the help of a scanning slit collimator. The slit was composed of two large lead/antimony blocks, which had to be translated across the spot while maintaining a constant separation between the blocks. These methods allow for the determination of the beam spot size and shape, but not its displacement from the collimator axis.
Other techniques have been employed to ascertain beam spot position relative to the collimator axis. The most wellknown of these is the split-field test, 2 in which beam spot position is inferred from its effect on the relative placement of the radiation field at diametrically opposed gantry positions. More recently, a set of methods was described 7 to compute beam spot position using either an ion chamber setup or a special mechanical structure that is attached to the collimator and that rotates with the collimator. Neither of these techniques measure the beam spot size or shape.
In this paper, we describe a simple, passive hardware apparatus that attaches to the collimator and which, when imaged with an electronic portal imaging device (EPID) at a multitude of collimator angles, provides simultaneously the beam spot size, shape, and position relative to the collimator rotation axis (CRA). Furthermore, it can be used to estimate the extent of wobble in the collimator assembly.
MATERIALS AND METHODS

2.A. Hardware apparatus and acquisition procedure
The hardware apparatus ( Fig. 1) houses two 2 mm thick rectangular edge plates made from tungsten/tantalum alloy (Ta10W, Stanford Advanced Materials, Irvine, CA). Each edge plate is mounted in a separate aluminum platform and is held in place between a pair of compression springs and a pair of set screws. This arrangement allows for precise lateral translation of the plates and ensures position repeatability of the plates in case they are removed. The upper platform slides into the accessory tray of the linac treatment head (Fig. 2) and is connected to the lower platform by four stainless steel columns. The lower platform is adjustable in height along the columns and can be locked in place by a quick-positioning cam handle (McMaster-Carr, Los Angeles, CA). A typical operating vertical separation of the platforms is approximately 25 cm.
The tungsten/tantalum edge plates are positioned such that when the structure is attached to the treatment head, each plate covers approximately half of the radiation field as seen by the EPID, and the projection of the edge of the upper plate onto the EPID is perpendicular to that of the lower plate (Fig. 3) . The plates are thin enough to be partially transmitting, so it is possible to see the whole length of both edges in the image. Each edge plate has two calibration holes, spaced 1 cm apart, such that the line segment connecting each pair of holes is oriented parallel to its corresponding edge. These are used by the image processing algorithm, described below, to determine the magnification of the projection of each plate onto the EPID.
Once the apparatus is attached to the treatment head, the EPID is moved to a large source-imager distance (typically 180 cm) and acquires MV images of the edge plates at a number of discrete collimator rotation angles. These images are processed by the algorithm to determine the relevant beam spot parameters.
2.B. Reconstruction algorithm
The reconstruction algorithm, which has been implemented in MATLAB R2016b (The MathWorks Inc., Natick, MA), takes the acquired projection images and uses them to derive the beam spot shape, size, and position relative to the CRA as well as the amount of collimator wobble. All of these derivations are based on principles from parallel-beam computerized tomography. 8 The algorithm can be split into two components: a first component that computes the beam spot size and shape, and a second component which uses the results of the first to determine the beam spot position as well as the collimator wobble.
2.B.1. Beam spot size and shape
The first part of the algorithm to compute beam spot size and shape is adapted from earlier work as described by StarLack et al. 9 and amounts to determining the function p(x, y), the two-dimensional beam spot intensity distribution on the plane of the target. The computation can be done using either of the two edges in the image, and so one of the two must be selected as the edge of interest. Template matching 10 is used to detect the projections of the calibration holes, and from their observed separation, the magnification and the sourceto-edge distance (SED) can be computed.
Each projection image, acquired as described in the previous section, is typically rotated so that the selected edge is vertical [ Fig. 4(a) ], although it is also possible to rotate the image so that the edge makes a slight angle with the vertical; this would allow for oversampling as is done in the slanted edge test 11 to measure the modulation transfer function. Assuming isotropic radiative emission from every point on the beam spot, the intensity distribution along any one horizontal row of the rotated image is directly related to the fraction of beam spot that was exposed, that is, not covered by the edge, as was seen at the corresponding position on the imager at acquisition time [ Fig. 4(b) ]. As shown later, the position of the axis of rotation can be arbitrary so long as it is the same for all projection images and both edges.
Mathematically, the expected illumination intensity I ESF ðuÞ as a function of horizontal position u on the imager can be expressed as
H(x) is the Heaviside step function 12 and represents the impulse response of the edge; m is the ratio between the edge-to-detector distance and the source-to-edge distance and represents the effective magnification. The detected intensity distribution thus takes the form of an edge spread function (ESF), 13 but where the spread in the function is not primarily due to the resolution of the detector but instead to the finite extent of the beam spot. More precisely, the actual detector response is the convolution of I ESF (u) with the point spread function (PSF) of the detector. Due to the magnification of the system, the spatial extent of the detected intensity distribution is m times that of the original beam spot distribution p(x, y) (Fig. 5) . It follows, therefore, that if the spatial extent of the detector's PSF is small compared to the magnified spatial variations in the beam spot, then the PSF of the detector can be safely ignored, and the detected intensity distribution can be considered to be dominated by variation in p(x, y).
14 The impact of the detector PSF on I ESF (u) is thus minimized by employing a detector with high resolution and by choosing as large a magnification factor as possible.
The line spread function (LSF) is the derivative of the ESF 12 :
where d(x) is the Dirac delta function. The LSF is thus a lateral (i.e., integrated along the vertical direction only) profile of the original beam spot intensity, stretched out in the horizontal direction by a factor of m. This profile is just the Radon transform of the intensity distribution along the vertical direction. 8 As images are acquired from different collimator angles, the algorithm generates one LSF for each angle (Fig. 6) ; the set of LSFs can be assembled into a sinogram which is used to reconstruct the original beam spot intensity distribution through parallel-beam tomographic reconstruction 6 (Fig. 7) . The algorithm can generate a sinogram from either edge; in practice, the sinogram from the upper edge is the one reconstructed to generate the beam spot shape since the upper edge is closer to the source and therefore provides higher magnification and thus higher effective resolution.
2.B.2. Beam spot position and collimator assembly wobble
The second component of the algorithm utilizes the sinograms from the first part to determine beam spot position and collimator wobble. The algorithm relies on the fact that the position of the reconstructed beam spot on the imager as computed using the upper edge will be different from that as computed from the lower edge ( Fig. 8) by virtue of the differing heights of the two plates. The differing beam spot reconstruction positions on the imager can be used to fix the lateral position of the beam spot on the target. Indeed, it can be shown (see Data S1) that
where r is the position of the spot in the target plane relative to the center of reconstruction on the target, SED 1 and SED 2 are the source-to-edge distances of the upper and lower edge plates, respectively, and ũ 1 and ũ 2 are the positions of the reconstructed beam spot in the imager plane based on the upper and lower edge reconstructions, respectively (Fig. 9 ).
The objective is to find r CRA , the lateral position of the beam spot relative to the CRA (Fig. 9 ). The determination of r in Eq. (3) is not that useful by itself because it measures the lateral displacement of the beam spot relative to the arbitrarily chosen tomographic reconstruction axis. If the reconstruction axis was to be shifted by an amount Dr so that it coincided with the CRA, then r ¼ r CRA and Eq. (3) would give the quantity sought after. It can be shown (see Data S1) that an estimate for this shift Dr is
where
Two versions of this algorithm component have been implemented: an iterative version and a noniterative version. In the iterative version ( algorithm to determine beam spot position is coded as two nested loops. In the inner loop, the upper and lower edge sinograms are centered and then reconstructed. If the sinusoidal trace representing the beam spot is not centered in the sinogram, the sinogram will be reconstructed as a ring [ Fig. 11(a) ], whose center position ũ i is difficult to find unambiguously. The function of the inner loop, therefore, is iteratively to shift the sinusoidal trace toward the lateral center of the sinogram (the "sinogram shift") until the beam spot is reconstructed to a compact shape [ Fig. 11(b) ], from which ũ i can be determined easily. The iteration stops when the mean lateral position of the trace falls below a set threshold distance from center. The outer loop repeatedly computes Dr from Eqs. (4) and (5) and shifts the tomographic reconstruction axis by this vector (the "detector shift") so that the reconstruction axis converges in steps onto the CRA. The iteration terminates when the latest computed value of Dr falls below a set threshold. Once that is done, the vector r ¼ r CRA from Eq. (3) gives the lateral offset of the beam spot relative to CRA.
In the noniterative version (Fig. 12) , the two sinograms determined in the first part -one based on the upper edge data and one based on the lower edge data -are used directly to find the values of r, Dr, and r CRA in one step, without performing any tomographic reconstructions. In this version, the algorithm identifies the peak value in each row of the sinogram by either center of mass estimation or by Savitsky-Golay smoothing 15 followed by fitting to a quadratic. The lateral position of the peak in each row as a function of h can be denoted as f peak;i ðhÞ, where i indicates either the upper or lower edge. The algorithm then uses a least-squares approximation to fit a single-period sinusoid to f peak;i ðhÞ; this amounts to splitting the function up as
where f sinu,i (h) represents the fit sinusoid, and f res,i (h) is the residual that cannot be fit to a sinusoid, including any DC term; it can be shown that the latter represents the distance between the edge and the CRA as a function of h. The sinusoidal part can be expressed in the form
whereî andĵ are the unit vectors along the x and y axes, respectively. It is easy to show (see Data S1) that the vectors r, Dr, and r CRA can then be found directly from these sinusoids using the formulas 
and r CRA ¼ rÀ Dr
Finally, for both the iterative and noniterative versions, collimator assembly wobble at each edge plate is computed from f res;i ðhÞ. Since this function represents the distance between the edge and the CRA, any variation in this distance as a function of h can be attributed to collimator assembly wobble.
Generally, the noniterative method was found to be more time efficient than the iterative method, since the former does not require multiple iterations of parallel-beam reconstructions. However, the iterative method appears to be more robust against very low signal-to-noise projection images. The iterative method therefore was a better choice for Monte Carlo reconstruction simulations (see below) where the number of simulated photons was relatively small. In the authors' experience, there were no cases in which images from real image acquisitions were so low in signal-to-noise ratio that the noniterative method could not be used.
2.C. Validation of the method
2.C.1. Monte Carlo simulation
To test the basic algorithm, an in-house simulator package called Monte Carlo using Geant4, Text configuration, and Condor (MC-GTC) was employed. As the name suggests, the package uses Geant4 16 as its underlying Monte Carlo simulation engine as well as HTCondor software 17 for distributed parallelization. MC-GTC was used to simulate the projection images resulting from a system with an electron beam spot, a dual edge apparatus on a rotating collimator, and a flat-panel detector. A 6 MV energy beam was used in all simulations. The beam spot was modeled as a two-dimensional Gaussian profile with a 2 9 2 mm 2 central plateau. Two tungsten edges with 2 mm thickness were modeled as being in parallel, spaced 250 mm apart, and rotating around the CRA. The source-detector distance was set to 1820 mm. The simulations used a Penelope physics list and included radiative particle transport with 5 9 10 8 gamma photons. Modeling of optical light propagation in the scintillator and of electronic noise in the imager were both excluded from the simulation to minimize the run time.
Three sets of simulated projection images, each encompassing one whole collimator rotation, were generated (Table I) , with a different beam spot position relative to the CRA in each set. Each simulation set also featured a different pattern of radial offset between the edges and the CRA; this offset was either held constant such that the closest point on the edge to the CRA traced out a circular trajectory with radius R as the collimator rotated, or varying such that the closest point traced out a pseudo-elliptical trajectory (Fig. 13) . The form for the pseudo-elliptical radial offset as a function of collimator angle was
which is similar but not identical to that of an actual ellipse. 18 This varying radial offset reproduced the effect of collimator assembly wobble. The simulated projection images were then fed into the MATLAB implementation of the iterative version of the algorithm, and the found values of beam spot position and collimator assembly wobble were compared to the simulated values.
2.C.2. Experimental validation of beam spot size and shape
Experimental validation was performed on a TrueBeam â system (Varian Medical Systems, Palo Alto, CA). The dual edge apparatus was attached to the accessory tray (Fig. 2) . The TrueBeam â system was equipped with the standard aS1200 EPID (Table II) p Gauss ðx; yÞ ¼ Ae
as a quantitative measurement of size and shape. The same beam spot was also imaged using an in-house spot camera 9, 20 ( Table III) , and the resulting intensity distribution was also fit to a two-dimensional elliptical Gaussian. The fits generated by the two methods were compared to determine their degree of similarity.
2.C.3. Experimental validation of beam spot position
Beam spot position was measured using the noniterative dual edge method for a set of discrete settings of the electron beam position steering coil current. This particular TrueBeam â system had been previously optimized at a radial position steering coil current setting of 0.000 A and transverse position steering coil current setting of À0.118 A. Two different tests were performed. In the first test, the radial position steering coil current was set first to À1.250 A, then to 0.000 A, and finally to 1.000 A with the transverse coil fixed at its optimized setting. In the second test, the transverse position steering coil current was set first to À1.118 A and then to 1.132 A with the radial coil fixed at its optimized setting. For both tests, the range of coil currents was chosen to ensure that beam output always remained within 10% of its optimized value. For each of the resultant combinations of radial and transverse current settings, five consecutive image acquisitions of the dual edge apparatus were taken, each over a whole collimator rotation as described in Section 2.C.2. The inhouse spot camera was then used independently to measure the beam spot position over the same set of settings of the steering coils. For this experiment, the recording medium for the spot camera was the aS1200 EPID instead of film; this allowed for a more precise measurement of beam spot position since the EPID could be reliably placed at the same position throughout all the spot camera acquisitions. The EPID was positioned at 182 cm sourcedetector distance for both dual edge and spot camera measurements. Beam energy was kept at 6 MV for all experiments. The positions reported by the two methods at identical steering coil settings were compared. Since the spot camera was not able to measure absolute position of the beam spot relative to CRA, only relative changes in beam spot position were compared. 
2.C.4. Experimental validation of collimator assembly wobble
Finally, upper edge offset from the CRA was measured as a proxy for collimator assembly wobble. In a realistic collimator wobble scenario, both the upper and lower edges would wobble together. However, since the algorithm measures edge offset from the CRA for each edge independently and attributes variations in this offset to wobble, it was deemed sufficient to verify the edge offset for just the upper edge.
The dual edge method image acquisition procedure was carried out with the two-edge plates in an initial position close to the CRA. Then, a depth gauge (Scherr-Tumico Industries, St. James, MN) was used to shift the upper edge plate by a known amount before another image acquisition set was taken. The upper edge plate was shifted from À2 mm to +2 mm in 1 mm increments relative to its initial position, and a full collimator rotation scan was performed at each position of the edge plate. For each position of the upper edge plate, the dual edge algorithm reported its estimate of the absolute separation between the edge and the CRA as a function of collimator angle. Since the actual absolute initial position of the upper edge was unknown, only the relative shifts from initial position as measured by the dual edge method were compared with the corresponding shift values as determined by depth gauge.
RESULTS
3.A. Monte Carlo simulation results
Table IV summarizes the beam spot position results found by the iterative dual edge algorithm for the projection image sets generated by MC-GTC as described in Section 2.C.1. Also reported are the differences between the found values and the original simulated values. Figure 14 plots the radial edge offsets from the CRA (for both upper and lower edges) for one simulation set (Set #2) as a function of collimator angle, both as modeled by the original simulation, and as computed by the iterative dual edge algorithm. Figure 15 plots the difference between the computed edge offset and the original simulated edge offset over all collimator angles for the same simulation set; the root-mean-square (RMS) average of this difference is reported separately for each edge. The RMS average difference was similarly evaluated for each edge in each simulation set, and these RMS values are reported in Table V. 3.B. Experimental results for beam spot size and shape Figure 16 visually compares the beam spot intensity distribution on the TrueBeam â as measured by the dual edge system with that as measured by the spot camera. The dual edge system has higher resolution, but the distributions appear otherwise to be similar. Table VI compares the resulting parameters of the elliptical Gaussian functions [based on Eq. (12)] that were fit to the two beam spot distributions, as described in Section 2.C.2.
3.C. Experimental results for beam spot position
Table VII (Fig. 17) shows the results of measured beam spot position as compared between the dual edge method and the spot camera as described in Section 2.C.3.
3.D. Experimental results for collimator assembly wobble
Results of edge offset trials, as described in Section 2.C.4, are shown in Table VIII . For each position of the edge plate, the dual edge algorithm reports the absolute separation between the edge and the CRA as a function of collimator angle; the table lists the average and standard deviation of this separation over all collimator angles. Since the absolute initial position of the upper edge was unknown, only the relative shifts from initial position as measured by the dual edge method were compared with the corresponding shift values as determined by depth gauge.
DISCUSSION
The current work was prompted by the lack of a single methodology for comprehensive determination of electron beam spot parameters. The aim of this work was to develop and validate a simple method for one-stop measurement of beam spot size, shape, and position, as well as of collimator assembly wobble, in a single scan. Rapid identification of beam spot parameters may have potential use as part of a machine quality control protocol. For example, the method may have utility in checking beam position steering or verifying roundness of the beam spot during factory verification or as part of commissioning. The authors' experience suggests that the beam spot in the TrueBeam â system is extremely stable over time and experiences no observable degradation, even after replacement of components in the TABLE IV. Beam spot position results for the projection image sets generated by MC-GTC, comparing the lateral beam spot positions modeled by the MC-GTC simulation, as reported in Table I, radiation production assembly. This observation coincides with that of a separate finding 21 in which no change was found in beam spot size and shape in a Varian Clinac â 2100C after 2 yr of daily operation. Based on these considerations, dual edge measurements in the field should most likely be performed as an acceptance test only, and not on a routine basis.
Results from MC-GTC simulations (Table IV) show that the dual edge technique can locate the position of a simulated beam spot to an accuracy of 20 lm on average and within 50 lm in all cases tested. The algorithm also correctly determines a simulated varying radial edge offset (Table V) with an RMS average error of less than 40 lm. These results were achieved with Monte Carlo simulations utilizing 5 9 10 8 gamma photons; it is reasonable to suppose that accuracy would be even better with a higher photon count.
Experimental results with the dual edge system compare favorably with those from the spot camera. Elliptical Gaussian fits to the beam spots as determined by the two methods (Table VI) system when an attachment is mounted to the accessory tray, and in principle could be several times faster. The results are in line with a separate study 20 comparing single-edge and spot camera determinations of beam spot dimensions over multiple beam energies; that study reported a maximum difference in major/minor axis distance of 130 lm and maximum difference in angular tilt of 7°. A further study Comparison of edge offset results between the dual edge method and depth gauge measurement. Dual edge results are listed both as reported directly by the algorithm (absolute edge to CRA distance) and relative to the initial position. Difference between dual edge and depth gauge results are listed in the final column. Zero offset indicates that the edge is nominally intersecting the CRA. A positive offset means that the edge extends through the CRA so that the CRA passes through the material of the edge plate; a negative offset means that the edge is pulled away from the CRA so that the CRA passes through air. Table VI correspond to FWHM values of 1.7 and 1.6 mm across the major and minor axes, respectively. In addition, the dual edge system measures shifts in beam spot position comparably to the spot camera. Spot position shifts (Table VII) are measured consistently by both methods with an overall RMS average discrepancy of 80 lm over a 3 mm total position displacement and with a 120 lm discrepancy in the worst case.
Although the spot camera was used here as the gold standard from which to assess the dual edge system accuracy, it is worth noting that the dual edge method is advantageous over the spot camera from a mechanical standpoint. The resolution of the spot camera is limited by the spacing of the openings through which the radiation passes. A perusal of the literature [4] [5] [6] 20 does not reveal any spot cameras with a pixel spacing of less than 250 lm; this appears to be a limitation of the mechanical precision to which these structures can be built. By contrast, the dual edge method relies on the magnification as described in Section 2.B.1; it is due to this magnification that the dual edge method produced a spot image with noticeably higher resolution than that by the spot camera despite having larger pixels. In fact, as a follow-up investigation, square pixel binning was applied post facto to the beam spot image to see the effects on the size measurement. It was found that up to 5 9 5 binning could be applied before the size parameters (r x and r y ) deviated from their original, unbinned values by more than 5%. As this amount of binning corresponds to pixels of 1.7 mm size, it seems safe to conclude that the required pixel resolution can be achieved by most practical imagers, and that neither the pixel pitch of the actual imager nor the modulation transfer function of the scintillator 22 has a noticeable effect on the size measurement. Reasonable results were obtained from measurement of edge offsets, which as described before are a proxy for collimator wobble. Although it was not possible to set the absolute offset between the edges and the CRA, the investigation (Table VIII) shows that the dual edge algorithm can determine relative changes in edge offsets to better than 200 lm in all cases; it seems reasonable to assume that the absolute measurements have the same accuracy.
A few words are in order about possible sources of error. As described in Section 2.B.1, the algorithm makes the assumption that the radiation is emitted isotropically from every point on the beam spot. As Bremsstrahlung radiation is not actually isotropic, 1 this assumption is violated in practice and may serve as a source of error. The algorithm may benefit from future refinements which attempt to take the nonisotropic nature of the radiation into account.
Another possible source of error is extrafocal radiation, which primarily arises from scatter of source photons in the flattening filter. 23, 24 The dual edge technique described in the paper would not distinguish between focal and extrafocal radiation, and so both types of radiation would be reflected in the resulting beam profile without any distinction. However, in a separate experiment (not described in this article), the dual edge technique was used in a flattening filter-free (FFF) configuration, and beam spot size was found to be unchanged to the level of measurement precision of the method. Table VII . As with the data in that table, the position coordinates have been shifted so that the central beam spot position is aligned to the origin for both methods.
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Finally, one has to consider the possibility of mechanical imperfections in the dual edge assembly or accelerator itself that could contribute to geometric error. The dual edge algorithm makes the assumptions that the edge plates and detector panel are parallel, and that all of these elements are perpendicular to the collimator axis. Note, however, that the algorithm is designed to measure the azimuthal angle (i.e., rotation about the vertical axis) of the edge based on the projection, and if there is tilt about any other axis, the algorithm will attribute that tilt to an equivalent azimuthal error and compensate for it. It seems reasonable to assume that the residual error (difference between a physical tilt error and the equivalent attributed azimuthal error) is a second-order effect. As the effect of angular error is small and challenging to evaluate, it is the authors' view that the best remedy for angular errors is to minimize them through experimental design. The angular errors of the machine components are well controlled, and well-known methods are known to calibrate them. 25 Tilt of the dual edge apparatus could similarly be controlled by mounted leveling devices.
CONCLUSIONS
We have developed a combination dual edge apparatus and image processing algorithm that, when used on a radiotherapy linac with an EPID, can accurately determine the size and shape of the electron beam spot, its position relative to collimator rotation axis, and the wobble of the collimator assembly. The hardware apparatus is completely passive and takes advantage of the existing collimator and EPID already present on the linac system. This method is able to find all of these beam spot parameters in one simple procedure, thereby encompassing the capabilities of multiple methods that would otherwise be necessary to make these determinations.
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