The construction of this paper is as follows. In §2, we review the basic definition of our Eisenstein invariants E m mostly from [N10] . In §3, we introduce certain arithmetic sums (Fourier-Dedekind-like sums) S m and discuss their congruence properties. In §4, the sums S m are slotted into certain elementary measures R Acknowledgements. The author would like to thank very much the anonymous referee for many valuable comments including a crucial point which completes the proof of Theorem A in §4. §2. The Eisenstein invariants E m In this section, we shall recall the construction of our invariants E m and add a couple of basic properties which will be necessary for later sections.
Let π be the free profinite group with given generators x 1 , x 2 , z and a relation [x 1 , x 2 ]z = 1, and denote π ⊃ π ′ ⊃ π ′′ ⊃ · · · the derived series (in the profinite sense). Then, the first quotient π/π ′ is the abelianization π ab of π and may be regarded as (2.1)
The second subquotient π ′ /π ′′ has a natural action of π ab by conjugation, hence may be regarded as a module over the complete group ringẐ [ 
Note that, by definition, S 00 (σ) = 1, hence G 00 (σ) = 0. Now, regard the above element G uv (σ) as a measure on the profinite space π ab =Ẑ 2 and define E m (σ; u, v) to be the volume of the subspace (mẐ)
2 ⊂Ẑ 2 by the measure G uv (σ):
In general, the integration over (mẐ) 
where the projective system forms over n ∈ N multiplicatively. Take the m-th component of µ and write
. The issued integral is then nothing but the principal coefficient a 00 of this expression:
Remark 2.8. In the study of monodromy representations in fundamental groups of once punctured elliptic curves, the subgroup
.
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This is especially important to relate the invariants E m (σ; u, v) with Eisenstein measure E σ studied in [N95] , [N99] . However, in the following algebraic arguments, we often do not need to restrict ourselves to A ♭ .
Proposition 2.10. For each σ ∈ A, we have
Here, (
where, for any α, β, γ ∈Ẑ, 
We understand the dot between (
♭ on π/π ′′ , equivalently, determines the measures G 10 (σ) and G 01 (σ). Even for general σ ∈ A, the measure G 10 (σ) turns out to be recovered from the collection {E m (σ; u, v)}. In the proof of loc.cit., we made use of Tsunogai's equation (2.9) to convert knowledge of G 10 (σ) to that of G 01 (σ) for σ ∈ A ♭ . It seems unclear if there is a detour to it with no use of (2.9) for general σ ∈ A. §3. Fourier-Dedekind-like sum: S m Define U : R → R to be the upper continuous saw tooth function
H. Nakamura where ⌊α⌋ denotes the greatest integer not exceeding α, δ Z is the characteristic function of the subset Z ⊂ R, and P 1 (x) is the usual saw tooth function
Let ζ m denote a primitive m-th root of unity. By the standard formula
The following lemmas are our basic tools. We shall write (a, m) to denote the greatest common divisor of a, m ∈ Z.
This formula is essentially equivalent to a well known formula (3.11) appearing later. Here, we shall give a direct proof using the distribution relation of P 1 .
Proof. By (3.1), the left hand side is equal to
Put a =ād, m =md. The first term can be written d
) which turns out to be dP 1 ( 
Q.E.D.
) .
Lemma 3.6.
Proof. By using (3.3), one computes:
Observe that the last bracket is equal to mζ 
which, according to the above lemma, overlaps with our S m (a, c, α, β) in some special cases. An interesting question will be how to formulate (and prove) a reciprocity law well-suited to S m (a, c, α, β).
Proof. It follows from Definition 3.5 and Lemma 3.4 that the difference of both sides amounts to , m) ) ) which vanishes under the condition (a, m)|y.
Proof. By Lemma 3.8, the LHS equals to
which is, by virtue of Lemma 3.4, congruent to
Then, noting that (v, m) = 1 and k ≡ u mod m, we continue the above computation to
Q.E.D. 
Proof. Since (a, m)|a, we may apply Lemma 3.8 to see that the LHS equals to
Moding out half integers, it is congruent to the sum
, where
Making use of the convenient formula
(see [Kn73] , exercise 2.4.37), we find In this section, we shall consider the elementary terms 
Recall that these are elements ofẐ
and can be regarded asẐ-valued measures onẐ 2 . There is a natural immersion of 
. 
Proof. Let us examine Q
Case 2: ζ ̸ = 1, ξ ̸ = 1, ζ a ξ c = 1. In this case, using de l'Hospital's rule, we find:
Case 3: ζ ̸ = 1, ξ = 1, ζ a ξ c ̸ = 1. In this case, using de l'Hospital's rule, we find:
Case 4: ζ = 1, ξ ̸ = 1, ζ a ξ c ̸ = 1. In this case, it follows that 
Case 6: ζ = ξ = 1, ζ a ξ c ̸ = 1. This case is impossible. Case 7: ζ = 1, ξ ̸ = 1, ζ a ξ c = 1. In this case, it follows that
Case 8: ζ ̸ = 1, ξ = 1, ζ a ξ c = 1. In this case, it follows that
Notation 4.4.
For a ∈Ẑ and m ∈ Z, we denote by (a, m) the positive greatest common divisor, i.e., the maximal integer dividing both a, m inẐ. Proof. As recalled in (2.7), the left hand integral ∫
can be interpreted as the principal coefficient a 00 of the congruence:
. Without loss of generality, we may assume r, s ∈ Z. By standard Fourier transformation, we then obtain the following expression (4.6)
Case (i): u ≡ 0 mod mN . Using (4.6) and Lemma 4.2, one finds:
where, denoting by C i the terms from Case i (i = 2, 3, 4) in (the proof of) Lemma 4.2,
) ,
It is then easily seen from Lemma 3.10 that a 00 ≡ 0 mod N/(N, 2). Case (ii): a ≡ 0 mod mN and (c, m) = 1. Using (4.6) and Lemma 4.2, one finds:
where
It then follows easily from Lemma 3.9 (applied for v := c) that a 00 ≡ 0 mod N/(N, 2). Case (iii): c ≡ 0 mod mN and (a, m) = 1. Using (4.6) and Lemma 4.2, one finds:
It then follows easily from Lemma 3.9 (applied for v := a, s := r − a) that a 00 ≡ 0 mod N/(N, 2).
Q.E.D.
Proof of Theorem A. According to Proposition 2.10, G uv (σ) is decomposed as a sum
with (
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It suffices to show that the volume
Let us first consider behaviors of the three terms free from
in the above decomposition of G uv (σ), namely, the first two terms of G uv (σ) and the last term of Rest(
turns out to be annihilated by reduction modulo the ideal (N,x
. This, together with the expression (2.7), implies that ∫
is invariant modulo M (a factor of N ) as long as (u, v) ∈Ẑ 2 belongs to a same congruence class modulo mN . It remains to consider the behavior of 
We can also see that the integration of
over (mẐ) 2 is congruent to 0 mod M , after applying (4.7) with (α, β) = (a, c), (γ, γ ′ ) = (u, u ′ ) to the first term of the above last line. Thus, summing up these arguments we conclude 
In particular, it holds that
In fact, the twisted composition law ([N10] §3.5) implies that, generally for σ, τ ∈ A, (u, v) ∈Ẑ,
holds, where τ 1 τ 2 ) −3 of the basic two automorphisms τ 1 , τ 2 ∈ Aut(π):
and τ 2 :
In [N10] §7, we obtained an explicit formula to calculate E m (σ; u, v) (u, v ∈ Z) from the matrix image of σ by ρ : Aut(π) → GL 2 (Z) (1.1): 
is given by 
Theorem A tells us certain periodical properties of the above matrix after taking the entries' residues by a fixed modulus: Generally, the residual values "E m (σ; u, v) mod M " have mN × mN -periodicity, where N = 2 ε M (ε = 0, 1 according as 2 ∤ M or 2|M respectively). In the case m = 2, M = 3, the values "E 2 (σ; u, v) mod 3" should have 6 × 6-periodicity. For the above chosen σ, cutting out the range −6 ≤ u, v ≤ 6, we obtain the following matrix [ E 2 (σ, i − 7, j − 7) mod 3
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we find 6 × 6-periodicity: , where 8 × 8-periodicity is found: 
