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0.00436 Table OA2 Regression of risk prices on macroeconomic variables.
In this table we regress the time-varying risk prices from our model on the macroeconomic variables that we consider. The risk premium estimates used for constructing the correlation matrix correspond to the restricted models with time-varying risk premiums. The macroeconomic variables we consider are industrial production ("Ind Prod"), nonfarm payroll employment ("Empl"), and the second and fourth principal components ("PC 2"
and "PC 4") of the Stock and Watson data set of 111 variables without missing observations from January 1985 through December 2016 from the McCracken and Ng (2016) FRED-MD data set. We show two variants of each regression for each factor. We first regress the relevant risk price on the individual macro variable, then condition on the macro variables for previous risk factors in the regression. Robust Newey and West (1987) t-statistics are given below the estimates in parentheses, and * and ** denote significance at the 5% and 1% level, respectively. In addition we report the adjusted R 2 and the number of observations.
Risk price regressions
(1)
(1) 
In the case with the restricted B the ordering is such that the first factors are macro factors (if any are included) and the last (if any) are the unobserved factors. The table focusses on the case with time-varying risk premiums, and considers both an unrestricted version ("Unr") and a model imposing the no-arbitrage drift restriction ("Restr"). The table reports the log likelihood ("Likelihood") and the number of parameters for each of the models and provides the Akaike and Schwarz Bayesian information criteria ("AIC" and "BIC"), with the best value for each model highlighted in boldface. For the d o =3 case, as the loadings on the 2nd and 3rd macro factors are similar we restrict a 3 = 0 and A 31 = A 32 = 0.
Panel A: Likelihood and number of parameters -APT on yield changes
Number of risk factors Number of . The focus is on the case with time-varying risk premiums, both unrestricted and imposing the no-arbitrage drift restriction. Panel A depicts the pvalue of rejecting the null hypothesis of the restricted case which imposes no-arbitrage. The horizontal lines depict 95% and 99%, so denote significant rejection of the no-arbitrage restriction at the 5% and 1% level, respectively. Panels B and C provide the AIC and BIC values, respectively. 
Appendix B. Sensitivity to distributional assumptions
To see how robust our results are to alternative distributional assumptions we also estimate two model variations in which we use principal components analysis (PCA). In a first step we run a principal component analysis on the demeaned slope-adjusted yield changes. In particular, writing the PCA asỹ t −μ = Bw t + ε t , whereμ denotes the sample mean, we also obtain estimates for the volatility matrix B and the covariance generating factors w t in this framework. For comparison with the state space model, we use a version of the PCA with var(w t ) = I d , absorbing the factor variances and covariances into B.
In Panel (A) of Fig. B1 we show the estimated loadings on the covariance generating factors. The pattern is very similar to that in Panel (A) of Fig. 2 . The first factor is a slope factor, the second one, too, but with more curvature, even a hump around i = 10 (4 years to maturity). The third factor captures the more distinct hump at 15 months. In general, the PCA loadings on the first k factors are unchanged as more factors are added, a property not shared with the previous state space analysis.
In Panel (B) of Fig. B1 we provide a time series plot of the fitted covariance-generating factors w t . Again, the picture is similar to that in Panel (B) of Fig. 2 , although the factor scores exhibit stronger patterns across time and appear less similar to true noise in the PCA case, compared to the state space case.
The estimated volatility functions B and covariance generating factors w t allow taking another look at the obtained risk prices. To this end, the regression of the sample estimate of the unconditional mean of the slope-adjusted yield changesμ on the estimated volatility matrix from the principal component analysisB produces estimated risk prices. Following Eq. (6), we need to subtractb ib i τ i /2 from each cross-sectional observation. The regression in this case isμ
An important thing to note is that this procedure is only an approximate way to get the risk prices. The estimates of the volatility functions are obtained in the first step through principal components. Thus, the information from the no-arbitrage relation estimated in the second step is not utilized when the volatility functions and covariance generating factors are obtained in the first. The state space approach allows imposing the drift restriction from the outset. In Table B1 we show the estimated risk prices when we estimate Eq. (Appendix B.1) by generalized least squares (GLS), to account for heterogeneity. The covariance used to weight the observations is estimated using the PCA results: var[η] =BB +Ψ, whereΨ is diagonal with elementsΨ ii = (1/T ) tε pattern to those in the state space model in Table 2 , keeping in mind that the ordering of the factors in the table switches in the state space case. In both cases, the leading risk price is largest in magnitude, and all prices are negative, except that on the third factor in the PCA case (fourth in the state space model). The main difference is that the risk prices in the PCA are all insignificant, suggesting less precision in this approach, compared to the state space model.
To obtain time-varying estimates of the risk prices in the PCA framework we estimate a slightly altered version of the above. Based on Eqs. (12) and (9), the relevant cross-sectional regression in period t is
again estimated by GLS using var[η] from above. As in this case the regressand is timevarying, our risk prices will be so, too. This corresponds to the approach of Gultekin and Rogalski (1985) , who used returns and so did not have the convexity term. They got loadings from the classical factor analysis in the first step, and found that at least two factors were priced. They did not adjust for fitted factors, i.e., the termBŵ t was ignored, so their risk price estimates correspond toŵ t + λ t−1 in our case. Thus, their estimates include the factor variation. In our case [Eq. (Appendix B.
2)], the fitted factors reflect the portion of the centered dataỹ t −μ related to the loadingsB, and λ t−1 picks up the part ofμ less the convexity term explained byB. Asμ andB are time-invariant, λ t−1 should be so, too. The time series average of the fitted factors is zero by construction, and if the true but unobserved factor realizations had a nonzero average over the sample period, then this would be picked up by the estimated risk premiums. Thus, following Shanken (1992) , the variance of the average factors constitutes a lower bound on the variance-covariance matrix of estimated risk prices. Estimated risk prices necessarily reflect the factor average, but in the Gultekin and Rogalski (1985) regression they actually reflect the full impact of the factors period by period, instead of the cross-sectional pricing. In Eq. (Appendix B.2), estimated risk prices explain cross-sectional pricing and could be entirely unrelated to the fitted covariance-generating factors, but the analysis also shows that our risk price estimates should be constant through time (ŵ t has exhausted the time variation). This is in contrast to our general state space approach, which allows estimating genuine time-varying risk prices and separate them from the covariance-generating factors.
In Fig. B2 we show the time series of estimated risk prices λ t from regression Eq. (Appendix B.2). Unlike the fitted factors, they are not centered around zero, and, as expected, the time variation is very little and mainly due to numerical issues (the interval on the vertical axis is very narrow, for each of the risk prices).
Table B1
Risk price estimates -Two-step PCA and GLS approach.
This table reports the estimated risk prices using a two-step approach. In the first step, a principal component analysis (PCA) is run on the demeaned slope-adjusted yield changes. In the second step, a crosssectional regression is run to obtain estimates of the risk premiums. The table shows the estimated λ for d = 1, 2, 3, 4. To account for heteroskedasticity and cross-correlation, GLS is used. Asymptotic t-statistics are given below the estimates in parentheses, and * and ** denote significance at the 5% and 1% level, respectively.
Risk prices -Two-step PCA and GLS Number of risk factors Fig . B2 . This figure shows a time series plot of the estimated time-varying risk prices using a two-step approach. In the first step, a principal component analysis is run on the demeaned slope-adjusted yield changes. In the second step, a cross-sectional regression is run to obtain estimates of the risk prices. To account for heteroskedasticity and cross-correlation, GLS is used. The time series plots show the estimated λ t for d = 1, 2, 3, 4.
