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Анотація: Проведено оцінку складності декодування біта інформації при апаратно-програмній 
реалізації турбокодів на цифрових сигнальних процесорах. Розглянуто Map, Max Log Map та Log 
Map алгоритми декодування турбоходів. 
Summary: In the article the analysis of complexity of decoding the information bit is made at hardware-
software realization turbocodes on digital signal processors. Are considered Map, Max Log Map and Log 
Map algorithms of decoding turbocodes. 
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I Введение 
Турбокоды (ТК) обладают высокими корректирующими свойствами при низких отношениях сигнал-
шум в канале связи, могут быть реализованы программным, аппаратным или программно-аппаратным 
способом. Как правило, практически ТК реализуются программно-аппаратным способом на цифровых 
сигнальных процессорах (ЦСП) [1, 2]. В качестве ЦСП широко используется высокопроизводительный  
32-разрядный процессор ADSP-2106x семейства ADSP-21000 с плавающей точкой, который используется 
для обработки речи, графики, звука и др. Процессоры семейства ADSP-21000 выполняют все команды за 
один цикл. Они поддерживают высокую тактовую частоту, а также полный набор арифметических 
операций, включающий помимо традиционных умножения, сложения, вычитания и комбинированного 
умножения/сложения, примитивы деления (1/x и 10 ), сравнения, определения абсолютного значения, 
операции мin, мax, Shift (арифметический сдвиг), Rotate (циклический сдвиг) и др. [3, 4]. Практически все 
они являются общими и для других семейств высокопроизводительных процессоров. Все вычислительные 
операции выполняются в арифметико-логическом устройстве, умножителе и устройстве сдвига 
вычислительного устройства ЦСП. 
Наиболее сложным элементом в структуре ТК является декодер, который использует для 
декодирования специальные алгоритмы. За оценку сложности алгоритмов декодирования ТК в работе 
принято количество элементарных операций, необходимых для декодирования одного бита информации 
ЦСП. 
II Постановка задачи 
Анализ работ [5 – 8] показывает, что при оценке сложности декодирования одного бита информации не 
полностью учитывалось количество проверочных символов с выхода рекурсивного систематического 
сверточного кодера (РССК), обязательное использование нормализации, а основные алгебраические 
операции не были полностью представлены как элементарные. В связи с этим возникает задача анализа 
сложности алгоритмов декодирования ТК с учетом данных особенностей. 
Таким образом, целью работы является аналитическое описание и сравнительный анализ сложности 
реализации декодирования бита информации при использовании Map, Max Log Map и Log Map алгоритмов 
декодирования ТК по показателю количества элементарных операций. 
Данная статья является продолжением работы [8], в которой получена оценка количества 
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алгебраических операций, которые необходимо выполнить для декодирования бита информации. При этом 
основными операциями являются: операции сложения (ADD), умножения (MULT), деления (DIV), 
вычитания (SUB), определение максимального значения (MAX), сравнения (COMP) и определения 
абсолютного значения (ABS) двух чисел, а также логарифмирование (LOG) и экспоненцирование (EXP). 
III Количество алгебраических операций для декодирования бита информации по 
алгоритмам Map, Max Log Map и Log Map 
В табл. 1 – 3 показаны сводные данные, полученные в [8] (для Map, Max Log Map и Log Map 
алгоритмов декодирования), где m – количество ячеек памяти, а q – общее количество символов с выхода 
РССК. 
 
Таблица 1 – Количество алгебраических операций для декодирования бита информации по алгоритму 
Map 
Операции Параметры алгоритма декодирования Мар       ~  ~    L L_e 
ADD 2  2m  q 2m 2m 2m - 1   2  2m - 2  
MULT 2  2m  (q + 3) 2  2m 2  2m   4  2m   
DIV    2m 2m  1  
SUB        2 
LOG       1  
EXP 2  2m        
 
Таблица 2 – Количество алгебраических операций для декодирования бита информации по алгоритму  
Max Log Map 
Операции Параметры алгоритма декодирования Max Log Мар       ~ ~   L L_e 
ADD 2  2m  q 2  2m 2  2m   4  2m   
MULT 2  2m  (q + 3)        
SUB    2m 2m  1 2 
MAX  2m 2m 2m - 1   2  2m - 2  
 
Таблица 3 – Количество алгебраических операций для декодирования бита информации по алгоритму  
Log Map 
Операции Параметры алгоритма декодирования Log Мар       ~ ~   L L_e 
ADD 2  2m  q 3  2m 3  2m   4  2m 2  2m - 2  
MULT 2  2m  (q + 3)        
SUB    2m 2m  1 2 
MAX  2m 2m 2m - 1   2  2m - 2  
COMP  5  2m 5  2m    10  2m - 10  
ABS  2m 2m    22m-2  
 
Полученные алгебраические операции соответствуют выполняемым за цикл работы ЦСП, кроме деления, 
логарифмирования и экспоненцирования. Поэтому для анализа экспоненты и логарифма воспользуемся 





x  в степенной ряд [10], а деление 
b
a  представим как 
b
a 1  (операция 
b
1  (RECIPS) соответствует элементарной для ЦСП [3]).  
С учетом данных преобразований алгебраические операции табл. 1, как выполнимые за один такт 
работы сигнальным процессором, представлены в табл. 4. Операции табл. 2, 3 остаются без 
преобразований, т. к. они соответствуют элементарным. 
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Таблица 4 – Количество элементарных операций для декодирования бита информации по алгоритму Map 
Операции Параметры алгоритма декодирования Мар       ~  ~    L L_e 
ADD 2  2m  q +22  2m + 8 2m 2m 2m - 1   2  2m - 2  
MULT 2  2m  q + 246  2m + 66 2  2m 2  2m 2m 2m 4  2m 1  
RECIPS 20  2m +8   2m 2m  1  
SUB 1       2 
IV Оценка сложности реализации алгоритмов декодирования Map, Max Log Map и 
Log Map на цифровых сигнальных процессорах 
Суммированием получим общее количество элементарных операций для рассмотренных алгоритмов 
декодирования, необходимых для декодирования одного бита информации.  
В результате, сложность декодирования бита информации по показателю элементарных операций для 
соответствующих алгоритмов декодирования определяется следующими формулами: 
Map = 4  2m  q + 305  2m + 84 (1) 
Max Log Map  = 4  2m  q + 21  2m (2) 
Log Map = 4  2m  q + 49  2m – 14. (3) 
Следовательно, сложность алгоритмов декодирования ТК () является функцией от количества ячеек 
памяти РССК и количества символов на выходе РССК: Map = f(m, q), Max Log Map = (m, q), Log Map = (m, q). 
Используя (1), (2), (3), получим оценку количества элементарных операций, которые необходимо 
выполнить сигнальному процессору для декодирования бита информации при использовании РССК 
различного вида в составе кодера турбокода, соответственно для Map, Max Log Map и Log Map алгоритмов 
декодирования. Данные значения представлены в табл. 5 – 7, для различного количества m и q. 
 
Таблица 5 – Количество элементарных операций при декодирования бита информации для Map 
алгоритма 
 q 
m 2 3 4 5 
2 1336 1352 1368 1384 
3 2588 2620 2652 2684 
4 5092 5156 5220 5284 
5 10100 10228 10356 10484 
6 20116 20372 20628 20884 
7 40148 40660 41172 41684 
8 80212 81236 82260 83284 
9 160340 162388 164436 166484 
 
Таблица 6 – Количество элементарных операций при декодирования бита информации для Max Log 
Map алгоритма 
 q 
m 2 3 4 5 
2 116 132 148 164 
3 232 264 296 328 
4 464 528 592 656 
5 928 1056 1184 1312 
6 1856 2112 2368 2624 
7 3712 4224 4736 5248 
8 7424 8448 9472 10496 
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9 14848 16896 18944 20992 
 
Таблица 7 – Количество элементарных операций при декодировании бита информации для Log Map 
алгоритма 
 q 
m 2 3 4 5 
2 214 230 246 262 
3 442 474 506 538 
4 898 962 1026 1090 
5 1810 1938 2064 2194 
6 3634 3890 4146 4402 
7 7282 7794 8306 8818 
8 14578 15602 16626 17650 
9 29170 31218 33266 35514 
 
Зависимость сложности Map, Max Log Map и Log Map алгоритмов декодирования от количества ячеек 






















































q=2 q=3 q=4 q=5
Сергей Зайцев, Сергей Ливенцев, Борис Горлинский 
Правове, нормативне та метрологічне забезпечення системи захисту інформації в Україні, вип. 2 (13), 2006 р 187
 
Анализ рисунков свидетельствует о том ,что сложность реализации алгоритмов декодирования ТК 
возрастает єкспоненнціально с увеличением  m  РССК, а с возрастантем q – незначительно, кроме того, 
видно, что при одинаковых исходных данных более сложным является Map алгоритм, а менее сложным – 
Max Log Map. 
Для сравнения алгоритмов воспользуемся параметрами относительной сложности n, n1 и n2. Параметр n 
показывает, во сколько раз алгоритм Map сложнее Max Log Map, а n1 – соответсвенно Log Map. 
Параметр n2 определяет, во сколько раз Log Map сложнее Max Log Map алгоритма. 
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В табл. 8 – 10 представлены значения n, n1 и n2. 
 
Таблица 8 – Относительная сложность алгоритма Map по сравнению с Max Log Map  
 q 
m 2 3 4 5 
2 11,5 10,2 9,2 8,4 
3 11,2 9,9 9,0 8,2 
4 11,0 9,8 8,8 8,1 
5 10,9 9,7 8,7 8,0 
6 10,8 9,6 8,7 8,0 
7 10,8 9,6 8,7 7,9 
8 10,8 9,6 8,7 7,9 
9 10,8 9,6 8,7 7,9 
 
Таблица 9 – Относительная сложность алгоритма Map по сравнению с Log Map  
 q 
m 2 3 4 5 
2 6,2 5,9 5,6 5,3 
3 5,9 5,5 5,2 5,0 
4 5,7 5,4 5.1 4,8 
5 5,6 5,3 5,0 4,8 
6 5,5 5,2 5,0 4,7 
7 5,5 5,2 5,0 4,7 
8 5,5 5,2 5,0 4,7 
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Таблица 10 – Относительная сложность алгоритма Log Map по сравнению с Max Log Map  
 q 
m 2 3 4 5 
2 1,8 1,7 1,7 1,6 
3 1,9 1,8 1,7 1,6 
4 1,9 1,8 1,7 1,7 
5 1,9 1,8 1,7 1,7 
6 1,9 1,8 1,7 1,7 
7 1,9 1,8 1,8 1,7 
8 1,9 1,8 1,8 1,7 
9 1,9 1,8 1,8 1,7 
 
V Выводы 
- Для адекватного сравнения сложности реализации различных алгоритмов декодирования ТК 
алгебраические операции, необходимые для декодирования бита информации, должны быть представлены 
как элементарные для ЦСП. 
- Сравнительный анализ алгоритмов декодирования показал, что самым сложным является MAP 
алгоритм, т. к., например, при m = 3 и q = 3 сложность этого алгоритма равна  = 2620 элементарных 
операций, и, как показал дальнейший анализ, он в 9,9 раза сложнее Max Log Map алгоритма и в 5,5 раза Log 
Map алгоритма. 
- Полученные выражения целесообразно использовать для анализа сложности реализации кодера и 
декодера ТК на типовых ЦСП с целью выбора элементной базы для реализации ТК.  
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