We consider the forward-backward splitting method for nding a zero of the sum of two maximal monotone mappings. This method is known to converge when the inverse of the forward mapping is strongly monotone. We propose a modi cation to this method, in the spirit of the extragradient method for monotone variational inequalities, under which the method converges assuming only the forward mapping is monotone and (Lipschitz) continuous on some closed convex subset of its domain. The modi cation entails an additional forward step and a projection step at each iteration. Applications of the modi ed method to decomposition in convex programming and monotone variational inequalities are discussed.
Introduction
Let H be a real Hilbert space with inner product hx; yi and induced norm kxk = q hx; xi for x; y 2 H. In the case of H = < n , the space of n-dimensional real column-vectors, h ; i is the Euclidean inner product.] A set-valued mapping (also called \operator") T on H, which is written as T : H ! ! H, associates each point x 2 H with a subset T(x) of H. Denote domT = fx 2 H : T(x) 6 = ;g. The is a maximal monotone mapping that is single-valued and continuous on C, and N C is the normal cone mapping N C (x) = fy 2 H : hy; x 0 ? xi 0 8x 0 2 Cg for x 2 C and is empty otherwise. Then, 0 2 F(x) + N C (x) if and only if x 2 C satis es the variational inequalities of hF(x); x 0 ? xi 0 for all x 0 2 C.
In general, we are interested in nding, for a given maximal monotone mapping T on H, an x 2 H satisfying 0 2 T(x). A classical method for doing this is the proximal point algorithm, proposed by Martinet 27, 28] and generalized by Rockafellar 44, 45 ]:
x k+1 = (I + k T) ?1 (x k ); k = 0; 1; ::: where k > 0. This method and its dual version in the context of convex programming, the method of multipliers of Hesteness and Powell, have been extensively studied (see 1, 15, 18, 21] and references therein) and are known to yield as special cases decomposition methods such as the method of partial inverse 48, 52] , the Douglas-Rachford splitting method and the alternating direction method of multipliers 8, 9, 10, 22] . In the case of T = A+B, where A and B are maximal monotone mappings on H with A single-valued on domA domB, the following forward-backward splitting method:
x k+1 = (I + k B) ?1 (I ? k A)(x k ); k = 0; 1; ::: where k > 0, was proposed by Lions and Mercier 22] , by Passty 37] and, in a dual form for convex programming, by Han and Lou 16] . In the case where B = N C , with C a nonempty closed convex set in H, this method reduces to a projection method proposed by Sibony 49] for monotone variational inequalities and, in the further case where F is the gradient of a di erentiable convex function, it reduces to a gradient projection method of Goldstein and of Levitin and Polyak 1]. This method was extensively analyzed by Mercier 30] and Gabay 13] , and was further studied in 5, 6, 20, 33, 34, 39, 55, 56] . In particular, Mercier ). Moreover, their method incorporates scaling and they derive an explicit formula for the convergence ratio in terms of the constants and the stepsize, from which a minimum-ratio stepsize was calculated. If neither A ?1 nor T is assumed to be strongly monotone, Passty 37] showed that a weighted average of the iterates x k , weighted by the stepsize k , converges weakly to a solution, provided A(x k ) is bounded (it need not be single-valued even) and k is square summable but not absolutely summable. However, such ergodic convergence does not seem very useful in practice. For further discussions of splitting methods and applications, see 9, 11, 14, 30, 34] and references therein.
A nice feature of the forward-backward method is that the backward (i.e., proximal) In this paper, we propose a simple modi cation to the forward-backward method that removes the requirement of A ?1 or T being strongly monotone for convergence. The modication is motivated by the extragradient method of Korpelevich 19] for monotone variational inequalities, which modi es the projection method of Sibony by performing an additional forward step and a projection step at each iteration. By adaptively choosing the stepsize, this method has been shown to converge for monotone continuous mappings in the case H = < n 17, 26, 53] . Our proposed modi ed method is in the same spirit as the extragradient method, performing an additional forward step and projection step onto some closed convex set X domA at each iteration (see (2.3)) and using an adaptive stepsize rule (see (2.4) 
It is well known (see Minty 32] ) that (I + B) ?1 is a single-valued mapping from H to domB. Thus, J( ; ) is a single-valued mapping from domA to domB.
Modi ed Forward-Backward (F-B) Splitting Method. Choose any closed convex set X domA such that X \ T ?1 (0) 6 = ; and either A is Lipschitz continuous on X domB or A is continuous (from the strong topology to the strong topology) on domB and X domB.
Choose any x 0 2 X. For k = 0; 1; :::, we generate x k+1 from x k by choosing an k 2 (0; 1) and letting
Since J( ; ) maps domA to domB domA and x 0 2 X domA, an induction argument yields x k 2 X and x k 2 domB, so A(x k ) and A( x k ) are nonempty for all k = 0; 1; ::. The projection onto X in (2.3) is needed to ensure that A(x k ) is nonempty and that k can be chosen by the stepsize rule below (see the proof of Theorem 3.1(a)).
There are various choices for the set X. If A is Lipschitz continuous on a closed convex subset of domA that contains domB, then we can choose X to be this set. If domB is closed, then a result of Minty 31] (also see 4, Remark 2.1]) implies domB is convex and we can choose X = domB. This occurs, for example, when the constraints are explicit, so that B = G+N C , with C a nonempty closed convex set in H and G : H ! ! H a maximal monotone mapping with domG C. See Section 4 for speci c choices of X in some applications.]
In some cases, such as when domB is unbounded, there may be an advantage in choosing X to be a bounded subset of domB. Also, we can more generally work with a dynamically changing set X k , provided (\ 1 k=0 X k ) \ T ?1 (0) 6 = ;. This does not a ect our convergence result and allows for X k to be adjusted so to better approximate T ?1 (0). For example, if A is Lipschitz continuous on domA = H with constant 0, then following a cutting-plane approach of Solodov and Svaiter 50], we can choose X k to be the half-space X k = fx 2 H : h w k ; x ? x k i 0g; where w k = (x k ? x k )= k ? A(x k ) + A( x k ). Using w k 2 T( x k ) (see (3.12) ) and monotonicity of T, it can be seen that T ?1 (0) X k and if k < 1= , then x k 6 2 X k .
Choosing k requires some care, for it cannot be too large (or the method might diverge) nor can it be too small (or the convergence might be too slow). If A is Lipschitz continuous on X domB, then k can be chosen to be a constant (see Theorem 3.1(a)). However, it is more practical to choose k dynamically using an Armijo-Goldstein-type stepsize rule.
Speci cally, we will choose k to be the largest 2 f ; ; 2 ; :::g satisfying kA(J(
where 2 (0; 1) and 2 (0; 1) and > 0 are constants. We will show that (2.4) is satis ed by all su ciently small, so k is well de ned (see Theorem 3.1(a)). Alternatively, we can choose k to be the largest 2 f k?1 ; k?1 ; k?1 2 ; :::g satisfying (2.4), with ?1 chosen arbitrarily. The resulting k , though more conservative, is cheaper to nd since typically = k?1 will satisfy (2.4). Our convergence results below hold for this alternative stepsize rule also. The above stepsize rules are motivated by, but are simpler than, those given in 58] for an alternating projection-proximal method. These stepsize rules contrast with those for forward-backward splitting methods, which require the stepsize to be less than a constant depending on the modulus of A ?1 or the Lipschitz constant of A and the modulus of A or B, so the latter need to be known or estimated. Related stepsize rules in the context of projection-type methods for variational inequalities are discussed in 17, 26, 51, 53].
Convergence Analysis
In this section we analyze the convergence and the rate of convergence of the method in the previous section. We begin with the following lemma, showing that the algorithmic mapping for the modi ed F-B method has a nonexpansive property analogous to those for projection and proximal methods. Below The preceding two relations show that (2.4) holds whenever is su ciently small, so k is well de ned.
(b). For every x 2 and every k 2 f0; 1; :::g, we have from (2.2) and (2.3) and applying Lemma 3.1 that (3.1) holds with = k , x = x k , x = x k , P X z] = x k+1 and = k , for some k 0 having the desired property. This together with = k in (2.4) yields (3.6). Since (3.6) holds for k = 0; 1; ::: and any x 2 , the sequence fx k g k=0;1;::: is bounded in norm and, by Alaoglu's theorem 36, p. 2], has at least one weak cluster point. Let x 1 be any weak cluster point of fx k g, and we will show that x 1 2 . Consider any subsequence fx k g k2K (K f0; 1; 2; :::g) converging weakly to x 1 . Since x k 2 X and X is closed, then x 1 2 X. Suppose k!1 liminf k > 0. Since (3.6) implies k x k ? x k k ! 0, this together with = k in (2.4) and (2.2) yields kA( x k ) ? A(x k )k ! 0. By (2.1) and (2.2), we also have
for all k. It follows that the left-hand side of (3.9) converges strongly to 0 as k 2 K, k ! 1. Since f x k g k2K is bounded in norm and converges weakly to x 1 , Lemma 3.2 with S = T yields 0 2 T(x 1 ): Thus x 1 2 . Suppose instead A is locally uniformly continuous on X domB and the function x 7 ! min w2T(x) kwk is locally bounded on X. If f k g k2K contains a subsequence that is bounded below by a positive scalar, then an argument analogous to that used above would yield x 1 2 . Otherwise, suppose f k g k2K ! 0. Then for all k 2 K su ciently large, we have k < , so our choice of k implies (2. The minimum is attained uniquely since T(x) is a closed convex set.] Also, we have from (3.9) that the vector z k = x k ? k (A( x k ) ? A(x k )) satis es (
for all k. 
This holds for all k k and, since k , the desired inequality follows it can be checked that x 7 ! min v2B(x) kvk is not locally bounded at (1; 0) 2 domB. The assumption (3.7) made in Theorem 3.1(d) is weaker than the Lipschitzian assumption made in 44, Eq. (3.1)] as it does not require T ?1 (0) to be a singleton. This assumption has been much studied and is known to hold when T is polyhedral 40] (also see 47, Chap. 9] for related discussions). In the case of variational inequalities, corresponding to T = F + N C with F single-valued on a nonempty closed convex set C, we have min w2T(x) kwk = kF(x) + vk for some v 2 N C (x), implying kx ?
Thus, the Lipschitzian property (3.7) and its equivalent formulation as an error bound (3.11) can be inferred from corresponding results for the projection residual R(x) = x?P C x?F(x)], as studied in 23, 24, 35, 57] and references therein. Also, as in 7, 8, 9, 44, 50] , it may be worthwhile to consider inexact evaluation of the backward mapping (I + B) ?1 .
In the case where A is Lipschitz continuous on domA = H with constant and T is strongly monotone with modulus , parts (a) and (c) of Theorem 3.1 imply that x k converge strongly at linear rate to the unique element of T ?1 (0) and the convergence ratio is at most where 1 is the modulus of A (with 1 = 0 allowed). Which estimate is smaller depends on , and 1 = , and whether these estimates re ect the methods' behavior in practice remains to be seen.
Applications
Below we derive new decomposition methods by applying the modi ed F-B method appropriately to special cases of convex programming and variational inequalities. Throughout, for any matrix D 2 < m n , we denote its transpose by D T and its operator norm by kDk = x2< n :kxk=1 max kDxk. For any function f : < n 7 ! (?1; 1], we denote its e ective domain by domf = fx 2 < n : f(x) < 1g. Example 1. Consider the following convex program studied in 56, Sec. 4]: minimize f 1 (x 1 ) + f 2 (x 2 ) subject to Dx 1 + Ex 2 = b; (4.1) where f 1 and f 2 are closed proper convex functions on, respectively, < n 1 and < n 2 and D 2 < m n 1 , E 2 < m n 2 , b 2 < m . We assume that f 1 is strictly convex and co-nite 43 for k = 0; 1; ::: In contrast to the original method, the modi ed method does not require f 1 to be strongly convex for convergence, so f 1 can include functions such as x ln x, which are strictly convex and co-nite, but not strongly convex. On the other hand, the modi ed method requires an additional minimization in x 1 and a projection onto the set X. If f 2 has a separable structure and E = ?I, as considered in 7], then X can be chosen to have a corresponding Cartesian product structure and the projection onto X would decompose accordingly. Alternatively, if f 2 is co-nite so that dom(@f 2 ) ?1 = < n 2 , then X can be chosen to be domB = < m and the projection would be vacuous. Example 2. Consider the variational inequality problem of nding an x 2 H satisfying 0 2 F(x) + N C (x), where C is a nonempty closed convex set in H and F is a maximal monotone mapping that is single-valued and continuous on C. This is equivalent to 0 2 A(x) + B(x), where A and B are the maximal monotone mappings:
A(x) = F(x); B(x) = N C (x):
Applying the modi ed F-B method with this choice of A and B and with X = C (or X = H, if A is Lipschitz continuous on domA = H), we obtain the following (new) double-projection method: for k = 0; 1; ::: As in the method of 58], if Y has a Cartesian product structure or f has a separable structure (e.g., f(x 1 ; :::; x n ) = f 1 (x 1 ) + + f n (x n ) for some functions f 1 ; :::; f n on <), as in certain discrete-time deterministic optimal control problem 5, 46] and in the scheduling of hydro-electric power generation under uncertainty 48], then X 1 can be chosen to have a corresponding product structure and the computation of x k and x k+1 decompose accordingly. See 58] for further discussions of the advantages of such decomposition methods.
Under additional assumptions on the problems, convergence and linear convergence of the methods in Examples 1{5 can be established by appropriately applying Theorem 3.1. For H = < n , weak convergence and strong convergence are equivalent.] Additional applications are discussed in 5, 13, 55, 56] . Notice that the inclusion 0 2 A(x)+B(x) may be reformuated as 0 2 F(x; y 1 ; y 2 ) G(x; y 1 ; y 2 ), where F(x; y 1 ; y 2 ) = (B(x) ? y 2 ); G(x; y 1 ; y 2 ) = (A(y 1 ) + y 2 ) fx ? y 1 g: Then, provided A is single-valued and continuous on H = < n , the method in 58] may be applied to this reformulated problem to obtain a method that has similar computation and convergence properties as, but is more complicated than, the modi ed F-B method. The analysis in 58] is for the case H = < n , although extension to a Hilbert space setting seems possible.] Lastly, there recently have been much study of proximal point methods using a non-quadratic proximal term (see 18] and references therein), and it would be interesting to extend the modi ed F-B method to this setting.
