Rnif) = / / -t) AkfiZk)
where / is in the Hilbert space L2iEp). L2iE") is {/(z) : / is analytic inside the ellipse E" and íS¡¡P\fiz)\2 dx dy exists}, where Ep is the ellipse with foci at ±1, semimajor axis a, semiminor axis b = (a2 -l)1'2 and p = (a 4-b)2, and the double integral is taken over the region inside the ellipse. For additional information on the space L2iE") the reader is referred to Davis [5] . For fixed n, Rn is a bounded linear functional on L2iEf). The problem is to minimize \\Rn\\ = sup (|Än(/)|/||/||) by an appropriate choice of the Ak and zk in Eq. (1) . In [2] the problem of minimizing 11/¿"| | with respect to the Ak was solved, and this paper extends those results to the case of variable base points zk.
The idea of minimizing the norm of the remainder has appeared in several papers. For the Hardy space H2, Yanagihara [9] posed it for 2-, 3-and 4-point quadrature rules and obtained explicit solutions for the weights and points. The first author rediscovered some of Yanagihara's results and also solved the minimization problem for the space L2iEp) in his doctoral dissertation [10] . Valentin extended some of Yanagihara's results for the space H2 and he also considered the space L2iR) (/? being the unit disc) in his doctoral dissertation [8] . For the space H2, Wilf [11] has also considered this problem. In the latter three papers the cases solved were done numerically. The problem is also mentioned in Davis [12] .
2. Minimization of the Norm of the Remainder. For an arbitrary normed linear space X, it is difficult to find a representation of | |Ä"| | that can be computed. However, since L2iEf) is a Hilbert space, the Biesz representation theorem for Hilbert space can be used to find a computable representation of | |Ä"| |. This idea was first applied to quadratures by Davis [3] . Specifically, if {Pmiz)\m=o is a complete orthonormal sequence in L2iEp), then llÄnll2 = Z \RniPm)\2 = Ë \f Pmiz)dz -J2AkPmiZk) In order to calculate this minimum, we set d||Ä"||2/3Afc = 0, d|[/?n||2/dz4 = 0, k = 1, • • -, n and solve the resulting nonlinear system of 2n equations in 2n variables. The equations to be solved are the following :
Newton's method is used to solve the system of Eqs. Example 1. / is analytic on the ellipse E" and ilf = supzeE |/(z)| = e"2, for /(z) = e'2. Since b = (a2 -l)1'2, we have |Ä"(e*2)| *g |fAn|| -\\e*2\\ g ||/?"||ea [waia2 -l)1'2]1'2. This gives an error bound for/(z) = e2 as a function of n and a. For each n we select the value of a from the tables which minimizes this expression. The minimizing values are shown in the table below. Example2. We have M = a(e464-e"4i>)/2and | /2n(z cos z sin z)\ S ||Ä»|| -M (xoi))1'2, for /(z) = z cos z sin z.
The minimizing values are shown in the Tables. Tables 1, 2 , and 3 list the values of the quadrature weights Ak and base points zk, and the corresponding values obtained for ||Ä"|| from Eq. (2), for n = 2, 3, 4, respectively. The minimizing values of the zk are symmetric; hence, only the nonnegative ones are listed. The weights obtained for symmetric base points are equal and so only those weights corresponding to nonnegative base points are listed.
Conclusions
. For the numerous functions tested minimum norm quadratures were, overall, comparable in accuracy to Gaussian quadratures and better than Newton-Cotes and Tchebycheff quadratures. It is generally the case that composite rules must be used to achieve sufficient accuracy in a practical problem and the quadratures of the function z sin z cos z given in Section 3 illustrate the use and accuracy of a composite minimum norm quadrature. It might be noted that the MN rules do not integrate constants exactly and so those theorems requiring the sum of the weights to equal the length of the interval do not apply.
The MN quadratures have interesting asymptotic properties, both as p -> °o and as n -* °°. From Tables 1, 2 and 3 it can be seen numerically that the weights and base points of the MN quadratures seem to approach the weights and base points of the Gaussian quadratures with the same number of points. Valentin [8] has proved a similar result and his proof can be altered to prove the above conjecture, the details of which will appear in a future paper.
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