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Abstract
Di1erent kinds of monoids and semirings have been de2ned in the literature, all of them
named “continuous”. We show their relations. The main technical tools are suitable topologies,
among others a variant of the well-known Scott topology for complete partial orders.
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1. Introduction
Continuous semirings were de2ned by the “French school” (cf. e.g. [16,22]) using
a purely algebraic de2nition. In a recent paper, Esik and Kuich [6] de2ne continuous
semirings via the well-known concept of a CPO (complete partial order) and claim
that this is a generalisation of the established notion. However, they do not give any
proof to substantiate this claim. In a similar vein, Kuich de2ned continuous distributive
multioperator monoids (DM-monoids) 2rst algebraically [17,18] and then, again with
Esik, via CPOs. (In the latter paper, DM-monoids are called distributive -algebras.)
Also here the relation between the two notions of continuity remains unclear. The
present paper clari2es these issues and discusses also more general concepts. A lot
of examples are included. For the sake of clarity and conciseness, the presentation is
restricted to monoids and semirings.
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The main technical tool are some topological concepts presented 2rst by the author
in [13]. At that time the topological approach was used mainly to justify the algebraic
de2nition. In the present paper, however, the topologies used serve as tools in the
proofs.
The paper is organised as follows. Section 2 collects the necessary de2nitions from
the papers mentioned above. In Section 3, we discuss the transition from the CPO-
based de2nition to the purely algebraic one. Section 4 presents results converse to the
previous one. Section 5 summarises our results in the framework of category theory.
Finally, we consider yet another notion of continuity, this time from the realm of CPOs,
and relate it to our results.
2. Basic concepts
The presentation in this section follows [5] but covers also related work. For basic
topological notions, we refer the reader to standard textbooks on the topic, e.g. [14].
We consider monoids (A; ·; 1), which are commutative in most cases and will then
be written additively, i.e. as (A;+; 0). Non-commutative monoids will occur as the
multiplicative structure of semirings.
A function f :An→A, n¿1, on a commutative monoid (A;+; 0) is distributive, if
for all j6n and all a1; : : : ; an; b1; b2 ∈A,
f(a1; : : : ; aj−1; 0; aj+1; : : : ; an) = 0; (1)
f(a1; : : : ; aj−1; b1 + b2; aj+1; : : : ; an) =f(a1; : : : ; aj−1; b1; aj+1; : : : ; an)
+f(a1; : : : ; aj−1; b2; aj+1; : : : ; an): (2)
A commutative monoid (A;+; 0) together with a number of constants and distributive
functions on A is a distributive algebra (or DM-monoid [17,18]). For the sake of
conciseness and clarity, we will consider only one such class of algebras explicitly,
viz. the semirings.
A semiring (A;+; 0; ·; 1) is a distributive algebra such that (A; ·; 1) is a monoid.
2.1. Complete monoids
A complete monoid (A;+; 0; ) is a commutative monoid together with sums for all
families (ai|i∈ I) of elements of A, where I is an arbitrary index set, such that the
following conditions are satis2ed:∑
i∈∅
ai = 0;
∑
i∈{j}
ai = aj; (3)
∑
i∈{j;k}
ai = aj + ak for j = k; (4)
∑
j∈J
(∑
i∈Ij
ai
)
=
∑
i∈I
ai if
⋃
j∈J
Ij = I and Ij ∩ Ij′ = ∅ for j = j′: (5)
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Complete monoids have been studied in detail by Krob [15]. Given a family (ai|i∈ I),
we write F ⊆2n I for 2nite subsets F ⊆ I , and aF for
∑
i∈F ai, and (aF |F ⊆2n I) for
the net of all aF ’s over the partially ordered index set ({F |F ⊆2n I};⊆).
A function f :An→A, n¿1 on a complete monoid (A;+; 0; ) is complete or
-preserving, if for all j6n, all a1; : : : ; an ∈A, and families (bi|i∈ I) on A,
f
(
a1; : : : ; aj−1;
∑
i∈I
bi; aj+1; : : : ; ak
)
=
∑
i∈I
f(a1; : : : ; aj−1; bi; aj+1; : : : ; ak): (6)
Note that every -preserving function is distributive. A complete semiring (A;+; ·; 0;
1; ) is a complete monoid (A;+; 0; ) which is at the same time a semiring (A;+; ·;
0; 1) such that · is -preserving.
If (A;+; 0; ) is complete, the summation topology on A is the collection of all
sets O⊆A satisfying the following condition. If ∑i∈I ai ∈O then there is F0⊆2n I
such that aF ∈O for each F with F0⊆F ⊆2n I . The following characterization follows
directly from the de2nitions.
Lemma 1. Let (A;+; 0; ) be a complete monoid. A subset X ⊆A is closed in the
summation topology i0, for every net (aF |F ⊆2n I) which is frequently in X we have∑
i∈I ai ∈X .
The summation topology is not Hausdor1, in general, see [13]. In the case of semir-
ings, the topology has been named Karner topology in [9].
We now give an example for a complete monoid and semiring.
A semitopological monoid (A; ·; 1; ) is a monoid (A; ·; 1) with a Hausdor1 topology
 such that · is continuous in each argument. (Note: Golan [9] uses the term with a
di1erent meaning.)
A commutative semitopological monoid (A;+; 0; ) is st-complete, if all nets (aF |F
⊆2n I) converge.
Theorem 2 (Karner [13, Property 3]). Every st-complete monoid (A;+; 0; ) becomes
a complete monoid (A;+; 0; ) under∑
i∈I
ai = lim(aF |F ⊆2n I); (7)
where lim is taken with respect to . Moreover, every distributive, argumentwise
continuous function on (A;+; 0; ) is -preserving.
Theorem 2 generalises easily, cf. again [13, Property 3]. A semitopological semiring
(A;+; ·; 0; 1; ) is a semiring (A;+; ·; 0; 1) with a topology  such that both (A;+; 0; )
and (A; ·; 1; ) are semitopological monoids. A semitopological semiring is st-complete
if the underlying semitopological monoid is.
Corollary 3. Every st-complete semiring (A;+; ·; 0; 1; ) is a complete semiring (A;+; ·;
0; 1; ), where the summation is given by (7).
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In fact, Corollary 3 only uses the fact that · is distributive and argumentwise contin-
uous. This allows us to use Corollary 3 for arbitrary st-complete distributive algebras.
Such generalisations will be possible for other results as well but will be stated for
semirings only.
Example 4. Let Q=(Q∞+ ;+; ·; 0; 1;6; ) be the one-point compacti2cation of the dis-
crete space Q+ of non-negative rational numbers and let 6 denote the usual order.
Let the semiring operations be extended for x∈Q∞+ as follows:
x +∞ = ∞+ x = ∞; x · ∞ = ∞ · x =
{
0 if x = 0;
∞ otherwise: (8)
Then Q is an st-complete semiring, hence complete by Corollary 3. The summation
is given as follows:
∑
i∈I
ai =
{
aF if F := {ai = 0} is 2nite;
∞ otherwise: (9)
Proof. All points x∈Q+ are isolated in . Furthermore, the neighbourhoods of ∞ are
the sets with 2nite complements, i.e. all sets Y ⊆Q∞+ with ∞∈Y and Q∞+ \Y 2nite.
Let (ai|i∈ I) be a family of elements of Q∞+ . If ai =0 for all but 2nitely many i∈ I
or ai =∞ for at least one i∈ I , the net (aF |F ⊆2n I) converges trivially.
So let us assume that ai¿0 for in2nitely many i∈ I and that ai¡∞ for all i∈ I . Set
s= sup(aF |F ⊆2n I) where sup is taken in R∞+ . By our assumptions, the sup cannot be
attained, i.e. aF¡s for all F ⊆2n I . Let now b∈Q. If b¡s then there is Fb⊆2n I with
aFb¿b and thus aF¿b for all Fb⊆F ⊆2n I . If b¿s, aF = b for all F ⊆2n I . We set
Fb= ∅ in this case. Let now Y ⊆Q∞+ be a neighbourhood of ∞ and set FY =
⋃
b =∈Y Fb.
Since the complement of Y in Q∞+ is 2nite, FY is a 2nite set. Then for FY ⊆F ⊆2n I ,
aF ∈Y . This shows that lim(aF |F ⊆2n I)=∞ as required.
2.2. Finitary and continuous monoids
A partially ordered ( p.o.) monoid (A;+; 0;6) is a commutative monoid (A;+; 0)
together with a partial order 6 on A such that for all a; b and c∈A, 06a, and a6b
implies a+c6b+c. A is called sum-ordered if a6b holds i1 a+c= b for some c∈A.
(This is also called natural order or di1erence order.) A p.o. semiring (A;+; ·; 0; 1;6)
is a semiring where (A;+; 0;6) is a p.o. monoid and · is monotone in each argument. 1
According to Goldstern [10], a 5nitary monoid (A;+; 0;6; ) is a p.o. monoid
(A;+; 0;6) which is a complete monoid (A;+; 0; ) under the de2nition∑
i∈I
ai := sup(aF |F ⊆2n I): (10)
More precisely, A is 2nitary if all the sups on the right-hand side of (10) exist and
the  thus de2ned satis2es (3)–(5). Note that on a 2nitary monoid, each distributive
function f that preserves the sups of all nets (aF |F ⊆2n I) is -preserving.
1 When 6 is the sum-order, every distributive function is monotone in each argument.
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A 5nitary semiring (A;+; ·; 0; 1;6; ) is both a p.o. semiring (A;+; ·; 0; 1;6) and a
complete semiring (A;+; ·; 0; 1; ) where (A;+; 0;6; ) is a 2nitary monoid.
According to Krob [16], Kuich [17,18], and others, a p.o. monoid (A;+; 0;6) is
called continuous if it is sum-ordered and 2nitary. Kuich and Esik [5,6] use the
term “continuous” as a synonym for our “2nitary”, i.e. without implying the sum-
order.
2.3. Scott-continuous monoids
Recall that a non-empty subset D of a partially ordered set (P;6) is called directed
if each pair of elements of D has an upper bound in D. A CPO is a p.o. set (P;6)
in which every directed subset D⊆P has a least upper bound in P, sup D.
A function f :An→A on a partially ordered set (A;6) is Scott-continuous or
directed-sup-preserving, if for all j6n, all a1; : : : ; an ∈A and all directed sets D⊆A
that have a least upper bound, the set f(a1; : : : ; aj−1; D; aj+1; : : : ; an) has a least upper
bound and
f(a1; : : : ; aj−1; sup D; aj+1; : : : ; an) = sup f(a1; : : : ; aj−1; D; aj+1; : : : ; an): (11)
Note that any Scott-continuous function is argumentwise monotone.
A Scott-continuous monoid (A;+; 0;6) is a p.o. monoid (A;+; 0;6) such that
(A;6) is a CPO and + is Scott-continuous, cf. [5,6]. A Scott-continuous semiring
(A;+; ·; 0; 1;6) is a Scott-continuous monoid (A;+; 0;6) which is a p.o. semiring
(A;+; ·; 0; 1;6) where · is Scott-continuous.
It is well-known that continuity of functions between CPOs (P;6) and (P′;6′) in
the above order-theoretic sense is equivalent to topological continuity with respect to
the so-called Scott-topologies on P and P′.
The Scott-topology on a CPO (A;6) is the collection of all sets O⊆ S such that
(i) for all directed sets D⊆A, sup D∈O implies D is 2nally in O, and
(ii) O is upper.
Scott-closed sets can be characterized as follows:
Lemma 5 (Gierz et al. [8, Remark II.1.4]). Assume that (A;6) is a CPO. A subset
X ⊆A is Scott-closed i0 it is a lower set closed under directed sups.
According to [8], the Scott topology was de2ned to model lim inf convergence. Var-
ious re2nements are discussed in that book (Lawson topology, lim inf -topology). The
authors are very careful not to re2ne the Scott topology too much. In particular, they
want to keep the possibility that the re2ned topology is quasicompact under suitable
conditions.
However, to prove algebraic properties like (3)–(5) compactness does not help:
Example 6. The topology of the semiring Q of Example 4 is second countable and
thus metrizable. Still, this complete semiring is not 2nitary.
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Proof. Consider the sequence an=1=2n, n∈N. Then for every F ⊆2nN, aF gives the
binary expansion of a rational number less than 2. Thus sup(aF |F ⊆2nN)= 2¡∞=∑
n∈N an. So (Q∞+ ;+; 0; ·; 1;6; ) is not 2nitary.
The price one has to pay to keep compactness is that the Hausdor1 separation
property is not satis2ed in general. Since only upper sets are Scott-open, the T0
axiom is the strongest separation axiom that is satis2ed by the Scott topology on
a non-trivial CPO. For the purpose of proving algebraic laws we need a Hausdor1
topology.
2.4. The Scott–Hausdor0 topology
The Scott–Hausdor0 topology on a CPO (A;6) is the collection of sets O satisfying
just condition (i) in the de2nition of Scott topology.
Condition (i) is called property (S) in [8, p. 100]. By Gierz et al. [8, Remark
II.1.4(vii)], this de2nes a topology. As was already noted by the author in [13], this
topology is actually Hausdor1. The Scott–Hausdor1 topology is, in general, too 2ne to
be compact, cf. Example 12.
We can give a characterization of Scott–Hausdor1-closed sets similar to Lemma 5.
Lemma 7. Assume that (A;6) is a CPO. A set X ⊆A is Scott–Hausdor0 closed i0
it is closed under directed sups.
Proof. Suppose that X is closed under directed sups and set O=A\X . Let D⊆A
be directed with sup D∈O. We have to show that D is 2nally in O. By way of
contradiction, assume that D is frequently in X and set D′=D∩X . Then D′ is co2nal
in D and thus directed. But then sup D= sup D′ ∈X . The reverse implication follows
directly from the de2nitions.
The Scott-open sets are related to the Scott–Hausdor1-open sets as follows.
Corollary 8. Assume that (A;6) is a CPO. A subset X ⊆A is Scott-open (-closed)
i0 it is upper (lower) and Scott–Hausdor0-open (-closed).
Proof. Lemmas 5 and 7.
We can also relate Scott-continuous functions to the Scott–Hausdor1-continuous
functions:
Lemma 9. Let (A;6) and (A′;6′) be CPOs and f :A→A′. Then f is Scott-continu-
ous i0 f is Scott–Hausdor0-continuous and monotone.
Proof. Assume that f is Scott-continuous. Then f is monotone, cf. Section 2.3.
Assume now that Y ⊆A′ is Scott–Hausdor1-closed.
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Set X :=f−1(Y ) and let D⊆X be directed. Then f(D) is directed since f is
monotone, and f(sup D)= sup f(D)∈Y since f is Scott-continuous. This implies
sup D∈X . So X is Scott–Hausdor1-closed by Lemma 7.
Assume now that f is monotone and Scott–Hausdor1-continuous and that Y ⊆A′
is Scott-open. Then Y is Scott–Hausdor1-open and upper by Corollary 8. Thus X :=
f−1(Y ) is Scott–Hausdor1-open. Since f is monotone, X is also upper and thus Scott-
open.
There is no general characterization of Scott–Hausdor1-continuous functions. E.g.
if A is 2nite, the Scott–Hausdo1-topology on A is discrete and thus every function
f :A→B is Scott–Hausdor1-continuous.
Lemma 10. Assume that (A;6; ) is a CPO equipped with its Scott–Hausdor0
topology  and that D⊆A is directed. View D as a net indexed by itself. Then
lim D= sup D.
Proof. It follows from the de2nitions that D converges to sup D. This limit is unique
since the Scott–Hausdor1 topology is Hausdor1.
3. Scott-continuous monoids are *nitary
In this section, we show that every Scott-continuous monoid (A;+; 0;6) gives rise
to a complete monoid (A;+; 0; ). As the authors note in [6], arbitrary in2nite sums
can be de2ned in a Scott-continuous semiring according to (10).
Theorem 11. Every Scott-continuous monoid (A;+; 0;6) is a 5nitary monoid (A;+; 0;
6; ) where  is de5ned by (10).
Proof. Give A the Scott–Hausdor1 topology . For a∈A, the mappings x → x +
a and x → a + x are continuous by Lemma 9. For every family (ai|i∈ I), the set
D= {aF |F ⊆2n I} is directed. Thus lim (d|d∈D)= sup D=
∑
i∈I ai by Lemma 10.
Since the mapping F → aF is monotone, lim(aF |F ⊆2n I)=
∑
i∈I ai as well. Hence
(A;+; 0; ) is st-complete, and so (A;+; 0; ) is a complete monoid by Theorem 2. It
is then 2nitary by de2nition.
Example 12. The semirings (N∞;+; ·; 0; 1;6; ) and (R∞+ ;+; ·; 0; 1;6; ) are
2nitary. The semiring operations are de2ned according to (8). In the case of a count-
able index set,  coincides with the usual sum. Thus, it is easy to check that the
Euclidean topology makes these semirings st-complete. The Scott–Hausdor1-topology
is just the “half-open” topology with base sets {0} and all half-open intervals (a; b].
Hence it is not compact.
A p.o. complete semiring (A;+; ·; 0; 1;6; ) is Scott-continuous if the underlying
p.o. complete monoid (A;+; 0;6; ) is and · is Scott-continuous.
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Corollary 13. Every Scott-continuous semiring (A;+; ·; 0; 1;6) is a 5nitary semiring
(A;+; ·; 0; 1;6; ) where  is de5ned by (10).
Remark 14. The authors of [6] did not provide a proof for Theorem 11. They seem
to imply that a direct proof from the de2nition of  is also possible.
The Scott–Hausdor1-topology on a Scott-continuous monoid (A;+; 0;6) is coarser
than the summation topology on its 2nitary expansion (A;+; 0;6; ). This is not unex-
pected since the summation topology deals with convergence of very particular directed
sets, not of arbitrary directed sets. Still, we may ask under which conditions the Scott–
Hausdor1-topology coincides with the summation topology.
Example 15. Choose A=R∞+ \(0; 1). Let 6 denote the usual order (inherited from
R∞+ ). Note that the semiring (A;+; ·; 0; 1;6) is not sum-ordered since (0; 1) is missing.
As sup(1; x)= x, {x} cannot be Scott–Hausdor1 open. On the other hand, it is easy to
see that all points in A\{0; 1;∞} are isolated in the summation topology. Thus for A,
the Scott–Hausdor1 topology is strictly coarser.
The example is not surprising since there are “many more” directed sets than there
are nets for the summation topology. Thus, it is more interesting to restrict ourselves
to sum-ordered complete monoids.
Proposition 16. Assume that (A;+; 0;6; ) is a 5nitary monoid satisfying one of the
following conditions: (i) + is idempotent, (ii) 6 is the sum-order and every directed
set has a countable co5nal subset. Then the Scott–Hausdor0-topology coincides with
the summation topology.
Proof. (i) Let O⊆A be summation-open and let D⊆A be a directed set with sup D
∈O. Since + is idempotent, sup D= ∑a∈D a. Thus, there is F0⊆2n D with aF ∈O for
F0⊆F ⊆2n I . Since D is directed, there is d0 ∈D with aF06d0. Now for d06d1 ∈D,
we have d1 =d1 + aF0 = aF0 ∪{d1} ∈O.
(ii) It suQces to show that every summation-closed subset X of A is Scott–Hausdor1-
closed. Let D⊆X be directed and let D′⊆D be co2nal and countable. An easy induc-
tive construction gives us a monotone sequence bn, n∈N, of elements of D′ that is
co2nal with D′. We de2ne a0 = b0 and choose an+1, n∈N, with bn+an+1 = bn+1. Then
a{0;:::;n}= bn and thus the net (aF |F ⊆2nN) is frequently in X . Thus, sup D= sup D′=
supn∈N bn=
∑
i∈N ai ∈X .
Still, we have strict containment of the topologies, in general. In view of
Proposition 16, it is not surprising that the following is rather involved. (As usual,
we identify an ordinal with the set of ordinals preceding it.)
Example 17. Let A=((R∞+ )!1 ;+; ·; 0; 1;6; ) be the !1-fold product of the 2nitary
semiring (R∞+ ;+; ·; 0; 1;6; ) with itself. Here !1 denotes the 2rst uncountable ordi-
nal. (We use the same symbols for the operations in R∞+ and (R∞+ )!1 since there is
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no danger of confusion.) Choose a 2xed positive real number b and de2ne the trans-
2nite sequence (x!; !6!1) by (x!)!′ = b if !′¡!, 0 otherwise. Set X = {x!|!¡!1}.
Then X is a chain and sup X = x!1 . (In fact, X ∪{x!1} is well-ordered and ! → x!
de2nes an order isomorphism.) Then X is summation-closed but not Scott–Hausdor1-
closed.
Proof. Since sup X =∈ X , X is not Scott–Hausdor1-closed by Lemma 7. Let (ai; i∈ I)
be a family of elements such that the net (aF |F ⊆2n I) is frequently in X . Thus for
every F ⊆2n I there is E(F) with F ⊆E(F)⊆2n I and aE(F) ∈X . By Lemma 1, we have
to show that a=
∑
i∈I ai ∈X .
For arbitrary F ⊆2n I , we have aF6aE(F) = x!F¡x!1 . Thus, a6x!1 since A is con-
tinuous. If a!¿0 then there is j with (aj)!¿0. Thus, b=(aE({j}))!6a!6(x!1 )!6b.
So we have a! ∈{0; b} for all !¡!1. If a#= b and !¡#, a!= b follows by a similar
argument.
From the preceding considerations, it follows that a= x!′ for some !′6!1. It re-
mains to show that !=!1 cannot hold. Let I0 = {i∈ I |ai =0}. If for J ⊆ I we have∑
i∈J ai = x!J ∈X then for all i∈ I\J and all !¡!J we must have (ai)!=0. (Note
that additive cancellation is crucial here!) It follows that if, for some J ′,
∑
i∈J ′ ai ∈X
as well then J\I0⊆ J ′\I0 or J ′\I0⊆ J\I0. Let (Fk |k ∈K) be the family of 2nite sub-
sets of I with aFk ∈X . Then {Fk\I0; k ∈K} is a chain of 2nite sets. Thus, K is at
most countable and a6 supk∈K aFk = supk∈K aFk\I0¡x!1 since the sup of an at most
countable set of countable ordinals is countable.
Note that we may replace R∞+ with N∞ in the above example.
Example 17 shows that the countability restriction in (ii) of Proposition 16 is sharp.
Condition (ii) is satis2ed, e.g. if A=R∞+ . An easy diagonal argument shows that
the condition does not carry over to countable products. Thus power series semirings
((A〈〈∗〉〉)Q×Q)%∗×%∗ do not satisfy (ii) even if A does.
4. Continuous monoids are Scott-continuous monoids
This section deals with the converse of the previous one. We show that sum-ordered
2nitary monoids are Scott-continuous. Furthermore, we show that the sum-order is
essential here. Thus the converse of Theorem 11 does not hold in general. However,
the author proved the following result in [13].
Theorem 18. [Karner [13, Theorem 14]] If (A;+; 0;6; ) is a 5nitary monoid where
6 denotes the sum-order, then (A;6) is a CPO.
We strengthen this result as follows.
Theorem 19. If (A;+; 0;6; ) is a 5nitary monoid where 6 denotes the sum-order,
then (A;+; 0;6) is a Scott-continuous monoid.
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Proof. By Theorem 18 we only have to show that addition is Scott-continuous. Thus,
we have to show that for every directed set D⊆A and s∈A, we have sup(s + D)=
s+sup D. Suppose 2rst that D is a well-ordered chain. Then by the proof of Theorem
18, there is a family (ax|x∈D) with
∑
y6x ay = x for all x∈D and
∑
y∈D ay = sup D.
For every x∈D we have s + x6s + sup D and thus sup(s + D)6s + sup D. Let
j =∈ D be a new index and de2ne aj = s. Then for F ⊆2n D∪{j},
aF 6 aF∪{j}= s+ aF\{j} 6 s+
∑
x6max(F\{j})
ax
= s+max(F\{j})6 sup(s+ D):
Thus, s+ sup D =
∑
x∈D∪{j} ax6 sup(s+ D) since A is 2nitary.
Assume next that D is an arbitrary chain. Then there is a co2nal well-ordered D′⊆D.
Clearly, s+ D′ is well-ordered and co2nal in s+ D. Thus
sup(s+ D) = sup(s+ D′) = s+ sup D′ = s+ sup D:
Using the methods of [21, Corollary 1] the statement easily transfers to arbitrary di-
rected sets.
The above argument transfers to -preserving functions.
Corollary 20. If (A;+; ·; 0; 1;6; ) is a 5nitary semiring where 6 denotes the
sum-order, then (A;+; ·; 0; 1;6) is a Scott-continuous semiring.
The following example (again from [13]) shows that Theorem 19 cannot be gener-
alized to arbitrary 2nitary semirings.
Example 21. Consider A1 = {0;∞}∪ ([1;∞]∩Q)⊆ (Q∞+ ;+; ·; 0; 1;6). Here +, ·; and
6 have their usual meaning. Note again that the semiring (A1;+; ·; 0; 1;6) is not sum-
ordered, cf. Example 15. The summation is given by (9). Since the 2nite partial sums
of an in2nite family (of non-zero elements) grow without bound, (A1;+; ·; 0; 1;6; )
is 2nitary. As 6 is a total order, every subset of A1 is directed but there are clearly
subsets without sup.
Thus, Scott-continuous semirings are more general than continuous semirings but are
themselves special cases of 2nitary semirings. A similar but somewhat vague statement
is given in [6]. Note that the proof of our non-trivial Theorem 19 is completely missing
in [6].
5. Categorial considerations
In this section, we show the equivalence between algebraic and topological de2ni-
tions. The equivalence is actually an equivalence of categories. For foundational issues
concerning classes of complete monoids see [10]. For notions taken from category
theory see [20].
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In the de2nitions of the various categories below, the notions “continuous” and
“closed” always refer to the topology in question.
5.1. st-Complete monoids
HAUSM : : : complete monoids where the summation topology is Hausdor1, with
-preserving unary functions
STM : : : st-complete monoids with continuous -preserving unary functions
STM1 : : : same as STM but all monoids carry the summation topology
Note that a -preserving unary functions is always a monoid morphism. Moreover,
a continuous monoid morphism is always -preserving, cf. [13, Proposition 4] and
Proposition 23.
Theorem 22. The forgetful functor U from STM to HAUSM is faithful but not full.
Its left adjoint F is both full and faithful. It endowes every object in HAUSM with
its summation topology, e0ectively giving an object in STM1. As a consequence,
STM1 is a core<ective subcategory of STM, and HAUSM is equivalent to STM1.
The proof is based on the following auxiliary results.
Proposition 23. If (A;+; 0; ) is an st-complete monoid and  its induced summation,
then the summation topology  de5ned by  is 5ner than  and hence Hausdor0. If
(A;+; 0; ) is a complete monoid and the summation topology  is Hausdor0, then
(A;+; 0; ) is an st-complete monoid.
Proof. The 2rst claim is [13, Proposition 9]. For the second, note that (A;+; 0; )
is semitopological by [13, Lemma 6]. If  is Hausdor1, then every net (aF |F ⊆2n I)
converges in  to
∑
i∈I ai.
Proposition 24. Let (A;+; 0; ) and (A′;+′; 0′; ′) be st-complete monoids and h :
A→A′ a monoid morphism. If h is continuous with respect to (; ′), it is complete
with respect to the induced summations  and ′. If the latter holds, h is continuous
with respect to the summation topologies  and ′ .
Proof. If h is complete with respect to (; ′), it is continuous with respect to (; ′)
by [13, Lemma 6]. The reverse implication is [13, Proposition 4].
If A does not carry the summation topology, the result does not hold, in general: if
 =  and A=A′, then id :A→A′ is complete but not continuous with respect to 
and ′ . Examples 12, 15, and 17 give semirings where  = .
Proof of Theorem 22. Proposition 23 shows that U and F act as functors on the objects
as required. The statement for morphisms is Proposition 24. U is not full by the
remark after Proposition 24. F is full by Proposition 24. The composition U ◦F is
the identity on HAUSM and thus is trivially naturally isomorphic to the identity.
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A similar statement holds for F ◦U and STM1. (We use the same name for U and
its restriction to STM1.) F ◦U is then also the coreTector from STM to STM1.
The results transfer to distributive algebras where morphisms respect all constants
and distributive functions. Thus, we de2ne categories of semirings like there monoid-
counterparts with the additional condition that the morphisms respect 1 and multipli-
cation.
Corollary 25. The forgetful functor U from STSR to HAUSSR is faithful but not
full. Its left adjoint F is both full and faithful. It endowes every object in HAUSSR
with its summation topology, e0ectively giving an object in STSR1. As a conse-
quence, STSR1 is a core<ective subcategory of STSR, and HAUSSR is equivalent
to STSR1.
5.2. Finitary monoids
The results in this section are similar to the previous one.
FINM : : : 2nitary monoids with -preserving monotone unary functions
POSTM[0;m] : : : p.o. st-complete monoids where all intervals [0,m] are closed,
with continuous -preserving monotone unary functions
POSTM1[0;m] : : : same as POSTM[0;m] but all monoids carry the summation
topology
The categories just de2ned are respective subcategories of the ones from Section 5.1.
Example 34 shows that they are not full subcategories.
Theorem 26. The forgetful functor U from POSTM[0;m] to FINM is faithful but not
full. Its left adjoint F is both full and faithful. It endowes every object in FINM with
its summation topology, e0ectively giving an object in POSTM1[0;m]. As a consequence,
POSTM1[0;m] is a core<ective subcategory of POSTM[0;m], and FINM is equivalent
to POSTM1[0;m].
The proof needs the following result.
Proposition 27 (Karner [13, Theorem 10]). Let (A;+; 0;6; ) be a p.o. complete
monoid. Then the following statements are equivalent:
(i) (A;+; 0;6; ) is a 5nitary monoid.
(ii) All intervals [0; m] are closed in the summation topology.
(iii) A is also an st-complete monoid (A;+; 0;6; ) where all intervals [0; m] are
closed in .
Proof of Theorem 26. By Proposition 27, U and F actually work between the cat-
egories mentioned. U is not full by the remark after Proposition 24. F is full by
Proposition 24. The rest follows by Theorem 22.
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Again the results transfers to distributive algebras.
Corollary 28. The forgetful functor U from POSTSR[0;m] to FINSR is faithful but
not full. Its left adjoint F is both full and faithful. It endowes every object in FINSR
with its summation topology, e0ectively giving an object in POSTSR1[0;m]. As a con-
sequence, POSTSR1[0;m] is a core<ective subcategory of POSTSR[0;m], and FINSR is
equivalent to POSTSR1[0;m].
5.3. Scott-continuous monoids
As we saw, Scott-continuous monoids have two “canonical” topologies associated
with them, viz. the Scott–Hausdor1 topology and the summation topology. Our functors
will always use the Scott–Hausdor1 topology since replacing the topology of an
st-complete monoid with the corresponding summation topology is independent of the
CPO property.
ScM : : : Scott-continuous monoids with Scott-continuous monoid morphisms
Theorem 29. There is an embedding FScH of ScM in POSTM[0;m] given by adding
the Scott–Hausdor0-topology.
We 2rst note an easy consequence of Theorem 11.
Corollary 30. Every morphism of Scott-continuous monoids is a morphism of 5nitary
monoids.
Proof. Let f be a morphism of Scott-continuous monoids. Then f is monotone and
preserves directed sups. Since f is also distributive and preserves the sups of nets, f
is -preserving for the  de2ned by (10).
Proof of Theorem 29. By Lemma 7 all intervals [0; m] are closed in the Scott–
Hausdor1-topology.
It remains open whether FScH is full. Note that Example 34 cannot be used to settle
the question in the negative since h is not monotone.
The corresponding result for semirings reads as follows.
Corollary 31. There is an embedding FScH of ScSR in POSTSR[0;m] given by adding
the Scott–Hausdor0-topology.
5.4. Continuous monoids
Finally, we consider the sum-order in relation with the categories of the previous
sections.
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SOFINM : : : sum-ordered 2nitary monoids with -preserving unary functions
SOSTM[0;m] : : : sum-ordered st-complete monoids where all intervals [0,m] are
closed, with continuous -preserving monotone unary functions
SOSTM1[0;m] : : : same as SOSTM[0;m] but all monoids carry the summation
topology
SOSTMScH : : : same as SOSTM[0;m] but all monoids carry the Scott–Hausdor1
topology
SOScM : : : sum-ordered Scott-continuous monoids with Scott-continuous unary
functions
First note that -preserving functions of sum-ordered monoids are always monotone.
Thus, the corresponding conditions mentioned above are in fact redundant. Note also
that SOSTM1[0;m] and SOSTM
ScH are distinct categories by Example 17.
Theorem 32. The forgetful functor U from SOSTM[0;m] to SOFINM is full and
faithful. It has two left adjoints F and FScH given by Theorems 22 and 29. Both are
full and faithful. Thus, the four categories SOFINM, SOSTM1[0;m], SOSTM
ScH, and
SOScM are equivalent!
We need the following auxiliary result.
Proposition 33. Let (A;+; 0;6) and (A′;+′; 0′;6′) be Scott-continuous monoids and
h :A→A′ a monoid morphism. Suppose that A is sum-ordered. Then h is complete
with respect to the induced summations  and ′ i0 h is continuous with respect to
the Scott–Hausdor0 topologies.
Proof. Assume that h is complete. The proof of Theorem 19 shows that every complete
function is Scott-continuous. (Note that there we did not use that the codomain was
sum-ordered.) Thus, by Lemma 9, h is Scott–Hausdor1-continuous. On the other hand,
assume that h is Scott–Hausdor1-continuous. Since 6 is the sum-order, h is monotone
and thus Scott-continuous by Lemma 9. The rest follows by Corollary 30.
The assumption that A be sum-ordered is essential.
Example 34. Choose A=A′=R∞+ \(0; 1), cf. Examples 17 and 21. Let 6 and 6′
denote the usual order (inherited from R∞+ ) and the sum-order, respectively. Give A
and A′ the corresponding Scott–Hausdor1 topologies. Then id :A→A′ is not monotone.
Thus, it cannot be continuous. (In this example, the Scott–Hausdor1 topology on A′
coincides with the summation topology. This is easy to see directly and follows also
from Proposition 16.)
Proof of Theorem 32. The embedding of SOScM in SOSTM[0;m] is full by Propo-
sition 33. The equivalence of SOFINM and SOSTM1[0;m] follows by Theorem 22.
Since FScH is also a left adjoint of U , the arguments of the proof of Theorem 22 can
be used to show the equivalence of SOFINM and SOSTMScH. The embedding V
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Fig. 1. Categories of complete monoids.
of SOFINM in SOScM is given by Theorem 19 for objects and by Proposition 33
for morphisms. Clearly, U ◦FScH ◦V and V ◦U ◦FScH are the respective identities on
SOFINM and SOScM. This shows the equivalence of the latter two categories.
Again the result transfers to semirings.
Corollary 35. The forgetful functor U from SOSTSR[0;m] to SOFINSR is full and
faithful. It has two left adjoints F and FScH given by Theorems 22 and 29. Thus, the
four categories SOFINSR, SOSTSR1[0;m], SOSTSR
ScH, and SOScSR are equivalent!
5.5. Summary
The main relations between these categories are depicted in Fig. 1. Strictly horizontal
lines denote equivalences. Single downward lines denote embeddings. Double lines
denote embeddings (upwards!) with their left adjoint (downwards).
The picture is extremely simpli2ed for idempotent complete monoids. The only par-
tial order on such an algebra is the sum-order. Moreover, every idempotent st-complete
monoid is a complete lattice and a complete Heyting algebra by Karner [13, Propo-
sition 13], and the Scott–Hausdor1-topology coincides with the summation topology
by Proposition 16(i). Thus, apart from the possible use of di1erent topologies, all
categories listed above are the same.
6. Continuous CPOs
To add further to the confusion, the notion of a continuous CPO is standard in
domain theory. Let (A;6) be a CPO and a, b∈A. Then a is way below b, denoted
ab, if a ↑ is a Scott-neighbourhood of b. The CPO is then called continuous if for
all b∈A the set {a∈A|ab} is directed and b= supab a.
Thus, one may ask whether a monoid that is 2nitary w.r.t. the sum-order is con-
tinuous as a CPO. The answer is a resounding “no”, even if we restrict ourselves to
2nitary sum-ordered semirings. We present two classes of counterexamples. A synopsis
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of most of the material in this section is given in [8]. For the convenience of the reader,
we have also provided more detailed references to [12]. The topological concepts we
use are also covered by good textbooks, see e.g. [14].
In the remainder of this section, all de2nitions and results quoted are from [8]
unless stated otherwise. A complete Boolean algebra (cBa) (A;∨;∧; 0; 1;′ ; sup; inf ) is
a complete lattice (A;∨;∧; 0; 1; sup; inf ) which is distributive in the sense that, for all
elements x, y, and z ∈A, we have
x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z)
and where every element x has a complement x′ such that
x ∧ x′ = 0; x ∨ x′ = 1:
A complete Heyting algebra (cHa) is a complete lattice (A;∨;∧; 0; 1; sup; inf ) which
satis2es the following in2nite distributive law for all x∈A and Y ⊆A, cf. De2nition
O-2.6.
x ∧ sup Y = sup{x ∧ y|y ∈ Y}:
Proposition 36. (i) Every cHa is a Scott-continuous semiring. (ii) Every cBa is a
cHa. (iii) A cBa is a continuous CPO i0 it is isomorphic to 2X for some set X .
(iv) Every atomless cBa then is a Scott-continuous semiring that is not a continuous
CPO. In particular, we have xy i0 x=0.
Proof. Statement (i) follows directly from the de2nitions involved. For (ii)–(iv) see
[12, Lemma 7.4], Theorem I.4.18, and Example I.1.3(3), respectively.
Thus, all interesting complete Boolean algebras are not continuous as a CPO by
Proposition 36(iii). Proposition 36(iv) and Example 37 present a class of very bad
examples.
A regular set in a topological space X is a set that is equal to the interior of its
closure. The collection of all regular sets is denoted Oreg(X ). Operations on Oreg(X )
are de2ned as follows: Y ∨Z = int(cl(Y ∪Z)), Y ∧Z =Y ∩Z = int(cl(Y ∩Z)),
Y ′= int(cl(X \Y )), supi∈I Yi = int(cl(
⋃
i∈I Yi)), and inf i∈I Yi = int(cl(
⋂
i∈I Yi)). Here
int and cl denote the topological interior and closure, respectively.
Example 37 (Example O-2.7(3)). Given R the Euclidean topology. Then (Oreg(R);∨;
∧; ∅;R;′ ; sup; inf ) is an atomless complete Boolean algebra. Thus, (Oreg(R);∨;∧; ∅;
R;⊆) is a Scott-continuous semiring which is not a continuous CPO.
Proof. For every topological space X, Oreg(X ) is a cBa with operations as de2ned
above by [12, Th. 4.1 and Lemma 7.1]. It is easy to see that Oreg(R) is atomless.
Every regular (hence open) subset O⊆R contains an open interval (a; b). Then, e.g.
(a; (a+ b)=2) is a regular set strictly contained in O.
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Let X be a topological space and consider the complete lattice O(X ) of open subsets
of X with the usual subset ordering. Then (O(X );∪;∩; ∅; X;⋃; inf ) is a cHa. (Here
inf i∈I Oi = int(
⋂
i∈I Oi).)
Proposition 38. If X is a Hausdor0 space that is not locally compact, (O(X );∪;∩; ∅;
X;⊆) is a Scott-continuous semiring but not a continuous CPO.
Proof. If X is Hausdor1, O(X ) is a continuous lattice i1 X is locally compact
(Corollary V.5.7).
Example 39. Q with the Euclidean topology is not locally compact. Thus (O(Q);∪;∩;
∅;Q;⊆) is a Scott-continuous semiring, but not a continuous CPO.
Proof. A subset of a topological space is called nowhere dense if the interior of its
closure is empty. A topological space is called a Baire space if the countable union
of nowhere dense closed sets is nowhere dense (De2nition I.3.43.9). Every locally
quasicompact sober space is a Baire space (Corollary I.3.43.10). Every Hausdor1 space
is sober. Since Q is the countable union of all its singleton subsets, Q is not a Baire
space.
Note that the complete semirings of Propositions 36 and 38 are additively and mul-
tiplicatively idempotent.
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