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Abstract
For a chessboard graph and a given graph parameter π , a π separation number is the minimum number of pawns for which
some arrangement of those pawns on the board will produce a board where π has some desired value. We extend previous results
on independence and domination separation. We also consider separation of other domination-related parameters.
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1. Introduction
Many papers have been written on problems involving placing chess pieces on a board to satisfy given conditions,
such as the classic n-queens problem that calls for placing n queens on an n × n chessboard so that no queen can
move to another queen’s position in a single move [1]. Many of those problems can be expressed in graph-theoretic
terms. For each chess piece P we can define that piece’s (simple, undirected) graph Pn on an n × n board by letting
the vertices be the squares of the board and declaring that (a, b) is an edge if a piece at a can move to b in a single
move. For example, Rn , Bn , Qn , and Kn denote the rook’s graph, the bishop’s graph, the queen’s graph,and the king’s
graph, respectively.
We recall some relevant graph-theoretic vocabulary. Given a graph G, a set S of vertices of that graph is independent
if no two vertices of that set are on the same edge. A set S of vertices of a graph G is dominating if each vertex of G
is either in S or on at least one edge with at least one member of S. The independence number of G, denoted β(G),
is the maximum possible number of elements in an independent set of vertices of G. For example, the independence
numbers of the rook’s and bishop’s graphs are β(Rn) = n [1, p. 179] and β(Bn) = 2n − 2 [1, Theorem 10.3],
respectively. The domination number of G, denoted γ (G), is the minimum possible cardinality of a dominating set of
G. For example, the domination numbers of the rook’s and bishop’s graph are γ (Rn) = γ (Bn) = n [1, pp. 99–101].
We refer the interested reader to [1–3] for more details on the independence and domination numbers of chessboard
graphs.
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In 1998, as part of her thesis on combinatorial chessboard problems, Zhao noted that more than n independent
queens can be placed on an n×n if enough blocking pieces, such as pawns, are placed between queens, and she studied
the question of how many pawns were needed. For example, Zhao determined that three pawns were necessary and
sufficient to allow six independent queens on a 5 × 5 board [3]. Chatham et al. further explored the concept of placing
pawns on a chessboard as obstacles in order to obtain “separated” chessboard graphs with altered graph parameters
[4–7], with an emphasis on aspects of the “n + k queens problem” of finding arrangements of n + k independent
queens and k pawns on an n × n chessboard. Only a few results were found regarding independence-separation on
rook’s and bishop’s graphs. In this paper we consider independence-separation on the rook’s and bishop’s graphs, and
separation of four domination parameters on the queen’s graph.
We use the notation of [2,6]. Let π be a graph parameter defined on the rook’s graph, the queen’s graph, or the
bishop’s graph, and a a non-negative integer. Then sR(π, a, n) (or sB(π, a, n) for the bishop’s graph and sQ(π, a, n)
for the queen’s graph) is the minimum number of pawns such that some placement of those pawns on an n × n
board produces a rook’s graph (respectively, bishop’s graph or queen’s graph) with π = a. In particular, the rook’s
independence-separation number, denoted sR(β, a, n), is the smallest number of pawns that can be placed on an n ×n
board such that the resulting board can have a maximum of a independent rooks placed on it. Zhao in [3] posed
the “Maximum Queens Problem”, which asked how many independent queens could be placed on the n × n board
with any desired number of pawns placed on it. In [5] it is noted that the queen’s independence-separation number
sQ(β, m, n) is not defined for m > β(Kn), the king’s independence number (which is (⌈ n2 ⌉)
2 [1, Theorem 10.6])
since in that case two queens must be placed in non-adjacent squares. In Section 2 we derive similar upper bounds
on m for the rook’s independence-separation number sR(β, m, n) and the bishop’s independence-separation number
sB(β, m, n) and show those upper bounds are exact.
It was shown in [5] that sR(β, n + k, n) = k for k ≤ n − 2. In Section 3 we extend that result by showing
that sR(β, n + k, n) = k if and only if k ≤
⌊ n
2
⌋2. Furthermore, in Section 3 we find values of k for which
sR(β, n + k, n) = k + 1.
There are only two previous results on independence-separation on the bishop’s graph. In [5, Proposition 3], it was
noted that sB(β, 2n − 1, n) = 1 for n ≥ 3. In [5, Proposition 4], it was noted that sB(β, 2n, n) = 1 for odd n ≥ 3. In
Section 3 we extend these results. Specifically, we show that for all k > 0, k ≤ sB(β, 2n − 2 + d + k, n) ≤ k + 1,
with d ≡ n (mod 2). We also show many cases for which sB(β, 2n − 2 + d + k, n) = k.
We recall a few additional domination parameters for which the separation problems have not yet been considered.
The paired domination number of a graph G, denoted γpr (G), is the minimum cardinality of a dominating set S such
that the subgraph generated by S contains a perfect matching. The total domination number of G is the minimum
cardinality of a dominating set S such that every vertex of G is adjacent to an element of S. The connected domination
number of G is the minimum number of vertices of a dominating set for which each vertex of that set is connected
by a path to each of the other elements of that set. In Section 4 we consider the separation problem on the three
above-mentioned domination parameters on the queen’s graph in addition to the standard domination parameter on
the queen’s graph. We arrive at lower bounds for sQ(γ, γ −k, n), sQ(γt , γt −k, n), sQ(γpr , γpr −k, n), sQ(γc, γc−k, n),
when k ≥ 0 and n is sufficiently large.
2. Maximum possible independence numbers for rooks and bishops
First we determine the maximum number of independent rooks on an n × n board with pawns.
Proposition 1. The maximum number of independent rooks that can be placed on an n × n board with pawns is ⌈ n
2
2 ⌉.
Proof. To see that ⌈ n
2
2 ⌉ is an upper bound, partition the n × n board into 1 × 2 and 2 × 1 “dominoes”, with a
square left over if n is odd. Each piece can take at most one rook, regardless of the number of pawns. To see that one
can place ⌈ n
2
2 ⌉ rooks, on an n × n board with rows labeled 0, 1, . . . , n − 1 from top to bottom and columns labeled
0, 1, . . . , n − 1 from left to right, place a rook in each square (i, j) for which i + j is even and a pawn in every other
square. □
We determine the maximum number of independent bishops on an n × n board with pawns.
Proposition 2. The maximum number of independent bishops that can be placed on an n × n board with pawns is
n⌈ n2 ⌉.
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Fig. 1. 45 independent bishops and 28 separating pawns on a 9 × 9 board.
Fig. 2. 32 independent bishops and 18 separating pawns on an 8 × 8 board.
To see that n⌈ n2 ⌉ is an upper bound for even n, we partition the board into
n2
4 parts, each of which is a 2 × 2 block








For odd n note that for any positive (or negative) diagonal, the number of bishops we can fit is at most half the





To see that one can place n⌈ n2 ⌉ bishops on an n × n board with columns numbered 0, 1, . . . , n − 1, place
bishops on every square of every even-numbered column and pawns in all but the first and last squares of every
odd numbered column, except column n − 1 if n is even. Figs. 1 and 2 provide the formation for n odd, and n even,
respectively. □
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Fig. 3. 28 independent rooks and 20 pawns on a 9 × 9 board.
3. Increasing the rook’s and bishop’s independence numbers




Proof. Clearly sR(β, n + k, n) ≥ k. To finish the proof we need only show that there is an arrangement of n + k
independent rooks on an n × n board with k pawns under the given condition on k. According to [4, Theorem 1], for
each arrangement of n + k independent rooks and k pawns on an n × n board, if we construct a matrix by replacing
each empty square with a 0, each rook with a 1, and each pawn with a −1, we get an alternating sign matrix, which is a
matrix of 0s, 1s, and -1s where the first and last nonzero element of each row or column is a 1 and the nonzero elements
in each row or column with more than one nonzero element alternate between 1 and −1. Also, for each alternating
sign matrix, we can reverse the above process to get an arrangement of n + k independent rooks on an n × n board
with k pawns. For an alternating sign matrix A of order n, let the row sum vector S = (s1, . . . , sn) be a vector where si
indicates the number of nonzero elements of row i . According to [8, Theorem 2.2], there is an alternating sign matrix
with row sum vector S if and only if each si is an odd number with 1 ≤ si ≤ ki , where ki = kn+1−i = 2i − 1 for




(i.e., ki is the i th element of the palindromic vector (1, 3, . . . , 3, 1)) Therefore, we can generate an
n × n alternating sign matrix with n + 2k nonzero elements, if and only if 0 ≤ k ≤
⌊ n
2
⌋2. The number of -1s in such
a matrix is k, so the number of pawns in the corresponding chessboard arrangement is also k. So we can place n + k
































− 1, begin by considering the formations of pieces shown in Fig. 3.
















− 1 rooks. This then









To see Theorem 4 holds for the other values of k, begin by removing the pawn along the left-border of the board,
and the rook immediately below it. Continue this process for any of the k-values indicated in Theorem 4 by removing
the pawn to the right of the previous removed rook in the inductive process, then the rook below it, until there are the
desired number of rooks and pawns. □
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In [6] it was shown that sB(β, 2n, n) = 1 for odd n and an open question was posed relating to the values of
sB(β, 2n, n) for even n. We answer that question in Theorem 7 and determine bounds for independence-separation
numbers on the bishop’s graph which show sB(β, 2n − 2 + d + k, n) = k in many cases, with d ≡ n (mod 2).
Proposition 5. Let n ≥ 3 be a positive integer, k a non-negative integer, d = n (mod 2), and 2n −2+d + k ≤ n⌈ n2 ⌉.
Then sB(β, 2n − 2 + d + k, n) ≥ k.
Proof. The bishop’s graph on an n×n board is a disjoint union of two subgraphs (“white squares” and “dark squares”),
each of which is isomorphic to a rook’s graph on a partial board. For n even, the vertex set of each of these rook’s
graphs can be expressed as a subset A of an (n − 1) × n board consisting of the middle two squares of the first and
last row, the middle four squares of the second and next-to-last rows, etc. For n odd, the vertex set of one rook’s graph
can be expressed as a subset B of an n × n board consisting of the middle square of the first and last rows, the middle
three squares of the second and next-to-last rows, etc. and the vertex set of the other rook’s graph can be expressed as
a subset C of an (n − 1) × (n − 1) board consisting of the middle two squares of first and last rows, the middle four
squares of second and next-to-last rows, etc.
Any arrangement of pawns and independent rooks on A (respectively, B, C) will also be an arrangement of pawns
and independent rooks on the (n −1)×n (resp. n ×n, (n −1)× (n −1)) board. So, if we place p pawns on A or C , we
can have at most (n − 1) + p independent rooks. If we place p pawns on B, we can have at most n + p rooks. So for n
even, on an n × n board with k pawns, the independence number is at most 2(n − 1) + k = 2n − 2 + d + k. For n odd,
on an n × n board with k pawns, the independence number is at most n + (n − 1) + k = 2n − 1 + k = 2n − 2 + d + k.
The result follows. □
Proposition 6. For odd n ≥ 5 and odd k with 0 < k ≤ n − 2, sB(β, 2n − 1 + k, n) = k.
Proof. By Proposition 5, sB(β, 2n − 1 + k, n) ≥ k for odd n ≥ 3 and k > 0. To show that k pawns are sufficient to
separate 2n − 1 + k bishops, consider an n × n board for odd n ≥ 5 and 0 < k ≤ n − 2.
For the case where k = 1, we use the formation of pawns and bishops given in [6]: the formation with bishops
filling the first and last columns and a pawn in the center square. For the case where k = 3 and n ≥ 5, take the
previous formation and place two pawns in the middle row, to the immediate right and left of the center square. Then
place bishops in the two squares in the middle column that each attack both these pawns.
For the cases where k > 3 and even n > 5, continue placing pawns two at a time in the center row, specifically in
the only two unoccupied squares that are directly horizontally adjacent to the previous pawns placed in our inductive
process. Then, place two bishops in the only two squares that are each diagonally adjacent to both newly placed
pawns. Note that the squares where bishops are to be placed will always be in the center column, but not along the
edge of the board. Continue this process until the desired number of bishops and pawns is arrived at. □
Theorem 7. For even n with 0 ≤ k ≤ n − 2, sB(β, 2n − 2 + k, n) = k.
Proof. It is easy enough to verify that for the cases where k = 0, k = 1, and n = 2, Theorem 7 holds.
By Proposition 5, sB(β, 2n −2+ k, n) ≥ k for even n ≥ 4. To see that k pawns are sufficient to separate 2n −2+ k
bishops for 2 ≤ k ≤ n − 2, consider a formation of bishops and pawns that begins by placing bishops in the first
and last columns, and two pawns in the second column along the main diagonals. Clearly this set is independent and
provides the proof for k = 2.
For values where 2 < k ≤ n2 − 1, place exactly k − 2 additional pawns in row two, as one moves from top to
bottom. Specifically, place pawns every second column beginning with the fourth column, moving from left to right,
and continuing up to column n − 2 until the needed value of k is arrived at. Then, place bishops in the top row, every
other square, beginning with the third column until this placement matches the number of pawn placements in the
second row minus one. This will yield a sB(β, 2n − 2 + k, n)-set consisting of exactly k pawns.
To see the cases where n2 − 1 < k ≤ n − 2, place additional pawns in the second to last row, every second
column beginning with the fourth column until the given value of k is arrived at. Then place additional bishops in
the bottom row, every second column beginning with the third, until the number of additional bishops matches the
number of additional pawns in the second to last row. This will yield a sB(β, 2n − 2 + k, n)-set consisting of exactly
k pawns. □
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Fig. 4. A formation of 2 independent bishops and 2 pawns whose removal from any sB (β, m, n)-set preserves independence.
Theorem 8. For odd n ≥ 5 and k = 2, sB(β, 2n − 1 + k, n) = k.
Proof. Given odd n ≥ 5 and k = 2, begin by placing bishops in every square of the first and last columns, and
pawns in the two squares that are directly diagonally adjacent to the center square and in the row directly below the
center row. Then place the final bishop two squares below the center square. This formation along with Proposition 5
provides the proof. □
Theorem 9. For odd n and even k with 4 ≤ k ≤ n − 3, sB(β, 2n − 1 + k, n) ≤ k + 1.
Proof. To see that k + 1 pawns suffice to separate 2n − 1 + k bishops, for any k with 4 ≤ k ≤ n − 3, consider the
formation of bishops and pawns as described in Proposition 6. In this formation we have bishops in the first and last
columns, pawns in the center row — save for the squares in the first and last columns, and finally bishops in the center
column — save for the center square of the board. This provides a sB(β, 2n − 1 + j, n)-set of j pawns for odd j , with
3 ≤ j ≤ n − 2.
From this set we can, given an even k-value inclusively between 4 and n −3, construct a sB(β, 2n −1+k, n)-set of
k +1 pawns by placing the pieces as in Proposition 6, save for the placement of the top-most bishop in the center-most
column. From there we can remove the bishops and pawns, each two at a time as paired in each in inductive step in
Proposition 6, to arrive at our desired number of bishops and pawns. □
Theorem 10. For even k and n, with n ≤ k ≤ (n−2)
2
2 , sB(β, 2n − 2 + k, n) = k.
Proof. Note first that the formations described for proof of Proposition 2, and illustrated partially in Fig. 2, show that
for k = (n−2)
2
2 , sB(β, 2n − 2 + k, n) ≥ k for even n. It now suffices to show that sB(β, 2n − 2 + k, n) ≤ k for the other
values of k in the range of k-values and even n.
We will now consider removal of two bishops and two pawns from any sB(β, m, n)-set so that the subgraph that
corresponds to the removed pieces (where adjacency is defined along the diagonals, as on the bishop’s graph) would
be a cycle of length four. Specifically, consider the cases where each of the two bishops attack both considered pawns
on our separated board. It is the case that we may begin with similar formations as shown in Figs. 1 and 2, and remove
any two such pawns and bishops with the two properties above from our noted starting formation of bishops and
pawns, and still retain an sB(β, m − 2, n)-set. Fig. 4 illustrates a formation of two pawns and two bishops whose
removal from any sB(β, m, n)-set provides a sB(β, m − 2, n)-set.
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To see bishops and pawns can be removed from our starting position, two bishops and two pawns at a time until
the named k value is reached, note that in any sB(β, 2n − 2 + k, n)-set minus the removed pieces, that adjacency is
not changed on the other 2n − 3 other positive (or negative) diagonals unoccupied by the removed pieces. So then let
us consider the two positive and two negative diagonals which the removed pieces occupied.
Label the squares in any of the diagonals that were occupied by removed pieces into three values: −1, 0, 1
based on whether the square is occupied by a pawn, unoccupied, or occupied by a bishop, respectively, before the
pieces are removed. Next, consider the string of numbers formed by moving from left to right, along one of the
considered diagonals, removing the zeros which are irrelevant to the proof. It is the case that any string cannot have
two consecutive 1 entries.
Noting this it is easy to see that removing any −1 and a consecutive 1 entry, whether or not the 1 comes before or
follows after the −1 in the string, will not result in consecutive “1” entries, for if so then we would have consecutive
“1” entries before removal, namely the “1” entry either immediately before or after the removed “1” in our string,
depending upon whether the removed “1” is to the left or right of the removed “−1”.
It follows that removing two bishops and two pawns with the two mentioned properties preserves independence.
We then remove the bishops and pawns from our starting formation described in Proposition 2, two of each at a
time, beginning with the second column as one moves from left to right — specifically we remove the pawn directly
diagonally adjacent to the bottom-left corner square, the pawn two squares above this square, and the bishops that are
each attacking both of these pawns. Then, continue removing pawns and bishops in pairs; pair off any pawn in the kth
row, second column, where k ≡ 2, 3 (mod 4) with the pawn in the second column, with row number equal to k + 2.
Remove these pairs, and their corresponding attacking bishops, a pair at a time until either our value for k is arrived
at, or all possible pawn removals from have been achieved. Then, if necessary, follow by removing all possible pawns
in every column whose number is equivalent to 2 (mod 4), and their corresponding attacking bishops, in a similar
fashion as in column two.
For those columns of pawns whose column number is divisible by four, if needed, we can then remove pawns from
these columns, and their corresponding bishops, two at time, noting that the bishops we are removing, specifically
those whose row numbers are greater than two and equivalent to 2 (mod 4), moving from bottom to top, do indeed
exist. This follows from the fact that only bishops having either row number equivalent to either 0, 3 (mod 4) are
removed when pawns from columns whose column number is equivalent to 2 (mod 4) are removed, thus leaving the
mentioned bishops for removal.
It should be noted that for the case where n ≡ 2 (mod 4), in each of the columns whose column number is
divisible by four, exactly four pawns will be left — the first and last two pawns as one moves from bottom to top.
Thus, removing bishops and pawns for this case will leave us with exactly n − 2 pawns and 3n − 4 bishops. We can
then arrive at any desired value of k mentioned above for this case. Fig. 5 will illustrate the remaining pieces after the
removal procedure described above has been made on an 18 × 18 board from a similar formation of pieces shown in
Fig. 2.
For the case where n ≡ 0 (mod 4), when all possible bishops and pawns are removed two at a time in a similar
manner as above, we arrive at pawns on the 2nd and 3rd rows, as one moves from top to bottom, in columns whose
column numbers are equivalent to 2 (mod 4), and pawns on the 2nd and 3rd rows, moving from bottom to top, in
columns whose column number is divisible by four. This makes our count exactly n−2 pawns and 3n−4 bishops. □
Theorem 11. For even k, and n ≡ 1 (mod 4) with 0 < n − 1 ≤ k ≤ (n−1)(n−2)2 , sB(β, 2n − 1 + k, n) = k.
Proof. For the case where n ≡ 1 (mod 4) and n > 1, start by removing pawns and bishops from a formation of
bishops and pawns similar to Fig. 1 by the above procedure described in Theorem 10. Note the same type of removal
process is applicable here, as in Theorem 10, in that removal of two bishops and two pawns that fulfills our two
properties provides an sB(β, 2n − 1 + k − 2, n)-set of k − 2 pawns, for odd k ≥ 3 and odd n > 1.
After this removal procedure, we are left with exactly n − 1 pawns and 3n − 2 bishops, thus providing a
sB(β, 3n − 2, n)-set of cardinality k = n − 1. It is clear then that for even k-values, with n − 1 ≤ k ≤ (n−1)(n−2)2 ,
sB(β, 2n − 1 + k, n) ≤ k. By this reasoning, and Proposition 5, we arrive at our result. □
Theorem 12. For odd k and n ≡ 3 (mod 4), with n − 2 ≤ k ≤ (n−1)(n−2)2 , sB(β, 2n − 1 + k, n) = k.
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Fig. 5. A formation of 50 independent bishops and 16 separating pawns providing a sB (β, 3n − 4, n)-set.
Proof. As in Theorems 10 and 11, we show the results through an inductive type of proof that removes bishops and
pawns, two at a time, from the beginning formation (for this case it is a formation described in Proposition 2), until
the desired number of pawns and bishops is arrived at. □
Theorem 13. For odd k and even n > 4 with n − 1 ≤ k ≤ (n−2)
2
2 − 1, sB(β, 2n − 2 + k, n) ≤ k + 1.
Proof. As in Theorems 10, 11, and 12 we will be removing bishops and pawns, two at a time as described in
Theorem 10, from an initial position of pawns and bishops on an n × n board. The only difference is our initial
formation of pawns and bishops forms an sB(β, n
2
2 − 2, n)-set of
n(n−2)
2 − 1 pawns.
To form our initial position consider the formation of bishops and pawns as described in Proposition 2. Remove
a pawn and two bishops from the formation; specifically the pawn in the fourth column, from left to right, second
row, bottom to top. Then, remove bishops from the bottom row, third and fifth columns. This will yield a formation of
exactly n
2
2 − 2 = 2n − 2 +
(n−2)2
2 − 2 bishops and
(n−2)2
2 − 1 pawns. From this starting position we can then begin to
remove bishops and pawns, two at a time as described in Theorem 10, until our desired number of bishops and pawns
is arrived at. □
Theorem 14. For n ≡ 3 (mod 4) and even k ≥ n − 1, sB(β, 2n − 1 + k, n) ≤ k + 1.
Proof. As in Theorems 10, 11, 12, and 13, we will be removing bishops and pawns, two at a time as described
in Theorem 10, from an initial position of pawns and bishops on an n × n board. In a similar manner as in
Theorem 13, we remove a pawn and two bishops from a formation described in Proposition 2 to form our initial
formation. Specifically, remove the same pieces as described in Theorem 13. This will yield a formation of exactly
n(n+1)
2 − 2 = 2n − 1 +
n2−3n
2 − 1 bishops and
n2−3n
2 pawns. From this starting position we can then remove pawns and
bishops, two at a time as described in Theorem 10, until our desired number of pawns and bishops is arrived at. □
Theorem 15. For n ≡ 1 (mod 4) and odd k with n − 2 ≤ k ≤ n
2
−3n
2 , sB(β, 2n − 1 + k, n) ≤ k + 1.
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Proof. As in Theorems 10, 11, 12, 13, and 14 we will be removing bishops and pawns, two at a time as described
in Theorem 10, from an initial position of pawns and bishops on an n × n board. In a similar manner as in
Theorems 13 and 14, we remove a pawn and two bishops from a formation described in Proposition 2 to yield our
initial formation. Specifically, remove the same three pieces as in Theorem 13. This will yield a formation of exactly
n(n+1)
2 − 2 = 2n − 1 +
n2−3n
2 − 1 bishops and
n2−3n
2 pawns. From this starting position we can then remove pawns and
bishops, two at a time until our desired number of pawns and bishops is arrived at. □
4. Decreasing the queen’s domination number
In [6], there are several results on (independent) domination-separation numbers where the goal is to decrease the
(independent) domination number. For example, [6, Lemma 1] states that for any chess piece, reducing the domination
number by k requires at least k pawns. For rooks on a square board, [6, Proposition 9] assures us that reducing the
domination number (or the independent domination number) from n to n −k requires exactly k2 pawns. In this section
we present some bounds for the queen’s graph.
We call an arrangement of pawns and queens for which the queens form a dominating (resp., total dominating,
paired dominating, connected dominating) set of cardinality a an sQ(γ, a, n)-set (resp.,sQ(γt , a, n)-set, sQ(γpr , a, n)-
set, sQ(γc, a, n)-set), or an sQ-set.
Theorem 16. For k > 0, sQ(γ, γ (Qn) − k, n) ≥ 4(n − 1) − 8γ + 8k.
Proof. The cases where either n = 1 or n = 2, and k = 1 is straightforward. In the first case, 1 = sQ(γ, γ (Qn) −
k, n) ≥ 4(n − 1 − 2γ (Qn) + 2k) = 0. In the second case, 4 = sQ(γ, γ (Qn) − k, n) ≥ 4(n − 1 − 2γ (Qn) + 2k) = 4.
For the other cases, let us begin by defining a subgraph of Qn . Specifically, let us define the subgraph G whose
vertex set is the set of all vertices that correspond to queens, with edges defined in a similar manner as in [9–11]. It
follows then that two vertices are adjacent in the subgraph G if and only if the two corresponding queens attack one
another, via unoccupied squares, on our n × n board.
Now suppose n ≥ 3. Thus, γ (Qn) ≤ n − 2 since one can form a dominating set of n − 2 queens by placing them
along one of the main diagonals — minus the left-most and right-most squares. It follows that for any sQ-set there
must be at least two rows and columns unoccupied by queens.
Consider now the outer rim of squares as in [9–11]. These are the squares that are in rows and columns unoccupied
by queens. Note that any queen in the sQ(γ, γ (Qn) − k, n)-set must be non-adjacent to any of the pawns, thus making
the subgraph induced by the vertices associated with queens in the sQ(γ, γ (Qn) − k, n)-set the same as the subgraph
induced by these same vertices in Qn . Likewise, the subgraph G will be the same for both sets.
Define j to be the number of pawns placed in the outermost rows and columns which do not share a row or column
with a queen. Clearly j ≤ sQ(γ , γ (Qn) − k, n). Also, it follows then that there are exactly 2(n − (γ (Qn) − k) + r ) +
2(n − (γ (Qn)− k)+ c)−4− j of squares in the outermost rows and columns not sharing occupancy with a queen and
unoccupied by a pawn — where r , c, and d are defined in a similar manner as in [9–11]. Note also there are exactly
2(γ (Qn) − k) − d diagonals occupied by queens. Since any of these diagonals can occupy at most two squares in the
outer “rim”, then we arrive at the following inequality:
2(n − (γ (Qn) − k) + r ) + 2(n − (γ (Qn) − k) + c) − 4 − sQ(γ, γ (Qn) − k, n) ≤ 2(2(γ (Qn) − k) − d), which yields
sQ(γ, γ (Qn)−k, n) ≥ 4(n −1)−8γ (Qn)+2(c +r +d)+8k, or sQ(γ, γ (Qn)−k, n) ≥ 4(n −1−2γ (Qn)+2k). □
Theorem 17. For k > 0, sQ(γt , γt (Qn) − k, n) ≥ 4(n − 1) − 7γt (Qn) + 7k.
Proof. For the case where n = 2 and k = 2, first note that sQ(γt , γt (Qn) − 2, 2) = 4. For the remaining case where
n = 3 and k = 2, note sQ(γt , γt (Qn) − 2, 3) = 9.
Suppose then that n ≥ 4. Thus, γt (Qn) ≤ n − 2 since one can form a total dominating set of n − 2 queens by
placing them along one of the main diagonals — minus the left-most and right-most squares. It follows that for any
sQ(γt , γt (Qn) − k, n)-set with n ≥ 4, there must be at least two rows and columns unoccupied by queens.
Through reasoning similar to that in Theorem 16, we arrive at the following: sQ(γt , γt (Qn) − k, n) ≥ 4(n − 1) −
8γt (Qn) + 2(c + r + d) + 8k, or since c + r + d ≥
γt (Qn )−k
2 , sQ(γt , γt (Qn) − k, n) ≥ 4(n − 1) − 7γt (Qn) + 7k. □
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Theorem 18. For k > 0 and n ̸= 5, sQ(γpr , γpr (Qn) − k, n) ≥ 4(n − 1) − 7γpr (Qn) + 7k.
Proof. First note that the upper bounds of γpr (Qn) ≤ ⌈ 2n3 ⌉ (for when n ≡ 0 (mod 3) and n ≡ 2 (mod 3)) and
γpr (Qn) ≤ ⌈ 2n3 ⌉ + 1 (for when n ≡ 1 (mod 3)) were obtained using Welsch’s formation of queens, as shown in [9].
This upper bound guarantees that there are at least two empty rows and columns in any sQ(γpr , γpr (Qn) − k, n)-set,
for n ≥ 8. For the other cases where 2 ≤ n ≤ 7 with n ̸= 5, it has been verified in [9] that γpr (Qn) ≤ n − 2, thus
ensuring the empty rows and columns.
Through reasoning similar to that in Theorems 16 and 17, we obtain sQ(γpr , γpr (Qn) − k, n) ≥ 4(n − 1) −
8γpr (Qn) + 2(c + r + d) + 8k, or since c + r + d ≥
γpr −k
2 , sQ(γpr , γpr (Qn) − k, n) ≥ 4(n − 1) − 7γpr (Qn) + 7k. □
Theorem 19. For k ≥ 0, sQ(γc, γc(Qn) − k, n) ≥ 4(n − 1) − 6γc(Qn) + 6k − 2.
Proof. Again, we start by showing the existence of the two empty rows and columns, by first noting that for n ≥ 4,
γc(Qn) ≤ n − 2. For the cases where n = 2, k = 2 and n = 3, k = 2, we note that sQ(γc, γc(Qn) − 2, 2) = 4 ≥ 2
and sQ(γc, γc(Qn) − 2, 3) = 9 ≥ 6. Thus, we can consider the outer rim of squares, as in Theorem 16, 17, and 18.
This lets us arrive at the following: sQ(γt , γt (Qn) − k, n) ≥ 4(n − 1) − 8γc(Qn) + 2(c + r + d) + 8k. However, since
c + r + d ≥ γc − k − 1, then we obtain sQ(γc, γc(Qn) − k, n) ≥ 4(n − 1) − 6γt + 6k − 2. □
5. Conclusions and future work
In this paper we have presented many new results on independence-separation and domination-separation. We have
determined the maximum numbers of independent rooks and bishops that can be placed on an n×n board with pawns.
We have determined all the values of k for which there is a placement of k pawns that allows the placement of n + k
independent rooks on an n × n board. We have found a range of k values for which k + 1 pawns are necessary and
sufficient for the placement of n + k independent rooks on an n × n board. We have found many new conditions for
which k or k + 1 pawns are necessary and sufficient to allow the placement of 2n − 1 + k or 2n − 2 + k independent
bishops on an n × n board. For the queen’s graph, we have found lower bounds on the domination-separation number,
the total domination number, the paired domination number, and the connected domination number.
Many open questions remain, including the following:
1. There is a wide gap in our knowledge of the independence-separation numbers we know for the rook’s graph.








≤ i < ⌈ n
2
2 ⌉, what is sR(β, i, n)?
2. There is a wider gap in our knowledge of the independence-separation numbers for the bishop’s graph. For
instance, for which n and k do we have sB(β, 2n −1+k, n) = k and when do we have sB(β, 2n −2+k, n) = k?
So far we only have partial answers.
3. How much can the bounds in Section 4 be improved?
4. Chessboard domination parameters have been studied for boards which are not square, such as rectangular,
cylindrical, and toroidal [1]. What are the corresponding separation values for such boards?
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