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Uvod
U ovom radu se bavimo kvadraticˇnim problemom svojstvenih vrijednosti ili krac´e QEP
(eng. Quadratic Eigenvalue Problem), s kojim se susrec´u mnogi inzˇinjeri prilikom ana-
lize mehanicˇkih oscilacija, akusticˇkih vibracija, u mehanici fluida i mnogim drugim pro-
drucˇjima. Primjena QEP-a u analizi mehanicˇkih oscilacija i akusticˇkih vibracija kratko je
opisana u u poglavlju 1. Po definiciji, kvadraticˇni problem svojstvenih vrijednosti predstav-
lja problem u kojem se trazˇe skalari λ ∈ C (svojstvene vrijednosti) i nenul vektori x ∈ Cn
(svojstveni vektori) tako da vrijedi
(Mλ2 + Cλ + K)x = 0,
gdje su M,C,K ∈ Cn×n. Jedan od nacˇina na koji se mogu podijeliti numericˇke metode koje
rijesˇavaju ovaj problem je na potpune (direktne) i iterativne. Potpune metode racˇunaju ci-
jeli spektar, dakle sve svojstvene vrijednosti, dok iterativne metode koristimo za racˇunanje
samo dijela spektra koji je od interesa (npr. ako se promatra stabilnost sustava, od interesa
c´e biti one svojstvene vrijednosti u lijevoj poluravnini i blizu imaginarne osi). Potpuna
metoda koja c´e u ovom radu biti detaljnije obradena je metoda quadeig (poglavlje 4), a
sˇto se ticˇe iterativnih metoda (poglavlje 5), glavnu ulogu c´e igrati Arnoldijeva metoda tj.
SOAR (eng. Second Order ARnoldi) metoda koja je poopc´enje Arnoldijeve metode za stan-
dardni svojstveni problem. S obzirom da je ljudski mozak naucˇen razmisˇljati linearno, a
shodno tome su radeni i numericˇki solveri; svaka numericˇka metoda koja pokusˇava rijesˇiti
QEP prvo mora kvadraticˇni problem svojstvenih vrijednosti transformirati u njemu ekviva-
lentnu linearnu formu. Tu transformaciju kvadraticˇnog problema svojstvenih vrijednosti u
njemu ekvivalentni generalizirani problem svojstvenih vrijednosti nazivamo linearizacija.
Linearizacija ima beskonacˇno mnogo, a neke od najpopularnijih su navedene u poglavlju 2.
Buduc´i da se kod linearizacije kombiniraju matrice koje su mjerene u razlicˇitim fizikalnim
velicˇinama sˇto mozˇe dovesti do velikih razlika u normama a samim time i do losˇih aprok-
simacija svojstvenih vrijednosti, metoda quadeig nastoji izbjec´i taj problem skaliranjem
originalnih matrica. Osim toga, metoda quadeig na efikasan nacˇin racˇuna svojstvene vri-
jednosti jednake beskonacˇnosti ili nuli, te pripadajuc´e svojstvene vektore. Tocˇnost aprok-
simacija svojstvenih vrijednosti metode quadeig mjerimo analizom gresˇke unatrag i ko-
eficijentom osjetljivosti, koji su detaljnije opisani u poglavlju 3. S druge strane, kada su
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originalne matrice M,C i K iznimno velikih dimenzija (npr. n > 105), potpunu metodu c´e u
vec´ini slucˇaja biti nemoguc´e primijeniti, a osim toga, cˇesto c´e nas zanimati samo par svoj-
stvenih vrijednosti pa se u poglavlju 5 bavimo iterativnim metodama kojima je osnovna
ideja projicirati pocˇetni problem u potprostor manjih dimenzija koji sadrzˇi informaciju o
zˇeljenom dijelu spektra. Naravno, ideja je da taj potprostor dobro aproksimira prostor u
kojem se nalaze trazˇeni svojstveni vektori. Osim toga, posebno c´emo obratiti pozornost na
strukture matrica M, C i K koje ne samo da uvjetuju sam izgled spektra, vec´ i numericˇku
metodu koja c´e se korisiti za racˇunanje aproksimacija. Nakon svake obradene metode
prezentirat c´emo numericˇke eksperimente u MATLAB-u koji c´e pokazati koliko rezultati
odredene metode zapravo dobro aproksimiraju trazˇene svojstvene vrijednosti.
Poglavlje 1
Primjena kvadraticˇnog problema
svojstvenih vrijednosti
Kvadraticˇni problem svojstvenih vrijednosti QEP (eng. Quadratic Eigenvalue Problem) je
potraga za skalarom λ ∈ C i nenul vektorom x ∈ Cn tako da vrijedi
(Mλ2 + Cλ + K)x = 0, (1.1)
gdje su M,C,K ∈ Cn×n, te predstavljaju razlicˇita fizikalna svojstva (M najcˇesˇc´e predstavlja
masu, K krutost, a C koeficijent prigusˇivanja). Najcˇesˇc´a pojava ovog tipa problema je kroz
analize dinamicˇkih mehanicˇkih i akusticˇkih sustava, te mehanike fluida. Kako i na koji
nacˇin se formulira kvadraticˇni problem c´e biti detaljnije objasˇnjeno u nastavku. Da nagla-
simo vazˇnost numericˇke analize kvadraticˇnih problema svojstvenih vrijednosti prisjetimo
se jednog od najpoznatijih primjera pogresˇne analize kada je moguc´nost isforsirane rezo-
nance bila zanemarena te su krivi izracˇuni doveli do velike katastrofe kada se 7.11.1940.
Tacoma most urusˇio samo zato jer je zapuhao malo jacˇi vjetar. Vjetar koji je zapuhao tog
nesretnog dana je imao jednaku frekvenciju kao i prirodna vibracija mosta sˇto je dovelo
do rezonance. Na isti nacˇin kako roditelj gura dijete na ljuljacˇki odgovarajuc´om frek-
vencijom te namjerno izaziva rezonancu da bi ljuljacˇka isˇla sve visˇe i visˇe, tako je vjetar
slucˇajno ”gurao” Tacoma most te izazvao rezonancu sˇto je na kraju zavrsˇilo s katastro-
falnim posljedicama. Ovisno o problemu s kojim radimo, rezonanca mozˇe biti pozˇeljan
efekt (namjesˇtanje radio stanice) ili nepozˇeljan (Tacoma most). Josˇ jedan zanimljiv most
je Millenium most u centru Londona, koji se na dan otvorenja u srpnju 2000. godine pocˇeo
uvijati na neprirodan nacˇin. Razlog takvom ponasˇanju mosta je opet fenomen rezonanca.
Tog dana, velika kolicˇina pjesˇaka je svojim tempom hodanja slucˇajno uskladila korake pri-
rodnim vibracijama mosta sˇto je izazvalo zabrinjavajuc´e njihanje mosta. Millenium most je
bilo potrebno odmah zatvoriti za daljnje korisˇtenje sve dok se nisu dodali prigusˇivac´i, koji
danas svojim prigusˇivanjem vibracija izazvanih raznim faktorima (hodanje pjesˇaka, puha-
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nje vjetra,..) osiguravaju jedan stabilan most, koji se ne njisˇe. Millenium most je ponovo
otvoren 2002. godine i dan danas je u funkciji. Sa kvadraticˇnim problemom svojstvenih
vrijednosti se takoder susrec´emo u analizi vibracija u automobilskoj ili zrakoplovnoj in-
dustriji. Kao sˇto je zahtijevala i analiza prije gradnje Tacoma mosta i Millenium mosta, u
automobilskoj industriji se kvadraticˇni problem svojstvenih vrijednosti rijesˇava kako bi se
smanjile vibracije, a samim time i njihov nezˇeljen efekt (npr. buka). Takva vrsta problema
spada u podklasu akusticˇnih vibracija.
1.1 Mehanicˇke oscilacije
Kao prvi primjer pogledajmo klasu najpoznatijih jednadzˇbi koja je rezultat matematicˇkog
modeliranja mnogih inzˇinjerskih problema, kao sˇto su gradnja mostova, nebodera itd.
Prigusˇeno titranje matematicˇki formuliramo na sljedec´i nacˇin:
Mq¨(t) + Cq˙(t) + Kq(t) = F(t), (1.2)
gdje su M,C,K ∈ Cn×n, a q(t), F(t) ∈ Cn. q(t) opisuje gibanje, F(t) je vanjska sila koja
djeluje na sustav, M reprezentira masu, C svojstva prigusˇivacˇa, a K krutost. U slucˇaju
neprigusˇenog (ili slobodnog) titranja srednji cˇlan C se izostostavlja i problem znatno po-
jednostavljuje. U daljnjim razmatranjim pretpostavljamo da je titranje prigusˇeno tj. C nije
nul matrica.
Krenimo s najjednostavnijim primjerom sa samo jednim stupnjem slobode. Ta situacija
je prikazana na slici 1.1
Slika 1.1: Prigusˇene mehanicˇke oscilacije
Zakon gibanja q(t), rjesˇenje je diferencijalne jednadzˇbe (1.2) kojom je opisano gibanje
mase m. U slucˇaju da se radi o homogenoj jednadzˇbi, tj. nikakva sila ne djeluje na masu
(F(t) = 0, t ≥ 0). U tom slucˇaju je sustav sa slike 1.1 je opisan sljedec´om matematicˇkom
formulacijom:
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q¨(t) + 2ζωq˙ + ω2q(t) = 0, ω =
√
K
M
, ζ =
C
2Mω
, (1.3)
gdje ω oznacˇava prirodnu frekvenciju, a ζ faktor viskoznog prigusˇivacˇa.
Rijesˇenje ovog sustava je dano sa
q(t) = α1eλ1t + α2eλ2t, (1.4)
gdje su λ1,2 = (−ζ±
√
ζ2 − 1) izracˇunate nultocˇke polinoma λ2 +2ζωλ+ω2 = 0, a α1 i α2 su
odredene ako su zadani inicijalni uvjeti q(t0) i q˙(t0). To rjesˇenje q(t) je zapravo val, a ovisno
o jacˇini prigusˇivacˇa amplituda tog vala varira. Kao sˇto i samo ime kazˇe, svrha prigusˇivacˇa
je da ”gusˇi” titranje tj. da ga smiruje s vremenom. U terminima vec´ spomenutog vala, to
gusˇenje znacˇi da se amplituda polako, proporcionalno jacˇini prigusˇivacˇa, priblizˇiva nuli,
sˇto se mozˇe vidjeti na slici 1.2.
Slika 1.2: Razlika u prigusˇenosti
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Za slozˇeniji sustav s n stupnjeva slobode (n masa, n opruga i n prigusˇivacˇa), rjesˇenje se
dobiva analogno i zapisujemo ga u obliku:
q(t) =
2n∑
k=1
αkxkeλkt = XeΛta, (1.5)
gdje je X = [x1, ..., x2n], Λ = diag(λ1, ..., λ2n) i a = [a1, .., a2n]T vektor proizvoljnih kons-
tanti. Radi jednostavnosti smo pretpostavili da su sve svojstvene vrijednosti razlicˇite. Pri-
mjetimo da kada postoji svojstvena vrijednost λ j takva da joj je realni dio strogo pozitivan
(Re(λ j) > 0) tada rjesˇenje ‖q(t)‖ raste prema beskonacˇnosti kada t → ∞ sˇto ukazuje na
nestabilnost samog sustava. Slucˇaj kada Re(λk) < 0, k = 1, ..2n je karakteristika stabilnog
sustava u kojem rjesˇenje ‖q(t)‖ → 0 kada t → ∞. Spomenimo josˇ slucˇaj kada vrijedi
Re(λk) ≤ 0, k = 1, ..2n, tada kazˇemo da je sustav slabo stabilan, u smislu da je rjesˇenje
‖q(t)‖ ogranicˇeno kada t → ∞. Pretpostavimo li sada da na sustav djeluje harmonicˇka sila
F(t) = f0eiω0t gdje ω0 predstavlja frekvenciju (u primjeru Tacoma mosta F(t) predstavlja
silu vjetra, a ω0 njegovu frekvenciju). Tada je partikularno rjesˇenje je dano
qp(t) = eiω0t
2n∑
j=1
y∗j f0
iω0 − λ j x j. (1.6)
Kada se iω0 priblizˇava svojstvenoj vrijednosti λ j, tada j-ti koeficijent
y∗j f0
iω0−λ j iz rastava
(1.6) tezˇi k beskonacˇnosti. Na taj nacˇin matematicˇki interpretiramo fenomen rezonance.
U slucˇaju Tacoma mosta, frekvencija vjetra ω0 se previsˇe priblizˇila svojstvenoj vrijednosti
sustava (tj. prirodnoj frekvenciji mosta) sˇto je dovelo do rezonance koja je prouzrokovala
rusˇenje mosta.
1.2 Akusticˇke vibracije
Ova klasa problema se sve cˇesˇc´e javlja kroz analize svakodnevnih akusticˇkih pojava. Kao
sˇto je vec´ spomenuto, rjesˇavanjem kvadraticˇnog problema svojstvenih vrijednosti mozˇe
se smanjiti buka (u avionima, vlakovima...) ili pojacˇati (npr. pri izradi instrumenata).
Kao primjer c´emo detaljnije proucˇiti sˇirenje zvuka u sobi gdje je jedan zid napravljen od
materijala koji apsorbira zvuk, a drugi ga reflektira (detalji se mogu nac´i u [2]). Jednadzˇba
koja opisuje takvo gibanje akusticˇnog vala (fluida) u Ω ⊂ R2 je dana sa
ρ
∂2U
∂t2
+ ∇P = 0, (1.7)
gdje P predstavlja akusticˇki tlak, U je pomak fluida u ovisnosti o prostoru x i vremenu t i
ρ je gustoc´a fluida.
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Rubna zadac´a je formulirana na sljedec´i nacˇin
ρ
∂2U
∂t2
+ ∇P = 0 u Ω
P = −ρc2 div U u Ω
U · ν = 0 na ΓR
αU · ν + β∂U
∂t
· ν = P na ΓA,
(1.8)
gdje je c brzina zvuka u zraku, ν normala na granicu, α, β su koeficijenti akusticˇke im-
pedancije1, ΓR predstavlja granicu tj. zid koji reflektira zvuk, a ΓA predstavlja zid koji
apsorbira zvuk. Prigusˇene vibracije fluida su dane kao kompleksna rjesˇenja sustava (1.8) u
obliku P(x, t) = p(x)eλt i U(x, t) = u(x)eλt. Ta rjesˇenja su definirana jednom kad nademo
λ ∈ C, u : Ω→ Cn i p : Ω→ C, (u, p) , (0, 0) tako da vrijedi:
ρλ2u + ∇p = 0, u Ω
p = −ρc2 div u u Ω
u · ν = 0 na ΓR
p = (α + λβ) u · ν na ΓA.
(1.9)
Za rjesˇavanje ovakvog sustava potrebno je definirati varijacijsku formulaciju, a za to
prvo treba uvesti pojam prostora test-funkcija:
V =
{
φ ∈ H(div,Ω) : φ · ν ∈ L2(∂Ω) i φ · ν = 0 na ΓR
}
, (1.10)
gdje su prostori funkcija L2(∂Ω) i H(div,Ω) definirani na sljedec´i nacˇin:
L2(∂Ω) =
{
f : ∂Ω→ C; f je izmjeriva i
∫
∂Ω
| f |2 dx < ∞
}
, (1.11)
H(div,Ω) =
{
f ∈ L2(Ω) : ∂ f
∂xi
∈ L2(Ω), 1 ≤ i ≤ d
}
. (1.12)
Nakon sˇto prvu jednakost u sustavu (1.9) pomnozˇimo sa test funkcijom φ ∈ V, te
prointegiramo po Ω dolazimo do varijacijske formulacije
λ2
∫
Ω
ρ u ·φ dx+λ
∫
ΓA
β u ·νφ ·ν dS +
∫
ΓR
α u ·νφ ·ν dS +
∫
Ω
ρc2 div u div φ dx = 0, (1.13)
1akusticˇka impedancija je omjer zvucˇnog tlaka p i brzine cˇestice v u mediju u kojem se rasprostire zvucˇni
val
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Kako bismo rijesˇili pocˇetni problem nekom od numericˇkih metoda, potrebno je (1.13)
diskretizirati. Za diskretizaciju ovakvih vrsta problema je najpopularnija metoda konacˇnih
elemenata. Diskretizacija se uvodi kako bismo izbjegli beskonacˇnodimenzionalan pros-
tor test funkcija, te ga zamijenili nekim konacˇnodimenzionalnim. Sama diskretizacija
ukljucˇuje i konstrukciju mrezˇe na domeni Ω po kojoj c´emo integrirati. Mrezˇa je svaka
konacˇna familija T podskupova od Ω¯ koja ima svojstva
• Ω = ⋃
K∈T
K
• svaki K ∈ T je poliedarski skup i vrijedi Int(K) , ∅
• za svaka dva razlicˇita K1,K2 ∈ T vrijedi Int(K1) ∩ Int(K2) = ∅.
Skupove iz T nazivamo elementima. Mrezˇa na domeni Ω je dakle subdivizija domene na
uniju disjunktnih poliedarskih skupova (elemenata) koji posve prekrivaju Ω. Elementi su
najcˇesˇc´e trokuti ili cˇetverokuti u R2, te tetraedri, heksaedri i prizme u R3. Jednom kada
imamo mrezˇu na Ω, svakom elementu K ∈ T pridruzˇujemo jedan konacˇnodimenzionalan
linearni prostor funkcija koji oznacˇavamo sa Vh. Dodatan uvijet regularnosti koji c´emo
pretpostavljati je da je aproksimativna metoda konformna, sˇto znacˇi da vrijediVh ⊂ V, od-
nosno da aproksimativno rjesˇenje trazˇimo u prostoru u kojem se nalazi i egzaktno rjesˇenje.
Za metodu kazˇemo da je nekonformna ako uvjet Vh ⊂ V nije zadovoljen. Nekonformnu
aproksimaciju koristimo tipicˇno onda kada funkcije iz prostora aproksimativnih rjesˇenja
nemaju glatkoc´u koja se zahtijeva od funkcija iz V . Detalji se mogu nac´i u [7]. Za
φh ∈ Vh analogno iz (1.13) imamo
λ2h
∫
Ω
ρhuh ·φh dx+λh
∫
ΓA
β uh ·νφh ·ν dS +
∫
ΓR
α uh ·νφh ·ν dS +
∫
Ω
ρc2 div uh div φh dx = 0.
(1.14)
Nadalje, neka je {ψ j}Nj=1 nodalna baza odVh (vidi [7]). Sada svaku uh mozˇemo zapisati kao
kombinaciju baznih funkcija tj. uh =
N∑
j=1
u jψ j te neka je u = (u1, u2, ..., uN)T vektor njezinih
nodalnih komponenti. Definiramo li matrice K,C i M na sljedec´i nacˇin
Ki j :=
∫
Ω
ρc2 divψi divφ j dx, Bi j :=
∫
ΓA
ψi · ν φ j · ν dS , Mi j :=
∫
Ω
ρ ψi · φ j dx,
tada mozˇemo (1.14) zapisati u matricˇnom obliku
λ2hMu + λhβCu + αCu + Ku = 0, (1.15)
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gdje dolazimo do nasˇeg vec´ poznatog kvadraticˇnog problema svojstvenih vrijednosti. Ov-
dje K i M predstavljaju krutost i masu fluida, a C efekt apsorpcijskog zida. Ovim primje-
rom je prikazana jedna druga vrsta formulacije problema (integralna) koja zahtijeva puno
visˇe posla da bi se svela na klasicˇni kvadraticˇni problem svojstvenih vrijednosti. Dodatni
primjeri kvadraticˇnih problema svojstvenih vrijednosti mogu se nac´i u [11].
Poglavlje 2
Spektralna teorija
U ovom poglavlju c´emo se upoznati s osnovnim pojmovima i definicijama koji su potrebni
za razumijevanje i rjesˇavanje svakog svojstvenog problema. Definirat c´emo prvo najjed-
nostavniju klasu problema svojstvenih vrijednosti tzv. standardni svojstveni problem, koja
c´e posluzˇiti kao temelj za izgradnju kompliciranijih klasa problema svojstvenih vrijednosti.
Najprije definirajmo normu. lp-norma vektora x ∈ Rn,
‖x‖p = ( n∑
i=1
|xi|p)1/p,
gdje je p ≥ 1. U ostatku ovog rada koristit c´emo uglavnom 2-normu (p = 2).
Matricˇne norme definiraju se na sljedec´i nacˇin. Neka je A ∈ Rm×n, tada je p-norma
inducirana odgovarajuc´om vektorskom normom ‖ · ‖p
‖A‖p = sup
x,0
‖Ax‖p
‖x‖p .
Posebni slucˇajevi su 1-norma, max-norma i Frobeniusova norma koje su definirane
redom.
‖A‖1 = max
1≤ j≤n
m∑
i=1
|ai j|,
‖A‖∞ = max
1≤i≤n
n∑
j=1
|ai j|,
‖A‖F = (
m∑
i=1
n∑
j=1
|ai j|2)1/2.
U ovom radu c´e se koristiti Frobeniusova norma (ukoliko nije naznacˇeno drugacˇije).
Primjetimo da ‖ · ‖F nije inducirana vektorskom normom.
10
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2.1 Standardni problem svojstvenih vrijednosti
Definicija 2.1.1. Neka je A kvadratna matrica dimenzije n × n. Standardni svojstveni
problem je zadac´a u kojoj se trazˇi skalar λ, poznatiji pod nazivom svojstvena vrijednost,
takav da je zadovoljena sljedec´a jednakost
Ax = λx, (2.1)
gdje je x , 0 odgovarajuc´i desni svojstveni vektor. Lijevi svojstveni vektor y , 0 definiramo
analogno:
yT A = λyT . (2.2)
U nastavku, kada spominjemo svojstveni vektor mislimo na desni. Ekvivalentna for-
mulacija od (2.1) je trazˇenje svojstvene vrijednosti λ koja je netrivijalno rjesˇenje problema:
det(A − λI) = 0. (2.3)
Skup svih svojstvenih vrijednosti se naziva spektar (eng. spectrum) i oznacˇava sa
σ(A), a skup svih svojstvenih vektora neke svojstvene vrijednosti λ zajedno s nul vektorom
formira potprostor u Cn koji se naziva svojstveni potprostor. Taj svojstveni potprostor
odgovara jezgri od A − λI.
Definicija 2.1.2. Jezgra od A ∈ Rn×n je potprostor definiran
N(A) = {x ∈ Rn : Ax = 0}.
Definicija 2.1.3. Karakteristicˇni polinom od A ∈ Rn×n je definiran s χ(λ) = det(λI − A) =
λn + an−1λn−1 + ... + a1λ + a0.
Iz prethodne definicije vidi se da je trazˇenje svojstvenih vrijednosti usko povezano sa
trazˇenjem nultocˇaka polinoma stupnja n. Prisjetimo se josˇ samo da osnovni teorem algebre
tvrdi da polinom stupnja n ima n nultocˇaka u C, racˇunato s kratnostima.
Kratnost nultocˇke λ u karakteristicˇnom polinomu je algebarska kratnost svojstvene vri-
jednosti λ koju oznacˇavamo s α. Geometrijska kratnost γ te iste svojstvene vrijednosti λ je
dimenzija prostoraN(A−λI). U slucˇaju kada su geometrijska (γ) i algebarska (α) kratnost
jednake kazˇemo da je pripadajuc´a svojstvena vrijednost polujednostavna. Dodatno, ako su
obje kratnosti jednake 1 onda se svojstvena vrijednost naziva jednostavnom.
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2.2 Kanonski oblici
Cˇest je slucˇaj da odredenu matricu pokusˇavamo svesti na jednostavniji oblik kako bi se
njome laksˇe i efikasnije baratalo. U tu svrhu definiramo Schurovu dekompoziciju.
Teorem 2.2.1 (Schurova dekompozicija). Ako je A ∈ Cnxn onda postoji unitarna matrica
U ∈ Cnxn takva da je
T = U∗AU (2.4)
gornje trokutasta matrica. Na dijagonali od T se nalaze svojstvene vrijednosti od A.
No, pitanje je sada mozˇemo li se samo tako ”igrati” s nasˇom originalnom matricom A
bez posljedica?
Definicija 2.2.2. Matrica A i B su slicˇne ako postoji regularna matrica S takva da vrijedi
B = S AS −1. Dodatno, ako je S unitarna tj. S ∗S = I, onda govorimo o unitarnoj slicˇnosti.
Unitarne transformacije su od velike vazˇnosti u numericˇkoj analizi zbog toga sˇto su
cˇuvaju konzistentnost gresˇaka. Za unitarnu matricu S vrijedi ‖S ‖2 = ‖S −1‖2 = 1 iz cˇega
slijedi ‖A‖2 = ‖B‖2. Konkretno, kada se radi o perturbaciji pocˇetne matrice A (npr. gresˇka
zaokruzˇivanja u konacˇnoj aritmetici) tada imamo slucˇaj
S (A + δA)S −1 = B + S δAS −1︸   ︷︷   ︸
δB
= B + δB,
‖δB‖2 = ‖δA‖2.
Dakle, gresˇka od A se ne povec´ava nakon unitarne transformacije slicˇnosti, dok za druge vr-
ste slicˇnih transformacija to ne mozˇemo tvrditi. Unitarne transformacije su takoder korisne
u slucˇajevima kada nam je bitno sacˇuvati strukturu od A. Npr. ako je A realna simetricˇna i
S realna ortogonalna, onda je i S T AS realna simetricˇna.
Teorem 2.2.3. Slicˇne matrice imaju jednake svojstvene vrijednosti s jednakim kratnostima.
Ako je (λ, x) svojstveni par od A i C = S −1AS , gdje je S regularna matrica, onda je
(λ, S −1x) svojstveni par od C.
No medutim, bitno je napomenuti da obrat ovog teorema ne vrijedi. Matrice koje imaju
iste svojstvene vrijednosi nisu nuzˇno slicˇne, kao sˇto je pokazano u sljedec´em primjeru.
Primjer 2.2.4. Neka su A i B definirane na sljedec´i nacˇin
A =
[
1 1
0 1
]
, B =
[
1 0
0 1
]
,
POGLAVLJE 2. SPEKTRALNA TEORIJA 13
Obje matrice imaju dvostruku svojstvenu vrijednost jednaku 1, no A ima jedan lijevi svoj-
stveni vektor (e2) i jedan desni (e1), dok B ima dva lijeva (e1 i e2) i dva desna svojstvena
vektora (e1 i e2). Zakljucˇak je da matrice A i B ne mogu biti slicˇne.
Sˇto se ticˇe dijagonalizabilnosti matrice koja je takoder iznimno vazˇna u razvoju nu-
mericˇkih metoda, potrebno je analizirati Jordanovu formu.
Teorem 2.2.5 (Jordanova forma). Neka je A kvadratna matrica reda n. Tada postoji regu-
larna matrica S takva da je
S −1AS = J, (2.5)
pri cˇemu je J tzv. Jordanova forma tj. J je blok-dijagonalna
J = diag(J1(λ1), J2(λ2), ..., Jk(λk)),
gdje je Ji ,matrica reda mi oblika
Ji =

λi 1
λi 1
λi 1
.
.
.
λi 1
λi

(2.6)
i vrijedi m1 + m2 + ... + mk = n. Taj mi je parcijalna kratnost od svojstvene vrijednosti λi.
Broj parcijalnih kratnosti je geometrijska kratnost za tu svojstvenu vrijednost γi, a suma
parcijalnih kratnosti je algebarska kratnost αi. Matrica J je jedinstvena do na permutaciju
blokova.
Imajuc´i teorem o Jordanovoj formi u vidu, slijedi da je matrica A dijagonalizabilna
tj. Jordanova forma J joj je dijagonalna, ako su sve svojstvene vrijednosti jednostruke tj.
jednostavne (α = γ = 1).
2.3 Generalizirani problem svojstvenih vrijednosti
Definicija 2.3.1. Neka je A kvadratna matrica dimenzije n × n. Generalizirani svojstveni
problem je zadac´a u kojoj se trazˇi skalar λ takav da je zadovoljena sljedec´a jednakost
Ax = λBx, (2.7)
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gdje je x , 0 odgovarajuc´i desni svojstveni vektor. Lijevi svojstveni vektor y , 0 definiramo
analogno
yT A = λByT . (2.8)
Ili ekvivalentno, trazˇi se svojstvena vrijednost λ koja je netrivijalno rjesˇenje sljedec´eg
problema
det(A − λB) = 0. (2.9)
Primjetimo da kada je B = I imamo jedan obicˇni standardni svojstveni problem. Svi
kompliciraniji modeli, a pritom se misli na polinomijalne probleme koji su kasnije defini-
rani, se pokusˇavaju svesti na ovu osnovnu jednadzˇbu.
Glavna razlika izmedu standardnog problema i generaliziranog je da se u generalizira-
nom mozˇe pojaviti svojstvena vrijednost jednaka beskonacˇnosti (vidi primjer 2.3.2), dok
su u standardnom problemu sve svojstvene vrijednosti nuzˇno konacˇne. Beskonacˇna vri-
jednost se pojavljuje u slucˇajevima kada je matrica B singularna. Takoder, jedno bitno
svojstvo koje vrijedi kod standardnog svojstvenog problema, a gubi se u generaliziranom
problemu je da ukoliko je matrica A realna simetricˇna tada se spektar sastoji samo od re-
alnih svojstvenih vrijednosti. U generaliziranom problemu svojstvenih vrijednosti to ne
vrijedi, tj. matrice A i B mogu biti realne i simetricˇne, ali njihove svojstvene vrijednosti
ne moraju biti nuzˇno realne. No medutim, ako su A i B u nekoj linearnoj kombinaciji po-
zitivno definitne tj. ako postoje α i β takvi da vrijedi αA + βB > 0, tada je spektar realan.
Primjetimo da je dovoljno da je A > 0 jer ako β postavimo na 0, uvjet αA + βB > 0 je
automatski zadovoljen (ili obratno ako je B > 0 tada α postavimo na 0).
U slucˇaju da je B regularna (det(B) , 0), generalizirani problem mozˇemo svesti na
standardni tako da (2.7) pomnozˇimo s lijeva s B−1:
B−1Ax = λx. (2.10)
Ukoliko je B singularna, a A regularna istu transformaciju mozˇemo izvesti mnozˇenjem s
desna (2.7) s A−1. U praksi se izbjegavaju ovakve vrste transformacija jer postoji moguc´nost
gubitka strukture matrica A i B (npr. simetricˇnost), a svaka informacija o strukturi mozˇe
biti iznimno korisne prilikom odredivanja spektra. Na primjer, u slucˇaju da su A i B realne
simetricˇne matrice, ne mora nuzˇno vrijediti da je B−1A simetricˇna matrica, sˇto znacˇi da su
bitna svojstva spektra originalnog problema na neki nacˇin ”zamagljena” sˇto bi nas moglo
odvratiti od korisˇtenja vec´ razvijenih algoritama za simetricˇne probleme. Da bi izbjegli
taj problem gubitka simetricˇnosti koristit c´emo defintinost matrice B. Ako vrijedi da je B
pozitivno definitna (B > 0) tada iz Cholesky dekompozicije slijedi da je B = LLT , gdje je
L donje trokutasta matrica, a samim time je LT gornje trokutasta. Kada se (2.7) pomnozˇi
s L−1 s lijeva, a potom s L−T s desna, B s desne strane se pokrati i dobiva se standardni
svojstveni problem
Hx = λx. (2.11)
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gdje je H = L−1AL−T .
Dobivena matrica H simetricˇna sˇto znacˇi da mozˇemo iskoristiti vec´ dobro razvijene
metode za simetricˇni problem. Ovakva vrsta transformacije generaliziranog u standardni
svojstveni problem je takoder puno stabilnija, ali moguc´a je samo u slucˇaju pozitivne defi-
nitnosti od B (ili A > 0, kada sve ide analogno).
Sˇto ako su i A i B singularne? Sljedec´a dva primjera c´e ilustrirati kako rijesˇiti generali-
zirani svojstveni problem Ax = λBx i u tom slucˇaju.
Primjer 2.3.2. Neka su A i B definirane na sljedec´i nacˇin
A =
[
1 0
0 0
]
, B =
[
0 0
0 1
]
,
Tada je svojstvena vrijednost 0 i vrijedi
Ae2 = 0 = 0 · Be2 = 0 · e2.
Neka je µ = 1
λ
tada se rijesˇava reciprocˇni problem Bx = µAx
Be1 = 0 = µAe1 = 0e1.
Dakle, µ = 0 je svojstvena vrijednost reciprocˇnog. Sada iz definicije od µ = 1
λ
iz reci-
procˇnog problema slijedi da je λ = ∞ josˇ jedna svojstvena vrijednost od pocˇetnog genera-
liziranog problema Ax = λBx.
Primjer 2.3.3. Neka su A i B definirane na sljedec´i nacˇin
A =
[
1 0
0 0
]
, B = A =
[
1 0
0 0
]
,
Iz (2.9) slijedi da trazˇimo λ tako da je determinanta od A − λB jednaka 0. Izracˇunajmo
determinantu
det(A − λB) = det
( [
1 0
0 0
]
−
[
λ 0
0 0
] )
= det
( [
1 − λ 0
0 0
] )
≡ 0.
Dakle, koju god λ uvrstimo u gornju jednadzˇbu determinanta c´e biti 0, iz cˇega slijedi da je
svojstvena vrijednost λ proizvoljna vrijednost iz C
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2.4 Polinomijalni problem svojstvenih vrijednosti
U ovu kategoriju spada i nasˇ kvadraticˇni problem svojstvenih vrijednosti kao jednostavan
primjer za polinomijalne probleme. Zadatak polinomijalnog problema svojstvenih vrijed-
nosti (eng. Polynomial Eigenvalue Problem PEP) je nac´i svojstvenu vrijednost λ i odgovo-
arajuc´i svojstveni (netrivijalan) vektor x koji zadovoljava
P(λ)x = 0, (2.12)
gdje je P definiran kao polinom m-tog stupnja s matricˇnim koeficijentima
P(λ) = λmAm + λm−1Am−1 + ... + λ1A1 + λ0A0 (2.13)
Ak ∈ Cnxn, k = 0, ...,m.
S ovakvim polinomijalnim problemima se susrec´emo prilikom analiza sustava obicˇnih di-
ferencijalnih jednadzˇbi (reda m) s konstantnim koeficijentima
m∑
i=0
Ai
(
d
dt
)i
x(t) = 0. (2.14)
Ideja kod rjesˇavanja ovakvih sustava obicˇnih diferencijalnih sustava je definirati substitu-
ciju tako da ovakav sustav diferencijalnih jednazˇbi m-tog reda svedemo na sustav diferen-
cijalnih jednadzˇbi prvog reda. Visˇe detalja se mozˇe nac´i u nastavku.
2.4.1 Linearizacija
Svaka metoda kojoj je cilj rijesˇiti polinomijalni problem svojstvenih vrijednosti mora proc´i
prvu fazu koja se naziva linearizacijom.
U literaturi se ponekad mogu pronac´i metode koje se nazivaju direktnim. Takav naziv
bi nas mogao prevariti da linearizacija nije potrebna tj. da se svojstvene vrijednosti direktno
dobivaju iz polinomijalnog oblika (2.12) bez konacˇnog iterativnog postupka, no to je samo
tradicionalan naziv za metodu koja racˇuna sve svojstvene vrijednosti (uglavnom se primje-
njuju na male i gusto1 popunjene matrice) dok se iterativnim nazivaju one metode koje
racˇunaju samo dio spektra koji nam je od interesa. Svaki se polinomijalni problem prvo
transformira u njemu ekvivalentni generalizirani svojstveni problem, upravo iz razloga sˇto
ljudi, a shodno tome i racˇunala koja su kreirali, znaju razmisˇljati samo linearno.
Ovakva vrsta linearizacije je motivirana rjesˇavanjem diferencijalnih jednadzˇbi visˇeg
reda tj. redukcijom u diferencijalnu jednadzˇbu prvog reda. Vratimo li se na diferencijalnu
jednadzˇbu m-tog reda definiranu u (2.14) i uvedemo supstituciju
1gusto popunjenim zovemo matrice kojima je omjer nenul i nul elemenata u korist nenul elemenata, dok
praznim matricama (eng. sparse) nazivamo matrice koje imaju puno visˇe nul elelemenata
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x0 = x, x1 =
dx0
dt
, . . . , xm−1 =
dxm−2
dt
, (2.15)
dolazimo do diferencijalne jednadzˇbe prvog reda
Am
dxm−1
dt
+ Am−1xm−1 + ... + A1x1 + A0x0 = 0. (2.16)
Sada (2.16) i (2.15) zajedno cˇine novi sustav jednadzˇbi. Primjetimo da je dimenziju pros-
tora u kojem sada trazˇimo rjesˇenje znatno porasla, trazˇi se mn-dimenzionalan vektor
x0
x1
.
.
xm−1
 .
U terminima matricˇnog polinomijalnog problema ovakva redukcija je zapravo jednaka
trazˇenju svojstvenih vrijednosti od generaliziranog svojstvenog problema L(λ)x = 0 gdje
je L(λ) = Xλ + Y, X,Y ∈ Cmn×mn. L(λ) je zapravo linearizacija od P(λ) = m∑
i=0
λiAi za koju
vrijedi
Xλ − Y ∼
[
P(λ) 0
0 I
]
, (2.17)
gdje ∼ predstavlja ekvivalenciju matricˇnih polinoma tj. egzistenciju matricˇnih polinoma
E(λ) i F(λ) sa konstantnim nenul determinantama, koji zadovoljavaju
E(λ)(Xλ − Y)F(λ) =
[
P(λ) 0
0 I
]
.
Teorem 2.4.1. Neka je dan matricˇni polinomijalni problem velicˇine stupnja m s n × m
matricˇnih koeficijenata, P(λ) = Iλm +
m−1∑
i=0
A jλ j i neka je dana nm × nm matrica
L =

0 I 0 ... 0
0 0 I ... 0
. . . . .
. . . . I
−A0 −A1 .. −Am−1
 .
Tada vrijedi
Iλ − L ∼
[
P(λ) 0
0 I
]
.
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Linearizacija nije jedinstvena, sˇtovisˇe za pojedini polinomijalni problem postoji be-
skonacˇno mnogo linearizacija. Bitno je napomenuti da su sve te linearizacije slicˇne. Vri-
jedi i obrat, ako imamo linearizaciju L1 odredenog polinomijalnog problema i neku matricu
L2 njoj slicˇnu, tada znamo da je L2 linearizacija tog istog polinomijalnog problema.
U ovom radu se fokusiramo na polinomijalni svojstveni problem drugog reda kojeg
krac´e nazivamo kvadraticˇni problem svojstvenih vrijednosti i definiramo ga s
Q(λ)x = (λ2M + λC + K)x = 0. (2.18)
Njemu trazˇimo ekvivalentni linearizirani sustav (eng. Linear Eigenvalue Problem LEP)
(A − λB)x = 0. (2.19)
Glavni nedostatak linearizacije je sˇto se dimenzija pocˇetnog problema dvostruko povec´ava,
dakle rjesˇavanje tog problema postaje memorijski zahtjevnije. Kao sˇto je vec´ napomenuto,
postoji mnogo nacˇina linearizacija i bitno je odabrati onaj koji c´e zadrzˇati sva bitna svoj-
stva pocˇetnog sustava, a pod svojstva podrazumijevamo odredenu strukturu matrica M,C
i K. Svaku informaciju o simetricˇnosti i slicˇnim strukturalnim svojstvima pocˇetnog pro-
blema bismo voljeli prenijeti i na linearizirani oblik. Prednost lineariziranog oblika koji
posˇtuje odredenu strukturu (simetricˇnost, antisimetricˇnost,..) je da mozˇemo primijeniti vec´
razvijene numericˇke metode za specificˇne strukture matrica. Takoder, vazˇnost strukture
matrica dolazi do izrazˇaja u spektru tj. rasporedu svojstvenih vrijednosti. Na primjer, za
Hermitski kvadraticˇni problem (Q(λ)∗ = Q(λ¯)) znamo da svojstvene vrijednosti moraju biti
realne ili u paru (λ, λ¯) sˇto mozˇe posluzˇiti kao provjera jednom kada su svojstvene vrijed-
nosti izracˇunate ili pak pojednostaviti racˇun na nacˇin da kad se izracˇuna jedna svojstvena
vrijednost da se spektru odmah dodaje njen kompleksno konjugiran par.
Ovdje navodimo samo neke od najpopularnijih linearizacija kvadraticˇnog problema
svojstvenih vrijednosti.
Linearizacija tipa 1:
L1 =
[
C K
−N 0
]
− λ
[−M 0
0 N
]
; (2.20)
Linearizacija tipa 2:
L2 =
[
C −N
K 0
]
− λ
[
M 0
0 −N
]
; (2.21)
Linearizacija tipa 3:
L3 =
[
K 0
0 N
]
− λ
[−C −M
N 0
]
; (2.22)
Linearizacija tipa 4:
L4 =
[
K 0
0 N
]
− λ
[−C N
−M 0
]
, (2.23)
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gdje je N regularna kvadratna matrica, te se obicˇno uzima da je identiteta I. Prethodno
navedeni tipovi linearizacija nisu strogo definirani, te razni autori razlicˇito definiraju line-
arizacije tipa 1,2,3 i 4.
Prednosti prethodno linearizacija tipova 1,2,3 i 4 su sljedec´e:
• linearizacija je moguc´a cˇak kada Q(λ) nije regularan
• jednom kada su svojstvene vrijednosti poznate relativno je jednostavno izracˇunati
pripadajuc´e svojstvene vektore,
• ako je Q(λ) dobro skalirana (‖M‖ = ‖C‖ = ‖K‖ ≈ 1) onda rjesˇenje ima malu, gresˇku
unatrag i mali koeficijent osjetljivosti.
Problem losˇih linearizacija je da i najmanje perturbacije lineariziranog problema mogu
dovesti do ne tako malih perturbacija pocˇetnog kvadraticˇnog problema sˇto vodi ka malim
gresˇkama unatrag linearizacije, ali puno vec´im gresˇkama unatrag pocˇetnog problema.
Poglavlje 3
Perturbacijska analiza
U ovom poglavlju c´emo se upoznati s osnovnim pojmovima koji se javljaju kod analize
rjesˇenja. Ono sˇto svaka metoda pokusˇava izbjec´i je da mala promjena prilikom ulaznih po-
dataka izazove veliku promjenu u izlaznim podacima. Osjetljivost rjesˇenja koju mjerimo
koeficijentom osjetljivosti, te kvaliteta i stabilnost koje mjerimo analizom gresˇke unatrag
su uz egzaktnost rjesˇenja od velike vazˇnosti. Relacija gresˇke unaprijed, koeficijenta osjet-
ljivost i gresˇke unatrag je dana sljedec´om relacijom
gresˇka unaprijed ≤ koeficijent osjetljivost × gresˇka unatrag. (3.1)
Definirajmo prvo homogeni oblik kvadraticˇnog problema
Q(α, β) = Mα2 + Cαβ + Kβ2 (3.2)
i njegovu homogenu lineariziraciju
L(α, β) = Aβ − Bα, (3.3)
gdje λ odgovara svojstvenom paru (α, β) , 0 za koji vrijedi λ = α
β
. Matrice A i B se
definiraju ovisno o tipu linearizacije. Neke od linearizacija, a time i matrice A i B, su dane
u prethodnom poglavlju (vidi (2.20) (2.21),(2.22),(2.23)).
U daljnjim razmatranjima, perturbaciju kvadraticˇnog problema c´emo oznacˇavati sa
∆Q(λ) te ju definiramo na sljedec´i nacˇin
∆Q(λ) = ∆Mλ2 + ∆Cλ + ∆K,
a perturbirane matrice
M˜ = M + ∆M, C˜ = C + ∆C, K˜ = K + ∆K.
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3.1 Gresˇka unatrag
U praksi je egzaktno rjesˇenje svojstvenog problema nepoznato tj. ne zna se egzaktna svoj-
stvena vrijednost λ, ali se pokusˇava pronac´i njena najbolja aproksimacija λ˜. Postoji visˇe
nacˇina na koji se mjeri koliko je dobivena aproksimacija blizu egzaktnog rjesˇenja, a je-
dan je da izmjerimo koliko treba modificirati pocˇetnu matricu A, tako da je λ˜ egzaktno
rjesˇenje modificirane matrice A + ∆A. Ukoliko je ta perturbacija relativno mala, onda
smatramo da je λ = λ˜ prihvatljiva aproksimacija koja zadovoljava Ax = λx. Ovakva
analiza gresˇke se naziva analizom gresˇke unatrag. Ta vrsta analize je vrlo bitna jer se u
praksi gresˇke zaokruzˇivanja interpretiraju kao gresˇke podataka, pa podaci cˇesto rezultiraju
netocˇnim rjesˇenjima zbog nacˇina spremanja u racˇunalo ili prethodnog izracˇunavanja.
Definicija 3.1.1. Neka je (x˜, λ˜) aproksimacija svojstvenog para od Q(λ). Tada je gresˇka
unatrag za aproksimaciju svojstvenog para (x˜, λ˜) dana sa
η(x˜, λ˜) := min{ :(Q(˜λ) + ∆Q(˜λ))x˜ = 0,
‖∆M‖ ≤ αM, ‖∆C‖ ≤ αC, ‖∆K‖ ≤ αK},
(3.4)
gdje su αM, αC i αK referentne vrijednosti u odnosu na koje ∆M, ∆C i ∆K moraju biti
mali (npr. αM = ‖M‖, αC = ‖C‖, αK = ‖K‖). Gresˇka unatrag za aproksimaciju svojstvene
vrijednosti λ˜ je dana sa
η(˜λ) := min
x˜,0
η(x˜, λ˜). (3.5)
Da bi bolje razumijeli prethodnu definiciju, pogledajmo najjednostavniji slucˇaj kada su
matrice M, C i K jednodimenzionalne tj. skalari iz R, a njihova kombinacija jedna tocˇka
u prostoru R3. Tada se kvadraticˇni problem svojstvenih vrijednosti svodi na jednostavnu
kvadraticˇnu jednadzˇbu za cˇija rjesˇenja je formula vec´ dobro poznata:
λ1,2 =
−C ± √C2 − 4MK
2M
. (3.6)
Kao sˇto je vec´ napomenuto λ˜ je egzaktno rjesˇenje perturbiranog problema, tj. kada su
tocˇke M,C i K malo promijenjene u M˜ = M +∆M, C˜ = C +∆C i K˜ = K +∆K . To rjesˇenje
λ˜ se nalazi u nekoj okolini egzaktnog rjesˇenja originalnog problema λ (koje nama nije
poznato). Analiza gresˇke unatrag ide korak po korak kroz algoritam od krajnjeg rjesˇenja λ˜
ka pocˇetnim vrijednostima M˜, C˜, K˜ za koje vrijedi Q(˜λ)x = 0 te mjeri udaljenost M˜, C˜, K˜
od originalnih vrijednosti M,C i K. Tocˇnije, koliko je potrebno promijeniti vrijednosti od
M,C i K da bi vrijedilo Q(˜λ)x = 0. Naravno, u interesu nam je da je taj pomak sˇto manji
jer time osiguravamo stabilnost algoritma.
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U racˇunanju gresˇke unatrag preko (3.4) i (3.5) problem nastaje kada se pojavi be-
skonacˇna svojstvena vrijednost. No to se lako rijesˇava, ako QEP prebacimo u homogeni
oblik (vidi (3.2)). U homogenom obliku, pretpostavka da je λ beskonacˇna odgovara pret-
postavci da je β = 0.
Koristec´i (3.2) dobiva se ekspilicitna formula za gresˇku unatrag kvadraticˇnog problema
(dokaz se mozˇe nac´i u [10]).
ηQ(x, α, β) =
‖Q(α, β)x‖2
(|α|2‖M‖2 + |α||β|‖C‖2 + |β|2‖K‖2)‖x‖2
(3.7)
i njegove linearizacije
ηL(x, α, β) =
‖L(α, β)z‖2
(|β|2‖A‖2 + |α|2|‖B‖2)‖z‖2
. (3.8)
3.2 Osjetljivost
Opc´enito u numericˇkoj analizi, koeficijent osjetljivosti mjeri koliko je rjesˇenje problema
osjetljivo, tj. u kojoj mjeri c´e male perturbacije ulaznih podataka utjecati na konacˇno
rjesˇenje. Kazˇemo da je matrica slabo osjetljiva (ili dobro kondicionirana) za taj problem
ukoliko male promjene ulaznih podataka uzrokuju male promjene izlaznih rjesˇenja. Ako
to nije slucˇaj, matrica je losˇe kondicionirana.
Definicija 3.2.1. Neka je λ jednostavna nenul konacˇna svojstvena vrijednost regularnog
QEP-a Q(λ) sa pripadajuc´om desnom svojstvenim vektorom x i lijevim svojstvenim vekto-
rom y. Koeficijent osjetljivosti od λ definiramo sa
κ(λ) = lim sup
→0
{ |˜λ − λ|
 |λ| :(Q(˜λ) + ∆Q(˜λ))x˜ = 0,
‖∆M‖ ≤ αM, ‖∆C‖ ≤ αC, ‖∆K‖ ≤ αK
}, (3.9)
gdje su αM, αC i αK referentne vrijednosti u odnosu na koje ∆M, ∆C i ∆K moraju biti mali.
Pogledajmo josˇ jedanput jednodimenzionalan problem, tj. kada su M,C i K skalari iz R.
Sada oko svake te tocˇke M,C i K zadajemo okolinu radijusa αM, αC i αK koji odreduju
koliku perturbaciju originalnih tocˇaka dopusˇtamo. Prijedemo li u prostor rjesˇenja, pitanje
je koliko je konacˇno rjesˇenje perturbirane kvadraticˇne jednadzˇbe udaljeno od rjesˇenja ori-
ginalne kvadraticˇne jednadzˇbe. Ta udaljenost se mjeri na nacˇin da zamislimo da je rjesˇenje
originalnog problema u sredisˇtu kruga, a radijus se povec´ava za  dok taj isti krug ne po-
krije i rjesˇenje izracˇunate aproksimacije, tj. rjesˇenje perturbiranog pronlema. Velicˇina
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radijusa (n) je upravo koeficijent osjetljivosti. Opet nam je u interesu da je taj inter-
val moguc´ih rjesˇenja sˇto manji jer time sprijecˇavamo preveliko udaljavanje od egzaktnog
rjesˇenja. To je nacˇin na koji prevodimo gresˇke iz prostora ulaznih argumenata u prostor
rjesˇenja. Dakle, koeficijent osjetljivosti ispituje ponasˇanje samog kvadraticˇnog problema
prilikom odredenih perturbacija i neovisan je o algoritmu. Glavni fokus koeficijenta osjet-
ljivosti je na ponasˇanje kvadraticˇnog problema, dok gresˇka unatrag analizira sam algoritam.
Eksplicitna formula za koeficijent osjetljivosti kvadraticˇnog problema glasi (za detalje
vidi [10]):
κQ(α, β) =
√
|β|4‖M‖22 + |α|2|β|2‖C‖22 + |α|4‖K‖22∣∣∣∣∣∣y∗
(
β˜
∂Q
∂α
− α˜∂Q
∂β
)∣∣∣∣∣∣
(α,β)
x
‖y‖2‖x‖2 (3.10)
gdje su x i y desni odnosno lijevi svojstveni vektor kvadraticˇnog problema definiranog s
(3.2). Slicˇno se definira i koeficijent osjetljivosti linearizacije:
κL(α, β) =
√
|β|2‖A‖22 + |α2|‖B‖22∣∣∣∣∣∣w∗
(
β˜
∂L
∂α
− α˜∂L
∂β
)∣∣∣∣∣∣
(α,β)
z
‖w‖2‖z‖2 (3.11)
gdje su z i w deesni odnosno lijevi svojstveni vektor lineariziranog oblika definiranog s
(3.3).
Medutim, kada se radi o kvadraticˇnom problem i njegovoj linearizaciji mozˇe se dogo-
diti da se koeficijent osjetljivosti i gresˇka unatrag tih dvaju (ekvivalentnih) problema razli-
kuju, tj. da su rezultati za linearizirani problem iznimno dobri, a za originalni kvadraticˇni
problem neprihvatljivi. Razlog takvom disbalansu je sˇto linearizacija kombinira visˇe ma-
trica u jednu. Uzmimo za primjer linearizaciju tipa 2 definiranu u (2.21) i pretpostavimo da
su elementi od C mali, npr. reda , a elementi od K u prosjeku reda 10 . U globalu, analiza
osjetljivosti velike matrice A iz lineariziranog oblika c´e dati mali koeficijent osjetljivosti,
u smislu, ako je malo perturbiramo (za neki ), prevladat c´e ovi veliki elementi od K i
koeficijent osjetljivosti c´e biti prihvatljiv. No, obratimo pozornost sada na svaku matricu
zasebno; K ako promjenimo za , elementi matrice K c´e ostati relativno blizu svojim origi-
nalima, dok C kojemu su elementi reda  promijenjen za  rezultira novom matricom koja
je u potpunosti drugacˇija od svog originala, pa c´e shodno tome i koeficijent osjetljivosti
biti iznimno velik. Jedan takav slucˇaj c´emo vidjeti na primjeru koji je opisan u sljedec´em
poglavlju.
Poglavlje 4
Potpuna metoda
Potpuna (ili direktna) metoda je metoda koja racˇuna sve svojstvene vrijednosti i pripadne
vektore za postavljeni problem, dok metode koje nisu potpune racˇunaju samo dio spektra
(ovisno o tome sˇto nas zanima). U MATLAB-u se mozˇe nac´i vec´ implementirana jedna
takva potpuna metoda koja ne samo da racˇuna sve svojstvene vrijednosti za kvadraticˇni
problem vec´ i za svaki polinomijalni svojstveni problem visˇeg stupnja. Ta metoda, koja
je ujedno i prva metoda koja je rijesˇavala ovakvu vrstu problema, je implementirana kao
funkcija polyeig. U ovom poglavlju c´emo usporediti efikasnost i stabilnost metode polyeig
s njezinom poboljsˇanom verzijom quadeig cˇiji algoritam su osmislili i implementirali S.
Hammarling, C.J. Munro i F. Tisseur [5]. Metode polyeig i quadeig rjesˇavaju kvadraticˇni
problem svojstvenih vrijednosti (QEP)
Q(λ) = (Mλ2 + Cλ + K)x = 0 (4.1)
bazirajuc´i se na 3 osnovna koraka, a to su:
1. Linearizacija: transformacija QEP u LEP.
2. Rijesˇiti LEP nekom dobrom metodom (npr. QZ metoda).
3. Iz svojstvenih parova od LEP vratiti natrag svojstvene parove od QEP.
4.1 Prednosti
Noviteti, koji daju prednosti metodi quadeig pored metode polyeig su skaliranje matrica
prije racˇunanja svojstvenih vrijednosti i pripremni korak u kojem se otkrivaju i iz problema
eliminiraju svojstvene vrijednosti jednake 0 i/ili beskonacˇnosti. Uz to quadeig bira line-
arizaciju koja smanjuje gresˇku unatrag i koeficijent osjetljivosti.Takoder, quadeig racˇuna i
lijeve i desne svojtvene vektore, dok je polyeig ogranicˇen samo na desne.
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4.2 Linearizacija
Kao sˇto je vec´ spomenuto, za kvadraticˇni problem postoji beskonacˇno mnogo linearizacija.
Za svaku linearizaciju nuzˇno mora vrijediti det(Q(λ))=det(A-λB), te je ideja odabrati A i
B tako da se sacˇuva struktura matrica pocˇetnog kvadraticˇnog problema sˇto c´e pridonijeti
minimizaciji gresˇke u numericˇki izracˇunatim vrijednostima.
Metoda quadeig koristi linearizaciju tipa 2:
L2 = L2(λ) =
[
C −I
K 0
]
− λ
[−M 0
0 −I
]
= A2 − λB2, (4.2)
dok metoda polyeig koristi linearizaciju tipa 1:
L1 = L1(λ) =
[
K 0
0 I
]
− λ
[−C −M
I 0
]
= A1 − λB1. (4.3)
Kao sˇto je vec´ spomenuto, upravo izbor linearizacije daje jednu veliku prednost metodi
quadeig. Linearizacija tipa 2 je bolja od linearizacije tipa 1 u terminima efikasnosti zbog
toga sˇto joj je matrica B2 gornje blok trokutasta, sˇto odmah povlacˇi ”jeftinije” racˇunanje
Hessenbergovog oblik koji QZ algoritam zahtijeva. Takoder, ne samo da je B2 gornje
trokutasta vec´ se i cijela L2 mozˇe lako svesti na blok gornje trokutasti oblik, nakon cˇega se
beskonacˇne svojstvene vrijednosti ili pak one jednake nuli lako detektiraju.
Sˇto se ticˇe svojstvenih vektora, ovakav tip linearizacije je iznimno pogodan za racˇunanje
svojstvenih vektora od Q(λ) jednom kada su nam svojstveni vektori od L2 poznati. U nas-
tavku slijede detalji.
Neka je z desni svojstveni vektor, a w lijevi svojstveni vektor od L2, tada vrijedi
z =
[
z1
z2
]
=

[
αx
−βKx
]
ako α , 0[
βx
αMx + βCx
]
ako β , 0
, w =
[
w1
w2
]
=
[
αy
βy
]
, (4.4)
gdje su x i y desni i lijevi svojstveni vektor kvadraticˇnog problema (4.1) za odgovarajuc´u
svojstvenu vrijednost λ. Iz (4.4) se jasno vidi da se x lako dobiva iz prvih n elemenata
vektora z ili rjesˇavanjem sustava −βKx = z2 kad je K regularna, dok se lijevi svojstveni
vektor y mozˇe dobiti lako iz prvih ili zadnjih n elemenata vektora w.
4.3 Skaliranje
Kako matrice M,C i K imaju fizikalno znacˇenje, to nam mozˇe prouzrokovati novu vrstu
problema gdje upotreba razlicˇitih mjernih jedinica mozˇe dovesti do velikih razlika u nor-
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mama tih matrica, sˇto pak mozˇe dovesti do malih gresˇki unatrag lineariziranog problema,
ali velikih za originalni kvadraticˇni problem. Htjeli bismo da su L2 i originalni kvadraticˇni
problem Q(λ) uskladeni u smislu osjetljivosti na male promjene, tj. ako kod rjesˇavanja li-
neariziranog problema L2x = 0 male promijene u ulaznim podacima uzrokuju male gresˇke
prilikom racˇunanja svojstvenih vrijednosti, idealno bi bilo da takva osjetljivost vrijedi i za
originalni problem Q(λ)x = 0, te da im je gresˇka unatrag jednakog reda velicˇine.
Za homogeni oblik QEP-a koji smo definirali u (3.2) i homogeni oblik LEP-a (3.3)
(λ = α
β
) vrijedi (za detalje vidi [5]):
1√
2
1
‖p(α, β)‖2 ≤
kL2(α, β)
kQ(α, β)
≤ 23/2 max(1, ‖M‖2, ‖C‖2, ‖K‖2)
2
‖p(α, β)‖2 , (4.5)
1√
2
≤ ηQ(z1, α, β)
ηL2(z, α, β)
≤ 23/2 max(1, ‖M‖2, ‖C‖2, ‖K‖2)
2
‖p(α, β)‖1
‖z‖2
‖z1‖2 , (4.6)
gdje je
p(α, β) = [|α|2‖M‖2 |α||β|‖C‖2 |β|2‖K‖2],
a svojstvena vrijednost (α, β) je normirana tako da vrijedi |α|2 + |β| = 1.
Upravo zbog gornjih i donjih ograda u (4.5) i (4.6) vrijedi da kada ‖M‖ = ‖C‖ = ‖K‖ ≈
1 tada su koeficijent osjetljivosti i gresˇka unatrag linearizacije LEP jednake koeficijentu
osjetljivosti i gresˇki unatrag originalnog problema QEP tj. kQ(α, β) = kL2(α, β) i ηQ(α, β) =
ηL2(α, β).
4.3.1 Parametarsko skaliranje
Ideja parametarskog skaliranja je izbalansirati matricˇne norme na nacˇin da transformiramo
originalni kvadraticˇni problem Q(λ) = λ2M + λC + K u Q˜(µ) = µ2M˜ + µC˜ + K˜ gdje je
λ = γµ. Relacija kojom su Q(λ) i Q˜(µ) vezane je sljedec´a
Q(λ)δ = µ2(γ2δM) + µ(γδC) + δK = Q˜(µ). (4.7)
Vazˇno svojstvo ovakve transformacije jest da gresˇka unatrag i koeficijent osjetljivosti ostaju
nepromijenjeni.
4.3.2 Fan, Lin i Van Doorenovo skaliranje
Neka su K i M nenul matrice. Fan, Lin i Van Dooren su rjesˇavanjem minimazijskog pro-
blema maksimalne udaljenosti matricˇnih normi ‖M‖, ‖C‖, ‖K‖ od 1 tj. problem optimiza-
cije
min
γ,δ
max{‖K˜‖2 − 1, ‖C˜‖2 − 1, ‖M˜‖2 − 1}, (4.8)
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nasˇli optimalne vrijednosti od γ i δ:
γ =
√
‖K‖2
‖M‖2 := γFLV , δ =
2
‖K‖2 + ‖C‖2 := δFLV .
S ovim izborom parametara vrijedi da norme matrica nisu vec´e od 2 te je pokazano da
koeficijent osjetljivosti κ(α, β) i gresˇku unatrag η(α, β) iz (4.5) i (4.6) mozˇemo ogranicˇiti
preko teorijskog rezultat koji je dokazan [10], a glasi:
1√
2
≤ ‖p(α˜, β˜)‖−12 ≤
√
3
2
min
{
1 + τQ,
1
|α˜β˜|
}
. (4.9)
No medutim, ovi parametri nec´e uvijek funkcionirati, tj. nec´e uvijek voditi ka boljem
rijesˇenju. Problem nastaje kada je pocˇetni sustav prejako pregusˇen. Ta pregusˇenost se
mjeri sa
τQ =
‖C‖2
(‖M‖2‖K‖2)2 . (4.10)
Dva su slucˇaja:
• τQ / 1 znacˇi da sustav nije prejako pregusˇen. Primjenimo li (4.9) na (4.5) i (4.6)
slijedi da je kL2 ≈ kQ˜ i ηQ˜ ≈ ηL2 tj. da male gresˇke unatrag stabilnih algoritama (npr.
QZ metoda) primijenjenih na linearizirani oblik znacˇe male gresˇke i za nasˇ pocˇetni
problem Q(λ)x = 0.
• τQ > 1 znacˇi da je sustav prejako pregusˇen, sˇto znacˇi gornja ograda u (4.9) nije
zagarantirana pa skaliranje ne vodi nuzˇno poboljsˇanju rjesˇenja.
4.3.3 Tropsko skaliranje
Za razliku od Fan, Lin i Van Doorenova skaliranja, tropsko skaliranje nalazi rjesˇenje kako
skalirati cˇak i u slucˇaju kad je sustav previsˇe pregusˇen.
Definirajmo prvo tropski polinom
qtrop(x) = max{‖M‖2x2, ‖C‖2x, ‖K‖2}, x ∈ [0,∞). (4.11)
Kada je τQ / 1 ovaj polinom ima jedan dvostruki tropski korjen
γ+trop = γ
−
trop =
√
‖K‖2
‖M‖2 = γFLV ,
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a kada je τQ > 1 tropski polinom ima dva razlicˇita tropska korijena
γ+trop =
‖C‖2
‖M‖2 , γ
−
trop =
‖K‖2
‖C‖2 .
Ako su tropski korijeni dobro odvojeni (γ+trop >> γ
−
trop) i sve matrice dobro kondicionirane,
onda je n najvec´ih (po modulu) svojstvenih vrijednosti velicˇine reda od γ+trop, a n najmanjih
svojstvenih vrijednosti po velicˇini reda odgovara γ−trop.
Eksperimentalno je pokazano da za sˇto vec´u tocˇnost aproksimacija velikih svojstvenih
vrijednosti treba uzeti parametre
γ = γ+trop, δ = (qtrop(γ
+
trop)))
−1,
a za sˇto vec´u tocˇnost aproksimacija malih svojstvenih vrijednosti treba uzeti parametre
γ = γ−trop, δ = (qtrop(γ
−
trop))
−1.
4.4 Deflacija
Ideja deflacije je detektirati beskonacˇne svojstvene vrijednosti ili pak one jednake 0 koje
su zapravo posljedica singularnosti od Q(λ) i prije ikakvih metoda za racˇunanje svojstve-
nih vrijednosti, ugusˇiti (deflatirati) te svojstvene vrijednosti. Karakteristicˇni polinom kva-
draticˇnog problema svojstvenih vrijednosti je dan kao det(Q(λ)) = det(M)λ2n + cˇlanovi
manjeg reda, iz cˇega slijedi da ukoliko je M regularna onda Q(λ) ima 2n konacˇnih svoj-
stvenih vrijednost, u suprotnom, kada je M singularna, onda Q(λ) ima d konacˇnih i 2n-d
beskonacˇnih svojstvenih vrijednosti, gdje smo sa d oznacˇili stupanj polinoma det(Q(λ)).
Primjetimo josˇ da je λ svojstvena vrijednost od Q(λ) ako i samo ako je 1/λ svojstvena
vrijednost od reciprocˇnog problema λ2Q(λ−1) = λ2K + λC + M gdje je 0 reciprocˇna svoj-
stvena vrijednost od ∞ (i obrnuto). Oznacˇimo li sa rM < n rang od M i sa rK < n rang od
K, slijedi da Q(λ) ima barem n− rK svojstvenih vrijednosti jednakih 0 i n− rM beskonacˇnih
svojstvenih vrijednosti. Kao sˇto je vec´ spomenuto, deflacija je vazˇan pripremni korak u
metodi quadeig koji bitno utjecˇe na kvalitetu aproksimacija ostalih konacˇnih svojstvenih
vrijednosti. U quadeig-u se provjeravaju rangovi od K i M koristec´i QR dekompoziciju.
Neka je
Q∗M MPM =
[
RM11 R
M
12
0 0
]
=
[
RM
0
]
, Q∗KKPK =
[
RK11 R
K
12
0 0
]
=
[
RK
0
]
. (4.12)
QR faktorizacija za M i K, gdje Ri11 ∈ Rri×ri i Ri12 ∈ Rri×(n−ri), i ∈ {M,K}. Pomoc´u ovih
faktorizacija, linearizaciju tipa 2 (vidi 4.2) koju quadeig koristi transformiramo u gornje
POGLAVLJE 4. POTPUNA METODA 29
trokutastu formu
Q∗L2P =
A11 A12 A130 A22 A230 0 0n−rK
 − λ
B11 B12 B130 0n−rM B230 0 B33
 . (4.13)
Kada su A22 i B33 singularne, onda (4.13) otkriva n − rK svojstvenih vrijednosti jednakih
0 i n − rM beskonacˇnih svojstvenih vrijednosti. Ostatak svojstvenih vrijednosti dobivamo
rijesˇavajucˇi generalizirani problem A11x = λB11x koji je manje dimenzije od pocˇetnog i
cˇije svojstvene vrijednosti su konacˇne.
4.5 Svojstveni vektori
Kao sˇto je vec´ spomenuto, prednost nasˇeg izbora linearizacije je jednostavan izracˇun pri-
padnih svojstvenih vektora. Nacˇin na koji racˇunamo svojstvene vektore ovisi o tome radi
li se o lijevom svojstvenom vektoru ili desnom, radi li se o deflatiranoj svojstvenoj vrijed-
nosti ili ”obicˇnoj”, te kakvo skaliranje je korisˇteno (ako uopc´e). Slijedi detaljniji opis kako
racˇunamo desne, a ako lijeve svojstvene vektore.
4.5.1 Desni svojstveni vektori
Kada su M i K singularne, vektori koji odreduju desnu jezgru N(M) odnosno N(K) su
ujedno i svojstveni vektori koji odgovaraju svojstvenoj vrijednosti ∞ odnosno svojstve-
noj vrijednosti 0. Ta jezgra se lako dobiva iz (4.12) gdje Householderovim reflektorom
svodimo R12 na nulu, na potpunu ortogonalnu dekompoziciju
Q∗M MZM =
[
T M11 0
0 0
]
, Q∗KKZK =
[
T K11 0
0 0
]
. (4.14)
Zadnjih n − rK stupaca od ZK odgovaraju svojstvenim vektorima od Q(λ) sa svojstvenom
vrijednosti λ = 0, a zadnjih n − rM stupaca od ZM svojstvenim vektorima od Q(λ) sa svoj-
stvenom vrijednosti λ = ∞. Sˇto se ticˇe desnih svojstvenih vektora od ”obicˇnih” svojstvenih
vrijednosti tj. onih koje nisu deflatirane, oni se lako izracˇunaju jednom kada je Shurova
dekompozicija od A11 − λB11 poznata. Racˇunanje natrag svojstvenih vektora originalnog
kvadraticˇnog problema iz linearizirane forme je objasˇnjeno ranije u ovom poglavlju (vidi
(4.4)).
4.5.2 Lijevi svojstveni vektori
Ukoliko je K singularna tada zadnjih n − rK stupaca od QK u (4.12) reprezentira lijeve
svojstvene vektore za n − rK deflatiranih svojstvenih vrijednosti jednakih 0, dok u slucˇaju
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kada je M singularna zadnjih n− rM stupaca od QM u (4.12) reprezentira n− rM svojstvenih
vektora od ∞. Lijeve svojstvene vektore za odgovarajuc´e svojstvene vrijednosti koje nisu
deflatirane racˇunamo na isti nacˇina kao i desne. Analogno kao i za desne svojstvene vek-
tore, prvo se trazˇe svojstveni vektori za linearizaciju L2 koristec´i Shurovu dekompoziciju
od A11−λB11, a onda se iz (4.4) racˇunaju natrag svojstveni vektori za originalni kvadraticˇni
problem.
4.6 Algoritam
Ulazni podaci su n × n matrice M,C i K koje definiraju kvadraticˇni problem svojstvenih
vrijednosti. Po izboru dodajemo ulaznim podacima strukturu options koja nudi sljedec´e
opcije skaliranja:
option.pscale tip skaliranja
0 bez skaliranja
1
Fan, Lin i Van Dooren skaliranje ako vrijedi
‖C‖√‖M‖‖K‖ < 10
u suprotnom bez skaliranja
2 Fan, Lin and Van Dooren skaliranje
3 tropsko skaliranje sa γ+trop
4 tropsko skaliranje sa γ−trop
kao i opcije za deflaciju:
options.tol izvedba
tol
Korisnik mozˇe izabrati toleranciju tol koju koristi kod racˇunanja
ranga u smislu da sve sˇto je manje od tol se smatra nulom.
Defaultna tolerancija je dana sa tol = nu ∗ max{‖M‖, ‖C‖, ‖K‖}
gdje je nu = n ∗  (u MATLABU:  = 2−52)
-1 nema deflacije
Izlazni podaci su izracˇunate svojstvene vrijednosti (njih 2n), lijevi/desni svojstveni
vektori, koeficijent osjetljivosti svojstvenih vrijednosti i gresˇka unatrag svojstvenih vek-
tora, te vrijednost τQ koja je definirana u (4.10)
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QUADEIG metoda
1. Skalirati matrice M,C i K
2. Linearizirati QEP u L2 te svesti linearizaciju L2 na gornje trokutasti oblik (oblik
definiran u (4.13)) koristec´i tol
3. Izracˇunati svojstvene vrijednosti preko Shurove dekompozicije od A11 − λB11
4. (po izboru) Izracˇunati lijeve/desne svojstvene vektore
5. (po izboru) Izracˇunati koeficijent osjetljivosti svojstvenih vrijednosti i gresˇku unatrag
svojstvenih vektora
4.7 Eksperimenti
Primjeri na kojima c´emo testirati efikasnost potpune metode quadeig se mogu nac´i u
NLEVP kolekciji (eng. NonLinear EigenValue Problem), kolekciji koja nudi josˇ mnosˇtvo
primjera koji se bave problemima s kojima se u praksi susrec´u inzˇinjeri. Za detalje tih pri-
mjera vidi [3]. Kao sˇto je ranije spomenuto, jedan od kriterija koji mjeri kvalitetu rjesˇenja
je analiza gresˇke unatrag. Za svaku svojstvenu vrijednost, tj. za svaki pripadajuc´i desni
svojstveni vektor racˇunamo gresˇku unatrag, a usporedbom najvec´e gresˇke unatrag pokusˇat
c´emo odgovoriti na pitanje je li quadeig zaista bolja metoda od polyeig metode. Tablica
prikazana u nastavku prezentira neke primjere iz NLEVP kolekcije gdje je gresˇka una-
trag desnog svojstvenog vektora izracˇunatog quadeig metodom puno manja nego gresˇka
unatrag svojstvenog vektora dobivenog polyeig metodom. Vrijednosti koje se nalaze u ta-
blici odgovaraju max(η(x, α, β)). U metodi quadeig je korisˇteno Fan, Lin i Van Doorenovo
skaliranje.
Problem quadeig polyeig
cd player 9.6721e-16 1.6652e-10
hospital 6.9702e-16 5.9588e-13
power plant 3.6830e-16 1.3037e-08
damped beam 5.5467e-16 3.4251e-09
POGLAVLJE 4. POTPUNA METODA 32
U ovim primjerima se jasno se vidi da je quadeig itekako efikasnija od polyeig-a. Raz-
log tome je skaliranje koje je u ovim slucˇajevima odigralo bitnu ulogu.
Primjer 1 Vratimo se sada primjeru mehanicˇkih oscilacija kojeg smo ilustrirali u pr-
vom poglavlju. Taj je primjer dan u kolekciji NLEVP pod nazivom damped beam, a
sam model mehanicˇkih oscilacija je preuzet iz analize vibracija u prigusˇenoj gredi koja
je pricˇvrsˇc´ena za oba kraja, a prigusˇena u sredini. U ovom konkretnom primjeru,vrijedi da
je M > 0 i K > 0, a C = enceTn ≥ 0. Jasno je da sˇto je prigusˇenost vec´a da c´e sustav biti
stabliniji, sˇto znacˇi da c´e velicˇina realnog dijela svojstvenih vrijednosti biti obrnuto pro-
porcionalna jacˇini prigusˇivanja c tj. sˇto je vec´i c, to c´e svojstvene vrijednosti visˇe pobjec´i
u lijevo (vidi sliku 4.1). Slijedec´i rezultati vrijede za c = 5, a M,C, K ∈ R200×200.
U nastavku su ilustrirane svojstvene vrijednosti izracˇunate koristec´i metode quadeig
i polyeig. Najvec´a gresˇka unatrag za metodu polyeig je 3.4251e − 09 dok je za quadeig,
gdje je korisˇteno Fan,Lin, Van Doorenovo skaliranje, gresˇka samo 5.5467e − 16. S druge
strane, quadeig bez skaliranja daje puno gore rezultate od polyeig; najvec´a gresˇka unatrag
u tom slucˇaju je jednaka 2.1505e − 04. Razlog ovako losˇoj izvedbi quadeig-a je definitvno
velika razlika matricˇnih normi; ‖M‖ = 0.0513, ‖C‖ = 5, ‖K‖ = 1.0645e + 10. Pogledamo li
sad kakvu linearizaciju koristi polyeig (4.3), a kakvu quadeig (4.2) vidi se da polyeig u B1
kombinira dvije matrice M i C kojima je velicˇina norme relativno blizu, tj. elementi im se
ne razlikuju previsˇe po modulu, pa mozˇemo rec´i da je matrica B1 u dobrom balansu, dok
se u matrici B2 mijesˇaju C i K kojima je razlika u normama reda velicˇine 10, zbog cˇega je
ona jako osjetljiva na bilo kakve perturbacije. Ovaj slucˇaj je jasni pokazatelj koliko vazˇnu
ulogu ima skaliranje. Na slici 4.2 se vidi da svojstvene vrijednosti izracˇunate metodom qu-
adeig bez skaliranja odgovaraju svojstvenim vrijednostima neprigusˇenog sustava. Razlog
simetricˇnosti spektra je taj da su M,C i K realne.
Izborom tropskog skaliranja umjesto Fan, Lin, Van Doorenove svojstvene vrijednosti
sa slike 4.1 ostaju skoro pa iste (razliku je skoro nemoguc´e vidjeti) i gresˇka unatrag se ne
mijenja, ali koeficijent osjetljivosti se smanjuje sa 3.0842e + 6 na 1.1404e + 4 sˇto sugerira
da je tropsko skaliranje bolje u ovom slucˇaju.
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Slika 4.1: Quadeig sa FVL skaliranjem u Primjeru 1.
Slika 4.2: Quadeig bez skaliranja u Primjeru 1.
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Slika 4.3: Polyeig u Primjeru 1.
Primjer 2 Primjer power plant koji se takoder mozˇe nac´i u NLEVP kolekciji je dimen-
zija 8 × 8, a opisuje dinamicˇko ponasˇanje elektrane pojednostavljeno u sustav od 8 nepoz-
nanica. Za razliku od prethodnog primjera, ovdje su velicˇine matrica u relativnom balansu;
‖M‖=2.5154e+08, ‖C‖=4.3710e+10, ‖K‖=1.7168e+13. Nijedna norma ne odskacˇe svo-
jom velicˇinom od ostalih sˇto znacˇi da su elementi matrica bliski (za razliku od primjera 1).
Kao sˇto je vec´ prezentirano prethodno u tablici, prilikom racˇunanja svojstvenih vrijednosti
metodom polyeig najvec´a gresˇka unatrag je 5.9588e-13, dok metodom quadeig (uz Fan,
Lin i Van Doorenovo skaliranje) je samo 5.9702e-16. Za razliku od prethodnog primjera,
u slucˇaju da quadeig ne izvrsˇi skaliranje, gresˇka unatrag je 5.5858e-15 sˇto je i dalje bolji
rezlutat od polyeig-a. Slika 4.4 prikazuje svojstvene vrijednosti koje daju metode quadeig
i polyeig. Primjetimo da razlike gotovo da ni nema, za razliku od prethodnog primjer gdje
je razlika bila vidljiva. Mala dimenzija ovog problema takoder pridonosi tocˇnosti rjesˇenja.
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Slika 4.4: Aproksimacije svojstvenih vrijednosti u Primjeru 2.
Poglavlje 5
Iterativne metode
Kao sˇto je vec´ spomenuto, iterativna metoda, za razliku od potpune, racˇuna samo dio
spektra. Iterativnih metoda ima mnogo, a one su nam od velike koristi kada je pocˇetni
kvadraticˇni problem velikih dimenzija, a nas zanimaju samo odredene svojstvene vri-
jednosti (najvec´e, najmanje ili pak unutar nekog odredenog Ω ⊂ C). Na slicˇan nacˇin
kako je u uvodnom primjeru o akusticˇnim vibracijama bilo potrebno diskretizirati be-
skonacˇnodimenzionalan prostor funkcija nekim konacˇnodimenzionalnim, metode koje c´e
biti opisane u nastavku c´e aproksimirati prostor velikih dimenzija nekim prostorom ma-
nje dimenzije, koji sadrzˇi dovoljno dobru informaciju o dijelu spektra koji nas zanima.
Zbog prakticˇnosti i dobrih rezultata, nekoliko iterativnih metoda se razvilo tj. i dalje se
razvija, no nasˇ fokus c´e najvisˇe biti na metodama baziranim na Krilovljevim potprosto-
rima, koje racˇunaju visˇe svojstvenih vrijednosti istovremeno. Jedna takva metoda je Ar-
noldijeva metoda, koja rijesˇava standardni svojstveni problem, tj. SOAR (eng. Second
Order ARnoldi) zaduzˇen za rijesˇavanje kvadraticˇnog svojstvenog problema. Dakle, ideja
je projicirati pocˇetni problem na adekvatno odabran potprostor manjih dimenzija iz kojeg
se nekom od direktnih (potpunih) metoda racˇunaju svojstvene vrijednosti tog reduciranog
kvadraticˇnog svojstvenog problema. Izracˇunate svojstvene vrijednosti reduciranog kva-
draticˇnog problema predstavljaju aproksimacije svojstvenih vrijednosti originalnog pro-
blema. U nastavku ovog poglavlja, prvo c´emo opisat osnovnu Arnoldijevu metodu za
standardni svojstveni problem koja je motivirala razvitak SOAR metode za kvadraticˇni
problem svojstvenih vrijednosti.
5.1 Arnoldijeva metoda
Arnoldijevu metodu c´emo detaljnije objasniti na primjeru standardnog problema svojstve-
nih vrijednosti
Ax = λx. (5.1)
36
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Sˇto kada je A kvadratna matrica velikih dimenzija n × n i to rijetko popunjena (kao sˇto je
cˇest slucˇaj u praksi), a nas zanima samo podskup njenih svojstvenih vrijednosti? Struktura
jedne takve matrice se mozˇe vidjeti na slici 5.1 Prikazana matrica dolazi iz dinamicˇke
analize strukture sustava, a mozˇe se nac´i u Harwell-Boeing kolekciji na Matrix Market-u.
Slika 5.1: Rijetko popunjena matrica
Crne zvijezdice predstavljaju nenul elemente, a ostali elementi su nule. Primjetimo da
je puno manje nenul elemenata, sˇto znacˇi da je matrica rijetko popunjena. Sada kada bismo
na takvu matricu primijenili neku od direktnih metoda, nule bi presˇle u nenul element i
ova elegantna struktura bi bila izgubljena. Vazˇnost i glavna prednost rijetko popunjenih
matrica je usˇteda memorije, jer se pohranjuju samo nenul elementi, a operacija v → Av je
zbog strukture iznimno efikasna.
Ideja Arnoldijeve metode je projicirati pocˇetni problem velikih dimenzija u pogodno
dobar potprostor manjih dimenzija gdje c´emo laksˇe i efikasnije doc´i do zˇeljenih svojstvenih
vrijednosti. Odmah se postavlja pitanje, koji c´e to prostor dobro aproksimirati prostor
rjesˇenja?
Definicija 5.1.1. Neka je A ∈ Rn×n i b ∈ Rn\{0}. Krilovljeva matrica reda i je definirana
s Ki ≡ Ki(A, b) = [b, Ab, ..., Ai−1b], a i-ti Krilovljev potprostor Ki je definiran kao slika od
Ki, Ki ≡ Ki(A, b) = R(Ki).
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Pri racˇunanju projekcije, zbog numericˇke stabilnosti je bitno zadatiKi u ortonormiranoj
bazi koja se mozˇe dobiti QR faktorizacijom. Pretpostavimo sada da su svojstvene vrijed-
nosti od A jednostruke, tj. neka je matrica A dijagonalizabilna s n linearno nezavisnih
svojstvenih vektora v1, v2..., vn i n svojstvenih vrijednosti koje numeriramo tako da vrijedi
|λ1| ≥ |λ2| ≥ ... ≥ |λn|. Kako su v j, j = 1, .., n svojstveni vektori znamo da vrijedi Av j = λ jv j,
takoder svaki vektor b mozˇemo zapisati kao linearnu kombinaciju b = β1v1+β2v2+...+βnvn.
Kada primjenimo A na b i iskoristimo definiciju svojstvenih vrijednosti dobiva se
Ab = β1Av1 + β2Av2 + ... + βnAvn
= β1λ1v1 + β2λ2v2 + ... + βnλnvn.
(5.2)
Nadalje, za potenciranu matricu Ak vrijedi
Akb = β1λk1v1 + β2λ
k
2v2 + ... + βnλ
k
nvn
= λk1
β1v1 + β2
(
λ2
λ1
)k
︸︷︷︸
→0
v2 + ... + βn
(
λn
λ1
)k
︸︷︷︸
→0
vn
 , uz pretpostavku da vrijedi |λ1| > |λ2|.
(5.3)
Dakle, kada je β1 , 0, smjer vektora Akb zapravo konvergira ka smjeru svojstvenog
vektora v1. Ovakva metoda potencija je efikasan nacˇin za racˇunanje dominantnog svojstve-
nog para (λ1, v1). Sˇto blizˇe je λ1 ostalim svojstvenim vrijednostima u apsolutnoj vrijednosti,
to c´e konvergencija ka dominantnom svojstvenom paru biti sporija. No istovremeno, kako
se k povec´ava tako se i kut koji vektor Akb zatvara s v1 smanjuje i metoda postaje nestabilna
tj. povec´ava se osjetljivost QR faktorizacije. Ideja Arnoldijevoga algoritma je ortonormirati
niz b, Ab, ...Akb tj. pronac´i ortonormiranu bazu {q1, q2, ..., qk} za k-ti Krilovljev potprostor
u kojem c´emo trazˇiti zˇeljene svojstvene vrijednosti.
Definicija 5.1.2. Kazˇemo da je n × n matrica H u Hessenbergovoj formi (Hessenbergova
matrica) ako je Hi j = 0 za i > j + 1
Hessenbergova matrica H dimenzije 6 × 6 je sljedec´eg oblika:
H =

∗ ∗ ∗ ∗ ∗ ∗
∗ ∗ ∗ ∗ ∗ ∗
0 ∗ ∗ ∗ ∗ ∗
0 0 ∗ ∗ ∗ ∗
0 0 0 ∗ ∗ ∗
0 0 0 0 ∗ ∗

.
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Propozicija 5.1.3. Za svaki indeks i = 1, 2, .. je dim(Ki) ≤ i. Nadalje, AKi ⊆ Ki+1, i
postoji indeks l ≤ n za kojeg je K1 ⊂ K2 ⊂ ... ⊂ Ki ⊂ Ki+1... ⊂ Kl = Kl+1, AKl ⊆ Kl.
Potprostor Kl je najmanji A–invarijantni potprostor koji sadrzˇi vektor b. Osim toga,
• Ako je Ql ortonormirana baza dobivena QR faktorizacijom matrice Kl, onda je
u toj bazi PKl AKl reprezentiran gornje Hessenbergovom matricom Hˆl = Q
∗
l AQl s
(Hˆl)i+1,i , 0, i = 1, ...., l − 1. Ako je A∗ = A onda je Hˆl tridijagonalna.
• Ako je A regularna, ondaKl sadrzˇi x = A−1b i vrijedi formula A−1b = ‖b‖2Ql(Hˆ−1l e1).
• Sa svakim prosˇirenjem matrice Ql do unitarne matrice Q = [Ql,Q⊥l ] je Q∗AQ 2 × 2
blok gornje trokutasta matrica s Hˆl na poziciji (1,1). Specijalno je svaka svojstvena
vrijednost od Hˆl ujedno i svojstvena vrijednost od A.
Iz prethodne propozicije 5.1.3 slijedi da je nasˇ trazˇen Krilovljev potprostor zapravo
najmanji invarijanti prostor operatora A koji sadrzˇi A−1b. Dokaz propozicije, kao i visˇe
detalja o Krilovljevim potprostorima, se mozˇe nac´i u [4]. To znacˇi da kada djelujemo
s matricom A na vektore iz Krilovljevog potprostora, htjeli bismo da oni ostaju u istom
tom potprostoru. Jasno je da to nec´e biti basˇ moguc´e u konacˇnoj aritmetici, pa c´emo
umjesto zahtjeva da su Krilovljev prostori Ki i Ki+1 jednaki zahtjevati da su vrlo blizu
jedan drugoga. Idealna situacija bi bila Kl = Kl+1 (u konacˇnoj aritmetici Kl ≈ Kl+1) gdje
je l puno manji od n, tj. da je pronaden invarijantni potprostor malih dimenzija.
Pokazˇimo sada kako se dobiva trazˇena ortonormirana baza za Krilovljev prostor. Je-
dan od nacˇina je formirati niz matrica K1, ...,Kl i rekurzivno izracˇunati pripadne QR-
faktorizacije. Ako je Ki = [k1, ...ki] = QiRi vec´ izracˇunata, onda slijedi:
Ki+1 =
[
Ki ki+1
]
=
[
Qi ki+1
] [Ri 0
0 1
]
=
[
Qi, ki+1 − QiQ∗i ki+1
] [Ri Q∗ki+1
0 1
]
=
[
Qi qi+1
] [Ri vi
0 γi+1
]
,
(5.4)
gdje je γi+1 = ‖ki+1 − Qivi‖2 i vi = Q∗i ki+1. Ako je γi+1 , 0 onda je qi+1 = ki+1−Qiviγi+1 i Qi+1 =
[Qi, qi+1] je trazˇena baza. Bitno je josˇ napomenuti da je prethodno definirana ortonormirana
baza jednistveno odredena (do na dijagonalnu unitarnu transformaciju).
Propozicija 5.1.4. Ako je Qm = [q1, q2, ..., qm] ortonormalna matrica takva da je Qi =
[q1, ..., qi] baza za Ki, i = 1, ...,m, onda je Qm jedinstvena do na mnozˇenje s desna dijago-
nalnom ortogonalnom (unitarnom) matricom.
Dakle, glavni nedostatak metode potencija koja kreira niz b, Ab, A2b, .. je taj da se ku-
tevi medu vektorima smanjuju sˇto pridonosi nestabilnosti same metode. Taj nedostatak
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rjesˇavamo rekurzijom kojom generiramo niz ortonormiranih baza za K1 ⊂ K2.... U sva-
kom novom koraku i+1 se prethodno generiranoj bazi dodaje novi vektor qi+1 koji je nastao
tako da prvo na qi djelujemo s A i potom takav novonastali vektor ortgonaliziramo u odnosu
na ostatak vektora iz baze. Upravo o tome govori sljedec´a propozicija 5.1.5. Medutim, kod
ortogonalizacije u konacˇnoj aritmetici postoji jedna opasnost; uvjet da su vektori u i v nu-
mericˇki okomiti je ekvivalentan uvjetu da |uT v|/‖u‖‖v‖ ≤  gdje  ≈ 10−8 (u jednostrukoj
preciznosti) ili  ≈ 10−16 (u dvostrukoj preciznosti). Zbog gresˇke zaokruzˇivanja postoji
moguc´nost da konacˇna baza nije ortogonalna, pogotovo kod ortogonalizacije vektora koji
zatvaraju jako mali kut. U takvim slucˇajevim bi bilo pozˇeljno reortogonalizirati. Dokaz
zasˇto je dvostruka ortogonalizacija dovoljna (twice is enough) i visˇe detalja o samoj proce-
duri se mogu nac´i u [12].
Propozicija 5.1.5. Neka je Ki ⊂ Ki+1 te neka su Qi = [q1, ..., qi] i Qi+1 = [Qi, qi+1] odgo-
varajuc´e baze. Tada je Ki+1 generiran s [Qi, Aqi] Dakle, za svaki i je
Ki+1 = R([q1, Aq1, Aq2, ..., Aqi]).
Ovakvom vrstom Gram-Schmidtove ortogonalizacije v = Aqi −Qi(Q∗i Aqi), u konacˇnici
dolazimo do Arnoldijevog algoritma, algoritma koji je ujedno i najpoznatiji algoritam koji
koristi Krilovljeve potprostore.
Algoritam ARNOLDI(A, b,m) za zadane A ∈ Rn×n i b ∈ Rn\{0} racˇuna ortonormirane
baze Qi = [q1, ..., qi] za Ki, te Hessenbergove matrice H1:i,1:i za koje je
AQi = Qi+1H1:i+1,1:i, Q∗i AQi = H1:i,1:i, i = 1, ...,m. (5.5)
Ako je za neki l ≤ m, Kl = Kl+1, onda algoritam zavrsˇava u koraku i = l i vrac´a
vrijednost l. Inacˇe zavrsˇava u zadanom m–tom koraku i stavlja l = m.
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Algoritam 1: ARNOLDI(A, b,m)
q1 = ‖b‖2;
for i = 1, ..,m do
v = Aqi;
for j = 1, .., i do
h ji = q∗jv;
v = v − q jh ji;
end
hi+1,i = ‖v‖2;
if hi+1,i = 0 then
l = i;
Q = [q1, ..., ql];
H = (hi j)(l+1)×l; STOP
end
qi+1 = v/hi+1,i;
end
l = m;
Q = [q1, ..., qm]; H = (hi j)(m+1)×m
Slika 5.2: i-ti korak Arnoldijevog algoritma
Dvije su moguc´nosti zavrsˇetka iteracija u Arnoldijevom algoritmu: ili je naden invari-
jantan potprostor (h j+1, j = 0) ili je zavrsˇio korak m koji oznacˇava maksimalnu dopusˇtenu
dimenziju Krilovljevog potprostora (zadana apriori).
Kao rezultat Arnoldijevog algoritma dobiva se Hessenbergova matrica H i ortonormi-
rana baza l-tog Krilovljevog prostora. Pitanje je sada kako doc´i do zˇeljenih svojstvenih
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vrijednosti? U (5.5) smo definirali Q∗i AQi = H1:i,1:i, a prema teoremu 2.2.3 su svojstvene
vrijednosti od H1:i,1:i ujedno i aproksimacije od i svojstvenih vrijednosti od A. Te svojstvene
vrijednosti θi od H1:i,1:i nazivamo Ritzovim vrijednostima, a svojstveni vektor g od H1:i,1:i
daje Ritzov vektor y koji je definiran sa y = Q∗i g. U konacˇnici, aproksimacija svojstene
vrijednosti (λ, x) je Ritzov par (θ, y).
5.1.1 Restart
Kada je Arnoldijev algoritam dosˇao do kraja iteracija (do m-tog koraka), a rezultati, tj.
izracˇunate aproksimacije svojstvenih vrijednosti, nisu zadovoljavajuc´i predlazˇe se restar-
tati metodu. Kod restartanja je ideja iskoristiti informacije koje su prikupljene u prethod-
nim iteracijama te nove iteracije zapocˇeti vektorom koje c´e pogurati iteracije u pravom
smjeru. Vratimo se sada rastavu pocˇetnog vektora b na svojstvene vektore. Pretpostavimo
da svojstvenih vrijednosti ima n koje smo numerirali kao i prije |λ1| ≥ |λ2| ≥ ... ≥ |λn|,
neka su svi svojstveni vektori linearno nezavisni te neka je djelovanje matrice A na taj vek-
tor b definiriano kao i u (5.2). Odemo li sada korak dalje i primijenimo matricˇni polinom
p(A) =
n∑
i=1
αiAi na taj isti vektor b, tada se po uzoru na (5.3) dobiva
p(A)b =
n∑
i=1
βi p(λi)vi. (5.6)
Zadatak koji nam sada prethodi je odabrati adekvatan polinom koji c´e ubrzati konver-
genciju ka smjeru svojstvenih vektora koji su nam od interesa tj. polinom koji c´e naglasiti
zˇeljene svojstvene vrijednosti, a ugusˇiti nezˇeljene. Posˇto su tocˇne vrijednosti svojstvenih
vrijednosti λi nepoznate (jer bismo inacˇe bili gotovi), u praksi biramo polinome koji c´e
poprimati velike vrijednosti na cˇitavom dijelu ravnine koji sadrzˇi zˇeljene svojstvene vri-
jednosti, a male vrijednosti na dijelu ravnine koji sadrzˇi nezˇeljene svojstvene vrijednosti.
Pretpostavimo sada da nas zanima r najvec´ih po modulu svojstvenih vrijednosti. Oznacˇimo
dio ravnine koji sadrzˇi nezˇeljene svojstvene vrijednosti λr+1, λr+2, .., λn sa E. Sada se pro-
blem trazˇenja optimalnog polinoma svodi na problem optimizacije kojeg definiramo na
sljedec´i nacˇin
min
p∈Pn
p(λr)=1
max
λ∈E
|p(λ)|. (5.7)
Medu polinomima koji poprimaju najvec´u vrijednost u skupu E, trazˇi se minimalni
stupnja n. Zahtjevat c´emo da je trazˇeni polinom normiran tj. da je p(λr) = 1. Za elipsku
imamo elegantno rjesˇenje pomoc´u Cˇebisˇevljevog polinoma, zbog cˇega definiramo elipsu E
sa sredisˇtem na realnoj osi d i fokusima d − c, d + c tako da sadrzˇi sve nezˇeljene svojstvene
vrijednosti λr+1, λr+2, .., λn. Optimalno rjesˇenje problema minimizacije (5.7) tada je dano
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sa
pn(λ) =
Tn[(λ − d)/c]
Tn[(λr − d)/c] , (5.8)
gdje je Tn Cˇebisˇevljev polinom reda n, koji je definiran sljedec´om rekurzijom
T0(λ) = 1,
T1(λ) = λ,
Tn+1(λ) = 2λTn(λ) − Tn−1(λ), n = 1, 2..
(5.9)
Detalji o Cˇebisˇevljevim iteracijama mogu se nac´i u [9].
Ovakvim manipulacijama dolazimo do Arnoldi-Cˇebisˇevljevog algoritma koji je definiran
u nastavku. Ulazni podaci su pocˇetni vektor b (‖b‖ = 1), prirodni broj m koji definira broj
Arnoldijevih iteracija, prirodni broj n koji definira broj Cˇebisˇevljevih iteracija tj. stupanj
Cˇebisˇevljevog polinom kojim c´emo modificirati pocˇetni vektor b, te prirodni broj r koji
odreduje broj zˇeljenih svojstvenih vrijednosti (zasada nas zanima r najvec´ih po modulu).
Arnoldi-Cˇebisˇevljeva metoda (b,m, n, r)
1. Izvrsˇi m koraka Arnoldijevog algoritma s pocˇetnim vektorom b. Izracˇunaj m svoj-
stvenih vrijednosti dobivene Hessenbergove matrice. Odaberi r najvec´ih svojstvenih
vrijednosti λ˜1, λ˜2, .., λ˜r i neka je ostatak R = {λ˜r, λ˜r+1, .., λ˜m}. Ako ovako dobivene
aproksimacije zadovoljavaju uvjet stani.
2. Koristec´i R izracˇunaj optimalne d i c ta najbolju elipsu E tako da ona obuhvati sve
vrijednosti iz R. Tada izracˇunaj pocˇetni vektor z0 kao linearnu kombinaciju aproksi-
macije svojstvenih vektora u˜i, i = 1, ..r. Taj vektor z0 iskoristi kao pocˇetni vektor za
Cˇebisˇevljeve iteracije.
3. Izvrsˇi n koraka Cˇebisˇevljevih iteracija ([9]) koje su bazirane na rekurziji definiranoj
u (5.9), a u konacˇnici daju novi vektor bn koji je jednak p(A)b i definiran s (5.6).
Normiraj dobiveni vektor b = bn/‖bn‖ i vrati se na prvi korak.
Glavna ideja ovakvog polinomijalnog filtriranje je pronac´i Cˇebisˇeveljev polinom koji
c´e vrijednosti unutar elipse E umanjiti, a vrijednosti izvan nje amplificirati. Nakon sˇto je
takav polinom pronaden, primijenjujemo ga na nasˇu matricu A, a zatim s p(A) djelujemo na
pocˇetni vektor b. Sada c´e iteracije s novim pocˇetnim vektorom p(A)b dobivenim ovakvim
polinomijalnim filtriranjem brzˇe iskonvergirati ka zˇeljenim svojstvenim vrijednostima.
Sljedec´e vizualizacije c´e dati jasniju predodzˇbu zasˇto su basˇ Cˇebisˇevljevi polinomi dobar
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izbor za polinomijalno filtriranje. Posˇto su nam od interesa svojstvene vrijednosti velike po
modulu, htjeli bismo da nasˇ odabrani polinom ima velike vrijednosti daleko od ishodisˇta,
a male vrijednosti blizu ishodisˇta. Upravo je to slucˇaj na slici 5.3 koja ilustrira vrijed-
nosti Cˇebisˇevljevog polinoma stupnja 10 na elipsama s fokusima u 1 i −1, te sredisˇtem u
ishodisˇtu.
Na slici 5.4 su vrijednosti Cˇebisˇevljevog polinoma na samim elipsama (u log 10 skali),
te se josˇ jasnije vidi kako vrijednost polinoma brzo raste udaljavanjem od ishodisˇta.
Slika 5.3: Cˇebisˇevljev polinom stupnja 10 (|T10(z)|)
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Slika 5.4: Vrijednosti Cˇebisˇevljevog polinoma na elipsama (log10)
U konacˇnici, nakon azˇuriranja pocˇetnog vektora b se ponovo poziva Arnoldijev algori-
tam. U slucˇaju da ni nakon novih m iteracija rezultati i dalje nisu zadovoljavajuc´i, postupak
se ponavlja na isti nacˇin koristec´i novodobivene informacije.
Cˇest je slucˇaj da metoda nade dovoljno dobre aproksimacije koje odgovaraju zadanim
kriterijima za l svojstvenih vrijednosti (od trazˇenih r), pa je preporucˇljivo smjerove tih od-
govarajuc´ih svojstvenih vektora zakljucˇati (eng.locking) dok ostale svojstvene vrijednosti
ne iskonvergiraju. Zakljucˇavanje se vrsˇi prije sljedec´eg restarta kako dobre aproksimacije
ne bi bile izgubljene, tj. da bi se usˇtedilo na vremenu. Ostatak svojstvenih vrijednosti koje
ne odgovaraju kriterijima treba ocˇistit (eng. purging) prije sljedec´eg restarta. Za detalje
vidi [8].
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5.2 SOAR
SOAR metoda (eng. Second Order ARnoldi method) je poopc´enje Arnoldijeve metode
opisane u prethodnom poglavlju. Kao i kod Arnoldijeve metode, glavni korak SOAR me-
tode je generiranje ortonormirane baze, ali ovog puta baze Krilovljevog potprostora drugog
reda, nakon cˇega se na slicˇan nacˇin Rayleigh-Ritz aproksimacijama racˇunaju zˇeljene svoj-
stvene vrijednosti. Ova metoda je idealna kada nas zanima samo odreden dio spektra i
to po moguc´nosti svojstvene vrijednosti kvadraticˇnog problema koje se nalaze na samom
rubu spektra (npr. najvec´a ili najmanja svojstvena vrijednost po modulu). S druge strane
u slucˇaju kad nas zanima unutrasˇnjost spektra (npr. frekvencije blizu nekog τ) se pre-
porucˇuje korisˇtenje Jacobi-Davidsonove metode koja pak racˇuna jednu po jednu svojstvenu
vrijednost (za razliku od Arnoldijevih metoda gdje se istovremeno racˇuna visˇe svojstvenih
vrijednosti).
5.2.1 Linearizacija
Kao i svaka metoda za rjesˇavanje kvadraticˇnog problema svojstvenih vrijednosti, SOAR
zapocˇinje linearizacijom. Linearizacija koju koristi SOAR je varijanta linearizacije tipa 3,
koja je definirana u poglavlju 2 (2.22). Neka su
F =
[−C −K
I 0
]
, G =
[
M 0
0 I
]
,
gdje pretpostavljamo da je M regularna. Sada mozˇemo pocˇetni kvadraticˇni problem svoj-
stvenih vrijednosti
(λ2M + λC + K)x = 0 (5.10)
transformirati u njemu ekvivalentni generalizirani problem svojstvenih vrijednosti
Fx = λGx. (5.11)
Za ovako generalizirani problem se trazˇi odgovarajuc´i Krilovljev potprostor, ali ovog puta
drugog reda (definirano u sljedec´oj sekciji). Jednom kada je izracˇunata ortonormirana baza
za Krilovljev potprostor drugog reda vrsˇi se projekcija originalnog kvadraticˇnog problema
(5.10), a ne linearizacije (5.11) i na taj nacˇin je sacˇuvana originalna struktura.
5.2.2 Krilovljev potprostor drugog reda
U SOAR metodi glavnu ulogu igra Krylovljev potprostor drugog reda tj. njemu pripadajuc´a
ortonormirana baza. Za generalizirani svojstveni problem
Ax = λBx (5.12)
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Krilovljev potprostor drugog reda definiramo na sljedec´i nacˇin.
Definicija 5.2.1. Neka su A i B kvadratne matrice reda n i neka je u,0 vektor dimenzije n.
Krilovljev potprostor drugog reda je definiran s
Gn(A, B; u) = span1{r0, r1, ...rn−1},
gdje je niz vektora r0, r1, ..rn−1 definiran na sljedec´i nacˇin
r0 = u,
r1 = Ar0,
r j = Ar j−1 + Br j−1
Ukoliko je B = 0 tada se radi o standardnom Krilovljevom potprostoru s kojim smo vec´
dobro upoznati
Gn(A, 0; u) = Kn(A; u).
Jednom kad transformiramo kvadraticˇni problem u njemu ekvivalentni generalizirani pro-
blem svojstvenih vrijednosti ((5.10) → (5.11)) odgovarajuc´i m-ti Krylovljev potprostor
lineariziranog problema ((5.10) je dan sa
Km(H; v) = span{v,Hv,H2v, ...,Hm−1v}, (5.13)
gdje je
H = G−1F =
[−M−1C −M−1K
I 0
]
≡
[
A B
I 0
]
. (5.14)
Dakle, vrijedi A = −M−1C, B = −M−1K. Definiramo li josˇ v = [uT 0]T odmah je jasno
da Krilovljevi vektori drugog reda {r j} duljine n iz definicije 5.2.1 i standardni Krylovljevi
vektori {H jv} duljine 2n posˇtuju sljedec´u relaciju[
r j
r j−1
]
= H jv, (5.15)
sˇto implicira da prostor Gm(A, B; u) od Rn daje dovoljno informacija za direktni rad s kva-
draticˇnim oblikom, umjesto korisˇtenja Krylovljevog potprostora Km(H; v) od R2n koji je
dobiven iz lineariziranog oblika i koji je memorijski visˇe zahtjevan. Da bismo se u to
uvjerili pogledajmo josˇ sljedec´u relaciju
Km(H, v) ⊆ G2m(A, B; u), (5.16)
1span je oznaka za linearnu ljusku, npr. span{a,b} predstavlja sve linearne kombinacije vektora a i b
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gdje je G2m(A, B; u) prostor generiran vektorima iz skupa{[
r0
0
]
,
[
r1
0
]
, ...,
[
rm−1
0
]
,
[
0
r0
]
, ..,
[
0
rm−1
]}
.
Zbog ekvivalencije kvadraticˇnog problema i njegove linearizacije, relacija (5.16) pokazuje
da ako se svojstveni vektor [λxT , xT ]T nalazi u prostoruKm(H, [uT , 0]T ), onda se svojstveni
vektor x kvadraticˇnog problema (5.10) nalazi u Gm(A, B; u). Nadalje, zbog neprekidnosti,
ako u prostoru Km(H, [uT , 0]T ) mozˇemo nac´i dobru aproksimaciju za svojstveni vektor
[λxT , xT ]T , onda u prostoru Gm(A, B; u) postoji dobra aproksimacija svojstvenog vektora
x.
Prednost ovakve generalizacije Krilovljevog potprostora je cˇuvanje strukture matrica
koja je, kao sˇto smo vec´ napomenuli, vrlo bitna za racˇunanje spektra i provjeru tocˇnosti
rjesˇenja. Takoder, memorijski je manje zahtjevno jer Gm(A, B; u) ⊂ Rn, a Km(H; v) ⊂ R2n.
U mnogim inzˇinjerskim problemima, n raste i do milijun, a s takvim kvadraticˇnim pro-
blemom je skoro nemoguc´e raditi, pa se uzima m  n i generiraju Krilovljevi potprostori
dimenzije m za koje se nadamo da sadrzˇe dovoljno informacija da nademo dobre aproksi-
macije rjesˇenja.
Kao i kod Arnoldijevog algoritma, SOAR metoda Gram-Schmidtovom ortogonalizaci-
jom trazˇi ortonormiranu bazu {q1, q2, ..., qm} od prostora koji razapinju prvih n komponenti
vektora r0, r1, .., rm−1 koji pak definiraju prostor Gm(A, B; u). Taj postupak ortogonalizacije
je opisan sljedec´im algoritmom.
Algoritam 2: SOAR procedura(A, B, u,m)
q1 = u/‖u‖2; p1 = 0;
for j = 1, ..,m do
v = Aq j + Bp j;
s = q j;
for i = 1, .., j do
ti j = q∗i r;
r = r − qiti j;
s = s − piti j;
end
t j+1, j = ‖r‖2;
if t j+1, j = 0 then
STOP
end
q j+1 = r/t j+1, j;
p j+1 = s/t j+1, j;
end
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U prethodnom algoritmu niz vektora {p j} predstavlja pomoc´ne vektore koji generiraju
prostor Gm−1(A, B; u).
Teorem 5.2.2. Neka je Qm = [q1, ..., qm] i Pm = [p1, ..., pm] i T˜m =
[
Tm
tm+1,me∗m
]
= [ti j] ∈
R(m+1)×m. Ako SOAR procedura ne stane prije koraka m, tada vrijedi
span{Qm} = Gm(A, B; u)
i m-ti korak SOAR dekompozicije zadovoljava relaciju
H
[
Qm
Pm
]
=
[
Qm+1
Pm+1
]
T˜m,
gdje je Qm+1 = [Qm, qm+1], Pm+1 = [Pm, pm+1].
Jednom kada je ortonormirana baza {q1, q2, ..., qm} poznata, Rayleigh-Ritzovom proce-
durom aproksimiramo pocˇetni kvadraticˇni problem velikih dimenzija jednim kvadraticˇnim
problemom puno manjih dimenzija.
Usporedimo sada SOAR metodu s quadeig metodom, koja je detaljnije opisana u pret-
hodnom poglavlju. U quadeig metodi se originalni kvadraticˇni problem transformira u
linearizirani oblik sˇto znacˇi da se pocˇetne matrice kombiniraju u jednu matricu dvostruke
dimenzije te se time gubi njihova originalna struktra (npr.simetricˇnost) i sve daljnje tran-
sformacije koje su potrebne za racˇunanje svojstvenih vrijednosti primijenjuju se na tu li-
nearizaciju. Nedostatak ovakve metode je sˇto se gubitkom strukture ne mogu koristiti
numericˇke metode koje su vec´ razvijene za rjesˇavanje sustava posebnih struktura. S druge
strane, SOAR metoda prvo kreira lineariziran oblik koji je samo pomoc´ni alat u racˇunanju
ortonormirane baze prostora u koji c´emo projicirati nasˇ originalni problem. Dakle, takav
projiciran kvadraticˇni problem je i dalje kvadraticˇni, struktura originalnih matrica je i dalje
sacˇuvana, ali dimenzija je puno manja. Tek sada se primijenjuje neka od potpunih metoda
kao sˇto je quadeig ili polyeig kako bi se izracˇunale zˇeljene svojstvene vrijednosti.
Matrica Qm dobivena SOAR procedurom sadrzˇi m linearno nezavisnih stupaca koji
predstavljaju ortonormiranu bazu od Gm(A, B; u). Kada projiciramo originalni kvadraticˇni
svojstveni problem na prostor Gm(A, B; u) dobiva se reducirani kvadraticˇni problem
(θ2Mm + θCm + Km)g = 0, (5.17)
gdje je
Mm = QTmMQm, Cm = Q
T
mCQm, Km = Q
T
mKQm. (5.18)
Sada kada smo sveli originalni kvadraticˇni svojstveni problem na kvadraticˇni problem
puno manjih dimenzija, taj reducirani problem rjesˇavamo nekom od potpunih metoda za
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guste matrice. U nasˇim eksperimentima je korisˇtena quadeig metoda koja je ranije detaljno
opisana, jer je u usporedbi s polyeig-om dala bolje aproksimacije. Svojstveni parovi (θ, g)
od (5.17) definiraju Ritzove parove (θ, z) gdje je z = Qmg/‖Qmg‖2. Te Ritzove vrijednosti
su zapravo aproksimiracije svojstvenih vrijednosti pocˇetnog kvadraticˇnog problema defini-
ranog u (5.10). Jednom kada imamo izracˇunate aproksimacije, njihova tocˇnost se ocjenjuje
kroz norme rezidualnih vektora
‖(θ2M + θC + K)z‖2
|θ|2‖M‖1 + |θ|‖C‖1 + ‖K‖1
. (5.19)
U koraku redukcije kvadraticˇnog problema bitno je napomenuti da matrice Mm,Cm,Km
posˇtuju strukturu (npr. simetrija, antisimetrija,..) svojih originala M,C,K, pa c´e i skup
aproksimacija svojstvenih vrijednosti tog reduciranog problema posˇtovati strukturu svoj-
stvenih vrijednosti originalnog problema.
5.2.3 Algoritam
Dvije najbitnije komponente SOAR metode za racˇunanje svojstvenih vrijednosti su SOAR
procedura koja racˇuna ortonormiranu bazu od Gm(A, B; u) (analogon Arnoldijevom algo-
ritmu za standardni svojstveni problem) i Rayleigh-Ritzova projekcija koja slijedi odmah
iza SOAR procedure te racˇuna aproksimacije svojstvenih vrijednost. Svi koraci jedne
SOAR metode dani su u nastavku, ali prije toga definiramo argumente sˇto ih SOAR metoda
prima, te sˇta ona vrac´a.
Ulazni podaci su:
• n × n matrice M,C i K koje definiraju kvadraticˇni problem svojstvenih vrijednosti
• pocˇetni vektor v = [uT , 0]T
• prirodni broj m  n kojim odredujemo maksimalnu dimenziju Krilovljevog potpros-
tora drugog reda tj. maksimalan broj iteracija SOAR procedure
• prirodni broj r < m koji odreduje koliko svojstvenih vrijednosti nas zanima
• atribut koji opisuje uvjet pod kojim se trazˇe svojstvene vrijednosti (najvec´e po mo-
dulu, najmanje po modulu, blizu neke vrijednosti τ,..)
Izlazni podaci su:
• aproksimacije r svojstvenih vrijednosti koje odgovaraju atributu
• aproksimacije odgovarajuc´ih svojstvenih vektora
• relativne norme rezidualnih vektora definirane u (5.19)
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SOAR metoda (M,C,K,m, r, v, atribut)
1. (SOAR procedura) Izracˇunati ortonormiranu bazu za Gm(A, B; u) gdje je A = −M−1C
i B = −M−1K
2. Projicirati M, C i K na Gm(A, B; v) kako je definirano u (5.18)
3. (Rayleigh-Ritz procedura) Rijesˇiti reducirani QEP (5.17) za (θ, g) i izracˇunati Ritzove
parove (θ, z) koji predstavljaju aproksimaciju svojstvenih vrijednosti i odgovarajuc´ih
svojstvenih vektora od QEP-a (5.10)
4. Izracˇunati relativne norme rezidualnih vektora definiranih u (5.19) kako bi se testirala
tocˇnost Ritzovih parova (θ, z)
Komentar: Matrice A i B se ne racˇunaju eksplicitno, nego se u SOAR proceduri (vidi
algoritam 2) gdje racˇunamo vektore Aq j i Bp j, umjesto −M−1Cq j prvo djelujemo sa C
na q j, a potom rjesˇavamo sustav −Mx = Cq j. Vektor Bp j racˇunamo na analogan nacˇin.
Ovakvo implicitno racˇunanje se koristi zbog efikasnosti i vec´e tocˇnosti.
5.2.4 Deflacija i prekid
Prisjetimo se klasicˇnog Arnoldijevog algoritma za racˇunanje Krilovljevog potprostora; ite-
racije prestaju onog trenutka kad smo nasˇli invarijantan potprostor tj. HK j ⊂ K j, no
kod generiranja Krilovljevog potprostora drugog reda treba biti oprezan jer postoje dvije
moguc´nosti prestanka iteracija; prekid i deflacija.
Definicija 5.2.3. Ako su {ri}, i = 0, 1... j linearno zavisni, ali {[rTi , rTi−1]}, i = 0, ... j gdje je
r−1 = 0 linearno nezavisni, takva situacija se naziva deflacija; ako su oboje {ri} i {[rTi , rTi−1]}
linearno zavisni, takvu situaciju nazivamo prekid.
Prethodna definicija govori o tome da u slucˇaju deflacije vrijedi
G j+1(A, B; u) = G j(A, B; u)
, ali K j+1(H, v) , K j(H, v) iz cˇega slijedi da kada dode do deflacije u koraku j < m, K j
nije dobar prostor za egzaktne svojstvene vektore od H, pa samim time ni G j(A, B; u) nije
dobar prostor za trazˇenje rjesˇenja (zbog relacije (5.15)). Iz tog razloga nakon deflacije treba
nastaviti s iteracijama. Ako se deflacija dogodi u j-tom koraku SOAR procedure definirane
algoritmom 2 tada se q j+1 postavlja na 0, a t j+1, j na 1. Posljedica ovakve modifikacije je
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da c´e matrica Qm cˇiji su stupci zapravo vektori ortonormirane baze prostora Gm(A, B; u)
sadrzˇavati 0, ali to se lako rjesˇava tako da se stupci matrice Qm filtriraju i ostave samo oni
koji odgovaraju koracima u kojima se nije dogodila deflacija.
S druge strane, kada se prekid dogodi iteracije se zaustavljaju jer G j(A, B; u) predstavlja
dovoljno dobar potprostor za trazˇenje rjesˇenja. Kao i prije, stupci matrice Qm definiraju
ortonormiranu bazu tog prostora. Visˇe detalja o prekidu i deflaciji se mozˇe nac´i u [1].
5.2.5 Restart
Kako je to slucˇaj i kod obicˇnog Arnoldijevog algoritma, postoji moguc´nost da u SOAR
metodi iteracije ne iskonvergiraju, tj. da nije pronaden invarijantan potprostor. Takoder,
kako m raste ta metoda postaje skuplja i neprakticˇna zbog zauzimanja velike kolicˇine me-
morije. Ta dva razloga dovoljna su motivacija za restartati metodu. S druge strane, nakon m
iteracija obicˇno vec´ imamo nekakvo saznanje o smjerovima svojstvenih vektora i njihovim
svojstvenim vrijednostima, te bismo voljeli te informacije iskoristiti prilikom ponovnog po-
zivanja novih iteracija. Te informacije se implementiraju azˇuriranjem pocˇetnih vektora q1 i
p1 u nove vektore q+1 i p
+
1 s kojima krec´u nove iteracije definirane algoritmom 2. Medutim,
primjetimo odmah da se restart nec´e moc´i direktno primijeniti na SOAR proceduru s obzi-
rom da azˇurirani p+1 visˇe nec´e biti 0. Kako bi se rijesˇio taj nedostatak modificira se SOAR
procedura na nacˇin da se umjesto inicijalizacije p1 = 0 zadaje nenul vektor p1 kao sˇto je to
slucˇaj i za q1. Takvu modificiranu SOAR proceduru nazivamo GSOAR (eng.Generalized
Second Order Arnoldi), a prostor koji razapinju vektori dobiveni takvom procedurom se
naziva generalizirani Krilovljev potprostor drugog reda te se definira na sljedec´i nacˇin
Definicija 5.2.4. Neka su A i B kvadratne matrice reda n i neka je u1, u2 ∈ Cn\{0} vektor
dimenzije n. Generalizirani Krilovljev potprostor drugog reda je definiran sa
Gn(A, B; u1, u2) = span{r0, r1, ...rn−1},
gdje je niz vektora r0, r1, ..rn−1 definiran na sljedec´i nacˇin
r0 = u1,
r1 = Ar0 + Bu2,
r j = Ar j−1 + Br j−1
.
Primjetimo da u slucˇaju kada je u2 = 0 radi se o standardnom Krilovljevom potpros-
toru drugog reda defiranog u 5.2.1 tj. Gn(A, B; u1, 0) = Gn(A, B; u1). Kako je to vec´ defi-
nirano u algoritmu 2, nasˇi vektori q1 i p1 koji c´e kasnije biti azˇurirani su samo normirani
vektori u1 i u2, respektivno. Dakle, nakon azˇuriranja pocˇetnih vektora poziva se ponovo
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GSOAR procedura koja kreira novi generalizirani Krilovljev potprostor drugog reda, pot-
prostor koji je bogatiji s informacijama o smjeru zˇeljenih svojstvenih vektora. Sada pre-
ostaje samo nac´i nacˇin kako efikasno azˇurirati vektore q1 i p1 tako da amplificiraju kom-
ponente zˇeljenih svojstvenih vektora i simultano gusˇe komponente nezˇeljenih. Za razliku
od Arnoldi-Cˇebisˇevljeve metode u kojoj se azˇuriranje vrsˇi eksplicitno, metode Krilovljevih
potprostora drugog reda preferiraju implicitni restart. Ideja implicitnog restarta je primi-
jeniti pomake µ1, .., µp na dobivenu Hessenbergovu matricu Tm, tj. izvrsˇiti p implicitno
pomaknutih QR iteracija na Tm definiranu u teoremu 5.2.2
(Tm − µ1I) · · · (Tm − µpI) = VmR, (5.20)
gdje je Vm m × m ortogonalna matrica i R gornje trokutasta. Sada je najtezˇi zadatak oda-
brati najbolje pomake µ1, µ2, ..., µp tako da se azˇuriranjem smjerovi nezˇeljenih svojstvenih
vektora gusˇe, a da smjerovi zˇeljenih svojstvenih vektora dodu visˇe do izrazˇaja. Idealno
bi bilo za pomake µ1, µ2, ..., µp odaberati basˇ p nezˇeljenih svojstvenih vrijednosti, jer se
onda u potpunosti ugusˇe smjerovi tih svojstvenih vektora, no za razliku od idealne teorije
u praksi nemamo egzaktne vrijednosti vec´ samo aproksimacije, koje nerijetko nisu ni za-
dovoljavajuc´e. Jedan od rjesˇenja je da se uzmu aproksimacije svojstvenih vrijednosti koje
se nalaze sˇto dalje od zˇeljenih svojstvenih vrijednosti. Visˇe o izboru pomaka i njihovoj
prirodi se mozˇe nac´i u [6],[8]. Ukoliko prethodno nije dosˇlo do deflacije, nakon pomaka se
primjenjuje GSOAR procedura josˇ jednom. Restartanje u slucˇaj kada se dogodila deflacija
je malo kompliciranije i ono je detaljno opisano u [6].
Samo azˇuriranje pocˇetnih vektora mozˇemo eksplicitno definirati sljedec´om formulom.
Teorem 5.2.5. Vrijedi [
q+1
p+1
]
=
1
τ
ψ(H)
[
q1
p1
]
, (5.21)
gdje je ψ(λ) =
∏p
j=1(λ − µ j) i τ faktor normiranja.
5.2.6 Eksperimenti
U sljedec´im primjerima c´emo usporediti Arnoldijeve metode s potpunom metodom qu-
adeig iz poglavlja 4. Jedna Arnoldijeva metoda je SOAR, koja je prethodno detaljno opi-
sana, a druga je Arnoldijeva metoda za linearizirani problem definiran sa (5.11), koja je
implicitno implementirana u MATLAB-ovoj funkciji eigs. U sljedec´im primjerima su eg-
zaktna rjesˇenja nepoznata (kao sˇto je obicˇno slucˇaj u praksi) te c´emo kao referetne vri-
jednosti uzeti svojstvene vrijednosti izracˇunate direktnom metodom quadeig. Sˇto se ticˇe
SOAR metode; u prvom koraku je korisˇtena osnovna SOAR procedura koja ne provjerava
deflaciju ni prekid, a u trec´em koraku reducirani QEP rijesˇavamo metodom quadeig.
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Primjer 1. Neka su M, C i K nasumicˇne matrice velicˇine 200×200 (n = 200). Elementi
tih matrica su normalno distribuirani sa srednjom vrijednosti 0, standardnom devijacijom
1. Za odgovarajuc´i kvadraticˇni problem trazˇimo r = 20 dominantnih svojstvenih vrijed-
nosti (atribut=najvec´e po modulu). Aproksimacije tih svojstvenih vrijednosti smo trazˇili
u Krilovljevom potprostoru dimenzije m = 50. Rezultati SOAR metode, eigs metode i
quadeig metode su ilustrirani na slici 5.5
Slika 5.5: Aproksimacije svojstvenih vrijednosti
Slika 5.5 potvrduje tvrdnju sa pocˇetka ovog poglavlja, a to je da Arnoldije metode
pogadaju puno bolje svojstvene vrijednosti koje se nalaze na samom rubu spektra nego iz
unutrasˇnjosti spektra.
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Slika 5.6: Relativne rezidualne norme od aproksimiranih svojstvenih vektora
Primjetimo da je prvih 7 svojstvenih vrijednosti (njih 7 najvec´ih po modulu) iskonver-
giralo, sˇto se poklapa sa slikom 5.5 gdje se vidi da su svojstvene vrijednosti sa ruba spektra
pogodene tj. u ovom primjeru su to upravo one svojstvene vrijednosti najvec´e po modulu.
Primjer 2. Primjenimo SOAR metodu na vec´ poznati primjer prigusˇene grede koji smo
definirali u prethodnom poglavlju. Matrice M,C i K nalazimo u NLEVP kolekciji. a svaka
je dimenzije 200 × 200 (n = 200). U zˇelji da izracˇunamo r = 20 dominatnih svojstvenih
vrijednosti primjenjujemo SOAR metodu s m = 100 iteracija koja racˇuna aproksimacije
svojstvenih vrijednosti tj. trazˇimo aproksimacije tih 20 dominantnih svojstvenih vrijed-
nosti u Krilovljevom potprostoru dimenzije 100. Aproksimacije svojstvenih vrijednosti su
prikazane na slici 5.7
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Slika 5.7: Aproksimacije svojstvenih vrijednosti
Iako na prvi pogled izgleda da aproksimacije razlicˇitih metoda daju iste rezultate,
povec´amo li sitaciju oko dominantne svojstvene vrijednosti, primjetit c´emo da se razlicˇite
aproksimacije razlicˇitih metoda polagano razilaze. Ta situacija je prikazana na sljedec´oj
slici 5.8. Eig i SOAR se lagano pocˇinju udaljavati od referentne vrijednosti koju smo
izracˇunali quadeig metodom.
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Slika 5.8: Aproksimacije dominantne svojstvene vrijednosti
Slika 5.9: Relativne rezidualne norme od aproksimiranih svojstvenih vektora
Poglavlje 6
Zakljucˇak
Inzˇinjeri modeliranjem ponasˇanja raznih nebodera,mostova i sl. dolaze do kvadraticˇnih
problema svojstvenih vrijednosti s matricama M,C i K iznimno velikih dimenzija, a trazˇe
samo par svojstvenih vrijednosti koje odgovaraju nekom atributu (npr. kod istrazˇivanja sta-
bilnosti sustava od interesa su one svojstvene vrijednosti kojima je realni dio blizu 0). Jedan
od nacˇina da se takvi problemi rijesˇe je primijeniti quadeig metodu definiranu u poglavlju
4. koja daje sve svojstvene vrijednosti zadanog kvadraticˇnog problem. Jednom kad su one
poznate mozˇemo odabrati samo onih par koje odgovaraju nekom unaprijed zadanom atri-
butu. Takav nacˇin bi bio neprakticˇan, a ponekad i nemoguc´, jer bi racˇun bio iznimno skup,
sˇto vremenski, sˇto memorijski. Upravo zbog tog nedostatka efikasnosti okrec´emo se itera-
tivnim metodama. Metode koje se baziraju na Krilovljevim prostorima su samo neke od
tih iterativnih metoda. SOAR metoda opisana u poglavlju 5. reducira pocˇetni kvadraticˇni
problem, a samim time i dimenziju prostora u kojem trazˇimo rjesˇenje, cˇime mozˇemo puno
usˇtediti na memoriji, pogotovo kada je m (dimenzija Krilovljevog potprostora u kojem
trazˇimo rjesˇenje) puno manji od n. Naravno, nije dobro ni odabrati premali m jer time
smanjujemo vjerojatnost dobre aproksimacije, u smislu da je s malim m sˇansa da smo
pogodili basˇ m-dimenzionalan prostor koji sadrzˇi trazˇene svojstvene vektore manja. Taj
problem se rjesˇava restartanjem metode u kombinaciji sa cˇisˇc´enjem i zakljucˇavanjem svoj-
stvenih vrijednosti([8],[6]). S druge strane, nedostatak Arnoldijevih metoda je taj da sporo
konveriraju pogotovo kada su svojstvene vrijednosti jako blizu jedna drugoj. Takoder, Ar-
noldijeve aproksimacije unutrasˇnosti spektra daju losˇe rezultate (vidi sliku 5.3). Pitanje
unutrasˇnjosti spektra mozˇemo rijesˇiti s varijantom pomaka i invertiranja. Iterativna me-
toda koja je alternativa Arnoldijevim metodama je Jacobi-Davidsonova metoda koja daje
najblizˇu svojstvenu vrijednost prethodno zadanom τ, te odgovarajuc´i svojstveni vektor.
Jacobi-Davidsonova metoda za razliku od Arnoldijeve racˇuna jednu po jednu svojstvenu
vrijednost zbog cˇega je puno sporija. Zasada ne postoji najbolja metoda, jer razlicˇiti kva-
draticˇni problemi svojstvenih vrijednsoti imaju razlicˇita svojstva, te zahtjevaju drugacˇiji
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tretman. Taj tretman ukljucˇuje razlicˇite metode, razlicˇite linearizacije, razlicˇita skaliranja
i slicˇno. Uz strukturu samog problema bitno je i dobro definirati kakve svojstvene vrijed-
nosti i koliko njih se trazˇi jer ako nas zanimaju sve svojstvene vrijednosti onda bi quadeig
metoda bila pravi izbor, u suprotnom, ako nas zanima samo nekoliko svojstvenih vrijed-
nosti preporucˇuju se iterativne metode poput SOAR metode. Dakle, svakom kvadraticˇnom
problemu svojstvenih vrijednosti bi trebalo pristupiti individualno i odabrati metodu koja
basˇ njemu odgovara.
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Sazˇetak
U ovom radu smo se bavili kvadraticˇnim problemom svojstvenih vrijednosti cˇiji je zadatak
nac´i skalare λ ∈ C i nenul vektore x ∈ Cn tako da vrijedi
(Mλ2 + Cλ + K)x = 0,
gdje su M,C,K ∈ Cn×n. Ovako definiran problem ima 2n svojstvenih vrijednosti kao
rjesˇenje, te svojstvene vrijednosti mogu biti i konacˇne i beskonacˇne.
Prezentirali smo dvije razlicˇite numericˇke metode koje rjesˇavaju spomenuti problem; me-
toda quadeig i SOAR (eng. Second Order ARnoldi method) metoda. Metoda quadeig
pripada klasi potpunih (direktnih) metoda, sˇto znacˇi da racˇuna svih 2n svojstvenih vrijed-
nosti, a pogodna je za korisˇtenje kada je dimenzija pocˇetnog problema relativno mala. Ta
metoda se detaljnije bavi skaliranjem zadanih matrica M,C i K pocˇetnog problema, kao i
problemom beskonacˇnih svojstvenih vrijednosti. Numericˇkim eksperimentima smo uspo-
redili quadeig s metodom polyeig koja je implementirana u paketu MATLAB-a. S druge
strane, prezentirali smo SOAR metodu koja pripada klasi iterativnih metoda koje se primi-
jenjuju kada je potrebno izracˇunati samo dio spektra koji je od interesa. Iterativne metode
su iznimno efikasne u slucˇaju velikih dimenzija pocˇetnog problema, kada je primjena pot-
punih metoda iznimno skupa (memorijski i vremenski) ili cˇak nemoguc´a. SOAR metoda,
koja je u ovom radu predlozˇena kao efikasno rjesˇenje kvadraticˇnih problema, je poopc´enje
Arnoldijeve metode za standardni svojstveni problem, a osnovna ideja joj je pronalazak
pogodno odabranog potprostora koji c´e dobro aproksimirati prostor koji razapinju trazˇeni
svojstveni vektori. Jedan takav pogodan potprostor na kojem je bazirana SOAR metoda
je Krilovljev potprostor drugog reda. Glavni problem iterativnih metoda je pitanje konver-
gencije. Na ubrzavanju konvergencije se i dalje aktivno radi. Svi numericˇki eksperimenti
u ovom radu su napravljeni u MATLABu.
Summary
In this thesis we study the quadratic eigenvalue problem (QEP), that is for given M, C,
K ∈ Cn×n, task is to compute an eigenvalue λ ∈ C and an eigenvector x ∈ Cn, x , 0
(Mλ2 + Cλ + K)x = 0.
This QEP has 2n eigenvaluess, some of them can even be infinite.
We present two different numerical methods for solving QEP; quadeig method and
SOAR (Second Order ARnoldi) method. Quadeig method is a complete (direct) method,
meaning that it computes all 2n eigenvalues, and we recommend applying this method
when the dimension of the initial QEP is not too big. One of the improvements that qu-
adeig offers is scaling of the given matrices M,C and K. The way that quadeig method
deals with infinite eigenvalues and zero eigenvalues improves the accuracy of the approxi-
mations for the finite eigenvalues. Our numerical experiments compare quadeig method
with MATLAB’s built-in function polyeig that solves the same QEP problem. Also, we
investigate the SOAR method which belongs to the class of iterative methods. Unlike the
complete methods, iterative methods are applied when we are interested only in a subset of
the spectrum (only few eigenvalues). Those iterative methods are effective way of dealing
with the problem of large dimension. Applying a complete method to such big problems
would cause great memory cost and immense time consumption. SOAR method, that we
suggest in this thesis for effectively solving QEP, is a generalization od the Arnoldi method
for the standard eigenvalue problem and the basic idea is to find suitable subspace that is
very close to the subspace that is spanned by the wanted eigenvectors. One of the good
subspaces which is also the basis for the SOAR method is a second order Krylov subspace.
The main problem of iterative methods is the convergence question. Enhancing the conver-
gence is still one of the main topics in many researches and improvements are being made.
All the numerical experiments in this thesis are made in MATLAB.
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