Common structural analysis strategies for PPINs.
A cell signalling network.
Cell signalling is the communication system that controls cellular activities.
Signalling pathways represent the ordered sequences of events and model the information flow within the cell. Gene regulation networks can be considered as a sub-type of cell signalling networks, focusing on a specific signalling event which is often the final stage of a signalling cascade. Elements in the pathway (e.g. proteins, nucleic acids, metabolites) are represented as nodes and the flow of information is represented by directed edges. Are systematically represented by two types of resources:
Pathway databases (also known as 'process description' resources) such as Reactome [9] , KEGG [10] or Wikipathways [11] . These aim to provide a formal representation of the current scientific consensus on cell signalling pathways. They are generated by manual curation [12] and organise the information in the form of reactions, with substrates and products being affected by the action of catalysers. This information must be converted according to specific rules in order to be represented as a network. Some information loss can occur during this process.
Reaction network databases (also known as 'activity flow' resources) such as Signor [13] , SignaLink [14] or SPIKE [15] . These aim to capture known binary relationships in cell signalling, such as activation, phosphorylation, etc. They are generally manually curated, but not always. In contrast with the pathway databases, they are already graphs in the mathematical sense and require no transformation in order to be represented as a network.
The sources of data underlying biological networks
It is important to emphasise that significant challenges arise not only from the sheer size of the dataset used, but also due to the fact that biological datasets are inherently noisy and incomplete. Often, different types of evidence will not overlap or will be contradictory. The way the data was obtained is an important aspect to considere here, with the information typically coming from the following sources:
Manual curation of scientific literature: Scientific curators or domain experts evaluate existing published evidence and store it in a database. This provides high-quality, well represented information, but curation is an expensive and time consuming task and the size of the datasets is limited by these factors. Page 17 of 45 
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Published on EMBL-EBI Train online (https://www.ebi.ac.uk/training/online) High-throughput datasets: Some experimental approaches can generate large amounts of data, such as largescale PPI datasets generated via yeast two-hybrid or affinity purification plus mass spectrometry identification.
They provide large, systematically produced datasets but the information suffers the inherent biases of the chosen technique and they vary in quality.
Computational predictions:
Many methods use existing experimental evidence as their basis and aim to predict unexplored relationships between biological entities. For example, protein interactions in humans can be used to predict a similar interactions in mice if there are close enough orthologues in this organism. They provide a tool to broaden and even refine the space of experimentally derived interactions, but the datasets produced are understandably noisier than with the previous sources.
Literature text-mining: Multiple algorithms are used to computationally extract systematically represented relationships from the published literature. As with the previous case, although they can greatly increase the coverage of the data, natural language processing [16] is a tricky business and the results tend to be rather noisy.
Protein-protein interaction networks
Protein-protein interactions (PPIs) are essential to almost every process in a cell, so understanding PPIs is crucial for understanding cell physiology in normal and disease states. It is also essential in drug development, since drugs can affect PPIs. Protein-protein interaction networks (PPIN) are mathematical representations of the physical contacts between proteins in the cell. These contacts: are specific; occur between defined binding regions in the proteins; and have a particular biological meaning (i.e., they serve a specific function).
PPI information can represent both transient and stable interactions:
Stable interactions are formed in protein complexes (e.g. ribosome, haemoglobin).
Transient interactions are brief interactions that modify or carry a protein, leading to further change (e.g. protein kinases, nuclear pore importins). They constitute the most dynamic part of the interactome.
Knowledge of PPIs can be used to:
assign putative roles to uncharacterised proteins; add fine-grained detail about the steps within a signalling pathway; or characterise the relationships between proteins that form multi-molecular complexes such as the proteasome.
The interactome
The interactome is the totality of PPIs that happen in a cell, an organism or a specific biological context. The development of large-scale PPI screening techniques, especially high-throughput affinity purification combined with mass-spectrometry and the yeast two-hybrid assay, has caused an explosion in the amount of PPI data and the construction of ever more complex and complete interactomes ( Figure 16 ). This experimental evidence is complemented by the availability of PPI prediction algorithms. A lot of this information is available through molecular interaction databases such as IntAct [17] .
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Published on EMBL-EBI Train online (https://www.ebi.ac.uk/training/online) It is important to emphasise once more the limitations of available PPI data. Our current knowledge of the interactome is both incomplete and noisy. PPI detection methods have limitations as to how many truly physiological interactions they can detect and they all find false positives and negatives.
To learn more about PPIs in general and the IntAct database in particular take our free online courses:
Protein Interactions and their importance [18]
IntAct: The molecular interactions database at EMBL-EBI: webinar [19] IntAct: Molecular interactions at EMBL-EBI [20] On the next few pages we will take a look at some of the properties of protein-protein interaction networks and the implications of these properties for biology.
Properties of PPINs: small world effect
Protein-protein interaction networks show a small world effect meaning that there is great connectivity between proteins ( Figure 17 ). In other words, it can be said that the network's diameter (the maximum number of steps separating any two nodes) is small, no matter how big the network is. This usually means that any two nodes are separated by less than six steps, more or less, reflecting the now widely popularised "six degrees of separation [21]" theory used in social sciences. Page 
of 45
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Figure 17
The small world effect.
This level of connectivity has important biological consequences, since it allows for an efficient and quick flow of signals within the network. However, it also poses an interesting question: if the network is so tightly connected, why don't perturbations in a single gene or protein have dramatic consequences for the network?
Biological systems are extremely robust and can cope with a relatively high amount of perturbations in single genes/proteins. In order to explain how can this happen, we need to have a look at another fundamental property of PPINs: they are scale-free networks.
Properties of PPINs: scale-free networks
Protein-protein interaction networks are scale-free networks ( Figure 18A ). The majority of nodes (proteins) in scalefree networks have only a few connections to other nodes, whereas some nodes (hubs) are connected to many other nodes in the network. Page 20 of 45
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Figure 18
An example of a scale-free network (A). The typical degree distribution of a scale-free network (B).
The number of connections each node has is called its degree. If we represent the degree distribution of a scalefree network in a logarithmic scale, we can see how it fits with a line (they fit a power-law), having a small number of nodes with high degree (the hubs) and a large number of nodes with a low degree ( Figure 18B ).
Scale-free networks can be built following the preferential attachment model, also known as the 'rich get richer' principle. This principle simply states that scale-free networks can be built by adding edges that are preferentially attached to those nodes with a highest degree (5 [2] ). This building principle provides a self-organising mechanism for the generation and expansion of this type of network.
The scale-free nature of protein-protein interaction networks gives them a number of important features:
Stability
If failures occur at random, and the vast majority of proteins are those with a small degree of connectivity, the likelihood that a hub would be affected is small.
If a hub-failure occurs, the network will generally not lose its connectedness, due to the remaining hubs.
Invariant to changes of scale
No matter how many nodes or edges the network has, its properties remain stable.
The presence of hubs is what allows for the small-world effect to be present regardless of the size of the network.
Vulnerable to targeted attack
If we lose a few major hubs from the network, the network is turned into a set of rather isolated graphs.
Hubs are enriched with essential/lethal genes. For example, many cancer-linked proteins are hub proteins (e.g. the tumour suppressor protein p53).
It is important to note that, given the current limited coverage levels and variable quality of interaction data, Page 21 of 45
Network analysis of protein interaction data: an introduction
Published on EMBL-EBI Train online (https://www.ebi.ac.uk/training/online) the observed scale-free topology of existing protein-protein interaction networks cannot be confidently extrapolated to complete interactomes. In fact, some works have been questioning how well biological networks fit the scale-free power law distribution (6 [2] ).
Properties of PPINs: transitivity
Another crucial characteristic of PPINs is their modularity. The transitivity or clustering coefficient of a network is a measure of the tendency of the nodes to cluster together. High transitivity means that the network contains communities or groups of nodes that are densely connected internally. Following an analogy from the social sciences, "the friends of my friends are my friends". In biological networks, finding these communities is very important, because they can reflect functional modules and protein complexes ( Figure 19 ). A module is an exchangeable functional unit. They are self-contained components of a system with well-defined interfaces with other components. The defining feature of a module is that its intrinsic functional properties do not change when it is placed in a different context. Modules help reduce the complexity of biological networks by giving us a set of reducible, functional units that can be studied as an integrated entity. Topological study of PPINs can help detect and define these modules.
Protein complexes can be considered a type of module in which proteins are interacting with each other in a stable manner, maintaining a more or less fixed configuration in time and space. They represent multi-protein machineries with specific functions. A broader type of functional module does not require the proteins to be stably bound to each other as long as its intrinsic functional properties do not change when placed in another context.
The study of modules is also useful when defining intermodular interactions and proteins. These are the edges/nodes that link different communities within a network. They can act as switches or high-level modulators Page 22 of 45
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We will talk more in detail about the search for modules in PPINs in a further section. Now let's talk about the main strategies that can be used to analyse PPINs.
Building and analysing PPINs
Now that we know a bit about graph theory and protein-protein interaction networks, we can look at the steps, strategies and tools used to build and analyse these networks (Figure 20) .
Figure 20
A potential workflow for building and analysing protein-protein interaction networks.
First, we will briefly introduce various software packages or programmatic methods used to build and analyse networks. Next we talk about sources from which you can obtain PPI data and discuss several ways of analysing the data of which topological analysis of centralities and community-finding approaches are common strategies. Finally, we look at ways in which additional data can be added to understand the biological context of the network.
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Network representation and analysis tools
There are a variety of tools that can be used to obtain, integrate and analyse PPI data to understand its biological context. Let's have a brief look at some of them.
Cytoscape
Cytoscape [22] is one of the most popular network analysis tools. It is an open-source, Java-based, multi-platform desktop application that is widely used for network representation, integration and analysis. It was originally designed for the analysis of biological networks, which remains as its main application, but can also be used for general purpose network analysis.
[22]
Figure 21
Cytoscape is a popular tool for network analysis.
Advantages
Cytoscape apps
One of the main reasons for its popularity is the large variety of apps (almost 300 at the time we wrote this course) that provide further, specific functionality to the core distribution of Cytoscape. This provides great flexibility, making the tool adaptable to multiple types of analysis in various domains of knowledge.
For PPI network analysis there are specific apps for community search, ( Some Cytoscape apps will only work with a specific version of the core distribution of Cytoscape. It is important to check that you have the right version for the type of analysis you need to run.
Automation
Cytoscape tasks can be automated through command-line arguments, although the number of features you can access this way is still limited.
Limitations
It is quite demanding in terms of computing resources when it comes to large-scale networks and it reaches a limit of what it can handle once networks become too large (hundreds of thousands of nodes and edges).
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Non-programmatic options for large networks
A non-programmatic option for handling large networks is Gephi [29] . Gephi is capable of dealing with hundreds of thousands of nodes, and millions of edges, albeit processing and especially drawing of such nets requires massive computer power.
[30]
Figure 22
Gephi is a non-programmatic tool for analysing large networks.
The benefits of Gephi are that it is open source, multi-platform, and has a wide range of advanced network-related algorithms (often not found anywhere else) in the form of plugins. The one disadvantage is the lack of any capability for processing specifically biological information. It is a general network tool, and should be treated as such and used for enumerating, statistics, and visualisation.
Programmatic solutions
Programmatic solutions for large scale network analysis include packages such as igraph [31] (for R, Python and C) or NetworkX [32] (for Python). These are scripting packages that have much lower demand on your computer resources and are more amenable for automated tasks. This means they can be easily implemented as part of larger bioinformatics analysis pipelines. For example, the R implementation of igraph is often used hand-in-hand with other biostatistics packages available through this language.
[33]
[34] 
Sources of PPI data
The first step in performing PPIN analysis is, of course, to build a network. There are different sources of PPI data ( Figure 24 ) that can be used to do this and it is important to be aware of their advantages and disadvantages.
Essentially, you can obtain PPI data from:
Your own experimental work, where you can choose how the data is represented and stored.
A primary PPI database. These databases extract PPIs from the experimental evidence reported in the literature using a manual curation process. They are the primary providers of PPI data and they can Page 25 of 45
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A metadatabase or a predictive database. These resources bring together the information provided by different primary databases and provide a unified representation of the data to the user. Predictive databases go beyond that and use the experimentally produced datasets to computationally predict interactions in unexplored areas of the interactome [35] . Predictive databases provide a way of broadening or refining the space of experimentally derived interactions, but the datasets produced are noisier than those from other sources.
Figure 24
Sources of PPI data and challenges when building a PPIN.
A more detailed overview of PPI databases can be found in this section of our introductory course on protein interactions [36] .
It will often be necessary to integrate PPI data from multiple sources as no database has a full representation of all the PPI evidence available. This creates some interesting challenges because different databases use different identifiers and contain different types of data.
In order to avoid redundancies and inconsistencies, it is important to understand the differences between the different databases in terms of:
i) The type of data and metadata [37] they include. For example, some databases will give you only experimentallyderived data and others will also include predictions. Similarly, the level of detail given about the experimental setup varies between databases.
ii) The identifiers used by the database. Different databases make different choices in this regard, so sometimes you may have to map different types of identifiers for data integration.
The creation of the IMEx [38] consortium, enforcing the use of common representation standards and Page 26 of 45
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Assessing reliability and measuring confidence
An important concern in network analysis is whether the interaction network can be trusted to represent a "real" biological interaction. Given the noise inherent in current interactome information, it is important to be stringent when evaluating the protein-protein interaction data we use in our analysis. It is important to take into account that interactome coverage is also incomplete and patchy, so we will not always have the luxury of filtering out less reliable evidence.
There are many different methods for ascertaining reliability and giving a measure of confidence. Some strategies make use of:
Contextual biological information regarding the proteins or molecules involved in the interaction. For example, overlapping co-expression patterns (8 [2] , 9 [2] ). Count how many times a given interaction has been reported in the literature, as a measure of experimental orthogonal validation. This is a popular and straightforward approach and there are more elaborate variations of this strategy, such as MIscore (see boxed text). Aggregated methods that use a number of different strategies and integrate them in a single score, such as INTscore [40] (10 [2] ).
The MIscore method
MIscore is a method for assessing the reliability of protein-protein interaction data based on the use of standards (11 [2] ). MIscore gives an estimation of confidence weighting on all available evidence for an interacting pair of proteins. The method allows weighting of evidence provided by different sources, provided the data is represented following the standards created by the IMEx consortium.
As shown in Figure 25 , the method weights the: number of publications; detection method; interaction evidence type.
Different interaction detection methods and interaction types have different weights, assigned by a group of expert curators. These parameters are aggregated for each interacting pair and then normalised, giving a quantitative measure of how much experimental evidence there is behind a given interaction.
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Figure 25
The MIscore normalised score calculates a composite score for an interaction based on the number of publications reporting the interaction, the reported interaction detection methods and interaction types. Reprinted from Villaveces et al. Merging and scoring molecular interactions utilising existing community standards: tools, usecases and a case study. Database (Oxford), 2015 (11 [2] ). By permission of Oxford University Press. Now let's have a look at some strategies we can use to extract information from a network.
Topological PPIN analysis
Analysing the topological features of a network is a useful way of identifying relevant participants and substructures that may be of biological significance. There are many different strategies that can be used to do this ( Figure 26 ). In this section we focus on centrality analysis and topological clustering, although there are other strategies such as the search for shortest paths or motifs that are more often applied to networks with directionality and will not be covered here.
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Figure 28
Calculating the closeness centrality of nodes in a graph.
Betweenness centrality
Betweenness centrality is based on communication flow. Nodes with a high betweenness centrality are interesting because they lie on communication paths and can control information flow. These nodes can represent important proteins in signalling pathways and can form targets for drug discovery. By combining this data with interference analysis we can simulate targeted attacks on protein-protein interaction networks and predict which proteins are better drug candidates, for example see Yu, et al 2007 (15 [2] ).
The calculation of betweenness centrality is not standardised and there are many ways solve it. It is basically defined as the number of shortest paths in the graph that pass through the node divided by the total number of shortest paths.
Betweenness centrality measures how often a node occurs on all shortest paths between two nodes. Hence, the betweenness of a node N is calculated considering couples of nodes (v1, v2) and counting the number of shortest paths linking those two nodes, which pass through node N. Next the value is related to the total number of shortest paths linking v1 and v2. To give a more intuitive example, in the graph from Figure 29 , either node B or node C can be removed and there will still be paths leading to node E. Node D, however, is quite central, since it is required for any path leading to node E. You can think of this graph as a city map and our analysis is telling us that D is the cross roads where traffic jams are more likely to occur. Betweenness centrality can in fact be used in city planning and there are studies aiming to optimise city transport based on this and related metrics (16 [2] ).
The main limitations of annotation enrichment come from the annotations themselves. Certain areas of biology are more thoroughly annotated and better described than others, with more detail and more accurate terms for well-known processes. For example, at the level of the proteins, more "popular" proteins are better annotated. This introduces a certain bias into the statistical analysis.
It is also important to note that GO terms can be assigned either by a human curator [57] who performs careful, manual annotation [58] or by computational approaches that use the basis of manual annotation to infer which terms would properly describe uncharted gene products. They use a number of different criteria that always refer to annotated gene products, such as sequence or structural similarity or phylogenetic closeness. The importance of the computationally derived annotations is quite significant, since they account for roughly 99% of the annotations that can be found in GO.
Simplifying the interpretation of annotation enrichment results
Another limitation of annotation enrichment is the complexity and detail of annotation associated with large gene or protein sets. This happens because resources such as Reactome and, especially, GO can be very complex and detailed in their annotation leading to the generation of overwhelmingly complicated networks of inter-related and similar terms. There are several ways to try and unravel this complexity.
The simplest approach is to use simplified ontologies. Many tools offer this option and use ontologies where fine detailed terms are removed and assigned to broader, more general parent terms. In GO, these simplified ontologies are called GOslims [59] .
Other tools, such as the Cytoscape apps BiNGO or ClueGO, represent the results as a network of terms, where directed edges represent term relationships as defined in the ontology [60] used. This allows tools from graph theory to be used to reorganise the layout of the network to uncover communities inside these terms networks which helps to simplify the output. BiNGO only provides the network view, so other tools are required to further simplify the analysis. ClueGO makes use of network analysis tools and Cohen's kappa coefficient [61] to offer a simplified view of the results, grouping terms by similarity and offering much more interpretable results.
Finally, there are tools that are specifically devoted to simplifying the task of interpreting annotation enrichment results. The Cytoscape EnrichmentMap [62] app is a very good example. It can use the output from some of the most popular annotation enrichment tools, such as DAVID [63], BiNGO [26], g:Profiler [64] or the more sophisticated GSEA [65], and render it in the shape of clustered networks. The tool applies clustering and automatic layout techniques to overlap similar gene sets and provide a simplified representation of annotation enrichment results. It is especially useful when comparing results obtained from different sets, for example, those representing two different conditions. In summary, it is important to know the limitations of the annotation resource you are using to perform this type of analysis. It is also important to be aware of the inherent complexity of the results. Network analysis techniques can help simplify the interpretation of these results.
Summary
Biological networks
Network biology makes use of the tools provided by graph theory to represent and analyse complex biological systems.
There are several types of biological networks: genetic, metabolic, cell signalling etc. This course focuses on protein-protein interaction networks (PPINs), but the concepts and tools presented can be used in other networks too.
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Published on EMBL-EBI Train online (https://www.ebi.ac.uk/training/online) Networks are represented by nodes and edges. Nodes represent different entities (e.g. genes or proteins) and edges convey information about how the nodes are linked.
Protein-protein interaction networks
PPINs have a number of characteristics, mainly:
Small-world effect: Network diameter is usually small (~ 6 steps), no matter how big the network is.
Scale-free:
A small number of nodes (hubs) are lot more connected than the average node.
Transitivity:
The networks contain communities of nodes that are more connected internally than they are to the rest of the network.
Analysing PPINs
Several tools are available for PPIN analysis. For example, Cytoscape [22] , igraph [31], Gephi [29], NetworkX [32] .
When building a PPIN it is important to be aware of the type and quality of the data used. Confidence scoring tools such as MIscore can help select the best characterised interactions.
Two of the most used topological methods to analyse PPINs are: Centrality analysis: Which identifies the most important nodes in a network, using different ways to calculate centrality.
Community detection: Which aims to find heavily inter-connected components that may represent protein complexes and machineries
Annotation enrichment analysis is a complementary tool often used when analysing PPINs. It uses resources such as the Gene Ontology (GO) or Reactome to infer which annotations are over-represented in a list of genes or proteins. It can produce complex results that can be further simplified using network analysis tools.
