ABSTRACT Falling is a common and dangerous event for the elderly population. Fall detection is an interesting scientific problem and an ill-defined process that can be solved through various methods. In this paper, various methods and detection algorithms based on wearable sensors are introduced. A benchmark database, namely, a fall detection database, is presented to evaluate the performance of detection algorithms. This database collects sample data from 26 males and 24 females performing 15 kinds of activities, including falls and activities of daily life, such as walking, running, and walking upstairs. The subjects comprise 50 males and females ranging from 21 to 60 years of age, 1.55 to 1.90 m in height, and 40 to 85 kg in weight. A full comparison between the existing databases and the proposed database is presented. Four baseline algorithms (the artificial neutral network, k nearest neighbor, support vector machine, and kernel Fisher discriminant) are used to evaluate the databases' reliabilities. Evaluation protocols based on the fall detection database are discussed, and the performance of the four algorithms as a baseline are presented for the following objectives: 1) to elementarily assess the database through the fall detection algorithms; 2) to identify the strengths and weaknesses of the common algorithms; and 3) to obtain the evaluation results for two classes and multiple classes based on the database. In hospitals, it is helpful to build a fall detection system for some patients who are unconscious and unable to call for help after falling down. Therefore, this paper has implications for the construction of a medical IOT platform.
I. INTRODUCTION
The safety and health of the aging population draw more attention than ever because the aging phenomenon of the population has become increasingly severe. Especially in hospitals, for some of the more frail patients, when walking into a hospital, they suddenly lose consciousness and fall. Failure to get timely assistance will endanger lives. Research shows that most elderly people cannot return to their initial position by themselves following a fall [1] . Falling is a serious problem among the elderly worldwide, and the yearly fall probability among people aged 65 or older has increased from 28% to 40% [2] , [3] [5] . Moreover, the consequences of falls are serious especially with increased age. A fall may lead to paralysis, dementia, or death. Therefore, reliable monitoring and accurate fall detection for the elderly are necessary and beneficial to our society [2] .
Wearable sensor and video-based systems are often used to collect data for fall detection. Video-based systems [2] , [3] may be no longer be applicable because of the limitation of monitoring and invasions of privacy [5] . However, with the sustainable development of the semiconductor and microelectromechanical systems (MEMS) technologies, inertial sensors, such as accelerometers and magnetometers, have been miniaturized so they can be embedded in electronic equipment or worn unobtrusively on the body [1] , [6] . Compared with video-based systems, wearable sensor-based systems can provide generally continuous monitoring without the limitation of an observation space. Electronic devices embedded with sensors, such as smart phones, smart bracelets, and smart belts, are common in our daily lives. Many studies have utilized wearable devices to collect data for fall detection and to identify human activity through pattern recognition and machine learning [7] - [14] . A powerful benchmark database is of vital importance in these studies. Recently, researchers have been focusing on researching wearable sensor systems and constructing adequate human activity datasets. Machine learning methods have been developed to model and recognize various types of human activities [7] - [16] . A number of public databases, such as the University of Southern California Human Activity Dataset (USC-HAD) [17] , the localization data for person activity data set [18] , the German Aerospace Center (DLR) human activity recognition datasets [19] , and the FARSEE-ING database [20] , have been constructed. These databases have only a few types of fall data, because of a lack of universality and limitations by special purposes. Thus, performing a general comparison among the different methods in this field is difficult. Hence, building a sound database for fall detection is necessary. FIGURE 1. Model of each human activity. An example signal is a human act in daily life. The data are captured by a tri-axis accelerometer (units of G=9.81 m=s2) along the x-, y-, and z-axes, and show walking, running, backward fall, sitting, walking downstairs, stand-walking, lateral fall, lying and walking upstairs.
In this study, we describe the steps and methods to establish a database and compare the proposed database with similar existing datasets. The proposed database includes 11 activities of daily life (ADL) (i.e., walking, running, sitting, standing-to-sitting, lying, walking upstairs, walking downstairs, lying-to-sitting, standing-to-walking, walkingto-standing, and sitting-to-standing ) and four falls (i.e., forward, lateral, backward, and supported falls), which are based on a nine-axis sensor. Sample data from 50 subjects (26 males and 24 females) in the same environment are collected, and these data provide reliable data for fall detection algorithms, especially for algorithms that use statistically based learning techniques. An example of the sampling data is illustrated in Fig. 1 , which shows the signal patterns of each human activity based on acceleration (unit: G = 9.8m = s2) over a period of 50 s. The data contain various activities, such as walking, running, sitting, and backward fall. We classify the differences between the existing databases and the proposed database. The database design and data collection are introduced in detail. In addition, based on the fall detection database, the performances of several typical fall detection methods (including the k-nearest neighbor (kNN) [11] , [12] , artificial neural networks (ANN) [9] , support vector machine (SVM) [13] , [21] , the kernel Fisher discriminant (KFD) [15] , and AdaBoost are evaluated. It is difficult to evaluate a database by applying multiple fall detection algorithms to it. The detection probabilities for the different activities are calculated, which indicate that the established database is feasible for fall detection. This database is also very meaningful for building a medical IOT platform.
The remainder of this paper is organized as follows. In Section 2, several public datasets and corresponding comparisons are introduced. Meanwhile, the device, data collection, and database established on wearable sensors are described. The accompanying evaluation protocol is presented in Section 3. The evaluation results that serve as baseline algorithms are presented in Section 4. Finally, several conclusions and further discussions are provided in Section 5.
II. MATERIAL A. EXISTING DATABASE
Human activity recognition researchers have constructed databases of different human activities in many scenarios. These databases can be valid for the identification of daily human activities. However, they are usually insufficient because some databases contain only a few types of fall data and cannot represent complex fall situations. Therefore, building a new database is necessary. We briefly present the public available datasets and a full comparison of these databases.
1) USC-HAD DATABASE [17]
The USC-HAD was developed by Mi Zhang and Alexander A. Sawchuk, and it contains the most basic and common human ADL. The data are obtained from seven males and seven females. The diversity in each of these factors (age, height, and weight) covers a wide population. Each subject, who was wearing a three-axis accelerometer and three-axis gyroscope (on their front right hip), was required to perform a series of activities. Although the USC-HAD database covers a large population and focuses on the most common human activities, only one type of fall is measured and the volume of data is small. This limitation results in difficulties in evaluating the recognition performance. In addition, the sensors for this database were placed on the front-right hip.
2) LOCALIZATION DATA FOR PERSON ACTIVITY DATA SET [18] This database is one of the few datasets established by L. Mitja and K. Bostjan. This database contains recordings of five people performing different activities. Each person VOLUME 6, 2018 wore four sensors on different parts of the body (left ankle, right ankle, belt and chest) while performing the same scenario five times. The volunteers performed 11 activities, and a total of 164,860 records were produced. The database is available, but is limited by the number of samples, participants and types of activities. A general comparison of the different methods is difficult because of the lack of universality. The sensors were located on several parts of the human body, and the precision of recognition was improved. However, the hardware implementation was more complex than those of other methods.
3) THE GERMAN AEROSPACE CENTER (DLR) HUMAN ACTIVITY RECOGNITION DATASETS [19] Inertial measurement sensors (IMU), which contain a threeaxis accelerometer, a three-axis gyroscope and a three-axis magnetometer, were used to collect ADL and fall data. This database comprises data from 17 subjects aged between 23 and 50 years. These subjects performed 11 activities. Each subject was asked to perform several activities per recording and to repeat them many times. This database, similar to the USC-HAD, contains rich activities and a wide range age of subjects; but it covers only daily activities. [20] This database created by a previous European Commission project seeks to provide solutions for fall prevention and health promotion. The data acquisition was performed using a measure tool. The device includes an embedded accelerometer (with a range of ±2 g and a measured resolution of approximately 1.5 mg) and an embedded gyroscope (a range of ±600 • /s and a measured resolution of approximately ±0.02 • /s). The sampling frequency is 100 Hz. The device was fixed using a custom elastic belt at the waist. The amount of data is not large, although the database has many types.
4) THE FARSEEING DATABASE

B. THE TARGET OF DATABASE CONSTRUCTION
The design goals of the database proposed in the present study should provide a sufficient number of tests and categories of activities to overcome the limitations of older database. The database can be used as a standard benchmark for fall detection and human activity recognition [26] - [29] . To achieve this purpose, the present fall detection database has been carefully constructed according to the following goals: 1) Publicly available databases based on fall detection should differ in the number, arrangement and type of sensors used, and the number of subjects. The subjects should also have different genders, ages, heights, and weights.
2) The database should reflect the variability of real world activities. This database should be sufficiently flexible to emulate the different experimental setups and should be useful for a wide range of potential applications, such as family practice.
3) The wearable sensors should be more convenient in order to capture the signal and accurately judge falls.
4) The sensors should provide a universal reference for researchers comparing the performance of several detection algorithms and obtain a high detection rate.
In the following section, the data collection system is introduced in detail. This system includes the measurement system, the wearable sensors, the activities, the database construction, and the data format.
C. DATA COLLECTION AND DATABASE STRUCTURE
A three-sensor system is developed to collect the measurement data of various human activities. Different conditions are adopted for ADL and falls in our measurements. A total of 50 healthy volunteers performed 15 activities (11 ADL and 4 falls). The details will be described in this section.
1) DATA COLLECTION
The measurement system to collect ADL and falls' is displayed in Fig. 2 (a), and it contains a wearable sensor unit and a computer. The sensing unit has three sensors, including a gyroscope, an accelerometer and a magnetometer and it is tied to the waist during measurement. Three sensors are connected to the low-pass filter. Nine-axis sensor data can be obtained. Through a low-pass filter, the azimuth, linear acceleration, and vertical velocity are solved and saved with the original nine-axis data. Acceleration count values range is ±40/80/160m/s 2 . Similarly, the gyroscope and the magnetometer have ranges of ±250/500/2000
• /s and ±130µT − ±810µT. The x-axis indicated in Fig. 2 (a) is vertical to the person's front side, the y-axis is parallel to the body, and the z-axis is vertical to the horizon. This sensing unit can be linked to a computer via Bluetooth, and the computer is used to record measurement data. The sampling frequency of the data is 100 Hz.
To measure the falls, we selected one cushion that is 200 cm×120 cm×10 cm (slightly hard) and one cushion that is 200 cm×120 cm×30 cm (soft) as shown in Fig. 2(b) . In this experiment, the sensors are wrapped in rigid plastic cases and securely tied to the waist. When volunteers fall on the cushion, they must ensure the reality of falling and their safety as well. The indoor environment is depicted in Fig. 2(c) . This environment is equipped with a bed, cupboards, desks and chairs. In the room, different activities can be performed, such as sitting, sitting-to-standing, standing-to-sitting, lying down, and walking. The corridor and stair scenarios are not displayed in Fig. 2(c) .
In the two scenarios described above, we perform 11 ADL and 4 falls. down, g) from sitting to standing with an armchair, h) from standing to sitting with an armchair, i) walking to standing: initially walking, then stopping, and remaining standing, j) standing to walking: initially standing and then walking, and k) Lying down or sitting on a bed.
2) DATABASE CONSTRUCTION
In Section 2, 15 kinds of activities for both ADL and fall are measured. Over 9,000 sets of data are collected. We use MySQL to construct a database with Java. The detailed information is included as follows to facilitate reading and operation.
a: DATABASE SCHEMA Table 1 shows the data statistics of the entire database for different activities, and it contains activities from 50 subjects. In the fall subset, the subjects performed four falls and all data were captured in the fall scenario (see Fig. 2(b) ). Similarly, in the ADL subset, the data statistics of the 11 kinds of ADLs are presented.
b: DATABASE CONFIGURATION
The database mainly contains three tables, which are showing in the Fig. 3 . The staff table is a parent table. The information table and the experimental table are the children,  and the experimental tables are the child tables. Meanwhile,  the experimental table is a child table relative to the information table. The staff table contains the genders, ages, heights, and body weights, of the volunteers: these aspects describe the basic information and the key attributes of the subjects. The experimental table contains the serial number, the types of activities, the numbers of experiments, and the times of the tests. The information table comprises the output data of the sensors, which includes the acceleration, the angle of the gyroscope, and the value of the magnetometer, the Euler value, the sensor ID, the timestamp, and the frame number.
c: DATA NAMING CONVENTION
In the database, the filename of each sample encodes the majority of the ground truth information of such data. In Table 2 , the filename format is described. The format VOLUME 6, 2018 comprises the name of activities, the names of the subjects, the genders of the subjects and the experiments' times. The format involves eight 50-character fields. The fields are separated by underscores, as presented in Table 2 . In these fields, X and N represent the letter and digit sequences, respectively, which vary with the properties of each sample. The meaning of each field and digit sequence is described in Table 2 . 
d: SUBJECT INFORMATION
The gender field in the database is defined as 0 and 1. The statistics of age, height, and weight are exhibited in Table 3 .
e: COLLECTION PROCEDURE [17] When collecting data, a single sensor module is tied firmly around the waist. The sensor was connected to a miniature laptop via a Bluetooth to record the sampled data. During data collection, the miniature laptop was synchronized with the subjects. These subjects carriy their mobile phones at the waist when they were out and in public spaces; hence, the waist is selected as the location at which to attach the wearable device. Each subject was asked to perform 30 trials for each activity to capture day-to-day variations in their activity. Each activity is sufficiently long for each trial to capture all the information of each performed activity.
III. THEORY AND METHODS
Many fall detection algorithms can be evaluated for a given database. An evaluation protocol is used to evaluate the proposed database and to facilitate comparisons among the results of using different algorithms. The fall detection algorithm process is shown in Fig. 4 . The following charts comprise two parts: training and recognition. In the training parts, the streaming activity signals are sampled from the wearable sensors and are segmented into a sequence of fixedlength windows (approximately 4 s). All of the important information is contained in each fixed-length window. Then, the information is extracted by computing various the features [11] . In the recognition part, the unclassified series of activity signal is first segmented and transformed into a feature vector in the same manner as in the training part. Next, these signals are classified and used to determine whether a fall occurred. Finally, warnings are provided. In the following section, the features and algorithms are introduced in detail. 
A. THE BASIC ALGORITHM ABOUT FALL DETECTION
Different features of human activity recognition based on wearable sensors have been intensively investigated in previous study [29] . A number of these features, such as the mean, variance, correlation, and entropy, have been proven useful for wearable sensor-based human activity recognition [12] , [29] . These features, which represent physical activities, can also be used to distinguish between falls and ADL. In addition to these statistical measurements, we also consider the physical features proposed in [8] , such as the eigenvalues of the dominant movement, the movement intensity, and the angle of the body. All of these features are extracted from the accelerometer, gyroscope, and magnetometer. The features are computed and plotted in combination with other relevant attributes in the form of a boxplot. The boxplot of these features of max-min-Z is shown in Fig. 5 . These characteristics are introduced in detail as follows: [11] , [12] The SMV is derived from the sensor and it estimates the degree of movement. When the value surpasses a certain threshold, a possible fall event occurs. In the fall model, the higher peaks are associated with negative instantaneous acceleration changes and corresponding to relatively significant changes in the person's body posture. The following is the formula of the SMV: 2) SIGNAL MAGNITUDE AREA (SMA) [30] The sum of the integrals of the signals magnitudes area can be obtained from tri-axis acceleration signals. The SMA is computed by summing each sample value progressively over 4 s without overlapping the windows. The formula is:
1) SIGNAL MAGNITUDE VECTOR (SMV)
where n represents a time point and N is the sampling window size.
3) TILT ANGLE (θ) [23] , [27] The tit angle is defined as the angle between the positive z-axis and the gravitational vector g. The angle refers to the relative tilt of the body in space, and it is calculated by (3) relative to the tilt of the body in space. They represent the time point and z-axis acceleration, respectively.
4) AUTOREGRESSIVE COEFFICIENT [25] An autoregressive (AR) model can be represented as
where α (i) are the AR coefficients; and y (t) is the time series, which is a signal from the sensor unit. The residual ε(t) is the Gaussian white noise, and p is the order of the low-pass filter.
5) WAVELET COEFFICIENT [26]
When a signal traverses the wavelet transform, the detail and the scale coefficients can be obtained. A higher dimension signal can be represented by a wavelet coefficient.
6) ENERGY CURVE ACCELERATION [27]
The amplitude of the signal energy and the width in the time domain signals are measured by (5)
In this formula, s(t) is the original time domain signal, s(ω) is the frequency domain signal and P (t, ω) is the timefrequency joint distribution. A higher energy means that the product of the magnitude and time-width is large. If the frequency domain is the same, and a higher energy indicates that the product of the amplitude and bandwidth is large.
7) AI+VI(MEAN/VARIANCE)
The mean (AI) and variance (VI) of the SMV over the window are computed and used as two features, which are given by
8) OTHERS
Some basic statistical characteristics of the original signal, such as the mean, median, standard deviation, variance, root mean square, interquartile range, averaged velocity, and spectral entropy, can also be used as features. VOLUME 6, 2018
B. BASIC ALGORITHM
For fall detection, two kinds of algorithms have been developed, namely, the thresholding detection and machine learning algorithms. The methods based on statistical learning are more effective for the proposed database [16] . There, we adopt four kinds of basic methods (including the kNN, ANN, SVM, KFD and AdaBoost) and the aforementioned features to evaluate the database. The evaluation of the different methods on the database aims to provide the relevant evaluation results for the user of the database and to prove the advantages and disadvantages of these algorithms. The evaluation facilitates the comparisons of the various algorithms developed by different researchers.
1) KNN
The kNN algorithm [11] is one of the most basic algorithms of machine learning for classification and regression. A sample is classified by a majority vote of its neighbors, when the sample is assigned to the most common class among its k nearest neighbors. The neighbors are calculated through the Euclidean distance. X is the training set:
and x is the test sample. If x is the nearest neighbor S i of from the classw
In our analysis, the label has two values, −1 and 1. The limitation of the kNN algorithm is its sensitivity to the local structure of the data.
2) ANN
ANN [9] is statistical learning models inspired by biological neural networks. In machine learning, ANN is generally presented as systems of interconnected neurons that exchange messages with each other. The connections have numeric weights based on back-propagating, making the neural nets adaptive to inputs and capable of learning. ANN, similar to other machine learning methods, has been solved through ordinary rule-based programming. A three-layer BP ANN is included in the present study. The output of the network is the category of the test sample. The process of training is as follows: a) select a sample from a training set, b) calculate the corresponding output, c) compare the difference between the actual output and the ideal output, d) adjust the value matrix according to the way of minimizing the error matrix and calculate the error measure, and e) repeat the cycle.
3) SVM
The SVM [9] , [13] is a common and effective method for fall detection. Considering two problems of classes, the basic idea is as follows: Given a set of N vectors 
where f represents the output of the algorithm, which allows a classification of x i as belonging to one of the two classes. An equation is used to maximize the minimum distance between the closest points of each class and the hyperplane:
arg max
If the training data are non-linearly separable, mapping the data from the input space to feature space use the kernel trick, and the issue of nonlinear classification becomes a linear classification problem.
4) KFD
The KFD can solve a classification problem from a highdimensional space to a low-dimensional feature space through a group of projection operations, and the projection result has an optimal separability [12] . For dichotomous problems, J(w opt ) can be achieved by maximizing the Rayleigh coefficient in the linear case. However, the nonlinear case is mapped to a kernel feature space.
5) ADABOOST
A training set (x 1 , y 1 ) · · · (x N , y N ) is used as the input, where x k is a d-dimensional feature vector and y k is the class label [28] . In the classification problem, AdaBoost learns multiple weak classifiers by changing the weights or probability distributions of training examples and the misclassified examples receive more attention in the next classifier. The process combines these weak classifiers, increase the weights of weak classifiers with large classification errors and reduce the weights of weak classifiers with smaller class errors. Three kinds of common AdaBoost algorithms are established. The real AdaBoost is the generalization of a basic AdaBoost algorithm and is treated as a basic hardcore boosting algorithm. The gentle AdaBoost is a more robust and stable version of the real AdaBoost. To date, the gentle AdaBoost has been the most practically efficient boosting algorithm. The modest AdaBoost is primarily used for good generalizability and resistance to over-fitting.
IV. EVALUATION OF THE DATABASE
In the previous section, the common fall detection algorithms were described, and the features suitable for the data in the proposed database were introduced. The good features and identification methods are recognized to effectively improve the detection rate and the performance of the evaluation. Thus, in the feature selection, we focus on designing the features with strong physical meanings to describe and to recognize human activities. The evaluation of the different methods in the database aims to provide the relevant evaluation results for the user of the database and to prove the advantages and disadvantages of several algorithms. According to the above description of the fall detection database, the training and the test sets can be easily selected. Thus, the processing is introduced in this section and the performances of these algorithms with the different features on the test set are described in Fig. 6 .
A. PREPROCESSING
A total of 2,226 samples are selected to facilitate the analysis, and these samples include all of the activities. The preprocessing is divided into two steps. The first step uses a median filter to remove noise. The window size is 4 s. The second step uses the second-order low-pass Butterworth filter with a cutoff frequency of 0.2 Hz [24] . The two signals are separated from the original signal, which can be used in the algorithm.
B. PERFORMANCE EVALUATION
The sampling frequency to obtain the significant results is 100 Hz, and the sliding window size is 200, i.e., 2 s, with no overlapping between consecutive windows. The time interval is insufficient to cause a delayed response and each window provide sufficient raw data for feature extraction that is compared to the real activity.
The two previous sections introduced the common algorithms and suitable features of the data in the database. Before comparing the different algorithms, we select different features and expect that a satisfactory effect can be obtained by combining the different features and methods [28] , [31] . An arrangement is depicted in Fig. 8 . The features that have been introduced are located in the ellipse, and the rectangular box represents different methods, including the kNN, ANN, SVM, and KFD. The different features and algorithms are used to detect falls and to conduct a simple evaluation on the database. For fall detection, three main targets exist to evaluate the testing effect. The three parameters, namely, the accuracy rate, specificity, and sensitivity, are computed as follows [32] :
where p and q represent the number of positive samples (falls) and negative samples (no falls) respectively, TP is true positive, which represents the number of fall samples that are correctly detected as a fall, TN is true negative, which represents the number of no-fall samples that are correctly detected as a no-fall event, FP is similarly the number of no-fall samples that are incorrectly detected as a fall, and FN is the number of fall samples that are incorrectly detected as a no-fall event [8] , [33] .
C. EVALUATION RESULTS
In this experiment, we first use the 2,226 groups of samples with the above four methods for simulation and comparison. The selected samples contain 10 kinds of activities, of which 1,113 groups are the training set, and 1,113 groups are the testing set. Before training and testing, all samples are preprocessed, as described in Section 2. The performance of these algorithms with the different features is presented in Table 4 . The results of the four algorithms show that when the different algorithms are combined with different features, the combination can obtain different detection accuracies, specificities, and sensitivities. For the kNN algorithm, if the wavelet coefficient is selected, the optimal accuracy is 95.6%, and the highest specificity is 90.9%. For the ANN algorithm, the two kinds of characteristics, the wavelet coefficient and statistical properties, obtain better test results than the two other kinds of features (physical characteristics and autoregressive coefficients). The effect of the combination between the physical characteristics and the ANN algorithm is not ideal, and the specificity is significantly low. A low specificity corresponds to a high rate of false positives, and vice versa. Such a combination is unsuitable for fall detection. The combination runs contrary to the goal of reducing false positives. This circumstance also appeared in the KFD algorithm with autoregressive coefficients. The effect of combining the KFD algorithm and the two kinds of features (wavelet coefficient and statistical properties) is satisfactory. However, when combined with autoregressive coefficients, the specificity of 38.1% and accuracy of 76.6% are not very satisfactory. This result illustrates that improving the detection accuracy to select the appropriate features and methods is important. In the SVM algorithm, good effects are obtained using the four categories of features; only the effect of using autoregressive coefficients is slightly less than the other. Table 5 indicates that selecting the autoregressive coefficients for fall detection is unreasonable when combined with the four kinds of algorithms in this study. With regard to the four algorithms, the effect of the kNN algorithm compared to others is unsatisfactory. Among the 1,113 sets of data in the present experiment, 312 sets of data were false positives.
Based on the analysis of the four methods, we use a classifier combining AdaBoost with the SVM. The AdaBoost classifier is a strong classifier composed of many weak classifiers. The process is as follows: 1) Assume that given a training set x 1 , x 2 , · · · x n , P and N are positive and negative example respectively. 2) The initialization weights are w, and the target value is D. 3) Training weak classifiers is conducted using the SVM, and it present the computing classification result of each classifier. If it is less than D, the classifier is passed. Then calculate the weight value and readjust the weight value of the training example. 4) Output the final strong classifier. The results of the comparison of the strong classifier and the weak classifiers are shown in Fig. 7 . As is shown in Fig. 7 , the classification performance of the strong classifier is better than that of the weak classifier. The algorithm is able to increase the number of weak classifiers to improve the overall accuracy rate of the classification. When weak classifiers are added, the algorithm uses the minimum error to calculate the weight value of this weak classifier, readjust the weight value of each training example, and then pass the value to the next added weak classifier. Based on the newly added weak classifier, the effect of the overall classifier is improved. Table 4 presents the classification result of the SVM-AdaBoost classifier. It uses the SVM-AdaBoost classifier. We get an accuracy of 99%. Compared with the SVM, the classification performance has a 3% improvement.
The above analysis is for the case of binary problems. Our data contains multiple-classes. The extension of the SVM to the multiclass problem is done by using a multiclassification strategy. This method is considers the N-class problem as a set of two-class problems. The simplest manner to address this problem is called one-versus-rest. After the sample passes k classifiers, the category of the sample is the maximum output value corresponding to the classifier's discriminant result. The classification speed of this method is faster, because the classification of k classes requires k classifiers. In Fig. 9 , class 1 is walking, class 2 is running, class 3 is walking upstairs, class 4 is walking downstairs, class 5 is sitting-to-standing, class 6 is walking-to-standing, class 7 is standing-to-walking, and class 8 is falling. In the confusion matrix (see Fig. 8 ), the diagonal represents the classification accuracy of each category that is classified correctly. When the value on the diagonal is close to 1, the classification of the multi-classification accuracy is higher. Among them, the activities of walking, walking upstairs, sitting-to-standing and falling can be classified correctly. We can also notice that the errors in the rest of the activities are approximately 70%. This matrix also shows that class 6 and class 7 are close and the probability of misclassifying them is higher than those for the other activities. This can be explained by the fact that the activity of walking-to-standing is similar to standing-towalking. Class 6 and class 7 were mixed into class 7. Then, we added class 6: lying. The results are shown in Fig. 9 . We can see that static activities are easy to distinguish from the dynamic activities. Similar results in dynamic activities mostly present in walking (other activities, such as walking downstairs and walking upstairs, contain the state of walking). It is noticed that there are some misclassified frames in all of the other activities, except for falling and lying. This can be explained by the fact that these classes are more complicated than the other ones.
V. CONCLUSIONS
This study presented a database that was created based on data collected by three tri-axis sensors in a real-life environment. We first described the existing databases and the difference between our study and those of others. Then the measurement system and the measured activities were introduced. The detailed descriptions of the database based on wearable devices, such as the database configuration, data naming rules, and the collection procedure, were then presented. In conclusion, the main characteristics of the database have three aspects: 1) large-scale data composed of 9,379 samples from 50 subjects; 2) diverse of the activities, including 11 kinds of ADL and 4 kinds of falls; and 3) the realism of the activities recorded, detailed information, and a wellorganized structure. Therefore, the database enriches existing databases and provides a tool for improved comparisons.
The evaluation results have been presented based on four baseline algorithms in this database. The algorithms have obtained different performance ratings using the different features and applying the same recognition methods. The SVM-AdaBoost method has been used to compare and evaluate the performance of the benchmark algorithms based on our database, and the classification result is satisfactory. The most representative classes in the dataset are best described by the proposed model and are the most robust when an element is available for testing purposes. Finally, the results of the multi-classification have been presented using a confusion matrix, and each activity can be identified correctly. According to these results, the proposed database can be used to distinguish between a fall and an ADL. In the future, we will expand our database continuously to offer more opportunities for further comparative assessments and possibly new challenges. Furthermore, we will establish a complete fall detection and alarm system which will protect empty nesters and the patients in hospitals. The establishment of a fall detection system based on this database has a great guiding significance for the construction of a medical IOT platform. 
