Dow AgroSciences has improved its bottom line by using simulation-based optimization to reduce the time and expense of moving a portfolio of products to market. We examined mathematical programming approaches for scheduling new-product development but found that the solution of these formulations is intractable for problems of practical size that include resource constraints. We developed a simulation-based framework for generating feasible solutions, which can be used with any heuristic optimization approach (for example, tabu search or genetic algorithms). The heuristic optimization algorithms operate on a solution space consisting of the precedence relationships among activities in the new-product development process. The firm implemented this approach via a Six Sigma project. From 1998 to 2004, it saved several million dollars based on the schedules determined using simulation-based heuristic optimization.
D
eveloping new products is the lifeblood of many companies. Many authors have written about the topic (Bailetti et al. 1998 , Comstock and Sjolseth 1999 , Cooper 1993 , Langerak et al. 1999 , Spradlin and Kutoloski 1999 . Dow AgroSciences, a wholly owned subsidiary of The Dow Chemical Company, subjects product candidates to tests covering safety, efficacy, and environmental impact. It performs some of these tests to support registration by the Environmental Protection Agency (EPA) in the United States and by other government agencies within and outside the United States. It performs other tests to validate the biology and supply assumptions that support the business cases for the products. If a product candidate does not meet the testing standards, the company cancels all further work on it, losing its investment in research and development for that candidate but freeing up resources it can assign to other candidates, speeding up their entry to the market. Being first to market is often a competitive advantage.
The development schedule for a portfolio of new product candidates can have a tremendous impact on a company's profitability. The problems Dow AgroSciences encounters in scheduling projects within the new-product development process are typical of the agricultural chemical, biotechnology, and pharmaceutical industries. It seeks a schedule that maximizes the value of future revenue less expected costs of development for a portfolio of candidates given the following data:
-The net present value (NPV) of the cash flow it expects each candidate to generate as a function of the year it launches the product; -The costs of tasks in the development process; -The technical precedence relationships for tasks; -The duration of the tasks; -The probability of the candidate failing a task, resulting in cancellation of the development process for that candidate;
-The probability that a test will be done and not bypassed;
-The resource requirements; -The resource capacities; and -The current status of projects. Most of these quantities are stochastic, and they can be specified as a distribution with appropriate parameters. Dow AgroSciences has many candidates in its portfolio at any time; the development process associated with each candidate has tens to hundreds of tasks.
Overall, scheduling the new-product development process for a portfolio of candidate products that compete for resources requires various trade-offs. To reduce waste, the company should perform tests and tasks that have a high probability of failure as early as possible. It should delay expensive tests and tasks as long as possible without delaying product launch for an additional year. Tests with a high probability of failure may also be expensive, which means that decision makers need a global perspective. Uncertainties in the duration and cost of tasks further complicate the problem. If the company does not finish a project before the growing season, delaying until the next season makes very little difference in revenue because the income functions for many agricultural products are step functions due to seasonality of sales.
Constrained resource availability changes the notion of a critical path. Scheduling an expensive test early when adequate resources are available may be preferable to delaying it until many products compete for the resource, thus delaying the project. From a mathematical perspective, expected costs and expected resource usage (discounted by the probability that the project associated with a product candidate will be canceled) give a reasonable picture of resource availability, but the probabilistic modeling of failures reduces the resource requirements of each candidate based on the probability of failure rather than eliminating specific candidate products. For this reason, the schedule contains more candidate products using fewer resources than would be the case in the real world. This means that actual demand for resources may exceed actual capacity. Dow AgroSciences personnel must reschedule whenever a project is canceled, whenever actual demands for resources exceed actual availability, or whenever a candidate product is added to the portfolio.
Although the people who schedule new-product development at Dow AgroSciences have enough experience to prepare reasonably cost-effective schedules, changes in required tasks, costs, and resource availability could make their knowledge obsolete over time. As the pace of change increases, the firm may no longer be able to rely on schedulers' experience. For this reason, the mathematical-modeling group at Dow AgroSciences identified the need to develop the capability of optimally scheduling new-product development. For ease of use, management decided that the scheduling software should reside on a personal computer and have user interfaces that would allow nonexperts to produce and analyze schedules. The mathematical-modeling group at Dow AgroSciences evaluated various math-programming-based optimization methods for finding schedules but did not find any that adequately represented the required criteria and that did not become intractable for large problems. We chose to experiment with simulation combined with heuristic optimization when other methods failed. We selected it for development into a scheduling software package because it generates realistic schedules for large portfolios of candidate products fairly quickly, incorporates resource constraints and other characteristics of the process, and handles stochastic scenarios.
Optimization Methods Based on Math Programming
The mathematical-modeling group at Dow AgroSciences originally planned to adapt optimization approaches based on mixed-integer linear programming that researchers at Carnegie Mellon University and Purdue University developed to produce schedules for new-product development. We evaluated these approaches using real-world problems from Dow AgroSciences and determined that they were not satisfactory (Table 1) . Schmidt and Grossmann (1996a, b) of Carnegie Mellon University formulated the scheduling problem as a continuous time mixed-integer linear program and Honkomp et al. (1997) of Purdue University formulated it as a discrete-time mixed-integer program. We tested these formulations and enhancements added by the modeling group at Dow AgroSciences using GAMS (2.25) with the CPLEX (4.0) solver. We performed the tests on a Compaq Deskpro XL 5133 with 64 M of RAM.
Schmidt and Grossmann formulated the scheduling problem for one candidate product, not a portfolio. Their objective function contains no term for revenue and therefore only minimizes cost. The formulation restricts the length of the project to that of the critical path because they include no resource constraints in their model to cause delays. They assume deterministic costs and task durations. They weight task costs in the objective function according to the probability that the project will have been canceled by the time the task is done. They discount costs over time. The decision variables are binary variables representing precedence relationships. Time variables are continuous. The constraints model technical precedence only. The GAMS/CPLEX implementation of their formulation returned a schedule for one product with an objective value within 10 percent of the lower bound within seconds; however, we obtained only marginal improvement after 16 hours.
By adding resource constraints, seasonality constraints, and a revenue term to the formulation (appendix), we made it unnecessary to restrict the length of the project to the length of the critical path. This reflects the real-world possibility of delaying the launch of a less profitable product in favor of a more profitable one or of allowing short delays in the launch if doing so costs very little. With this modified formulation, as long as resources did not actually constrain the schedule, the GAMS/CPLEX solver again found a solution within 10 percent of the lower bound within seconds for the test model with 14,000 binary variables. Unfortunately, when resources did constrain the schedule, the GAMS/CPLEX solver did not find a feasible solution even after 16 hours. Dow AgroSciences needs to run portfolios of up to 30 products, and based on the solution time for a single product, we concluded that the resourceconstrained modification of Schmidt and Grossmann's formulation would not be appropriate. However, it provided us with valuable insight as to how we could use decision variables representing precedence relationships to improve the schedule for a portfolio of products.
Building on Schmidt and Grossmann's work, Jain and Grossmann (1999) formulated a mixedinteger linear program for scheduling new-product development that allows more than one product in the portfolio, does not limit the completion time to the length of the critical path, and has resource constraints but not seasonality constraints. Maravelias and Grossmann (2001) extended the work further by formulating a mixed-integer linear program for a more general problem involving product selection. Jain and Grossmann reported results on models with up to 396 binary variables and Maravelias and Grossmann reported results on models with up to 612 binary variables. These models are smaller than the test model for the resource-constrained modification of Schmidt and Grossmann's model that proved intractable for 14,000 binary variables. The goal at Dow AgroSciences is to find good solutions for problems that, if actually formulated as mixed-integer linear programs, would contain over one million binary variables.
Honkomp and his coauthors formulated the scheduling problem for a portfolio of products with resource constraints. Their objective function maximizes the net present value by including both cost and revenue terms. Their model assumes deterministic task costs and durations, although costs may be discounted over time. The decision variables are binary variables representing discrete time intervals in which a task may start or end. Costs in the objective function are reduced according to the probability that only directly precedent tasks have an effect on successors. This is not the same as the probability that the project will have been canceled by the time the task associated with the cost is finished. This assumption is not appropriate for Dow AgroSciences because the graph associated with the technical precedence relationships for the actual development process is highly branched. This assumption leads to significantly different results compared to the Schmidt and Grossmann approach for a single product without resource constraints.
Honkomp and his coauthors' formulation is not useful because the firm's typical problems are too large. Dow AgroSciences needs to schedule dozens of candidates with hundreds of tasks whose duration ranges from weeks to years. Ideally, the discrete time intervals in this formulation should be a week in length. Tests revealed that Honkomp and his coauthors' model is intractable unless the time buckets are quarterly and the number of tasks across all projects is 40 or fewer.
Simulation-Based Heuristic Optimization
We selected a simulation-based heuristic optimization approach because it can represent all of the constraints, handle the size of the problems explored, compute expected costs based on cancellation of the entire project when a task fails, and incorporate a variety of realistic details. Simulation-based heuristic optimization has the added benefit of allowing a straightforward implementation of stochastic model parameters. We calculate the objective function post process from the schedule generated by the simulation, which allows us to use a step function for income, discount costs over time, and reduce the costs of tasks based on probabilities of failure for tasks completed before them. We make multiple runs for the stochastic model, calculate the objective value for each run, and use the mean for the objective value for the runs in the heuristic optimization algorithms. Using the stochastic implementations of the integerprogramming approaches described previously further increases problem sizes.
The implementation of simulation with heuristic optimization to schedule new-product development at Dow AgroSciences is innovative because the decision variables for the heuristic optimization problem are precedence relationships among the tasks in the new-product development process instead of parameters. Most applications of simulation with optimization optimize model parameters. Azzaro-Pantel et al.
(1998) used a deterministic discrete-event simulation with a fixed job-shop network. They varied only the arrival of products. In the Dow AgroSciences' model, the duration of tasks and costs are parameters, not variables, although the parameters may be probability distributions in stochastic versions of the model. Resource availability varies according to a step function specified in the model inputs but is not a variable that is optimized. Individual projects have an associated network in which tasks are represented by nodes and precedence relationships by arcs as in an activityon-node PERT network. Some of these relationships are real technical precedence relationships in which the results of one task are needed before another can begin. Variables associated with real technical precedence relationships are fixed. Other precedence relationships may be added or deleted within a project and between projects by the heuristic algorithms to force some tasks to precede or to follow others.
The heuristic optimization algorithms Dow AgroSciences uses operate on the set of precedence relationships. The decision variables, y ij , representing the precedence relationships, are binary variables indicating whether or not task i comes before task j. Changing precedence relationships creates a new candidate solution and changes the structure of the network on which the simulation model is based (appendix). Thus, every time we consider a new solution, we must regenerate the simulation model itself. The task durations, costs, probabilities of failure, distributions of such, and resource levels are simulation parameters that represent constraints but are not operated on by the heuristic algorithms. The model maintains candidate solutions as matrices of the binary variables representing the precedence relationships. These should not be confused with the resource-constrained schedule generated by the simulation that gives the expected start and finish times of all the tasks.
Another approach to simulation with optimization is to use optimization algorithms to guide decisions in a simulation model. Subramanian et al. (2001) and Subramanian et al. (2003) present a framework for simulation with optimization that uses a mixedinteger linear program based on Honkomp's work to guide decisions in the simulation. It addresses a variety of issues, including product selection, resource assignment, and risk management. In contrast, our approach uses the simulation to evaluate candidate solutions for the heuristic optimization algorithms. Our approach and that of Subramanian et al. (2003) incorporate similar stochastic elements and provide resource profiles.
The heuristic search and genetic algorithms use a simulation model to generate a resource-constrained schedule from which to calculate the objective function. The heuristic search and genetic algorithms use the objective function values associated with each candidate solution to rank the candidate solutions for selection. Thus, a variety of heuristic algorithms that operate on the set of precedence relationships can use the code generating the simulation models, the simulation models, and the output for each candidate solution. The heuristic algorithms implemented at Dow AgroSciences include the following: -A search restricted to activities with nonzero probability of failure or restricted to the first activity in each project or both, -Tabu search restricted to activities constrained by resources or unrestricted, and -A genetic algorithm. We use these algorithms separately or in combination, depending on the scheduling objectives or purpose of the analysis.
Search algorithms change the set of precedence relationships one at a time. Tabu search (Glover 1990 ) is a special search algorithm that maintains a partial history (tabu list) of where it has been to avoid backtracking. The algorithm allows backtracking only in the event that it finds a solution that is much better than previous solutions in some respect.
The problem with search algorithms, tabu and otherwise, is that they are very slow, proceeding one precedence relationship at a time. Dow AgroSciences must schedule portfolios of up to 30 projects with up to 150 tasks each. The test portfolios contained 18 projects with 30 to 120 tasks per project.
Interfaces 34(6), pp. 426-437, © 2004 INFORMS Candidate solutions for the test portfolios consist of 1 200 × 1 200 binary matrices. Thus, more than one million candidate solutions are one precedence relationship different from any feasible solution. A search algorithm that examines all solutions one precedence relationship different from the current solution is impractical because of the size of this set. Even though some solutions may be eliminated because they are redundant, create cycles, or violate technical precedence, the simulation must check a majority of the solutions. A cycle of regenerating the model and running it takes 30 seconds on a desktop computer. Evaluating all solutions one precedence relationship different from the current solution would take nearly a year.
Restricting the precedence relationships under consideration to those most likely to yield an improvement in the objective function makes the problem more manageable. Through our experience with the actual process and experimentation with integerprogramming models, we found that moving tasks with a nonzero probability of failure to a point earlier in the schedule can reduce expected costs and improve resource availability. Moreover, only precedence relationships within a project (as opposed to between different projects) reduce costs when we restrict the search to tasks with a nonzero probability of failure. Because only about 10 percent of the tasks have a nonzero probability of failure and many of these relationships are not simulated because they are redundant or form cycles, we can perform a search restricted to these precedence relationships in about three days for a typical portfolio of projects. This is still unacceptably slow.
To speed up the search, we can generate a new current solution after considering all precedence relationships to one task. We sort tasks from the highest probability of failure to the lowest so the algorithm evaluates solutions producing the largest improvements in objective value first. Because the network representing the original technical precedence relationships is highly branched, changing any one of a group of different precedence relationships may produce a similar effect on the schedule. For this reason, checking only a random sample of the precedence relationships can produce nearly as much improvement as checking all precedence relationships and can do so in much less time. Implementing these strategies produces a good solution in four to five hours in test portfolios, after which improvements are marginal.
Moving the start times of projects relative to one another can improve the objective function. In this case, we must evaluate all precedence relationships for the first task in each project relative to all tasks in other projects. This would take about seven to eight days for a typical portfolio. In this type of search, we can also choose a random set of tasks with which to evaluate precedence relationships relative to first tasks in projects. We can use the random sampling scheme we apply to precedence relationships of first tasks of projects and tasks with nonzero probability of failure to generate some population members for a genetic algorithm.
Changing the precedence relationships for waiting tasks can shorten some projects. We need to consider only moves within a group of tasks that are waiting for the same resource and for each other. The simulator uses a first-in-first-out (FIFO) dispatching heuristic that may not make the best decision. Changing the precedence relationships among the tasks in a queue essentially reorders the queue and overrides the FIFO dispatching. In practice, we found that the number of tasks waiting for the same resource was a small enough set that we could examine the neighborhood quickly and test a variety of queue sequences. In some cases, the neighborhood is small enough that we could test all queue sequences.
The search restricted to waiting tasks is a tabu search because the sets of waiting tasks may change each time a new solution is generated. The searches restricted to the tasks with nonzero probability of failure and first tasks in each project are not tabu searches because these sets do not change. In addition, the time it takes to evaluate all members of the restricted sets themselves precludes the possibility of testing the same precedence relationship more than once.
The concept behind a genetic algorithm is to start with a diverse population of solutions, select better ones for breeding and mutation, replace the population with the children produced by breeding and mutation, and repeat the process. Over time, the population should improve according to the principles of Darwinian evolution (Brigger 1995) . The chromosomes used in mating and mutation are the binary matrices representing sets of precedence relationships for candidate solutions. Genes are the individual precedence relationships, that is, the 0-1 entries in the matrices of precedence relationships. We evaluate the fitness of a solution to mate or be passed on as the best solution and mutated based on the objectivefunction value calculated from the schedule produced by the simulation model. We select mating pairs by tournament, that is, by partitioning the population of candidate solutions into random pairs and keeping the individual from each pair with the higher objective function value for mating. We do mating by randomly switching genes (changing zeros to ones and vice versa in the matrix of precedence relationships) where chromosomes (matrices) differ. Mutations randomly change genes in a chromosome. The algorithm employs mating and mutation and retains the best solution from each generation for the next generation.
Scheduling Software
The scheduling software we developed at Dow AgroSciences consists of three parts: -Microsoft Excel spreadsheet interfaces for input and output, -An AweSim discrete event simulation model to generate schedules, and -A Microsoft Visual C++ executable for performing the heuristic search algorithms and the genetic algorithm, calculating objective function values, and maintaining data (Figure 1 ). With the Excel interface, people who are not experts in operations research can use the software to generate schedules, analyze them, and evaluate the 2,500 1,500 2,000 1,000 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 effect of changes to input data. It consists of two workbooks: -An input workbook that contains input data on worksheets and VBA (Visual Basic for Applications) routines for exporting the input data.
-An output workbook that contains worksheet templates for graphical display of output data in the form of Gantt charts and load profiles for individual resources, and VBA routines for importing the results output from the heuristic search and genetic algorithms and for creating Gantt charts.
The Excel interface is designed to be user friendly with buttons for the various options and graphical output. The outputs include load profiles for all resources (Figure 2) and Gantt charts for all projects (Figure 3 ). The load profile shows the expected resource usage and availability so that analysts can immediately see when the resources are at capacity, make adjustments, and play what-if games.
The AweSim simulation model produces resourceconstrained schedules and tracks costs for feasible candidate solutions. It contains controls generated by the C++ code and other networks: -A network that models seasonality constraints, -A network that changes the resource availability generated by the C++ code from model data, The AweSim model writes the schedule, the loadprofile data, and the data from which the objective function is calculated to files for import into the C++ code or the Excel spreadsheet interface. Analysts can run the model stochastically or deterministically. The model prioritizes queues based on times that the projects enter the system so that it can move projects out of the system quickly.
The cycle, which consists of generating networks from the C++ code, importing the network files into AweSim, translating the model, and simulating one run, takes less than a minute on a 133 MHz PC. The heuristic search functions do not require regeneration of all networks, and they take about 30 seconds to generate, import, translate, and simulate one run of the model. Multiple iterations on the test portfolios increase the time by about two to three seconds per iteration.
The C++ code contains the main data structures and the heuristic search and genetic algorithms. The C++ code contains functions -That import input data and populate data structures for generating the simulation model and the heuristic search and genetic algorithms, -That generate the simulation networks that are changed by the heuristic search and genetic algorithms, -That call AweSim to import the networks and to translate and simulate the model, -That calculate the objective function, -That perform the heuristic search and genetic algorithms, -That generate stochastic revenue levels, and -That put the final simulation output data in a form suitable for import into Excel.
The most important data structure contains the precedence relationships. The code maintains them in a binary matrix that is the transitive reduction of the node incidence matrix of the acyclic directed graph, which represents the tasks of the projects as the set of vertices and the precedence relationships as arcs. The genetic algorithm uses sparse matrix representations to maintain the population of solutions because of the large amount of memory they would otherwise require. All the algorithms use this structure to generate new solutions and tell AweSim what to simulate.
Results
We tested our heuristic algorithms on a portfolio of 18 projects using a stochastic simulation with 20 repetitions. We chose the number of repetitions to give an acceptably low variance for the mean of the objective function while not significantly lengthening the time needed to run an iteration of any of the algorithms.
Of the 18 projects in the portfolio, three were already in process. Nine were reformulations of existing products that included about 30 tasks each. We released these projects into the system at a rate of three per year over three years. The other six projects concerned new products, which we released into the system at random intervals over three years. The resource constraints in the test portfolio are nine line-item budgets. We added other types of resources, such as personnel and field-station capacity in additional testing. The seasonal nature of agricultural field-testing makes demand for other resources uneven, which makes finding good solutions to these problems challenging.
We achieved improvements of up to 46 percent in NPV for this portfolio, which translates into tens of millions of dollars in potential profit. In practice, we found no clear winner from among these heuristics with regard to either objective function improvement or run time (Table 2) , and we therefore are not advocating the use of one heuristic over another. Each approach finds different solutions to the same problem, giving the user a better understanding of the solution space. For practical application, the solution with the best objective function value is the final solution, although one can get ideas for improving and experimenting with the process by examining other solutions.
An advantage of using several heuristic optimization methods with standardized input and output is that one can use good solutions from one method as input for another. A sequence of different heuristic methods can yield a better solution than a single heuristics method.
Experiments with test portfolios run deterministically give much higher objective-function values. Moreover, a set of precedence constraints that gives a good solution for the deterministic case does not necessarily give as good a solution for the stochastic case. From this result, we can conclude that reducing variation in the process improves the profitability of the schedule.
Impact Within Dow AgroSciences
Dow AgroSciences has put our simulation-based heuristic optimization approach into practice via a Six Sigma project in Research and Development. The application determines schedules that minimize the time and cost it takes to evaluate new products. From 1998 to 2004, the company has verified several million dollars in savings based on the advancement criteria and schedules determined using simulation-based heuristic optimization.
Conclusions
Dow AgroSciences' application of simulation-based heuristic optimization differs from most applications because it operates on the set of precedence relationships instead of parameters. It regenerates the structure of the simulation model as it examines each candidate solution instead of changing a parameter or some parameters within the simulation. Simulation with heuristic optimization is a practical method for generating improved resourceconstrained schedules quickly enough to implement them. Other optimization methods leave out key elements of the process that affect the schedule or cannot accommodate large problems.
Simulation-based heuristic optimization is a flexible approach that Dow AgroSciences can use to -Improve schedules for existing processes and portfolios, -Evaluate changes in processes, -Find good schedules for the changed processes without spending time and money gaining experience, -Evaluate the profitability of portfolios of candidate products, and -Evaluate the effects of resource levels and other parameters on the schedule. Dow AgroSciences' use of simulation-based heuristic optimization has saved several million dollars during 1998-2004. (budget constraint).
Nomenclature
Indices i j, and l represent tasks. n is the index of grid points for the linear approximation of the objective function. m is the index of the year number for seasonality.
Parameters M is the maximum revenue generated by a project multiplied by the product of the probabilities of success of all tasks. r is the discount rate (in days). c i is the cost of task i. p j is the probability of success of task j. d i is the duration of task i. U is a bound on completion time t input by the user. b is the time between starts of seasonal intervals. h is the length of the window of opportunity during which a seasonal task can begin. Q m is the budget limit for year m. a in is a grid point from the piecewise linear approximation. f n is the slope of a segment of the linear approximation of the discounted income function
a n+1 − a n Discrete Variables y ij is a binary precedence variable = 1 if task i comes before task j. z im is a binary variable = 1 if task i starts before year m. k i is the number of seasonal intervals by which s i is offset from s 1 .
Continuous Variables t is the completion time of the project.
w n is the minimum of a n+1 − a n and t − a n . s i is the start time of task i. u n x n 1 , and x n 2 are variables for the piecewise linear approximation.
in is a lambda variable for the piecewise linear approximation. The budget constraint does not discount costs for the possibility that the project could be canceled because this would have violated linearity.
Using Precedence Relationships as Decision Variables
We can represent precedence relationships among tasks in a project by a directed graph (Figure 4) . The tasks are the vertices and the arcs represent the precedence relationships of the tasks. We can Figure 4: We represent precedence relationships of a project by the arcs of a directed graph and the tasks by vertices with costs labeled with "c=" and durations with "d=." We show failure probabilities in the diamonds for tasks that are decision points where the project can be canceled. Tasks that have no diamonds are not decision points. The critical path (longest path through the project) consists of tasks 1, 2, and 3 and is shown in bold.
The total cost of the example is $107 if all tasks are done and its duration is 15 months. If either task 2 or task 6 fails, it fails before task 3 starts so task 3 will not be done. The $85 spent will be lost, but the cost of task 3 will not be spent. Task 2 fails 60 percent of the time and task 6 fails 40 percent of the time. If this process is done repeatedly over time, sometimes all tasks will be completed and cost $107. Sometimes the project will be canceled and cost $85. The expected cost, based on the probabilities of failure, is $90.
determine an earliest start schedule (Figure 4 ) based on task durations and compute the expected cost of the project from the schedule, the cost of each task, and the probability of failure at decision points. The company can reduce the expected cost further by forcing tasks to follow other tasks that may fail (Figures 5-8) . Forcing a task to follow another task by Start End
0.4 0.6
Figure 5: We can introduce a precedence relationship between tasks 6 and 7 to reduce the expected cost of the project shown in Figure 4 by delaying task 7 so that it will start after task 6, which is likely to fail. This change does not create a path longer than the critical path but prevents the company from wasting money on task 7 if task 6 fails. If task 6 fails, the company will not do task 3 and task 7 and will lose only $75. We have reduced the expected cost for this project to $86. Figure 6: The Gantt chart shows that the delay of task 7 caused by the precedence relationship added in Figure 5 does not lengthen the time to complete the project.
adding a precedence relationship shown may extend the length of the project. This may or may not affect revenue. At Dow AgroSciences, if a project misses the registration deadline by one month, the revenue will not be affected if it is delayed for another 10 months. However, an 11-month delay could cause a major loss of revenue because of the seasonal nature of agricultural sales. If the company can lengthen the project without losing revenue, it may save on costs.
Resource constraints may lengthen the schedule and change the notion of a critical path, for example, if resource availability limiting the number of concurrent tasks to two delays some tasks (Figure 9 ).
When the company undertakes multiple projects concurrently that compete for resources, offsetting projects in time may alleviate their waiting for Start End
Figure 7: We introduce a second precedence relationship between tasks 6 and 5 to reduce the expected cost by delaying task 5 until after task 6, which is likely to fail. This delay increases the length of the project from 15 to 16 months and may or may not affect revenue. If the company can lengthen the project without losing revenue, it may save on costs. If task 6 fails, the company will have invested only $59. We have further reduced the expected cost of the project to $80. resources. The company can add precedence constraints between projects to offset them in time ( Figure 10 ).
Simulation Model
The purpose of the simulation model is to generate a resource-constrained schedule for a given set of precedence relationships and the data needed to evaluate the objective function. These data consist of costs discounted for time and possible project cancellation, and the project completion times needed to compute revenue. The simulation model consists of several networks, and it uses AweSim software.
Objective Function
The objective function maximizes profit, that is, income less costs. The income function is based on the NPV of the product over its lifetime. It is a step function because compounds not registered by the deadline for a certain year will produce no income until the next year. Income data are input from the EXCEL spreadsheet as the NPV of income over the lifetime of the product given that the company finishes the project in a given year. The simulator records times of completion for projects in a file. The simulator maintains total cost data and writes it to a file but does not break it down by project. It discounts the cost of each activity for time based on when the activity starts and by the probability that the project has been canceled before that time.
The Simulation Model
The simulation model consists of project networks, a network that alters resource capacities, a network that represents changing seasons, subnetworks representing seasonal and nonseasonal activities with various numbers of resources, and controls. The model contains no user code. Project networks-The C++ code writes the project networks based on the current set of precedence relationships within projects and between projects. The networks consist of a create node, pairs of accumulate nodes (to ensure one entity is sent to a subnetwork) and callVSN (call to subnetwork) nodes representing project activities, and AweSim activities representing precedence constraints that connect the callVSN of one project activity to the accumulate node of a following project activity, a write node to write project data to a file, and a terminate node (Figure 11 ).
Resource capacity network-The C++ code writes the resource capacity network based on the schedule of changes in resource levels input from the Excel spreadsheet. For example, when the resource is money, the schedule corresponds to the annual budget for a department. In this case, changes in resource level would correspond to changes in budget from year to year. For each resource, there is a resource block, a create node, a series of alter nodes for the changes in capacity, and a terminate node (Figure 12) .
Seasonal network-The seasonal network is a permanent network that is not written by the C++ code. It consists of a resource, spring, and a cycle of two alter nodes that alter the resource up in the spring and down to zero 30 days later. The simulator starts one into the cycle the first time that a seasonal activity begins. That entity comes from a subnetwork in the project networks corresponding to the first seasonal activity (Figure 13 ).
Subnetworks-The subnetworks are permanent networks not written by the C++ code. They represent generic project activities and contain an await node representing a wait for resources, some assign nodes that update the probabilities and parameters used in load profiling, a free node, and some write nodes that write the schedule and load profile information. Different subnetworks are required for seasonal and nonseasonal activities and for activities requesting different numbers of resources (Figure 14) . The simulation model makes the following assumptions:
(1) Spring begins the first time that the simulator is ready to begin a seasonal activity. It begins at intervals of 365 days thereafter.
(2) Resource use is constant throughout a task.
(3) Resource capacities and requirements are in amount per day multiplied by a scaling factor; the discrete resources of AweSim therefore behave more as if they are continuous. This means that if a resource capacity is given as 1,000 in the input file and the scaling factor is 100, its capacity in the AweSim model is 274 1000 × 100 ÷ 365 . If an activity that lasts 90 days requires 100 units of the resource for the entire task and the scaling factor is 100, the amount that it requires AweSim to allocate is 112 units 100 × 100 ÷ 90 , and the 112 units are freed when the task ends after 90 days. We chose this representation of resource capacities and requirements because it is reasonable for nonfinancial resources; the simulator assigns a portion of a greenhouse or a field or a person's time to the activity for its duration and then makes the resource available again. This representation may not seem reasonable for financial resources that are consumed, but it avoids problems associated with activities that are spread over different budget years.
Beth Swisher, Manager, R&D Effectiveness, Dow AgroSciences LLC, 9330 Zionsville Road, Indianapolis, Indiana 46268-1054, writes: "This letter is in support of the paper entitled 'Dow AgroSciences Uses Simulation-Based Optimization to Schedule the NewProduct Development Process' submitted to Interfaces by Bassett, Gardner, and Steele. This work has led to significant savings within the new-product development pipeline at Dow AgroSciences. Although an exact dollar number cannot be reported outside of the company, I feel comfortable stating that more than one million dollars have been saved due to our possession of the technology. In addition to these 'hard' savings, the improved understanding of the overall new-product development process across all the functions in the company has been invaluable."
