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1. Introduction
Let H be a complex Hilbert space. Denote by B(H) the Banach algebra of all bounded linear operators on H. R(T ) and
N (T ) represent the range and the nullspace of T , respectively. For T ∈ B(H), the group inverse [1,9,15] of T is the unique
(if exists) element T # ∈ B(H) such that
T T # = T #T , T #T T # = T #, T = T T #T .
If A, B ∈ B(H), then [A, B] =: AB− B A denotes the commutator of A and B . The operator norm of T ∈ B(H) will be denoted
by ‖T‖. An operator T ∈ B(H) has the group inverse T # if and only if the Drazin index i(T )  1. All relevant concepts
concerning the theory of linear bounded operators can be found in [16]. When the Drazin index i(T ) = 0, the group inverse
reduces to the standard inverse, i.e., T # = T−1. If T is group invertible, then R(T ) is closed and the spectral idempotent
Tπ is given by Tπ = I − T T #. The operator matrix form of T with respect to the space decomposition H = R(T )⊕N (T ) is
given by T = T1 ⊕ 0, where T1 is invertible.
Let A and B be invertible. The equality (AB)−1 = B−1A−1 is called the reverse order law for the ordinary inverses. It is
well known that the reverse order law does not hold for various classes of generalized inverses. Hence, a signiﬁcant number
of papers investigated the suﬃcient or equivalent conditions such that the reverse order law holds (see [2,3,6–8,12,17–19]).
The Moore–Penrose inverse of T ∈ B(H) is denoted by T+ ∈ B(H), and it is the unique solution to the following four
operator equations
T XT = T , XT X = X, T X = (T X)∗, XT = (XT )∗.
T has the Moore–Penrose inverse if and only if R(T ) is closed [1]. It is a classical result of Greville [8], that
(AB)+ = B+A+ if and only if R(A∗AB)⊂ R(B), R(BB∗A∗)⊂ R(A∗),
in the case that A and B are complex (possibly rectangular) matrices. This result was extended to linear bounded operators
on Hilbert spaces by Izumino [12]. Several characterizations of elements A and B such that AB+ = B+A can be found in [2].
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matrices. As a corollary, the reverse order law for the Moore–Penrose inverse follows. In [7] Dragan S. Djordjevic´ and
Nebojša Cˇ. Dincˇic´ presented some new results related to the reverse order law for the Moore–Penrose inverse of operators
on Hilbert spaces.
In contrast to the above papers, our paper initially considers the questions of group inverse, which is useful in several
applications, such as in the analysis of Markov chains (see [13,14]). Recently, in [10] it is shown that the group inverse
provides a unifying framework for discrete-time Markov chains with kernels treated as bounded linear operators between
spaces of measures. In [3,4], some necessary and suﬃcient conditions for the existence of the group inverse for square
matrix were given. In this paper we specialize in the properties concerning the reverse order law for the group inverses of
operators. We obtain some equivalent conditions concerning the reverse order law for the group inverses. Several properties
concerning the commutativity of the spectral projection Aπ and the operator B are established.
2. Characterizations of group invertible operators
In this section we deal with operator matrix
( T1 T3
T4 T2
)
considered on the Hilbert space H1 ⊕ H2. The operator Ti acts on
the Hilbert space Hi , i = 1,2, and the operator T3 (resp. T4) acts from H2 to H1 (resp. from H1 to H2). We assume that
all entries are bounded linear operators between the corresponding spaces. As for the group inverses of upper triangular
operator matrices, we have the following results.
Lemma 2.1. (See [11, Theorem 1] for the matrix case.) Let H, K be Hilbert spaces, and M = ( A B
0 D
)
be an operator on H ⊕ K. Then the
following assertions hold.
(i) If D# exists, then M# exists if and only if A# exists and Aπ BDπ = 0.
(ii) If A# and D# exist, then M# exists if and only if Aπ BDπ = 0. In this case,
(
A B
0 D
)#
=
(
A# Y
0 D#
)
, where Y = (A#)2BDπ + Aπ B(D#)2 − A#BD#.
Lemma 2.1 shows that
( A B
0 0
)
is group invertible if and only if A# exists and B = A#AB . In this case, ( A B
0 0
)# = ( A# (A#)2B
0 0
)
.
For arbitrary operator T ∈ B(H), we introduce the following auxiliary results.
Lemma 2.2. Let L and M be closed subspaces of H, let also PL,M be an idempotent on L along M, then
(i) PL,MT = T if and only if R(T ) ⊂ L,
(ii) T PL,M = T if and only if N (T ) ⊃ M.
In the following results, we ﬁnd an upper bound for the norm of the entries off the main diagonal of the representation
of B . Note that, if A is group invertible, then A + Aπ is invertible and AAπ = Aπ A = A#Aπ = Aπ A# = Aπ (I − Aπ ) = 0.
Theorem 2.1. Let A and B ∈ B(H).
(i) If A is group invertible, then
max
{∥∥Aπ B(I − Aπ )∥∥,∥∥(I − Aπ )B Aπ∥∥} ∥∥[A, B]∥∥∥∥A#∥∥.
(ii) If A, B are group invertible with [A, B] = 0, then (AB)# = B#A# = A#B# and
[
A#, B
]= [A, B#]= [A#, B#]= [Aπ , B]= [A, Bπ ]= [Aπ , Bπ ]= 0.
(iii) If A is group invertible with AB = B A = 0, then Aπ B = B = B Aπ and A#B = B A# = 0. In addition, if B is also group invertible,
then
AB# = B#A = 0, (A + B)# = A# + B#, (A + B)π = Aπ + Bπ − I.
Proof. (i) From Aπ [A, B](I − Aπ ) = Aπ (AB − B A)(I − Aπ ) = −Aπ B A we derive that
∥∥Aπ B(I − Aπ )∥∥= ∥∥Aπ B AA#∥∥ ∥∥Aπ B A∥∥∥∥A#∥∥= ∥∥Aπ [A, B](I − Aπ )∥∥∥∥A#∥∥ ∥∥[A, B]∥∥∥∥A#∥∥.
Analogously, ‖(I − Aπ )B Aπ‖ ‖[A, B]‖‖A#‖.
(ii) Let A have the matrix representation on H = R(A) ⊕ N (A) of the form A = A1 ⊕ 0, where A1 is invertible.
We consider the partition B conforming with A as B = ( B1 B3 ). If [A, B] = 0, by item (i), Aπ B(I − Aπ ) = ( 0 0 ) = 0,
B4 B2 B4 0
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0 0
)= 0. Hence B = B1 ⊕ B2, where B1, B2 are group invertible with [A1, B1] = 0. Analogously, the group
invertible operator B1 has the matrix representation on R(A) = R(B1) ⊕ N (B1) of the form B1 = B11 ⊕ 0. Using item
(i) again, A1 has corresponding matrix representation as A1 = A11 ⊕ A22, where Aii (i = 1,2), B11 are invertible with
[A11, B11] = 0. Now we have
A = A11 ⊕ A22 ⊕ 0, A# = A−111 ⊕ A−122 ⊕ 0,
B = B11 ⊕ 0⊕ B2, B# = B−111 ⊕ 0⊕ B#2 . (1)
Thus, (AB)# = (A11B11)−1 ⊕0⊕0 = B−111 A−111 ⊕0⊕0 = A−111 B−111 ⊕0⊕0 = B#A# = A#B#. The rest can be proved in the same
way.
(iii) By item (ii), if AB = B A = 0, then A = A1 ⊕ 0, B = 0 ⊕ B2, where A1 is invertible, B2 is group invertible. So
A# = A−11 ⊕ 0 and B# = 0⊕ B#2 . The results follow immediately. 
As we know, the group inverse of an idempotent is itself. If AA#BB# = BB#AA# or AA#BB#AA# = AA#, then
(AA#BB#)2 = AA#BB# and, by the properties of group inverses,
AA#BB# = (AA#BB#)#, AB = ABB#AA#B and B#A# = B#AA#BB#A#.
Theorem 2.1(i) implies that, for arbitrary 2 × 2 operator matrices S = ( S1 0
0 0
)
, T = ( T1 T3T4 T2
) ∈ B(H1 ⊕ H2), if S1 is invertible
and [S, T ] = 0, then T3 = 0, T4 = 0 and T = T1 ⊕ T2. In the following, by using Theorem 2.1(i), we seek for some equivalent
conditions which ensure AA# = BB#.
Theorem 2.2. Let A, B ∈ B(H) be such that A, B are group invertible. Then the following assertions are equivalent.
(i) AA# = BB# ,
(ii) R(A) = R(B), N (A) = N (B),
(iii) A + Bπ is invertible, AA# = AA#BB# = BB#AA# ,
(iv) A + Bπ , Aπ + BB# are invertible and [A, Bπ ] = 0,
(v) A + Bπ , Aπ + B are invertible and [Aπ , B] = 0,
(vi) A + Bπ , Aπ + BB# are invertible and [Aπ , Bπ ] = 0,
(vii) Aπ B = 0 = B Aπ and Aπ + B is invertible,
(viii) Aπ B = 0 = B Aπ and I + A#(B − A) is invertible.
Proof. Let A have the matrix representation as in the proof of Theorem 2.1(ii). Then A# = A−11 ⊕ 0 and AA# = I ⊕ 0. That
(i) implies (ii)–(viii) is trivial.
(ii) ⇒ (i) It is clear.
(iii) ⇒ (i) If AA# = AA#BB# = BB#AA#, by Theorem 2.1(i), BB# has the form BB# = I ⊕ Q 2, where Q 2 is an idempo-
tent. If A + Bπ is invertible, then I − Q 2 is invertible. So R(Q 2) = N (I − Q 2) = {0}. We get Q 2 = 0 and AA# = BB#.
(iv) ⇒ (i) If [A, Bπ ] = 0, by Theorem 2.1(i), Bπ has the form Bπ = (I − Q 1)⊕ (I − Q 2), where Q 1, Q 2 are idempotents.
The invertibility of A + Bπ implies that Q 2 = 0. The invertibility of Aπ + BB# implies that Q 1 = I . So BB# = I − Bπ =
I ⊕ 0 = AA#.
(v), (vi) ⇒ (i) Similar to (iv) ⇒ (i).
(vii) ⇒ (i) If Aπ B = 0 = B Aπ , by Theorem 2.1(i), B has the form as B = B1 ⊕ 0, where B1 ∈ B(R(A)). If Aπ + B is
invertible, then B1 is invertible. So B# = B−11 ⊕ 0 and AA# = BB#.
(viii) ⇒ (i) Similar to (vii) ⇒ (i). 
Note that Cline’s formula (see [5]) is (AB)D = A[(B A)D ]2B , where T D denotes the Drazin inverse of T . So, if AB and
B A are group invertible, then (AB)#A = A[(B A)#]2B A = A(B A)#. If AB or B A is group invertible, we deduce the following
further consequences.
Theorem 2.3. (i) If A and AB are group invertible, then
AB(AB)#A = A ⇐⇒ I + A#(B − A) is invertible.
(ii) If A and B A are group invertible, then
A(B A)#B A = A ⇐⇒ I + A#(B − A) is invertible.
Proof. We only prove item (i), item (ii) can be proved in the same way. Similar to the proof of Theorem 2.1(ii), let A, B
have the matrix representations
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(
B1 B3
B4 B2
)
.
It is easy to get that I + A#(B − A) = ( A−11 B1 A−11 B3
0 I
)
is invertible if and only if B1 is invertible. From
AB(AB)#A =
(
A1B1 A1B3
0 0
)(
(A1B1)# [(A1B1)#]2A1B3
0 0
)(
A1 0
0 0
)
=
(
A1B1(A1B1)#A1 0
0 0
)
,
we derive that AB(AB)#A = A ⇐⇒ A1B1(A1B1)# = I ⇐⇒ A1B1 is invertible ⇐⇒ B1 is invertible. Hence (i) holds. 
It is worth mentioning that the properties of the group inverses imply B A = A2 ⇐⇒ B AA# = A ⇐⇒ B A# = AA#. More-
over, we have the following result.
Theorem 2.4. Let A, B and AB ∈ B(H) be group invertible with B A = A2 . Then
AB(AB)# = ABB#A# ⇐⇒ (AB)# = B#A# = A#B# = (A#)2.
Proof. Suﬃciency. This is obvious.
Necessity. Since A is group invertible, A and A# have the matrix representations on H = R(A) ⊕ N (A) of the forms
A = ( A1 0
0 0
)
and A# = ( A−11 0
0 0
)
. Now, we consider a partition B conforming with A. From B A = A2 we know that B can be
written as B = ( A1 B30 B2
)
, where B3 ∈ B(N (A),R(A)) and B2 ∈ B(N (A)). By Lemma 2.1, B# =
( A−11 A−21 B3Bπ2 −A−11 B3B#2
0 B#2
)
and
(AB)# = ( A21 A1B3
0 0
)# = ( A−21 A−31 B3
0 0
)
. Hence,
AB(AB)# = ABB#A# ⇐⇒
(
I A−11 B3
0 0
)
=
(
I 0
0 0
)
⇐⇒ B3 = 0.
Now, we get B = A1 ⊕ B2, B# = A−11 ⊕ B#2 and (AB)# = B#A# = A#B# = (A#)2. 
Remark. The proofs of Theorems 2.1, 2.2 and 2.4 give us more information of geometrical structures between two operators.
(1) Theorem 2.1(ii) implies that, if group invertible operators A, B satisfy [A, B] = 0, then
A = A11 ⊕ A22 ⊕ 0⊕ 0, B = B11 ⊕ 0⊕ B22 ⊕ 0 (2)
with respect to the space decomposition H = [R(A) ∩ R(B)] ⊕ [R(A) ∩ N (B)] ⊕ [N (A) ∩ R(B)] ⊕ [N (A) ∩ N (B)], where
Aii and Bii , i = 1,2 are invertible.
(2) In Theorem 2.1(iii), if A, B are group invertible and AB = B A = 0, then [R(A)∩R(B)] = {0}, [R(A)∩N (B)] = R(A),
[N (A) ∩ R(B)] = R(B) and (2) reduces to A = A22 ⊕ 0 ⊕ 0 and B = 0 ⊕ B22 ⊕ 0 with respect to the space decomposition
H = R(A) ⊕ R(B) ⊕ [N (A) ∩ N (B)].
(3) Theorem 2.2 shows that AA# = BB# if and only if
A = A1 ⊕ 0, B = B1 ⊕ 0 (3)
with respect to the space decomposition H = R(A) ⊕ N (A), where A1 and B1 are invertible.
(4) Theorem 2.4 shows that, if B A = A2, then AB(AB)# = ABB#A# if and only if
A = A1 ⊕ 0, B = A1 ⊕ B2 (4)
with respect to the space decomposition H = R(A) ⊕ N (A), where A1 is invertible and B2 is group invertible.
3. Some equivalent conditions concerning the reverse order law for the group inverses
In this section, suppose A, B , AB , A#, B# and A#AB have the matrix representations on H = R(A) ⊕ N (A) as
A =
(
A1 0
0 0
)
, B =
(
B1 B3
B4 B2
)
, AB =
(
A1B1 A1B3
0 0
)
,
A# =
(
A−11 0
0 0
)
, B# =
(
C1 C3
C4 C2
)
, A#AB =
(
B1 B3
0 0
)
, (5)
respectively, where A1 is invertible and all entries are bounded linear operators between the corresponding spaces. By
Lemma 2.1(i), A#AB is group invertible if and only if B1 is group invertible and B3 = B#B1B3 (or R(B3) ⊂ R(B1)).1
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By Lemma 2.1(ii), (A#AB)# and (AB)# can be written as
(
A#AB
)# =
(
B#1 (B
#
1 )
2B3
0 0
)
, (AB)# =
(
(A1B1)# [(A1B1)#]2A1B3
0 0
)
. (6)
Using representations in (5) and (6), we derive the following results.
Theorem 3.1. Let A, B ∈ B(H) be such that A, AB and A#AB (resp. ABB#) are group invertible. Then
(i) (AB)# = (AA#B)#A# ⇐⇒ [AB, Aπ ] = 0 and [A, (AA#B)π ] = 0.
(ii) (AB)# = B#(ABB#)# ⇐⇒ [AB, Bπ ] = 0 and [B, (AB#B)π ] = 0.
Proof. (i) Necessity. Let A, B, AB, A#, (A#AB)# and (AB)# have the same matrix representations as in (5) and (6). Then
Aπ = I − AA# = 0⊕ I and
(AB)# = (AA#B)#A# (5,6)⇐⇒
(
(A1B1)# [(A1B1)#]2A1B3
0 0
)
=
(
B#1 A
−1
1 0
0 0
)
⇐⇒
{
(a) (A1B1)# = B#1 A−11 ,
(b) [(A1B1)#]2A1B3 = 0.
The group invertibility of AB implies that A1B3 = A1B1(A1B1)#A1B3. Hence
B3 = A−11 A1B1(A1B1)#A1B3 = A−11 [A1B1]2
[
(A1B1)
#]2A1B3 (b)= 0. (7)
So, AB = A1B1 ⊕ 0 and [AB, Aπ ] = 0.
From A1B1(A1B1)# = (A1B1)#A1B1 we have A1B1B#1 A−11 = B#1 A−11 A1B1 by (a), which implies that A1B1B#1 = B1B#1 A1.
Note that A = A1 ⊕ 0 and AA#B = B1 ⊕ 0. So (AA#B)π = (I − B1B#1 ) ⊕ I and [A, (AA#B)π ] = 0.
Suﬃciency. From [AB, Aπ ] = 0 ⇐⇒ ABAπ = 0 (5)⇐⇒ B3 = 0 we have AA#B =
( B1 0
0 0
)
and (AA#B)π = ( Bπ1 0
0 I
)
. Note that
the group invertible operator B1 can be written as B1 = B11 ⊕ 0 with B1B#1 = I ⊕ 0. From [A, (AA#B)π ] = 0 ⇐⇒ A1B1B#1 =
B1B#1 A1, by Theorem 2.1(i), A1 can be written as A1 = A11 ⊕ A22, where A11, A22 and B11 are invertible. By (6), (AB)# =
(A1B1)# ⊕ 0 = (A11B11)−1 ⊕ 0⊕ 0 = B−111 A−111 ⊕ 0⊕ 0 = [B−111 ⊕ 0⊕ 0][A−111 ⊕ A−122 ⊕ 0] = (AA#B)#A#.
(ii) According to item (i) we have the following equivalence:
(
B∗A∗
)# = (A∗)#[B∗(A∗)#A∗]# ⇐⇒ [B∗A∗, (A∗)π ]= 0 and [A∗, (B∗(A∗)#A∗)π ]= 0.
Replacing A∗ , B∗ with B , A, respectively, we get
(AB)# = B#(AB#B)# ⇐⇒ [AB, Bπ ]= 0 and [B, (AB#B)π ]= 0. 
Remark. As we know, if AB is group invertible, then R(AB) is closed. Moreover we have:
(i) R(AB) is closed ⇐⇒ R(A#AB) is closed. In fact,
R[(A#AB)∗]= R[B∗A∗(A#)∗]= B∗R[A∗(A#)∗]= B∗R(A∗)= R[(AB)∗].
(ii) N (AB) = N (A#AB), which can be seen from the related representations in (5).
Theorem 3.2. Let A, B ∈ B(H) be such that A, B and A#AB (resp. ABB#) are group invertible. Then
(i) (AA#B)# = B#AA# ⇐⇒ [Aπ , B] = 0.
(ii) (ABB#)# = BB#A# ⇐⇒ [A, Bπ ] = 0.
Proof. (i) Necessity. Let A, B , A#, B# and (A#AB)# have the same matrix representations as in (5) and (6). By Lemma 2.1,
A#AB is group invertible if and only if B1 is group invertible and B3 = B1B#1 B3 = B21(B21)#B3. Then
(
AA#B
)# = B#AA# ⇐⇒
(
B#1
(
B#1
)2
B3
0 0
)
=
(
C1 0
C4 0
)
⇐⇒
⎧⎨
⎩
C1 = B#1 ,
B3 = 0,
C4 = 0.
(8)
Hence, B = ( B1 0
B4 B2
)
and B# = ( B#1 C3
0 C2
)
. Since B and B1 are group invertible, by Lemma 2.1, B2 is group invertible,
Bπ B4Bπ = 0 and2 1
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(
B1 0
B4 B2
)#
=
(
B#1 0
Bπ2 B4(B
#
1 )
2 + (B#2 )2B4Bπ1 − B#2 B4B#1 B#2
)
=
(
B#1 C3
0 C2
)
.
It follows that Y =: Bπ2 B4(B#1 )2 + (B#2 )2B4Bπ1 − B#2 B4B#1 = 0. We have
⎧⎨
⎩
B22Y B
π
1 = 0,
Bπ2 Y B
2
1 = 0,
B2Y B1 = 0,
⇒
⎧⎪⎨
⎪⎩
B2B#2 B4B
π
1 = 0,
Bπ2 B4B
#
1 B1 = 0,
B2B#2 B4B
#
1 B1 = 0,
Bπ2 B4B
π
1 =0⇒
⎧⎪⎨
⎪⎩
B4Bπ1 = 0,
Bπ2 B4 = 0,
B2B#2 B4B
#
1 B1 = 0,
⇒ B4 = B2B#2 B4B#1 B1 = 0.
Hence B = B1 ⊕ B2 and [Aπ , B] = 0.
Suﬃciency. Let A, A# have the forms as in (5). If [Aπ , B] = 0, by Theorem 2.1(i), B can be written as B = B1 ⊕ B2. Hence
B# = B#1 ⊕ B#2 and (AA#B)# = B#1 ⊕ 0 = B#AA#.
(ii) Similar to the proof of Theorem 3.1(ii). 
Theorem 3.3. Let A, B ∈ B(H) be such that A, B and A#AB (resp. ABB#) are group invertible. Then
(i) (AA#B)#A# = B#A# ⇐⇒ [Aπ B, I − Aπ ] = 0.
(ii) B#(ABB#)# = B#A# ⇐⇒ [ABπ , I − Bπ ] = 0.
Proof. (i) We keep the matrix forms of A, B , A#, B# and (AA#B)# as in (5) and (6).
Necessity. By (5) and (6), [Aπ B, I − Aπ ] = 0 ⇐⇒ Aπ B(I − Aπ ) = 0 ⇐⇒ B4 = 0 and
(
AA#B
)#
A# = B#A# ⇐⇒
(
B#1 (B
#
1 )
2B3
0 0
)(
A−11 0
0 0
)
=
(
C1 C3
C4 C2
)(
A−11 0
0 0
)
⇐⇒
{
C1 = B#1 ,
C4 = 0.
Hence, if (AA#B)#A# = B#A#, then B# = ( B#1 C3
0 C2
)
. To complete the proof, we need to show that B4 = 0 in the representation
of B = ( B1 B3
B4 B2
)
. In fact, from
(a) BB# = B#B ⇐⇒
(
B1B#1 B1C3 + B3C2
B4B#1 B4C3 + B2C2
)
=
(
B1B#1 + C3B4 B#1 B3 + C3B2
C2B4 C2B2
)
,
(b) B = BB#B ⇐⇒
(
B1 B3
B4 B2
)
=
(
B1 + B1C3B4 + B3C2B4 B1B#1 B3 + B1C3B2 + B3C2B2
B4B#1 B1 + B4C3B4 + B2C2B4 B4B#1 B3 + B4C3B2 + B2C2B2
)
,
(c) B# = B#BB# ⇐⇒
(
B#1 C3
0 C2
)
=
(
B#1 + C3B4B#1 B1B#1C3 + C3B4C3 + B#1 B3C2 + C3B2C2
C2B4B#1 C2B2C3 + C2B2C2
)
(9)
we obtain⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(d) C3B4 = 0
(
by comparing the (1,1)-elements in (a)
)
,
(e) C2B4B#1 = 0
(
by comparing the (2,1)-elements in (c)
)
,
(f) B4B#1 = C2B4
(
by comparing the (2,1)-elements in (a)
)
,
(g) B4 = B4B#1 B1 + B4C3B4 + B2C2B4
(
by comparing the (2,1)-elements in (b)
)
and
(h) C2B4
(f)= B4B#1 = B4B#1 B1B#1 (f)= C2B4B#1 B1 (e)= 0.
Hence,
B4
(g)= B4B#1 B1 + B4C3B4 + B2C2B4 (d), (h)= 0.
Suﬃciency. If Aπ B(I − Aπ ) = 0, then B = ( B1 B30 B2
)
. Since B and A#AB are group invertible, B1 and B2 are group invertible
and
B# =
(
B1 B3
0 B2
)#
=
(
B#1 Y
0 B#2
)
, where Y = (B#1 )2B3Bπ2 + Bπ1 B3(B#2 )2 − B#1 B3B#2
by Lemma 2.1. By (5) and (6), A# = A−11 ⊕ 0 and (A#AB)# =
( B#1 (B#1 )2B3
0 0
)
. So (AA#B)#A# = B#A#.
(ii) Similar to the proof of Theorem 3.1(ii). 
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AA#B AA# = B AA# ⇐⇒ R(B AA#)⊂ R(A) ⇐⇒ Aπ B(I − Aπ )= 0 ⇐⇒ [Aπ B, I − Aπ ]= 0
and
BB#ABB# = BB#A ⇐⇒ N (BB#A)⊃ N (B) ⇐⇒ (I − Bπ )ABπ = 0 ⇐⇒ [ABπ , I − Bπ ]= 0.
(2) If Theorem 3.2(i) (resp. Theorem 3.2(ii)) holds, then Theorem 3.3(i) (resp. Theorem 3.3(ii)) holds. The reverse impli-
cation fails.
(3) By Theorems 3.1 and 3.3, we obtain the following suﬃcient conditions which ensure the reverse order law (AB)# =
B#A# holds.
(1)
{
Theorem 3.1(i) holds,
Theorem 3.3(i) holds
⇒ (AB)# = B#A#,
(2)
{
Theorem 3.1(ii) holds,
Theorem 3.3(ii) holds
⇒ (AB)# = B#A#.
Theorem 3.4. Let A, B ∈ B(H) be such that A, B and AB are group invertible. Then
(i) B# = (AB)#A ⇐⇒ R(B) ⊂ R(A), [Aπ , B] = 0 and [A, Bπ ] = 0.
(ii) A# = B(AB)# ⇐⇒ R(A) ⊂ R(B), [Aπ , B] = 0 and [A, Bπ ] = 0.
Proof. (i) Necessity. We keep the matrix forms of A, B , AB , A# and (AB)# as in (5) and (6). From
B# = (AB)#A =
(
(A1B1)# [(A1B1)#]2A1B3
0 0
)(
A1 0
0 0
)
= (A1B1)#A1 ⊕ 0 (10)
and B#B = B#B we get(
(A1B1)#A1 0
0 0
)(
B1 B3
B4 B2
)
=
(
B1 B3
B4 B2
)(
(A1B1)#A1 0
0 0
)
.
So (
(A1B1)#A1B1 (A1B1)#A1B3
0 0
)
=
(
B1(A1B1)#A1 0
B4(A1B1)#A1 0
)
.
Comparing the two sides of the above equation and using the invertibility of A1, we have⎧⎨
⎩
B4(A1B1)# = 0,
(A1B1)#A1B3 = 0,
(A1B1)#A1B1 = B1(A1B1)#A1.
(11)
Since AB is group invertible, A1B3 = A1B1(A1B1)#A1B3. The second equation in (11) implies that B3 = A−11 A1B1 ×
(A1B1)#A1B3 = 0. From BB#B = B , applying the ﬁrst equation in (11), we have(
B1 0
B4 B2
)(
(A1B1)#A1 0
0 0
)(
B1 0
B4 B2
)
=
(
B1 0
B4 B2
)
⇐⇒
(
B1(A1B1)#A1B1 0
0 0
)
=
(
B1 0
B4 B2
)
.
Hence B2 = 0 and B4 = 0. Now, we get B = B1 ⊕ 0 and
BB# = B1(A1B1)#A1 ⊕ 0 = (A1B1)#A1B1 ⊕ 0 = B#B (12)
by (10) and the third equation in (11). Note that A = A1 ⊕ 0, where A1 is invertible and Aπ = 0 ⊕ I . It is clear that
R(B) ⊂ R(A) and [Aπ , B] = 0. Further, by (12), [A, Bπ ] = ABπ − Bπ A = B#B A − AB#B = 0.
Suﬃciency. Let A and A# have the forms as in (5). If R(B) ⊂ R(A) and [Aπ , B] = 0, by Theorem 2.1(i), B has the form
B = B1 ⊕ 0, where B1 is group invertible. Analogously, since [A, Bπ ] = 0, by Theorem 2.1(i) again, we get that B1 and A1 as
bounded linear operators acting on R(A) = R(B1) ⊕ N (B1) have the forms
B1 = B11 ⊕ 0, A1 = A11 ⊕ A22, where A11, A22, B11 are invertible.
Hence A = A11 ⊕ A22 ⊕ 0, B = B11 ⊕ 0⊕ 0, (AB)# = (A11B11)−1 ⊕ 0⊕ 0 = B−111 A−111 ⊕ 0⊕ 0 and B# = B−111 ⊕ 0⊕ 0 = (AB)#A.
(ii) Similar to the proof of Theorem 3.1(ii). 
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B#A# holds.
B# = (AB)#A ⇒ (AB)# = B#A#,
A# = B(AB)# ⇒ (AB)# = B#A#.
Theorem 3.5. Let A, B ∈ B(H) be such that A, AB and A#AB (resp. ABB#) are group invertible. Then
(i) AA#B = B(AB)#AB ⇐⇒ [Aπ B, AB(I − Aπ )] = 0.
(ii) ABB# = AB(AB)#A ⇐⇒ [ABπ , (I − Bπ )AB] = 0.
Proof. (i) We keep the matrix forms of A, B , A# and (AB)# as in (5) and (6). Then
[
Aπ B, AB
(
I − Aπ )]= Aπ B AB(I − Aπ )=
(
0 0
0 I
)(
B1 B3
B4 B2
)(
A1 0
0 0
)(
B1 B3
B4 B2
)(
I 0
0 0
)
=
(
0 0
B4A1B1 0
)
.
It is clear that [Aπ B, AB(I − Aπ )] = 0 ⇐⇒ B4A1B1 = 0.
Since AB = ( A1B1 A1B3
0 0
)
is group invertible, by Lemma 2.1, A1B1 is group invertible, A1B1 = A1B1(A1B1)#A1B1 and
A1B3 = A1B1(A1B1)#A1B3. Since A1 is invertible, B1 = B1(A1B1)#A1B1 and B3 = B1(A1B1)#A1B3. Hence
AA#B = B(AB)#AB ⇐⇒
(
B1 B3
0 0
)
=
(
B1 B3
B4 B2
)(
(A1B1)# [(A1B1)#]2A1B3
0 0
)(
A1B1 A1B3
0 0
)
⇐⇒
(
B1 B3
0 0
)
=
(
B1(A1B1)#A1B1 B1(A1B1)#A1B3
B4(A1B1)#A1B1 B4(A1B1)#A1B3
)
⇐⇒ B4(A1B1)#A1B1 = 0
⇐⇒ B4A1B1 = 0
⇐⇒ [Aπ B, AB(I − Aπ )]= 0.
(ii) Similar to the proof of Theorem 3.1(ii). 
It is clear that [Aπ B, AB(I − Aπ )] = 0 ⇐⇒ Aπ B AB(I − Aπ ) = 0 ⇐⇒ R(ABAA#) ⊂ N (Aπ B) and [(I − Bπ )AB, ABπ ] =
0 ⇐⇒ (I − Bπ )ABABπ = 0 ⇐⇒ R(ABπ ) ⊂ N (BB#AB). At last, we give some equivalent conditions which ensure the re-
verse order law (AB)# = B#A# holds.
Theorem 3.6. Let A, B ∈ B(H).
(i) If A, B and AB are group invertible, then the following assertions are equivalent.
(1) (AB)# = B#A# ,
(2) (AB)#A = B#A#A and [(I − Aπ ), B Aπ ] = 0,
(3) B(AB)# = BB#A# and [(I − Bπ ), Bπ A] = 0.
(ii) If A, B, AB and A#AB (resp. ABB#) are group invertible, then the following assertions are equivalent.
(1) (AB)# = B#A# ,
(2) (AB)#A = B#A#A = (A#AB)# ,
(3) B(AB)# = BB#A = (ABB#)# ,
(4) (AB)#A = B#A#A and [Aπ , B] = 0,
(5) B(AB)# = BB#A# and [A, Bπ ] = 0.
Proof. We keep the matrix forms of A, B , A#, B# and (AB)# as in (5) and (6).
(i): (2) ⇒ (1) From
(AB)#A = B#A#A ⇐⇒
(
(A1B1)# [(A1B1)#]2A1B3
0 0
)(
A1 0
0 0
)
=
(
C1 C3
C4 C2
)(
I 0
0 0
)
⇐⇒
(
(A1B1)#A1 0
0 0
)
=
(
C1 0
C4 0
)
⇐⇒ C1 = (A1B1)#A1, C4 = 0
and
[(
I − Aπ ), B Aπ ]= 0 ⇐⇒ (I − Aπ )B Aπ = 0 ⇐⇒ B3 = 0,
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(AB)#A = B#A#A, [(I − Aπ ), B Aπ ]= 0 ⇐⇒ B =
(
B1 0
B4 B2
)
, B# =
(
(A1B1)#A1 C3
0 C2
)
. (13)
Hence, (AB)# = (A1B1)# ⊕ 0 = (A1B1)#A1A−11 ⊕ 0 = B#A#.
(1) ⇒ (2) If (AB)# = B#A#, it is clear that (AB)#A = B#A#A and, by representations in (5) and (6), [(A1B1)#]2A1B3 = 0.
By (7) we get B3 = 0, i.e., [(I − Aπ ), B Aπ ] = (I − Aπ )B Aπ =
( 0 B3
0 0
)= 0.
(1) ⇐⇒ (3) Similar to the proof of Theorem 3.1(ii).
(ii): (1) ⇒ (2), (4) By (13), we know
(AB)# = B#A# ⇐⇒ B =
(
B1 0
B4 B2
)
, B# =
(
(A1B1)#A1 C3
0 C2
)
. (14)
Since A#AB is group invertible, by Lemma 2.1, B1 and B2 are group invertible, C3 = 0 and B4 = 0. So B = B1 ⊕ B2 and
B# = B#1 ⊕ B#2 = (A1B1)#A1 ⊕ C2. Hence, (2) and (4) follow immediately in view of A = A1 ⊕ 0.
(2) ⇒ (1) From
(AB)#A = B#A#A = (A#AB)# ⇐⇒
(
(A1B1)#A1 0
0 0
)
=
(
C1 0
C4 0
)
=
(
B#1 (B
#
1 )
2B3
0 0
)
⇐⇒ B#1 = C1 = (A1B1)#A1, C4 = 0, B3 = 0
(
by (8)
)
.
By (13) we get (AB)# = B#A#.
(4) ⇒ (1) By Theorem 2.1(i), if [Aπ , B] = 0, then B = B1 ⊕ B2. If (AB)#A = B#A#A, then (A1B1)#A1 = B#1 and B# =
(A1B1)#A1 ⊕ B#2 . The result follows immediately.
(1) ⇐⇒ (3) and (1) ⇐⇒ (5) Similar to the proof of Theorem 3.1(ii). 
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