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Abstract
Hyperbolic cross approximation is a special type of multivariate approximation. Re-
cently, driven by applications in engineering, biology, medicine and other areas of science
new challenging problems have appeared. The common feature of these problems is high
dimensions. We present here a survey on classical methods developed in multivariate ap-
proximation theory, which are known to work very well for moderate dimensions and which
have potential for applications in really high dimensions. The theory of hyperbolic cross
approximation and related theory of functions with mixed smoothness are under detailed
study for more than 50 years. It is now well understood that this theory is important
both for theoretical study and for practical applications. It is also understood that both
theoretical analysis and construction of practical algorithms are very difficult problems.
This explains why many fundamental problems in this area are still unsolved. Only a few
survey papers and monographs on the topic are published. This and recently discovered
deep connections between the hyperbolic cross approximation (and related sparse grids)
and other areas of mathematics such as probability, discrepancy, and numerical integration
motivated us to write this survey. We try to put emphases on the development of ideas and
methods rather than list all the known results in the area. We formulate many problems,
which, to our knowledge, are open problems. We also include some very recent results on
the topic, which sometimes highlight new interesting directions of research. We hope that
this survey will stimulate further active research in this fascinating and challenging area of
approximation theory and numerical analysis.
∗Corresponding author, Email: temlyakovv@gmail.com
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1 Introduction
This book is a survey on multivariate approximation. The 20th century was a period of tran-
sition from univariate problems to multivariate problems in a number of areas of mathematics.
For instance, it is a step from Gaussian sums to Weil’s sums in number theory, a step from
ordinary differential equations to PDEs, a step from univariate trigonometric series to multi-
variate trigonometric series in harmonic analysis, a step from quadrature formulas to cubature
formulas in numerical integration, a step from univariate function classes to multivariate func-
tion classes in approximation theory. In many cases this step brought not only new phenomena
but also required new techniques to handle the corresponding multivariate problems. In some
cases even a formulation of a multivariate problem requires a nontrivial modification of a uni-
variate problem. For instance, the problem of convergence of the multivariate trigonometric
series immediately encounters a question of which partial sums we should consider – there is no
natural ordering in the multivariate case. In other words: What is a natural multivariate ana-
log of univariate trigonometric polynomials? Answering this question mathematicians studied
different generalizations of the univariate trigonometric polynomials: with frequencies from a
ball, a cube or, most importantly, a hyperbolic cross
Γ(N) =
{
k = (k1, . . . , kd) ∈ Zd :
d∏
j=1
max{|kj |, 1} ≤ N
}
.
Figure 1: A smooth hyperbolic cross in R3
Results discussed in this survey demonstrate that polynomials with frequencies from hy-
perbolic crosses Γ(N) play the same role in the multivariate approximation as the univariate
trigonometric polynomials play in the approximation of functions on a single variable. On a
very simple example we show how the hyperbolic cross polynomials appear naturally in the
multivariate approximation. Let us begin with the univariate case. The natural ordering of
the univariate trigonometric system is closely connected with the ordering of eigenvalues of the
differential operator D := ddx considered on 2pi periodic functions. The eigenvalues are {±ik}
with k = 0, 1, 2, . . . and the corresponding eigenfunctions are {e±ikx}. Nonzero eigenvalues of
the differential operator of mixed derivative
∏d
j=1Dj are {
∏d
j=1 ikj : k ∈ Zd}. Ordering these
eigenvalues we immediately obtain the hyperbolic crosses Γ(N). This simple observation shows
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that hyperbolic crosses are closely connected with the mixed derivative. Results obtained in the
multivariate approximation theory for the last 50 years established a deep connection between
trigonometric polynomials with frequencies from the hyperbolic crosses and classes of functions
defined with the help of either mixed derivatives or mixed differences. The importance of these
classes was understood in the beginning of 1960s.
In the 1930s in connection with applications in mathematical physics, S.L. Sobolev intro-
duced the classes of functions by imposing the following restrictions
‖f (n1,...,nd)‖p ≤ 1 (1.1)
for all n = (n1, . . . , nd) such that n1 + · · · + nd ≤ R. These classes appeared as natural ways
to measure smoothness in many multivariate problems including numerical integration. It was
established that for Sobolev classes the optimal error of numerical integration by formulas with
m nodes is of order m−R/d. On the other hand, at the end of 1950s, N.M. Korobov discovered
the following phenomenon: Let us consider the class of functions which satisfy (1.1) for all n
such that nj ≤ r, j = 1, . . . , d (Korobov considered different, more general classes, but for
illustration purposes it is convenient for us to deal with these classes here). Obviously this new
class (class of functions with bounded mixed derivative) is much wider then the Sobolev class
with R = rd. For example, all functions of the form
f(x) =
d∏
j=1
fj(xj), ‖f (r)j ‖p ≤ 1,
belong to this class, while not necessarily to the Sobolev class (it would require, roughly,
‖f (rd)j ‖p ≤ 1). Korobov constructed a cubature formula with m nodes which guaranteed the
accuracy of numerical integration for this class of order m−r(logm)rd, i.e., almost the same
accuracy that we had for the Sobolev class. Korobov’s discovery pointed out the importance of
the classes of functions with bounded mixed derivative in fields such as approximation theory
and numerical analysis. The simplest versions of Korobov’s magic cubature formulas are the
Fibonacci cubature formulas , see Subsection 8.4 below, given by
Φn(f) = b
−1
n
bn∑
µ=1
f(µ/bn, {µbn−1/bn}),
where b0 = b1 = 1, bn = bn−1 + bn−2 are the Fibonacci numbers and {x} is the fractional
part of the number x. These cubature formulas work optimally both for classes of functions
with bounded mixed derivative and for classes with bounded mixed difference. The reason for
such an outstanding behavior is the fact that the Fibonacci cubature formulas are exact on the
hyperbolic cross polynomials associated with Γ(cbn).
The multivariate problems of hyperbolic cross approximation turn out to be much more in-
volved than their univariate counterparts. For instance, the fundamental Bernstein inequalities
for the trigonometric polynomials are known in the univariate case with explicit constants and
they are not even known in the sense of order for the trigonometric polynomials with frequencies
from a hyperbolic cross (see Open problem 1.1 below).
We give a brief historical overview of challenges and open problems of approximation theory
with emphasis put on multivariate approximation. It was understood in the beginning of
the 20th century that smoothness properties of a univariate function determine the rate of
approximation of this function by polynomials (trigonometric in the periodic case and algebraic
in the non-periodic case). A fundamental question is: What is a natural multivariate analog
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of univariate smoothness classes? Different function classes were considered in the multivariate
case: isotropic and anisotropic Sobolev and Besov classes, classes of functions with bounded
mixed derivative and others. The simplest case of such a function class is the unit ball of the
mixed Sobolev space of bivariate functions given by
Wrp :=
{
f ∈ Lp : ‖f‖Wrp := ‖f‖p +
∥∥∥∂rf
∂xr1
∥∥∥
p
+
∥∥∥∂rf
∂xr2
∥∥∥
p
+
∥∥∥ ∂2rf
∂xr1∂x
r
2
∥∥∥
p
≤ 1
}
.
These classes are sometimes denoted as classes of functions with dominating mixed derivative
since the condition on the mixed derivative is the dominating one. Babenko [7] was the first who
introduced such classes and began to study approximation of these classes by the hyperbolic
cross polynomials. In Section 3 we will define more general periodic W and H, B classes of
d-variate functions, also with fractional smoothness r > 0. What concerns H and B classes
we replace the condition on the mixed derivative, used for the definition of W classes, by a
condition on a mixed difference. In Section 3 we give a historical comment on the further study
of the mixed smoothness classes.
The next fundamental question is: How to approximate functions from these classes? Kol-
mogorov introduced the concept of the n-width of a function class. This concept is very useful
in answering the above question. The Kolmogorov n-width is a solution to an optimization
problem where we minimize the error of best approximation with respect to all n-dimensional
linear subspaces. This concept allows us to understand which n-dimensional linear subspace is
the best for approximating a given class of functions. The rates of decay of the Kolmogorov
n-width are known for the univariate smoothness classes. In some cases even exact values of
it are known. The problem of the rates of decay of the Kolmogorov n-width for the classes of
multivariate functions with bounded mixed derivative is still not completely understood.
We note that the function classes with bounded mixed derivative are not only an inter-
esting and challenging object for approximation theory. They also represent a suitable model
in scientific computations. Bungartz and Griebel [47, 46, 153] and their groups use approx-
imation methods designed for these classes in elliptic variational problems. The recent work
of Yserentant [411] on the regularity of eigenfunctions of the electronic Schrödinger operator,
and Triebel [389] on the regularity of solutions of Navier-Stokes equations, show that mixed
regularity plays a fundamental role in mathematical physics. This makes approximation tech-
niques developed for classes of functions with bounded mixed derivative a proper choice for the
numerical treatment of those problems.
Approximation of classes of functions with bounded mixed derivative (the W classes) and
functions with a restriction on mixed differences (the H and, more generally, B classes) have
been developed following classical tradition. A systematic study of different asymptotic charac-
teristics of these classes dates back to the beginning of 1960s. Babenko [6] and Mityagin [236]
were the first who established the nowadays well-known classical estimates for the Kolmogorov
widths of the classes Wrp in Lp if 1 < p <∞, namely
dm(W
r
p, Lp) 
(
(logm)d−1
m
)r
, m ∈ N , (1.2)
where the constants behind  depend on d, p and r. Later it turned out that the same order
is present in the situation dm(Wrp, Lq) if 1 < q ≤ p <∞ and 2 ≤ p ≤ q <∞. With (1.2) it has
been realized that the hyperbolic cross polynomials play the same role in the approximation of
multivariate functions as classical univariate polynomials for the approximation of univariate
functions. This discovery resulted in a detailed study of the hyperbolic cross polynomials.
However, it turned out that the study of properties of hyperbolic cross polynomials is much
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more difficult than the study of their univariate analogs. We discuss the corresponding results
in Section 2.
In Sections 4 and 5 we consider linear approximation problems – the problems of approx-
imation by elements of a given finite dimensional linear subspace. We discussed a number of
the most important asymptotic characteristics related to the linear approximation. In addi-
tion to the Kolmogorov n-width we also study the asymptotic behavior of linear widths and
orthowidths. Interesting effects occur when studying the approximation of the class Wrp in Lq
if p < q. In contrast to (1.2) the influence of the parameters p and q is always visible in the
rate of the order of the linear widths. In fact, if either 1 < p ≤ q ≤ 2 or 2 ≤ p ≤ q < ∞ then
we have
λm(W
r
p, Lq) 
(
(logm)d−1
m
)r−1/p+1/q
, m ∈ N .
Then the optimal approximant is realized by a projection on an appropriate linear subspace
of the hyperbolic cross polynomials, which is not always the case, like for instance in the case
p < 2 < q. In the definition of linear width we allow all linear operators of rankm to compete in
the minimization problem. Clearly, we would like to work with nice and simple linear operators.
This idea motivated researchers to impose additional restrictions on the linear operators in the
definitions of the corresponding modifications of the linear width. One very natural restriction
is that the approximating rank m operator is an orthogonal projection operator. This leads
to the concept of the orthowidth (Fourier width) ϕm(F, X). It turns out that the behavior of
the ϕm(Wrp, Lq) is different from the behavior of the λm(Wrp, Lq). For instance, it was proved
that the operators SQn of orthogonal projection onto subspaces T (Qn) of the hyperbolic cross
polynomials are optimal (in the sense of order) from the point of view of the orthowidth for all
1 ≤ p, q ≤ ∞ except p = q = 1 and p = q = ∞. That proof required new nontrivial methods
for establishing the right lower bounds.
Another natural restriction is that the approximating rank m operator is a recovering oper-
ator, which uses function values at m points. Restricting the set of admissible rank m operators
to such that are based on function evaluations (instead of general linear functionals), we observe
a behavior which is clearly bounded below by λm. We call the corresponding asymptotic quan-
tities sampling widths %m. However, this is not the end of the story. Already in the situation
Wrp in Lq we are able to determine sets of parameters where %m is equal to λm in the sense
of order, and others where %m behaves strictly worse (already in the main rate). However, the
complete picture is still unknown. In that sense the situation p = q (including p = 2) is of
particular interest. The result
%m(W
r
p, Lp) .
(
(logm)(d−1)
m
)r
(logm)(d−1)/2 , m ∈ N ,
has been a breakthrough since it improved on a standard upper bound by using a non-trivial
technique. However, the exact order is still unknown even in case p = 2. The so far best-
known upper bounds for sampling recovery are all based on sparse grid constructions. Alike
the orthowidth results, the optimal in the sense of order subspaces for recovering are subspaces
T (Qn) with appropriate n (in all cases, where we know the order of %m(Wrp, Lq)).
In Section 6 we discuss a very important characteristic of a compact – its entropy numbers.
It quantitatively determines its “degree of compactness”. Contrary to the asymptotic character-
istics discussed in Sections 4 and 5 the entropy numbers are not directly connected to the linear
theory of approximation. However, there are very useful inequalities between the entropy num-
bers and other asymptotic characteristics, which provide a powerful method of proving good
lower bounds, say, for the Kolmogorov widths. In this case Carl’s inequality is used. Two more
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points, which motivated us to discuss the entropy numbers of classes of functions with bounded
mixed derivative are the following. (A) The problem of the rate of decay of n(Wrp, Lq) in a
particular case r = 1, p = 2, q = ∞ is equivalent to a fundamental problem of probability
theory (the Small Ball Problem, see Subsection 6.4 for details). Both of these problems are
still open for d > 2. (B) The problem of the rate of decay of n(Wrp, Lq) turns out to be a very
rich and difficult problem, which is not yet completely solved. Those problems that have been
resolved required different nontrivial methods for different pairs (p, q).
Here is a typical result on the n(Wrp, Lq): For 1 < p, q <∞ and r > (1/p− 1/q)+ one has
n(W
r
p, Lq) 
(
(log n)d−1
n
)r
, n ∈ N.
The above rate of decay does neither depend on p nor on q. It is known in approximation theory
that investigation of asymptotic characteristics of classesWrp in Lq becomes more difficult when
p or q takes value 1 or ∞ than when 1 < p, q <∞. This is true for n(Wrp, Lq), too. There are
still fundamental open problems, for instance, Open problem 1.6 below.
Recently, driven by applications in engineering, biology, medicine and other areas of sci-
ence nonlinear approximation began to play an important role. Nonlinear approximation is
important in applications because of its concise representations and increased computational
efficiency. In Section 7 we discuss a typical problem of nonlinear approximation – the m-term
approximation. Another name for m-term approximation is sparse approximation. In this set-
ting we begin with a given system of elements (functions) D, which is usually called a dictionary,
in a Banach space X. The following characteristic
σm(f,D)X := inf
gi∈D,ci
i=1,...,m
∥∥∥f − m∑
i=1
cigi
∥∥∥
X
is called best m-term approximation of f with regard to D and gives us the bottom line
of m-term approximation of f . For instance, we can use the classical trigonometric system
T d as a dictionary D. Then, clearly, for any f ∈ Lp we have σm(f, T d)Lp ≤ EQn(f)p, when
m = |Qn| (see Section 2 for the definition of the step hyperbolic cross Qn). Here, EQn(f)p is the
best approximation by the hyperbolic cross polynomials with frequencies from the hyperbolic
cross Qn. It turns out that for some function classes best m-term approximations give the
same order of approximation as the corresponding hyperbolic cross polynomials but for other
classes the nonlinear way of approximation provides a substantial gain over the hyperbolic cross
approximation. For instance, when m = |Qn|, we have
sup
f∈Wrp
σm(f, T d)Lp  sup
f∈Wrp
EQn(f)p, 1 < p <∞,
but for 2 ≤ p < q < ∞ the quantity supf∈Wrp σm(f,D)Lq is substantially smaller than
supf∈Wrp EQn(f)q.
In a way similar to optimization over linear subspaces in the case of linear approximation we
discuss an optimization over dictionaries from a given collection in the m-term approximation
problem. It turns out that the wavelet type bases, for instance, the basis Ud discussed in Section
7, are very good for sparse approximation – in many cases they are optimal (in the sense of
order) among all orthogonal bases. A typical result here is the following: for 1 < p, q <∞ and
large enough r we have
sup
f∈Wrp
σm(f,Ud)Lq 
(
(logm)d−1
m
)r
, m ∈ N.
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It is important to point out that the above rate of decay does not depend on p and q.
The characteristic σm(f,D)X gives us a bench mark, which we can ideally achieve in m-
term approximation of f . Clearly, keeping in mind possible numerical applications, we would
like to devise good constructive methods (algorithms) of m-term approximation. It turns out
that greedy approximations (algorithms) work very well for a wide variety of dictionaries D
(see Section 7 for more details).
Numerical integration, discussed in Section 8, is one more challenging multivariate prob-
lem where approximation theory methods are very useful. In the simplest form (Quasi-Monte
Carlo setting), for a given function class F we want to find m points x1, . . . ,xm in D such that∑m
j=1
1
mf(x
j) approximates well the integral
∫
D fdµ, where µ is the normalized Lebesgue mea-
sure on D. Classical discrepancy theory provides constructions of point sets that are good for
numerical integration of characteristic functions of parallelepipeds of the form P =
∏d
j=1[aj , bj ].
The typical error bound is of the form m−1(logm)d−1, see Subsection 8.8 below. Note that a
regular grid for m = nd provides an error of the order m−1/d. The above mentioned results
of discrepancy theory are closely related to numerical integration of functions with bounded
mixed derivative (the case of the first mixed derivative) by the Koksma-Hlawka inequality.
In a somewhat more general setting (optimal cubature formula setting) we are optimizing
not only over points x1, . . . ,xm but also over the weights λ1, . . . , λm:
κm(F) := inf
Xm={x1,...,xm}⊂D
inf
λ1,...,λm∈R
sup
f∈F
∣∣∣ ∫
D
f(x) dx−
m∑
i=1
λif(x
i)
∣∣∣ .
A typical and very nontrivial result here is: For 1 < p <∞ and r > max{1/p, 1/2} we have
κm(W
r
p)  m−r(logm)(d−1)/2 , m ∈ N.
In the case of functions of two variables optimal cubature rules are very simple – the Fibonacci
cubature rules. They represent a special type of cubature rules, so-called Quasi-Monte Carlo
rules. In the case d ≥ 3 the optimal (in the sense of order) cubature rules are constructive but
not as simple as the Fibonacci cubature formulas – the Frolov cubature formulae. In fact, for
the Frolov cubature formulae all weights λi, i = 1, ...,m, are equal but in general do not sum
up to one. This means in particular that constant functions would not be integrated exactly by
Frolov’s method. Equal weights which sum up to one is the main feature of the quasi-Monte
Carlo integration. We point out that there are still fundamental open problems: right orders
of κm(Wrp) for p = 1 and p =∞ are not known (see Open problems 1.8 and 1.9 below).
In this survey the notion Sparse Grids actually refers to the point grid coming out of
Smolyak’s algorithm applied to univariate interpolation/cubature rules. The phrase itself is
due to Zenger [412], [156] and co-workers who addressed more general hierarchical methods
for avoiding the “full grid” decomposition. In any sense sparse grids play an important role in
numerical integration of functions with bounded mixed derivative. In the case of rth bounded
mixed derivatives they provide an error of the order m−r(logm)(d−1)(r+1/2). Also, they provide
the recovery error in the sampling problem of the same order. Note again that the regular grid
from above provides an error of the order m−r/d. The error bound m−r(logm)(d−1)(r+1/2) is
reasonably good for moderate dimensions d, say, d ≤ 40. It turns out that there are practical
computational problems with moderate dimensions where sparse grids work well. Sparse grids
techniques have applications in quantum mechanics, numerical solutions of stochastic PDEs,
data mining, finance.
At the end of this section we give some remarks, which demonstrate a typical difficulty
of the study of the hyperbolic cross approximations. It is known that the Dirichlet and the
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de la Vallée Poussin kernels and operators, associated with them, play a significant role in
investigation of the trigonometric approximation. In particular, the boundedness property of
the de la Vallée Poussin kernel: ‖Vn(x)‖1 ≤ C is very helpful. It turns out that there is no
analog of this boundedness property for the hyperbolic cross polynomials: for the corresponding
de la Vallée Poussin kernel we have ‖VQn(x)‖1 ≥ cnd−1. This phenomenon made the study in
the L1 and L∞ norms difficult. There are many unsolved problems for approximation in the
L1 and L∞ norms.
In the case of Lp, 1 < p <∞, the classical tools of harmonic analysis – the Littlewood-Paley
theorem, the Marcinkiewicz multipliers, the Hardy-Littlewood inequality – are very useful.
However, in some cases other methods were needed to obtain correct estimates. We illustrate
it on the following example. Let ρ(s) := {k : [2sj−1] ≤ |kj | < 2sj , j = 1, . . . , d} and
DQn(x) :=
∑
|s|1≤n
Dρ(s)(x), Dρ(s)(x) :=
∑
k∈ρ(s)
ei(k,x),
be the Dirichlet kernel for the step hyperbolic cross Qn. Then for 2 < p <∞ by a corollary to
the Littlewood-Paley theorem one gets
‖DQn‖p .
 ∑
|s|1≤n
‖Dρ(s)‖2p
1/2 . 2(1−1/p)nn(d−1)/2. (1.3)
However, the upper bound in (1.3) does not provide the right bound. Other technique (see
Theorem 2.11) gives
‖DQn‖p .
 ∑
|s|1≤n
(
‖Dρ(s)‖22|s|1(1/2−1/p)
)p1/p . 2(1−1/p)nn(d−1)/p.
The above example demonstrates the problem, which is related to the fact that in the mul-
tivariate Littlewood-Paley formula we have many ( nd−1) dyadic blocks of the same size
(2n).
It is known that in studying asymptotic characteristics of function classes the discretiza-
tion technique is useful. Classically, the Marcinkiewicz theorem served as a powerful tool for
discretizing the Lp-norm of a trigonometric polynomial. Unfortunately, there is no analog of
Marcinkiewicz’ theorem for hyperbolic cross polynomials (see Theorem 2.25). An important
new technique, which was developed to overcome the above difficulties, is based on volume
estimates of the sets of Fourier coefficients of unit balls of trigonometric polynomials (see Sub-
section 2.5). Later, also within the “wavelet revolution”, sequence space isomorphisms were
used to discretize function spaces, see Section 5 for the use of the tensorized Faber-Schauder
system.
A standard technique of proving lower bounds for asymptotic characteristics of function
classes (dm, λm, ϕm, %m, n σm, κm) is based on searching for “bad” functions in an appropriate
subspaces of the trigonometric polynomials. Afterwards, using the de la Vallée Poussin operator,
we reduce the problem of approximation by arbitrary functions to the problem of approximation
by the trigonometric polynomials. The uniform boundedness property of the de la Vallée
Poussin operators is fundamentally important in this technique. As we pointed out above the
de la Vallée Poussin operators for the hyperbolic cross are not uniformly bounded as operators
from L1 to L1 and from L∞ to L∞ – their norms grow with N as (logN)d−1. In some cases
we are able to overcome this difficulty by considering the entropy numbers in the respective
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situations. In fact, we use some general inequalities (Carl’s inequality, see Section 6), which
provide lower bounds for the Kolmogorov widths in terms of the entropy numbers. However,
there are still outstanding open problems on the behavior of the entropy numbers in L∞ (see
Subsection 6.1). We also point out that classical techniques, based on Riesz products, turned
out to be useful for the hyperbolic cross polynomials.
As we already pointed out we present a survey of results on multivariate approximation – the
hyperbolic cross approximation. These results provide a natural generalization of the classical
univariate approximation theory results to the case of multivariate functions. We give detailed
historical comments only on the multivariate results. Typically, the corresponding univariate
results are well-known and could be found in a book on approximation theory, for instance,
[263], [75], [223], [357]. We discuss here two types of mixed smoothness classes: (I) the W-type
classes, which are defined by a restriction on the mixed derivatives (more generally, fractional
mixed derivatives); (II) the H-type and the B-type classes, which are defined by restrictions on
the mixed differences. It has become standard in the theory of function spaces to call classes
defined by restrictions on derivatives Sobolev or Sobolev-type classes. We follow this tradition
in our survey. However, we point out that S.L. Sobolev did not study the classes of functions
with bounded mixed derivative. The B-type classes are usually called Besov or Besov-type
classes. We follow this tradition in our survey too. The H-type classes are a special case of the
B-type classes, namely Hrp = Brp,∞. Historically, the first investigations were conducted on the
W-type and H-type classes. An interesting phenomenon was discovered. It was established
that the behavior of the asymptotic characteristics of classes Wrp and Hrp measured in Lq are
different for 1 < p, q <∞. Typically, for d ≥ 2
am(W
r
p, Lq) = o
(
am(H
r
p, Lq)
)
,
where am stands for best approximations EQn , the Kolmogorov width dm, the linear width
λm, the orthowidth ϕm, the entropy numbers εm, and the best m-term approximation σm.
This shows that classes Hrp are substantially larger than their counterparts Wrp. We point
out that it is well-known that in the univariate case, typically, the behavior of the asymptotic
characteristics of classes W rp and Hrp coincide, even though Hrp is a wider class than W rp .
This phenomenon encouraged researchers to study the B-type classes Brp,θ and determine the
influence of the secondary parameter θ.
In Section 9 we provide some more arguments in favor of a systematic study of the hyper-
bolic cross approximation and classes of functions with mixed smoothness. In particular, we
discuss the anisotropic mixed smoothness which plays an important role in high-dimensional ap-
proximation and applications; direct and inverse theorems for hyperbolic cross approximation;
widths and hyperbolic cross approximation for the intersection of classes of mixed smoothness;
continuous algorithms in m-term approximation and non-linear widths. We also comment on
the quasi-Banach situation, i.e. the case p < 1. Corresponding classes of functions turned
out to be suitable not only for best m-term approximation problems. In this section we also
complement the results from Section 4 with recent results on other widths (s-numbers) like
Weyl and Bernstein numbers relevant for the analysis of Monte Carlo algorithms. Also, we
demonstrate there how classical hyperbolic cross approximation theory can be used in some
important contemporary problems of numerical analysis.
High-dimensional approximation problems appear in several areas of science like for instance
in quantum chemistry and meteorology. As already mentioned above some of our function class
models are relevant in this context. In Section 10 we comment on some recent results on how
the underlying dimension d affects the multivariate approximation error. The order of the ap-
proximation error is not longer sufficient for determining the information based complexity of
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the problem. We present some recent results and techniques to see the d-dependence of the con-
stants in the approximation error estimates and the convergence rate of widths complemented
by sharp preasymptotical estimates in the Hilbert space case. In computational mathematics
related to high-dimensional problems, the so-called ε-dimension nε = nε(F, X) is used to quan-
tify the computational complexity. We discuss d-dependence of the ε-dimension of d-variate
function classes of mixed smoothness and of the relevant hyperbolic cross approximations where
d may be very large or even infinite, as well its application for numerical solving of parametric
and stochastic elliptic PDEs.
The following list contains monographs and survey papers directly related to this book:
[206], [345], [322], [357], [71], [370], [47], [70], [255], [256], [257], [82], [251], [283].
Notation. As usual N denotes the natural numbers, N0 := N ∪ {0}, N−1 := N0 ∪ {−1}, Z
denotes the integers, R the real numbers, and C the complex numbers. The letter d is always
reserved for the underlying dimension in Rd,Zd etc. Elements x,y, s ∈ Rd are always typesetted
in bold face. We denote with (x,y) and x · y the usual Euclidean inner product in Rd. For
a ∈ R we denote a+ := max{a, 0}. For 0 < p ≤ ∞ and x ∈ Rd we denote |x|p := (
∑d
i=1 |xi|p)1/p
with the usual modification in the case p = ∞. By x = (x1, . . . , xd) > 0 we mean that each
coordinate is positive. By T we denote the torus represented by the interval [0, 2pi]. If X and
Y are two (quasi-)normed spaces, the (quasi-)norm of an element x in X will be denoted by
‖x‖X . If T : X → Y is a continuous operator we write T ∈ L(X,Y ). The symbol X ↪→ Y
indicates that the identity operator is continuous. For two sequences an and bn we will write
an . bn if there exists a constant c > 0 such that an ≤ c bn for all n. We will write an  bn if
an . bn and bn . an.
Outstanding open problems
Let us conclude this introductory section with a list of outstanding open problems.
1.1 Find the right form of the Bernstein inequality for T (N) in L1 (Open problem 2.1).
1.2 Prove the Small Ball Inequality for d ≥ 3 (Open problem 2.5, 2.6).
1.3 Find the right order of the Kolmogorov widths dm(Wrp, L∞) and dm(Hrp, L∞) for 2 ≤ p ≤
∞ and r > 1/p in dimension d ≥ 3 (Open problem 4.2).
1.4 Find the right order of the optimal sampling recovery %m(Wrp, Lp), 1 ≤ p ≤ ∞, r > 1/p.
1.5 Find the right order of the optimal sampling recovery %m(Wrp, Lq), 1 < p < 2 < q <∞.
1.6 Find the right order of the entropy numbers n(Wrp, L∞) and n(Hrp, L∞) for 1 ≤ p ≤ ∞
and r > 1/p in dimension d ≥ 3 (Open problem 6.3).
1.7 Find the right order of the best m-term trigonometric approximation σm(Wrp)∞, 1 ≤ p ≤
∞ (Open problem 7.2).
1.8 Find the right order of the optimal error of numerical integration κm(Wr∞) (see Conjec-
ture 8.29 in Subsection 8.9).
1.9 Find the right order of the optimal error of numerical integration κm(Wr1) (see Conjecture
8.28 in Subsection 8.9).
1.10 Find the right order of the optimal error of numerical integration κm(Wrp) in the range
of small smoothness (see Conjectures 8.30, Subsection 8.9).
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2 Trigonometric polynomials
2.1 Univariate polynomials
Functions of the form
t(x) =
∑
|k|≤n
cke
ikx = a0/2 +
n∑
k=1
(ak cos kx+ bk sin kx) (2.1)
(ck, ak, bk are complex numbers) will be called trigonometric polynomials of order n. The
set of such polynomials we shall denote by T (n), and by RT (n) the subset of T (n) of real
polynomials.
We first consider a number of concrete polynomials which play an important role in ap-
proximation theory.
1. The Dirichlet kernel. The Dirichlet kernel of order n:
Dn(x) :=
∑
|k|≤n
eikx = e−inx(ei(2n+1)x − 1)(eix − 1)−1 =
=
(
sin(n+ 1/2)x
) /
sin(x/2).
The Dirichlet kernel is an even trigonometric polynomial with the majorant∣∣Dn(x)∣∣ ≤ min{2n+ 1, pi/|x|}, |x| ≤ pi. (2.2)
The estimate
‖Dn‖1 ≤ C lnn, n = 2, 3, . . . . (2.3)
follows from (2.2).
With f ∗ g we denote the convolution
f ∗ g := (2pi)−d
∫
Td
f(y)g(x− y)dy.
For any trigonometric polynomial t ∈ T (n) we have
t ∗ Dn = t,
Denote
xl := 2pil/(2n+ 1), l = 0, 1, ..., 2n.
Clearly, the points xl, l = 1, . . . , 2n, are zeros of the Dirichlet kernel Dn on [0, 2pi].
For any t ∈ T (n)
t(x) = (2n+ 1)−1
2n∑
l=0
t(xl)Dn(x− xl), (2.4)
and for any t ∈ T (n),
‖t‖22 = (2n+ 1)−1
2n∑
l=0
∣∣t(xl)∣∣2. (2.5)
Sometimes it is convenient to consider the following slight modification of Dn:
D1n(x) := Dn(x)− e−inx = e−i(n−1)x(ei2nx − 1)(eix − 1)−1. (2.6)
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Denote
yl := pil/n, l = 0, 1, ..., 2n− 1.
Clearly, the points yl, l = 1, . . . , 2n− 1, are zeros of the kernel D1n on [0, 2pi].
In the same way as (2.4) and (2.5) are proved for t ∈ T (n) one can prove the following
identities for t ∈ T ((−n, n]) := span {eikx}nk=−n+1.
t(x) = (2n)−1
2n−1∑
l=0
t(yl)D1n(x− yl),
‖t‖22 = (2n)−1
2n−1∑
l=0
∣∣t(yl)∣∣2.
An advantage of D1n over Dn is that the sets {yl}2
s−1
l=0 , s = 1, 2, . . . , are nested.
The following relation for 1 < q <∞ is well known and easy to check
‖Dn‖q  n1−1/q. (2.7)
The relation (2.7) for q =∞ is obvious.
We denote by Sn the operator of taking the partial sum of order n. Then for f ∈ L1 we
have
Sn(f) = f ∗ Dn.
Theorem 2.1. The operator Sn does not change polynomials from T (n) and for p = 1 or ∞
we have
‖Sn‖p→p ≤ C lnn, n = 2, 3, . . . ,
and for 1 < p <∞ for all n we have
‖Sn‖p→p ≤ C(p).
This theorem follows from (2.3) and the Marcinkiewicz multiplier theorem (see Theorem
11.10).
2. The Fejér kernel. The Fejér kernel of order n− 1:
Kn−1(x) := n−1
n−1∑
m=0
Dm(x) =
∑
|m|≤n
(
1− |m|/n)eimx =
=
(
sin(nx/2)
)2 / (
n(sin(x/2)
)2)
.
The Fejér kernel is an even nonnegative trigonometric polynomial in T (n − 1) with the
majorant
Kn−1(x) ≤ min
{
n, pi2/(nx2)
}
, |x| ≤ pi.
From the obvious relations
‖Kn−1‖1 = 1, ‖Kn−1‖∞ = n
and the inequality
‖f‖q ≤ ‖f‖1/q1 ‖f‖1−1/q∞
we get
Cn1−1/q ≤ ‖Kn−1‖q ≤ n1−1/q, 1 ≤ q ≤ ∞.
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3. The de la Vallée Poussin kernels. The de la Vallée Poussin kernels:
Vm,n(x) := (n−m)−1
n−1∑
l=m
Dl(x), n > m.
It is convenient to represent these kernels in terms of the Fejér kernels:
Vm,n(x) = (n−m)−1
(
nKn−1(x)−mKm−1(x)
)
=
= (cosmx− cosnx)(2(n−m)(sin(x/2))2)−1.
The de la Vallée Poussin kernels Vm,n are even trigonometric polynomials of order n − 1
with the majorant ∣∣Vm,n(x)∣∣ ≤ C min{n, 1/|x|, 1/((n−m)x2)}, |x| ≤ pi. (2.8)
The relation (2.8) implies the estimate
‖Vm,n‖1 ≤ C ln
(
1 + n/(n−m)).
We shall often use the de la Vallée Poussin kernel with n = 2m and denote it by
Vm(x) := Vm,2m(x), m ≥ 1, V0(x) = 1.
Then for m ≥ 1 we have
Vm = 2K2m−1 −Km−1,
which with the properties of Kn implies
‖Vm‖1 ≤ 3. (2.9)
In addition
‖Vm‖∞ ≤ 3m.
Consequently, in the same way as above we get
‖Vm‖q  m1−1/q, 1 ≤ q ≤ ∞.
We denote
x(l) := pil/2m, l = 1, . . . , 4m.
Then as in (2.4) for each t ∈ T (m) we have
t(x) = (4m)−1
4m∑
l=1
t
(
x(l)
)Vm(x− x(l)). (2.10)
The operator Vm defined on L1 by the formula
Vm(f) = f ∗ Vm
will be called the de la Vallée Poussin operator.
The following theorem is a corollary of the definition of kernels Vm and the relation (2.9).
Theorem 2.2. The operator Vm does not change polynomials from T (m) and for all 1 ≤ p ≤ ∞
we have
‖Vm‖p→p ≤ 3, m = 1, 2, . . . .
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4. The Rudin-Shapiro polynomials. For any natural number N there exists a polyno-
mial of the form
RN (x) =
∑
|k|≤N
εke
ikx, εk = ±1,
such that the bound
‖RN‖∞ ≤ CN1/2
holds.
2.2 Multivariate polynomials
The multivariate trigonometric system T d := T × · · · × T , d ≥ 2, in contrast to the univariate
trigonometric system T does not have a natural ordering. This leads to different natural ways of
building sets of trigonometric polynomials. In this section we define the analogs of the Dirichlet,
Fejér, de la Vallée Poussin and Rudin-Shapiro kernels for d-dimensional parallelepipeds
Π(N, d) :=
{
a ∈ Rd : |aj | ≤ Nj , j = 1, . . . , d
}
,
where Nj are nonnegative integers. We shall formulate properties of these multivariate kernels,
which easily follow from the corresponding properties of univariate kernels. Here T (N, d) is
the set of complex trigonometric polynomials with harmonics from Π(N, d). The set of real
trigonometric polynomials with harmonics from Π(N, d) will be denoted by RT (N, d). In the
sequel we will frequently use the following notation
ν(N¯) :=
d∏
j=1
N¯j and ϑ(N) :=
d∏
j=1
(2Nj + 1) , (2.11)
with N¯ := (N¯1, ..., N¯d) and N¯ := max{N, 1} .
1d. The Dirichlet kernels
DN(x) :=
d∏
j=1
DNj (xj), N = (N1, . . . , Nd)
have the following properties. For any trigonometric polynomial t ∈ T (N, d),
t ∗ DN = t.
For 1 < q ≤ ∞,
‖DN‖q  ν(N¯)1−1/q
where N¯j := max{Nj , 1}, ν(N¯) :=
∏d
j=1 N¯j and
‖DN‖1 
d∏
j=1
ln(Nj + 2).
We denote
P (N) := {n = (n1, . . . , nd), nj ∈ N0, 0 ≤ nj ≤ 2Nj , j = 1, . . . , d},
and set
xn :=
(
2pin1
2N1 + 1
, . . . ,
2pind
2Nd + 1
)
, n ∈ P (N).
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Then for any t ∈ T (N, d),
t(x) = ϑ(N)−1
∑
n∈P (N)
t(xn)DN(x− xn),
where ϑ(N) :=
∏d
j=1(2Nj + 1) and for any t, u ∈ T (N, d),
〈t, u〉 = ϑ(N)−1
∑
n∈P (N)
t(xn)u¯(xn),
‖t‖22 = ϑ(N)−1
∑
n∈P (N)
∣∣t(xn)∣∣2.
2d. The Fejér kernels
KN(x) :=
d∏
j=1
KNj (xj), N = (N1, . . . , Nd),
are nonnegative trigonometric polynomials from T (N, d), which have the following properties
(recall (2.11)):
‖KN‖1 = 1,
‖KN‖q  ϑ(N)1−1/q, 1 ≤ q ≤ ∞,
‖KN‖q 
d∏
j=1
(
max{1, Nj}
)1−1/qj , 1 ≤ q ≤ ∞,q = (q1, ..., qd).
3d. The de la Vallée Poussin kernels
VN(x) :=
d∏
j=1
VNj (xj), N = (N1, . . . , Nd),
have the following properties (recall (2.11))
‖VN‖1 ≤ 3d, (2.12)
‖VN‖q  ϑ(N)1−1/q, 1 ≤ q ≤ ∞,
‖VN‖q 
d∏
j=1
(
max{1, Nj}
)1−1/qj , 1 ≤ q ≤ ∞.
For any t ∈ T (N, d),
VN(t) := t ∗ VN = t.
We denote
P ′(N) := {n = (n1, . . . , nd), nj ∈ N0, 1 ≤ nj ≤ 4Nj , j = 1, . . . , d}
and set
x(n) :=
(
pin1
2N1
, . . . ,
pind
2Nd
)
, n ∈ P ′(N).
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In the case Nj = 0 we assume xj(n) = 0. Then for any t ∈ T (N, d) we have the representation
(recall (2.11))
t(x) = ν(4N¯)−1
∑
n∈P ′(N)
t(x(n))VN(x− x(n)). (2.13)
The relation (2.12) implies that
‖VN‖p→p ≤ 3d, 1 ≤ p ≤ ∞.
Let us define the polynomials As(x) for s = (s1, . . . , sd) ∈ Nd0
As(x) :=
d∏
j=1
Asj (xj),
with Asj (xj) defined as follows:
A0(x) := 1, A1(x) := V1(x)− 1, As(x) := V2s−1(x)− V2s−2(x), s ≥ 2,
where Vm are the de la Vallée Poussin kernels. Then by (2.9),∥∥As(x)∥∥1 ≤ 6d,
and consequently we have for the operator As, which is the convolution with the kernel As(x),
the inequality
‖As‖p→p ≤ 6d, 1 ≤ p ≤ ∞. (2.14)
We note that in the case s ≥ 2 for any t ∈ T (2s−2, d),
As(t) = 0.
4d. The Rudin–Shapiro polynomials
RN(x) :=
d∏
j=1
RNj (xj), N = (N1, . . . , Nd),
have the following properties: RN ∈ T (N, d),
‖RN‖∞ ≤ C(d)ϑ(N)1/2, RˆN(k) = ±1, |k| ≤ N.
The Rudin-Shapiro polynomials have all the Fourier coefficients with their absolute values equal
to one. This is similar to the Dirichlet kernels. However, the Lp norms of RN behave in a very
different way:
‖RN‖p  ϑ(N)1/2, 1 ≤ p ≤ ∞.
In some applications we need to construct polynomials with similar properties in a subspace of
the T (N, d). We present here one known result in that direction (see [357], Ch.2, Theorem 1.1
and [349]).
Theorem 2.3. Let ε > 0 and a subspace Ψ ⊂ T (N, d) be such that dim Ψ ≥ εϑ(N). Then
there is a t ∈ Ψ such that
‖t‖∞ = 1, ‖t‖2 ≥ C(ε, d) > 0.
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2.3 Hyperbolic cross polynomials
Let s = (s1, . . . , sd) be a vector whose coordinates are nonnegative integers
ρ(s) :=
{
k ∈ Zd : [2sj−1] ≤ |kj | < 2sj , j = 1, . . . , d
}
,
Qn := ∪|s|1≤nρ(s) – a step hyperbolic cross,
Γ(N) :=
{
k ∈ Zd :
d∏
j=1
max
{|kj |, 1} ≤ N} – a hyperbolic cross. (2.15)
Figure 2: A step hyperbolic cross Qn in d = 2
For f ∈ L1(Td)
δs(f,x) :=
∑
k∈ρ(s)
fˆ(k)ei(k,x).
Let G be a finite set of points in Zd, we denote
T (G) :=
{
t : t(x) =
∑
k∈G
cke
i(k,x)
}
.
For the sake of simplicity we shall write T (Γ(N)) = T (N). The unit Lp-ball in T (G) we
denote by T (G)p and in addition
T ⊥(G) := {g ∈ L1 : for all f ∈ T (G), 〈f, g〉 = 0}.
As above for G = Γ(N) we write T ⊥(N) instead of T ⊥(Γ(N)). We shall use the following
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simple relations (recall the notation in (2.11))∣∣Γ(N)∣∣  N(logN)d−1; |Qn|  2nnd−1;∑
k>0,ν(k)>N
ν(k)−r  N−r+1(logN)d−1, r > 1;
∑
|s|1>n
2−r|s|1  2−rnnd−1, r > 0.
(2.16)
Note, that the sum in the middle can be rewritten (via dyadic blocks) to a sum
∑
|s|1>n 2
−(r−1)|s|1
with |n− logN | ≤ c. Sums of this type have been discussed in detail in Lemmas A – D in the
introduction of [345]. Refined estimates for the cardinality of hyperbolic crosses of any kind in
high dimensions can be found in the recent papers [213, Lem. 3.1, 3.2, Thm. 4.9] and [58], see
also (10.3) in Section 10 below.
It is easy to see that
Qn ⊂ Γ(2n) ⊂ Qn+d.
Therefore it is enough to prove a number of properties of polynomials such as the Bernstein
and Nikol’skii inequalities for one set T (Qn) or T (N) only.
We shall consider the following trigonometric polynomials.
1h. The analogs of the Dirichlet kernels. Consider
DQn(x) :=
∑
k∈Qn
ei(k,x) =
∑
|s|1≤n
Dρ(s)(x),
where Dρ(s)(x) :=
∑
k∈ρ(s) e
i(k,x). It is clear that for t ∈ T (Qn),
t ∗ DQn = t.
We have the following behavior of the Lp norms of the Dirichlet kernels (see [357], Ch.3, Lemma
1.1).
Lemma 2.4. Let 1 < p <∞. Then∥∥DQn(x)∥∥p  2(1−1/p)nn(d−1)/p.
2h. The analogs of the de la Vallée Poussin kernels. Let As(x) be the polynomials
which have been defined above. These polynomials are from T (2s, d) and
Aˆs(k) 6= 0 only for k : 2sj−2 < |kj | < 2sj , j = 1, . . . , d.
We define the polynomials
VQn(x) :=
∑
|s|1≤n
As(x).
These are polynomials in T (Qn) with the property
VˆQn+d(k) = 1 for k ∈ Qn.
We shall use the following notation. Let f ∈ L1
SQn(f) := f ∗ DQn ,
VQn(f) := f ∗ VQn ,
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As(f) := f ∗ As.
From Corollary 11.8 to the Littlewood-Paley theorem (see Appendix) it follows that for
1 < p <∞
‖SQn‖p→p ≤ C(p, d).
In Subsection 2.2 it was established that the L1-norms of the de la Vallée Poussin kernels
for parallelepipeds are uniformly bounded. This fact plays an essential role in studying approx-
imation problems in the L1 and L∞ norms. The following lemma shows that, unfortunately,
the kernels VQn have no such property (see [357], Ch.3, Lemma 1.2).
Lemma 2.5. Let 1 ≤ p <∞. Then the following relation∥∥VQn(x)∥∥p  2(1−1/p)nn(d−1)/p.
holds.
Lemma 2.5 highlights a new phenomenon for hyperbolic cross polynomials – there is no
analogs of the de la Vallée Poussin kernels for the hyperbolic crosses with uniformly bounded
L1 norms. In particular, it follows from the inequality: For any  > 0 there is a number C
such that for all t ∈ T (N) (see [345], Ch.1, Section 2)∑
k∈Γ(N)
|tˆ(k)| ≤ C(lnN)N‖t‖1. (2.17)
This new phenomenon substantially complicates the study of approximation by hyperbolic cross
polynomials in the L1 and L∞ norms. The reader can find a discussion of related questions in
[345], Chapter 2, Section 5.
2.4 The Bernstein-Nikol’skii inequalities
1. The Bernstein inequalities. We define the operator Drα, r ≥ 0, α ∈ R, on the set of
trigonometric polynomials as follows: let f ∈ T (n); then
Drαf = f
(r)(x, α) := f(x) ∗ Vrn(x, α), (2.18)
Vrn(x, α) := 1 + 2
n∑
k=1
kr cos(kx+ αpi/2) + 2
2n−1∑
k=n+1
kr(1− (k − n)/n) cos(kx+ αpi/2) (2.19)
and f (r)(x, α) will be called the (r, α) derivative. It is clear that for f(x) such that fˆ(0) = 0
we have for natural numbers r,
Drrf =
dr
dxr
f.
The operator Drα is defined in such a way that it has an inverse operator for each T (n).
This property distinguishes Drα from the differential operator and it will be convenient for us.
On the other hand it is clear that
drf
dxr
= Drrf − fˆ(0).
Theorem 2.6. For any t ∈ T (n) we have (r > 0, α ∈ R, 1 ≤ p ≤ ∞)∥∥t(r)(x, α)∥∥
p
≤ C(r)nr‖t‖p, n = 1, 2, . . . .
22
Theorem 2.6 can be easily generalized to the multidimensional case of trigonometric poly-
nomials from T (N, d). Let r = (r1, . . . , rd), rj ≥ 0, j = 1, . . . , d, α = (α1, . . . , αd), N =
(N1, . . . , Nd). We consider the polynomials
VrN(x, α) =
d∏
j=1
VrjNj (xj , αj),
where VrjNj (xj , αj) are defined in (2.19).
We define the operator Drα on the set of trigonometric polynomials as follows: let f ∈
T (N, d), then
Drαf := f
(r)(x, α) := f(x) ∗ VrN(x, α),
and we shall call Drαf the (r, α)-derivative. In the case of identical components rj = r, j =
1, . . . , d, we shall write the scalar r in place of the vector.
Theorem 2.7. Let r ≥ 0 and α ∈ Rd be such that for rj = 0 we have αj = 0. Then for any
t ∈ T (N, d), N > 0, the inequality
∥∥t(r)(·, α)∥∥
p
≤ C(r)‖t‖p
d∏
j=1
N
rj
j , 1 ≤ p ≤ ∞,
holds.
It is easy to check that the above Bernstein inequalities are sharp. Extension of Theorem
2.7 to the case of hyperbolic cross polynomials is nontrivial and brings out a new phenomenon.
Theorem 2.8. For arbitrary α
sup
t∈T (N)
∥∥t(r)(x, α)∥∥
p
/ ‖t‖p  {N r for 1 < p <∞, r ≥ 0.
N r(logN)d−1 for p =∞, r > 0.
The Bernstein inequalities in Theorem 2.8 have different form for p = ∞ and 1 < p < ∞.
The upper bound in the case p =∞ was obtained by Babenko [7]. The matching lower bound
for p = ∞ was proved by Telyakovskii [320]. The case 1 < p < ∞ was settled by Mityagin
[236]. The right form of the Bernstein inequalities in case p = 1 is not known. It was proved
in [362] that in the case d = 2
sup
t∈T (N)
∥∥t(r)(x, α)∥∥
1
/ ‖t‖1 . (lnN)1/2N r.
2. The Nikol’skii inequalities. The following inequalities are well known and easy to prove.
Theorem 2.9. For any t ∈ T (n), n > 0, we have the inequality
‖t‖p ≤ Cn1/q−1/p‖t‖q, 1 ≤ q < p ≤ ∞.
The above univariate inequalities can be extended to the case of polynomials from T (N, d).
Theorem 2.10. For any t ∈ T (N, d), N > 0 the following inequality holds (1 ≤ q ≤ p ≤ ∞):
‖t‖p ≤ C(d)‖t‖q
d∏
j=1
N
1/qj−1/pj
j .
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We formulate the above inequalities for vector p and q because in this form they are used
to prove embedding type inequalities. We proceed to the problem of estimating ‖f‖p in terms
of the array
{‖δs(f)‖q}s∈Nd0 where Theorem 2.10 is heavily used. Here and below p and q are
scalars such that 1 ≤ q, p ≤ ∞. Let an array ε = {εs} be given, where εs ≥ 0, s = (s1, . . . , sd),
and sj are nonnegative integers, j = 1, . . . , d. We denote by G(ε, q) and F (ε, q) the following
sets of functions (1 ≤ q ≤ ∞):
G(ε, q) :=
{
f ∈ Lq :
∥∥δs(f)∥∥q ≤ εs for all s},
F (ε, q) :=
{
f ∈ Lq :
∥∥δs(f)∥∥q ≥ εs for all s}.
Theorem 2.11. The following relations hold:
sup
f∈G(ε,q)
‖f‖p 
(∑
s
εps2
|s|1(p/q−1)
)1/p
, 1 ≤ q < p <∞; (2.20)
inf
f∈F (ε,q)
‖f‖p 
(∑
s
εps2
|s|1(p/q−1)
)1/p
, 1 < p < q ≤ ∞, (2.21)
with constants independent of ε.
Theorem 2.11 was proved in [339] (see also [345], Ch.1, Theorem 3.3). Theorem 2.11 can be
formulated in the form of embeddings: relation (2.20) implies Lemma 3.13 and relation (2.21)
implies Lemma 3.14 (see Section 3 below).
Remark 2.12. In the proof of the upper bound in (2.20) from [345] we used only the property
δs(f) ∈ T (2s, d). That is, if
f =
∑
s
ts, ts ∈ T (2s, d),
then for 1 ≤ q < p <∞,
‖f‖p ≤ C(q, p, d)
(∑
s
‖ts‖pq2‖s‖1(p/q−1)
)1/p
. (2.22)
The above Remark 2.12 is from [93]. This remark is very useful in studying sampling
recovery by Smolyak’s algorithms (see Section 5).
The Nikol’skii inequalities for polynomials from T (N) are nontrivial in the case q = 1. The
following two theorems are from [345], Ch.1, Section 2.
Theorem 2.13. Suppose that 1 ≤ q <∞ and r ≥ 0. Then
sup
t∈T (N)
∥∥t(r)(x, α)∥∥∞ / ‖t‖q  N r+1/q(logN)(d−1)(1−1/q).
Theorem 2.14. Suppose that 1 ≤ q ≤ p <∞, p > 1, r ≥ 0. Then
sup
t∈T (N)
∥∥t(r)(x, α)∥∥
p
/ ‖t‖q  N r+1/q−1/p.
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3. The Marcinkiewicz theorem. The set T (n) of trigonometric polynomials is a space of
dimension 2n + 1. Each polynomial t ∈ T (n) is uniquely defined by its Fourier coefficients{
tˆ(k)
}
|k|≤n and by the Parseval identity we have
‖t‖22 =
∑
|k|≤n
∣∣tˆ(k)∣∣2,
which means that the set T (n) as a subspace of L2 is isomorphic to `2n+12 . The relation (2.5)
shows that a similar isomorphism can be set up in another way: mapping a polynomial t ∈ T (n)
to the vector m(t) :=
{
t(xl)
}2n
l=0
of its values at the points
xl = 2pil/(2n+ 1), l = 0, . . . , 2n.
The relation (2.5) gives
‖t‖2 = (2n+ 1)−1/2‖m(t)‖2.
The following statement is the Marcinkiewicz theorem.
Theorem 2.15. Let 1 < p <∞; then for t ∈ T (n), n > 0, we have the relation
C1(p)‖t‖p ≤ n−1/p
∥∥m(t)∥∥
p
≤ C2(p)‖t‖p.
The following statement is analogous to Theorem 2.15 but in contrast to it includes the
cases p = 1 and p =∞.
Theorem 2.16. Let x(l) = pil/(2n), l = 1, . . . , 4n,
M(t) :=
(
t
(
x(1)
)
, . . . , t
(
x(4n)
))
. Then for an arbitrary t ∈ T (n), n > 0, 1 ≤ p ≤ ∞,
C1‖t‖p ≤ n−1/p
∥∥M(t)∥∥
p
≤ C2‖t‖p.
Similar inequalities hold for polynomials from T (N, d). We formulate the equivalence of a
mixed norm of a trigonometric polynomial to its mixed lattice norm. We use the notation
`(N, d) =
{
a = {an}, n = (n1, . . . , nd), 1 ≤ nj ≤ Nj , j = 1, . . . , d
}
,
and for a ∈ `(N, d) we define the mixed norm
‖a‖p,N :=
 Nd∑
nd=1
N−1d
. . .( N1∑
n1=1
N−11 |an|p1
)p2/p1
. . .
pd/pd−1

1/pd
= ‖a‖p
d∏
j=1
N
−1/pj
j .
Theorem 2.17. Let t ∈ T (N, d), N > 0. Then for any 1 ≤ p ≤ ∞,
C−1d
∥∥{t(x(n))}
n∈P ′(N)
∥∥
p,4N
≤ ‖t‖p ≤ Cd
∥∥{t(x(n))}
n∈P ′(N)
∥∥
p,4N
,
where Cd is a number depending only on d.
In the case p = (p, . . . , p) this theorem is an immediate corollary of the corresponding
one-dimensional Theorem 2.16.
It turns out that there is no analog of Theorem 2.17 for polynomials from T (N). We discuss
this issue in the next section.
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2.5 Volume estimates
Let s = (s1, . . . , sd) be a vector with nonnegative integer coordinates (s ∈ Nd0). Denote for a
natural number n
∆Qn := Qn \Qn−1 = ∪|s|1=nρ(s)
with |s|1 = s1 + · · · + sd for s ∈ Nd0. We call a set ∆Qn hyperbolic layer. For a set Λ ⊂ Zd
denote
T (Λ) := {f ∈ L1 : fˆ(k) = 0,k ∈ Zd \ Λ}.
For a finite set Λ we assign to each f =
∑
k∈Λ fˆ(k)e
i(k,x) ∈ T (Λ) a vector
A(f) := {(Refˆ(k), Imfˆ(k)), k ∈ Λ} ∈ R2|Λ|
where |Λ| denotes the cardinality of Λ and define
BΛ(Lp) := {A(f) : f ∈ T (Λ), ‖f‖p ≤ 1}.
In the case Λ = Π(N) := Π(N, d) := [−N1, N1] × · · · × [−Nd, Nd], N := (N1, . . . , Nd), the
following volume estimates are known.
Theorem 2.18. For any 1 ≤ p ≤ ∞ we have
(vol(BΠ(N)(Lp)))
(2|Π(N)|)−1  |Π(N)|−1/2,
with constants in  that may depend only on d.
We note that the most difficult part of Theorem 2.18 is the lower estimate for p =∞. The
corresponding estimate was proved in the case d = 1 in [196] and in the general case in [349]
and [355]. The upper estimate for p = 1 in Theorem 2.18 can be easily reduced to the volume
estimate for an octahedron (see, for instance [353]).
The results of [198] imply the following estimate.
Theorem 2.19. For any finite set Λ ⊂ Zd and any 1 ≤ p ≤ 2 we have
vol(BΛ(Lp))
(2|Λ|)−1  |Λ|−1/2.
The following result of Bourgain-Milman [43] plays an important role in the volume esti-
mates of finite dimensional bodies.
Theorem 2.20. For any convex centrally symmetric body K ⊂ Rn we have
(vol(K)vol(Ko))1/n  (vol(Bn2 ))2/n  1/n
where Ko is a polar for K, that is
Ko := {x ∈ Rn : sup
y∈K
(x,y) ≤ 1}.
Remark 2.21. For the case of `np balls with 1 ≤ p ≤ ∞ or, more general, unit balls of symmetric
norms on Rn and their duals, Theorem 2.20 has been proved earlier by Schütt [289].
The following result is from [202].
Theorem 2.22. Let Λ have the form Λ = ∪s∈Sρ(s), S ⊂ Nd0 is a finite set. Then for any
1 ≤ p <∞ we have
vol(BΛ(Lp))
(2|Λ|)−1  |Λ|−1/2.
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We now proceed to results for the case d = 2. Denote N := 2|∆Qn|. Let
E⊥Λ (f)p := inf
g⊥T (Λ)
‖f − g‖p,
B⊥Λ (Lp) := {A(f) : f ∈ T (Λ), E⊥Λ (f)p ≤ 1}.
Theorem 2.23. In the case d = 2 we have for N := 2|∆Qn)|
(vol(B∆Qn(L∞)))
1/N  (2nn2)−1/2; (2.23)
(vol(B⊥∆Qn(L1)))
1/N  2−n/2.
It is interesting to compare the first relation in Theorem 2.23 with the following estimate
for 1 ≤ p <∞ that follows from Theorem 2.22
(vol(B∆Qn(Lp)))
1/N  (2nn)−1/2.
We see that in the case Λ = ∆Qn unlike the case Λ = Π(N1, . . . , Nd) the estimate for p = ∞
is different from the estimate for 1 ≤ p <∞.
The discrete L∞-norm for polynomials from T (Λ).
We present here some results from [202] (see also [200] and [201]). We begin with the
following conditional statement.
Theorem 2.24. Assume that a finite set Λ ⊂ Zd has the following properties:
(vol(BΛ(L∞)))1/N ≤ K1N−1/2, N := 2|Λ|,
and a set Ω = {x1, . . . , xM} satisfies the condition
∀f ∈ T (Λ) ‖f‖∞ ≤ K2‖f‖∞,Ω, ‖f‖∞,Ω := max
x∈Ω
|f(x)|.
Then there exists an absolute constant C > 0 such that
M ≥ NeC(K1K2)−2 .
We now give some corollaries from Theorem 2.24.
Theorem 2.25. Assume a finite set Ω ⊂ T2 has the following property.
∀t ∈ T (∆Qn) ‖t‖∞ ≤ K2‖t‖∞,Ω. (2.24)
Then
|Ω| ≥ 2|∆Qn|eCn/K22
with an absolute constant C > 0.
Proof . By Theorem 2.23 (see (2.23)) we have
(vol(B∆Qn(L∞)))
1/N ≤ C(2nn2)−1/2 ≤ Cn−1/2N−1/2
with an absolute constant C > 0. Using Theorem 2.24 we obtain
|Ω| ≥ 2|∆Qn|eCn/K22 .
This proves Theorem 2.25. 
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Remark 2.26. In a particular case K2 = bnα, 0 ≤ α ≤ 1/2, Theorem 2.25 gives
|Ω| ≥ 2|∆Qn|eCb−2n1−2α .
Corollary 2.27. Let a set Ω ⊂ Td have a property:
∀t ∈ T (∆Qn) ‖t‖∞ ≤ bnα‖t‖∞,Ω
with some 0 ≤ α < 1/2. Then
|Ω| ≥ C32nneCb−2n1−2α ≥ C1(b, d, α)|Qn|eC2(b,d,α)n1−2α .
Corollary 2.28. Let a set Ω ⊂ T2 be such that |Ω| ≤ C5|Qn|. Then
sup
f∈T (Qn)
‖f‖∞/‖f‖∞,Ω ≥ Cn1/2.
Proof . Denote
K2 := sup
f∈T (Qn)
‖f‖∞/‖f‖∞,Ω.
Then the condition (2.24) of Theorem 2.25 is satisfied with this K2. Therefore, by Theorem
2.25
2|∆Qn|eCn/K22 ≤ |Ω| ≤ C5|Qn|.
This implies that
K2 & n1/2.

Remark 2.29. One can derive from the known results on recovery of functions from the classes
Wr∞ (see [340], [356]) that for any n there is a set Ωn ⊂ Td such that |Ωn| ≤ C|Qn| and
sup
f∈T (Qn)
(‖f‖∞/‖f‖∞,Ωn) . nd−1.
For further results in this direction we refer the reader to a very recent paper [380].
2.6 Riesz products and the Small Ball Inequality
We consider the special trigonometric polynomial, which falls into a category of Riesz products
(see [334])
Φm(x) :=
m∏
k=0
(1 + cos 4kx1 cos 4
m−kx2).
The above polynomial was the first example of the hyperbolic cross Riesz products. Clearly,
Φm(x) ≥ 0. It is known that
Φm(x) = 1 +
m∑
k=0
cos 4kx1 cos 4
m−kx2 + tm(x), tm ∈ T ⊥(4m). (2.25)
In particular, relation (2.25) implies that
‖Φm‖1 = 1.
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We now consider a more general Riesz product in the case d = 2 (see [359] and [362]). For any
two given integers a ≥ 1 and 0 ≤ b < a denote AP (a, b) the arithmetic progression of the form
al + b, l = 0, 1, . . . . Set
Hn(a, b) := {s : s ∈ N20, |s|1 = n, s1, s2 ≥ a, s1 ∈ AP (a, b)}.
It will be convenient for us to consider subspaces T (%′(s)) of trigonometric polynomials with
harmonics in
%′(s) := {k ∈ Z2 : [2sj−2] ≤ |kj | < 2sj , j = 1, 2}.
For a subspace Y ⊂ L2(T2) we denote Y ⊥ its orthogonal complement.
Lemma 2.30. Take any trigonometric polynomials ts ∈ T (%′(s)) and form the Riesz product
Φ(n,x) :=
∏
s∈Hn(a,b)
(1 + ts(x)).
Then for any a ≥ 6 and any 0 ≤ b < a this function admits the representation
Φ(n,x) = 1 +
∑
s∈Hn(a,b)
ts(x) +R(x)
with R ∈ T (Qn+a−6)⊥.
Usually, Lemma 2.30 is used for ts(x) being real trigonometric polynomials with ‖ts(x)‖∞ ≤ 1.
The above Riesz products are useful in proving Small Ball Inequalities. We describe these
inequalities for the Haar and the trigonometric systems. We begin with formulating this in-
equality in the case d = 2 using the dyadic enumeration of the Haar system
HI(x) := HI1(x1)HI2(x2), x = (x1, x2), I = I1 × I2.
Talagrand’s inequality claims that for any coefficients {cI} (see [319] and [360])∥∥∥ ∑
I:|I|=2−n
cIHI(x)
∥∥∥
∞
≥ 2−(n+1)
∑
I:|I|=2−n
|cI |
=
1
2
n∑
m=0
∥∥∥ ∑
I:|I1|=2−m,|I2|=2m−n
cIHI(x)
∥∥∥
1
.
(2.26)
where |I| means the measure of I.
We now formulate an analogue of (2.26) for the trigonometric system. For an even number
n define
Yn := {s = (2n1, 2n2), n1 + n2 = n/2}.
Then for any coefficients {ck} (see [359])∥∥∥ ∑
s∈Yn
∑
k∈%(s)
cke
i(k,x)
∥∥∥
∞
≥ C
∑
s∈Yn
∥∥∥ ∑
k∈%(s)
cke
i(k,x)
∥∥∥
1
, (2.27)
where C is a positive number. Inequality (2.27) plays a key role in the proof of lower bounds
for the entropy numbers.
We proceed to the d-dimensional version of (2.27), which we formulate below. For even n,
put
Y dn := {s = (2l1, . . . , 2ld), l1 + · · ·+ ld = n/2, lj ∈ N0, j = 1, . . . , d}.
29
It is conjectured (see, for instance, [203]) that the following inequality, which we call “small ball
inequality”, holds for any coefficients {ck}
n(d−2)/2
∥∥∥ ∑
s∈Y dn
∑
k∈%(s)
cke
i(k,x)
∥∥∥
∞
≥ C(d)
∑
s∈Y dn
∥∥∥ ∑
k∈%(s)
cke
i(k,x)
∥∥∥
1
. (2.28)
We note that a weaker version of (2.28) with exponent (d − 2)/2 replaced by (d − 1)/2 is a
direct corollary of the Parseval’s identity, the Cauchy inequality and monotonicity of the Lp
norms.
The d-dimensional version of the small ball inequality (2.26), similar to the conjecture in
(2.28), reads as follows:
n(d−2)/2
∥∥∥ ∑
I:|I|=2−n
cIHI(x)
∥∥∥
∞
≥ C(d)
∑
s:s1+···+sd=n
∥∥∥ ∑
I:|Ij |=2−sj ,j=1,...,d
cIHI(x)
∥∥∥
1
= C(d)2−n
∑
I:|I|=2−n
|cI | .
(2.29)
Recently, the authors of [38] and [39] proved (2.29) with the exponent (d − 1)/2 − δ(d) with
some 0 < δ(d) < 1/2 instead of (d−2)/2. See also its implications for Kolmogorov and entropy
numbers of the mixed smoothness function classes in L∞ below and Subsection 6.4. Note, that
there is no progress in proving (2.28).
2.7 Comments and open problems
Sections 2.1 and 2.2 mostly contain classical results on univariate trigonometric polynomials
and their straight forward generalizations to the case of multivariate trigonometric polynomials
with frequencies from parallelepipeds. Theorem 2.3 is from [349]. Its proof is based on the
volume estimates from Theorem 2.18 and the classical Brun theorem on sections of convex
bodies.
Lemma 2.4 is a direct corollary of Lemma 1.4 from [335] and the Littlewood-Paley theorem
(see Appendix, Corollary 11.8). Another proof of Lemma 2.4 was given in [135]. It is easy to
derive Lemma 2.4 from Theorem 2.11 (see [357], Ch.3). For Lemma 2.5 see [357], Ch.3.
Theorem 2.6 is the classical Bernstein inequality for the univariate trigonometric polynomi-
als. Theorem 2.7 is a straight forward generalization of Theorem 2.6. Theorem 2.8 is discussed
above.
Open problem 2.1. Find the order of the quantity
sup
t∈T (N)
∥∥t(r)(x, α)∥∥
1
/ ‖t‖1
as a function on N .
Open problem 2.2. Find the order of the quantity
sup
t∈T (N)
∑
k∈Γ(N)
|tˆ(k)| / ‖t‖1
as a function on N .
Theorems 2.9 and 2.10 are classical Nikol’skii inequalities. Theorem 2.11, obtained in [345],
is an important tool in hyperbolic cross approximation. Its proof in [345] is based on a nontrivial
application of Theorem 2.10 and the Hölder inequalities (11.2). Theorems 2.13 and 2.14 are
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from [335] (see also [345]). Theorems 2.15 and 2.16 are classical variants of the Marcinkiewicz
theorem. Theorem 2.17 is from [346].
Historical comments on results from Subsection 2.5 are given in the text above. We only
formulate open problems in this regard.
Open problem 2.3. Find the order of
(vol(B∆Qn(L∞)))
1/N , N := 2|∆Qn|,
as n→∞, for d ≥ 3.
Open problem 2.4. Find the order of
(vol(B⊥∆Qn(L1)))
1/N , N := 2|∆Qn|,
as n→∞, for d ≥ 3.
Here are two fundamental open problems in connection with Subsection 2.6. Note, that
Lemma 2.30 from [362] plays the key role in the two-dimensional version of (2.28).
Open problem 2.5. Prove the Small Ball Inequality (2.28) for d ≥ 3.
Open problem 2.6. Prove the Small Ball Inequality (2.29) for d ≥ 3.
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3 Function spaces on Td
3.1 Spaces of functions with bounded mixed derivative
We begin with the univariate case in order to illustrate the action of the differential operator
on periodic functions. For a trigonometric polynomial f ∈ T (n) we have
(Dxf)(x) = f
′(x) =
∑
|k|≤n
ikfˆ(k)eikx.
We loose the information of fˆ(0) when we differentiate. We can recover f from f ′ by the
following formula
f(x) = fˆ(0) + f ′(x) ∗
∑
0<|k|≤n
(ik)−1eikx.
Note that ∑
0<|k|≤n
(ik)−1eikx = 2
n∑
k=1
k−1 sin kx.
Therefore, the following two definitions of the class W 1p , 1 ≤ p ≤ ∞, are equivalent
(D1) {f : ‖f‖p ≤ 1, ‖f ′‖p ≤ 1};
(D2) {f : f = ϕ ∗ F1, ‖ϕ‖p ≤ 1},
where
F1(x) := 1 + 2
∞∑
k=1
k−1 sin kx = 1 + 2
∞∑
k=1
k−1 cos(kx− pi/2).
The second definition is more convenient than the first one for the following two reasons. It is
easy to generalize it to the case of fractional (Weil) derivatives and it is easy to extend it to
the multivariate case. We now give the general definition, which we use in this survey. This
definition is based on the integral representation of a function by the Bernoulli kernels. Define
for x ∈ T the univariate Bernoulli kernel
Fr,α(x) := 1 + 2
∞∑
k=1
k−r cos(kx− αpi/2)
and define the multivariate Bernoulli kernels as the corresponding tensor products
Fr,α(x) :=
d∏
j=1
Fr,αj (xj), x = (x1, . . . , xd) ∈ Td, α = (α1, . . . , αd). (3.1)
Definition 3.1. Let r > 0, α ∈ R and 1 ≤ p ≤ ∞. Then Wrp,α is defined as the normed space
of all f ∈ Lp(Td) such that
f = Fr,α ∗ ϕ := (2pi)−d
∫
Td
Fr,α(x− y)ϕ(y)dy
for some ϕ ∈ Lp(Td), equipped with the norm ‖ f ‖Wrp,α := ‖ϕ‖p.
It is well known and easy to prove that for all r > 0 and α ∈ R we have Fr,α ∈ L1 (see
[357], Ch. 1, Theorem 3.1). The extra parameter α allows us to treat simultaneously classes of
functions with bounded mixed derivative and classes of functions with bounded trigonometric
conjugate of the mixed derivative. In the case α = r, Definition 3.1 is equivalent to the
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mentioned below generalization of the definition (3.2)–(3.3) in terms of the Weil fractional
derivatives (3.4). In the case 1 < p < ∞, the parameter α does not play any role because
the corresponding classes with different α are equivalent. In the case of classical derivative
with natural r we set α = r. In the case α = (r, . . . , r) we drop it from the notation: Wrp :=
Wrp,(r,...,r). For simplicity of notations we formulate the majority of our results for classes W
r
p.
In those cases, when α affects the result we point it out explicitly.
We note that in the case r ∈ N and 1 ≤ p ≤ ∞ the above class (space) can be described in
terms of mixed partial derivatives. The Sobolev space Wrp of dominating mixed smoothness of
order r can be defined as the collection of all f ∈ Lp(Td) such that
Dr(e)f ∈ Lp(Td) , ∀e ⊂ {1, ..., d}, (3.2)
where r(e) denotes the vector with components r(e)i = r for i ∈ e and r(e)i = 0 for i 6∈ e.
Derivatives have to be understood in the weak sense. We endow this space with the norm
‖f‖Wrp(Td) :=
∑
e⊂{1,...,d}
|f |Wrp(e), |f |Wrp(e) := ‖Dr(e)f ‖p . (3.3)
This definition can be generalized to arbitrary r ∈ R based the r(e)-Weil fractional derivatives
in the weak sense
Dr(e)f :=
∑
k∈Zd(e)
(∏
j∈e
(ikj)
r
)
fˆ(k)ei(k,·), (3.4)
where (ia)b := |a|be(ipib sign a)/2 for a, b ∈ R, and Zd(e) := {k ∈ Zd : kj 6= 0, j ∈ e} (see, e.g.,
[97, 110]).
For general r > 0 and 1 < p <∞ one may also use the condition∑
k∈Zd
fˆ(k)
∏
j=1
(
max{1, |kj |}
)r
ei(k,·) ∈ Lp(Td) .
In case r ∈ N this leads to an equivalent characterization.
By the Littlewood-Paley theorem , see Theorem 11.7 in the Appendix, we obtain a useful
equivalent norm for Wrp in case 1 < p <∞ and r > 0, namely
‖f‖Wrp 
∥∥∥( ∑
s∈Nd0
2r|s|12|δs(f)(x)|2
)1/2∥∥∥
p
. (3.5)
This norm is particularly useful for the analysis of the approximation from the step-hyperbolic
cross Qn, see (2.15) above and Section 4 below.
3.2 Spaces of functions with bounded mixed difference
Let us first recall the basic concepts. For the univariate functions f : T→ C the mth difference
operator ∆mh is defined by
∆mh (f, x) :=
m∑
j=0
(−1)m−j
(
m
j
)
f(x+ jh) , x ∈ T, h ∈ [0, 1] .
Let e be any subset of {1, ..., d}. For multivariate functions f : Td → C and h ∈ [0, 1]d the
mixed (m, e)th difference operator ∆m,eh is defined by
∆m,eh :=
∏
i∈e
∆mhi,i and ∆
m,∅
h = Id,
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where Id f = f and ∆mhi,i is the univariate operator applied to the i-th variable of f with the
other variables kept fixed. Let us refer to the recent survey [266] for general properties of mixed
moduli of smoothness in Lp.
We first introduce spaces/classes Hrp of functions with bounded mixed difference.
Definition 3.2. Let r > 0 and 1 ≤ p ≤ ∞. Fixing an integer m > r, we define the space Hrp
as the set of all all f ∈ Lp(Td) such that for any e ⊂ {1, ..., d}∥∥∆m,eh (f, ·)∥∥p ≤ C ∏
i∈e
|hi|r
for some positive constant C, and introduce the norm in this space
‖ f ‖Hrp :=
∑
e⊂{1,...,d}
| f |Hrp(e),
where
| f |Hrp(e) := sup
0<|hi|≤2pi, i∈e
(∏
i∈e
|hi|−r
) ∥∥∆m,eh (f, ·) ∥∥p .
Remark 3.3. Let us define the mixed (m, e)th modulus of smoothness by
ωem(f, t)p := sup
|hi|<ti,i∈e
‖∆m,eh (f, ·)‖p , t ∈ [0, 1]d, (3.6)
for f ∈ Lp(Td) (in particular, ω∅m(f, t)p = ‖f‖p) . Then there holds the following relation
| f |Hrp(e)  sup
2pi>ti>0, i∈e
(∏
i∈e
t−ri
)
ωem(f, t)p .
Based on this remark, we will introduce Besov spaces of mixed smoothness Brp,θ, a general-
ization of Hrp, see [4, 291, 401, 395].
Definition 3.4. Let r > 0 and 1 ≤ p ≤ ∞. Fixing an integer m > r, we define the space Brp,θ
as the set of all f ∈ Lp(Td) such that the norm
‖ f ‖Brp,θ :=
∑
e⊂{1,...,d}
| f |Brp,θ(e)
is finite, where for e ⊂ {1, ..., d}
| f |Brp,θ(e) :=

sup2pi>ti>0, i∈e
(∏
i∈e t
−r
i
)
ωem(f, t)p, θ =∞;(∫
(0,2pi)d ω
e(f, t)θp
(∏
i∈e
t−θr−1i
)
d t
)1/θ
, θ <∞.
With this definition we have Brp,∞ = Hrp. Notice that the definitions of Brp,θ and H
r
p are
independent of m in the sense that different values of m induce equivalent quasi-norms of these
spaces. With a little abuse of notation, denote the corresponding unit ball
Brp,θ := {f : ‖f‖Brp,θ ≤ 1}.
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Remark 3.5. In many papers on hyperbolic cross approximation, especially from the former
Soviet Union, instead of the spaces Wrp, Hrp and Brp,θ, the authors considered their subspaces.
Namely, they studied functions f in Wrp, Hrp and Brp,θ, which satisfy an extra condition: f has
zero mean value in each variable xi, i = 1, ..., d, that is,∫
T
f(x) dxi = 0.
However, this does not affect generality from the point of view of multivariate approximation
(but not high-dimensional approximation, when we want to control dependence on dimension
d) due to the following observation. Let Fd temporarily denote one of the above spaces in
d-variables. Then we have the following ANOVA-like decomposition for any f ∈ Fd
f = c+
∑
e 6=∅
fe,
where fe are functions of |e| variables xi, i ∈ e, with zero mean values in the variables xi, which
can be treated as an element from F|e|. For details and bibliography see, [87, 90, 345, 357].
Remark 3.6. It was understood in the beginning of the 1960s that hyperbolic crosses are closely
related with the approximation and numerical integration of functions with dominating mixed
smoothness which initiated a systematic study of these function classes. The following references
have to be mentioned in connection with the development of the theory of function spaces with
dominating mixed smoothness: Nikol’skii [245, 246, 247], Babenko [7], Bakhvalov [15], Amanov
[4], Temlyakov [345, 357], Tikhomirov [383, 384], Schmeißer, Triebel [291], Vybíral [401] and
Triebel [387].
3.3 Characterization via Fourier transform
In this subsection, we will give a characterization of spaces Hrp and Brp,θ via Fourier transform.
Let us first comment on the classical Korobov space Erd introduced in [205], see also Subsection
9.1 below. For r > 0 we define the Korobov space
Erd :=
{
f ∈ L1(Td) : sup
k∈Zd
|fˆ(k)| ·
d∏
i=1
max{1, |ki|}r <∞
}
.
The function Fr,α defined in (3.1) clearly belongs to Erd. Using the Abel transformation twice,
see Appendix 11.2, we can prove that for s ∈ Nd0 it holds ‖As(Fr,α)‖1  2−|s|1r. In other words,
sup
s∈Nd0
2r|s|1‖As(Fr,α)‖1 <∞ . (3.7)
This immediately ensures that Fr,α ∈ L1(Td). Moreover, (3.7) is exactly the condition for Fr,α
belonging to Hr1 as we will see below . In this sense, the classical Korobov space Erd is slightly
larger than the space Hr1. In Subsection 3.2 we have seen that Besov spaces Brp,θ are defined in
a classical way by using exclusively information on the “time side”, i.e., without any information
on the Fourier coefficients. Such a useful tool is so far not available for the classical Korobov
space Erd.
Let us now characterize spaces Hrp and Brp,θ via dyadic decompositions of the Fourier trans-
form. We begin with the simplest version in terms of δs(f). It is known that for r > 0 and
1 < p <∞,
‖f‖Hrp  sup
s
‖δs(f)‖p2r|s|1 , (3.8)
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and
‖f‖Brp,θ 
(∑
s
(
‖δs(f)‖p2r|s|1
)θ)1/θ
, (3.9)
and that for r > 0 and 1 ≤ p ≤ ∞,
‖f‖Hrp  sup
s
‖As(f)‖p2r|s|1 ,
and
‖f‖Brp,θ 
(∑
s
(
‖As(f)‖p2r|s|1
)θ)1/θ
(see, e.g., [90, 97, 345, 357, 291, 395, 242]).
The characterizations in the right hand side of (3.8) (3.9) are simple and work well for
1 < p < ∞. In the cases p = 1 and p = ∞ the operators δs(·) are not uniformly bounded as
operators from Lp to Lp. This issue is resolved by replacing operators δs(·) by operators As(·).
Such a modification gives equivalent definitions of classes Brp,θ in the case 1 ≤ p ≤ ∞. We now
present a general way for characterizing the Besov classes for 0 < p ≤ 1 in the spirit as done
in [291, Chapt. 2]. In order to proceed to 0 < p ≤ 1 we need the concept of a smooth dyadic
decomposition of unity.
Definition 3.7. Let Φ(R) be the class of all systems ϕ = {ϕn(x)}∞n=0 ⊂ C∞0 (R) satisfying
(i) supp ϕ0 ⊂ {x : |x| ≤ 2} ,
(ii) supp ϕn ⊂ {x : 2n−1 ≤ |x| ≤ 2n+1} , n = 1, 2, ...,
(iii) For all ` ∈ N0 it holds sup
x,n
2n` |D`ϕn(x)| ≤ c` <∞ ,
(iv)
∞∑
n=0
ϕn(x) = 1 for all x ∈ R.
Remark 3.8. The class Φ(R) is not empty. We consider the following standard example. Let
ϕ0(x) ∈ C∞0 (R) be a smooth function with ϕ0(x) = 1 on [−1, 1] and ϕ0(x) = 0 if |x| > 2. For
n > 0 we define
ϕn(x) = ϕ0(2
−nx)− ϕ0(2−n+1x).
It is easy to verify that the system ϕ = {ϕn(x)}∞n=0 satisfies (i) - (iv).
Now we fix a system {ϕn}n∈Z ∈ Φ(R), where we put ϕn ≡ 0 if n < 0. For s = (s1, ..., sd) ∈ Zd
let the building blocks fs be given by
fs(x) =
∑
k∈Zd
ϕs1(k1) · ... · ϕsd(kd)fˆ(k)eik·x , x ∈ Td , s ∈ Nd0 . (3.10)
Definition 3.9. Let 0 < p, θ ≤ ∞ and r > σp := (1/p − 1)+. Then Brp,θ is defined as the
collection of all f ∈ L1(Td) such that
‖f‖ϕBrp,θ :=
( ∑
s∈Nd0
2|s|1rθ‖fs‖θp
)1/θ
is finite (usual modification in case q =∞).
36
Recall, that this definition is independent of the chosen system ϕ in the sense of equivalent
(quasi-)norms. Moreover, in case min{p, q} ≥ 1 the defined spaces are Banach spaces, whereas
they are quasi-Banach spaces in case min{p, q} < 1. For details confer [291, 2.2.4].
As already mentioned above the two approaches for the definition of the Besov spaces Brp,θ
of mixed smoothness are equivalent if p, θ ≥ 1. Concerning difference characterizations for the
quasi-Banach range of parameters there are still some open questions, see [291, 2.3.4, Rem. 2]
and Theorem 9.5 below. Let us state the following general equivalence result.
Lemma 3.10. Let 1 ≤ p, θ ≤ ∞ and m ∈ N with m > r > 0. Then
‖f‖ϕBrp,θ  ‖f‖Brp,θ , f ∈ L1(T
d) .
As already mentioned above we have the equivalent characterization (3.5) for the spaces Wrp in
case r > 0 and 1 < p <∞. There is also a characterization in terms of the so-called rectangular
means of differences, i.e.,
Rem(f, t,x) :=
1
t1
∫
[−t1,t1]
· · · 1
td
∫
[−td,td]
|∆m,e(h1,...,hd)(f,x)|dhd...dh1 , x ∈ R
d, t ∈ (0, 1]d . (3.11)
The following lemma is a straight-forward modification of [395, Thm. 3.4.1], see also [242].
Lemma 3.11. Let 1 < p <∞ and r > 0. Let further m ∈ N be a natural number with m > r .
Then
‖f‖Wrp  ‖f‖(m)Wrp , f ∈ L1(R) ,
where
‖f‖(m)Wrp :=
∥∥∥( ∑
s∈Nd0
2r|s|12Re(s)m (f, 2−s, ·)2
)1/2∥∥∥
p
and 2−s := (2−s1 , ..., 2−sd) .
3.4 Embeddings
Here we review some useful embeddings between the classes Brp,θ and W
r
p.
Lemma 3.12. Let 0 < p < u ≤ ∞, β = 1/p− 1/u, r ∈ R, and 0 < θ ≤ ∞.
(i) It holds
Brp,θ ↪→ Br−βu,θ .
(ii) If in addition 1 < p < u <∞ then
Wrp ↪→Wr−βu .
Both embeddings are non-compact.
(iii) If r > 1/p then the embedding
Brp,θ ↪→ C(Td) (3.12)
is compact. In case r = 1/p and θ ≤ 1 the embedding (3.12) keeps valid but is not
compact.
(iv) If 1 < p <∞ and r > 0 then
Brp,min{p,2} ↪→Wrp ↪→ Brp,max{p,2} . (3.13)
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Let us particularly mention the following two non-trivial embeddings between B and W-
spaces for different metrics.
Lemma 3.13. Let 0 < p < u <∞, 1 < u <∞ and β := 1/p− 1/u. Then for r ≥ β we have
Brp,u ↪→Wr−βu . (3.14)
Lemma 3.14. Let 1 < p < u ≤ ∞ and β := 1/p− 1/u. Then for r ≥ β we have
Wrp ↪→ Br−βu,p .
Remark 3.15. Lemma 3.13 follows from Theorem 2.11 (see (2.20) with p = u, q = p). The
embedding in Lemma 3.13 is nontrivial and very useful in analysis of approximation of classes
with mixed smoothness. In the univariate case an analog of (3.14) was obtained by Ul’yanov
[398] and Timan [385]. They used different methods of proof. Their techniques work for the
multivariate case of isotropic Besov spaces as well. Franke [128] proved (3.14) for isotropic
Besov spaces on Rd and obtained its version with the W space replaced by the appropriate
Triebel-Lizorkin spaces. The converse embedding in Lemma 3.14 for isotropic spaces (a Triebel-
Lizorkin space embedded in an appropriate Besov space) has been obtained by Jawerth [187].
Lemma 3.14 is a corollary of Theorem 2.11. It directly follows from Theorem 2.11 in the special
case r = 0. The case r > 0 follows from the case r = 0 and the well known relation ‖t(r)‖p 
2r|s|1‖t‖p for t ∈ T (ρ(s)). A new proof of both relations based on atomic decompositions has
been given recently by Vybíral [402]. The step from the univariate and isotropic multivariate
cases to the case of mixed smoothness spaces required a modification of technique. In the periodic
case it was done by Temlyakov [339], [345] (see Theorem 2.11 above) and in the case of Rd by
Hansen and Vybíral [169].
Let us finally complement the discussion from the beginning of Section 3.3 and state useful
embedding relations in the situation p = 1.
Lemma 3.16. Let r > 0 and α ∈ R. Then the following continuous embeddings hold true.
Br1,1 ↪→Wr1,α ↪→ Br1,∞ ↪→ Erd . (3.15)
We note that in case p = 1 we use operators As instead of δs in the characterization of the
B classes. The first relation follows from Theorem 2.7. The second relation follows from (3.7)
and the third embedding is a simple consequence of the characterization of Br1,∞ together with
|fˆ(k)| ≤ ‖f‖1.
Note, that the embedding Wr1,α ↪→ Br1,2, as a formal counterpart of (3.13), does not hold
true here. In fact, it does not even hold true with Br1,θ and 2 < θ <∞ on the right-hand side.
In that sense, the embedding (3.15) is sharp. Note also, that the embeddings in Lemma 3.16
are strict. The (tensorized and) periodized hat function, see Figure 11 below, belongs to B21,∞
but not to W21,α.
38
4 Linear approximation
4.1 Introduction
By linear approximation we understand approximation from a fixed finite dimensional subspace.
In the study of approximation of the univariate periodic functions the idea of representing a
function by its Fourier series is very natural and traditional. It goes back to the work of Fourier
from 1807. In this case one can use as a natural tool of approximation the partial sums of the
Fourier expansion. In other words this means that we use the subspace T (n) for a source
of approximants and use the orthogonal projection onto T (n) as the approximation operator.
This natural approach is based on a standard ordering of the trigonometric system: 1, eikx,
e−ikx, e2ikx, e−2ikx . . . . We loose this natural approach, when we go from the univariate case
to the multivariate case – there is no natural ordering of the T d for d > 1. The following
idea of choosing appropriate trigonometric subspaces for approximation of a given class F of
multivariate functions was suggested by Babenko [6]. This idea is based on the concept of the
Kolmogorov width introduced in [204]: for a centrally symmetric compact F ⊂ X define
dm(F, X) := inf
ϕ1,...,ϕm
sup
f∈F
inf
c1,...,cm
∥∥∥f − m∑
k=1
ckϕk
∥∥∥
X
.
Consider a Hilbert space L2(Td) and suppose that the function class F = A(B(L2)) of our
interest is an image of the unit ball B(L2) of L2(Td) under a mapping A : L2(Td) → L2(Td)
of a compact operator A. For instance, in the case of F = Wr2 the operator A := Ar is the
convolution with the kernel Fr(x). It is now well known and was established by Babenko [6]
for a special class of operators A that
dm(A(B(L2)), L2) = sm+1(A),
where sj(A) are the singular numbers of the operator A: sj(A) = (λj(AA∗))1/2.
Suppose now that the eigenfunctions of the operator AA∗ are the trigonometric functions
ei(k
j ,x). Then the optimal in the sense of the Kolmogorov widthm-dimensional subspace will be
the span {ei(kj ,x)}mj=1. Applying this approach to the class Wr2 we obtain that for m = |Γ(N)|
the optimal subspace for approximation in L2 is the subspace of hyperbolic cross polynomials
T (Γ(N)). This observation led to a thorough study of approximation by the hyperbolic cross
polynomials. We discuss it in Subsection 4.2.
B.S. Mityagin [236] used the harmonic analysis technique, in particular, the Marcinkiewicz
multipliers (see Theorem 11.10), to prove that
dm(W
r
p, Lp)  m−r(logm)r(d−1), 1 < p <∞.
He also proved that optimal, in the sense of order, subspaces are T (Qn) with |Qn|  m and
|Qn| ≤ m. In addition, the operator SQn(·) of orthogonal projection onto T (Qn) can be taken
as an approximation operator. The use of harmonic analysis techniques for the Lp spaces
lead to the change from smooth hyperbolic crosses Γ(N) to step hyperbolic crosses Qn. The
idea of application of the theory of widths for finding good subspaces for approximation of
classes of functions with mixed smoothness is very natural and was used in many papers. A
typical problem here is to study approximation of classes Wrp in the Lq for all 1 ≤ p, q ≤ ∞.
We give a detailed discussion of these results in further subsections. We only give a brief
qualitative remarks on those results in this subsection. As we mentioned above, in linear
approximation we are interested in approximation from finite dimensional subspaces. The
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Kolmogorov width provides a way to determine optimal (usually, in the sense of order) m-
dimensional subspaces. The approximation operator, used in the Kolmogorov width, is the
operator of best approximation. Clearly, we would like to use as simple approximation operators
as possible. As a result the following widths were introduced and studied.
The linear width of a class F in a normed space X has been introduced by V.M. Tikhomirov
[381] in 1960. It is defined by
λm(F, X) := inf
A:X→X
linear
rankA≤m
sup
f∈F
‖f −A(f)‖X . (4.1)
If F is the unit ball of a Banach space F˜ ↪→ X then we may compare this quantity to the nth
approximation number of the embedding Id : F˜→ X, where Idf = f ,
an(Id) := inf
A:F˜→X
linear
rankA<n
‖Id−A‖F˜→X , (4.2)
see Pietsch [261, 6.2.3.1] and Pinkus [263, Def. II.7.3]. Note, that here the admissible linear
operators A map from F˜ to X instead of A : X → X in the defintion of the linear width.
However, Heinrich [170, Cor. 3.4] showed, that if F is a compact absolutely convex set in X
then the quantities am+1(Id : F˜ → X) and λm(F, X) are equal. Here, we mainly consider
compact Banach space embeddings in Lp, where these quantities coincide.
V.N. Temlyakov [331] introduced the concept of orthowidth (Fourier width):
ϕm(F, Lp) := inf
u1,...,um
sup
f∈F
∥∥∥f − m∑
j=1
〈f, uj〉uj
∥∥∥
p
,
where u1, . . . , um is an orthonormal system.
It is clear that for any class F and 1 ≤ p ≤ ∞
dm(F, Lp) ≤ λm(F, Lp) ≤ ϕm(F, Lp) (4.3)
and for p = 2
dm(F, L2) = λm(F, L2) = ϕm(F, L2).
We now give a brief comparison of the above three widths in the case of classes W rp of
univariate functions. For convenience we denote
D1 :=
{
(p, q) : 1 ≤ p ≤ q ≤ 2 or 1 ≤ q ≤ p ≤ ∞},
D2 :=
{
(p, q) : 2 ≤ p < q ≤ ∞},
D3 :=
{
(p, q) : 1 ≤ p < 2 and 2 < q ≤ ∞},
and let D4 be a part of D3 such that 1/q + 1/p ≥ 1 and D5 = D3 \ D4. It is convenient to
represent the corresponding domains in term of points (1/p, 1/q) on the square [0, 1]2 instead
of points (p, q) on [1,∞]2. Denote
D∗i := {(1/p, 1/q) : (p, q) ∈ Di}, i = 1, . . . , 5.
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Figure 3: The univariate behavior of dm(W rp , Lq) in different regions
It is known that for (p, q) ∈ D1 approximation by trigonometric polynomials in T (n) with
n =
[
(m − 1)/2] gives the order of decrease of the Kolmogorov widths dm(W rp , Lq). But for
(p, q) /∈ D1 this is not the case:
d2n+1(W
r
p , Lq) = o
(
En(W
r
p )q
)
, (p, q) /∈ D1.
For (p, q) ∈ D1 the orders of the Kolmogorov widths can be obtained by linear operators
Vn, m = 4n− 1. It is known that the operators Vn give the orders of linear widths not only in
the domain D1 but also in the domain D2. In the domain D3 the relation
λ2n+1(W
r
p , Lq) = o
(
En(W
r
p )q
)
holds, which shows, in particular, that for (p, q) ∈ D3 the order of linear width can not be
realized by the operators Vn.
For (p, q) ∈ D1∪D4 the orders of the Kolmogorov widths can be realized by linear methods:
in the case (p, q) ∈ D1 by means of the operators Vn, and in the case (p, q) ∈ D4 by means of
some other linear operators.
For the classes W rp for all (p, q), excepting the case (p, q) = (1, 1), (∞,∞), the operators
Sn (m = 2n+ 1) are optimal Fourier operators in the sense of order.
The linear operators A providing the orders of the widths λm(W rp , Lq) for (p, q) ∈ D3, that
is, in the case when A differs from Vn (m = 4n− 1), are not orthogonal projections. Moreover,
operators A can not be bounded uniformly (over m) as operators from L2 to L2.
Further, for example for p = 2 and q =∞, the Kolmogorov widths decrease faster than the
corresponding linear widths:
dm(W
r
2 , L∞)  m−1/2λm(W r2 , L∞).
However, up to now no concrete example of a system {ϕi}mi=1 is known, the best approximations
by which would give the order of dm(W r2 , L∞) (the same is true for the domain D2 ∪D5).
This discussion shows that the sets T (n) and the operators Vn and Sn are optimal in many
cases from the point of view of the Kolmogorov widths, linear widths and orthowidths. In the
cases when we can approximate better than by means of the operators Vn and Sn, we must
sacrifice some useful properties which these operators have.
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We have a similar qualitative picture in the case of approximation of classes of functions
with mixed smoothness. The role of T (n) is played now by T (Qn) with m  |Qn|. The analog
of the univariate de la Vallée Poussin kernel Vn(x) the kernel VQn (see Section 2) is not as good
as its univariate version. Lemma 2.5 from Section 2 gives
‖VQn‖1  nd−1.
This substantially complicates the study of approximation in L1 and L∞ norms. Many problems
of approximation in these spaces are still open. For 1 < p <∞ the role of Sn is played by SQn .
4.2 Approximation by the hyperbolic cross polynomials
The operators SQn and VQn play an important role in the hyperbolic cross approximation. These
operators can be written in terms of the corresponding univariate operators in the following
form. Denote by Sil the univariate operator Sl acting on functions on the variable xi. Then, it
follows from the definition of Qn that
SQn =
∑
s:|s|1≤n
d∏
i=1
(Si2si−1 − Si[2si−1]−1), (4.4)
here S−1 = 0. A similar formula holds for the VQn .
The Smolyak algorithm
Operators of the form (4.4) with Si replaced by other univariate operators are used in sampling
recovery (see Section 5) and other problems. For a generic discussion we refer to Novak [250]
and Wasilkowski, Woźniakowski [406]. Sometimes Smolyak’s algorithm can also be identified
in the framework of boolean methods, see [70].
The approximate recovery operators of the form (4.4) were first considered by Smolyak
[309]. A standard name for operators of the form (4.4) is Smolyak-type algorithms. Very often
analysis of operators SQn , VQn , and other operators of the form (4.4) goes along the same
lines. The following general framework was suggested in [5], see also [302]. Let three numbers
a > b ≥ 0, and 1 ≤ p ≤ ∞ be given. Consider a family of univariate linear operators {Ys}∞s=0,
which are defined on the space W ap and have the following two properties:
(1) For any f from the class W ap we have
‖f − Ys(f)‖p ≤ C12−as‖f‖Wap , s = 0, 1, 2, . . . ;
(2) For any trigonometric polynomial t of order 2u, we have
‖Ys(t)‖p ≤ C22b(u−s)‖t‖p, u ≥ s.
Let as above Y is denote the univariate operator Ys acting on functions on the variable xi.
Consider the following d-dimensional operator
Tn :=
∑
s:|s|1≤n
∆s, ∆s :=
d∏
i=1
(Y isi − Y isi−1),
with Y−1 = 0. We illustrate the above general setting by one result from [5].
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Proposition 4.1. Let operators {Ys}∞s=0 satisfy conditions (1) and (2). Then for any r ∈ (b, a)
we have for f ∈ Hrp
‖∆s(f)‖p . 2−r|s|1‖f‖Hrp and ‖f − Tn(f)‖p . 2−rnnd−1‖f‖Hrp .
We note that the technique developed in [50], see Subsection 5.2, allows for extending
Proposition 4.1 to classes Brp,θ.
Proposition 4.2. Let operators {Ys}∞s=0 satisfy conditions (1) and (2). Then for any r ∈ (b, a)
we have for f ∈ Brp,θ (∑
s
(
2r|s|1‖∆s(f)‖p
)θ)1/θ
. ‖f‖Brp,θ
and
‖f − Tn(f)‖p . 2−rnn(d−1)(1−1/θ)‖f‖Brp,θ .
Approximation from the hyperbolic cross
We now proceed to best approximation by the hyperbolic cross polynomials from T (Qn). De-
note for a function f ∈ Lq
EQn(f)q := inf
t∈T (Qn)
‖f − t‖q
and for a function class F
EQn(F)q := sup
f∈F
EQn(f)q.
We begin with approximation of classes Wrp in Lq. It is clear that approximation of the
Bernoulli kernels Fr, which are used for integral representation of a function from Wrp, plays
an important role in approximation of classes Wrp. The following theorem is from [329]
Theorem 4.3. For 1 ≤ q ≤ ∞ and r − 1 + 1/q > 0 we have
EQn(Fr)q  2−(r−1+1/q)nn(d−1)/q.
In particular, Theorem 4.3 with q = 1 implies
EQn(W
r
∞)∞ . 2−rnnd−1.
By the corollary to the Littlewood-Paley theorem we get from Theorem 4.3,∥∥Fr − SQn(Fr)∥∥q . 2−(r−1+1/q)nn(d−1)/q, 1 < q <∞.
In the case of q =∞ we only get∥∥Fr − SQn(Fr)∥∥∞ . 2−n(r−1)nd−1,
which has an extra factor nd−1 compared to EQn(Fr)∞.
The upper bounds for the best approximations of the functions Fr in the uniform metric
were obtained (see [335]) using the Nikol’skii duality theorem (see Appendix, Theorem 11.3.
The use of the duality theorem has the result that we can determine the order of the best
approximation of Fr in the uniform metric, but we cannot construct a polynomial giving this
approximation. The situation is unusual from the point of view of approximation of functions
of one variable.
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Theorem 4.4. Suppose that 1 < p, q <∞, r > (1/p− 1/q)+. Then
EQn(W
r
p)q  2−n
(
r−(1/p−1/q)+
)
.
This theorem was proved by harmonic analysis technique for the case p = q in [236], [244]
and for q 6= p in [133].
We now consider the cases when one or two parameters p, q take the extreme value 1 or∞.
These results are not as complete as in the case 1 < p, q <∞.
Theorem 4.5. We have
EQn(W
r
p)q 

2−nr, r > 0; p =∞, 1 ≤ q <∞; 1 < p ≤ ∞, q = 1;
2−n(r−1+1/q)n
d−1
q , r > 1− 1/q, p = 1, 1 ≤ q ≤ ∞;
2−n(r−1/p), r > 1/p, 1 ≤ p ≤ 2, q =∞.
The upper bounds in the case p = 1 follow from Theorem 4.3. The case 1 ≤ p ≤ 2, q =∞,
was established in [334]. For the first case see [357], Ch. 3, Theorem 3.4.
We now proceed to classes Hrp. The problem of finding the right orders of decay of the
EQn(H
r
p)q turns out to be more difficult than the corresponding problem for the Wrp classes.
Even in the case 1 < p, q <∞ a new technique was required.
Theorem 4.6. We have
EQn(H
r
p)q 

2−n(r−1/p+1/q)n
d−1
q , 1 ≤ p < q <∞, r > 1/p− 1/q,
2−rnn
d−1
2 , 1 < q ≤ p <∞, p ≥ 2; p =∞, 1 < q <∞,
2−rnn
d−1
p , 1 ≤ q ≤ p ≤ 2, r > 0.
In the case p = q = 2 Theorem 4.6 was proved in [44] and in the case 1 < p = q < ∞
in [244]. In the case p = q = 1 it was proved in [334] and in the case 1 ≤ p < q ≤ 2 in
[336]. In the case 1 ≤ p < q < ∞, Theorem 4.6 was proved in [345] with the use of Theorem
2.11 from Section 2. In the case 2 ≤ q < p ≤ ∞ the required upper bounds follow from the
upper bounds in the case 1 < q = p < ∞ and the lower bounds follow from [330]. In the case
1 < q < 2 ≤ p < ∞ Theorem 4.6 was proved in [136] and [88]. In the case 1 ≤ q < p ≤ 2 the
proof of lower bounds required a new technique (see [344]).
Theorem 4.7. Let 2 < p ≤ ∞ and r > 0. Then we have
EQn(H
r
p)1  2−rnn
d−1
2 .
The upper bounds in Theorem 4.7 follow from the upper bounds for EQn(Hr2)2 from The-
orem 4.6. The lower bounds are nontrivial. They follow from the corresponding lower bounds
for the Kolmogorov widths dm(Hr∞, L1), which, as it was observed in [34], follow from the lower
bounds for the entropy numbers k(Hr∞, L1) from [347] and [349].
The following result is known in the case of functions of two variables.
Theorem 4.8. Let d = 2, and r > 0. Then
EQn(H
r
∞)q 
{
2−rnn for q =∞,
2−rnn1/2 for q = 1.
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This theorem was proved in [334] in the case q =∞ and in [357], Chapter 3, Theorem 3.5,
in the case q = 1. The proof of lower bounds is based on the Riesz products (see Subsection
2.6).
In this subsection we studied approximation in the Lq-metric of functions in the classesWrp
and Hrp, 1 ≤ p, q ≤ ∞ by trigonometric polynomials whose harmonics lie in the hyperbolic
crosses. Certain specific features of the multidimensional case were observed in this study.
As is known, in the univariate case the order of the least upper bounds of the best approx-
imation by trigonometric polynomials for both classes are the same for all 1 ≤ p, q ≤ ∞, even
though Hrp is a wider class than W rp . It was determined that the least upper bounds of the
best approximation by polynomials in T (Qn) are different for the classes Wrp and Hrp for all
1 < p, q <∞. Namely,
EQn(W
r
p)q = o
(
EQn(H
r
p)
)
q
, d ≥ 2.
This phenomenon is related to the following fact. Let 1 < p < ∞. The property f ∈ Wrp
implies and is very close to the property
‖fl‖p . 2−rl, fl :=
∑
|s|1=l
δs(f).
Contrary to that the property f ∈ Hrp is equivalent to
‖δs(f)‖p . 2−r|s|1 .
Therefore, the difference between classes Wrp and Hrp is determined by the interplay between
conditions on the dyadic blocks and the hyperbolic layers. The number of the dyadic blocks
in the nth hyperbolic layer is of  nd−1. The quantities EQn(Wrp)q and EQn(Hrp)q differ by a
factor of the order n(d−1)c(p,q).
In the case p = q = 1 the classes W and H are alike in the sense of best approximation by
the hyperbolic cross polynomials (see Theorems 4.5 and 4.6 above):
EQn(W
r
1)1  EQn(Hr1)1  2−rnnd−1.
It turns out that approximation in the uniform metric differs essentially from approximation
in the Lq-metric, 1 < q < ∞, not only in the methods of proof, but also in that the results
are fundamentally different. For example, in approximation in the Lq-metric, 1 < q < ∞, the
partial Fourier sums SQn(f) give the order of the best approximation EQn(f)q and thus, if we
are not interested in the dependence of EQn(f)q on q, then we can confine ourselves to the
study of SQn(f).
In the univariate case and the uniform metric the partial sums of the Fourier series give
good approximation for the functions in the classes W rp and Hrp , 1 < p <∞:
En(F )∞  sup
f∈F
∥∥f − Sn(f)∥∥∞,
where F denotes either W rp or Hrp .
In the case of the classesWrp and Hrp, 1 < p <∞, not only the Fourier sums do not give the
orders of the least upper bounds of the best approximations in the L∞-norm, but also no linear
method gives the orders of the least upper bounds of the best approximations with respect to
the classes Wrp or Hrp, d ≥ 2, 1 < p <∞ (see [345], Chapter 2, Section 5). In other words, the
operator of the best approximation in the uniform metric by polynomials in T (Qn) cannot be
replaced by any linear operator without detriment to the order of approximation on the classes
Wrp and Hrp, 1 < p <∞.
Let us continue with results on the Besov class Brp,θ. We will see how the third parameter
θ in this class is reflected on the asymptotic order of EQn(Brp,θ)q.
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Theorem 4.9. Let 1 < p, q <∞, 1 ≤ θ <∞, r > (1/p− 1/q)+. Then we have
EQn(B
r
p,θ)q 

2−(r−1/p+1/q)n n(1/q−1/θ)+(d−1), p < q;
2−rn, q ≤ p, θ ≤ min{2, p};
2−rn n(1/2−1/θ)(d−1), q ≤ p, p ≥ 2, θ > 2;
2−rn n(1/p−1/θ)(d−1), p = q < 2, θ > p.
Theorem 4.9 was proved in [89]. The upper bounds are realized by the approximation by
the operator SQn . Although in the case q ≤ p, θ < min{2, p}, Brp,θ  Wrp, we still have
EQn(B
r
p,θ)q  EQn(Wrp)q. While in the case q ≤ p, θ > min{2, p} where Brp,θ 6⊂Wrp and the
approximation properties of Brp,θ are closer to those of H
r
p, the asymptotic order of EQn(Brp,θ)q
has the additional logarithm term n(1/min{2,p}−1/θ)(d−1).
Theorem 4.10. Let 1 ≤ p <∞, 1 ≤ θ <∞, r > 0. Then we have
EQn(B
r
p,θ)1 
2
−rn n(1/p−1/θ)+(d−1), p ≤ 2,
2−rn, p > 2, θ ≤ 2 .
Theorem 4.10 was proved in the case p = 1 in [275] and in the case 1 < p ≤ 2 in [280]. In
the case p > 2 and θ ≤ 2 the upper bound follows from the embedding of the Brp,θ into Wr2
and Theorem 4.4. The lower bound in this case is trivial. Similarly to Theorem 4.9, the upper
bounds in this theorem are realized by the approximation by the operator SQn . The lower
bounds are proved by the construction of a “fooling” test function.
Theorem 4.11. Let 1 ≤ p ≤ 2, 1 ≤ θ ≤ 2, r > 1/p. Then we have
EQn(B
r
p,θ)∞  2−(r−1/p)n. (4.5)
Theorem 4.11 was proved in [280]. The upper bound follows from the embedding of the
Brp,θ into W
r−1/p+1/2
2 and Theorem 4.5. The lower bound follows from relation (4.5) for the
univariate case (d = 1).
We note that in some cases the upper bounds are trivial. For instance, in the case θ = 1,
using the Nikol’skii inequalities, we obtain for 1 ≤ p ≤ q ≤ ∞, r > 1/p− 1/q, that
EQn(f)q ≤
∑
|s|1≥n
‖As(f)‖q .
∑
|s|1≥n
2|s|1(1/p−1/q)‖As(f)‖p
≤ 2(−r+1/p−1/q)n
∑
|s|1≥n
2r|s|1‖As(f)‖p  2(−r+1/p−1/q)n‖f‖Brp,1 .
The corresponding lower bounds follow from the univariate case. Thus, we obtain for 1 ≤ p ≤
q ≤ ∞, r > 1/p− 1/q (see [89] for q <∞ and [281] for q =∞)
EQn(B
r
p,1)q  2(−r+1/p−1/q)n.
In other cases the lower bounds follow from the corresponding examples, used for the H
classes, and a simple inequality for f ∈ T (∆Qn)
‖f‖Brp,θ . n(d−1)/θ‖f‖Hrp . (4.6)
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For instance, in this way we obtain (see [281])
EQn(B
r
∞,θ)q  2−rnn(
1
2
− 1
θ )+(d−1)
for 1 < q <∞, r > 0, 1 ≤ θ <∞;
EQn(B
r
p,θ)1  2−rnn(
1
2
− 1
θ )
if d = 2 and 2 < θ <∞, 2 < p ≤ ∞, r > 0; and (see [282])
EQn(B
r
∞,θ)∞  2−rnn1−
1
θ
if d = 2 and 1 ≤ θ <∞, r > 0.
Here is a result from [278].
Theorem 4.12. Let 1 < q <∞, r > 1− 1q , 1 ≤ θ <∞. Then we have
EQn(B
r
1,θ)q  2−
(
r−1+ 1
q
)
n
n
(
1
q
− 1
θ
)
+
(d−1)
.
We note that the upper bounds in Theorem 4.12 are derived from Theorem 2.11.
4.3 The Kolmogorov widths
We begin with results on Wrp classes. Denote
r(p, q) :=
{
(1/p− 1/q)+ for 1 ≤ p ≤ q ≤ 2; 1 ≤ q ≤ p ≤ ∞,
max{1/2, 1/p} otherwise .
Theorem 4.13. Let r(p, q) be as above. Then for 1 < p, q <∞, r > r(p, q)
dm(W
r
p, Lq) 
(
(logm)d−1
m
)r−(1/p−max{1/2,1/q})
+
.
As we already mentioned in the Introduction in the case p = q = 2 Theorem 4.13 follows
from a general result by Babenko [6] and in the case 1 < p = q < ∞ it was proved by
Mityagin [236]. Note that in [236] only the case of natural r was considered. The result was
extended to real r in [133]. In the case 1 < p < q ≤ 2 the theorem was obtained in [330]
and [336]. In the case 1 < p < q < ∞, 2 ≤ q < ∞ it was obtained in [331] and [339]. In
the case 1 < q < p < ∞ Theorem 4.13 was proved in [137]. In all cases 1 < p ≤ q ≤ 2 and
1 < q ≤ p < ∞, included in Theorem 4.13, the upper estimates follow from approximation by
the hyperbolic cross polynomials from T (Qn) with m  |Qn|, |Qn| ≤ m.
In the case 2 ≤ p ≤ q < ∞ we encounter an interesting and important phenomenon in
Theorem 4.13. The main rate of convergence is r and the rate does neither depend on p nor
on q. In the univariate case this effect has been first observed by Kashin in his seminal paper
[195]. It makes use of the Maiorov discretization technique [228] where the problem of n-widths
for function classes is reduced to the study of n-widths in finite dimensional normed spaces, see
Theorem 4.16 below. In the multivariate case (suppose 2 ≤ p ≤ q <∞) the proof of Theorem
4.13 (and Theorem 4.17 below) is based on the following result.
Theorem 4.14. One has the estimate
dm
(T (N, d)2, L∞) . (ϑ(N)/m)1/2 ln(eϑ(N)/m))1/2.
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We illustrate on the example of estimating from above the dm(Wr2, Lq), 2 ≤ q < ∞, how
Theorem 4.14 is applied. First of all, we derive the following lemma from Theorem 4.14.
Lemma 4.15. Let 2 ≤ q <∞. We have for ∆Qn := Qn \Qn−1
dm(T (∆Qn)2, Lq) . (|∆Qn|/m)1/2(ln(e|∆Qn|/m))1/2.
Proof . By Corollaries 1 and 2 of the Littlewood-Paley theorem it is easy to see that
dm(T (∆Qn)2, Lq) . max
s∈θn
d[m/|θn|](T (ρ(s))2, Lq),
where θn := {s : |s|1 = n}. Applying Theorem 4.14 we obtain Lemma 4.15. 
Second, let r > 1/2 and κ > 0 be such that r > 1/2 + κ. For n ∈ N set
ml := [|∆Qn|2κ(n−l)], l = n+ 1, . . . ;
m := |Qn|+
∑
l>n
ml ≤ C(κ, d)2nnd−1.
Then
dm(W
r
2, Lq) ≤
∑
l>n
dml(T (∆Ql)2, Lq)2−rl . 2−rn  m−r(logm)(d−1)r.
Theorem 4.14 is a corollary of the following fundamental result of Kashin [195], Gluskin
[146] and Garnaev, Gluskin [144]. See also [54], [258] and the recent papers [403], [126] for dual
versions of the result.
Theorem 4.16. For any natural numbers d,m, m < d we have
dm(B
d
2 , `
d
∞) ≤ Cm−1/2
(
ln(ed/m)
)1/2
.
Theorem 4.14 is derived from Theorem 4.16 by discretization using the multivariate version
of the Marcinkiewicz Theorem 2.17 from Section 2. We note here that it would be natural to try
to apply the discretization technique to the hyperbolic cross polynomials in T (Qn). However,
it follows from the discussion in Subsection 2.5 of Section 2 that this way does not work. This
brings technical difficulties in the analysis of the case 2 < q <∞.
We note that the proof of Theorem 4.16 both in [195] and in [144] is probabilistic. The
authors prove existence of matrices with special properties. This makes Theorem 4.16 and all
results obtained with its help non-constructive. It turns out that matrices similar to those
constructed in [195] and [144] are very important in sparse approximation, namely, in com-
pressed sensing [127], [373]. Such matrices are called the matrices with the Restricted Isometry
Property (RIP) or simply the RIP matrices. The reader can find a discussion of such matrices
and an introduction to compressed sensing in [127, Chapt. 6 & 9], [373, Chapt. 5], [126]. We
point out that the problem of deterministic construction of good (near optimal) RIP matrices
is a fundamental open problem of the compressed sensing theory, see [127, p. 170].
The lower bounds in the case 1 < p < q ≤ 2 in Theorem 4.13 required a new technique. A
new element of the technique is that in the multivariate case a subspace, from which we choose
a “bad” function, depends on the system ϕ1, . . . , ϕm of functions used for approximation in the
definition of the Kolmogorov width. In the univariate case we can always take a “bad” function
from T (n) with appropriate n  m.
Let us now proceed with some limiting cases.
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Theorem 4.17. Let r > 1 and 2 ≤ q <∞. Then
dm(W
r
1, Lq) 
(
(logm)d−1
m
)r−1/2
(logm)(d−1)/2.
This theorem was obtained in [331] and [339].
Theorem 4.18. For all 1 ≤ q <∞ and r > 0 we have
dm(W
r
∞, Lq)  m−r(logm)r(d−1).
The upper bounds in Theorem 4.18 follow from the case 1 < p = q <∞. The corresponding
lower bounds in Theorem 4.18 were proved in [198] in the case 1 < q < ∞ and in [199] in the
case q = 1. These proofs are based on finite dimensional geometry results on volume estimates
(see Subsection 2.5 of Section 2). As a corollary of the lower bound in Theorem 4.18 and upper
bounds from Theorem 4.13 we obtain the following result.
Theorem 4.19. For all 1 < p ≤ ∞ and r > 0 we have
dm(W
r
p, L1)  m−r(logm)r(d−1).
The first result on the right order of dm(Wrp, L∞) was obtained in [361] in the case d = 2.
Theorem 4.20. Let d = 2 and 2 ≤ p ≤ ∞, r > 1/2. Then
dm(W
r
p, L∞)  m−r(logm)r+1/2.
The most difficult part of Theorem 4.20 is the lower bounds. The proof of the lower bounds
is based on the Small Ball Inequality (see (2.27)) from Section 2). In the case 2 ≤ p < ∞
Theorem 4.20 is proved in [361] and in the case p =∞ in [362]. The region
R1 := {(1/p, 1/q) : 0 < 1/p ≤ 1/q < 1 or 1/2 ≤ 1/q ≤ 1/p < 1}
is covered by Theorem 4.13. For this region the upper bounds follow from Theorem 4.4,
which means that in this case the subspaces T (Qn) of the hyperbolic cross polynomials are
optimal in the sense of order. Theorem 4.13 shows that for the region R2 := (0, 1)2 \ R1 the
subspaces T (Qn) are not optimal in the sense of order. Theorem 4.13 gives the orders of the
dm(W
r
p, Lq) for all (1/p, 1/q) from the open square (0, 1)2 under some restrictions on r. The
situation on the boundary of this square is more difficult. Theorem 4.17 covers the segment
S1 := {(1, 1/q) : 0 < 1/q ≤ 1/2}. The segment S2 := {(0, 1/q) : 0 < 1/q ≤ 1} is covered
by Theorem 4.18. The segment S3 := {(1/p, 1) : 0 ≤ 1/p < 1} is covered by Theorem 4.19.
Finally, the segment S4 := {(1/p, 0) : 0 ≤ 1/p ≤ 1/2} in the case d = 2 is covered by Theorem
4.20. In all other cases the right order of the dm(Wrp, Lq) is not known.
Let us discuss an extension of Theorem 4.20 to the case d ≥ 3. The following upper bounds
are known (see [34], the book [390], and [118] for the special case r = 1)
dm(W
r
p, L∞) . m−r(logm)(d−1)r+1/2, 2 ≤ p ≤ ∞, r > 1/2.
Recent results on the Small Ball Inequality for the Haar system (see [38], [39]) allow us to
improve a trivial lower bound to the following one for r = 1 and all p <∞, d ≥ 3:
dm(W
1
p, L∞) & m−1(logm)d−1+δ(d), δ(d) > 0.
Theorem 4.20 and the above upper and lower bounds support the following
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Conjecture 4.21. Let d ≥ 3, 2 ≤ p ≤ ∞, r > 1/2. Then
dm(W
r
p, L∞)  m−r(logm)(d−1)r+1/2 .
We summarize the above results on the dm(Wrp, Lq) in the following figure.
1
p
1
q
1
2
1
2
(
(logm)d−1
m
)r−( 1
p
− 1
q
)+
(
(logm)d−1
m
)r−( 1
p
− 1
2
)+
Hyperbolic cross optimal
1
1
Figure 4: The asymptotical order of dm(Wrp, Lq)
A straight line on the boundary indicates that in the respective parameter region the correct
order is known. In the dashed line region we do not know the correct order.
We now proceed to classes Hrp. The first result on the right order of the Kolmogorov width
for Hrp classes was obtained in [330]. The proper lower bound for dm(Hr∞, L2) was proved in
[330].
Theorem 4.22. Let r(p, q) be the same as in Theorem 4.13. Then for 1 < p ≤ q < ∞,
r > r(p, q)
dm(H
r
p, Lq) 
(
(logm)d−1
m
)r−(1/p−max{1/2,1/q})
+
(logm)(d−1) max{1/2,1/q}.
In the case 1 ≤ p < 2, q = 2 Theorem 4.22 was obtained in [336]. In the case 1 < p < q <∞,
q ≥ 2 – in [331] and [339]. In the case 1 < p ≤ q < 2 – in [140].
Theorem 4.23. Let 1 < q < p ≤ ∞, p ≥ 2 and r > 0. Then
dm(H
r
p, Lq) 
(
(logm)d−1
m
)r
(logm)(d−1)/2.
In the case 2 ≤ q ≤ p ≤ ∞, q < ∞, Theorem 4.23 was obtained in [330]. In the case
1 < q < 2 ≤ p < ∞ Theorem 4.23 was obtained in [137], [136] and in [88]. In the case p = ∞
and 1 < q <∞ – in [347] and [349].
Theorem 4.24. Let 2 ≤ q <∞, r > 1. Then
dm(H
r
1, Lq) 
(
(logm)d−1
m
)r−1/2
(logm)(d−1)/2.
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This theorem is from [331] and [339].
Theorem 4.25. Let 2 ≤ p ≤ ∞, r > 0. Then
dm(H
r
p, L1) 
(
(logm)d−1
m
)r
(logm)(d−1)/2.
The upper bounds in Theorem 4.25 follow from the upper bounds for EQn(Hr2)2 from
Theorem 4.6. It was observed in [34] that the lower bounds follow from the corresponding
lower bounds for the entropy numbers k(Hr∞, L1) from [347] and [349].
Theorem 4.26. Let d = 2, 2 ≤ p ≤ ∞ and r > 1/2 when p < ∞, and r > 0 when p = ∞.
Then
dm(H
r
p, L∞)  m−r(logm)r+1.
The most difficult part of Theorem 4.26 is the lower bounds for p = ∞. The proof of the
lower bounds is based on the Small Ball Inequality (see (2.27) from Section 2). Theorem 4.26
is proved in [361] with the assumption r > 0 for the lower bounds in case p =∞ and with the
assumption r > 1/2 for the upper bounds. We note that in case p = ∞ the matching upper
bounds follow from Theorem 4.8 under assumption r > 0.
In case d ≥ 3 the right order of the dm(Hrp, L∞), 2 ≤ p ≤ ∞, is not known. The following
upper bounds are known (see [34, 35])
dm(H
r
p, L∞) . m−r(logm)(d−1)(r+1/2)+1/2, 2 ≤ p ≤ ∞, r > 1/2.
Theorem 4.26 and the above upper bounds support the following conjecture.
Conjecture 4.27. Let d ≥ 3, 2 ≤ p ≤ ∞, r > 1/2. Then
dm(H
r
p, L∞)  m−r(logm)(d−1)(r+1/2)+1/2.
We summarize the above results on the dm(Hrp, Lq) in the following picture.
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Figure 5: The asymptotical order of dm(Hrp, Lq)
The region P1 := {(1/p, 1/q) : 0 ≤ 1/p < 1/q < 1, 1/p ≤ 1/2} is covered by Theorem 4.23.
For this region the upper bounds follow from Theorem 4.6. Therefore, in this case the subspaces
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T (Qn) are optimal in the sense of order. In the case of region P2 := {(1/p, 1/q) : 1/2 < 1/p <
1/q ≤ 1} the right order of dm(Hrp, Lq) is not known. The region P3 := {(1/p, 1/q) : 0 < 1/q ≤
1/p < 1} is covered by Theorem 4.22. The boundary segment A1 := {(1, 1/q) : 0 < 1/q ≤ 1/2}
is covered by Theorem 4.24, the segment A2 := {(1/p, 1) : 0 ≤ 1/p ≤ 1/2} is covered by
Theorem 4.25, and, finally, the segment A3 := {(1/p, 0) : 0 ≤ 1/p ≤ 1/2} in the case d = 2 is
covered by Theorem 4.26. In all other cases the right orders of dm(Hrp, Lq) are not known.
Let us continue with results on dm(Brp,θ, Lq). As for EQn(B
r
p,θ)q, the third parameter θ is
reflected on the asymptotic order of dm(Brp,θ, Lq).
Theorem 4.28. Let r > 0, 1 < p ≤ q <∞, 1 ≤ θ <∞, β := 1/p−1/q1−2/q . Then we have
dm(B
r
p,θ, Lq) 
(
(logm)d−1
m
)r−[1/p−max{1/2,1/q}]+
(logm)(d−1)δ,
where
δ :=

(1/2− 1/θ)+, if 2 ≤ p < q, r > β,
[max{1/2, 1/q} − 1/θ]+, if p ≤ q ≤ 2, r > 1/p− 1/q, or
p ≤ 2 < q, r > 1/p.
In Theorem 4.28, the cases 2 ≤ p < q and p ≤ 2 < q were proved in [143], the upper bound
of the case p ≤ q ≤ 2 was proved in [89, 90], the lower bound of the case p ≤ q ≤ 2 was proved
in [271] for θ ≥ 1.
Theorem 4.29. Let r > 0, 1 ≤ θ <∞. Let 2 ≤ q ≤ p <∞ or 1 < q < 2 ≤ p <∞ and θ ≥ 2.
Then we have
dm(B
r
p,θ, Lq) 
(
(logm)d−1
m
)r
(logm)(d−1)(1/2−1/θ)+ .
In Theorem 4.29, the upper bounds were proved in [89, 90], the lower bounds were proved
in [143].
Let us give a brief comment on the proofs of Theorems 4.28 and 4.29 for which 1 < p, q <∞.
For details, the reader can see [89, 90, 143, 271]. We first treat the upper bounds. The cases
p ≤ q ≤ 2, 2 ≤ q ≤ p <∞ and 1 < q < 2 ≤ p <∞ are derived from the linear approximation
by the operators SQn , the case p ≤ 2 < q can be reduced by the embedding Brp,θ ↪→ Br−1/p+1/22,θ
(see Lemma 3.12) to the case 2 ≤ p < q. By using Corollary 11.8 the case 2 ≤ p < q can
be reduced to the upper bounds of Kolmogorov widths of finite-dimensional sets which can
be estimated by the following Kashin-Gluskin’s Lemma 4.30, see [195], [146] below. Below, in
Lemmas 4.30-4.34, Theorem 4.16 and Lemma 4.51 we will state results on n-widths and linear
widths of finite dimensional sets. For a rather complete survey on these results see e.g. Vybíral
[403].
Lemma 4.30. Let 2 ≤ p < q < ∞ and 1/p + 1/q ≥ 1 and β := 1/p−1/q1−2/q . Then we have for
n > m,
dm(B
n
p , `
n
q )  min{1, n2β/qm−β}.
Notice also that the restriction on the smoothness r > β in the case 2 ≤ p < q is important
in the proof of the upper bound, for details see [146].
We next consider the lower bounds in Theorem 4.29. The cases p ≤ q ≤ 2, 2 ≤ q ≤ p <∞
and 1 < q < 2 ≤ p < ∞ can be reduced to the Kolmogorov widths of finite-dimensional sets
which can be upper estimated for the cases 2 ≤ q ≤ p < ∞ and 1 < q < 2 ≤ p < ∞ by
Pietsch-Stesin’s lemma below. The cases 2 ≤ p < q, p ≤ 2 < q can be reduced by the norm
inequality ‖ · ‖q ≥ ‖ · ‖2 to the cases p ≤ q ≤ 2, p ≥ q ≥ 2 with q = 2.
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Lemma 4.31. Let 1 ≤ q ≤ p ≤ ∞. Then we have for n > m,
dm(B
n
p , `
n
q )  (n−m)1/q−1/p.
For the case p ≤ q ≤ 2, the upper bounds of Kolmogorov widths of finite-dimensional sets
are estimated by Kolmogorov-Petrov-Smirnov-Mal’tsev-Stechkin’s equation dm(Bn1 , `n2 ) = (1−
m/n)−1/2 (see, e.g., [143] for references).
Another important tool is given by Galeev’s lemma [143] below. Let for 1 ≤ p, q ≤ ∞ the
finite dimensional normed space `n,sp,q of vectors x ∈ Rsn be equipped with the norm
‖x‖`n,sp,q :=
( s∑
j=1
( ∑
(j−1)n<k≤jn
|xk|p
)q/p)1/q
.
Bn,sp,q denotes its unit ball.
Lemma 4.32. Let 1 < q <∞. Then we have for m ≤ ns/2 that
dm(B
n,s
1,∞, `
n,s
2,q )  s1/q.
Izaak [185, 186] extended the above result to q = 1 and obtained the following.
Lemma 4.33. For m ≤ ns/2 it holds
s
√
log log s
log s
. dm(Bn,s1,∞, `
n,s
2,1) . s.
The case q = 1 is particularly important for proving some of the sharp lower bounds for
the linear widths of the Hölder-Nikolskii classes in Theorem 4.46 below. See the proof of the
main theorem in [142]. Note that there is a very tiny gap in the result by Izaak which has been
closed only recently by Malykhin and Ryutin [232] with a new method based on a probabilistic
argument. In fact, we have
Lemma 4.34. For m ≤ ns/2 it holds
dm(B
n,s
1,∞, `
n,s
2,1)  s.
Theorem 4.35. Let 1 < q ≤ 2, r > 1 − 1/q, 1 ≤ θ ≤ q or 2 ≤ q < ∞, r > 1, 1 ≤ θ < ∞.
Then we have
dm(B
r
1,θ, Lq) 
(
(logm)d−1
m
)r−[1−max{1/2,1/q}]+
(logm)(d−1)δ,
where
δ :=
(1/2− 1/θ)+, if 2 ≤ q <∞,0, if 1 < q ≤ 2.
Theorem 4.35 is proved in [276].
Theorem 4.36. Let r > 0. Then we have
dm(B
r
∞,1, L∞) 
(
(logm)d−1
m
)r
.
Theorem 4.36 was proved in [277]. Notice that in both Theorems 4.35 and 4.36 the upper
bounds are derived from the linear approximation by the operators VQn . We note that the
following relation
dm(B
r
∞,1, Lq) 
(
(logm)d−1
m
)r
, 2 ≤ q ≤ ∞
holds. The upper bounds are derived from the linear approximation by the operators VQn . The
lower bounds follow from Example 1 of Chapter 3 in [357].
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4.4 Orthowidths
We begin with the classes Wrp. For numbers m and r and parameters 1 ≤ p, q ≤ ∞ we define
the functions
w(m, r, p, q) :=
(
m−1(logm)d−1
)r−(1/p−1/q)+(logm)(d−1)ξ(p,q),
where (a)+ := max{a, 0} and
ξ(p, q) =

0 for 1 < p ≤ q <∞, 1 ≤ q < p ≤ ∞,
1− 1/p for 1 < p ≤ ∞, q =∞,
1/q for p = 1, 1 ≤ q ≤ ∞.
Theorem 4.37. Suppose that r > (1/p− 1/q)+ and (p, q) 6= (1, 1), (∞,∞), (1,∞). Then
ϕm(W
r
p, Lq)  w(m, r, p, q),
and orthogonal projections SQn onto the subspaces T (Qn) of trigonometric polynomials with
harmonics in the step hyperbolic crosses with n such that |Qn| ≤ m, |Qn|  m give the order
of the quantities ϕm(Wrp, Lq).
Theorem 4.37 in the case 1 < p ≤ q <∞ was obtained in [331] and [339] and in the general
case in [347] and [349].
The following theorem from [5] covers the case (p, q) = (1, 1) or (∞,∞).
Theorem 4.38. The following order estimates hold for p = 1 and p =∞
ϕm(W
r
p, Lp)  m−r(logm)(d−1)(r+1), r > 0.
The only case, which is not completely studied, is the case p = 1 and q =∞. We have here
the following partial result, which shows an interesting behavior of ϕm(Wr1, L∞) in this case.
Theorem 4.39. For odd r > 1 and arbitrary d we have
ϕm(W
r
1, L∞) 
(
m−1(logm)d−1
)r−1
,
and for even r and d = 2 we have
ϕm(W
r
1, L∞)  m1−r(logm)r.
We now proceed to classes Hrp. For numbers m and r and parameters 1 ≤ p, q ≤ ∞ we
define the functions
h(m, r, p, q) =
(
m−1(logm)d−1
)r−(1/p−1/q)+(logm)(d−1)η(p,q),
where
η(p, q) =

1/q for 1 < p < q <∞; p = 1, 1 ≤ q <∞;
1 for 1 ≤ p ≤ ∞, q =∞;
1/2 for 1 ≤ q ≤ p ≤ ∞, p ≥ 2, q <∞;
1/q for 1 ≤ q ≤ p ≤ 2.
54
Theorem 4.40. Suppose that r > (1/p− 1/q)+ and (p, q) 6= (1, 1), (∞,∞). Then
ϕm(H
r
p, Lq)  h(m, r, p, q)
and subspaces, optimal in the sense of order, are given by T (Qn) with appropriate n (as in
Theorem 4.37).
Theorem 4.40 in the case 1 ≤ p < q < ∞ and 1 < p = q ≤ 2 was obtained in [331] and
[339]. In the case 1 < q < p < 2 it was proved in [138]. In the general form it was obtained in
[347] and [349].
The following theorem from [5] covers the case (p, q) = (1, 1) or (∞,∞).
Theorem 4.41. The following order estimates hold for p = 1 and p =∞
ϕm(H
r
p, Lp)  m−r(logm)(d−1)(r+1), r > 0.
In the cases p = q = 1 and p = q = ∞ the operators SQn do not provide optimal in the
sense of order approximation for classes W and H. In these cases other orthonormal system
– the wavelet type system of orthogonal trigonometric polynomials – was used (see [5]). The
proofs of upper bounds in Theorems 4.38 and 4.41 are based on the approach discussed in the
beginning of Subsection 4.2 (see Proposition 4.1).
The main point of the proof of Theorems 4.37 and 4.40 is in lower bounds. The lower bound
proofs are based on special examples. Some of these examples are simple, like, ei(k0,x) with
k0 determined by the system u1, u2, . . . , um from the definition of the orthowidth ϕm. Other
examples are more involved. For instance, a function g(x+ y∗) of the form
g(x) :=
∑
s∈θ1n
ei(k
s,x),
with y∗, {ks}s∈θ1n , θ1n ⊂ θn := {s : |s|1 = n} are determined by the system u1, u2, . . . , um. The
reader can find a detailed discussion of these examples in [349] and [357].
We note that the case 1 ≤ q < p < 2 turns out to be difficult for classes Hrp. Even the
corresponding result for EQn(Hrp)q was difficult and required a new technique. The right order
of the Kolmogorov widths in this case is still unknown.
We now proceed to classes Brp,θ. For numbers m and r and parameters 1 < p, q < ∞,
1 ≤ θ <∞, we define the functions
g(m, r, p, q, θ) =
(
(logm)d−1
m
)r−(1/p−1/q)+
(logm)(d−1)δ(p,q,θ),
where
δ(p, q, θ) =

(1/q − 1/θ)+ if p < q;
1 if q ≤ p, θ ≤ min{p, 2};
1/2− 1/θ if q ≤ p, p ≥ 2, θ ≥ 2;
(1/p− 1/θ)+ if q ≤ p ≤ 2.
Theorem 4.42. Let 1 < p, q <∞, 1 ≤ θ <∞, r > (1/p− 1/q)+. Then
ϕm(B
r
p,θ, Lq)  g(m, r, p, q, θ)
and subspaces, optimal in the sense of order, are given by T (Qn) with appropriate n (as in
Theorem 4.37).
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Theorem 4.42 was obtained in [90] excepting the cases q < p ≤ 2 and q = p ≤ 2, q > θ. The
upper bounds of the last two cases were proved in [89], the lower bounds follow from a result
on nuclear widths in [141] (the nuclear width which is smaller than orthowidth is defined in a
way similar to the definition of orthowidth by replacing orthogonal projectors by more general
nuclear operators, for details see [141]).
Theorem 4.43. Let 1 < p ≤ ∞, 1 ≤ θ <∞, r > 0. Then
ϕm(B
r
p,θ, L1) 
(
(logm)d−1
m
)r
(logm)(d−1)(1/p−1/θ)+
and subspaces, optimal in the sense of order, are given by T (Qn) with appropriate n (as in
Theorem 4.37).
Theorem 4.43 was proved in [280].
The lower bounds (the main part) in the following result (see [282]) follow from (4.6) and
the corresponding example for the class Hrp.
Theorem 4.44. Let 1 ≤ p <∞, r > 1p , 1 ≤ θ <∞. Then
ϕm(B
r
p,θ, L∞) 
(
(logm)d−1
m
)r− 1
p
(logm)(d−1)(1−
1
θ ) ,
and subspaces, optimal in the sense of order, are given by T (Qn) with appropriate n (as in
Theorem 4.32).
The right orders of the ϕm(Brp,θ, Lq) in the cases p = q = 1 and p = q = ∞, where the
wavelet-type systems are used to prove the upper bounds, were obtained by D.B. Bazarkhanov
(see [25, 26]). D.B. Bazarkhanov also obtained right orders of the Fourier widths for the
Triebel-Lizorkin classes.
Results of Subsection 4.4 on the orthowidths show that if we want to approximate classes
Wrp orHrp in Lq with (p, q) distinct from (1, 1) and (∞,∞) by operators of orthogonal projection
of rank m = |Qn|, then the best (in the sense of order) operator is SQn . The operator SQn
is a very natural operator for approximating classes Wrp and Hrp. Therefore, we can ask the
following question: How much can we weaken the assumption that the rank m = |Qn| linear
operator is an orthogonal projection and still get that SQn is the best (in the sense of order)?
Here is a result in this direction. In [357] along with the quantities ϕm(F, Lp) we consider the
quantities
ϕBm(F, Lq) = inf
G∈Lm(B)q
sup
f∈F∩D(G)
∥∥f −G(f)∥∥
q
,
where B ≥ 1 is a number and Lm(B)q is the set of linear operators G with domains D(G) con-
taining all trigonometric polynomials, and with ranges contained in an m-dimensional subspace
of Lq, such that ‖Gei(k,x)‖2 ≤ B for all k. It is clear that Lm(1)2 contains the operators of
orthogonal projection onto m-dimensional subspaces, as well as operators given by multipliers
{λl} with |λl| ≤ 1 for all l with respect to an orthonormal system of functions. It is known (see
[357]) that in the case (p, q) distinct from (1, 1) and (∞,∞) SQn gives the order of ϕBm(F, Lq)
for both F = Wrp and F = Hrp. Another result of that same flavor is about nuclear widths
mentioned above (see [141]).
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4.5 The linear widths
As in the previous subsections, we begin with results on classes Wrp.
Theorem 4.45. Let r > (1/p− 1/q)+, 1 < p <∞ and 1 ≤ q <∞. Then we have
λm(W
r
p, Lq) 

(
(logm)d−1
m
)r−(1/p−1/q)+
, for q ≤ 2, or p ≥ 2;(
(logm)d−1
m
)r−1/p+1/2
, for 1/p+ 1/q ≥ 1, q > 2, r > 1/p;(
(logm)d−1
m
)r−1/2+1/q
, for 1/p+ 1/q ≤ 1, p < 2, r > 1− 1/q.
(4.7)
Theorem 4.45 for 1 < q < ∞ was proved by Galeev [139, 142], and for q = 1 by Ro-
manyuk [280]. It is interesting to notice that by puttingM = m
(logm)d−1 , the relations (4.7) look
like the asymptotic order of λm(W rp , Lq) in the univariate case (d = 1), see e.g. [120].
We summarize the above results on the λm(Wrp, Lq) in the following picture.
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Figure 6: Comparison of λm(Wrp, Lq) and dm(Wrp, Lq)
The region
R1 := {(1/p, 1/q) : 0 < 1/p ≤ 1/2, or 1/2 ≤ 1/q ≤ 1}
is covered by Theorem 4.45. For this region the upper bounds follow from Theorem 4.4 and
the fact that the operators SQn are uniformly bounded from Lq to Lq, 1 < q < ∞. It means
that in this case the subspaces T (Qn) of the hyperbolic cross polynomials are optimal in the
sense of order. Theorem 4.45 shows that for the small square (1/2, 1)× (0, 1/2) the subspaces
T (Qn) are not optimal in the sense of order. Theorem 4.45 gives the orders of the λm(Wrp, Lq)
for all (1/p, 1/q) from the square (0, 1)× (0, 1] under some restrictions on r. In all other cases
the right orders of λm(Wrp, Lq) are not known (see Open problem 4.8).
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Theorem 4.46. Let 1 ≤ p, q ≤ ∞ and r > (1/p− 1/q)+. Then we have
λm(H
r
p, Lq)


(
(logm)d−1
m
)r
(logm)(d−1)/2, for 1 ≤ q ≤ p ≤ ∞,
p ≥ 2, q <∞;(
(logm)d−1
m
)r−1/p+1/q
(logm)(d−1)/q, for 1 < p ≤ q ≤ 2;
2 ≤ p < q <∞;(
(logm)d−1
m
)r−1/p+1/2
(logm)(d−1)/2, for 1/p+ 1/q ≥ 1,
2 < q <∞, r > 1/p;(
(logm)d−1
m
)r−1/2+1/q
(logm)(d−1)/q, for 1/p+ 1/q < 1, q <∞,
1 < p ≤ 2, r > 1− 1/q.
The first line is due to Temlyakov [349]. We make a remark on this result, which is Theorem 3.2
from [349]. The most important part of this result is the lower bound for λm(Hr∞, L1), which
is proved in [349]. For the upper bounds in Theorem 3.2 from [349] the reference is given.
However, it is not pointed out there that the upper bounds are proved for q < ∞. In other
words, the condition q < ∞ is missing there. In the case p = q = ∞ the following relation
holds for d = 2, r > 0
λm(H
r
∞, L∞)  m−r(logm)r+1.
Comments on the lower bound are given after Theorem 4.26 above. Approximation by VQn
with an appropriate n implies the upper bound. The right order of λm(Hr∞, L∞) in case d ≥ 3
is not known. The cases 1 < p ≤ q ≤ 2 as well as 1/p + 1/q ≥ 1, 2 < q < ∞, r > 1/p in
Theorem 4.46 are due to Galeev [142]. The remaining cases have been settled very recently by
Malykhin and Ryutin [232]. These authors provided sharp lower bounds (based on Lemma 4.34
above) to well-known upper bounds given by Galeev [142]. Note, that the case 1 ≤ q ≤ p < 2
is still open. For an upper bound we refer the reader to the third case in Theorem 4.6 above.
The fact that the class Hrp are properly larger than the class Wrp is reflected to λm(Hrp, Lq)
by the additional logarithm term (logm)max{1/2,1/q} (d−1). We summarize the above results on
the λm(Hrp, Lq) in the following picture,
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Figure 7: Comparison of λm(Hrp, Lq) and dm(Hrp, Lq)
where α and β refers to the asymptotic order((logm)d−1
m
)α
(logm)(d−1)β.
The region
R1 := {(1/p, 1/q) : 0 < 1/p ≤ min{1/2, 1/q} or 1/2 ≤ 1/q ≤ 1/p ≤ 1}
is covered by Theorem 4.46. For this region the upper bounds follow from Theorem 4.4, which
means that in this case the subspaces T (Qn) of the hyperbolic cross polynomials are optimal
in the sense of order. The region
R2 := {(1/p, 1/q) : 0 < 1/q < 1/p < 1, 1/p+ 1/q ≥ 1}
is covered by Theorem 4.46. Theorem 4.46 shows that for this region the subspaces T (Qn)
are not optimal in the sense of order. Theorem 4.46 gives the orders of the λm(Hrp, Lq) for all
(1/p, 1/q) from the regions R1 and R2 under some restrictions on r. In all other cases the right
orders of λm(Hrp, Lq) are not known (see Open problem 4.8).
Theorem 4.47. Let r > (1/p− 1/q)+, 1 < p, q <∞ and 1 ≤ θ <∞. Then we have
λm(B
r
p,θ, Lq)


(
(logm)d−1
m
)r
(logm)(1/2−1/θ)+(d−1), for 2 ≤ q < p;
q ≤ 2 ≤ p, θ ≥ 2;(
(logm)d−1
m
)r−1/p+1/q
, for 2 ≤ p < q,
2 ≤ θ ≤ q, r > 1− 1/q;(
(logm)d−1
m
)r−1/p+1/q
(logm)(1/q−1/θ)+(d−1), for 1 < p < q ≤ 2;(
(logm)d−1
m
)r−1/p+1/2
(logm)(1/2−1/θ)+(d−1), for 1/p+ 1/q ≥ 1, q ≥ 2,
r > 1/p;(
(logm)d−1
m
)r−1/2+1/q
, for 1/p+ 1/q ≤ 1, 1 < p ≤ 2,
2 ≤ θ ≤ q, r > 1− 1/q.
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It is too complicated to summarize the above results on the λm(Brp,θ, Lq) in a picture, since
there are three parameters p, θ, q (with fixed r) which require a three-dimensional picture.
Theorem 4.48. Let r > 0, 2 ≤ p ≤ ∞ and 2 ≤ θ <∞. Then we have
λm(B
r
p,θ, L1) 
(
(logm)d−1
m
)r
(logm)(1/2−1/θ)(d−1).
Theorem 4.49. Let r > 1− 1/q, 1 < q ≤ 2 and 1 ≤ θ ≤ q. Then we have
λm(B
r
1,θ, Lq) 
(
(logm)d−1
m
)r−1+1/q
(logm)(1/q−1/θ)(d−1).
Theorem 4.50. Let r > 1/2. Then we have
λm(B
r
∞,1, L∞) 
(
(logm)d−1
m
)r
.
In Theorems 4.47 – 4.50, the case 1/p + 1/q ≥ 1, 2 ≤ q < ∞ was proved in[272], the case
q = 1, p ≥ 2 in [280], the other cases were proved in [274].
Let us give a brief comment on the proofs of Theorems 4.45 – 4.50. For details, the reader
can see [142], [272], [274], [280]. For the cases p ≥ 2 or q ≤ 2, the upper bounds are derived
from the linear approximation by the operators SQn , and the lower bounds from the inequality
(4.3) and corresponding lower bounds for Kolmogorov widths in Theorems 4.13 – 4.36. For the
case p ≤ 2 < q the upper bounds can be reduced to the upper bounds of linear n-widths of
finite-dimensional sets which can be estimated by the following Gluskin’s lemma [146].
Lemma 4.51. Let 1 ≤ p < 2 ≤ q <∞ and 1/p+ 1/q ≥ 1. Then we have for n > m,
λm(B
n
p , `
n
q )  max
{
m1/q−1/p, (1− n/m)1/2 min{1,m1/qn−1/2}}.
The lower bounds for the case 1/p+ 1/q ≥ 1, q ≥ 2 can be reduced by the norm inequality
‖ · ‖q ≥ ‖ · ‖2 to the case p ≤ 2, q = 2, for the case 1/p+ 1/q ≤ 1, p ≤ 2 to the upper bounds
of linear n-widths of finite-dimensional sets which can be estimated by Lemma 4.51.
There are cases in which the right order of λm(Brp,θ, Lq) are not known.
4.6 Open problems
We presented historical comments and a discussion of results, including open problems, in the
above text of Section 4. We summarize here the most important comments on open problems.
A number of asymptotic characteristics is discussed in this section: the Kolmogorov widths,
the linear widths, and the orthowidths (the Fourier widths). It seems like the most complete
results are obtained for the orthowidths (see Subsection 4.4). However, even in the case of
orthowidths there are still unresolved problems. We mention the one for the W classes.
Open problem 4.1. Find the order of ϕm(Wr1, L∞) for all r > 1 and d.
Results of Subsection 4.3 show that the right order of the Kolmogorov widths dm(Wrp, Lq) are
known for all 1 < p, q <∞ and r > r(p, q). However, in the case of extreme values of p or q (p
or q takes a value 1 or∞) not much is known, see also Figure 4. Here are some open problems.
Open problem 4.2. Find the order of dm(Wrp, L∞) and dm(Hrp, L∞) for 2 ≤ p ≤ ∞ and
r > 1/p in dimension d ≥ 3.
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Open problem 4.3. Find the order of dm(Wrp, L∞) for 1 ≤ p < 2.
Open problem 4.4 Find the order of dm(Wr1, Lq) for 1 ≤ q < 2.
It turns out that the problem of the right orders of the Kolmogorov widths for the H classes
is more difficult than this problem for the W classes. In addition to some open problems in
the case of extreme values of p and q the following case is not settled.
Open problem 4.5. Find the order of dm(Hrp, Lq) for 1 ≤ q < p < 2, see also Figure 5.
For the linear widths we have a picture similar to that for the Kolmogorov widths. We point
out that the study of approximation of functions with mixed smoothness in the uniform norm
(L∞ norm) is very hard. Even the right orders of approximation by polynomials of special form
– the hyperbolic cross polynomials – are not known in this case.
Open problem 4.6. Find the order of EQn(Wrq)∞ for 2 < q ≤ ∞.
Open problem 4.7. Find the order of EQn(Hr∞)∞ for d ≥ 3.
Open Problem 4.8. Find the right order of λm(Hrp, Lq) in the missing cases in Figure 7.
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5 Sampling recovery
In Section 4 we discussed approximation of functions with mixed smoothness by elements of
finite dimensional subspaces. On the base of three asymptotic characteristics we concluded
that subspaces T (Qn) of the hyperbolic cross polynomials are optimal in the sense of order in
many situations. The Kolmogorov width dm(F, Y ) gives the lower bound for approximation
from any m-dimensional linear subspace. The linear width λm(F, Y ) gives the lower bound
for approximation from any m-dimensional linear subspace by linear operators. Finally, the
orthowidth ϕm(F, Y ) gives the lower bound for approximation from any m-dimensional linear
subspace by operators of orthogonal projections (assuming that the setting makes sense). In
addition, from an applied point of view, restrictions on approximation methods in a form of
linear operator and orthogonal projection, there is one more natural setting. In this setting
we approximate (as above) by elements from finite dimensional subspaces but our methods of
approximation are restricted to linear methods, which may only use the function values at a
certain set of points. We discuss this setting in detail in this section. We begin with precise
definitions. The general goal of this section is to recover a multivariate continuous periodic
function f : Td → C belonging to a function class F from a finite set of m function values. To
be more precise, we consider linear reconstruction algorithms of type
Ψm(f,Xm) :=
m∑
i=1
f(xi)ψi(·)
for multivariate functions. The set of sampling nodes Xm := {xi}mi=1 ⊂ Td and associated
(continuous) functions Ψm := {ψi}mi=1 is fixed in advance. To guarantee reasonable access to
function values we need that the function class F consists of functions or equivalence classes
which have a continuous representative. When considering classes Wrp or Brp,θ the embedding
into C(Td) holds whenever r > 1/p, see Lemma 3.12 above.
As usual we are interested in the minimal error (sampling numbers/widths) in a Banach
space Y
%m(F, Y ) := inf
Xm
inf
Ψm
Ψm(F, Xm)Y , (5.1)
where
Ψm(F, Xm)Y := sup
f∈F
‖f −Ψm(f,Xm)‖Y .
The quantities %m(F, Y ) are called sampling widths or sampling numbers. The following in-
equalities hold
dm(F, Y ) ≤ λm(F, Y ) ≤ %m(F, Y ) , (5.2)
see (4.1) and the relation to the approximation numbers (4.2). Note, that the right inequality
in (5.2) can not directly be deduced from the formal defintion of the linear width, since the
above defined sampling operators do not make sense as operators from Lp to Lp.
There are no general inequalities relating the characteristics ϕm(F, Y ) and %m(F, Y ). In
both cases in addition to the linearity assumption on the approximation operator we impose
additional restrictions but those restrictions are of a very different nature – orthogonal projec-
tions and sampling operators. However, it turns out that similarly to the orthowidth setting,
where T (Qn) are optimal (in the sense of order) in all cases with a few exceptions, the subspaces
T (Qn) are optimal (in the sense of order) from the point of view of %m(F, Y ) in all cases where
we know their right orders.
62
We make a more detailed comment on this issue on the example of the univariate problem.
Classically, the interpolation problem by polynomials (algebraic and trigonometric) was only
considered in the space of continuous functions and the error of approximation was measured
in the uniform norm (here, for notational convenience, we denote it L∞ norm). Restriction to
continuous functions is very natural because we need point evaluations of the function in the
definition of the recovery operator Ψm. We are interested in the recovery error estimates not
only in the uniform norm L∞, but in the whole range of Lq, 1 ≤ q ≤ ∞. It was understood in
the first papers on this topic in the mid of 1980s (see, for instance, [340]) that recovery in Lq,
q <∞, instead of L∞ brings difficulties and new phenomena. However, the problem of optimal
recovery on classes W rp and Hrp in Lq was solved for all 1 ≤ p, q ≤ ∞, r > 1/p (see [357]):
%m(W
r
p , Lq)  %m(Hrp , Lq)  m−r+(1/p−1/q)+ .
Thus, in the univariate case the asymptotic characteristics %m and ϕm behave similarly and the
optimal subspaces for recovery (1 ≤ p, q ≤ ∞) and orthowidth (1 ≤ p, q ≤ ∞, (p, q) 6= (1, 1),
(p, q) 6= (∞,∞)) are the trigonometric polynomials.
It was established in Section 4 that in some cases the right order of the linear width can
be realized by an orthogonal projection operator and in other cases it cannot be realized that
way. It means that in the first case λm(F, Y )  ϕm(F, Y ) and in the second case λm(F, Y ) =
o(ϕm(F, Y )). It is an interesting problem: When the linear width can be realized (in the sense
of order) by a sampling operator? In other words: When λm(F, Y )  %m(F, Y )? Note, that
in the univariate setting an optimal algorithm in the sense of order of λm for the classes W rp
in Lp, 1 < p < ∞, r > 1/p, consists in the standard equidistant interpolation method. In
that sense, λm and %m are equal in order. However, when considering multivariate classes the
notion of “equidistant” is not clear anymore. In other words, what are optimal point sets Xm
in the d-dimensional cube to sample the function and build optimal sampling algorithms in the
sense of order of %m? Is such an operator then also optimal in the sense of order of λm? For
the classes Wrp this represents a well-known open problem.
Let us begin our discussion of known results with Hölder-Nikol’skii classes Hrp. Temlyakov
[332] proved for 1 ≤ p ≤ ∞ and r > 1/p the relation
%m(H
r
p, Lp) . m−r(logm)(r+1)(d−1) . (5.3)
The correct order is not known here, except in the situation d = 2, p = ∞, and r > 1/2,
see Remark 5.14 below. Let the Smolyak-type sampling operators Tn (see Subsection 4.2) be
induced by the univariate linear operators
Ys(f) := R2s(f) := 2
−s−2
2s+2∑
l=1
f(x(l))V2s(x− x(l)), x(l) := pil2−s−1.
Then (5.3) follows from the error bound [332]
sup
f∈Hrp
‖f − Tn(f)‖p . 2−rnnd−1 . (5.4)
Note that with the above specification of Ys we have ∆s(f) ∈ T (2s+1) and Tn(f) ∈ T (Qn+d).
Therefore, (5.4) implies
EQn(H
r
∞)∞ . 2−rnnd−1,
which is known to be the right order in the case d = 2 (see Theorem 4.8). Comparing (5.4)
with Theorem 4.6 we see that the above sampling operator Tn with m  |Qn| does not provide
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the order of best approximation EQn(Hrp)p for 1 < p < ∞. We note that the first result on
recovering by sampling operators of the type of Tn (Somolyak-type operators) was obtained by
Smolyak [309]. He proved the error bound
sup
f∈Wr∞
‖f − Tn(f)‖∞ . 2−rnnd−1 . (5.5)
The error bound (5.5) and similar bound for 1 ≤ p < ∞ follow from (5.4) by embedding, see
(3.13).
The first correct order
%m(H
r
p, Lq)  m−(r−1/p+1/q)(logm)(r−1/p+2/q)(d−1) , m ∈ N , (5.6)
for 1 < p < q ≤ 2, r > 1/p, was proven by Dinh Du˜ng [93]. The upper bound is given by the
above sampling operator Tn with m  |Qn|: for 1 ≤ p < q <∞,
sup
f∈Hrp
‖f − Tn(f)‖q . 2−(r−1/p+1/q)nn(d−1)/q. (5.7)
The proof is based on the case p = q, discussed above, and Remark 2.12 to Theorem 2.11 (see
inequality (2.22)). Indeed, f ∈ Hrp implies ‖vj(f)‖p . 2−r|j|1 (see (5.16) below). Application
of inequality (2.22) completes the proof. The lower bound for 1 < p < q ≤ 2 follows from the
inequality %m ≥ dm and the lower bound of dm(Hrp, Lq) for 1 < p < q ≤ 2 obtained by Galeev
[140]. Comparing (5.7) with Theorem 4.6 we see that the sampling operator Tn provides the
best order of approximation EQn(Hrp)q in the case 1 ≤ p < q <∞.
Surprisingly, even in the Hilbert space setting, i.e., for Sobolev classes Wr2 there are only
partial results for %m(Wr2, L2). Let us mention the following result due to Temlyakov [356].
The following situation deals with the error norm L∞ and provides a sharp result. For r > 1/2
we have
%m(W
r
2, L∞)  m−(r−1/2)(logm)r(d−1) . (5.8)
Interestingly, we have here %m  λm. The difficult part of (5.8) is the upper bound. Its proof
uses Theorem 2.11. The lower bounds for λm were reduced in [356] to known lower bounds for
dm(W
r
1, L2) using the Ismagilov duality result for the λm [184]. Notice that using properties
of 2-summing operators the corresponding lower bound can be derived from a result proven
recently by Cobos, Kühn, Sickel [61]. They showed the beautiful identity
λm(W
r
2, L∞) =
( ∞∑
j=m
λj(W
r
2, L2)
2
)1/2
, (5.9)
which immediately gives the lower bound in (5.8).
The known results on the hyperbolic cross approximation (see Theorem 3.7 from [357],
Chapter 3) imply: for 1 < p <∞, r > 1/p
EQn(W
r
p)∞ = o
(
sup
f∈Wrp
‖f − Tn(f)‖∞
)
.
Similarly to the class Hrp, there holds the correct order relation
%m(W
r
p, Lq)  m−(r−1/p+1/q)(logm)(r−1/p+1/q)(d−1) (5.10)
if either 1 < p < q ≤ 2 or 2 ≤ p < q <∞ and r > 1/p, see Theorem 5.12(i)-(ii) below which has
been proved recently in [50] for r > 1/p, and in [105] for r > max{1/p, 1/2}. The special case
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p = 2 < q is proved in [49, Thm. 6.10]. If we replace the uniform error norm by the Lp-error in
(5.8) we can only say the following for r > max{1/p, 1/2} (including p = 2), namely
%m(W
r
p, Lp) . m−r(logm)(r+1/2)(d−1) . (5.11)
This result has been first observed by Sickel [300] for the case d = 2. It was extended later to
arbitrary d by Sickel, Ullrich [302], [396]. A corresponding lower bound is not known. Note,
that the linear widths in this situation are smaller than the right-hand side of (5.11). In fact,
there we have (logm)(d−1)r instead of (logm)(r+1/2)(d−1). Let us mention once more that even
in the case p = 2 it is not known
• whether the upper bound in (5.11) is sharp and
• whether the sampling widths %m coincide with the linear widths λm in the sense of order.
It is remarkable to notice that we so far only have sharp bounds for the order of %m(Wrp, Lq)
and %m(Hrp, Lq) in case p < q and for these cases the Smolyak algorithm is optimal in the sense
of order.
In general we do not assume that the approximant Ψm(f,Xm) on f satisfies the interpolation
property
Ψm(f,Xm)(x
i) = f(xi) , i = 1, ...,m . (5.12)
The already described upper bounds for the sampling widths in the various situations are
based on sampling algorithms on sparse grids obtained by applying the Smolyak algorithm to
univariate sampling operators, see Subsection 4.2 above. In the sequel we will describe how to
create and analyze such operators. As an ingredient we may use the univariate classical de la
Vallée Poussin interpolation which is described in the next subsection. The second step is a
tensorization procedure. Afterwards we are going to prove a characterization of the spaces of
interest in terms of those sampling operators which finally yield the stated error bounds.
5.1 The univariate de la Vallée Poussin interpolation
For m ∈ N let Vm := Vm,2m be the univariate de la Vallée Poussin kernel as introduced in
Paragraph 2.1.3. An elementary calculation, see Paragraph 2.1.3, shows that
Vm(t) := 1
m
2m−1∑
k=m
Dk(t) = sin(mt/2) sin(3mt/2)
m sin2(t/2)
, m ∈ N .
In the manner of (2.10) we define for f ∈ C(T) the interpolation operator
Vm(f, J3m) :=
1
3m
3m−1∑
`=0
f
(2pi`
3m
)
Vm
(
· −2pi`
3m
)
, m ∈ N , (5.13)
with respect to the equidistant grid
JN :=
{2pi`
N
: ` = 0, ..., N − 1
}
⊂ T , N = 3m.
Instead of J3m one can also use more redundant grids in the definition of (5.13) like, e.g., J4m
in [357] or J8m in [332]. Note, that the particular choice J3m in (5.13) leads to Vm(0) = 3m
and Vm(2pi`/3m) = 0 if ` 6= 0. Using that, (5.13) implies the interpolation property (5.12).
It is straight-forward to compute the Fourier coefficients of the approximant Vm(f, J3m). This
directly leads to the following crucial reproduction result similar to Theorem 2.2.
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Lemma 5.1. Let m ∈ N. The operator Vm(·, J3m) does not change trigonometric polynomials
of degree at most m, i.e., if f ∈ T (m) is a trigonometric polynomial then
Vm(f, J3m) = f .
Let us also recall the classical trigonometric interpolation from (2.4) by
Dm(f, J2m+1) :=
1
2m+ 1
2m∑
`=0
f
( 2pi`
2m+ 1
)
Dm
(
· − 2pi`
2m+ 1
)
, m ∈ N .
This approximant is also interpolating its argument in the nodes J2m+1 and Lemma 5.1 keeps
valid also for this interpolation operator. However, it has two disadvantages. The first one
is the fact that subsequent dyadic grids are not nested, i.e., when comparing D2j+1 and D2j .
However, this can be fixed by using the modified Dirichlet kernel D1n, see (2.6). The second
issue is related to the effects described in Theorems 2.1 and 2.2. In the case of extreme value
of p or q it might be a problem to work with the Dirichlet kernels. In fact, it is known that the
classical trigonometric interpolation does not provide the optimal rate of recovery in case p = 1
and p = ∞. That might be no problem when considering Sobolev classes Wrp for 1 < p < ∞.
However, the cases p = 1 and p = ∞ represent important special cases for Besov classes Brp,θ.
All the mentioned de la Vallée Poussin sampling operators show the following behavior in the
univariate setting, see for instance [357], [301] and [394] for further details.
Theorem 5.2. (i) Let 1 ≤ p, θ ≤ ∞ and r > 1/p then
‖f − Vm(f, J3m)‖p . m−r‖f‖Brp,θ .
(ii) Let 1 < p <∞ and r > 1/p then
‖f − Vm(f, J3m)‖p . m−r‖f‖W rp .
Let us emphasize that the use of a sampling operator in Lp, p < ∞, immediately brings
problems. For instance, it is easy to prove that
‖Vm(f, J3m)‖∞ ≤ C‖f‖∞.
It is also easy to understand that we do not have an analog of the above inequality in the
Lp spaces with p < ∞. It was understood in early papers on this topic (see [332]) that
the technically convenient way out of the above problem is to consider a superposition of a
sampling operator and the de la Vallée Poussin operator. In particular, the following inequality
was established (see Lemma 6.2 from [357], Chapter 1, and Corollary 3 from [93])
‖Vm(Vn(f), J3m)‖p ≤ C‖f‖p(n/m)1/p, n ≥ m. (5.14)
5.2 Frequency-limited sampling representations - discrete Littlewood-Paley
The definition of the H, B and W classes in terms of {δs(f)}s is convenient for analyzing
performance of the operators SQn and not very convenient for analyzing operators Tn. The
idea is to replace the convolutions δs(f) in (3.9), (3.5) in the definition of the Besov and Sobolev
space by discrete convolutions of type (5.13). Having such a sampling representation at hand
one can easily obtain bounds for the sampling approximation error as we will show below.
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In order to obtain proper characterizations of Brp,θ we need the following dyadic differences
of (5.13) given by
v0(f) := V1(f, J3) , vj(f) := V2j (f, J3·2j )− V2j−1(f, J3·2j−1) , j ≥ 1 .
In other words we set Yj := V2j (·, J3·2j ) from the Smolyak-type algorithm construction in
Subsection 4.2. For the d-variate situation we need their tensor product ∆j := vj :=
⊗d
n=1 vjn .
This operator has to be understood componentwise. For f ∈ C(Td) the function (⊗di=1 vjn)f
is the trigonometric polynomial from T (2j+1, d) which we obtain by applying each vjn to the
respective component of f . This gives the representation
f =
∑
j∈Nd0
vj(f) . (5.15)
In case of Hrp the inequality
sup
j∈Nd0
2r|j|1‖vj(f)‖p . ‖f‖Hrp (5.16)
is due to Temlyakov [332]. The inverse inequality (see [93])
‖f‖Hrp . sup
j∈Nd0
2r|j|1‖vj(f)‖p (5.17)
follows from a simple observation: suppose that
f =
∑
j
tj, ‖tj‖p ≤ 2−r|j|1 , tj ∈ T (2j, d),
then ‖f‖Hrp ≤ C(d).
The following proposition is a nontrivial generalization of inequalities (5.16) and (5.17) to
the case of B and W classes.
Proposition 5.3. (i) Let 1 ≤ p, θ ≤ ∞ and r > 1/p. Then we have for any f ∈ Brp,θ(∑
j∈Nd0
2r|j|1θ‖vj(f)‖θp
)1/θ  ‖f‖Brp,θ (5.18)
with the sum being replaced by a supremum for θ =∞.
(ii) Let 1 < p <∞ and r > max{1/p, 1/2} then we have for any f ∈ C(Td)∥∥∥(∑
j∈Nd0
2r|j|12|vj(f)|2
)1/2∥∥∥
p
 ‖f‖Wrp . (5.19)
The idea to replace the Littlewood-Paley convolutions Aj(f), see (2.14), in the description
of Besov classes by dyadic blocks vj(f) coming out of a discrete convolution goes back to Dinh
Du˜ng [93, 98]. The relation (5.18) in Proposition 5.3 was proved in [98], and the relation (5.19)
has been proved recently in [50], see also [49] for the case p = 2. As one would expect we do
not necessarily have to choose de la Vallée Poussin type building blocks vj(f) in order to obtain
relations of type (5.18) and (5.19) if 1 < p < ∞. One may use building blocks based on the
classical trigonometric interpolation, i.e., Dirichlet kernels (2.4), (2.6), which has been recently
proved in [50, Thms. 5.13, 5.14]. The relation in Proposition 5.3(ii) requires further tools from
Fourier analysis, i.e., maximal functions of Peetre and Hardy-Littlewood type, see [50, Thm.
5.7].
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Proof . For the convenience of the reader let us give a short proof of the upper bound in (5.18)
to show the main techniques. This proof alike the proof of (5.3) is based on relation (5.14).
We start with the decomposition f =
∑
m∈Nd0 fm, where fm is given by (3.10). Due to the
reproduction property in Lemma 5.1 we obtain
‖vj(f)‖p ≤
∑
mn≥jn−3
n=1,...,d
‖vj(fm)‖p . (5.20)
Choose now 1/p < a < r. Relation (5.14) yields
‖vj(fm)‖p . 2(|m|1−|j|1)/p‖fm‖p (5.21)
which gives
2|j|1/p‖vj(f)‖p .
∑
mn≥jn−3
n=1,...,d
2−|m|1(a−1/p)2|m|1a‖fm‖p .
What remains is a standard argument based on a discrete Hardy type inequality, see [75, Lem.
2.3.4]. Hölder’s inequality with 1/θ + 1/θ′ = 1 yields
2|j|1/p‖vj(f)‖p . 2−|j|1(a−1/p)
( ∑
mn≥jn−3
n=1,...,d
2|m|1aθ‖fm‖θp
)1/θ
.
Taking the `θ-norm (with respect to j) on both sides and interchanging the summation on the
right-hand side yields∑
j∈Nd0
2|j|1rθ‖vj(f)‖θp .
∑
m
2|m|1aθ‖fm‖θp
∑
jn≤mn+3
n=1,...,d
2|j|1(r−a)θ
.
∑
m
2|m|1rθ‖fm‖θp .

The method in the proof of Proposition 5.3 can be adapted to more general Smolyak algo-
rithms, see also Propositions 4.1, 4.2 above and [302].
In the following one-sided relation the condition on r can be relaxed to r > 0.
Proposition 5.4. Let {tj}j be a sequence of trigonometric polynomials with tj ∈ T (2j, d) such
that the respective right-hand side (5.22) or (5.23) below is finite.
(i) Let 1 ≤ p, θ ≤ ∞ and r > 0. Then f = ∑j∈Nd0 tj belongs to Brp,θ and
‖f‖Brp,θ .
(∑
j∈Nd0
2r|j|1θ‖tj‖θp
)1/θ
. (5.22)
(ii) Let 1 < p <∞ and r > 0. Then f = ∑j∈Nd0 tj belongs to Wrp and
‖f‖Wrp .
∥∥∥(∑
j∈Nd0
2r|j|12|tj(·)|2
)1/2∥∥∥
p
. (5.23)
The proof is similar to the one of Proposition 5.3, for details see [49, 50].
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5.3 Sampling on the Smolyak grids
It is now a standard way to obtain good errors of recovering functions with mixed smoothness
by using the Smolyak-type algorithms described in Subsection 4.2. Different realizations differ
by the family of operators {Ys}∞s=0 used in the construction. Smolyak [308] and other authors
(see, for instance, [332, 93, 98]) used interpolation-type operators based on the Dirichlet or de
la Vallée Poussin kernels.
For n ∈ Nd0 we define the sampling operator Tn by
Tn(f) :=
∑
j∈Nd0
|j|1≤n
vj(f) , f ∈ C(Td) , (5.24)
where vj(f) are defined in Subsection 5.2.
From Lemma 5.1 we see that Tn does not change trigonometric polynomials from hyperbolic
crosses Qn−3d, see (2.15). In addition, Tn interpolates f at every grid point y ∈ S˜G
d
(n), i.e.,
Tn(f,y) = f(y), y ∈ S˜Gd(n) , (5.25)
where the Smolyak Grid S˜G
d
(n) of level n is given by
S˜G
d
(n) :=
⋃
j1+...+jd≤n
J3·2j1 × ...× J3·2jd . (5.26)
0 1
4
1
2
3
4
1
0
1
4
1
2
3
4
1
Figure 8: A sparse grid and associated hyperbolic cross in d = 2
The following estimate concerning the grid size is known, see for instance [47] or the recent
paper [110, Lem. 3.10]. Clearly, card S˜G
d
(n) = 3dcard SGd(n), where SGd(n) is given in this
section below (see also (8.4)). It holds
2n
(
n+ d− 1
d− 1
)
≤ card SGd(n) ≤ 2n+1
(
n+ d− 1
d− 1
)
. (5.27)
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This gives card SGd(n)  2nnd−1 . Here the nestedness of the univariate grids plays an impor-
tant role. In fact, we can replace j1 + ...+ jd ≤ n by j1 + ...+ jd = n in (5.26) .
Let us begin with the recovery on the Smolyak grids of Sobolev classes Wrp in Lq.
Theorem 5.5. Let 1 < p, q <∞.
(i) In case p ≥ q and r > max{1/p, 1/2} it holds
sup
f∈Wrp
‖f − Tn(f)‖q  2−nrn(d−1)/2 .
(ii) In case 1 < p < q <∞ and r > 1/p we have
sup
f∈Wrp
‖f − Tn(f)‖q  2−n(r−1/p+1/q) .
Proof . Let us demonstrate the general principle on the special case 1 < p = q <∞. Starting
with (5.30) (see below) we estimate using Hölder’s inequality
‖f − Tn(f)‖p ≤
∥∥∥ ∑
|j|1>n
|vj(f)(·)|
∥∥∥
p
.
∥∥∥( ∑
|j|1>n
2−2r|j|1
)1/2 · ( ∑
|j|1>n
22r|j|1 |vj(f)(·)|2
)1/2∥∥∥
p
(5.28)
Proposition 5.3 together with (5.31) finishes the proof. 
In case q = ∞ we observe an extra log-term. The result in Theorem 5.6 below has been
obtained by Temlyakov, see [356]. For the convenience of the reader we give a short proof of
this result based on the non-trivial embedding in Lemma 3.14, which in turn is a corollary of
Theorem 2.11.
Theorem 5.6. For 1 < p <∞ and r > 1/p we have
sup
f∈Wrp
‖f − Tn(f)‖∞  2−n(r−1/p)n(d−1)(1−1/p) .
Proof . The proof from [356] goes as follows. First, the upper bounds are proved. The key role
in that proof is played by Theorem 2.11. Second, the lower bound in the case p = 2 is proved.
It is derived from the lower bound for λm(Wr2, L∞). Finally, using the lower bound for p = 2
and the upper bounds for 1 < p < ∞ we derive the lower bounds for 1 < p′ < ∞. We only
illustrate how to prove the upper bounds. In the proof below instead of direct use of Theorem
2.11 we use its corollary in the form of Lemma 3.14.
We use the triangle inequality to obtain
‖f − Tn(f)‖∞ ≤
∑
|j|1>n
‖vj(f)‖∞
=
∑
|j|1>n
2−(r−1/p)|j|12(r−1/p)|j|1‖vj(f)‖∞ .
Using Hölder’s inequality with respect to 1/p+ 1/p′ = 1 we obtain
‖f − Tn(f)‖∞ .
( ∑
|j|1>n
2−(r−1/p)|j|1p
′)1/p′( ∑
|j|1>n
2p(r−1/p)|j|1‖vj(f)‖p∞
)1/p
.
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Applying (5.18) we have
‖f − Tn(f)‖∞ . 2−n(r−1/p)n(d−1)(1−1/p)‖f‖Br−1/p∞,p .
Finally, the embedding Wrp ↪→ Br−1/p∞,p (see Lemma 3.14) concludes the proof. 
The results in [345] (see Theorems 5.4 and 3.1 of Chapter 2) imply the inequality
sup
f∈Wrp
‖f − Un(f)‖∞ & 2−(r−1/p)nn(d−1)(1−1/p), 1 < p <∞, (5.29)
which is valid for any sequence of linear operators Un : Wrp → T (Qn). Theorem 5.6 and
relation (5.29) show that the sequence of operators Tn is optimal (in the sense of order) among
all linear operators of approximating by means of polynomials in T (Qn+d).
Let us now proceed to the H-classes.
Theorem 5.7. Let 1 ≤ p, q ≤ ∞ and r > 1/p. Then we have the following.
(i) For p ≥ q,
sup
f∈Hrp
‖f − Tn(f)‖q  2−rnnd−1.
(ii) For p < q,
sup
f∈Hrp
‖f − Tn(f)‖q 
{
2−(r−1/p+1/q)nn(d−1)/q, q <∞,
2−(r−1/p)nnd−1, q =∞.
The upper bounds in Theorem 5.7 for the case p ≥ q are already in (5.4). The corresponding
lower bounds follow from more general results on lower bounds for numerical integration (see,
for instance, Theorem 8.6 below). In particular, Theorem 8.6 provides these lower bounds not
only for the operator Tn but for any recovering operator, which uses the same nodes as Tn. In
the case p < q the lower bounds follow from Theorem 4.6. For the upper bounds see [92, 93]
and [357], Chapter 4, §5, Remark 2. Finally, in the case q =∞ the upper bounds can be easily
derived from (5.16). The lower bounds follow from a general statement (see [345], Chapter 2,
Theorem 5.7):
Proposition 5.8. Let Un be a bounded linear operator from Hrp to T (Qn). Then for 1 ≤ p ≤ ∞
sup
f∈Hrp
‖f − Un(f)‖∞ ≥ C(d, p)2−(r−1/p)nnd−1.
Theorem 5.7 and Proposition 5.8 show that the sequence of operators Tn is optimal (in the
sense of order) among all linear operators of approximating by means of the hyperbolic cross
polynomials in T (Qn+d).
Finally, we study the situation θ < ∞. We will see that the third index θ influences the
estimates significantly. We refer to [92, 93] and the recent papers [302, 396, 304, 49, 101, 111,
376].
Theorem 5.9. Let 1 ≤ p, q, θ ≤ ∞ and r > 1/p. Then we have the following relations
(i) For p ≥ q,
sup
f∈Brp,θ
‖f − Tn(f)‖q  2−rnn(d−1)(1−1/θ) .
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(ii) For p < q,
sup
f∈Brp,θ
‖f − Tn(f)‖q 
{
2−(r−1/p+1/q)nn(d−1)(1/q−1/θ)+ , q <∞,
2−(r−1/p)nn(d−1)(1−1/θ), q =∞.
For the respective lower bounds we refer to [111, Sect. 5] and [376], see also Section 8.3 below.
Note, that lower bounds for numerical integration also serve as lower bounds for approximation.
Regarding upper bounds we have several options how to proceed. Starting with
‖f − Tn(f)‖q =
∥∥∥ ∑
|j|1>n
vj(f)
∥∥∥
q
(5.30)
one option is to use embeddings of Besov-Sobolev classes into Lq, see Lemma 3.12, in order
to replace the right-hand side of (5.30) by an expression of type (5.22) or (5.23). Here we
need Proposition 5.4 above combined with the embedding relations from Lemma 3.12. Another
option is to simply use the triangle inequality for the error (5.30) and afterwards the Bernstein-
Nikol’skii inequality (Theorem 2.6) to change the Lq-norm to an Lp-norm for instance. Then
we get immediately an expression of type (5.22) or (5.23). In the latter expressions r will be
1/p − 1/q in the case p < q (not the r from the class above). Using Hölder’s inequality and
standard procedures we end up with expressions like on the left-hand side of (5.18), (5.19)
multiplied with a certain rate which is always generated from infinite sums of type( ∑
|j|1>n
2−|j|1sη
)1/η  2−snn(d−1)/η . (5.31)
Finally we apply our Proposition 5.3.
A general linear sampling operator on Smolyak grids SGd(n) is given by
Ψ(f, SGd(n)) =
∑
y∈SGd(n)
f(y)ψy , (5.32)
where Ψn = {ψy}y∈SGd(n) denotes a family of functions indexed by the grid points in SGd(n),
see (8.4) below. On the basis of the time-limited B-spline sampling representation (5.44) which
is given in Subsection 5.5 below, we construct the sampling algorithms Rn on the Smolyak grids
SGd(n) by
Rn(f) :=
∑
j∈Nd0
|j|1≤n
qj(f) , f ∈ C(Td) , (5.33)
which induces a linear sampling algorithm of the form (5.32) where ψy are explicitly constructed
as linear combinations of at most n0 B-splines Ns,k for some n0 ∈ N which is independent of
s,k, n and f . This fact can be proven in the same way as the proof of its counterpart for non-
periodic functions [101]. Differing from Tn, the operator Rn does not possess an interpolation
property similar to (5.25), which is why it is called quasi-interpolation.
Theorem 5.10. All Theorems 5.5 – 5.9 hold true with frequency-limited sampling operators
Tn replaced by the time-limited sampling operators Rn (with proper restrictions on r according
to the smoothness of the B-spline).
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Theorem 5.10 is proved in [51], [105] for Sobolev classesWrp. The upper bounds in Theorem
5.10 have been proven in [101, Theorem 3.1] for Besov classes Brp,θ and the lower bounds follow
from [111, Theorem 5.1].
Both sampling operators Tn and Rn provide approximate recovery with similar error bounds
for classes Wrp and Brp,θ. The common feature of the operators Tn and Rn is that they use the
Smolyak grid points as the sampling points. This motivates us to ask the following question.
Are there (non-)linear operators, that use the Smolyak grids points for sampling, which give
better bounds than Tn and Rn? It is proved in [105, 111] that the answer to this question is “No”.
We refer to a more general result in [111, Sect. 5] and [376], to establish the lower bounds in the
theorems above. Note also that in case p ≥ q ≥ 1 the lower bounds for numerical integration
also serve as lower bounds for approximation, see also Subsection 8.3 below. In general, the
proof of the corresponding lower bounds is based on the construction of test functions from
a class of our interest which is zero at the grid points. A nontrivial part of it is the proof of
the fact that the constructed function belongs to the class. The inverse time-limited B-spline
representation theorems (see [105, 111]) and Proposition 5.25, see [393], is used at this step.
Moreover, it is proved in [376] that even if we allow more general than the Smolyak grids
sampling sets we do not gain better error bounds. We give a precise formulation of this result.
Let s = (s1, . . . , sd), sj ∈ N0, j = 1, . . . , d. We associate with s a web W (s) as follows: denote
w(s,x) :=
d∏
j=1
sin(2sjxj)
and define
W (s) := {x : w(s,x) = 0}.
We say that a set of nodes Xm := {xi}mi=1 is an (n, `)-net if |Xm \W (s)| ≤ 2` for all s such that
|s|1 = n. It is easy to check that SGd(n) ⊂ W (s) with any s such that |s|1 = n. This means
that SGd(n) is an (n, `)-net for any `.
Theorem 5.11. For any recovering operator Ψ(·, Xm) with respect to a
(n, n− 1)-net Xm we have for 1 ≤ p < q <∞, r > β,
Ψ(Brp,θ, Xm)q & 2−n(r−β)n(d−1)(1/q−1/θ), β := 1/p− 1/q.
The reader may find some further results on Smolyak type algorithms in papers [326] and
[327].
The exact recovery of trigonometric polynomials with frequencies in hyperbolic crosses
from a discrete set of samples also plays a role in many applications. Several authors, see for
instance [162], [124], [114] and the references therein, considered the problem of adapting the
well-known fast Fourier transform to the sparse grid spacial discretization (HCFFT) for the
recovery of multivariate trigonometric polynomials with frequencies on a hyperbolic cross, see
Figure 8. However, there are some stability issues as [191] shows. This is related to the fact
that the grid size still grows exponentially in d, however considerably slower than the full grid.
In [192] the authors proposed to use discretization points generated by a oversampled lattice
rule coming from numerical integration (see also Subsection 9.8). Due to the lattice structure
one may use the classical one dimensional FFT here.
5.4 Sampling widths
Let us transfer the preceding results to the language of sampling widths %m(F, X), see (5.1).
Based on the results in the previous subsection we can give reasonable upper bounds in those
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situations. Note that, although we provided lower bounds for the Smolyak worst case sampling
error, we do not have sharp lower bounds for the sampling numbers %m(F, X) in most of the
situations. Due to the specific framework (linear sampling numbers) we can of course use linear
widths for the estimates from below. This leads to sharp results in some of the cases, see also
Section 9.7 for results where p, q, θ < 1. Note that the upper bounds in Theorems 5.7, 5.9, 5.5
and 5.6 can be directly transferred to upper estimates for sampling numbers %m by taking the
number
m := #S˜G
d
(n)  2nnd−1
of grid points in a Smolyak grid of level n into account. Note, that this follows from (5.27).
1
p
1
q
1
2
1
2
%m(W
r
p, Lq)
α = r − 1
p
+ 1
q
α = r − 1
p
+ 1
q
?
?
1
1
1
p
1
q
1
2
1
2
λm(W
r
p, Lq)
α = r − 1
2
+ 1
q
α = r − 1
p
+ 1
2
(
(logm)d−1
m
)r−( 1
p
− 1
q
)+
1
1
Figure 9: Comparison of %m(Wrp, Lq) and λm(Wrp, Lq), rate
(
m−1 logd−1m
)α
Theorem 5.12. (i) Let 1 < p < q ≤ 2 and r > 1/p. Then
%m(W
r
p, Lq)  m−(r−1/p+1/q)(logm)(d−1)(r−1/p+1/q) .
(ii) Let 2 ≤ p < q <∞ and r > 1/p. Then
%m(W
r
p, Lq)  m−(r−1/p+1/q)(logm)(d−1)(r−1/p+1/q) .
(iii) Let r > 1/2. Then we have
%m(W
r
2, L∞)  m−(r−1/2)(logm)(d−1)r .
The results in (i) and (ii) have been proved recently in [50] for r > 1/p, and in [105] for
r > max{1/p, 1/2}. The special case p = 2 < q is proved in [49, Thm. 6.10]. The result (iii)
is proved in [356]. Clearly, (i) and (ii) follow from Subsection 4.5 together with Theorem 5.5.
The upper bound in (iii) follows from Theorem 5.6. The lower bound is based on Ismagilov’s
[184] duality theorem
λm(W
r
2, L∞)  λm(Wr1, L2)
(see also [61]) together with Theorem 4.17 . This together with Theorem 4.13 also shows a
sharp lower bound.
For completeness we reformulate (5.6) as follows.
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Theorem 5.13. Let 1 < p < q ≤ 2 and r > 1/p. Then we have
%m(H
r
p, Lq)  m−(r−1/p+1/q)(logm)(d−1)(r−1/p+2/q) .
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Figure 10: Comparison of %m(Hrp, Lq) and λm(Hrp, Lq)
In the figure α and β refer to the asymptotic order((logm)d−1
m
)α
(logm)(d−1)β.
Remark 5.14. It is pointed out in [376] that the upper bound in (5.3) and the lower bound for
the Kolmogorov widths in Theorem 4.26, proved in [361], imply for d = 2, r > 1/2,
%m(H
r
∞, L∞)  m−r(logm)r+1 .
For d > 2 the correct order is not known.
Theorem 5.15. Let 1 < p, q, θ ≤ ∞ and r > 1/p. Then we have the following.
(i) For p ≥ q,
%m(B
r
p,1, Lq)  (m−1 logd−1m)r ,
{
2 ≤ q < p <∞,
1 < p = q ≤ ∞.
(ii) For 1 < p < q <∞,
%m(B
r
p,θ, Lq)  (m−1 logd−1m)r−1/p+1/q(logd−1m)(1/q−1/θ)+ ,
{
2 ≤ p, 2 ≤ θ ≤ q,
q ≤ 2.
Proof . This theorem directly follows from Theorem 5.9 together with the lower bounds for
linear widths in Theorem 4.47. Notice that it is also easily obtained from a non-periodic version
in [101]. 
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5.5 Time-limited sampling representations–B-splines
This section is devoted to a second method of constructing sampling operators based on
Smolyak’s algorithm. This time the approximant is not longer a trigonometric polynomial
(like in (5.24)), it is rather a superposition of tensor products of compactly suppoerted func-
tions such as hat functions and more general B-splines. The potential of this technique for
the approximation and integration of functions with dominating mixed smoothness has been
recently observed by Triebel [387, 388] and, independently, Dinh Du˜ng [101]. The latter ref-
erence deals with B-spline representation, where the Faber-Schauder system is a special case.
One striking advantage of this approach is its potential for non-periodic spaces of dominating
mixed smoothness, see [101]. Apart from that the relations (5.40),(5.42), and (5.48) below are
very well suited for construction for construction “fooling functions” for sampling recovery and
numerical integration, see Section 8.2 and Remark 8.9 below. In this subsection, for conve-
nience we will use T for the interval [0, 1] (instead of [0, 2pi]) with the usual identification of the
end points.
The Faber-Schauder basis
1
1 v0,0
j = 0
1
1 v1,1v1,0
j = 1
1
1
Figure 11: The univariate Faber-Schauder basis, levels j = 0, 1
Let us briefly recall the basic facts about the Faber-Schauder basis taken from [387, 3.2.1,
3.2.2]. Faber [122] observed that every continuous (non-periodic) function f on [0, 1] can be
represented (point-wise) as
f(x) = f(0) · (1− x) + f(1) · x− 1
2
∞∑
j=0
2j−1∑
k=0
∆22−j−1(f, 2
−jk)vj,k(x) (5.34)
with convergence at least point-wise. Consequently, every periodic function on C(T) can be
represented by
f(x) = f(0)− 1
2
∞∑
j=0
2j−1∑
k=0
∆22−j−1(f, 2
−jk)vj,k(x) . (5.35)
Definition 5.16. The univariate periodic Faber-Schauder system is given by the system of
functions on T
{1, vj,k : j ∈ N0, k ∈ Dj} ,
where Dj := {0, ..., 2j − 1} if j ∈ N0, D−1 := {0} and
vj,m(x) =

2j+1(x− 2−jm) : 2−jm ≤ x ≤ 2−jm+ 2−j−1,
2j+1(2−j(m+ 1)− x) : 2−jm+ 2−j−1 ≤ x ≤ 2−j(m+ 1),
0 : otherwise .
(5.36)
76
For notational reasons we let v−1,0 := 1 and obtain the Faber-Schauder system
F := {vj,k : j ∈ N−1, k ∈ Dj} .
We denote by
v := v0,0
the Faber basis function on level zero.
The tensor Faber-Schauder system
Let now f(x1, ..., xd) be a d-variate function f ∈ C(Td). By fixing all variables except xi
we obtain by g(·) = f(x1, ...xi−1, ·, xi+1, ..., xd) a univariate periodic continuous function. By
applying (5.35) in every such component we obtain the point-wise representation
f(x) =
∑
s∈Nd−1
∑
k∈Ds
d2s,k(f)vs,k(x) , x ∈ Td , (5.37)
where Ds = Ds1 × ...×Dsd ,
vs,k(x1, ..., xd) := vs1,k1(x1) · ... · vsd,kd(xd) , s ∈ Nd−1,k ∈ Ds ,
and
d2s,k(f) := (−2)−|e(s)|∆2,e(s)2−(s+1)(f,xs,k) , s ∈ Nd−1,k ∈ Ds . (5.38)
Here we put e(s) = {i : si 6= −1} and xs,k = (2−(s1)+k1, ..., 2−(sd)+kd) .
The Faber-Schauder basis for Besov spaces
Our next goal is to discretize the spacesBrp,θ using the Faber-Schauder system Fd := {vs,k : s ∈
Nd−1,k ∈ Ds}. We obtain a sequence space isomorphism performed by the coefficient mapping
d2s,k(f) above. In [387, 3.2.3, 3.2.4] and [101, Thm. 4.1] this was done for the non-periodic
setting Brp,θ(Qd). For the results stated below we refer to the recent paper [178].
Definition 5.17. Let 0 < p, θ ≤ ∞ and r ∈ R. Then brp,θ is the collection of all sequences
{λs,k}s∈Nd−1,k∈Ds such that
‖λs,k‖brp,θ :=
[ ∑
s∈Nd−1
2|s|1(r−1/p)q
( ∑
k∈Ds
|λs,k|p
)q/p]1/q
is finite.
Proposition 5.18. Let 1 ≤ p, θ ≤ ∞ and 1/p < r < 2. Then there exists a constant c > 0
such that ∥∥d2s,k(f)‖brp,θ ≤ c‖f‖Brp,θ (5.39)
for all f ∈ C(Td).
Let us also give a converse statement. Note, that we do not need the condition r > 1/p
here.
Proposition 5.19. Let 1 ≤ p, θ ≤ ∞ and 0 < r < 1 + 1/p. Let further {λs,k} be a sequence
belonging to brp,θ. Then the function
f :=
∑
s∈Nd−1
∑
k∈Ds
λs,kvs,k
belongs to Brp,θ and
‖f‖Brp,θ ≤ c‖λs,k(f)‖brp,θ . (5.40)
77
Figure 12: Faber-Schauder levels in d = 2
The Faber-Schauder basis for Sobolev spaces
Let us now come to the Sobolev spaces of mixed smoothness. We will state counterparts of
the relations in Part (ii) of the Propositions 5.3, 5.4 above. Partial results have been already
obtained in [387] if r = 1 .
Definition 5.20. Let 1 < p < ∞ and r ∈ R. Then wrp is the collection of all sequences
{λs,k}s∈Nd−1,k∈Ds such that
‖λs,k‖wrp :=
∥∥∥[ ∑
s∈Nd−1
2|s|1r2
( ∑
k∈Ds
|λs,k(f)vs,k|2
)]1/2∥∥∥
p
is finite.
Proposition 5.21. Let 1 < p <∞ and max{1/p, 1/2} < r < 2 then we have for any f ∈ C(Td)
‖d2s,k(f)‖wrp . ‖f‖Wrp . (5.41)
Proposition 5.22. Let 1 < p <∞ and 0 < r < min{1+1/p, 3/2}. Let furthermore λs,k ∈ wrp.
Then f =
∑
s∈Nd−1
∑
k∈Ds
λs,kvs,k belongs to Wrp and
‖f‖Wrp . ‖λs,k‖wrp . (5.42)
In case r = 1 both assertions can be found in [387, Chapt. 3]. In the stated form the relation
will be rigorously proved in [51]. In fact, the result can be immediately deduced from its one
dimensional counterpart via the tensor-product structure of the spaces and the corresponding
operators, see [303, Thm. 2.1, 2.5]. Note, that Propositions 5.21, 5.22 imply that the tensorized
Faber-Schauder system represents an unconditional basis in Wrp in the respective parameter
domain. Let us illustrate this parameter domain in the following diagram.
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Figure 13: The parameter domain for the unconditional Faber-Schauder basis in Wrp
Remark 5.23. There seems to be a fundamental difference between Besov spaces and Sobolev
spaces in this context. A corresponding problem for Haar bases has been studied by Seeger,
Ullrich in the recent papers [298, 299] which leads to the conclusion that the above described
region is sharp. It also indicates that the parameter domain for the representation in Proposition
5.3, (ii) is sharp, i.e., it can not be extended to 1/p < r ≤ 1/2 if p > 2. This fundamental
difference seems to be reflected in the unknown behavior of optimal cubature/sampling recovery
in the region of small smoothness (lower triangles), see Section 8 below.
B-spline representations and general atoms
When using the Faber-Schauder system for the discretization of function spaces we always get
the restriction r < 2, see Propositions 5.18 and 5.19 above, due to the limited smoothness of
the tensorized hat functions. The question arises whether one can use smoother basis functions
such as B-splines. A smooth hierarchical basis approach simililar to the one we will describe
below has been developed by Bungartz [45]. Here we will focus on D. Du˜ng’s [103, 105] approach
towards a B-spline quasi-interpolation representation for periodic continuous functions on Td.
For a non-periodic counterpart, see [101]. For a given ` ∈ N, denote by M = M2` the cardinal
B-spline of order 2` defined as the 2`-fold convolution M := (χ[0,1] ∗ · · · ∗ χ[0,1]), where χ[0,1]
denotes the characteristic function of the interval [0, 1] .
Let Λ = {λ(j)}|j|≤µ be a given finite even sequence, i.e., λ(−j) = λ(j) for some µ ≥ `− 1.
We define the linear operator Q for functions f on R by
Q(f, x) :=
∑
k∈Z
Λ(f, k)M(x− k), Λ(f, k) :=
∑
|j|≤µ
λ(j)f(k − j + `). (5.43)
The operator Q is called a quasi-interpolation operator if Q(g) = g for every polynomial g
of degree at most 2` − 1. Since M(2` 2sx) = 0 for every s ∈ N0 and every x /∈ (0, 1), we
can extend the univariate B-spline M(2` 2s·) to an 1-periodic function on the whole R which
can be considered as a function on T. Denote this function on T by Ns and define Ns,k(x) :=
Ns(x−(2`)−12−sk), s ∈ N0, k ∈ I(s), where I(s) := {0, 1, ..., 2`2s−1}. The quasi-interpolation
operator Q induces the periodic quasi-interpolation operator Qs on T which is defined for s ∈ N0
and a function f on T through
Qs(f) :=
∑
k∈I(s)
as,k(f)Ns,k , as,k(f) :=
∑
|j|≤µ
λ(j)f((2`)−12−s(k − j + `)).
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A procedure similar to (5.15) yields an operator qs such that every continuous function f on
Td is represented as B-spline series
f =
∑
s∈Nd0
qs(f) =
∑
s∈Nd0
∑
k∈Id(s)
cs,k(f)Ns,k, (5.44)
converging in the norm of C(Td), where Id(s) :=
∏d
i=1 I(si) and the coefficient functionals
cs,k(f) are explicitly constructed as linear combinations of at most n0 function values of f
for some n0 ∈ N which is independent of s,k and f . The following proposition represents a
counterpart of Proposition 5.3 and a generalization of Propositions 5.21 and 5.22.
Proposition 5.24. (i) Let 1 ≤ p, θ ≤ ∞ and 1/p < r < min{2`, 2`− 1 + 1/p}. Then we have
for any f ∈ Brp,θ, (∑
j∈Nd0
2r|j|1θ‖qj(f)‖θp
)1/θ  ‖f‖Brp,θ (5.45)
with the sum being replaced by a supremum for θ =∞.
(ii) Let 1 < p <∞ and max{1/p, 1/2} < r < 2`− 1. Then we have for any f ∈Wrp,∥∥∥(∑
j∈Nd0
2r|j|12|qj(f)|2
)1/2∥∥∥
p
 ‖f‖Wrp . (5.46)
Proposition 5.24 as well as a counterpart for the B-spline representation (5.44) of Proposition
5.4 have been proven in [105]. As in the proofs of Proposition 5.3(ii) and Propositions 5.21
and 5.22, the proof of Proposition 5.24(ii) requires tools from Fourier analysis, i.e., maximal
functions of Peetre and Hardy-Littlewood type. Moreover, it is essentially based on a special
explicit formula for the coefficients ck,s(f) in the representation (5.44), and on the specific
property of the representation (5.44) that the component functions qs(f) can be split into
a finite sum of the B-splines Ns,k having non-overlap interiors of their supports. One can
probably extend the smoothness range in Proposition 5.24, (ii) to max{1/p, 1/2} < r < 2` −
1 + min{1/p, 1/2} using similar techniques as in [51].
There are indeed many ways to construct quasi-interpolation operators built on B-splines,
see, e.g., [60, 59, 41]. We give two examples of quasi-interpolation operators. For more examples,
see [59]. A piecewise linear quasi-interpolation operator is defined as
Q(f, x) :=
∑
k∈Z
f(k)M(x− k),
where M is the symmetric piecewise linear B-spline ` = 1). It is related to the classical Faber-
Schauder basis of the hat functions (see, e.g., [101], [387], for details). Another example is the
cubic quasi-interpolation operator generated by the symmetric cubic B-spline M (` = 2):
Q(f, x) :=
∑
k∈Z
1
6
{−f(k − 1) + 8f(k)− f(k + 1)}M(x− k).
We are interested in the most general form for C∞-bumps for all parameters r > 0. This has
been shown by Vybíral [401] based on the approach of Frazier, Jawerth [129] . In fact, consider
a smooth bump function ϕ (atom) supported in [0, 1]d. We define
as,k(x1, ..., xd) := ϕ(2
s1x1 − k1) · ... · ϕ(2sdxd − kd) , x ∈ Rd, s ∈ Nd0, k ∈ Zd .
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Proposition 5.25. Let 1 ≤ p, θ ≤ ∞ and r > 0. Let further {λs,k}s,k be a sequence belonging
to brp,θ. Then the function
f :=
∑
s∈Nd0
∑
k∈Ds
λs,kas,k(x) (5.47)
exists and is supported in [0, 1]d . Moreover,
‖f‖Brp,θ .
( ∑
s∈Nd0
2|s|1(r−1/p)θ
[ ∑
k∈Zd
|λs,k|p
]θ/p)1/θ
. (5.48)
5.6 Open problems
Below the reader may find a list of important open problems in this field. Afterwards we will
comment on some of those.
Open problem 5.1 Find the right order of the optimal sampling recovery %m(Wrp, Lp) in case
1 ≤ p ≤ ∞ and r > 1/p.
Open problem 5.2 Find the right order of the optimal sampling recovery %m(Wrp, Lq),
1 < p < 2 < q <∞, see also Figure 9.
Open problem 5.3 Find the right order of the optimal sampling recovery %m(Hrp, Lq) in the
question-marked regions in Figure 10 (left picture).
Open problem 5.4 Find the right order of the optimal sampling recovery %m(Wrp, Lp) in the
case of small smoothness, 2 < p <∞, 1/p < r ≤ 1/2.
Open problem 5.5 Find the right order of the optimal sampling recovery %m(Brp,θ, Lp) for
θ > 1 and %m(Br1,1, L1). The latter problem seems to reduce to the problem of finding a lower
bound for λm(Br1,1, L1), see Section 4.
The following simple example refers to Open problem 5.2 (see also the lower right triangle
in Figure 9). It shows that even in case d = 1 sampling numbers %m and linear widths λm do
not coincide.
Theorem 5.26. Let 1 < p < 2 < q <∞ and r > 1/p. Then we have
λm(W
r
p, Lq)  m−(r−1/2+1/q)(logm)(d−1)(r−1/2+1/q)
= o(m−(r−1/p+1/q))
= o(%m(W
r
p, Lq)) .
(5.49)
Proof . Already in the univariate case it holds
m−(r−1/p+1/q) . %m(Wrp, Lq) .

The case p = q looks rather simple. However, Open Problem 5.l seems to be a hard problem.
We state the following conjecture.
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Conjecture 5.27. Let 1 < p <∞ and r > max{1/p, 1/2}. Then
%m(W
r
p, Lp)  m−r(logm)(d−1)(r+1/2) .
The upper bound is known, see Theorem 5.5(i). Problematic is the lower bound. The linear
widths are smaller than the bound in Conjecture 5.27, see Theorem 4.45. In other words, we
conjecture two things. First, sampling is worse than approximation also in this situation and
second, Smolyak’s algorithm is optimal for sampling numbers. Note, that the Hilbert space
situation Wr2 in L2 is also open in this respect.
Let us comment on Open problem 5.4. In the case of small smoothness we consider the
situation 2 < p <∞ and 1/p < r ≤ 1/2. This problem is also relevant for numerical integration,
see Section 8 below, where we were able to give a partial answer. In fact, it is possible to prove
an interesting upper bound for κm(Wrp) in the situation 2 < p <∞ and 1/p < r ≤ 1/2.
1
p
r
1
1
1
2
1
2
Figure 14: The region of “small smoothness”
Let us start with an interesting observation for small r in the Besov setting. Here the
“difference” between λm and %m will be much smaller than in Theorem 5.26 and only apparent
if d ≥ 2 .
Theorem 5.28. Let 2 < p ≤ ∞ and 1/p < r < 1/2. Then
λm(B
r
p,p, Lp)  m−r(logm)(d−1)(r+1/2−1/p)
= o(m−r(logm)(d−1)(1−1/p))
= o(%m(B
r
p,p, Lp)).
(5.50)
Proof . Note that
m−r(logm)(d−1)(1−1/p)  κm(Brp,p) . %m(Brp,p, Lp) . m−r(logm)(d−1)(r+1−1/p) .

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6 Entropy numbers
6.1 General notions and inequalities
The concept of entropy is also known as Kolmogorov entropy and metric entropy. This concept
allows us to measure how big is a compact set. In the case of finite dimensional compacts it
is convenient to compare compact sets by their volumes. In the case of infinite dimensional
Banach spaces this way does not work. The concept of entropy is a good replacement of the
concept of volume in infinite dimensional Banach spaces.
Let X be a Banach space and let BX denote the unit ball of X with the center at 0. Denote
by BX(y, r) a ball with center y and radius r: {x ∈ X : ‖x − y‖ ≤ r}. For a compact set A
and a positive number ε we define the covering number Nε(A) as follows
Nε(A) := Nε(A,X) := min{n : ∃y1, . . . , yn : A ⊆ ∪nj=1BX(yj , ε)}.
It is convenient to consider along with the entropy Hε(A,X) := log2Nε(A,X) the entropy
numbers n(A,X):
n(A,X) := inf{ε > 0 : ∃y1, . . . , y2n ∈ X : A ⊆ ∪2nj=1BX(yj , ε)}.
The definition of the entropy numbers can be written in a form similar to the definition of the
Kolmogorov widths (numbers):
n(A,X) := inf
y1,...,y2n
sup
f∈A
inf
j
‖f − yj‖X .
In the case of finite dimensional spaces Rd equipped with different norms, say, norms ‖ ·
‖X and ‖ · ‖Y the volume argument gives some bounds on the Nε(BY , X). For a Lebesgue
measurable set E ⊂ Rd we denote its Lebesgue measure by vol(E) := vold(E). Let further
C = A⊕B := {c : c = a+ b, a ∈ A, b ∈ B}.
Theorem 6.1. For any two norms X and Y and any ε > 0 we have
1
εd
vol(BY )
vol(BX)
≤ Nε(BY , X) ≤ vol(BY (0, 2/ε)⊕BX)
vol(BX)
.
Let us formulate one immediate corollary of Theorem 6.1.
Corollary 6.2. For any d-dimensional Banach space X we have
ε−d ≤ Nε(BX , X) ≤ (1 + 2/ε)d,
and, therefore,
n(BX , X) ≤ 3(2−n/d).
Let us consider some typical d-dimensional Banach spaces. These are the spaces `dp: the
linear space Rd equipped with the norms
|x|p := ‖x‖`dp := (
d∑
j=1
|xj |p)1/p, 1 ≤ p <∞,
|x|∞ := ‖x‖`d∞ := maxj |xj |.
Denote Bdp := B`dp .
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Theorem 6.3. Let 0 < p < q ≤ ∞. Then we have the following bounds for the entropy numbers
n(B
d
p , `
d
q)
n(B
d
p , `
d
q) 

1, 1 ≤ n ≤ log2 d;[
log( d
n
+1)
n
] 1
p
− 1
q
, log2 d ≤ n ≤ d;
d
1
q
− 1
p 2−n/d, d ≤ n.
Theorem 6.3 has been obtained by Schütt [289] for the Banach-space range of parameters.
He considered the more general situation of symmetric Banach spaces, see also [181] and [229].
For the quasi-Banach situation we refer to [121] and finally to Kühn [210], Guédon, Litvak [158]
and Edmunds, Netrusov [119, Thm. 2], where the lower bound in the middle case is provided.
We define by σ(x) the normalized (d − 1)-dimensional measure on the sphere Sd−1 – the
boundary of Bd2 .
Theorem 6.4. Let X be Rd equipped with ‖ · ‖ and
MX :=
∫
Sd−1
‖x‖dσ(x).
Then we have
n(B
d
2 , X) .MX
{
(d/n)1/2, n ≤ d
2−n/d, n ≥ d.
Theorem 6.4 is a dual version of the corresponding result from [318]. Theorem 6.4 was
proved in [258].
There are several general results which give lower estimates of the Kolmogorov widths
dn(F,X) in terms of the entropy numbers k(F,X).
Theorem 6.5. For any r > 0 we have
max
1≤k≤n
krk(F,X) ≤ C(r) max
1≤m≤n
mrdm−1(F,X). (6.1)
Theorem 6.5 is due to Carl [53], which is actually stated for general s−numbers and unit balls
F stemming from a norm, see also Carl, Stephani [55]. Recently, Hinrichs et al. [177] proved a
version for quasi-Banach spaces (non-convex F ), which is particularly interesting for Gelfand
numbers cm on the right-hand side, see Subsection 9.6 below.
Let us introduce a nonlinear Kolmogorov’s (N,m)-width:
dm(F,X,N) := inf
ΛN ,#ΛN≤N
sup
f∈F
inf
L∈ΛN
inf
g∈L
‖f − g‖X ,
where ΛN is a set of at most N m-dimensional subspaces L. It is clear that
dm(F,X, 1) = dm(F,X).
The new feature of dm(F,X,N) is that we allow to choose a subspace L ∈ ΛN depending
on f ∈ F . It is clear that the bigger N the more flexibility we have to approximate f . The
following inequality from [363] (see also [373], Section 3.5) is a generalization of inequality (6.1).
Theorem 6.6. Let r > 0. Then
max
1≤k≤n
krk(F,X) ≤ C(r,K) max
1≤m≤n
mrdm−1(F,X,Km), (6.2)
where we denote
d0(F,X,N) := sup
f∈F
‖f‖X .
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The possibility of replacing Km by (Kn/m)m in (6.2) was discussed in [363], in Section 3.5
of [373], and in [374]. The corresponding remark is from [374].
Remark 6.7. Examining the proof of (6.2) one can check that the following inequality holds
nrn(F,X) ≤ C(r,K) max
1≤m≤n
mrdm−1(F,X, (Kn/m)m).
Finally, Theorem 6.8 is from [374].
Theorem 6.8. Let a compact F ⊂ X and a number r > 0 be such that for some n ∈ N
dm−1(F,X, (Kn/m)m) ≤ m−r, m ≤ n.
Then for k ≤ n
k(F,X) ≤ C(r,K)
(
log(2n/k)
k
)r
.
We discuss an application which motivated a study of dm(F,X,N) with N = (Kn/m)m.
Let D = {gj}nj=1 be a system of normalized elements of cardinality |D| = n in a Banach space
X. Consider best m-term approximations of f with respect to D
σm(f,D)X := inf{cj};Λ:|Λ|=m ‖f −
∑
j∈Λ
cjgj‖.
For a function class F set
σm(F,D)X := sup
f∈F
σm(f,D)X .
Then it is clear that for any system D, |D| = n,
dm(F,X,
(
n
m
)
) ≤ σm(F,D)X .
Next, (
n
m
)
≤ (en/m)m.
Thus Theorem 6.8 implies the following theorem (see [374]).
Theorem 6.9. Let a compact F ⊂ X be such that there exists a normalized system D, |D| = n,
and a number r > 0 such that
σm(F,D)X ≤ m−r, m ≤ n.
Then for k ≤ n
k(F,X) ≤ C(r)
(
log(2n/k)
k
)r
.
Theorem 6.9 is useful in proving lower bounds for best m-term approximations. Recently,
it was shown in [379] how Theorem 6.9 can be used for proving sharp upper bounds for the
entropy numbers of classes of mixed smoothness.
We now proceed to two multiplicative inequalities for the Lp spaces. Let D be a domain in
Rd and let Lp := Lp(D) denote the corresponding Lp space, 1 ≤ p ≤ ∞, with respect to the
Lebesgue measure. We note that the inequalities below hold for any measure µ on D.
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Theorem 6.10. Let A ⊂ L1 ∩ L∞. Then for any 1 ≤ p ≤ ∞ we have A ⊂ Lp and
n+m(A,Lp) ≤ 2n(A,L1)1/pm(A,L∞)1−1/p.
It will be convenient for us to formulate one more inequality in terms of entropy numbers
of operators. Let S be a linear operator from X to Y . We define the nth entropy number of S
as
n(S : X → Y ) := n(S(BX), Y )
where S(BX) is the image of BX under mapping S.
Theorem 6.11. For any 1 ≤ p ≤ ∞ and any Banach space Y we have
n+m(S : Lp → Y ) ≤ 2n(S : L1 → Y )1/pm(S : L∞ → Y )1−1/p.
6.2 Entropy numbers for W classes in Lq
It is well known that in the univariate case
n(W
r
p , Lq)  n−r (6.3)
holds for all 1 ≤ p, q ≤ ∞ and r > (1/p− 1/q)+. We note that condition r > (1/p− 1/q)+ is a
necessary and sufficient condition for a compact embedding of W rp into Lq. Thus (6.3) provides
a complete description of the rate of n(W rp , Lq) in the univariate case. We point out that (6.3)
shows that the rate of decay of n(W rp , Lq) depends only on r and does not depend on p and
q. In this sense the strongest upper bound (for r > 1) is n(W r1 , L∞) . n−r and the strongest
lower bound is n(W r∞, L1) & n−r.
There are different generalizations of classes W rp to the case of multivariate functions. In
this section we only discuss classes Wrp of functions with bounded mixed derivative and Brp,θ
of functions with bounded mixed difference. These classes are of special interest for several
reasons:
(A) The problem of the rate of decay of n(Wrp, Lq) in a particular case r = 1, p = 2, q =∞
is equivalent (see [209]) to a fundamental problem of probability theory (the small ball
problem). Both of these problems are still open for d > 2.
(B) The problem of the rate of decay of n(Wrp, Lq) and n(Brp,θ, Lq) turns out to be a very
rich and difficult problem. There are still many open problems. Those problems that
have been resolved required different nontrivial methods for different pairs (p, q).
We begin with classes Wrp.
Theorem 6.12. For 1 < p, q <∞ and r > (1/p− 1/q)+ one has
n(W
r
p, Lq)  n−r(log n)r(d−1). (6.4)
Theorem 6.13. For r > 0 and 1 ≤ p <∞ one has
n(W
r
p, L1) & n−r(log n)r(d−1).
The problem of estimating n(Wrp, Lq) has a long history. The first result on the right
order of n(Wr2, L2) was obtained by Smolyak [308]. The case 1 < q = p < ∞, r > 0 was
established by Dinh Du˜ng [89]. Theorem 6.12 was established by Temlyakov, see [347], [349]
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for all 1 < p, q < ∞ and r > 1. Belinskii [37] extended (6.4) to the case r > (1/p − 1/q)+.
Later, this result was extended by Vybíral to a non-periodic setting, see [401].
It is known in approximation theory (see [357]) that investigation of asymptotic character-
istics of classes Wrp in Lq becomes more difficult when p or q takes value 1 or ∞ than when
1 < p, q < ∞. This is true for n(Wrp, Lq), too. Theorem 6.13 is taken from [347, 349]. It
was discovered that in some of these extreme cases (p or q equals 1 or ∞) relation (6.4) holds
and in other cases it does not hold. We describe the picture in detail. It was proved in [349]
that (6.4) holds for q = 1, 1 < p < ∞, r > 0. It was also proved that (6.4) holds for q = 1,
p = ∞ (see [37] for r > 1/2 and [199] for r > 0). Summarizing, we state that (6.4) holds for
1 < p, q < ∞ and q = 1, 1 < p ≤ ∞ for all d (with appropriate restrictions on r). This easily
implies that (6.4) also holds for p =∞, 1 ≤ q <∞. We formulate this as a theorem.
Theorem 6.14. Let q = 1, 1 < p ≤ ∞ or p =∞, 1 ≤ q <∞ and r > 0. Then
n(W
r
p, Lq)  n−r(log n)r(d−1).
For all other pairs (p, q), namely, for q =∞, 1 ≤ p ≤ ∞ and p = 1, 1 ≤ q ≤ ∞ the rate of
n(W
r
p, Lq) is not known in the case d > 2. It is an outstanding open problem.
Entropy numbers in L∞
Let us start with the following result for the case d = 2.
Theorem 6.15. Let d = 2, 1 < p ≤ ∞, r > max{1/p, 1/2}. Then
n(W
r
p, L∞)  n−r(log n)r+1/2 . (6.5)
The first result on the right order of n(Wrp, Lq) in the case q =∞ was obtained by Kuelbs
and Li [209] for p = 2, r = 1. It was proved in [359] that (6.5) holds for 1 < p <∞, r > 1. We
note that the upper bound in (6.5) was proved under condition r > 1 and the lower bound in
(6.5) was proved under condition r > 1/p. Belinskii [37] proved the upper bound in (6.5) for
1 < p < ∞ under condition r > max{1/p, 1/2}. Relation (6.5) for p = ∞ under assumption
r > 1/2 was proved in [362].
An analogue of the upper bound in (6.5) for any d was obtained by Belinskii [34, 37] and,
independently, by Dunker, Linde, Lifshits, Kühn [118] (in case r = 1)
n(W
r
p, L∞) . n−r(log n)(d−1)r+1/2, r > max{1/p, 1/2}. (6.6)
That proof is based on Theorem 6.4 (see also the book [390] for a detailed description of the
technique). Recent results on the Small Ball Inequality for the Haar system (see [38], [39] and
the remark after (2.29) in Subsection 2.6 above) allow us to improve a trivial lower bound to
the following one for r = 1 and all p <∞, d ≥ 3:
n(W
1
p, L∞) & n−1(log n)d−1+δ(d) , 0 < δ(d) < 1/2.
Theorem 6.15 and the above upper and lower bounds support the following conjecture.
Conjecture 6.16. Let d ≥ 3, 2 ≤ p ≤ ∞, r > 1/2. Then
n(W
r
p, L∞)  n−r(log n)(d−1)r+1/2.
It is known that the corresponding lower bound in Conjecture 6.16 would follow from the
d-dimensional version of the Small Ball Inequality for the trigonometric system (2.28).
The case p = 1, 1 ≤ q ≤ ∞ was settled by Kashin and Temlyakov [202]. The authors proved
the following results.
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Theorem 6.17. Let d = 2, 1 ≤ q <∞, r > max{1/2, 1− 1/q}. Then
n(W
r
1, Lq)  n−r(log n)r+1/2 (6.7)
Theorem 6.18. Let d = 2, r > 1. Then
n(W
r
1,0, L∞)  n−r(log n)r+1. (6.8)
The most difficult part of Theorems 6.17 and 6.18 – the lower bounds – is proved with
the help of the volume estimates of the appropriate sets of the Fourier coefficients of bounded
trigonometric polynomials. With the notation from Subsection 2.5 the volume estimates of
the sets BΛ(Lp) and related questions have been studied in a number of papers: the case
Λ = [−n, n], p = ∞ in [196]; the case Λ = [−N1, N1] × [−N2, N2], p = ∞ in [349], [355]; the
case of arbitrary Λ and p = 1 in [198]. In particular, the results of [198] imply for d = 2 and
1 ≤ p <∞ that
(vol(B∆Qn(Lp)))
(2|∆Qn|)−1  |∆Qn|−1/2  (2nn)−1/2.
It was proved in [202] that in the case p = ∞ the volume estimate is different (see Theorem
2.23):
(vol(B∆Qn(L∞)))
(2|∆Qn|)−1  (2nn2)−1/2. (6.9)
We note that in the case Λ = [−N1, N1] × [−N2, N2] the volume estimate is the same for all
1 ≤ p ≤ ∞. The volume estimate (6.9) plays the key role in the proof of (6.7) and (6.8).
Let us make an observation on the base of the above discussion. In the univariate case the
entropy numbers n(W rp , Lq) have the same order of decay with respect to n for all pairs (p, q),
1 ≤ p, q ≤ ∞. In the case d = 2 we have three different orders of decay of n(Wrp, Lq) which
depend on the pair (p, q). For instance, in the case 1 < p, q < ∞ it is n−r(log n)r, in the case
p = 1, 1 < q <∞, it is n−r(log n)r+1/2 and in the case p = 1, q =∞ it is n−r(log n)r+1.
We discussed above known results on the rate of decay of n(Wrp, Lq). In the case d = 2
the picture is almost complete. In the case d > 2 the situation is fundamentally different. The
problem of the right order of decay of n(Wrp, Lq) is still open for p = 1, 1 ≤ q ≤ ∞ and q =∞,
1 ≤ p ≤ ∞. In particular, it is open in the case p = 2, q = ∞, r = 1 that is related to the
small ball problem. We discussed in more detail the case q =∞, 1 ≤ p ≤ ∞. We pointed out
above that in the case d = 2 the proof of lower bounds (the most difficult part) was based on
the Small Ball Inequalities for the Haar system for r = 1 and for the trigonometric system for
all r.
6.3 Entropy numbers for H and B classes in Lq
Let us proceed with the entropy numbers of the H classes in Lq.
Theorem 6.19. For r > 1 one has
n(H
r
1,B
0
∞,2) . n−r(log n)(r+
1
2
)(d−1).
Note that the space B0∞,2 is “close” to L∞(Td), however not comparable. In fact, we have
B0∞,1 ↪→ L∞(Td) ↪→ B0∞,∞ .
Theorem 6.20. For r > 0 one has
n(H
r
∞, L1) & n−r(log n)(r+
1
2
)(d−1).
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Theorems 6.19 and 6.20 were obtained in [347] and [349]. Theorem 6.20 was proved earlier
by N.S. Bakhvalov [18] in the following special cases: (I) d = 2; (II) any d but L1 is replaced
by L2. These theorems give the right order of n(Hrp, Lq) for all 1 ≤ p, q ≤ ∞, except the case
q =∞. In this case we have the following result by Belinskii [37].
Theorem 6.21. Let 1 < p <∞ and r > max{1/p, 1/2}. Then((log n)d−1
n
)r
(log n)(d−1)/2 . n(Hrp, L∞) .
((log n)d−1
n
)r
(log n)d/2 .
The following theorem shows that in the case d = 2 the upper bounds in Theorem 6.21 are
sharp (in the sense of order).
Theorem 6.22. In the case d = 2 for any 1 ≤ p ≤ ∞, r > 1/p we have
n(H
r
p, L∞)  n−r(log n)r+1.
One can prove the upper bounds in Theorem 6.22 using the discretization method based
directly on discretization and on Theorem 6.3. The difficult part of Theorem 6.22 is the lower
bound for p =∞. This lower bound was proved in [359].
In the same way as we argued before formulating Conjecture 6.16 we can argue in support
of the following conjecture.
Conjecture 6.23. Let d ≥ 3, 1 ≤ p ≤ ∞, r > 1/p. Then
n(H
r
p, L∞)  n−r(log n)(d−1)(r+1/2)+1/2.
We discussed above results on the right order of decay of the entropy numbers. Clearly,
each order relation  is a combination of the upper bound . and the matching lower bound
&. We now briefly discuss methods that were used for proving upper and lower bounds. The
upper bounds in Theorems 6.19 and 6.12 were proved by the standard method of reduction
by discretization to estimates of the entropy numbers of finite-dimensional sets. Theorem 6.3
plays a key role in this method. It is clear from the above discussion that it was sufficient to
prove the lower bound in (6.4) in the case q = 1. The proof of this lower bound (see Theorems
6.20 and 6.13) is more difficult and is based on nontrivial estimates of the volumes of the sets
of Fourier coefficients of bounded trigonometric polynomials. Theorem 2.18 plays a key role in
this method.
We continue with the Brp,θ classes. A non-periodic version of the following result has been
proved by Vybíral [401, Thms. 3.19, 4.11].
Theorem 6.24. Let 0 < p, θ ≤ ∞ and 1 < q <∞.
(i) If r > (1/p− 1/q)+. Then
n(B
r
p,θ, Lq) & n−r(log n)(d−1)(r+1/2−1/θ)+ .
(ii) If r > (1/p− 1/q)+ + 1/min{p, q, θ} − 1/min{p, q}+ 1/q − 1/max{q, 2} then
n(B
r
p,θ, Lq) . n−r(log n)(d−1)(r+1/2−1/θ) .
(iii) If r > max{1/p− 1/2, 1/θ − 1/2} then
n(B
r
p,θ, L2)  n−r(log n)(d−1)(r+1/2−1/θ) .
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Note, that the third index θ influences the power of the logarithm. There is an interesting
effect of small smoothness observed by Vybíral in [401, Thm. 4.11]. The condition in Theorem
6.24, (iii) seems to be crucial in the following sense. If θ < p and 1/p − 1/2 < r ≤ 1/θ − 1/2
then for any ε > 0 there is cε > 0 such that
n(B
r
p,θ, L2) ≤ cεn−r(log n)ε . (6.10)
The influence of the small mixed smoothness r seems to be dominated by the influence of the
fine parameter θ. The correct order is not known, see also Open problem 6.4 below.
Note, that if r > 1/θ − 1/2 the following stronger lower bound
n(B
r
∞,θ, L1) & n−r(log n)(d−1)(r+1/2−1/θ)
follows directly from the proof of Theorem 6.20 in [349] and the inequality: for f ∈ T (∆Ql)
‖f‖Brp,θ . l(d−1)/θ‖f‖Hrp .
In the case p ≥ 2 and θ ≥ 2 the corresponding upper bound for the n(Brp,θ, Lq) can be derived
from Theorem 6.12 with the help of inequalities
‖
∑
|s|1=l
δs(f)‖p .
∑
|s|1=l
‖δs(f)‖2p
1/2 .
∑
|s|1=l
‖δs(f)‖θp
1/θ l(d−1)(1/2−1/θ).
Theorem 6.24 has been proved in [401] in a more general and non-periodic situation. The
author used discretization techniques (wavelet isomorphisms), entropy results for finite dimen-
sional spaces, and complex interpolation to obtain the above result.
If either r > 1/p and θ ≥ p or r > (1/p − 1/q)+ and θ ≥ min{q, 2} the result in Theorem
6.24 has been shown by Dinh Du˜ng [98]. One should keep in mind that under these parameter
assumptions it is possible to obtain that r + 1/2 − 1/θ < 0. Of course, the exponent of the
logarithm can not be negative. Inspecting the proof of [98, Thm. 8] it turns out that Dinh Du˜ng
proved a slightly weaker upper bound in the situation r > (1/p − 1/q)+ and θ ≥ min{q, 2},
namely
n(B
r
p,θ, Lq) . n−r(log n)(d−1)(r+1/min{q,2}−1/θ) .
Very recently, in the paper [379] the approximation classes Wa,bp have been studied from the
point of view of the entropy numbers. We do not give a detailed definition of these classes here,
we only note that these classes are defined in a way similar to the classes Wa,bA (see Lemma
7.16 below) with ‖·‖A replaced by ‖·‖p. The paper [379] develops a new method of proving the
upper bounds for the entropy numbers. This method, which is based on the general Theorem
6.9, allows us to prove all known upper bounds for classes Wrp.
6.4 Entropy numbers and the Small Ball Problem
We already pointed out that the case r = 1, p = 2, q = ∞ is equivalent to the Small Ball
Problem from probability theory.
We discuss related results in detail. Consider the centered Gaussian processBd := (Bx)x∈[0,1]d
with covariance
E(BxBy) =
d∏
i=1
min{xi, yi}, x = (x1, . . . , xd), y = (y1, . . . , yd).
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This process is called Brownian sheet. It is known that the sample paths of Bd are almost
surely continuous. We consider them as random elements of the space C([0, 1]d). The small
ball problem is the problem of the asymptotic behavior of the small ball probabilities
P( sup
x∈[0,1]d
|Bx| ≤ )
as  tends to zero. We introduce notation
φ() := − lnP( sup
x∈[0,1]d
|Bx| ≤ ).
The following relation is a fundamental result of probability theory: for d = 2 and  < 1/2
φ()  −2(ln(1/))3. (6.11)
The upper bound in (6.11) was obtained by Lifshits and Tsirelson [222] and by Bass [21]. The
lower bound in (6.11) was obtained by Talagrand [319].
Kuelbs and Li [209] discovered the fact that there is a tight relationship between φ() and
the entropy H(W12, L∞). We note that they considered the general setting of a Gaussian
measure on a Banach space. We only formulate a particular result of our interest in terms
convenient for us. Roughly speaking (i.e. under the additional condition φ() ∼ φ(/2)), they
proved the equivalence relations: for any d
φ() . −2(ln(1/))β ⇐⇒ n(W12, L∞) . n−1(lnn)β/2;
φ() & −2(ln(1/))β ⇐⇒ n(W12, L∞) & n−1(lnn)β/2.
These relations and (6.11) imply for d = 2
n(W
1
2(T2), L∞(T2))  n−1(lnn)3/2. (6.12)
The proof of the most difficult part of (6.11) – the lower bound – is based on a special
inequality for the Haar polynomials proved by Talagrand [319] (see [360] for a simple proof).
The reader can find this inequality in Subsection 2.6 of Section 2. We note that the lower
bound in (6.12) can be deduced directly from the corresponding Small Ball Inequality (2.26).
However, this way does not work for deducing the lower bound in (6.5) for general r. This
difficulty was overcome in [359] by proving the Small Ball Inequality for the trigonometric
system (see Subsection 2.6 of Section 2, inequality (2.27)).
The other way around, results on entropy numbers can be used to estimate the small ball
probabilities. From the relation in (6.6) one obtains the bounds
−2(ln(1/))2d−2 . φ() . −2(ln(1/))2d−1 , (6.13)
see also [221]. Note, that there is so far no “pure” probabilistic proof for the upper bound. By
the recent improvements on the Small Ball Inequality (see the remark after (2.29) in Subsection
2.6 above) one can slightly improve the lower bound in (6.13) to get
−2(ln(1/))2d−2+δ . φ() . −2(ln(1/))2d−1 ,
for some 0 < δ = δ(d) < 1 .
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6.5 Open problems
We presented historical comments and a discussion in the above text of Section 6. We formulate
here the most important open problems on the entropy numbers of classes of functions with
mixed smoothness.
Open problem 6.1. Find the order of n(Wr∞, L∞) in the case d = 2 and 0 < r ≤ 1/2.
Open problem 6.2. For d > 2 find the order of n(Wr1, Lq), 1 ≤ q ≤ ∞.
Open problem 6.3. For d > 2 find the order of n(Wrp, L∞) and n(Hrp, L∞), 1 ≤ p ≤ ∞,
r > 1/p.
Open problem 6.4. Find the correct order of the entropy numbers n(Brp,θ, L2) in case of
small smoothness 0 < θ < p ≤ 2 and 1/p− 1/2 < r ≤ 1/θ − 1/2 .
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7 Best m-term approximation
7.1 Introduction
The last two decades have seen great successes in studying nonlinear approximation which was
motivated by numerous applications. Nonlinear approximation is important in applications
because of its concise representations and increased computational efficiency. Two types of
nonlinear approximation are frequently employed in applications. Adaptive methods are used
in PDE solvers, while m-term approximation, considered here, is used in image/signal/data
processing, as well as in the design of neural networks. Another name form-term approximation
is sparse approximation.
The fundamental question of nonlinear approximation is how to devise good constructive
methods (algorithms) of nonlinear approximation. This problem has two levels of nonlinearity.
The first level of nonlinearity ism-term approximation with regard to bases. In this problem one
can use the unique function expansion with regard to a given basis to build an approximant.
Nonlinearity enters by looking for m-term approximants with terms (i.e. basis elements in
approximant) allowed to depend on a given function. Since the elements of the basis used in
the m-term approximation are allowed to depend on the function being approximated, this
type of approximation is very efficient. On the second level of nonlinearity, we replace a basis
by a more general system which is not necessarily minimal (for example, redundant system,
dictionary). This setting is much more complicated than the first one (bases case), however,
there is a solid justification of importance of redundant systems in both theoretical questions
and in practical applications. We only give here a brief introduction to this important area of
research and refer the reader to the book [373] for further results.
One of the major questions in approximation (theoretical and numerical) is: what is an
optimal method? We discuss here this question in a theoretical setting with the only criterion
of quality of approximating method its accuracy. One more important point in the setting of
optimization problem is to specify a set of methods over which we are going to optimize. Most
of the problems which approximation theory deals with are of this nature. Let us give some
examples from classical approximation theory. These examples will help us to motivate the
question we are studying in this section.
Example 1. When we are searching for n-th best trigonometric approximation of a given
function we are optimizing in the sense of accuracy over the subspace of trigonometric polyno-
mials of degree n.
Example 2. When we are solving the problem on Kolmogorov’s n-width for a given
function class we are optimizing in the sense of accuracy for a given class over all subspaces of
dimension n.
Example 3. When we are finding best m-term approximation of a given function with
regard to a given system of functions (dictionary) we are optimizing over all m-dimensional
subspaces spanned by elements from a given dictionary.
Example 2 is a development of Example 1 in the sense that in Example 2 we are looking
for an optimal n-dimensional subspace instead of being confined to a given one (trigonometric
polynomials of degree n). Example 3 is a nonlinear analog of Example 1, where instead of
trigonometric system we take a dictionary D and allow approximating elements from D to
depend on a function. In [365] we made some steps in a direction of developing Example 3 to
a setting which is a nonlinear analog of Example 2. In other words, we want to optimize over
some sets of dictionaries. We discuss two classical structural properties of dictionaries:
1. Orthogonality;
2. Tensor product structure (multivariate case).
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Denote by D a dictionary in a Banach space X and by
σm(f,D)X := inf
gi∈D,ci
i=1,...,m
‖f −
m∑
i=1
cigi‖X
best m-term approximation of f with regard to D. For a function class F ⊂ X and a collection
D of dictionaries we consider
σm(F,D)X := sup
f∈F
σm(f,D)X ,
σm(F,D)X := infD∈Dσm(F,D)X .
Thus the quantity σm(F,D)X gives the sharp lower bound for best m-term approximation of a
given function class F with regard to any dictionary D ∈ D.
Denote by O the set of all orthonormal dictionaries defined on a given domain. Kashin [197]
proved that for the class Hr,α, r = 0, 1, . . . , α ∈ [0, 1], of univariate functions such that
‖f‖∞ + ‖f (r)‖∞ ≤ 1 and |f (r)(x)− f (r)(y)| ≤ |x− y|α, x, y ∈ [0, 1]
we have
σm(H
r,α,O)L2 ≥ C(r, α)m−r−α. (7.1)
It is well known that in the case α ∈ (0, 1) the class Hr,α is equivalent to the class Hr+α∞ . In
the case α = 1 the class Hr,1 is close to the class W r+1∞ . It is interesting to remark that we
cannot prove anything like (7.1) with L2 replaced by Lp, p < 2. We proved (see [198]) that
there exists Φ ∈ O such that for any f ∈ L1(0, 1) we have σ1(f,Φ)L1 = 0. It is pointed out in
[365] that the proof from [198] also works for Lp, p < 2, instead of L1:
Remark 7.1. For any 1 ≤ p < 2 there exists a complete in L2(0, 1) orthonormal system Φ
such that for each f ∈ Lp(0, 1) we have σ1(f,Φ)Lp = 0.
This remark means that to obtain nontrivial lower bounds for σm(f,Φ)Lp , p < 2, we need
to impose additional restrictions on Φ ∈ O. Some ways of imposing restrictions were discussed
in [198] and [365].
7.2 Orthogonal bases
We discuss approximation of multivariate functions. It is convenient for us to present results
in the periodic case. We consider classes of functions with bounded mixed derivative Wrp
and classes with restriction of Lipschitz type on mixed difference Hrp and Brp,θ. These classes
are well known (see for instance [357]) for their importance in numerical integration, in finding
universal methods for approximation of functions of several variables, in the average case setting
of approximation problems for the spaces equipped with the Wiener sheet measure (see [410])
and in other problems. It is proved in [365] that
σm(H
r
p,O)2 & m−r(logm)(d−1)(r+1/2), 1 ≤ p <∞, (7.2)
σm(W
r
p,O)2 & m−r(logm)(d−1)r, 1 ≤ p <∞. (7.3)
It is also proved in [365] that the orthogonal basis Ud which we construct below provides
optimal upper estimates (like (7.2) and (7.3)) in best m-term approximation of the classes Hrp
and Wrp in the Lq-norm, 2 ≤ q <∞. Moreover, we proved there that for all 1 < p, q <∞ the
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order of best m-term approximation σm(Hrp,Ud)Lq and σm(Wrp,Ud)Lq can be achieved by a
greedy type algorithm Gq(·,Ud). Assume a given system Ψ of functions ψI indexed by dyadic
intervals can be enumerated in such a way that {ψIj}∞j=1 is a basis for Lq. Then we define the
Thresholding Greedy Algorithm (TGA) Gq(·,Ψ) as follows. Let
f =
∞∑
j=1
cIj (f,Ψ)ψIj
and
cI(f, q,Ψ) := ‖cI(f,Ψ)ψI‖q.
Then cI(f, q,Ψ)→ 0 as |I| → 0. Denote Λm a set of m dyadic intervals I such that
min
I∈Λm
cI(f, q,Ψ) ≥ max
J /∈Λm
cJ(f, q,Ψ).
We define Gq(·,Ψ) by formula
Gqm(f,Ψ) :=
∑
I∈Λm
cI(f,Ψ)ψI .
The question of constructing a procedure (theoretical algorithm) which realizes (in the sense
of order) the best possible accuracy is a very important one and we discuss it in detail in this
section. Let Am(·,D) be a mapping which maps each f ∈ X to a linear combination of m
elements from a given dictionary D. Then the best we can hope for with this mapping is to
have for each f ∈ X
‖f −Am(f,D)‖X = σm(f,D)X (7.4)
or a little weaker
‖f −Am(f,D)‖X ≤ C(D, X)σm(f,D)X . (7.5)
There are some known trivial and nontrivial examples when (7.4) holds in a Hilbert space X.
We do not touch this kind of relations here. Concerning (7.5) it is proved in [366] that for any
basis Ψ which is Lp-equivalent to the univariate Haar basis we have
‖f −Gqm(f,Ψ)‖q ≤ C(p)σm(f,Ψ)q, 1 < q <∞. (7.6)
However, as it is shown in [364] and [365], the inequality (7.6) does not hold for particular
dictionaries with tensor product structure.
We define the system U := {UI} in the univariate case. Denote
U+n (x) :=
2n−1∑
k=0
eikx =
ei2
nx − 1
eix − 1 , n = 0, 1, 2, . . . ;
U+n,k(x) := e
i2nxU+n (x− 2pik2−n), k = 0, 1, . . . , 2n − 1;
U−n,k(x) := e
−i2nxU+n (−x+ 2pik2−n), k = 0, 1, . . . , 2n − 1.
It will be more convenient for us to normalize in L2 the system of functions {U+m,k, U−n,k} and
enumerate it by dyadic intervals. We write
UI(x) := 2
−n/2U+n,k(x) with I = [(k + 1/2)2
−n, (k + 1)2−n);
UI(x) := 2
−n/2U−n,k(x) with I = [k2
−n, (k + 1/2)2−n);
95
and
U[0,1)(x) := 1.
Denote
D+n := {I : I = [(k + 1/2)2−n, (k + 1)2−n), k = 0, 1, . . . , 2n − 1};
D−n := {I : I = [k2−n, (k + 1/2)2−n), k = 0, 1, . . . , 2n − 1};
and
D := ∪n≥0(D+n ∪D−n ) ∪D0
with D0 := [0, 1). In the multivariate case of x = (x1, . . . , xd) we define the system Ud as the
tensor product of the univariate systems U . Let I = I1 × · · · × Id, Ij ∈ D, j = 1, . . . , d, then
UI(x) :=
d∏
j=1
UIj (xj).
We have for instance (see [365])
sup
f∈Lq
‖f −Gqm(f,Ud)‖Lq/σm(f,Ud)Lq & (logm)(d−1)|1/2−1/q|. (7.7)
The inequality (7.7) shows that using the algorithm Gq(·,Ud) we lose for sure for some functions
f ∈ Lq, q 6= 2. In light of (7.7) the results of [365] look encouraging for using Gq(·,Ud).
Theorem 7.2. Define
r(W,p, q) =
{
max{1/p, 1/2} − 1/q : q ≥ 2 ,
(max{2/q, 2/p} − 1)/q : p < 2 . .
Then for 1 < p, q <∞ and r > r(W,p, q) we have
sup
f∈Wrp
‖f −Gqm(f,Ud)‖q  σm(Wrp,Ud)q  m−r(logm)(d−1)r. (7.8)
Theorem 7.3. Define
r(H, p, q) =
{
(1/p− 1/q)+ : q ≥ 2 ,
(max{2/q, 2/p} − 1)/q : q < 2 . .
Then for 1 < p, q <∞ and r > r(H, p, q) we have
sup
f∈Hrp
‖f −Gqm(f,Ud)‖q  σm(Hrp,Ud)q  m−r(logm)(d−1)(r+1/2). (7.9)
Comparing (7.9) with (7.2) and (7.8) with (7.3), we conclude that the dictionary Ud is the
best (in the sense of order) among all orthogonal dictionaries for m-term approximation of the
classes Hrp and Wrp in Lq where 1 < p < ∞ and 2 ≤ q < ∞. The dictionary Ud has one more
important feature. The near best m-term approximation of functions from Hrp and Wrp in the
Lq-norm can be realized by the simple greedy type algorithm Gq(·,Ud) for all 1 < p, q < ∞.
For further results in this direction for the system Ud we refer to [13], [14].
It is known that the system Ud and its analog built on the base of the de la Valleé Poussin
kernels instead of the Dirichlet kernels play important role in the bilinear approximation [344]
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(for bilinear approximation see subsection 7.4 below). The de la Valleé Poussin kernels are es-
pecially important when we deal with either L1 or L∞ spaces. This setting has been considered
by Dinh Du˜ng in [97, 99]. Instead of the system Ud he considered translates of the de la Valleé
Poussin kernels Vd. In contrast to Ud this one is linearly dependent (redundant). However, it
admits similar discretization techniques as orthonormal wavelet bases. In addition, the spaces
studied slightly differ from the ones considered by Temlyakov.
Theorem 7.4. Let 1 < p, q <∞, 0 < θ ≤ ∞ and r > 0.
(i) It holds
σm(B
r
p,θ,Vd)q & m−r(logm)(d−1)(r+1/2−1/θ) .
(ii) If r > (1/p− 1/q)+ and θ ≥ min{q, 2}. Then
σm(B
r
p,θ,Vd)q . m−r(logm)(d−1)(r+1/min{q,2}−1/θ) .
(iii) Let r > max{0, 1/p− 1/q, 1/p− 1/2} and 2 ≤ θ ≤ ∞. Then it holds
σm(B
r
p,θ,Vd)q  m−r(logm)(d−1)(r+1/2−1/θ) .
(iv) Let r > 1/p. Then
σm(B
r
p,θ,Vd)q . m−r(logm)(d−1)(r+1/2−1/max{p,θ}) .
Dinh Du˜ng essentially studied embeddings between Besov spaces and Lq. As a consequence
of well-known embeddings he obtained also the following result for the W spaces which has to
be compared with Theorem 7.2 above.
Theorem 7.5. Let 1 < p, q <∞ and r > max{0, 1/p− 1/q, 1/p− 1/2, 1/2− 1/q}. Then
σm(W
r
p,Vd)q  m−r(logm)(d−1)r .
Let now Φ = {ψI}I be a tensorized orthonormal wavelet basis (indexed by a dyadic par-
allelepiped I) with sufficient smoothness, decay and vanishing moments. In the non-periodic
setting the estimates for σm in Theorems 7.2, 7.3, 7.4 can be also observed in a non-periodic
setting, see [365, 166, 167, 168] using the wavelet basis Φ as a dictionary. Here we get the sharp
bounds.
Theorem 7.6. Let 1 < p, q <∞ and 0 < θ ≤ ∞
(i) Let r > max{1/p− 1/q, 1/min{p, θ} − 1/max{q, 2}, 0} then
σm(B
r
p,θ,Φ)q  m−r(logm)(d−1)(r+1/2−1/θ)+ .
(ii) Let r > (1/p− 1/q)+ then
σm(W
r
p,Φ)q  m−r(logm)(d−1)r .
Note, that contrary to Theorems 7.2 and 7.3 Theorem 7.6 does not address the greedy
approximation. As a result, the assumptions in Theorem 7.6 are (so far) the weakest compared
to Theorems 7.2, 7.4, 7.5.
Let us also address a small smoothness effect in this framework (observed by Hansen, Sickel
[168, Cor. 5.11]) according to the parameter situation already mentioned after Theorem 6.24
in the Entropy section (see also Open problem 6.4). In fact, in case 0 < θ < p ≤ 2 and
1/p− 1/2 < r ≤ 1/θ − 1/2 we have
σm(B
r
p,θ,Φ)2  m−r . (7.10)
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The bound is a simple consequence of recent results [166, 168] on best m-term approximation
for non-compact embeddings Wrp ↪→ Lq if 1 < p < q < ∞ and r = 1/p− 1/q, and Brp,p ↪→ Lq
if 0 < p ≤ max{p, 1} < q < ∞ and r = 1/p − 1/q, see Theorems 9.9, 9.11 below. Clearly,
in the above parameter situation we may use the trivial embedding Brp,θ ↪→ Brp∗,p∗ , where p∗
is chosen such that r = 1/p∗ − 1/2 and hence we may use the non-compact embedding result
(9.4) below. Note, that in (7.10) the typical logarithmic factor with the d power is not present.
From the viewpoint of high-dimensional approximation this is an important phenomenon. Let
us also refer to the discussions in Section 10 and Subsection 7.5 below (after Theorem 7.12).
In the recent paper [51] best m-term approximation with respect to the tensor product
Faber-Schauder system Fd, see Subsection 5.5, has been addressed. Via a greedy type algorithm
one can prove for 1 < p < q ≤ ∞, max{1/p, 1/2} < r < 2 that
σm(W
r
p,Fd)q . m−r(logm)(d−1)(r+1/2) .
Note, that every coefficient in the Faber-Schauder expansion is given by a linear combination
of (discrete) function values (5.38). Hence, the best m-term approximant is build from c(d)m
properly chosen function values and corresponding hat functions.
7.3 Some related problems
Approximations with respect to the basis Ud and with respect to the trigonometric system are
useful in the following two fundamental problems.
Bilinear approximation. For a function f(x,y) ∈ Lp1,p2 , x = (x1, . . . , xa), y = (y1, . . . , ya)
we define the best bilinear approximation as follows
τm(f)p1,p2 := inf
ui(x),vi(y)
i=1,...,m
∥∥∥f(x,y)− m∑
i=1
ui(x)vi(y)
∥∥∥
p1,p2
.
where ‖ · ‖p1,p2 denotes the mixed norm: Lp1 in x on Ta and in Lp2 in y on Ta.
The classical result, obtained by E. Schmidt [292], gives the following theorem.
Theorem 7.7. Let K(x,y) ∈ L2,2. Then
τm(K)2,2 =
( ∞∑
j=m+1
λj(K)
)1/2
,
where {λj(K)}∞j=1 is a non-increasing sequence of eigenvalues of the operator K∗K with K
being an integral operator with the kernel K(x,y).
It is clear that for a periodic function f ∈ Lq(Ta), one has
τm(f(x− y))q,∞ ≤ σm(f, T a)q.
This observation and some known results on the m-term approximations allowed us to prove
sharp upper bounds for the best bilinear approximation (see [341] and [345]). We note here
that it easily follows from the definition of classes Wrp that
λm(W
r
1, Lq) ≤ τm(Fr(x− y))q,∞ ≤ σm(Fr, T )q.
In the case d = 2 (a = 1) it is the classical problem of bilinear approximation. It turned out that
the best m-term approximation with respect to the trigonometric system gives the best bilinear
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approximation in the sense of order for some classes of functions. In the case of approximation
in the L2-space the bilinear approximation problem is closely related to the problem of singular
value decomposition (also called Schmidt expansion) of the corresponding integral operator
with the kernel f(x1, x2) (see Theorem 7.7 above). There are known results on the rate of
decay of errors of best bilinear approximation in Lp1,p2 under different smoothness assumptions
on f . We only mention some known results for classes of functions which are studied in this
paper. The problem of estimating τm(f)2 in case d = 2 (best m-term bilinear approximation
τm(f) in L2) is a classical one and was considered for the first time by E. Schmidt [292] in 1907.
For many function classes F an asymptotic behavior of τm(F)p := supf∈F τm(f)p,p is known.
For instance, the relation
τm(W
r
p)q  m−2r+(1/p−max{1/2,1/q})+
for r > 1 and 1 ≤ p ≤ q ≤ ∞ follows from more general results in [346].
Tensor product approximation. For a function f(x1, . . . , xd) denote
Θm(f)X := inf{uij}
j=1,...,m
i=1,...,d
∥∥∥f(x1, . . . , xd)− m∑
j=1
d∏
i=1
uij(xi)
∥∥∥
X
.
In the case d > 2 almost nothing is known for the tensor product approximation. There is
(see [348]) an upper estimate in the case q = p = 2
Θm(W
r
2)2 := sup
f∈Wr2
Θm(f)L2 . m−rd/(d−1) .
For recent results in this direction see [28] and [295].
7.4 A comment on Stechkin’s lemma
The following simple lemma (see, for instance, [345, p. 92]) turns out to be very useful in
nonlinear approximation. Note, that here the case p < 1 is particularly important and leads to
better convergence rates.
Lemma 7.8. Let a1 ≥ a2 ≥ · · · ≥ aM ≥ 0 and 0 < p ≤ q ≤ ∞. Then for all m < M one has(
M∑
k=m
aqk
)1/q
≤ m−β
(
M∑
k=1
apk
)1/p
, β := 1/p− 1/q.
Proof . Denote
A :=
(
M∑
k=1
apk
)1/p
.
Monotonicity of {ak} implies
mapm ≤ Ap and am ≤ Am−1/p.
Then
M∑
k=m
aqk ≤ aq−pm
M∑
k=m
apk ≤ aq−pm Ap.
The above two inequalities imply Lemma 7.8. 
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For the first time a version of Lemma 7.8 for 1 ≤ p ≤ 2, q = 2, was proved and used in
nonlinear approximation in [341]. In the case 1 ≤ p ≤ q ≤ ∞ Lemma 7.8 is proved in [345].
The same proof gives Lemma 7.8 (see above) for 0 < p ≤ q ≤ ∞.
It has been observed recently that the constant in Lemma 7.8 is actually better than stated
(cp,q = 1 in Lemma 7.8). Using tools from convex optimization one can prove the following
stronger version of Lemma 7.8, see [125], [127, Thm. 2.5].
Lemma 7.9. Let a1 ≥ a2 ≥ · · · ≥ aM ≥ 0 and 0 < p < q ≤ ∞. Then for all m < M one has(
M∑
k=m+1
aqk
)1/q
≤ cp,qm−β
(
M∑
k=1
apk
)1/p
, β := 1/p− 1/q ,
where
cp,q :=
[(p
q
)p/q(
1− p
q
)1−p/q]1/p ≤ 1.
Note, that in case q = 2 and p = 1 we obtain c1,2 = 1/2 . This result is useful if the p is not
determined in advance. In fact, in various situations it is possible to minimize the right-hand
side in Lemma 7.9 by choosing p depending on m via balancing the quantities involved in the
right-hand side (including cp,q).
Lemma 7.8 and its versions are used in many papers dealing with nonlinear approximation
and, more recently, the approximation of high-dimensional parametric elliptic partial differential
equations as in (10.6) below, see e.g. [62, Lem. 3.6], [64, (3.13)], [9, (21)], [386] and Subsection
10.4. This is related to the novel field of uncertainty quantification. In some of these papers
it is called Stechkin’s lemma. We make a historical remark in this regard. As far as we know
S.B. Stechkin did not formulate Lemma 7.8 even in a special case. Stechkin [316] proved the
following lemma.
Lemma 7.10. (The Stechkin lemma) Let a1 ≥ a2 ≥ . . . be a sequence of nonnegative
numbers. Then the following inequalities hold
1
2
∞∑
n=1
n−1/2
( ∞∑
k=n
a2k
)1/2
≤
∞∑
k=1
ak ≤ 2√
3
∞∑
n=1
n−1/2
( ∞∑
k=n
a2k
)1/2
.
This two-sided estimate gives a criterion of absolute convergence of (multivariate) Fourier
series in terms of the trigonometric best m-term approximation in L2(Td). This in turn gives a
characterization of the Wiener algebra A(Td) in terms of approximation spaces A1/21 (L2(Td)),
where
‖ f ‖Asp(L2(Td)) := ‖ f ‖2 +
( ∞∑
m=1
1
m
[ms σm(f, T d)2]p
)1/p
<∞ ,
(compare with Theorem 9.11 below). Classically (see [316], [260, Ex. 1 in 3.2], [78], [71, Thm.
4]) authors considered the following generalization of Lemma 7.10, which is stronger in a certain
sense than Lemma 7.8. These generalizations are used to characterize nonlinear approximation
spaces, see for instance Theorem 9.11 below. For any x ∈ `q we denote
σm(x)q := inf{‖x− z‖q : z ∈ `q,m-sparse} .
Lemma 7.11. Let 0 < p < q ≤ ∞. Then x ∈ `q belongs to `p if and only if[ ∞∑
m=1
(
m1/p−1/qσm(x)q
)p 1
m
]1/p
<∞ . (7.11)
Then (7.11) is an equivalent quasi-norm in `p.
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Lemma 7.11 means in particular that for any x ∈ `p one has[ ∞∑
m=1
[m1/p−1/qσm(x)q]p
1
m
]1/p ≤ C(p, q)‖x‖p . (7.12)
One can derive Lemma 7.8 (with the constant 1 replaced by C(p, q)) from (7.12) by an argument,
which is very similar to the direct proof of Lemma 7.8.
7.5 Sparse trigonometric approximation
Sparse trigonometric approximation of periodic functions began by the paper of S.B. Stechkin
[316], who used it in the criterion for absolute convergence of trigonometric series. R.S. Ismag-
ilov [183] found nontrivial estimates for m-term approximation of functions with singularities
of the type |x| and gave interesting and important applications to the widths of Sobolev classes.
He used a deterministic method based on number theoretical constructions. His method was
developed by V.E. Maiorov [230], who used a method based on Gaussian sums. Further strong
results were obtained in [77] with the help of a non-constructive result from finite dimensional
Banach spaces due to E.D. Gluskin [147]. Other powerful non-constructive method, which is
based on a probabilistic argument, was used by Y. Makovoz [231] and by E.S. Belinskii [36]
(see the book [390] for a detailed description of the technique). Different methods were created
in [341], [198], [363], [374] for proving lower bounds for function classes. It was discovered
in [83] and [371] that greedy algorithms can be used for constructive m-term approximation
with respect to the trigonometric system. We demonstrated in [376] how greedy algorithms
can be used to prove optimal or best known upper bounds for m-term approximation of classes
of functions with mixed smoothness. It is a simple and powerful method of proving upper
bounds. The reader can find a detailed study of m-term approximation of classes of functions
with mixed smoothness, including small smoothness, in the paper [273] by A.S. Romanyuk and
in recent papers [376], [377]. We note that in the case 2 < q < ∞ the upper bounds in [273]
are not constructive.
The following two theorems are from [376]. We use the notation β := β(p, q) := 1/p− 1/q
and η := η(p) := 1/p − 1/2. In the case of trigonometric system T d we drop it from the
notation:
σm(F)q := σm(F, T d)q.
Theorem 7.12. We have
σm(W
r
p)q 

m−r+β(logm)(d−1)(r−2β), 1 < p ≤ q ≤ 2, r > 2β,
m−r+η(logm)(d−1)(r−2η), 1 < p ≤ 2 ≤ q <∞, r > 1/p,
m−r(logm)r(d−1), 2 ≤ p ≤ q <∞, r > 1/2.
The third line of Theorem 7.12 combined with (7.3) shows that the trigonometric system
is an optimal in the sense of order orthonormal system for the m-term approximation of the
classesWrp in Lq for 2 ≤ p, q <∞. The case 1 < p ≤ q ≤ 2 in Theorem 7.12, which corresponds
to the first line, was proved in [341] (see also [345], Ch.4). The proofs from [341] and [345] are
constructive.
Comparing Theorems 7.12 and 7.27 (below) with Theorem 4.4 we conclude that in the case
1 < q ≤ p <∞ we have
σm(W
r
p)q  EQn(Wrp)q, m  |Qn|  2nnd−1.
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In the case 1 < p < q <∞ we have
σm(W
r
p)q = o
(
EQn(W
r
p)q
)
, m  |Qn|  2nnd−1.
Note, that in case 1 < p < q ≤ 2 we encounter a “multivariate phenomenon”. In fact, the
improvement for σm(Wrp)q happens in the power of the log. Hence, it is not present in the
univariate setting with d = 1.
Comparing Theorems 7.12 and 7.27 (below) with Theorem 7.2 we see that the trigonometric
system T d is as good as the wavelet type system Ud for m-term approximation in the range of
parameters 1 < q ≤ p <∞ and 2 ≤ p ≤ q <∞ and for other parameters from 1 < p, q <∞ the
wavelet type system Ud provides better m-term approximation than the trigonometric system
T d. Probably, this phenomenon is related to the fact that the trigonometric system is an
orthonormal uniformly bounded system. Interestingly, for the H classes (see below) we observe
that wavelet type systems provide a better m-term approximation also in case 1 < p = q < 2 .
For 1 < p ≤ q ≤ 2 the case of small smoothness β < r ≤ 2β is settled. In this case we have
the constructive bound (see [377] and [32])
σm(W
r
p)q  m−(r−β). (7.13)
Moreover, if 1 < p ≤ 2 < q < ∞ and β = 1/p − 1/q < r ≤ 1/p − q′/(2q) Theorem 7.26 below
implies
σm(W
r
p)q  m−(r−β)q/2 . (7.14)
This (non-constructive) result actually goes back to Belinskii [32] for the larger range β < r ≤
q′β. However, the paper [32] is hard to access. In the case of small smoothness the relations
(7.13) and (7.14) show an interesting and important phenomenon. The asymptotic rate of
decay of σm(Wrp)q does not depend on dimension d. The dependence on d is hidden in the
constants. See also (7.10) above for a similar phenomenon in the B-classes.
We note that in the case q > 2 Theorem 7.12 is proved in [363]. However, the proof there is
not constructive – it uses a non-constructive result from [77]. In [376] we provided a constructive
proof, which is based on greedy algorithms. Also, this proof works under weaker conditions on
r: r > 1/p instead of r > 1/p+ η for 1 < p ≤ 2. In [376] we concentrated on the case q ≥ 2.
Let us continue with sparse trigonometric approximation in case q = ∞. In this case the
results are not as complete as those for 1 < q < ∞. We give here one result from [376] (the
reference also contains a historical discussion).
Theorem 7.13. We have
σm(W
r
p)∞ .
{
m−r+η(logm)(d−1)(r−2η)+1/2, 1 < p ≤ 2, r > 1/p,
m−r(logm)r(d−1)+1/2, 2 ≤ p <∞, r > 1/2.
We used recently developed techniques on greedy approximation in Banach spaces to prove
Theorems 7.12 and 7.13. It is important that greedy approximation allows us not only to
prove the above theorems but also to provide a constructive way for building the corresponding
m-term approximants. We call this algorithm constructive because it provides an explicit
construction with feasible one parameter optimization steps. We stress that in the setting of
approximation in an infinite dimensional Banach space, which is considered in our paper, the use
of term algorithm requires some explanation. In this paper we discuss only theoretical aspects
of the efficiency (accuracy) ofm-term approximation and possible ways to realize this efficiency.
The greedy algorithms give a procedure to construct an approximant, which turns out to be
a good approximant. The procedure of constructing a greedy approximant is not a numerical
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algorithm ready for computational implementation. Therefore, it would be more precise to
call this procedure a theoretical greedy algorithm or stepwise optimizing process. Keeping this
remark in mind we, however, use the term greedy algorithm in this paper because it has been
used in previous papers and has become a standard name for procedures alike Weak Chebyshev
Greedy Algorithm (see below) and for more general procedures of this type (see for instance
[71], [373]). Also, the theoretical algorithms, which we use, become algorithms in a strict sense
if instead of an infinite dimensional setting we consider a finite dimensional setting, replacing,
for instance, the Lp space by its restriction on the set of trigonometric polynomials. We give a
precise formulation from [376].
Theorem 7.14. For q ∈ (1,∞) and µ > 0 there exist constructive methods Am(f, q, µ), which
provide for f ∈Wrp an m-term approximation such that
‖f −Am(f, q, µ)‖q
.

m−r+β(logm)(d−1)(r−2β), 1 < p ≤ q ≤ 2, r > 2β + µ,
m−r+η(logm)(d−1)(r−2η), 1 < p ≤ 2 ≤ q <∞, r > 1/p+ µ,
m−r(logm)r(d−1), 2 ≤ p ≤ q <∞, r > 1/2 + µ.
Similar modification of Theorem 7.13 holds for q = ∞. We do not have matching lower
bounds for the upper bounds in Theorem 7.13 in the case of approximation in the uniform
norm L∞.
We now demonstrate some important features of new techniques used in the proof of the
above Theorem 7.14. First of all, constructive methods Am(f, q, µ) are built on the base
of greedy-type algorithms. The reader can find a comprehensive study of greedy algorithms
in [373]. One example of greedy-type algorithm – the Thresholding Greedy Algorithm – is
discussed in Subsection 7.2 above. Another example – the Weak Chebyshev Greedy Algorithm
– is discussed at the end of this subsection. Both of these algorithms are used in building
Am(f, q, µ). Second, it is known that the A-norm with respect to a given dictionary plays
an important role in greedy approximation. In the case of the trigonometric system T d the
A-norm is defined as follows
‖f‖A :=
∑
k
|fˆ(k)|.
The following theorem and lemma from [376] play the key role in proving Theorem 7.14. Denote
m¯ := max{m, 1}.
Theorem 7.15. There exist constructive greedy-type approximation methods Gqm(·), which pro-
vide m-term polynomials with respect to T d with the following properties: for 2 ≤ q <∞
‖f −Gqm(f)‖q ≤ C1(d)(m¯)−1/2q1/2‖f‖A, ‖Gqm(f)‖A ≤ C2(d)‖f‖A, (7.15)
and for q =∞, f ∈ T (N, d)
‖f −G∞m (f)‖∞ ≤ C3(d)(m¯)−1/2(lnϑ(N))1/2‖f‖A, ‖G∞m (f)‖A ≤ C4(d)‖f‖A. (7.16)
Taking into account importance of the A-norm for greedy approximation we prove some
error bounds for approximation of classes Wa,bA (see the definition in Lemma 7.16), which are
in a style of classes Wrp with parameter a being similar to parameter r and parameter b being
the one controlling the logarithmic type smoothness.
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Lemma 7.16. Define for f ∈ L1
fl :=
∑
|s|1=l
δs(f), l ∈ N0, N0 := N ∪ {0}.
Consider the class
Wa,bA := {f : ‖fl‖A ≤ 2−al(l¯)(d−1)b}.
Then for 2 ≤ q ≤ ∞ and 0 < µ < a there is a constructive method Am(·, q, µ) based on greedy
algorithms, which provides the bound for f ∈Wa,bA
‖f −Am(f, q, µ)‖q . m−a−1/2(logm)(d−1)(a+b), 2 ≤ q <∞,
‖f −Am(f,∞, µ)‖∞ . m−a−1/2(logm)(d−1)(a+b)+1/2. (7.17)
Proof . We prove the lemma for m  2nnd−1, n ∈ N. Let f ∈Wa,bA . We approximate fl in Lq.
By Theorem 7.15 we obtain for q ∈ [2,∞)
‖fl −Gqml(fl)‖q . (m¯l)−1/2‖fl‖A . (m¯l)−1/22−all(d−1)b. (7.18)
We take µ ∈ (0, a) and specify
ml := [2
n−µ(l−n)ld−1], l = n, n+ 1, . . . .
In addition we include in the approximant
Sn(f) :=
∑
|s|1≤n
δs(f).
Define
Am(f, q, µ) := Sn(f) +
∑
l>n
Gqml(fl).
Then, we have built an m-term approximant of f with
m . 2nnd−1 +
∑
l≥n
ml . 2nnd−1.
The error of this approximation in Lq is bounded from above by
‖f −Am(f, q, µ)‖q ≤
∑
l≥n
‖fl −Gqml(fl)‖q .
∑
l≥n
(m¯l)
−1/22−all(d−1)b
.
∑
l≥n
2−1/2(n−µ(l−n))l−(d−1)/22−all(d−1)b . 2−n(a+1/2)n(d−1)(b−1/2).
This completes the proof of lemma in the case 2 ≤ q <∞.
Let us discuss the case q = ∞. The proof repeats the proof in the above case q < ∞ with
the following change. Instead of using (7.15) for estimating an ml-term approximation of fl
in Lq we use (7.16) to estimate an ml-term approximation of fl in L∞. Then bound (7.18) is
replaced by
‖fl −G∞ml(fl)‖∞ . (m¯l)−1/2(ln 2l)1/2‖fl‖A . (m¯l)−1/2l1/22−all(d−1)b. (7.19)
The extra factor l1/2 in (7.19) gives an extra factor (logm)1/2 in (7.17). 
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We now consider the case σm(Wr1)p, which is not covered by Theorem 7.12. The function
Fr(x) belongs to the closure in Lq of Wr1, r > 1− 1/q, and, therefore, on the one hand
σm(W
r
1)q ≥ σm(Fr(x))q.
On the other hand, it follows from the definition of Wr1 that for any f ∈Wr1
σm(f)q ≤ σm(Fr(x))q.
Thus,
σm(W
r
1)q = σm(Fr(x))q.
The following results on σm(Fr(x))q are from [376].
Theorem 7.17. We have
σm(Fr(x))q 
{
m−r+1−1/q(logm)(d−1)(r−1+2/q), 1 < q ≤ 2, r > 1− 1/q,
m−r+1/2(logm)r(d−1), 2 ≤ q <∞, r > 1.
The upper bounds are provided by a constructive method Am(·, q, µ) based on greedy algorithms.
Theorem 7.18. We have
σm(Fr(x))∞ . m−r+1/2(logm)r(d−1)+1/2, r > 1.
The bounds are provided by a constructive method Am(·,∞, µ) based on greedy algorithms.
We now proceed to classes Hrp and Brp,θ. The following theorem was proved in [341] (see
also [345], Ch.4). The proofs from [341] and [345] are constructive.
Theorem 7.19. Let 1 < p ≤ q ≤ 2, r > β. Then
σm(H
r
p)q  m−r+β(logm)(d−1)(r−β+1/q).
The following analog of Theorem 7.12 for classes Hrp was proved in [273]. The proof in [273]
in the case q > 2 is not constructive.
Theorem 7.20. One has
σm(H
r
p)q 

m−r+β(logm)(d−1)(r−β+1/q), 1 < p ≤ q ≤ 2, r > β,
m−r+η(logm)(d−1)(r−1/p+1), 1 < p ≤ 2 ≤ q <∞, r > 1/p,
m−r(logm)(d−1)(r+1/2), 2 ≤ p ≤ q <∞, r > 1/2.
The third line of Theorem 7.20 combined with (7.2) shows that the trigonometric system is
an optimal one in the sense of order orthonormal system for the m-term approximation of the
classes Hrp in Lq for 2 ≤ p, q <∞. Interestingly, in case 1 < p < q ≤ 2 it holds, in contrast to
the situation for the Wrp classes,
σm(H
r
p)q  EQn(Hrp)q , m  |Qn|  2nnd−1 ,
see Theorem 4.6. Hence, the “multivariate phenomenon” mentioned above after Theorem 7.12
is not present here.
The following proposition is from [376].
Proposition 7.21. The upper bounds in Theorem 7.20 are provided by a constructive method
Am(·, q, µ) based on greedy algorithms.
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In the case q =∞ we have (see [376]).
Theorem 7.22. We have
σm(H
r
p)∞ .
{
m−r+η(logm)(d−1)(r−1/p+1)+1/2, 1 < p ≤ 2, r > 1/p,
m−r(logm)(r+1/2)(d−1)+1/2, 2 ≤ p <∞, r > 1/2.
The upper bounds are provided by a constructive method Am(·,∞, µ) based on greedy algorithms.
For a non-constructive proof of the bound of Theorem 7.22 in the case 2 ≤ p <∞ see [33].
We now proceed to classes Brp,θ. It will be convenient for us to use the following slight
modification of classes Brp,θ. Define
‖f‖Hrp,θ := sup
n
 ∑
s:|s|1=n
(
‖δs(f)‖p2r|s|1
)θ1/θ
and
Hrp,θ := {f : ‖f‖Hrp,θ ≤ 1}.
The best m-term approximations of classes Brp,θ are studied in detail by A.S. Romanyuk
[273].
There is the following extension of Theorem 7.20 (see [273] for the Brp,θ classes and [376]
for the Hrp,θ classes).
Theorem 7.23. One has
σm(B
r
p,θ)q  m−r+β(logm)(d−1)(r−β+1/q−1/θ)+ , 1 < p ≤ q ≤ 2, r > β ,
and
σm(B
r
p,θ)q  σm(Hrp,θ)q

{
m−r+η(logm)(d−1)(r−1/p+1−1/θ), 1 < p ≤ 2 ≤ q <∞, r > 1/p,
m−r(logm)(d−1)(r+1/2−1/θ), 2 ≤ p ≤ q <∞, r > 1/2.
Interestingly, if θ is getting small in the first statement in Theorem 7.23 we get rid of
the log in some cases. Or, in different words, if 0 < r − β < 1/θ − 1/p is small then the
log-term diappears, which is a similar small smoothness phenomenon as in (7.13) and (7.14).
The dimension d plays no role in the asymptotic rate of convergence, it is only hidden in the
constants, see also Theorem 7.29 where a similar effect occurs for q ≤ p.
The following proposition is from [376].
Proposition 7.24. The upper bounds in Theorem 7.23 are provided by a constructive method
based on greedy algorithms.
The following result is from [29].
Theorem 7.25. For 1 ≤ p ≤ q ≤ 2, 1 < q, 1 ≤ θ ≤ ∞ one has
σm(H
r
p,θ)q 
{
m−r+β(logm)(d−1)(r−β+1/q−1/θ)+ , β < r 6= 1/p− 2/q + 1/θ,
m−r+β(log logm)1/θ), β < r = 1/p− 2/q + 1/θ.
In another small smoothness range the following result is known (see [273, Thm. 2.1] engl.
version).
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Theorem 7.26. Let 1 ≤ p ≤ 2 < q <∞ and 1 ≤ θ ≤ ∞. Then
σm(B
r
p,θ)q 
{
m−1/2(logm)d(1−1/θ), r = 1/p,
m−q(r−β)/2(logm)(d−1)(q−1)(r−1/p+q′/(qθ′))+ , β < r < 1/p.
The case 1 < p ≤ 2 < q < ∞, θ = ∞, β < r < 1/p was considered by Temlyakov in [377,
Thm. 3.4]. There the upper bounds were achieved by a constructive greedy-type algorithm
(compared to the proof of [273, Thm. 2.1], non-constructive upper bounds). Theorem 7.26 is
also true in more general settings, see the recent paper by Stasyuk [315].
The case q ≤ p
We formulate some known results in the case 1 < q ≤ p ≤ ∞ and describe interesting effects
when comparing sparse trigonometric approximation and hyperbolic cross projections. So far
we have seen, that sparse trigonometric approximation seems to show a significant improvement
in comparison with hyperbolic cross projections only if p < q. However, the comment after
Theorem 7.20 shows that even this is not always the case. In addtion, we will see below that
in the framework of B-classes sparse trigonometric approximation may beat hyperbolic cross
projections even in case q ≤ p. Finally, we will compare sparse trigonometric approximation
with best m-term approximation using wavelet type dictionaries.
Theorem 7.27. Let 1 < q ≤ p <∞, r > 0. Then
σm(W
r
p)q  m−r(logm)(d−1)r.
The upper bound in Theorem 7.27 follows from error bounds for approximation by the
hyperbolic cross polynomials (see [345], Ch.2, §2)
EQn(W
r
q , Lq) . 2−rn, 1 < q <∞.
The lower bound in Theorem 7.27 was proved in [198].
The following result for Hrp classes is known.
Theorem 7.28. Let q ≤ p, 2 ≤ p ≤ ∞, 1 < q <∞, r > 0. Then
σm(H
r
p)q  m−r(logm)(d−1)(r+1/2).
The lower bound for all q > 1
σm(H
r
∞)q & m−r(logm)(d−1)(r+1/2)
was obtained in [198]. The matching upper bounds follow from approximation by the hyperbolic
cross polynomials (see [345], Ch.2, Theorem 2.2)
EQn(H
r
q)q := sup
f∈Hrq
EQn(f)q  n(d−1)/22−rn, 2 ≤ q <∞.
The rate observed in Theorem 7.28 does not extend to 1 < q ≤ p ≤ 2. As one would expect, we
obtain that the hyperbolic cross projections are optimal also for sparse trigonometric approxi-
mation in case 1 < p = q ≤ 2 and r > 0, see Theorem 4.6 and the lower bounds in Theorems
7.19 and 7.20. In other words, we have in this case
σm(H
r
p)p  EQn(Hrp)p  m−r(logm)(d−1)(r+1/p) , m  |Qn|  2nnd−1 .
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Even more interesting is the following observation. Here we have a situation where p = q and
wavelet type dictionaries Φ yield a substantially better rate of convergence than the trigono-
metric system. Indeed, Theorem 7.6 gives
σm(H
r
p,Φ)p  m−r(logm)(d−1)(r+1/2) , m ∈ N ,
in case 1 < p = q < 2 and r > 1/p − 1/2 . Analogously to the comment after Theorem 7.12
this is a multivariate phenomenon since the improvement happens in the power of the log.
Such a situation was not known before as far as we know. Although Stasyuk [311, Rem. 2]
comments on such a phenomenon, his example does not work. His Theorems [311, Thm. 1],
[314, Thm. 3.1] do not hold in case of small smoothness. Indeed, sparse trigonometric and
sparse Haar wavelet approximation yield the same rate for his example Br∞,θ, q < ∞, θ < 2
and 0 < r < 1/θ − 1/2.
The following result for B classes was proved in [273]. For an extension to q < p = ∞ we
refer to [279].
Theorem 7.29. Let 1 < q ≤ p <∞, 2 ≤ p <∞, 1 < q <∞, r > 0. Then
σm(B
r
p,θ)q  m−r(logm)(d−1)(r+1/2−1/θ)+ .
Let us comment on two different effects here. If θ < 2 we observe an improvement in
comparison with the respective bound in Theorem 4.9 for the approximation from the hyperbolic
cross. Let us emphasize that q ≤ p here, so this effect is new and has not been observed before.
The improvement happens in the log factor. Thus, we again encounter a pure multivariate
phenomenon here which is not present if d = 1.
Secondly, the rates of convergence in Theorems 7.28 and 7.29 for p ≥ 2 coincide with the
rates of convergence for sparse approximation with wavelet type dictionaries, see Theorem 7.6.
As we have seen above for Hrp classes this is not the case if 1 < q ≤ p < 2. Here the wavelet
type dictionaries show a better behavior in the log.
7.6 Different types of Greedy Algorithms
We are interested in the following fundamental problem of sparse approximation.
Problem. How to design a practical algorithm that builds sparse approximations compa-
rable to best m-term approximations?
It was demonstrated in the paper [375] that theWeak Chebyshev Greedy Algorithm (WCGA),
which we define momentarily, is a solution to the above problem for a special class of dictio-
naries.
Let X be a real Banach space with norm ‖ · ‖ := ‖ · ‖X . We say that a set of elements
(functions) D from X is a dictionary if each g ∈ D has norm one (‖g‖ = 1), and the closure of
spanD is X. For a nonzero element g ∈ X we let Fg denote a norming (peak) functional for g:
‖Fg‖X∗ = 1, Fg(g) = ‖g‖X .
The existence of such a functional is guaranteed by the Hahn-Banach theorem.
Let t ∈ (0, 1] be a given weakness parameter. Define the Weak Chebyshev Greedy Algorithm
(WCGA) (see [367]) as a generalization for Banach spaces of the Weak Orthogonal Matching
Pursuit (WOMP). In a Hilbert space the WCGA coincides with the WOMP. The WOMP is
very popular in signal processing, in particular, in compressed sensing. In case t = 1, WOMP
is called Orthogonal Matching Pursuit (OMP).
108
Weak Chebyshev Greedy Algorithm (WCGA). Let f0 be given. Then for each m ≥ 1
we have the following inductive definition.
(1) ϕm := ϕ
c,t
m ∈ D is any element satisfying
|Ffm−1(ϕm)| ≥ t sup
g∈D
|Ffm−1(g)|.
(2) Define Φm := Φtm := span {ϕj}mj=1, and define Gm := Gc,tm to be the best approximant
to f0 from Φm.
(3) Let fm := f
c,t
m := f0 −Gm.
The trigonometric system is a classical system that is known to be difficult to study. In
[375] we study among other problems the problem of nonlinear sparse approximation with
respect to it. Let RT denote the real trigonometric system 1, sinx, cosx, . . . on [0, 2pi] and
let RTp to be its version normalized in Lp([0, 2pi]). Denote RT dp := RTp × · · · × RTp the d-
variate trigonometric system. We need to consider the real trigonometric system because the
algorithm WCGA is well studied for the real Banach space. In order to illustrate performance
of the WCGA we discuss in this section the above mentioned problem for the trigonometric
system. The following Lebesgue-type inequality for the WCGA was proved in [375].
Theorem 7.30. Let D be the normalized in Lp, 2 ≤ p < ∞, real d-variate trigonometric
system. Then for any f0 ∈ Lp the WCGA with weakness parameter t gives
‖fC(t,p,d)m ln(m+1)‖p ≤ Cσm(f0,D)p. (7.20)
The Open Problem 7.1 (p. 91) from [369] asks if (7.20) holds without an extra ln(m + 1)
factor. Theorem 7.30 is the first result on the Lebesgue-type inequalities for the WCGA with
respect to the trigonometric system. It provides a progress in solving the above mentioned
open problem, but the problem is still open.
Theorem 7.30 shows that the WCGA is very well designed for the trigonometric system. It
was shown in [375] that an analog of (7.20) holds for uniformly bounded orthogonal systems.
As a direct corollary of Theorems 7.30 and 7.12 we obtain the following result (see [376]).
Theorem 7.31. Let q ∈ [2,∞). Apply the WCGA with weakness parameter t ∈ (0, 1] to f ∈ Lq
with respect to the real trigonometric system RT dq . If f ∈Wrp, then we have
‖fm‖q .
{
m−r+η(logm)(d−1)(r−2η)+r−η, 1 < p ≤ 2, r > 1/p,
m−r(logm)rd, 2 ≤ p <∞, r > 1/2.
7.7 Open problems
It is well known that the extreme cases, when one of the parameters p or q takes values 1 or ∞
are difficult in the hyperbolic cross approximation theory. Often, study of these cases requires
special techniques. Many of the problems, which involve the extreme values of parameters, are
still open. Also the case of small smoothness is still open in many settings.
Open problem 7.1. Find a constructive method, which provides the order of σm(Wrp)q,
2 ≤ p ≤ q <∞, β < r ≤ 1/2.
Open problem 7.2. Find the order of σm(Wrp)∞, 1 ≤ p ≤ ∞, r > 1/p.
Open problem 7.3. Find the order of σm(Wrp)1, 1 ≤ p ≤ ∞, r > 0.
Open problem 7.4. Find the order of σm(Wr∞)q, 1 ≤ q ≤ ∞, r > 0.
We formulated the above problems for the W classes. Those problems are open for the H
and B classes as well. In addition the following problem is open for the H and B classes.
Open problem 7.5. Find the order of σm(Hrp)q and σm(Brp,θ)q for 1 ≤ q < p ≤ 2, r > 0.
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8 Numerical integration
8.1 The problem setting
A cubature rule Λm(f, ξ) approximates the integral I(f) =
∫
[0,1]d f(x) dx by computing a
weighted sum of finitely many function values at Xm = {x1, ...,xm} , i.e.,
Λm(f,Xm) :=
m∑
i=1
λif(x
i), (8.1)
where the d-variate function f is assumed to belong to some (quasi-)normed function space
F ⊂ C([0, 1]d). The optimal error with respect to the class F is given by
κm(F) := inf
Xm={x1,...,xm}⊂[0,1]d
inf
λ1,...,λm∈R
Λm(F, Xm) , (8.2)
where
Λm(F, Xm) := sup
f∈F
∣∣∣∣∣I(f)−
m∑
i=1
λif(x
i)
∣∣∣∣∣ .
It is clear that f ∈ F has to be defined at the nodes {x1, ...,xm}. For that reason we always
assume F ↪→ C(Td). For simplicity, in contrast to the other sections, we represent the d-torus
here as Td = [0, 1]d. Our main interest in this section is to present known optimal results (in
the sense of order) in the number of nodes m for numerical integration of classes of functions
with bounded mixed smoothness.
8.2 Lower bounds
The lower bounds that we want to present are valid for arbitrary cubature formulas. For this
we study the quantity κm(F) for the spaces Brp,θ and W
r
p. We will provide two approaches for
“fooling” the given cubature formula in order to obtain asymptotically sharp lower bounds.
Fooling polynomials
Let us start with the following approach which has been a big breakthrough at that time. The
theorem is from [350]. The idea is to construct “bad” trigonometric polynomials which fool the
given cubature formula in the following way.
Theorem 8.1. Let 1 ≤ p <∞ and r > 1/p. Then we have
κm(W
r
p) & m−r(logm)(d−1)/2 .
The proof of Theorem 8.1 is based on the existence of special trigonometric polynomials
given by Theorem 2.3 above. In fact, Theorem 2.3 is used to prove the following assertion.
Lemma 8.2. Let the coordinates of the vector s be natural numbers and |s|1 = n. Then for any
N ≤ 2n−1 and an arbitrary cubature formula ΛN (·, XN ) with N nodes there is a ts ∈ T (2s, d)
such that ‖ts‖∞ ≤ 1 and
tˆs(0)− ΛN (ts, XN ) ≥ C(d) > 0.
Now we choose for a given m a number n such that
m ≤ 2n−1 < 2m.
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Consider the polynomial
t(x) =
∑
|s|1=n
ts(x),
where ts are polynomials from Lemma 8.2 with N = m. Then
tˆ(0)− Λm(t,Xm) ≥ C(d)nd−1.
The proof of Theorem 8.1 was completed by establishing that if 2 ≤ p <∞ then
‖t‖Wrp . ‖t‖Brp,2 . 2rnn(d−1)/2.
Theorem 8.1 gives the same lower bound for different parameters 1 ≤ p < ∞. It is clear that
the bigger the p the stronger the statement. It was pointed out in [376] that the above example
also provides the lower bound for the Besov classes.
Theorem 8.3. Let 1 ≤ p, θ ≤ ∞ and r > 1/p. We have the following lower bound for the
Besov classes Brp,θ
κm(B
r
p,θ) & m−r(logm)(d−1)(1−1/θ), 1 ≤ p ≤ ∞, 1 ≤ θ ≤ ∞.
Indeed, it is easy to check that
‖t‖Brp,θ . 2rnn(d−1)/θ.
The following lower bounds for numerical integration with respect to a special class of nodes
were obtained recently in [376]. Let s = (s1, . . . , sd), sj ∈ N0, j = 1, . . . , d. We associate with
s a W (s) as follows: denote
w(s,x) :=
d∏
j=1
sin(2pi2sjxj)
and define
W (s) := {x : w(s,x) = 0}.
Definition 8.4. We say that a set of nodes Xm := {xi}mi=1 is an (n, `)-net if |Xm \W (s)| ≤ 2`
for all s such that |s|1 = n.
Theorem 8.5. For any cubature formula Λm(·, Xm) with respect to a (n, n − 1)-net Xm we
have for 1 ≤ p <∞ that
Λm(W
r
p, Xm) & 2−rnn(d−1)/2 , m ∈ N .
In the same way as a slight modification of the proof of Theorem 8.1 gave Theorem 8.3 a
similar modification of the proof of Theorem 8.5 gives the following result.
Theorem 8.6. Let 1 ≤ p, θ ≤ ∞ and r > 1/p. Then for any cubature formula Λm(·, Xm) with
respect to a (n, n− 1)-net Xm we have that
Λm(B
r
p,θ, Xm) & 2−rnn(d−1)(1−1/θ) , n ∈ N .
In case Wr1,0 with r > 1 things can be “improved”. We obtain a larger lower bound than
the one in Theorem 8.5 by slightly shrinking the class of cubature formulas via the following
assumption
m∑
µ=1
|λµ| ≤ B.
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The corresponding minimal error with respect to a class F is then defined by
κBm(F) := inf∑m
µ=1 |λµ|≤B
inf
Xm={x1,...,xm}
Λm(F, Xm).
The following result is from [358].
Theorem 8.7. Let r > 1. Then there is a constant C = C(r,B, d) such that
κBm(W
r
1,0) ≥ C(r,B, d)m−r(logm)d−1 .
Local fooling functions
The idea of using fooling functions to prove lower bounds for asymptotic characteristics of
functions goes back to Bakhvalov [18]. The following approach relies on atomic decompositions,
a modern tool in function space theory, to control the norms of superpositions of local bumps,
see Section 5.5. This powerful approach allows as well to treat the quasi-Banach situation where
p < 1, see for instance [393]. However, what concerns this survey we will restrict ourselves to
the Banach space case. With the results from Proposition 5.25 we are in a position to define
test functions of type (5.47) in order to prove the required lower bounds. By (5.48) we are able
to control the norm ‖ · ‖Brp,θ . Following [111, Thm. 4.1] and [393] we will use test functions of
type
gr,θ := C2
−r``−(d−1)/θ
∑
|j|1=`+1
∑
k∈Kj(Xm)
aj,k , (8.3)
where Kj(Xm) ⊂ {0, ..., 2j1−1 × ... × {0, ..., 2jd−1} depends on the set of integration nodes
Xm := {x1, ...,xm} with m = 2` .
Let us now give a different proof of Theorems 8.1 and 8.3. One only needs to prove Theorem
8.3. In fact, Theorem 8.1 follows from Theorem 8.3 together with the embeddings Br2,2 ↪→Wrp
if p ≤ 2 and Brp,2 ↪→Wrp if p > 2 . Following the arguments in [111, Thm. 4.1] let m be given
and Xm = {x1, ...,xm} ⊂ [0, 1]d be an arbitrary set of m = 2` points. Since Qj,k ∩Qj,k′ = ∅ for
k 6= k′ we have for every |j|1 = ` + 1 a set of 2` cubes of the form 2−jk + 2−jQ which do not
intersect the nodes Xm. We choose the test function (8.3) where Kj(Xm) is the set of those k
referring to those cubes. By (5.48) the Brp,θ norm of those functions is uniformly bounded (in
`). The result in case p, θ ≥ 1 follows from the observation∫
[0,1]d
gr,θ dx  2−`r`(d−1)(1−1/θ) .
Of course, a cubature rule admitted in (8.2), which uses the points Xm, produces a zero output.
For parameters min{p, θ} < 1 the fooling function (8.3) has to be slightly modified.
8.3 Cubature on Smolyak grids
Here we will discuss cubature on Smolyak grids. The Smolyak grid of level ` is given by
SGd(`) :=
⋃
k1+...+kd≤`
Ik1 × ...× Ikd (8.4)
where Ik := {2−kn : n = 0, ..., 2k − 1}. We consider the cubature formulas Λm(f, SGd(`)) on
Smolyak grids SGd(`) given by
Λm(f, SG
d(`)) =
∑
xi∈SGd(`)
λif(x
i). (8.5)
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Figure 15: A sparse grid in d = 2 with N = 256 points
Here we have a degree of freedom when choosing the weights {λi}xi∈Gd(`). However, it
turns out that any cubature formula on Smolyak grids behaves asymptotically worse than the
optimal rules discussed below. The following theorem presents the approach from [111]. It
relies on the same principle as above of using superpositions of local bump functions to fool
the algorithm. Taking into account that a sparse grid of level ` contains m  2``d−1 points we
obtain the following general result.
Theorem 8.8. Let 1 ≤ p, θ ≤ ∞ and r > 1/p.
(i) Then
Λm(B
r
p,θ, SG
d(`)) & 2−`r`(d−1)(1−1/θ)
 m−r(logm)(d−1)(r+1−1/θ) .
(8.6)
(ii) If 1 < p <∞ and r > 0 then
Λm(W
r
p, SG
d(`)) & 2−`r`(d−1)/2
 m−r(logm)(d−1)(r+1/2) .
(8.7)
Remark 8.9. Those lower bounds show that numerical integration on Smolyak grids is “not
easier” than Smolyak sampling, see Section 5 above. However, it is also not harder. Note, that
the results in Section 5 show that there is a sampling algorithm of the form
Am(f,G
d(`)) =
∑
xi∈Gd(`)
f(xi)axi(·)
which approximates f well in L1(Td). Taking∣∣∣ ∫
Td
f(x)dx−
∫
Td
∑
xi∈Gd(`)
f(xi)axi(x)dx
∣∣∣ ≤ ‖f −Am(f,Gd(`))‖1
into account we obtain with λxi :=
∫
Td axi(x)dx a cubature formula of type (8.5) where the error
is bounded by the approximation error in L1(Td). Hence, by the results presented in Section 5
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we see that the lower bounds (8.6) and (8.7) are sharp in the sense, that there is a cubature
formula on the Smolyak grid with matching upper bounds.
In [376] Temlyakov observed that the same bounds can be also obtained from the approach
based on the general Theorem 2.3. Let us briefly discuss how Theorems 8.5 and 8.6 imply
bounds (8.6) and (8.7) (see [376]). It is easy to check that SGd(n) ⊂ W (s) with any s such
that |s|1 = n. Indeed, let ξ(n,k) ∈ SGd(n). Take any s with |s|1 = n. Then |s|1 = |n|1 and
there exists j such that sj ≥ nj . For this j we have
sin 2sjξ(n,k)j = sin 2
sjpikj2
−nj = 0 and w(s, ξ(n,k) = 0.
This means that SGd(n) is an (n, l)-net for any l. We note that |SGd(n)|  2nnd−1. It is
known (see [340]) that there exists a cubature formula (Λ, SGd(n)) such that
Λ(Hrp, G
d(n)) . 2−rnnd−1, 1 ≤ p ≤ ∞, r > 1/p. (8.8)
Theorem 8.6 with θ = ∞ shows that the bound (8.8) is sharp. Moreover, Theorem 8.6 shows
that even an addition of extra 2n−1 arbitrary nodes to SGd(n) will not improve the bound in
(8.8).
Novak and Ritter [252] studied Smolyak cubature based on the one-dimensional Clenshaw-
Curtis rule with numerical experiments. Later, Gerstner and Griebel [145] investigated and
compared several variants of Smolyak cubature rules based on different one-dimensional quadra-
ture schemes like Gauss (Patterson), trapezoidal and Clenshaw-Curtis quadrature rules. Their
numerical experiments show that Gauss (Patterson) performs best (among the other methods
mentioned) for the considered examples. The Clenshaw-Curtis Smolyak cubature rule has been
also considered from the viewpoint of tractability for a class of infinite times differentiable
functions. In Hinrichs, Novak, M. Ullrich [179] the authors prove “weak tractability” in this
setting based on the polynomial exactness of this cubature rule.
8.4 The Fibonacci cubature formulas
The Fibonacci cubature formulas have been studied by several authors, see for instance Bakhvalov
[16], Temlyakov [352, 354, 358], Du˜ng, Ullrich [111] and the references in [357, Chapt. IV].
This cubature formula behaves asymptotically optimal within the bivariate function classes of
interest here. It represents a rank-1-lattice rule. Note, that for higher dimensions optimal
rank-1-lattice rules are not known.
Theorem 8.10. (i) Let d = 2. For 1 < p <∞ and r > max{1/p, 1/2} we have
κm(W
r
p(T2))  m−r(logm)1/2.
(ii) For 1 ≤ p, θ ≤ ∞, and r > 1/p we have
κm(B
r
p,θ(T2))  m−r(logm)1−1/θ.
Note that all the lower estimates are provided by the results in Subsection 8.2 above.
The upper bounds in both above theorems are obtained by the use of the Fibonacci cubature
formulas. The Fibonacci cubature formulas are defined as follows
Φn(f) := b
−1
n
bn∑
µ=1
f(µ/bn, {µbn−1/bn}),
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Figure 16: A Fibonacci lattice with N = 233 points
where b0 = b1 = 1, bn = bn−1 + bn−2 are the Fibonacci numbers and {x} is the fractional part
of the number x. Those cubature formulas are designed for periodic functions and they are
exact on the trigonometric polynomials with frequencies in the hyperbolic cross Γ(γbn), where
γ > 0 is a universal constant.
For a function class F(T2) of bivariate functions we denote
Φn(F(T2)) := sup
f∈F(T2)
∣∣∣Φn(f)− ∫
T2
f(x) dx
∣∣∣ ,
where T2 = [0, 1]2 represents the 2-torus.
Proposition 8.11. (i) For 1 < p <∞ and r > max{1/p, 1/2} we have
Φn(W
r
p(T2))  b−rn (log bn)1/2.
(ii) For 1 ≤ p, θ ≤ ∞, and r > 1/p we have
Φn(B
r
p,θ(T2))  b−rn (log bn)1−1/θ.
Proposition 8.11 and Theorem 8.10 show that the Fibonacci cubature formulas are optimal
in the sense of order in the stated situations.
Small smoothness and limiting cases
Here we are particularly interested in the limiting situations B1/pp,1 (T2), Wr1(T2) and the situ-
ation of “small smoothness” occurring whenever we deal with Wrp(T2) with 2 < p < ∞ and
1/p < r ≤ 1/2, which is not covered by Theorem 8.10 and Proposition 8.11.
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Figure 17: The region of “small smoothness”
Proposition 8.12. (i) Let r > 1 then it holds
Φn(W
r
1,α(T2))  b−rn log bn .
(ii) If r > 1/2 we have
Φn(W
r
∞(T2))  b−rn
√
log bn .
(iii) If 1 ≤ p <∞ then
Φn(B
1/p
p,1 (T
2)  b−1/pn .
Relation (i) is proved in [358]. The lower bound in (i) for α = 0 follows from Theorem 8.7.
The upper bound in part (iii) follows directly from (3.17) in [111]. for the lower bound we refer
to [393, Thm. 7.3]. Note, that the embedding B1/pp,1 ↪→ C(Td) holds true, see Lemma 3.12,(iii)
above .
Next we state the results for small smoothness.
Proposition 8.13. Let 2 < p <∞ and 1/p < r ≤ 1/2. Then
Φn(W
r
p) 
{
b−rn (log bn)1−r, 1/p < r < 1/2;
b−rn
√
(log bn)(log log bn), r = 1/2.
One observes a different behavior in the log-power and an additional log log if r = 1/2. A
similar effect seems to hold in the multivariate situation when dealing with Frolov’s cubature,
see Theorem 8.19 below for the upper bounds. Note, that in contrast to the result for the
Fibonacci cubature rule there are so far no sharp lower bounds for the multivariate situation.
8.5 The Frolov cubature formulas
The Frolov cubature formulas were introduced and studied in [130, 131]. The reader can find
a detailed discussion of this topic in [357, Chapt. IV], [370], and [391]. For the analysis of
this method in several Besov and Triebel-Lizorkin type spaces of mixed smoothness we refer to
Dubinin [116, 117] and the recent papers [393, 242]. The Frolov cubature formulas are used in
the proof of the upper bounds in the following theorem.
Theorem 8.14. (i) For 1 < p <∞ and r > max{1/p, 1/2} we have
κm(W
r
p)  m−r(logm)(d−1)/2.
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(ii) For 1 ≤ p, θ ≤ ∞, and r > 1/p we have
κm(B
r
p,θ)  m−r(logm)(d−1)(1−1/θ).
(iii) For 1 ≤ p <∞ we have
κm(B
1/p
p,1 )  m−1/p.
The lower bounds in (i) are provided by Theorem 8.1 and in (ii) by Theorem 8.3. The lower
bound in (iii) is proven in [393, Thm. 7.3].
Contrary to the case of the Fibonacci (see above) and the Korobov (see below) cubature
formulas the Frolov cubature formulas defined below are not designed for a direct application
to periodic functions. As a result one needs to use a two step strategy. We begin with a
definition. The following results, see for instance [357, IV.4] and [189], play a fundamental role
in the construction of these formulas.
Theorem 8.15. There exists a matrix A such that the lattice L(m) = Am, i.e.,
L(m) :=
L1(m)...
Ld(m)
 ,
where m is a (column) vector with integer coordinates, has the following properties
(1)
∣∣∣∏dj=1 Lj(m)∣∣∣ ≥ 1 for all m 6= 0;
(2) each parallelepiped P with volume |P | whose edges are parallel to the coordinate axes
contains no more than |P |+ 1 lattice points.
There is a constructive approach in choosing the lattice generating matrix A. In the original
paper by Frolov [130] a Vandermonde matrix
A =

1 ξ1 · · · ξd−11
1 ξ2 · · · ξd−12
...
...
. . .
...
1 ξd · · · ξd−1d
 (8.9)
has been considered, where ξ1, . . . , ξd are the real roots of an irreducible polynomial over Q, e.g.,
Pd(x) :=
∏d
j=1(x− 2j + 1)− 1 . The general principle of this construction has been elaborated
in detail by Temlyakov in his book [357, IV.4] based on results on algebraic number theory,
see Borevich, Shafarevich [42], Gruber, Lekkerkerker [157], or Skriganov [306]. Let us also refer
to [188] for a detailed exposition of the construction principle based on the above mentioned
references. The polynomial Pd has a striking disadvantage from a numerical analysis point of
view, namely that the real roots of the polynomials grow with d and therefore the entries in A
get huge due to the Vandermonde structure. In fact, sticking to the structure (8.9), it seems
to be a crucial task to find proper irreducible polynomials with real roots of small modulus. In
[357, IV.4] Temlyakov proposed the use of rescaled Chebyshev polynomials Qd in dimensions
d = 2`. To be more precise we use for x ∈ [−2, 2]
Qd(x) = 2Td(x/2) with Td(·) := cos(d arccos(·)) .
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The polynomials Qd belong to Z[x] and have leading coefficient 1. Its roots are real and given
by
ξk = 2 cos
(pi(2k − 1)
2d
)
, k = 1, ..., d . (8.10)
Let us denote the Vandermonde matrix (8.9) with the scaled Chebyshev roots (8.10) by T and
call the corresponding lattice ΓT = T (Zd) a Chebyshev lattice. It turned out recently, see [189],
that a Chebychev lattice is always orthogonal. To be more precise we have the following result.
Theorem 8.16. The d-dimensional Chebyshev lattice ΓT = T (Zd) is orthogonal. In particular,
there exists a lattice representation T˜ = TS with S ∈ SLd(Z) such that
(i) T˜k,` ∈ [−2, 2] for k, ` = 1, ..., d and
(ii) T˜ ∗T˜ = diag(d, 2d, . . . , 2d).
However, Chebyshev-polynomials are not always irreducible overQ. In fact, the polynomials
Qd are irreducible if and only if d = 2` [357, IV.4]. Hence, a Chebyshev lattice ΓT is admissible
in the sense of Theorem 8.15 if and only if d = 2`. In that case we call ΓT a Chebyshev-Frolov
lattice and obtain the following corollary.
Corollary 8.17. If d = 2` for some ` ∈ N the Chebyshev-Frolov lattice ΓT = T (Zd) and
its dual lattice are both orthogonal and admissible (in the sense of Theorem 8.15). In par-
ticular, there is a lattice representation for Γ given by T˜ = QD with a diagonal matrix
D = diag(
√
d,
√
2d, ...,
√
2d) and an orthogonal matrix Q. For the dual lattice Γ⊥ we have
the representation T˜⊥ = QD−1.
Let a > 1 and A a matrix from Lemma 8.15. We consider the cubature formula
Φ(a,A)(f) := (ad|detA|)−1
∑
m∈Zd
f
((A−1)Tm
a
)
(8.11)
for f with support in [0, 1]d . Clearly, the number N of points of this cubature formula does
not exceed C(A)ad|detA|. In our framework (8.1) the weights λi, i = 1, ...,m, are all equal
but do not sum up to one in general. The following figure illustrates the construction of the
Frolov points.
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Figure 18: Generating the Frolov points
The first step in application of the Frolov cubature formulas is to apply them to analogs of
classes Wrp and Brp,θ of respective functions with support in [0, 1]
d. Let us first give a precise
definition of these classes by using the approach via differences from Lemmas 3.10, 3.11. Let
1 < p <∞ and m > r > 0 then Wrp(Rd) is the collection of functions f ∈ L1(Rd) such that
‖f‖(m)
Wrp(Rd)
:=
∥∥∥( ∑
s∈Nd0
2r|s|12Re(s)m (f, 2−s, ·)2
)1/2∥∥∥
Lp(Rd)
is finite. If 1 ≤ p, θ ≤ ∞ and m > r > 0 then Brp,θ(Rd) is the collection of all functions
f ∈ L1(Rd) such that
‖f‖(m)
Brp,θ(Rd)
:=
[ ∑
s∈Nd0
2r|s|1θωe(s)m (f, 2
−s)θLp(Rd)
]1/θ
is finite. Now we consider those functions fromWrp(Rd) which are supported in the cube [0, 1]d,
by setting
W˚rp := {f ∈Wrp(Rd) : supp f ⊂ [0, 1]d}
and
B˚rp,θ := {f ∈ Brp,θ(Rd) : supp f ⊂ [0, 1]d} .
For the moment let us use the letter A also for the rescaled Frolov matrix (w.l.g. positive
determinant). Then (8.11) can be rewritten to (see [357, Lem. IV.4.6])
1
detA
∑
m∈Zd
f((A−1)Tm) =
∑
k∈Zd
Ff(Ak) , (8.12)
which is a consequence of Poisson’s summation formula involving the continuous Fourier trans-
form given by
Ff(y) :=
∫ ∞
−∞
f(x)e−2pii(y,x) dx .
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Before commenting on this identity let us mention that it immediately gives a formula for the
integration error since Ff(0) = ∫[−1,1]d f(x)dx. In (8.12) the left-hand side is a finite sum due to
the support assumption on f . However, the right-hand side does not have to be unconditionally
convergent. However, any convergent method of summation of the Fourier series can be used
to establish the above identity. For details we refer to [393, Cor. 3.2]. The formula (8.12) is
the heart of the matter for the analysis of the method in spaces W˚rp and B˚rp,θ. The first step
consists in proving a counterpart of Theorem 8.14 for spaces W˚rp and B˚rp,θ, see [357, 370, 393].
Theorem 8.18. (i) For each 1 < p <∞ and r > max{1/p, 1/2} we have
Φ(a,A)(W˚rp)  a−rd(log a)(d−1)/2 , a > 1 .
(ii) For each 1 ≤ p, θ ≤ ∞ and r > 1/p, we have
Φ(a,A)(B˚rp,θ)  a−rd(log a)(d−1)(1−1/θ) , a > 1 .
(iii) For each 1 ≤ p <∞ we have
Φ(a,A)(B˚
1/p
p,1 )  a−d/p , a > 1 .
Note, that in case θ = 1 the log term disappears and multivariate cubature shows the same
asymptotical behavior as univariate quadrature in this setting.
The case of small smoothness
Here we deal with the cubature of functions from classes Wrp where 2 < p <∞ and 1/p < r ≤
1/2. Using Frolov’s cubature formula we can prove a multivariate counterparts of the upper
bounds in Theorem 8.13. Indeed using the modified Frolov cubature Φ(a,A)(f) we obtain
Theorem 8.19. Let 2 < p < ∞ and 1/p < r ≤ 2. Then the following bounds hold true for
a > 2
Φ(a,A)(W˚rp) .
{
a−rd(log a)(d−1)(1−r), 1/p < r < 1/2;
a−rd(log a)(d−1)/2
√
log log a, r = 1/2.
In contrast to the Fibonacci cubature rules the lower bounds in this situation are still open.
8.6 Modifications of Frolov’s method
Frolov’s method works well for functions with zero boundary condition, see Theorem 8.18
above. In order to treat periodic functions from Brp,θ and W
r
p with Frolov’s method we study
the following recently developed modification of the algorithm, which has been introduced in
[242]. Let ψ : Rd → [0,∞) be a compactly supported function (suppψ ⊂ Ω) such that∑
k∈Zd
ψ(x+ k) = 1 , x ∈ Rd .
Then for any 1-periodic function in each component we have∫
Rd
ψ(x)f(x) dx =
∑
k∈Zd
∫
[0,1]d
ψ(x+k)f(x+k) dx =
∫
[0,1]d
f(x)
∑
k∈Zd
ψ(x+k) dx =
∫
[0,1]d
f(x) dx .
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Let Xa be the Frolov points generated by the rescaled matrix 1a(A
−1)T . The modified cubature
formula is then
Φ(a,A, ψ)(f) := Φ(a,A)(ψf) = (ad detA)−1
∑
x∈Xa∩Ω
ψ(x)f({x}) ,
where {x} ∈ [0, 1)d denotes the fractional part of the components in x. Proving the boundedness
of the operator Mψ : Wrp →Wrp(Rd) which maps f 7→ ψf , see [242], one ends up with
Φ(a,A)(W˚rp)  Φ(a,A, ψ)(Wrp) , a > 1 ,
as well as
Φ(a,A)(B˚rp,θ)  Φ(a,A, ψ)(Brp,θ) , a > 1 .
which implies Theorem 8.14.
Change of variable
Let us also mention a classical modification of the algorithm which goes back to Bykovskii [48],
see also [357, 370] for details.
Let ` be a natural number. We define the following functions
ψ`(u) =

∫ u
0 t
`(1− t)`dt
/ ∫ 1
0 t
`(1− t)`dt, u ∈ [0, 1],
0 u < 0,
1 u > 1;
For continuous functions of d variables we define the cubature formulas
Φ(a,A, `)(f) := Φ(a,A)
(
f(ψ`(x1), ..., ψ`(xd))
d∏
i=1
ψ′`(xi)
)
. (8.13)
Analyzing this method boils down to mapping properties of the operator
T` : f 7→ f(ψ`(x1), ..., ψ`(xd))
d∏
i=1
ψ′`(xi)
within Wrp and Brp,θ. This has been studied for spaces W
r
p with r ∈ N in [357], [370] and for
spacesBrp,θ, r > 1/p, in [117]. The full range of relevant spaces, including fractional smoothness,
is considered in the paper [242]. The final result is
Φ(a,A)(W˚rp)  Φ(a,A, `)(Wrp(Rd)) , a > 1 ,
as well as
Φ(a,A)(B˚rp,θ)  Φ(a,A, `)(Brp,θ(Rd)) , a > 1 ,
if ` is large (depending on p and r) . This shows that the spacesWrp(Rd),Brp,θ(Rd) andWrp,Brp,θ
also show the rate of convergence given in Theorem 8.14 with respect to κm.
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Random Frolov
Further modifications of Frolov’s method can be found in the recent papers Krieg, Novak [208]
and M. Ullrich [392]. The authors define a Monte Carlo integration method Mωm with m nodes
based on the Frolov cubature formula and obtain the typical min{1/2, 1−1/p} gain in the main
rate of convergence. In addition, M. Ullrich [392] observed the surprising phenomenon that the
logarithm disappears in the rooted mean square error (variance), i.e.
sup
f∈Wrp
(
E|I(f)−Mωm(f)|2
)1/2 . m−(r+1−1/p) .
if 1 < p <∞ and r ≥ (1/p− 1/2)+ .
8.7 Quasi-Monte Carlo cubature
Theorems 8.1, 8.3 provide the lower bounds for numerical integration by cubature rules with
m nodes. Theorem 8.14 shows that in a large range of smoothness r there exist cubature rules
with m nodes, which provide the upper bounds for the minimal error of numerical integration
matching the corresponding lower bounds. This means, that in the sense of asymptotical
behavior of κm(F) the problem is solved for a large range of function classes. In the case of
functions of two variables optimal cubature rules are very simple – the Fibonacci cubature
rules. They represent a special type of cubature rules, so-called quasi-Monte Carlo rules. In
the case d ≥ 3 the optimal (in the sense of order) cubature rules, considered in the previous
Section, are constructive but not as simple as the Fibonacci cubature formulas. In fact, for the
Frolov cubature formulae (8.11) all weights λi, i = 1, ...,m, in (8.1) are equal but do not sum
up to one. This means in particular that constant functions would not be integrated exactly
by Frolov’s method. Equal weights which sum up to one is the main feature of quasi-Monte
Carlo integration. In this Section we will discuss the problem of finding optimal quasi-Monte
Carlo rules.
Let us start with the following result.
Theorem 8.20. For 0 < r < 1 one has
κm(H
r
∞)  m−r(logm)d−1.
The lower bound in the above theorem follows from Theorem 8.3. The upper bound is
provided by the Korobov cubature formula. Let m ∈ N, a = (a1, . . . , ad) ∈ Zd. We consider
the cubature formulas
Pm(f,a) := m
−1
m∑
µ=1
f
({µa1
m
}
, . . . ,
{µad
m
})
which are called the Korobov cubature formulas. Those formulas are of a special type. Similar
to the Frolov cubature formulas all weights are equal. However, in contrast to (8.11) we have
the additional feature that the equal weights sum up to 1. Consequently, the Korobov cubature
formulas compute exactly integrals of constant functions.
The above considered Fibonacci cubature formulas represent a special case of this frame-
work. Namely, if d = 2, m = bn, a = (1, bn−1) we have
Pm(f,a) = Φn(f).
Note that in the case d > 2 the problem of finding concrete cubature formulas of the type
Pm(f,a) as good as the Fibonacci cubature formulas in the case d = 2 is unsolved. However,
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in the sequel we will stick to the property that the weights sum up to 1. In other words we are
interested in quasi-Monte Carlo cubature formulas of type
Im(f,Xm) :=
1
m
m∑
i=1
f(xi)
and ask whether there is a sequence of point sets {Xm}m such that Im(F, Xm) provides asymp-
totically optimal error bounds for classes of multivariate functions F. For more details and
further references see also the recent survey by Dick, Kuo and Sloan [82].
It is well-known that numerical integration of functions with mixed smoothness is closely
related to the discrepancy problem, see Subsection 8.8 below. In a certain sense (duality)
classical discrepancy theory corresponds to numerical integration in function classes Wrp with
r = 1. We refer the reader to the survey paper [370] and the book [387] for a detailed discussion
of the connection between numerical integration and discrepancy. In the discrepancy problem
the points Xm have to be constructed such that they are distributed as evenly as possible over
the unit cube. Explicit constructions of well-distributed point sets in the unit cube have been
introduced by Sobol [310] and by Faure [123]. Later Niederreiter [243] introduced the general
concept of (t, n, d)-nets. For such point sets, it has been shown that the star discrepancy (the
L∞-norm of the discrepancy function), a measure of the distribution properties of a point set,
behaves well. We do not want to go into the complicated details of the construction of such
point sets. Let us rather take a look on a 2-dimensional example. The 2-dimensional van der
Corput point set [66, 67] in base 2 is given by
Hn =
{( tn
2
+
tn−1
22
+ ...+
t1
2n
,
s1
2
+
s2
22
+ ...+
sn
2n
)
: ti ∈ {0, 1}, si = 1− ti, i = 1, ..., n
}
.
and represents a digital (0, n, 2)-net. Here, the quality parameter is t = 0 since every dyadic
interval with volume 2−n contains exactly 1 point.
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Figure 19: A digital net in d = 2 with N = 256 points
Based on the work of Hinrichs [176], where Haar coefficients of the discrepancy function
have been computed, the following theorem has been shown in [397]
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Theorem 8.21. Let 1 ≤ p, θ ≤ ∞ and 1/p < r < 2. Then with m = 2n
Im(B
r
p,θ(T2),Hn)  m−r(logm)1−1/θ , n ∈ N .
The technical restriction r < 2 comes from the hierarchical decomposition of a 2-variate
function into the tensorized Faber-Schauder system. At least the hierarchical decomposition
via the Faber-Schauder system, see Subsection 5.5 is problematic for r > 2. Note, that the
van der Corput quasi-Monte Carlo rule shows the same asymptotic behavior as the Fibonacci
cubature formula above in the given range for r, i.e., they are asymptotically optimal. Via
embeddings between B and W spaces, see Lemma 3.12, we can immediately deduce the
corresponding asymptotically optimal result for Sobolev spaces Wrp(T2) if 1 < p < ∞ and
2 > r > max{1/p, 1/2} , see Theorem 8.10(i). What concerns small smoothness we conjecture
a counterpart of Proposition 8.13 also in this framework.
Considering the d-dimensional situation, things are much more involved. Based on the b-
adic (b large) Chen-Skriganov [57] point construction CSn (which we will not discuss in detail)
Markhasin [233] showed the following.
Theorem 8.22. Let 1 ≤ p, θ ≤ ∞ and 1/p < r ≤ 1. Then with m = bn
Im(B
r
p,θ, CSn)  m−r(logm)(d−1)(1−1/θ) , n ∈ N .
The condition r ≤ 1 is, of course, not satisfying. In order to prove a d-dimensional counter-
part of Theorem 8.21 we need to use higher order digital nets as recently introduced by Dick
[79]. Higher order digital nets are designed to achieve higher order convergence rates if the func-
tion possesses higher order smoothness, e.g. higher mixed partial derivatives. In fact, classical
(t,m, d) nets often admit optimal discrepancy estimates which (roughly) transfer to optimal in-
tegration errors within the class W1p, see Subsection 8.8 below. Several numerical experiments
in [178] illustrate this fact. However, for higher order smoothness corresponding statements
are not known. What concerns order-2 digital nets DN 2n the following asymptotically optimal
results have been shown recently in [178].
Theorem 8.23. Let 1 ≤ p, θ ≤ ∞ and 1/p < r < 2. Then with m = 2n
Im(B
r
p,θ,DN 2n)  m−r(logm)(d−1)(1−1/θ) , n ∈ N .
Compared to the Frolov cubature formulas the restriction r < 2 is still unsatisfactory.
However, when it comes to the integration of so-called “kink-functions” from mathematical
finance like, e.g., integrands of the form f(t) = max{0, t−1/2} one observes a Hölder-Nikol’skii
regularity r = 2 if p = 1. Hence the above method can take advantage of the maximal regularity
of a kink. This is what one observes in numerical experiments as well.
Let us emphasize that the above stated results suffer from the restriction r < 2 in case
d ≥ 2. It is not known whether the optimal order of convergence can be achieved by a quasi-
Monte Carlo rule in case of higher smoothness. In case d = 2 this is the case (Fibonacci). Note,
that the modified Frolov method yields the optimal rate for higher smoothness. However, this
method is no QMC rule (not even the “pure” Frolov method). Let us mention that there is
progress in this direction, see the recent preprints by Goda, Suzuki, Yoshiki [151, 152], where
higher order digital nets and corresponding quasi-Monte Carlo rules are used for non-periodic
reproducing kernel Hilbert spaces, which extends Theorem 8.23 in case p = θ = 2 towards
higher smoothness and non-periodic functions.
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8.8 Discrepancy and numerical integration
Classical discrepancy
In this chapter we discussed in detail the problem of numerical integration in the mixed smooth-
ness classes. It is clear that for a formulation of the problem of optimal cubature formulas
(optimal numerical integration rules) we need to specify a function class of functions which we
numerically integrate. There are many different function classes of interest. In this section we
begin with a very simple class, which has a nice geometrical interpretation. The classical L∞
discrepancy (star-discrepancy) of a set Xm = {x1, . . . ,xm} is defined as follows
D(Xm, L∞) := sup
y∈[0,1]d
∣∣∣ 1
m
m∑
j=1
χ[0,y](x
j)−
∫
[0,1]d
χ[0,y](x)dx
∣∣∣.
Here, χ[0,y](x) :=
∏d
j=1 χ[0,yj ](xj), yj ∈ [0, 1], j = 1, . . . , d, where χ[0,y](x), y ∈ [0, 1], is a
characteristic function of an interval [0, y]. Thus in this case the discrepancy problem is exactly
the problem of numerical integration of functions from the class χd := {χ[0,y](·)}y∈[0,1]d by
cubature formulas with equal weights 1/m.
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Figure 20: The discrepancy function
The description of the class χd is simple – the functions in χd are labeled by y ∈ [0, 1]d.
This allows us to consider the L∞ norm, with respect to y, of the error which represents a
“worst case”. In the case of the Lp norms, p < ∞, of the error we may speak of an “average
case”. For 1 ≤ p <∞ we define
D(Xm, Lp) :=
∥∥∥ 1
m
m∑
j=1
χ[0,y](x
j)−
∫
[0,1]d
χ[0,y](x)dx
∥∥∥
p
.
It is easy to check that in this case
D(Xm, Lp) = sup
f∈W˙1
p′
∣∣∣ 1
m
m∑
j=1
f(xj)−
∫
[0,1]d
f(x)dx
∣∣∣,
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where W˙1p′ consists of the functions f(x) representable in the form
f(x) =
∫
[0,1]d
χ[0,y](x)ϕ(y)dy, ‖ϕ‖p′ ≤ 1.
Again, in the case 1 ≤ p < ∞ the discrepancy problem is exactly the problem of numerical
integration of functions from the class W˙1p′ . Note the duality between p in the discrepancy and
p′ in the class. Thus, the classical problem of the Lp discrepancy coincides with the problem
of numerical integration by the Quasi-Monte Carlo rules of the class W˙1p′ of smoothness 1.
Usually, we consider the whole range of smoothness parameters r in numerical integration.
Denote Ωd := [0, 1]d. It will be convenient for us to consider the class W˙rp := W˙rp(Ωd) consisting
of the functions f(x) representable in the form
f(x) =
∫
Ωd
Br(y,x)ϕ(y)dy, ‖ϕ‖p ≤ 1,
where
Br(y,x) :=
d∏
j=1
(
(r − 1)!)−1(yj − xj)r−1+ , y,x ∈ Ωd . (8.14)
Note that in the case r = 1 we have B1(y,x) = χ[0,y)(x). In connection with the definition of
the class W˙rp we remark here that for the error of the cubature formula Λm(·, Xm) with weights
Λm = (λ1, . . . , λm) and nodes Xm = (x1, . . . ,xm) the following relation holds. Let∣∣∣Λm(f,Xm)− ∫
Ωd
f(x)dx
∣∣∣ =: Rm(Λm, Xm, f),
then
Λm
(
W˙rp, Xm
)
:= sup
f∈W˙rp
Rm(Λm, Xm, f)
=
∥∥∥∥∥∥
m∑
µ=1
λµBr(y, ξ
µ)−
d∏
j=1
(trj/r!)
∥∥∥∥∥∥
p′
=: Dr(Xm,Λm, d)p′ .
(8.15)
The quantity Dr(Xm,Λm, d)q in the case r = 1, Λm = (1/m, . . . , 1/m) is the classical Lq dis-
crepancy of the set of points Xm. In the case Λm = (1/m, . . . , 1/m) we denote Dr(Xm, d)q :=
Dr(Xm, (1/m, . . . , 1/m), d)q and call it the r-discrepancy (see [358] and [370]). Thus, the quan-
tity Dr(Xm,Λm, d)q defined in (8.15) is a natural generalization of the concept of discrepancy
D(Xm, Lq) = D(Xm, d)q := D1(Xm, d)q. (8.16)
This generalization contains two ingredients: general weights Λm instead of the special case
of equal weights (1/m, . . . , 1/m) and any natural number r instead of r = 1. We note that
in approximation theory we usually study the whole scale of smoothness classes rather than
an individual smoothness class. The above generalization of discrepancy for arbitrary positive
integer r allows us to study the question: How does smoothness r affect the rate of decay of
generalized discrepancy?
The following result (see [370]) connects the optimal errors of numerical integration for
classes W˙rp and Wrp. Recall the defintion of the quantities κm in (8.2) and (8.20).
Theorem 8.24. Let 1 ≤ p ≤ ∞. Then for r ∈ N
κm
(
W˙rp
)  κm(Wrp). (8.17)
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General setting
Let us discuss two problems: (I) numerical integration for a function class defined by a kernel
K(x,y); (II) discrepancy with respect to the collection of functions {K(·,y)}y∈[0,1]d . As for
Problem (I) let 1 ≤ q ≤ ∞. We define a set Kq of kernels possessing the following properties:
Let K(x,y) be a measurable function on Ω1 × Ω2. We assume that for any x ∈ Ω1 we have
K(x, ·) ∈ Lq(Ω2); for any y ∈ Ω2 the K(·,y) is integrable over Ω1 and
∫
Ω1 K(x, ·)dx ∈ Lq(Ω2).
For a kernel K ∈ Kp′ we define the class
WKp :=
{
f : f =
∫
Ω2
K(x,y)ϕ(y)dy, ‖ϕ‖Lp(Ω2) ≤ 1
}
. (8.18)
Then each f ∈WKp is integrable on Ω1 (by Fubini’s theorem) and defined at each point of Ω1.
We denote for convenience
J(y) := JK(y) :=
∫
Ω1
K(x,y)dx.
For a cubature formula Λm(·, Xm) we have
Λm(W
K
p , Xm) = sup
‖ϕ‖Lp(Ω2)≤1
∣∣∣ ∫
Ω2
(
J(y)−
m∑
µ=1
λµK(x
µ,y)
)
ϕ(y)dy
∣∣∣
=
∥∥∥J(·)− m∑
µ=1
λµK(x
µ, ·)
∥∥∥
Lp′ (Ω2)
.
(8.19)
We use the a similar definition as above of the error of optimal cubature formula with m nodes
for a class W
κm(W) := inf
λ1,...,λm;x1,...,xm
Λm(W, Xm). (8.20)
Thus, by (8.19)
κm(W
K
p ) = inf
λ1,...,λm;x1,...,xm
∥∥∥J(·)− m∑
µ=1
λµK(x
µ, ·)
∥∥∥
Lp′ (Ω2)
. (8.21)
Note, that the error of numerical integration of those classes is closely related to the m-term
approximation of a special function J(·) with respect to a dictionary {K(x, ·)}x∈Ω1 . This leads
to interesting applications of the recently developed theory of greedy approximation (cf. Section
7 above) in numerical integration. We refer the reader to [370, Sect. 2].
Let us now consider Problem (II). The following definition is from [378].
Definition 8.25. The (K, q)-discrepancy of a cubature formula Λm with nodes Xm = {x1, . . . ,xm}
and weights Λm = (λ1, . . . , λm) is defined as
D(Λm,K, q) :=
∥∥∥∫
[0,1]d
K(x,y)dx−
m∑
µ=1
λµK(x
µ,y)
∥∥∥
Lq([0,1]d)
.
The particular case K(x,y) := χ[0,y](x) :=
∏d
j=1 χ[0,yj ](xj) leads to the classical concept
of the Lq-discrepancy. Therefore, we get the following “duality” between numerical integration
and discrepancy (in a very general form)
D(Xm,Λm,K, p
′) = Λm(WKp , Xm).
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Certainly, in the above definitions we can replace the Lp space by more general Banach spaces
X. Then we still have “duality” between discrepancy in the norm ofX and numerical integration
of classes defined in X ′.
Let us define the minimal weighted r-discrepancy by
Dwr (m, d)q := inf
Xm,Λm
Dr(Xm,Λm, d)q , 1 ≤ q ≤ ∞ ,
whereas the minimal r-discrepancy is given by
Dr(m, d)q := inf
Xm
Dr(Xm, d)q , 1 ≤ q ≤ ∞ ,
with the minimal (classical) discrepancy D(m, d)q := D1(m, d)q as a special case. Clearly, it
holds
Dwr (m, d)q ≤ Dr(m, d)q .
Historical remarks on discrepancy
To begin with let us mention that there exist several monographs and surveys on discrepancy
theory, see [30, 115, 235] to mention just a few. We would like to point out the following
milestones regarding upper and lower bounds for the minimal discrepancy.
Lower bounds. Let us start with K. Roth [284] who proved in 1954 that
D(m, d)2 ≥ C(d)m−1(logm)(d−1)/2. (8.22)
In 1972 W. Schmidt [293] proved
D(m, 2)∞ ≥ Cm−1 logm. (8.23)
In 1977 W. Schmidt [294] proved
D(m, d)q ≥ C(d, q)m−1(logm)(d−1)/2, 1 < q ≤ ∞. (8.24)
In 1981 G. Halász [161] proved
D(m, d)1 ≥ C(d)m−1(logm)1/2. (8.25)
The following conjecture has been formulated in [30] as an excruciatingly difficult great open
problem.
Conjecture 8.26. We have for d ≥ 3
D(m, d)∞ ≥ C(d)m−1(logm)d−1.
This problem is still open. Recently, in 2008, D. Bilyk and M. Lacey [38] and D. Bilyk, M.
Lacey, and A. Vagharshakyan [39] proved
D(m, d)∞ ≥ C(d)m−1(logm)(d−1)/2+δ(d) (8.26)
with some 0 < δ(d) < 1/2, which essentially improved on the lower bound
D(m, d)∞ ≥ C(d)m−1(logm)(d−1)/2
( log logm
log log logm
) 1
2d−2
,
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see Baker [12]. The approach in [38, 39] is based on an improved version of the Small Ball In-
equality, see Subsection 2.6 above. The conjectured inequality (2.29) would imply the stronger
lower bound C(d)m−1(logm)d/2. Compared to Conjecture 8.26 there would still be a large gap
in the power of the logarithm if d > 2. Note also the connection to metric entropy in L∞, see
Conjecture 6.16, and the Small Ball Problem in probability theory, see Subsection 6.4.
There seems to be some further progress in connection with Conjecture 8.26. M. Levin
[218, 219, 220] recently proved that several widely used point constructions (like digital nets,
Halton points, Frolov lattice) satisfy the lower bound proposed in Conjecture 8.26. The method
of proof is deeply involved and uses nontrivial tools from algebraic number theory.
The first result in estimating the weighted r-discrepancy was obtained in 1985 by V.A.
Bykovskii [48]
Dwr (m, d)2 ≥ C(r, d)m−r(logm)(d−1)/2. (8.27)
This result is a generalization of Roth’s result (8.22). The generalization of Schmidt’s result
(8.24) was obtained by V.N. Temlyakov [350] in 1990
Dwr (m, d)q ≥ C(r, d, q)m−r(logm)(d−1)/2, 1 < q ≤ ∞. (8.28)
In 1994 V.N. Temlyakov [358] proved that for r even integers we have for the minimal r-
discrepancy
Dr(m, d)∞ ≥ C(r, d)m−r(logm)d−1. (8.29)
This result encourages us to formulate the following generalization of Conjecture 8.26.
Conjecture 8.27. For all d, r ∈ N we have
Dwr (m, d)∞ ≥ C(r, d)m−r(logm)d−1.
The above lower estimates for Dw1 (m, d)q are formally stronger than the corresponding
estimates for D(m, d)q because in Dw1 (m, d)q we are in addition optimizing over the weights
Λm.
Upper bounds. We now present the upper estimates for the discrepancy in various set-
tings. In 1956 H. Davenport [69] proved that
D(m, 2)2 ≤ Cm−1(logm)1/2.
Other proofs of this estimate were later given by I.V. Vilenkin [399], J.H. Halton and S.K.
Zaremba [164], and K. Roth [285]. In 1979 K. Roth [286] proved
D(m, 3)2 ≤ Cm−1 logm
and in 1980 K. Roth [287] and K.K. Frolov [132] proved
D(m, d)2 ≤ C(d)m−1(logm)(d−1)/2.
In 1980 W. Chen [56] (and later in 1994 M. Skriganov [306]) proved
D(m, d)q ≤ C(d)m−1(logm)(d−1)/2, 1 < q <∞.
Upper bounds for the star-discrepancy have been know since 1960. J.M Hammersley [165] and
J.H. Halton [163] were the first who gave explicit point constructions proving that
D(m, d)∞ ≤ C(d)m−1(logm)d−1 . (8.30)
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As we will point out below in detail, see Subsection 10.2, a bound like (8.30) is non-trivial only
for m > ed−1 (without additional knowledge on the involved constant). For many applications
this threshold is prohibitively large. What concerns the “preasymptotic range” for m let us
mention a surprising (non-constructive) result by S. Heinrich, E. Novak, G. Wasilkowski, H.
Woźniakowski [172] from 2001. Via probabilistic arguments based on deep results from the
theory of empirical processes (Dudley 1984, Talagrand 1994) and combinatorics (Haussler 1995)
the authors in [172] proved the existence of a universal (but unknown) constant c > 0 such that
for arbitrary dimension d ∈ N
D(m, d)∞ ≤ c
√
d/m , m ∈ N . (8.31)
Essentially, it is shown that m points drawn uniformly at random in [0, 1]d satisfy the upper
bound in (8.31) with non-zero probability. A simple proof of the above result is given by
Aistleitner [1] with constant c = 10. Note, that the expected star-discrepancy of a random
point set is of order
√
d/m as shown by Doerr [113]. Hinrichs [175] proved a lower bound for
D(m, d)∞ which is also polynomial in d/m. In fact, his proof shows that this lower bound
is also valid for Dw1 (m, d)∞ . For further comments and open problems connected with the
star-discrepancy see Heinrich [171].
Let us also mention the following constructive result. Greedy approximation techniques
allows us to build constructive sets Xm and Xm(p), 1 ≤ p < ∞, such that for d,m ≥ 2 (see
[373], pp. 402–403)
D(Xm, L∞) ≤ c1d3/2(max{ln d, lnm})1/2m−1/2
D(Xm(p), Lp) ≤ c2p1/2m−1/2, 1 ≤ p <∞ ,
(8.32)
with effective absolute constants c1 and c2.
We finally comment on upper bounds for the weighted r-discrepancy. The estimate in
Theorem 8.14 above together with Theorem 8.24 implies
Dwr (m, d)∞ ≤ C(r, d)m−r(logm)d−1, r ≥ 2.
It is clear that upper estimates for D(m, d)q are stronger than the same upper estimates for
Dw1 (m, d)q. Let us finally emphasize that the Smolyak nets are very poor from the point of
view of discrepancy as it was shown by N. Nauryzbayev and N. Temirgaliyev (see [237] and
[238]) .
8.9 Open problems and historical comments
Let us begin with a list of open problems which we will partly discuss below.
Open problem 8.1 Find the right order of the optimal error of numerical integration κm(Wr1)
if r ≥ 1 (see Conjecture 8.28 below).
Open problem 8.2 Find the right order of the optimal error of numerical integration κm(Wrp)
in the range of small smoothness (see Conjecture 8.30).
Open problem 8.3 Find the right order of the optimal error of numerical integration κm(Wr∞)
if r > 0 (see Conjecture 8.29 below).
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Open problem 8.4 Find the right order of the star-discrepancy, see (8.30) and Conjecture
8.26 above.
Let us give some historical comments on the subject which go back to the 1950s. We begin
with the lower estimates for cubature formulas. The results from Theorem 8.1 have forerunners.
For the class Wr2 Theorem 8.1 was established in [48] by a different method. Theorem 8.1 was
proved in [350]. In the case θ = ∞ the lower bound in Theorem 8.3 has been observed by
Bakhvalov [18] in 1972. Theorem 8.7 was proved in [358]. For recent new proofs of Theorems
8.1, 8.3 we refer to [393] and [111]. Concerning lower bounds there are several open problems.
Let us formulate them as conjectures, see [370].
Conjecture 8.28. For any d ≥ 2 and any r > 1 we have
κm(W
r
1) ≥ C(r, d)m−r(logm)d−1.
Conjecture 8.29. For any d ≥ 2 and any r > 0 we have
κm(W
r
∞) ≥ C(r, d)m−r(logm)(d−1)/2.
Also important is the missing lower bounds for the case of small smoothness in the Sobolev
case. There is so far only a result for the special case of the Fibonacci cubature formula, see
Proposition 8.13 and [352] which supports the following conjecture.
Conjecture 8.30. Let d ≥ 2, 2 < p <∞ and 1/p < r ≤ 1/2. Then we have
κm(W
r
p) &
{
m−r(logm)(d−1)(1−r), 1/p < r < 1/2;
m−r(logm)(d−1)/2
√
log logm, r = 1/2.
A first step could be to establish such a lower bound for the “pure” Frolov method with
respect to the class of Sobolev functions W˚rp supported in the cube [0, 1]d which is of course
smaller then Wrp.
We turn to the upper bounds. The first result in this direction was obtained by N.M.
Korobov [205] in 1959. He used the cubature formulas Pm(f,a). His results lead to the
following bound
κm(W
r
1) ≤ C(r, d)m−r(logm)rd, r > 1. (8.33)
In 1959 N.S. Bakhvalov [16] improved (8.33) to
κm(W
r
1) ≤ C(r, d)m−r(logm)r(d−1), r > 1.
It is worth mentioning that Korobov and Bakhvalov worked with the space Erd. The above
mentioned result is a consequence of the embedding Wr1 ⊂ Erd, see Lemma 3.16 above.
There is vast literature on cubature formulas based on function values at the nodes of
number-theoretical nets. We do not discuss this literature in detail because these results do
not provide the optimal rate of errors for numerical integration. A typical bound differs by an
extra (logm)a factor. The reader can find many results of this type in the books [206], [207],
[182], [357]. For the case of small smoothness see [337]. An interesting method of building good
Korobov’s cubature formulas was suggested by S. M. Voronin and N. Temirgaliev in [400]. It
is based on the theory of divisors. This method was further developed in a number of papers
by N. Temirgaliev and his students [323]–[324], [413], [305], [11].
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The first best possible upper estimate for the classes Wrp was obtained by N.S. Bakhvalov
[17] in 1963. He proved in the case d = 2 that
κm(W
r
2) ≤ C(r)m−r(logm)1/2, r ∈ N. (8.34)
N.S. Bakhvalov used the Fibonacci cubature formulas. Propositions 8.11(i), 8.13 and 8.12(i),(ii)
have been proved in [352] and [358]. Proposition 8.11(ii) in the particular case θ = ∞, 1 ≤
p ≤ ∞ was proved in [352] (see also [357], Ch. 4, Theorem 2.6). The same method gives the
statement of Theorem 8.10(ii) for all remaining cases including Proposition 8.12(iii), see [111].
A. Hinrichs and J. Oettershagen [180] showed that the Fibonacci points are the globally
optimal point set of size N for the quasi-Monte Carlo integration in Wr2(T2) for some numbers
N ∈ N.
In 1976 K.K. Frolov [130] used the Frolov cubature formulas to extend (8.34) to the case
d > 2 :
κm(W˚
r
2) ≤ C(r, d)m−r(logm)(d−1)/2, r ∈ N.
In 1985 V.A. Bykovskii [48] proved the equivalence
κm(W˚
r
p)  κm(Wrp) (8.35)
in the case p = 2 and got the upper bound in Theorem 8.14(i) in the case p = 2. Bykovskii
also used the Frolov cubature formulas. Relation (8.35) for 1 < p < ∞ and r ∈ N, and its
extension to classes Hrp, 1 ≤ p ≤ ∞, r > 1/p have been proved in [350] and [358] (see also [370],
[357, Chapt. IV.4]), and in [117]. Note, that the matter reduces in proving the boundedness of
a certain change of variable operator between the respective spaces. For a complete solution
of this problem we refer to [242]. Theorem 8.20 is taken from [357]. The upper bounds in
Theorems 8.14(ii) and 8.18(ii) were proved by V.V. Dubinin [116, 117] in 1992 and 1997. The
upper bound in Theorem 8.19 has been proved recently by M. Ullrich and T. Ullrich [393], see
also [242].
The Frolov cubature formulas [131] (see also [116, 117, 306] and the recent papers [393, 242])
give the following bound
κm(W
r
1) ≤ C(r, d)m−r(logm)d−1, r > 1.
Thus the lower estimate in Conjecture 8.28 is the best possible.
In 1994 M.M. Skriganov [306] proved the following estimate
κm(W˚
r
p) ≤ C(r, d, p)m−r(logm)(d−1)/2, 1 < p ≤ ∞, r ∈ N.
This estimate combined with (8.35) implies
κm(W
r
p) . m−r(logm)(d−1)/2, 1 < p ≤ ∞, r ∈ N.
Theorems 8.18 (for θ < ∞), 8.19 have been proved recently in [393], see also [242] for the
extension to periodic and non-periodic spaces on the cube [0, 1]d. Together with Theorems 8.1,
8.3 they imply Theorem 8.14.
The lower bounds in Theorem 8.8 have been proved in [111], see also [393]. These results
can be also proven with a different technique, see the recent paper [376]. This technique even
shows that the lower bound will not get smaller when adding 2`−1 arbitrary points.
Concerning upper bounds for Smolyak cubature, see also Remark 8.9, we refer to Triebel
[387]. The reader can find some further results on numerical integration by Smolyak type
methods in papers [328, 325] and [20, 252, 145, 253, 179].
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9 Related problems
9.1 Why classes with mixed smoothness?
In this section we briefly discuss development of the hyperbolic cross approximation theory with
emphasis put on the development of methods and connections to other areas of research. The
theory of the hyperbolic cross approximation began in the papers by Babenko [7] and Korobov
[205]. Babenko studied approximation of functions from classes Wr∞ in L∞ by the hyperbolic
cross polynomials and the Bernstein type inequality for the hyperbolic cross polynomials in the
L∞ norm. Korobov studied numerical integration of functions from classes
Erd(C) := {f ∈ L1(Td) : |fˆ(k)| ≤ C
d∏
j=1
max{1, |kj |}−r},
see also Section 3.3 above. One of the Korobov’s motivations for studying classes Erd(C) was
related to numerical solutions of integral equations. Let K(x, y) be the kernel of the integral
operator JK . Then the kernel of the (JK)d is given by
Kd(x, y) =
∫
Td−1
K(x, x1)K(x1, x2) · · ·K(xd−1, y)dx1 · · · dxd−1.
Smoothness properties of K(x, y) are naturally transformed into mixed smoothness properties
of K(x, x1)K(x1, x2) · · ·K(xd−1, y). In the simplest case of fj(t) satisfying ‖f ′j‖∞ ≤ 1, j =
1, 2, . . . , d we obtain ‖(f1(x1) · · · fd(xd))(1,1,...,1)‖∞ ≤ 1.
It is an a priori argument about importance of classes with mixed smoothness. There are
other a priori arguments in support of importance of classes with mixed smoothness. For
instance, recent results on solutions of the Schrödinger equation, which we discussed in the
Introduction, give such an argument. There are also strong a posteriori arguments in favor
of thorough study of classes of mixed smoothness and the hyperbolic cross approximation.
These arguments can be formulated in the following general way. Methods developed for the
hyperbolic cross approximation are very good in different sense. We discuss this important
point in detail, beginning with numerical integration.
It was immediately understood that the trivial generalization of the univariate quadrature
formulas with equidistant nodes to cubature formulas with rectangular grids does not work
for classes with mixed smoothness. As a result different fundamental methods of numerical
integration were constructed: the Korobov cubature formulas (in particular, the Fibonacci
cubature formulas), the Smolyak cubature formulas, the Frolov cubature formulas (see Section
8). These nontrivial constructions are very useful in practical numerical integration, especially,
when the dimension of the model is moderate (≤ 40). In subsection 9.2 we discuss theoretic
results on universality of these methods, which explain such a great success of these methods
in applications.
From the general point of view the problem of numerical integration can be seen as a
problem of discretization: approximate a “continuous object” – an integral with respect to the
Lebesgue measure – by a “discrete object” – a cubature formula. It is a fundamental problem
of the discrepancy theory. It is now well understood that the numerical integration of functions
with mixed smoothness is closely related to the discrepancy theory (see, for instance, [370]).
Other example of a fundamental problem, which falls into a category of discretization prob-
lems is the entropy problem (see Section 6). It turns out that the entropy problem for classes
with bounded mixed derivative is equivalent to an outstanding problem of probability theory
– the small ball problem. Both of the mentioned above discretization problems are deep and
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difficult problems. Some fundamental problems of those areas are still open. The problems that
were resolved required new interesting technique. For instance, the Korobov cubature formulas
and the Frolov cubature formulas are based on number theoretical constructions. Study of
the entropy numbers of classes of functions with mixed smoothness uses deep results from the
theory of finite dimensional Banach spaces and geometry, including volume estimates of special
convex bodies.
One more fundamental problem of the discretization type is the sampling problem dis-
cussed in Section 5. Alike the entropy problem and the problem of numerical integration the
sampling problem for classes with mixed smoothness required new techniques. Study of the
sampling problem is based on a combination of classical results from harmonic analysis and
new embedding type inequalities. Some outstanding problems are still open.
We now briefly comment on some steps in the development of the hyperbolic cross approx-
imation. First sharp in the sense of order results on the behavior of asymptotic characteristics
of classes with mixed smoothness were obtained in the L2 norm. The Hilbertian structure of
L2, in particular the Parseval identity, was used in those results. In a step from L2 to Lp,
1 < p < ∞, different kind of harmonic analysis technique was used. The classical Littlewood-
Paley theorem and the Marcinkiewicz multipliers theorem are the standard tools. Later, the
embedding type inequalities between the Lq norm of a function and the Lp norms of its dyadic
blocs were proved and widely used. At the early stage of the hyperbolic cross approximation
the classes Wrp and Hrp were studied. Many new and interesting phenomena (compared to the
univariate approximation) were discovered. Even in the case 1 < p, q <∞ the study of asymp-
totic characteristics of classes Wrp and Hrp in Lq required new approaches and new techniques.
Some of the problems are still open. A step from the case 1 < p, q <∞ to the case, when one
(or two) of the parameters p, q take extreme values 1 or ∞ turns out to be very difficult. The
majority of the problems are still open in this case. Some surprising phenomena were observed
in that study. For instance, in many cases the step from a problem for two variables to the
problem for d ≥ 3 variables is not resolved. A number of interesting effects, which required
special approaches for being established, was discovered. We only mention a few from a list
of new methods, which were used in those discoveries: properties of special polynomials, for
example, ∣∣∣ ∑
k∈Γ(N),k>0
(k1 · · · kd)−1 sin k1x1 · · · sin kdxd
∣∣∣ ≤ C(d)
in a combination with the Nikol’skii duality theorem; the Riesz products; the Small Ball Inequal-
ity; the volume estimates of sets of Fourier coefficients of bounded trigonometric polynomials.
The sampling problem, including the numerical integration problem, turns out to be a
difficult problem for classes with mixed smoothness. Many outstanding problems in this area
are still open. In particular, the problem of numerical integration of classes Wr1 and Wr∞ is
not resolved yet.
9.2 Universality
In this subsection we illustrate the following general observation. Methods of approximation,
which are optimal in the sense of order for the classes with mixed smoothness, are universal
for the collection of anisotropic smoothness classes. This gives a-posteriori justification for
thorough study of classes of functions with mixed smoothness. The phenomenon of saturation
is well known in approximation theory [75], Ch.11. The classical example of a saturation
method is the Fejér operator for approximation of univariate periodic functions. In the case
of the sequence of the Fejér operators Kn, saturation means that the approximation order by
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operators Kn does not improve over the rate 1/n even if we increase smoothness of functions
under approximation. Methods (algorithms) that do not have the saturation property are
called unsaturated. The reader can find a detailed discussion of unsaturated algorithms in
approximation theory and in numerical analysis in a survey paper [8]. We point out that the
concept of smoothness becomes more complicated in the multivariate case than it is in the
univariate case. In the multivariate case a function may have different smoothness properties
in different coordinate directions. In other words, functions may belong to different anisotropic
smoothness classes (see Hölder-Nikol’skii classes below). It is known ([357]) that approximation
characteristics of anisotropic smoothness classes depend on the average smoothness and optimal
approximation methods depend on anisotropy of classes. This motivated a study in [333] of
existence of an approximation method that is good for all anisotropic smoothness classes. This
is a problem of existence of a universal method of approximation. We note that the universality
concept in learning theory is very important and it is close to the concepts of adaptation and
distribution-free estimation in non-parametric statistics ([160], [40], [372]).
We present in this section a discussion of known results on universal cubature formulas. We
define the multivariate periodic Hölder-Nikol’skii classes NHrp in the following way. The class
NHrp, r = (r1, . . . , rd) and 1 ≤ p ≤ ∞, is the set of periodic functions f ∈ Lp(Td) such that for
each lj = [rj ] + 1, j = 1, . . . , d, the following relations hold
‖f‖p ≤ 1, ‖∆lj ,jt f‖p ≤ |t|rj , j = 1, . . . , d,
where ∆l,jt is the l-th difference with step t in the variable xj . In the case d = 1, NHrp coincides
with the standard Hölder class Hrp .
Let a vector r = (r1, . . . , rd), rj > 0 and a numberm be given. Denote g(r) := (
∑d
j=1 r
−1
j )
−1.
We define numbers Nj := max
(
[m%j ], 1
)
, %j := g(r)/rj , j = 1, . . . , d and the cubature formula
qm(f, r) := qN(f), N := (N1, . . . , Nd).
qN(f) := (
d∏
j=1
Nj)
−1
Nd∑
jd=1
· · ·
N1∑
j1=1
f(2pij1/N1, . . . , 2pijd/Nd).
It is known ([16], [357]) that for g(r) > 1/p
κm(NH
r
p)  qm(NHrp, r)  m−g(r), 1 ≤ p ≤ ∞,
where
qm(W, r) := sup
f∈W
∣∣∣qm(f, r)− (2pi)−d ∫
Td
f(x)dx
∣∣∣.
We note that the cubature formula qm(·, r) depends essentially on the anisotropic class
defined by the vector r. It is known (see [351], [354]) that the Fibonacci cubature formulas (see
Section 8 for the definition) are optimal (in the sense of order) among all cubature formulas:
for g(r) > 1/p
δbn(NH
r
p)  Φn(NHrp)  b−g(r)n .
Thus, the Fibonacci cubature formulas are universal for the collection {NHrp : 1 ≤ p ≤
∞, g(r) > 1/p} in the following sense. The Φn(·) does not depend on the vector r and the
parameter p and provides optimal (in the sense of order) error bound for each class NHrp from
the collection.
In the case d > 2, just as for d = 2, there exist universal cubature formulas for the anisotropic
Hölder-Nikol’skii classes (see [351], [357]). At the same time we emphasize that the universal
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cubature formulas that we constructed for d > 2 have an essentially different character from the
Fibonacci cubature formulas. The first cubature formulas of this type have been constructed by
K.K. Frolov, see Section 8. Let Q`n(f) be the cubature formula defined in (8.13). The following
result has been obtained in [351] (see also [357]).
Theorem 9.1. Let 1 < p ≤ ∞, g(r) > 1. Then for all r such that rj ≤ (` − 1)(1 − 1/p) − 1,
j = 1, . . . , d the following relation holds,
Q`n(NH
r
p)  n−g(r).
This theorem establishes that the cubature formulas Q`n are universal for the collection{
NHrp : 1 < p ≤ ∞, g(r) > 1, rj ≤ (`− 1)(1− 1/p)− 1, j = 1, . . . , d
}
.
We now briefly discuss universality results in the nonlinear approximation. The following
observation motivates our interest in the universal dictionary setting. In practice we often do
not know the exact smoothness class F where our input function (signal, image) comes from.
Instead, we often know that our function comes from a class of certain structure, for instance,
anisotropic Hölder-Nikol’skii class. This is exactly the situation we are dealing with in the
following universal dictionary setting. We formulate an optimization problem in a Banach
space X for a pair of a function class F and a collection D of bases (dictionaries) D. We use
the following notation from Section 7
σm(f,D)X := inf
gi∈D,ci
i=1,...,m
‖f −
m∑
i=1
cigi‖X ;
σm(F,D)X := sup
f∈F
σm(f,D)X ;
σm(F,D)X := infD∈Dσm(F,D)X .
The universality problem is a problem of finding a method of approximation that is good for
each class from a given collection of classes. For example, we introduced in [368] the following
definition of universal dictionary. Let two collections F of function classes and D of dictionaries
be given. We say that D ∈ D is universal for the pair (F ,D) if there exists a constant C which
may depend only on F , D, and X such that for any F ∈ F we have
σm(F,D)X ≤ Cσm(F,D)X .
So, if for a collection F there exists a universal dictionary Du ∈ D, it is an ideal situation. We
can use this universal dictionary Du in all cases and we know that it adjusts automatically to
the best smoothness class F ∈ F which contains a function under approximation. Next, if a
pair (F ,D) does not allow a universal dictionary we have a trade-off between universality and
accuracy.
It was proved in [368] that
σm(NH
r
p,O)Lq  m−g(r) (9.1)
for
1 < p <∞, 2 ≤ q <∞, g(r) > (1/p− 1/q)+.
It is important to remark that the basis Ud studied in [365] (see Section 7) realizes (9.1) for all
r. Thus, the orthonormal bases Ud is optimal in the sense of order for m-term approximation
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of classes of functions with mixed smoothness and also it is universal for m-term approximation
of classes with anisotropic smoothness.
In this survey we discussed in detail the hyperbolic cross approximation, namely, approxima-
tion of periodic functions by the trigonometric polynomials with frequencies in the hyperbolic
crosses. There is a natural analog of the trigonometric hyperbolic cross approximation in the
wavelet approximation. In Sections 5, 7 we already discussed wavelet type systems Ud. The gen-
eral construction goes along the same lines. We briefly explain the construction from [73, 303],
where it is called “Hyperbolic Wavelet Approximation”. Let Ψ = {ψI} be a system of univariate
functions indexed by dyadic intervals. Define d-variate system Ψd := {ψI}, I = I1 × · · · × Id,
ψI(x) :=
∏d
j=1 ψIj (xj). Then the subspace
Ψd(n) := span {ψI : |I| ≥ 2−n}
is an analog of the T (Qn). The reader can find an introduction to the hyperbolic wavelet
approximation in [73, 303].
9.3 Further generalizations
In this survey we discussed in detail some problems of linear and nonlinear approximation of
functions with mixed smoothness. The term mixed smoothness means that in the definitions of
the corresponding classes we either use the mixed derivative (classesW) or the mixed difference
(classes H and B). Other classical scale of classes includes the Sobolev classes mentioned in the
Introduction and the Hölder-Nikol’skii classes discussed above in Subsection 9.2 (for detailed
study of approximation of these classes see [357], Chapter 2). The approximation properties
and the techniques used for studying these classes are very different. There is an interesting
circle of papers by D.B. Bazarkhanov [22, 23, 24, 25, 26, 27] where he builds a unified theory,
which covers both the collection of Sobolev, Hölder-Nikol’skii classes and classes with mixed
smoothness. His approach is based on dividing the variable x = (x1, . . . , xd) into groups
xj := (xkj−1+1, . . . , xkj ), j = 1, . . . , l, 0 = k0 < k1 < · · · < kl = d and assuming that, roughly
speaking, f(x) as a function on each xj belongs to, say, a Sobolev class, and as a function on
the variable (x1, . . . ,xl) has mixed smoothness.
We mostly confined ourselves to approximation in the Banach space Lq, 1 ≤ q ≤ ∞, of
functions from classes defined by a restriction on the mixed derivative or mixed difference in
the Banach space Lp, 1 ≤ p ≤ ∞. In our discussion parameters p and q are scalars. In some
approximation problems it is natural to consider Lp spaces with vector p = (p1, . . . , pd) instead
of a scalar p. For instance, considering general setting of approximation of classes of univariate
functions (see [342])
W gp := {f : f(x) =
∫
Ω
g(x, y)ϕ(y)dy, ‖ϕ‖Lp(Ω) ≤ 1}
we immediately encounter the problem of approximation of the kernel g(x, y) in vector norms.
In particular, the operator norm of the integral operator with the kernel g(x, y) from Lp(Ω) to
L∞(Ω) is equal to ‖‖g(x, ·)‖Lp′‖L∞ . Dinh Du˜ng [86] – [91], Galeev [133] – [135] investigated
embedding theorems, hyperbolic cross approximation and various widths for classes of functions
with mixed smoothness defined in a vector Lp space in a vector Lq space. G.A. Akishev [2] –
[3] conducted a detailed study of approximation of functions with mixed smoothness defined in
a vector Lp space in general Lorentz-type spaces.
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9.4 Direct and inverse theorems
In the univariate approximation theory classes with a given modulus of continuity (smoothness)
are a natural generalization of classes Hr∞. These classes were studied in detail from the point
of view of direct and inverse theorems of approximation, which bear the names of Jackson and
Bernstein. The reader can find the corresponding results in [75] and [357]. For instance it is
well known that the following conditions are equivalent
En(f)p . n−r
‖f‖Hrp <∞.
Clearly, researchers tried to prove direct and inverse theorems for approximation by the hyper-
bolic cross approximation. Direct theorems of that type for classes W, H and B are discussed
in Section 4. There are interesting results on the Jackson type theorems for the hyperbolic cross
approximation. The first result in this direction was proved for approximation in the uniform
metric in [343]. Further detailed study of approximation of classes of periodic functions of sev-
eral variables with a given majorant of the mixed moduli of smoothness was conducted by Dinh
Du˜ng [87, 88, 89, 90, 102], N.N. Pustovoitov [267] – [268] and by S.A. Stasyuk [312] – [313]. It
was discovered in the early papers on the hyperbolic cross approximation that contrary to the
univariate approximation by the trigonometric polynomials we cannot characterize classes of
periodic functions of several variables with a given majorant of the mixed moduli of smooth-
ness by the hyperbolic cross approximation, see also [290]. The problem of characterization of
classes of functions with a given rate of decay of their best approximations by the hyperbolic
cross polynomials was solved in [76, 94, 95]. As a result new concepts of a mixed modulus of
smoothness were introduced in [76, 94].
9.5 Kolmogorov widths of the intersection of function classes
For r ∈ Rd, let the differential operator Dr be defined by Dr : f 7→ (−i)|r|1f (r), where f (r) is
the fractional derivative of order r in the sense of Weil. For a nonempty finite set A ⊂ Nd0
and a nonzero sequence of numbers (cr)r∈A, the polynomial P (x) :=
∑
r∈A crx
r induce the
differential operator
P (D) =
∑
r∈A
crD
r.
Set
U
[P ]
2 := {f ∈ L2 : ‖P (D)(f)‖2 ≤ 1}.
One of the most important problems in multivariate approximation is how to define smooth-
ness function classes. In the early paper [6], Babenko suggested to define them as the func-
tions from the finite intersection ∩Jj=1U [Pj ]. There, he obtained a non-explicit upper bound of
dn(∩Jj=1U [Pj ]2 , L2) in terms of the eigenvalues of the operator
∑J
j=1 P
∗
j Pj . The Sobolev class
of mixed smoothness Wr2 can be considered as a particular case of U [P ]. Tikhomirov and his
school [86, 87, 88, 89, 90, 97, 99, 100, 137, 138, 140, 383, 384] considered smoothness functions
as the functions from the intersections
WAp := ∩r∈AWrp, HAp := ∩r∈AHrp, BAp,θ := ∩r∈ABrp,θ
for some (not necessarily finite) set A ⊂ Rd. They investigated embedding theorems, hyperbolic
cross approximation, various widths, entropy number and m-term approximation for these
classes of functions on Td and Rd.
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As an illustration, we give a typical result in [86] on the Kolmogorov width dn(WAp , Lp) for
a nonempty finite set A ⊂ [0,∞)d such that 0 ∈ A and maxr∈A ri > 0 for every i = 1, ..., d.
Denote by conv(A) the convex hull of A. We define two quantities characterizing the smoothness
of WAp .
r(A) := min{t > 0 : t(1, 1, ..., 1) ∈ conv(A)}
and ν(A) := d− µ where µ is the dimension of the minimal face (extremal subset) of conv(A)
containing r(1, 1, ...1). These quantities were introduced by Dinh Du˜ng [84] in a dual form:
1/r(A) is defined as the optimal value of the problem
maximize |x|1, subject to x ∈ Rd, (r,x) ≤ 1, ∀r ∈ A,
and ν(A)−1 as the dimension of its solutions. In particular cases, we have r(A) = r, ν(A) = d−1
for the class Wrp = WAp with A = {r(1, 1, ...1)}, and r(A) = r1, ν(A) = ν, for the class
Wrp = W
A
p with A = {r}, 0 < r1 = · · · = rν < rν+1 ≤ rν+2 ≤ · · · ≤ rd (1 ≤ ν ≤ d). These
examples tell us that the quantities r(A) and ν(A) are indeed characteristics of the smoothness
of WAp .
Theorem 9.2. For 1 < p <∞, we have
dn(W
A
p , Lp) 
(
logν(A)−1 n
n
)r(A)
, n ∈ N .
The problem of computing asymptotic orders of dn(U
[P ]
2 , L2) in the general case when W
[P ]
2
is compactly embedded into L2 has been open for a long time; see, e.g., [357, Chapter 3] for
details. It has been recently solved in [65] for a non-degenerate differential operator P (D) (see
there for a definition of non-degenerate differential operator). Here we give a generalization of
this result which can be proven in a similar way.
Theorem 9.3. Let Pj, j = 1, ..., J be polynomials with the power sets Aj and the coefficient
sequences (cjr)r∈Aj . Assume that the different operators Pj(D) are non-degenerate, 0 ∈ A :=
∩Jj=1Aj and the intersection of A with the ray {λej : λ > 0} nonempty where ej denotes the
jth standard unit vector of Rd. Then we have
dn(∩Jj=1U [Pj ]2 , L2) 
(
logν(A)−1 n
n
)r(A)
, n ∈ N. (9.2)
Notice that in both Theorems 9.2 and 9.2, the asymptotic order of the Kolmogorov width
is realized by the approximation by trigonometric polynomials with frequencies from the in-
tersection of hyperbolic crosses corresponding to the set A. For related results, surveys and
bibliography on embedding theorems, hyperbolic cross approximation, various widths, entropy
number and m-term approximation of classes of multivariate periodic functions with several
bounded fractional derivatives or bounded differences see [65, 86, 87, 88, 89, 90, 91, 97, 99, 100,
107, 108, 109, 134, 137, 138, 140, 224, 225, 226, 227, 383, 384, 283].
9.6 Further s-numbers
It is well-known that every compact operator T in a Hilbert space H, i.e., T : H → H can be
represented through its singular value decomposition (Schmidt expansion)
Tx =
∑
m
sm〈x, um〉vm , x ∈ H ,
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where (um)m and (vm)m are the eigenelements of T ∗T and TT ∗. Hence, we associate every
compact operator a sequence (sm(T ))m of singular numbers.
The step in extending this concept to (quasi-)Banach spaces was done by Pietsch in 1974,
see [261, 6.2.2] for more historical facts.
Definition 9.4. Let X,Z be quasi Banach-spaces and Y be a p-Banach space, let S, T ∈ L(X,Y )
and R ∈ L(Y,Z). A mapping s : T → (sm(T ))∞m=0 with the following properties
(S1) ‖T‖L(X,Y ) = s0(T ) ≥ s1(T ) ≥ . . . ≥ 0 ,
(S2) for all m1,m2 ∈ N0 holds
sm1+m2(R ◦ S) ≤ sm1(R)sm2(S) ,
(S3) for all m1,m2 ∈ N0 holds
spm1+m2(S + T ) ≤ spm1(S) + spm2(T ) ,
(S4) for all m ∈ N holds sm(id : `m2 → `m2 ) = 1 ,m = 1, 2, ...,
(S5) and sm(T ) = 0 whenever rank T ≤ m,
is called s-function.
The definition of the widths studied in Section 4 (orthowidths, Kolmogorov widths, linear
widths) can be extended in order to approximate general linear operators T instead of the
identity/embedding operator. There are some issues related with this interpretation which
are discussed in [261, 6.2.6] and [263, p. 30]. However, for Kolmogorov and approximation
numbers the above axioms are satisfied and they form an s-function. In other words, they
represent special sequences of s-numbers, dm(T ) and am(T ). We use the usual notation am(T )
(instead of λm(T )) in order to avoid confusion with the sequence of eigenvalues. A simple
consequence of (S5) is the fact that the approximation numbers form the largest sequence of
s-numbers. In fact, for any operator with rank less or equal to m it holds
sm(T ) ≤ sm(S) + ‖T − S‖ = ‖T − S‖
and therefore sm(T ) ≤ am(T ). As a direct implication we see that the orthowidths (discussed
in Section 4) can not be interpreted as s-numbers. In fact, in some situations they are asymp-
totically larger than approximation numbers (linear widths), see Section 4.
Let us emphasize that the sequence of dyadic entropy numbers m(T ) (studied in Chapter
6) does not give an s-functions since it does not satisfy (S5). However, there are many more
interesting examples of s-numbers. Let us first discuss Gelfand numbers/widths.
The Gelfand numbers have been introduced by Tikhomirov in 1965 (Gelfand just proposed
them)
cm(F, X) := inf
A:F→Rm
linear
sup
‖f‖F≤1
f∈kerA
‖f‖X . (9.3)
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They can as well be defined for operators T : F→ X such that we end up with a scale cm(T ) of
s-numbers ([261, 6.2.3.3]). They satisfy a useful duality relation with the Kolmogorov numbers.
For any compact operator T : X → Y it holds
cm(T
∗ : Y ′ → X ′) = dm(T : X → Y ) and dm(T ∗ : Y ′ → X ′) = cm(T : X → Y ) ,
where T ∗ denotes the dual operator to T and X ′, Y ′ the dual spaces to X and Y . As a special
case we obtain the relation
dm(W
r
p, Lq) = cm(W
r
q′ , Lp′) , m ∈ N .
if 1 < p, q <∞. “Dualizing” Figure 4 gives the following order (compared to linear widths).
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Figure 21: Comparison of λm(Wrp, Lq) and cm(Wrp, Lq), rate (m−1(logm)d−1)α
The Gelfand numbers can be interpreted from an algorithmic point of view. Suppose, one is
interested in reconstructing an object (function) from m linear samples. The mapping A serves
as measurement map and is linear, whereas the reconstruction can be a nonlinear operator
using the measurement vector from Rm. In that sense they directly relate to the novel field of
compressed sensing, see [127, Chapt. 10], [373, Chapt. 5], and the recent paper [126]. An optimal
measurement map minimizes (9.3) and measures the maximal “distance” of two instances which
provide the same output (by A). Hence, any reconstruction map can not distinguish between
those two instances and the reconstruction error would relate to their distance. In the picture
there are parameter regions where the linear widths are asymptotically strictly larger than the
Gelfand numbers. In this region a general (possibly nonlinear) operator/algorithm (that uses
linear information) might beat the linear algorithm which is behind the linear widths. Such
an algorithm can probably come out of an optimization like in learning theory or compressed
sensing.
In addition, some of the s-numbers are useful for upper bounding the sequence of eigen-
values of compact operators (Weyl inequalities, [261, 6.4.2]). For this reason authors studied
the order of Weyl numbers xm(T ) also in the context of function spaces with bounded mixed
difference/derivative, see Nguyen, Sickel [239, 240, 241]. In contrast to the Weyl numbers,
which represent special s-numbers, the Bernstein number bm(T ) fail to satisfy (S2, S3). How-
ever, Bernstein numbers are important since they often serve as lower bounds for Kolmogorov
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and Gelfand numbers , and especially, as lower bounds for the error analysis of Monte-Carlo
algorithms, see the recent work [214].
V.K. Nguyen shows in [241, Lem. 3.3] the interesting relation
bm(T ) ≤ 2
√
2m(T ) , m ∈ N .
Let us shortly write bm(X,Y ) and xm(X,Y ) when considering the identity mapping bm(I) and
xm(I) for I : X → Y . Together with an abstract relation between Bernstein and Weyl numbers
[262] this leads to the sharp relation
bm(W
r
p, Lq)  min{xm(Wrp, Lq), m(Wrp, Lq)} , m ∈ N .
The results on Bernstein and Weyl numbers can be illustrated in the following diagrams.
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Figure 22: Comparison of xm(Wrp, Lq) and bm(Wrp, Lq), rate (m−1(logm)d−1)α
Here, H refers to the parameter domain of “high smoothness”, r > 1/max{2,q}−1/pp/2−1 and L
refers to “low smoothness”, that is r < 1/max{2,q}−1/pp/2−1 .
9.7 The quasi-Banach situation
Complements to Section 3: Mixed differences
By replacing the moduli of continuity (3.6) by more regular variants like integral means (3.11)
of differences we can extend the characterization in Lemma 3.10 to all 0 < p ≤ ∞ and r >
(1/p− 1)+.
For s ∈ Nd0 we put 2−s := (2−s1 , ..., 2−sd) and e(s) = {i : si 6= 0}. We have the following
characterization, see [242] and [395].
Theorem 9.5. Let 0 < p, θ ≤ ∞ and s > σp. Let further m ∈ N be a natural number with
m > s . Then
‖f‖Bsp,θ 
( ∑
s∈Nd0
2s|s|1θ‖Re(s)m (f, 2−s, ·)‖θp
)1/θ
.
In case θ =∞ the sum above is replaced by the supremum over s.
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Complements to Section 5: Sampling representations
An extension of Propositions 5.3, 5.4 to all parameters 0 < p, θ ≤ ∞ and r > 1/p is possible
but not straight forward. As shown recently in [50, Thm. 5.7] the de la Vallée Poussin sampling
representation (5.18) (as well as (5.19) for mixed Triebel-Lizorkin spaces) works for all 1/2 <
p ≤ 1. In order to get a sampling representation for arbitrary small 0 < p ≤ 1 we have to use
different fundamental interpolants in (5.13). Those have to provide a better decay than (2.8)
on the “time side” or, in different words, the Fourier transform of the kernel has to be much
smoother than just piecewise linear. This can be arranged, see [50], by an iterated convolution
of dilates of the characteristic function of the interval [−1/2, 1/2], a process related to the
construction of the so-called up-function, see [288]. However, when dealing with sampling on
Smolyak grids it turned out, see [50], that the integrability in the target space Lq determines
the appropriate sampling kernel. In fact, when approximating functions from the class Brp,θ,
with p < 1 in L2 even classical Dirichlet-Smolyak operators will do the job, see [50, Rem. 6.5,
Thm. 5.14].
The Faber-Schauder and B-spline quasi-interpolation relations in Propositions 5.19, 5.18,
5.24,(i) for the periodic space Brp,θ as well as its non-periodic counterpart can be extended to
0 < p, θ ≤ ∞. In contrast to the de la Vallée Poussin kernels the hat functions are perfectly
localized. In other words, we have sufficient decay on the time side. However, the smoothness
of the piecewise linear hat functions is limited. Therefore, on can not expect to decompose
arbitrary smooth function over the Faber-Schauder basis. This explains the natural restriction
1/p < r < 2 in Proposition (5.18) and hence we can only go “down” to p > 1/2 and only get a
maximal rate of convergence (worst-case error) bounded by 2. Using B-splines one can achieve
higher order convergence by adapting the order of the B-spline also to p (and not just on r).
Note that the restriction in Proposition 5.24 reads as 1/p < r < 2` if p < 1. In particular this
means that we have to choose 2` larger than 1/p, a similar effect as described in the previous
paragraph.
Complements to Section 5: Sampling widths
The method described in the proof of Theorem 5.9 also works for p, θ, q < 1 once we have the
corresponding sampling representations. For this issue we refer [101] and [50]. Here we obtain
the following results.
Theorem 9.6. Let 0 < p, q, θ ≤ ∞, and r > 1/p. Then we have.
(i) For p ≥ q and θ ≤ 1,
%m(B
r
p,θ, Lq)  (m−1 logd−1m)r ,
{
2 ≤ q < p <∞,
1 < p = q ≤ ∞.
(ii) For 1 < p < q <∞,
%m(B
r
p,θ, Lq)  (m−1 logd−1m)r−1/p+1/q(logd−1m)(1/q−1/θ)+ ,
{
2 ≤ p, 2 ≤ θ ≤ q,
q ≤ 2.
Complements to Section 8: Numerical integration
Theorem 9.7. (ii) For each 0 < p, θ ≤ ∞ and r > 1/p, we have
Φ(a,A, ψ)(Brp,θ)  a−dr+d(1/p−1)+(log a)(d−1)(1−1/θ)+ , a > 1 .
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(ii) For each 0 < p <∞ and 0 < θ ≤ 1, we have
Φ(a,A, ψ)(B
1/p
p,θ )  a−d/max{p,1} , a > 1 .
Analogous estimates hold true for the Fibonacci-cubature formulas.
Nonlinear approximation of non-compact embeddings
In contrast to the study of s-numbers it makes also sense to study non-compact (but continuous)
embeddings in connection with best m-term approximation. This has been done recently in
[166]. Let us first clarify the precise embedding situation. A proof may be found in [401].
Lemma 9.8. Let 1 < q <∞ and r > 0.
(i) Let 1 < p <∞. Then
Wrp ↪→ Lq
if and only if r ≥ 1/p− 1/q.
(ii) Let 0 < p <∞. Then
Brp,p ↪→ Lq
if and only if r ≥ 1/p− 1/q .
(iii) The embeddings are compact if and only if r > 1/p − 1/q . The embeddings (i) and (ii)
also hold true for spaces Brp,p(Rd) and Wrp(Rd) if p ≤ q and r ≥ 1/p− 1/q but they are never
compact.
The compact embeddings r > 1/p− 1/q have been discussed above. Now we are interested
in r = 1/p− 1/q. Again we use a wavelet basis of sufficiently smooth wavelets as dictionary Φ.
Theorem 9.9. (i) Let 0 < p ≤ max{p, 1} < q <∞ and r = 1/p− 1/q. Then
σm(B
r
p,p,Φ)q  m−r(logm)(d−1)(r−1/p+1/2)+ .
(ii) Let 1 < p ≤ 2 ≤ q <∞ and r = 1/p− 1/q > 0. Then
σm(W
r
p,Φ)q  m−r(logm)(d−1)r .
Remark 9.10. In the case q = 2 we obtain with r = 1/p− 1/2
σm(B
r
p,p,Φ)2  m−r . (9.4)
This has been already observed in [303], see also [248]. The latter reference dealt with tensor
products of univariate Besov spaces Brp,p which have been recently identified as spaces with
dominating mixed smoothness also in the case p < 1, see [303].
We can say even more in the situation q = 2 for spaces on Rd. For s > 0 and p as above
we consider the nonlinear approximation space Asp(L2(Rd)), see e.g. [71], as the collection of
all f ∈ L2(Rd) such that
‖ f ‖Asp(L2(Rd)) := ‖ f ‖2 +
( ∞∑
m=1
1
m
[ms σm(f,Φ)2]
p
)1/p
<∞ .
Mainly as a corollary of the characterization of A
1
p
− 1
2
p (L2(Rd)), see e.g. Pietsch [260], DeVore
[71, Thm. 4] or [373, Sect. 1.8], we obtain the following identification.
Theorem 9.11. Let 0 < p < 2. Then we have
A
1
p
− 1
2
p (L2(Rd)) = B1/p−1/2p,p (Rd)
in the sense of equivalent quasi-norms.
144
9.8 Sampling along lattices
In Section 5 (Subsection 5.4) we encountered several situation where Smolyak’s algorithm
(sparse grids) represent the optimal sampling algorithm with respect to %m. However, in case
q ≤ p an optimal sampling algorithm is only known in case d = 2 and p = q =∞. The natural
question arises whether there are other discrete point set constructions and corresponding sam-
pling algorithms which might behave better than sparse grids or perform even optimal. Here
one could think about the big variety of point set constructions which are used for numerical
integration based on number theoretic constructions, see [82] or Section 8 above. This question
has been considered by several authors in the past. We refer to [338], [216], [217], [192], [190],
[193], [194]. It turned out that the proposed methods provide certain numerical advantages
since the lattice structure allows for using the classical Fast Fourier Transform for the eval-
uation and reconstruction of trigonometric polynomials. Moreover, in contrast to sparse grid
discretization techniques the use of oversampled lattice rules provides better numerical stability
properties [192], [191]. However, when expressing the error in terms of the used function values
(in the sense of %m) it turns out, see the recent paper [52], that one only can expect half the
rate of convergence of a sparse grid method, i.e.
%latt1m (W
r
2, L2) & m−r/2 .
The quantities on the left-hand side are similarly defined as %m above with the difference that
we take the inf over all sampling algorithms taking function values along rank-1 lattices with
m points. Surprisingly, such methods never perform optimal with respect to the “information
complexity”. However, as already mentioned in Subsection 5.3, the runtime of such an algorithm
can be accelerated significantly by exploiting the lattice structure.
A related framework is studied in the papers [10], [254]. The authors deal with sampling
recovery of the class or rank−1 tensors
F rM,d :=
{
f =
d⊗
i=1
fi : ‖fi‖∞ ≤ 1, ‖f (r)i ‖∞ ≤M
}
which represents a subclass of the unit ball in the space Wr∞ if M = 1. The authors in [10]
use a low discrepancy point set (Halton points, see Section 8) to propose a sampling recovery
algorithm with N points and L∞-error . C(r, d)N−r with constant C(d, r) scaling like ddr.
The question after the curse of dimensionality arises. By proposing a Monte-Carlo sampling
recovery algorithm the authors in [254] prove that the curse of dimensionality is present (in
the randomized setting) if and only if M ≥ 2rr!. In case M < 2rr! the complexity is only
polynomial in the dimension.
9.9 Sampling recovery in energy norm
There is a large class of solutions of the electronic Schrödinger equation in quantum chem-
istry, which belong to Sobolev spaces with mixed regularity and, moreover, possess some ad-
ditional Sobolev isotropic smoothness properties, see Yserentant’s recent lecture notes [411]
and the references therein. This type of regularity is precisely expressed by the spaces Wr,βp
for p = 2 introduced in [155]. Here, the parameter r reflects the smoothness in the domi-
nating mixed sense and the parameter β reflects the smoothness in the isotropic sense. In
[46, 47, 154, 153, 155, 297], the authors used Galerkin methods for the W 12 (Td)-approximation
of the solution of general elliptic variational problems. In particular, by use of tensor-product
biorthogonal wavelet bases, the authors of [155] constructed so-called optimized sparse grid
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subspaces for finite element approximations of the solution having Wr,β2 -regularity, whereas
the approximation error is measured in the energy norm of isotropic Sobolev space W γ2 . For
non-periodic functions of mixed smoothness r from Wr2, linear sampling algorithms on sparse
grids have been investigated by Bungartz and Griebel [47] employing hierarchical Lagrangian
polynomials multilevel basis and measuring the approximation error in energy W 12 -norm.
The problem of sampling recovery on sparse grids in energy norm W γq of functions from
classes Wr,βp and Br,βp,θ has been investigated in [49, 102]. The space B
r,β
p,θ is a “hybrid” of the
space Brp,θ of mixed smoothness r and the classical isotropic Besov space B
β
p,θ of smoothness
β. The space Br,βp,θ can be seen as a Besov type generalization of the space W
r,β
2 = B
α,β
2,2 . For
the definition of these spaces, see [49, 102]. It turns out that for this sampling recovery, we can
achieve the right order of the sampling widths.
Theorem 9.12. Let r, β, γ ∈ R such that min{r, r + β} > 1/2, γ ≥ 0 and 0 < γ − β < r.
Then we have
%m(W
r,β
2 ,W
γ
2 (T
d))  m−(r−γ+β).
Theorem 9.13. Let 0 < p, θ ≤ ∞, 1 < q <∞, r > 0, γ ≥ 0 and β ∈ R, β 6= γ. Assume that
there hold the conditions min(r, r + β) > 1/p and
r >
{
(γ − β)/d, β > γ,
γ − β, β < γ.
Then we have
%m(B
r,β
p,θ ,W
γ
q (Id)) 
{
m−r−(β−γ)/d+(1/p−1/q)+ , β > γ,
m−r−β+γ+(1/p−1/q)+ , β < γ.
Theorem 9.12 has been proven in [49] and Theorem 9.13 in [102]. Special sparse grids
are constructed for sampling recovery of Wr,βp and Br,βp,θ . They have much smaller number of
sample points than the corresponding standard full grids and Smolyak grids, but give the same
error of the sampling recovery on the both latter ones. The construction of asymptotically
optimal linear sampling algorithms is essentially based on quasi-interpolation representations
by Dirichlet kernel series or B-spline series of functions from Wr,βp and Br,βp,θ with a discrete
equivalent quasi-norm in terms of the coefficient function-valued functionals of this series. For
details and more results on this topic see [49, 102].
9.10 Continuous algorithms in m-term approximation and nonlinear widths
Notice that if X is separable Banach space and the dictionary D is dense in the unit ball of X,
then the best m-term approximation of f with respect to D vanishes, i.e., σm(f,D)X = 0 for
any f ∈ X. On the other hand, for almost all well-known dictionaries with good approxima-
tion properties the quantity σm(F,D)X has reasonable lower bounds for well-known classes of
functions F having a common smoothness. Therefore, the first problem which actually arises,
is to impose additional conditions on D and/or methods of m-term approximation. In [96, 198]
to obtain the right order of σm(F,D)X for certain function classes the dictionary D is required
to satisfy some “minimal properties”.
Another approach to dealing with this problem is to impose continuity assumptions on
methods of m-term approximation by the elements of Σm(D) which is the set of all linear
combinations g of the form g =
∑m
j=1 ajgj , gj ∈ D. This does not weaken the rate of the
m-term approximation for many well-known dictionaries and function classes. The continuity
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assumptions on approximation methods certainly lead to various notions of nonlinear width, in
particular, the classical Alexandroff width and the nonlinear manifold width [72, 234]. Thus, the
classical Alexandroff width am(F, X) characterizes the best approximation of F by continuous
methods as mappings from F to a complex of topological dimension ≤ n (see, e.g., [384] for
an exact definition). Let us recall one of the notions of nonlinear widths based on continuous
methods of m-term approximation suggested in [97].
A continuous method of m-term approximation with regard to the dictionary D is called a
continuous mapping from X into Σm(D). Denote by F the set of all dictionaries D in X such
that the intersection of D with any finite dimensional linear subspace is a finite set, and by
C(X,Σm(D)) the set of all continuous mappings S from X into Σm(D). The restriction with
continuous methods of m-term approximation and dictionaries D ∈ F leads to the notion of
nonlinear width:
αm(F, X) := infD∈F
inf
S∈C(X,Σm(D))
sup
x∈F
‖f − S(f)‖X .
Theorem 9.14. Let 1 < p, q <∞ and 2 ≤ θ ≤ ∞ and r > max(0, 1/p− 1/q, 1/p− 1/2). Then
we have
am(W
r
p, Lq)  αm(Wrp, Lq)  m−r(logm)(d−1)r,
and
am(B
r
p,θ, Lq)  αm(Brp,θ, Lq)  m−r(logm)(d−1)(r+1/2−1/θ).
This theorem was proven in [97]. A different concept of non-linear width based on pseudo-
dimension related to Learning Theory, but without continuity assumptions was suggested in
[269, 270] and investigated for function classes of mixed smoothness in [98, 99]. For other
notions of nonlinear widths, related results, surveys and bibliography, see [97, 98, 99, 112, 71,
72, 74, 198, 234, 269, 270, 317, 382, 384].
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10 High-dimensional approximation
We explained in Subsections 9.1 and 9.2 that classes with mixed smoothness play a central role
among the classes of functions with finite smoothness. A typical error bound for numerical
integration, sampling, and hyperbolic cross approximation of, say, Wrp in Lp is of the form
m−r(logm)(d−1)ξ, where ξ > 0 may depend on r and p. The classical setting of the problem
of the error behavior asks for dependence on m, when other parameters r, p, d are fixed. In
this survey we mostly discuss this setting. Then the factor (logm)(d−1)ξ plays a secondary role
compared to the factor m−r. However, as we pointed out in the Introduction, the problems
with really large d attract a lot of attention. In this case, for reasonably small m the factor
(logm)(d−1)ξ becomes a dominating one and makes it impossible to apply a model of classes
with finite smoothness for practical applications. It is a very important and difficult problem
of contemporary numerical analysis. One of the promising ways to resolve this problem is to
use classes of functions with special structure instead of smoothness classes. This approach is
based on the concept of sparsity (with respect to a dictionary) and is widely used in compressed
sensing and in greedy approximation. For instance, sparsity with respect to a dictionary with
tensor product structure is a popular structural assumption (see Section 6).
10.1 Anisotropic mixed smoothness
We point out that classes with mixed smoothness also have a potential for applications in
high-dimensional approximation. To illustrate this point we begin with the anisotropic version
of classes W, H, B. So far we discussed isotropic classes of functions with mixed smooth-
ness. Isotropic means that all variables play the same role in the definition of our smoothness
classes. In the hyperbolic cross approximation theory anisotropic classes of functions with
mixed smoothness are of interest and importance. The framework described below goes back
to the work of Mityagin [236, pp. 397, 409] in 1962 and Telyakovskii [321, p. 438] in 1964 and
has been later used by several authors from the former Soviet Union, see [345, pp. 32, 36, 72]
(English version) for further historical comments.
We give the corresponding definitions. Let r = (r1, . . . , rd) be such that 0 < r1 = r2 =
· · · = rν < rν+1 ≤ rν+2 ≤ · · · ≤ rd with 1 ≤ ν ≤ d. For x = (x1, . . . , xd) denote
Fr(x) :=
d∏
j=1
Frj (xj)
and
Wrp := {f : f = ϕ ∗ Fr, ‖ϕ‖p ≤ 1}.
We now proceed to classes Hrq and Brq,θ. Define
‖f‖Hrq := sup
s
‖δs(f)‖q2(r,s),
and for 1 ≤ θ <∞ define
‖f‖Brq,θ :=
(∑
s
(
‖δs(f)‖q2(r,s)
)θ)1/θ
.
We will write Brq,∞ := Hrq. Denote the corresponding unit ball
Brq,θ := {f : ‖f‖Brq,θ ≤ 1}.
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It is known that in many problems of estimating asymptotic characteristics the anisotropic
classes of functions of d variables with mixed smoothness behave in the same way as isotropic
classes of functions of ν variables (see, for instance, [345, 90, 322]). It is clear that the above
remark holds for the lower bounds. To prove it for the upper bounds one needs to adapt the
hyperbolic cross approximation to the smoothness of the class. We pay more samples in those
directions where the smoothness is small. This results in an anisotropic hyperbolic cross.
What concerns numerical integration, the studied methods like the Fibonacci and Frolov
cubature formulas need not to be adapted. These methods are able to “detect” the anisotropy
themselves.
Figure 23: Anisotropic hyperbolic cross for r = (1, 2) in d = 2
The consequence is that the logarithmic factor (logm)(d−1)ξ is replaced by the factor
(logm)(ν−1)ξ. Thus, if we use a model of anisotropic class with mixed smoothness r with
small ν, the factor (logm)(ν−1)ξ is not a problem anymore. In this case it is important to study
dependence on d of the constants. In the recent paper [106], it has been shown that with a
fixed ν and some moderate conditions on the anisotropic mixed smoothness r the rate of the
hyperbolic cross approximation does not depend on the dimension d, when d may be very large
or even infinite (see also Subsection 10.4).
10.2 Explicit constants and preasymptotics
As already mention there is an increasing interest in approximation problems where the di-
mension d is large or even huge. Since then people were not only interested in getting the
right order of the respective approximation error, also the dependence of the error bounds on
the underlying dimension d became crucial. In case of high dimensions, the traditional esti-
mate (1.2) becomes problematic. Let us illustrate this issue in the following figure. Fixing d
and r the function fd(t) := t−r (log t)r(d−1) is increasing on [1, ed−1] and decreasing on [ed−1,∞).
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Figure 24: Asymptotics vs. preasymptotics
Hence, its maximum on [1,∞) is maxt≥1 fd(t) = fd(ed−1) =
(
d−1
e
)r(d−1)
, which increases
super-exponentially in d. That means, for large d we have to wait “exponentially long” until the
sequence n−r(lnn)(d−1)r decays, and even longer until it becomes less than one. This observa-
tion indicates the so-called “curse of dimensionality”, a phrase originally coined by Bellmann
[31] in 1957. For a mathematically precise notion see [255, p. 1]. How to avoid that the log-
arithm increases exponentially in d has been discussed in Subsection 10.1. This could be one
approach for making the problem tractable in high dimensions. In any case it is important to
control the behavior of the constants c(r, d) and C(r, d) in d and, in a second step, to establish
preasymptotic estimates for small m.
The first result on upper bounds in this direction (to the authors’ knowledge) has been given
by Wasilkowski, Woźniakowski [406, Sect. 4.1]. There the authors studied Smolyak’s algorithm
in a general framework (similar as done in Section 4.2) and obtained upper bounds for the error
based on the behavior of the participating univariate operators.
Linear and Kolmogorov widths of Sobolev classes of a mixed smoothness in L2(Td)-norm
and so-called energy norms in the high-dimensional setting have been first investigated by
Dinh Du˜ng and Ullrich in [110] where it is stressed to treat the d-dependent upper bound and
lower bound of these widths together. Of course, the specific definition of the space is now of
particular relevance. Here, the class Wr2 is defined as the set of function in L2(Td) for which
the right hand side of (3.5) is finite. In particular, the following almost precise upper and lower
bounds explicit in the dimension d have been proven in [110] (see also Theorem 10.4 below).
Theorem 10.1. For any r > 0 and m ≥ 2d
1 + log e
4r(d− 1)r(d−1)
(
m
(logm)d−1
)−r
≤ dm(Wr2, L2(Td)) ≤ 4r
( 2e
d− 1
)r(d−1)( m
(logm)d−1
)−r
.
One observes a super-exponential decay of the constants. Other results have been obtained
recently by Kühn, Sickel, Ullrich [213]. In contrast to Theorem (10.1) the authors considered
the space Wr2 to be specifically normed as follows
‖f‖2Wr2 :=
∑
k∈Zd
|fˆ(k)|2
d∏
j=1
(1 + |kj |2)r . (10.1)
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It has been shown in [213] that in this situation the “asymptotic constant” behaves exactly as
follows
lim
m→∞
mr
(logm)(d−1)r
· λm(Wr2, L2) =
[ 2d
(d− 1)!
]r
. (10.2)
This result is surprising from several points of view. First, the limit exists, second one can
compute it explicitly and third, the number on the right-hand side decays exponentially in d.
The next step is to ask for estimates of type (1.2) with precise given constants in some range
m ≥ m0. There are several results in this direction, see for instance [47, Thm. 3.8], [110], [297,
Thm. 5.1], where the super-exponential decay of the constant has been already observed in
different periodic and non-periodic settings. For a thorough discussion and comparison of the
mentioned results we refer to [213, Section 4.5]. To be consistent with the setting described in
(10.1) let us state the following result from [213].
Theorem 10.2. Let r > 0 and d ∈ N. Then we have
λm(W
r
2, L2) ≤
[(3 · √2)d
(d− 1)!
]r (lnm)(d−1)r
mr
, if m ≥ 27d
and
λm(W
r
2, L2) ≥
[
3
d!
( 2
2 + ln 12
)d]r (lnm)(d−1)r
mr
, if m > (12 e2)d .
Note, that the constants decay super-exponentially in d as expected from (10.2). However, if
d is large we have to “wait” very long until that happens. Hence, the next question is what
happens in the preasymptotical range, say for m less than 2d. Here, we get the bound below in
Theorem 10.3 (see [213, Thm. 4.17] and Figure 24 above). For similar results in more general
classes as well as a non-periodic counterpart, see the longer arXiv version of [58].
Theorem 10.3. Let d ≥ 2, and r > 0. Then for any 2 ≤ m ≤ d24d we have the upper estimate
λm(W
r
2, L2) ≤
(e2
m
) r
4+2 log2 d .
Note, that there is no hidden constant in the upper bound. This type of error decay reflects
“quasi-polynomial” tractability, a notion recently introduced by Gnewuch, Woźniakowski [150].
The result in Theorem 10.3 is based on a refined estimate for the cardinality of the hyperbolic
cross
Γ˜(N, d) :=
{
k ∈ Zd :
d∏
j=1
(1 + |kj |) ≤ N
}
, N ∈ N ,
compare with (2.15) above. In [213, Thm. 4.9] it is shown
|Γ˜(N, d)| ≤ e2N2+log2 d . (10.3)
In [63] the authors state cardinality bounds (without proof) for slightly modified hyperbolic
crosses in d dimensions.
What concerns the approximation in the uniform norm L∞ in case r > 1/2 we refer to the
recent paper Cobos, Kühn, Sickel [61]. Analyzing the formula (5.9) the authors obtained the
asymptotic constant
lim
m→∞
mr−1/2λm(Wr2, L∞)
(logm)(d−1)r
=
1√
2r − 1
[ 2d
(d− 1)!
]r
.
Preasymptotic error bounds for isotropic periodic Sobolev spaces are given in [212], [211].
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10.3 Approximation in the energy norm
Motivated by the aim to approximate the solution of a Poisson equation in the energy norm, i.e.,
in the norm of the isotropic Sobolev space H1, Bungartz and Griebel [46] investigated upper
estimates of the quantities λm(Wr2, H1), where H1 denotes the isotropic Sobolev space in L2,
the so-called energy space. These studies have been continued in Griebel, Knapek [154, 155],
Bungartz, Griebel [47], Griebel [153], Schwab, Süli, Todor [297], and Dinh Du˜ng, Ullrich [110].
A first result on upper bounds in this setting is due to Griebel
λm(W
2
∞([0, 1]
d), H1) ≤ Cdm−1 , m ∈ N .
Note, that the usual log-term disappears. In other words, there is no bad d-dependence in the
rate. For constructing an appropriate approximant we have to modify the standard hyperbolic
cross according to the energy-norm. Instead of (2.15) we use projections onto the “energy
hyperbolic cross”
QEn :=
⋃
r|s|1−|s|∞≤n
ρ(s) .
Griebel [153] observed that in case r = 2 the constant Cd = d2 · 0.97515d suffices for large
m > md. The precise range for m has not been given. The following theorem is stated in [110,
Thm. 4.7(ii)].
Theorem 10.4. Let 1 < r ≤ 2. Then one can precisely determine a threshold λ = λ(r) > 1
such that for m > λd, the correct upper and lower bounds explicit in the dimension d
Crd
r−1
(
1
21/(r−1) − 1
)d
m−(r−1) ≤ λm(W˜r2, H1(Td)) ≤ C ′rdr−1
(
1
21/(r−1) − 1
)d
m−(r−1)
(10.4)
hold true with some explicit positive constants Cr, C ′r depending on r only.
Here W˜r2 is the subspace of Wr2 containing all functions f such that fˆ(k) 6= 0 =⇒∏d
i=1 ki 6= 0, and Wr2 is defined as the set of function in L2(Td) for which the right hand
side of (3.5) is finite . The upper bound in (10.4) also holds true for every r > 1. Note, that
the terms depending on d in the both sides of (10.4) are the same and decay exponentially in
d for r < 2. For r = 2, the relations (10.4) becomes
C2 dm
−1 ≤ λm(W˜22, H1(Td)) ≤ C ′2 dm−1.
For more results on this direction, see [110]. For a detailed comparison of the mentioned results
we refer again to [213, Sect. 4.5].
10.4 ε-dimension and approximation in infinite dimensions
In computational mathematics, the so-called ε-dimension nε = nε(F, X) is used to quantify the
computational complexity (in Information-Based Complexity (IBC) a similar object is termed
information complexity or ε-cardinality). It is defined by
nε(F, X) := inf
{
m ∈ N : ∃Lm : sup
f∈F
inf
g∈Lm
‖f − g‖X ≤ ε
}
, (10.5)
where Lm denotes a linear subspace in X of dimension ≤ m. This approximation characteristic
is the inverse of dm(F, X). In other words, the quantity nε(F, X) is the minimal number nε such
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that the approximation of F by a suitably chosen approximant nε-dimensional subspace L in X
gives the approximation error ≤ ε (see [84, 85]). The quantity nε represents a modification of
the information complexity (used in IBC) which is described by the minimal number n(ε, d) of
“linear” information (in case of Λall) needed to solve the corresponding d-variate linear approx-
imation problem of the identity operator within accuracy ε. In contrast to (10.5) this quantity
is defined as the inverse of the well-known Gelfand width, see [255, 4.1.4, 4.2] and (9.3) above.
For further information on this topic we refer the interested reader to the books [255, 256, 257]
and the references therein. The following theorem on ε-dimensions of the Sobolev class Wr2 in
the high-dimensional setting (see the previous subsection) has been proved in [58].
Theorem 10.5. Let r > 0, d ≥ 2. Then we have for every ε ∈ (0, 1],
nε(W
r
2, L2(Td)) ≤
2d
(d− 1)! ε
−1/r (ln ε−1/r + d ln 2)d−1
and for every ε ∈ (0, (2/3)rd)
nε(W
r
2, L2(Td)) ≥
2d
(d− 1)!
ε−1/r[ln ε−1/r − d ln(3/2)]d
ln ε−1/r − d ln(3/2) + d − 1.
It is worth to emphasize that in high-dimensional approximation, the form of the upper and
lower bounds for nε(Wr2, L2(Td)) as in Theorem 10.5 is more natural and suitable than the
form as used in the traditional form where the terms ε−1/r| log ε|(s−1)/r are a priori split from
constants which are actually a function of dimension parameter d (and smoothness parame-
ter r), and therefore, any high-dimensional estimate based on them leads to a rougher bound.
The situation is analogous for Kolmogorov m-widths of classes of functions having a mixed
smoothness if the terms m−r(logm)r(d−1) are a priori split from constants depending on the
dimension d.
See also [110] for some similar results, and [58] for a general version of Theorem 10.5 as well
an extension to non-periodic functions. From Theorem 10.5 we have
lim
ε→0
nε(W
r
2, L2(Td))
ε−1/r(ln ε−1/r)d−1
=
2d
(d− 1)! .
The efficient approximation of a function of infinitely many variables is an important issue
for a lot of problems in uncertainty quantification, computational finance and computational
physics and is encountered for example in the numerical treatment of path integrals, stochastic
processes, random fields and stochastic or parametric PDEs. While the problem of quadrature
of functions in weighted Hilbert spaces with infinitely many variables has recently found a lot
of interest in the information based complexity community, see e.g., [19, 68, 80, 81, 148, 149,
173, 174, 215, 249, 264, 265, 307, 407], there is much less literature on approximation. So far,
the approximation of functions in weighted Hilbert spaces with infinitely many variables has
been studied for a properly weighted L2-error norm in [405]. (See also [404, 408, 409], where
however a norm in a special Hilbert space was employed such that the approximation problem
indeed got easier than the integration problem.) It has been noticed in [259], one may have
two options for obtaining tractability in infinite-dimensional approximation: either by using
decaying weights or by using an increasing smoothness vector r, see also Section 10.1 above.
In the recent decades, various approaches and methods have been proposed and studied for
numerical solving of the parametric and stochastic elliptic PDE
− divx(σ(x,y)∇xu(x,y)) = f(x) x ∈ D y ∈ Ω, (10.6)
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with homogeneous boundary conditions u(x,y) = 0, x ∈ ∂D, y ∈ Ω, where D ⊂ Rm, Ω ⊂ Rd
and d may be very large or infinity. See to [62, 159, 296] for surveys and bibliography on
different aspects in approximation and numerical methods for the problem (10.6).
The recent paper [106] has investigated the linear hyperbolic cross approximation in infinite
dimensions of functions from spaces of mixed Sobolev type smoothness and mixed Sobolev-
analytic-type smoothness in the infinite-variate case where specific summability properties of
the smoothness are fulfilled. Such function spaces appear for example for the solution of the
equation (10.6). The optimality of this approximation is studied in terms of the ε-dimension
of their unit balls for which tight upper and lower bounds are given. These results then
are applied to the linear approximation to the solution of the problem (10.6). The obtained
upper and lower bounds of the approximation error as well as of the associated ε-dimension are
completely independent of any parametric or stochastic dimension, and of the parameters which
define the smoothness properties of the parametric or stochastic part of the solution. In the
following, as an example let us briefly mention one of the results from [106] on the hyperbolic
cross approximation in infinite dimensions in the norm of the space G := Hβ(Tm)⊗L2(T∞) of
functions from the space H := Hα(Tm)⊗Kr(T∞), and its optimality in terms of ε-dimension
nε(U ,G). The spaceHγ(Tm), γ ≥ 0, equipped with a different equivalent norm can be identified
with the isotropic Sobolev space W γ2 (Tm). The space of anisotropic infinite-dimensional mixed
smoothness space Kr(T∞) with r = (r1, r2, ...) ∈ R∞ and 0 < r1 ≤ r2, · · · ≤ rj · · · , is an
infinite-variate generalization of the space Kr(Td) which equipped with a different equivalent
norm can be identified with the space Wr2(Td) (see [106] for exact definitions of these spaces).
Denote by U the unit ball in H.
Theorem 10.6. If (α−β)/m < r1 and
∑∞
i=1
(3/2)1−mri/(α−β)
mri/(α−β)−1 <∞, we have for every ε ∈ (0, 1],
bε−1/(α−β)cm − 1 ≤ nε(U ,G) ≤ C ε−m/(α−β), (10.7)
where C is a constant depending on α, β,m, r only.
The upper bound in (10.7) is realized by a linear hyperbolic cross approximation in infinite
dimensions corresponding to the infinite-variate anisotropic mixed smoothness of the spaces H
and G. Depending on the regularity of the diffusions σ(x,y) and the right hand side f(x) in
the periodic equation (10.6) with D = Tm and Ω = T∞, we may assume the solution u(x,y)
belonging to H for some α and r. Then we approximate u(x,y) in the “energy” norm of G
for some 0 ≤ β < α. Based on the linear hyperbolic cross approximation in infinite dimension
and (10.7), we can construct a linear method of rank ≤ n which gives the convergence rate of
approximation to the solution of (10.6) as n−(α−β)/m. See [106, 104] for more results, on infinite
dimensional approximation and applications in parametric and stochastic PDEs, in particular,
on non-periodic and mixed versions of (10.6) and of Theorem 10.6.
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11 Appendix
11.1 General notation
Let us start with introducing some notations. For 1 ≤ p ≤ ∞ we shall denote by p′ the duality
exponent, that is, the number (or ∞) such that 1/p + 1/p′ = 1. For a vector 1 ≤ p ≤ ∞ we
denote p′ = (p′1, . . . , p′d) and 1/p = (1/p1, . . . , 1/pd).
For the sake of brevity we shall write
∫
fdµ instead of (2pi)−d
∫
Td f(x)dx, where T
d =
[−pi, pi]d and µ means the normalized Lebesgue measure on Td. For functions f, g : Td → C we
define the convolution
f ∗ g(x) := (2pi)−d
∫
Td
f(y)g(x− y)dy .
In the case p = 1p we shall write the scalar p instead of the vector p. Let further denote
Lq(Td), 0 < q ≤ ∞, the space of all measurable functions f : Td → C satisfying
‖f‖p :=
( ∫
Td
|f(x)|p dµ
)1/p
<∞
with the usual modification in case p =∞. In case 1 ≤ p ≤ ∞ the quantity ‖ · ‖p represents a
norm. In case 0 < p < 1 it is a quasi-norm. The space C(Td) is often used as a replacement
for L∞(Td). It denotes the collection of all continuous periodic functions equipped with the
L∞-topology.
11.2 Inequalities
We shall mention some well-known inequalities.
1.1. The Hölder inequality. Let 1 ≤ p ≤ ∞, f1 ∈ Lp, f2 ∈ Lp′ . Then f1f2 ∈ L1 and∫
|f1f2|dµ ≤ ‖f1‖p‖f2‖p′ . (11.1)
1.2. As a consequence of the relation (11.1) we obtain the Hölder inequality for a vector
1 ≤ p ≤ ∞ ∫
|f1f2|dµ ≤ ‖f1‖p‖f2‖p′ .
1.3. The Hölder inequality for several functions. Let 1 ≤ pi ≤ ∞, i = 1, . . . ,m,
1/p1 + · · ·+ 1/pm = 1, fi ∈ Lpi , i = 1, . . . ,m. Then f1 . . . fm ∈ L1 and∫
|f1 . . . fm|dµ ≤ ‖f1‖p1 . . . ‖fm‖pm . (11.2)
1.4. The monotonicity of Lp-norms. Let 1 ≤ q ≤ p ≤ ∞, then
‖f‖q ≤ ‖f‖p
and for 1 ≤ q ≤ p ≤ ∞,
‖f‖q ≤ ‖f‖p.
1.5. Let 1 ≤ a < p < b ≤ ∞, θ = (1/p− 1/b)(1/a− 1/b)−1, then
‖f‖p ≤ ‖f‖θa|f‖1−θb .
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1.6. From the inequality (11.1) we easily obtain the Hölder inequality for sums :
N∑
i=1
|aibi| ≤
(
N∑
i=1
|ai|p
)1/p( N∑
i=1
|bi|p′
)1/p′
, 1 ≤ p ≤ ∞.
We remark that in this inequality one can take N =∞.
1.7. The Minkowski inequality. Let 1 ≤ p ≤ ∞ , f ∈ Lp, i = 1, . . . ,m. Then∥∥∥∥∥
m∑
i=1
fi
∥∥∥∥∥
p
≤
m∑
i=1
‖fi‖p.
1.8. It is possible to deduce the generalized Minkowski inequality from the Minkowski
inequality. Let 1 ≤ p ≤ ∞, then∥∥∥∥∫ ϕ(·,y)dµ(y)∥∥∥∥
p
≤
∫ ∥∥ϕ(·,y)∥∥
p
dµ(y).
1.9. Let 1 ≤ q ≤ p ≤ ∞ , then(∫ (∫ ∣∣f(x,y)∣∣qdµ(y))p/q dµ(x))1/p ≤ (∫ (∫ ∣∣f(x,y)∣∣pdµ(x))q/p dµ(y))1/q .
1.10. The Young inequality. Let p, q and a be real numbers satisfying the conditions
1 ≤ p ≤ q ≤ ∞, 1− 1/p+ 1/q = 1/a.
Let f ∈ Lp and K ∈ La be 2pi-periodic functions of a single variable. Let us consider the
convolution of these functions
J(x) = (2pi)−1
∫ pi
−pi
K(x− y)f(y)dy = K ∗ f.
Then
‖J‖q ≤ ‖K‖a‖f‖p.
1.11. The Young inequality for vector p, q, a.
Let 1 ≤ p ≤ q ≤ ∞, 1− 1/p+ 1/q = 1/a
J(x) =
∫
K(x− y)f(y)dµ(y) = K ∗ f.
Then
‖J‖q ≤ ‖K‖a‖f‖p.
1.12. The Abel inequality. For nonnegative and non-increasing v1, . . . , vn we have∣∣∣∣∣
n∑
i=1
uivi
∣∣∣∣∣ ≤ v1 maxk
∣∣∣∣∣
k∑
i=1
ui
∣∣∣∣∣ .
This inequality easily follows from the following formula
n∑
i=1
uivi =
n−1∑
ν=1
(vν − vν+1)
ν∑
i=1
ui + vn
n∑
i=1
ui,
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which is called the Abel transformation.
Along with spaces Lp we shall use spaces lp, 1 ≤ p ≤ ∞, of sequences z = {zk}∞k=1 equipped
with the norm
‖z‖p = ‖z‖lp :=
( ∞∑
k=1
|zk|p
)1/p
, 1 ≤ p <∞,
‖z‖∞ := ‖z‖l∞ = sup
k
|zk|.
The spaces lp are Banach spaces.
11.3 Duality in Lp spaces
2.1. Let f ∈ Lp, g ∈ Lp′ . We denote
〈f, g〉 := (2pi)−d
∫
pid
f(x)g(x)dx =
∫
fgdµ,
where z is the complex conjugate number to a number z .
Theorem 11.1. Let 1 ≤ p ≤ ∞ and f ∈ Lp then
‖f‖p = sup
g∈Lp′ ,‖q‖p′≤1
|〈f, g〉|.
Remark 11.2. The statement analogous to Theorem 11.1 is valid for spaces lp :
‖z‖lp = sup
‖w‖lp′≤1
|(z,w)|, 1 ≤ p ≤ ∞.
2.2. Let F be a complex linear normed space and F ∗ be the conjugate (dual) space to F ,
that is elements of F ∗ are linear functionals ϕ defined on F with the norm
‖ϕ‖ = sup
f∈F :‖f‖≤1
∣∣ϕ(f)∣∣.
Let Φ = {ϕk}nk=1 be a set of functionals from F ∗. Denote
FΦ =
{
f ∈ F : ϕk(f) = 0, k = 1, . . . , n
}
.
Theorem 11.3. (The Nikol’skii duality theorem.) Let Φ = {ϕk}nk=1 be a fixed system of
functionals from F ∗. Then for any ϕ ∈ F ∗
inf
{ck}nk=1
∥∥∥∥∥ϕ−
n∑
k=1
ckϕk
∥∥∥∥∥ = supf∈FΦ:‖f‖≤1
∣∣ϕ(f)∣∣.
Theorem 11.4. Let ϕ,ϕ1, . . . .ϕn ∈ Lp, 1 ≤ p ≤ ∞ , then
inf
ck;k=1,...,n
∥∥∥∥∥ϕ−
n∑
k=1
ckϕk
∥∥∥∥∥
p
= sup
‖g‖p′≤1:(ϕk,g)=0,k=1,...,n
∣∣〈ϕ, g〉∣∣.
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11.4 Fourier series of functions in Lp
3.1. For a function f ∈ L1(Td) we define Fourier coefficients
fˆ(k) = (2pi)−d
∫
Td
f(x)e−i(k,x)dx = 〈f, ei(k,·)〉 , k ∈ Zd .
There are the well-known Parseval equality: for any f ∈ L2(Td)
‖f‖2 =
(∑
k
∣∣fˆ(k)∣∣2)1/2 ,
and the Riesz-Fischer theorem: if
∑
k |ck|2 <∞, then
f(x) =
∑
k
cke
i(k,x) ∈ L2 and fˆ(k) = ck.
In the space Lp, 1 < p <∞, the following statement holds.
Theorem 11.5. (The Hausdorff-Young theorem.) Let 1 < p ≤ 2, then for any f ∈ Lp,(∑
k
∣∣fˆ(k)∣∣p′)1/p′ ≤ ‖f‖p.
If a sequence {ck} is such that
∑
k |ck|p < ∞, then there exists a function f ∈ Lp′ for which
fˆ(k) = ck and
‖f‖p′ ≤
(∑
k
∣∣fˆ(k)∣∣p)1/p .
This theorem can be derived from the following interpolation theorem, which is a special
case of the general Riesz-Thorin theorem.
Denote the norm of an operator T acting from a Banach space E to a Banach space F by
‖T‖E→F = sup
‖f‖E≤1
‖Tf‖F .
Theorem 11.6. (The Riesz-Thorin theorem.) Let Eq be either Lq or lq and Fp be either
Lp or lp and for 1 ≤ qi, pi ≤ ∞,
‖T‖Eqi→Fpi ≤Mi, i = 1, 2.
Then for all 0 < θ < 1
‖T‖Eq→Fp ≤M θ1M1−θ2 ,
where
1/q = θ/q1 + (1− θ)/q2, 1/p = θ/p1 + (1− θ)/p2.
3.2. Let [y] be the integer part of the real number y, that is, the largest integer [y] such
that [y] ≤ y. For a vector s = (s1, . . . , sd) with nonnegative integer coordinates we define the
set ρ(s) of vectors k with integer coordinates:
ρ(s) =
{
k = (k1, . . . , kd) : [2
sj−1] ≤ |kj | < 2sj , j = 1, . . . , d
}
.
For f ∈ L1 we denote
δs(f,x) :=
∑
k∈ρ(s)
fˆ(k)ei(k,x).
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Theorem 11.7. (The Littlewood-Paley theorem.) Let 1 < p < ∞. There exist positive
numbers C1(d, p) and C2(d, p), which depend on d and p, such that for each function f ∈ Lp,
C1(d, p)‖f‖p ≤
∥∥∥∥∥∥
(∑
s
∣∣δs(f,x)∣∣2)1/2
∥∥∥∥∥∥
p
≤ C2(d, p)‖f‖p.
Corollary 11.8. Let G be a finite set of vectors s and let the operator SG map a function
f ∈ Lp, p > 1, to a function
SG(f) =
∑
s∈G
δs(f).
Then
‖SG‖Lp→Lp ≤ C(d, p), 1 < p <∞.
For the sake of brevity we shall write ‖T‖Lq→Lp = ‖T‖q→p.
Corollary 11.9. Let p∗ = min{p, 2}; then for f ∈ Lp we have
‖f‖p ≤ C(d, p)
(∑
s
∥∥δs(f,x)∥∥p∗p
)1/p∗
, 1 < p <∞.
Theorem 11.10. (The Marcinkiewicz multiplier theorem.) Suppose that λ0, λ1, . . . are
Marcinkiewicz multipliers, that is, they satisfy the conditions
|λn| ≤M, n = 0,±1, . . . ;
±(2ν+1−1)∑
l=±2ν
|λl − λl+1| ≤M, ν = 0, 1, . . . ,
where M is a number.
Then the operator Λ which maps a function f to a function∑
k
λkfˆ(k)e
ikx,
is bounded as operator from Lp to Lp for 1 < p <∞.
Theorem 11.11. (The Hardy-Littlewood-Sobolev inequality.) Let 1 < q < p <∞,
µ = 1−1/q+1/p, ‖f‖Lq(R) =
(∫ ∞
−∞
|f(x)|q dx
)1/q
<∞, Jf(x) :=
∫ ∞
−∞
f(y)|x−y|−µdy.
Then the inequality
‖Jf‖Lp(R) ≤ C(q, p)‖f‖Lq(R)
holds.
Corollary 11.12. Let 1 < q < p < ∞, β = 1/q − 1/p. Then the operator Aβ which maps a
function f ∈ Lq to a function
∑
k
fˆ(k)
 d∏
j=1
max
{
1, |kj |
}−β ei(k,x)
is bounded as operator from Lq to Lp.
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