We present a novel optimization method, named the Combined Optimization Method (COM), for the joint optimization of two or more cost functions. Unlike the conventional joint optimization schemes, which try to find minima in a weighted sum of cost functions, the COM explores search space for common minima shared by all the cost functions. Given a set of multiple cost functions that have qualitatively different distributions of local minima with each other, the proposed method finds the common minima with a high success rate without the help of any metaheuristics. As a demonstration, we apply the COM to the crystal structure prediction in materials science. By introducing the concept of data assimilation, i.e., adopting the theoretical potential energy of the crystal and the crystallinity, which characterizes the agreement with the theoretical and experimental X-ray diffraction patterns, as cost functions, we show that the correct crystal structures of Si diamond, low quartz, and low cristobalite can be predicted with significantly higher success rates than the previous methods. arXiv:1808.06846v1 [physics.comp-ph] 
Continuous optimization, i.e., finding a global minimum of a continuous nonlinear cost function, is one of the most fundamental and important problems encountered in almost all the fields of science and engineering. For solving the optimization problem, a variety of classical optimization algorithms, such as the gradient descent, conjugate gradient, Newton and quasi-Newton methods, downhill simplex method, etc. have been developed so far and long been used widely [1] . If the cost function has a rugged landscape in a high-dimensional search space, however, such classical algorithms easily fail to find the global optimal point, and get trapped by local minima, or metastable states. In order to overcome the shortcoming in the classical schemes, various types of so-called metaheuristics, which are higher-level problem-independent frameworks, have been developed [2] . Typical examples of metaheuristics are; random search [3] , simulated annealing [4] , genetic algorithm [5] , particle swarm optimization [6, 7] , exchange Monte Carlo [8] , Bayesian optimization [9] , etc.
Theoretical structure prediction is one of the most important applications of such continuous optimization in physics, chemistry, biology, and pharmacy. Recently, thanks to the development in computational power of the state-of-the-art supercomputers, the metaheuristic approach to the theoretical potential energy of the crystal has also been applied vigorously to the structure prediction for various materials with great success [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . The prediction ability of such theoretical methods, however, becomes depleted quite rapidly as target materials become more and more complex. This is due to an exponentially large search space with the increase of the number of atoms, and also to an extremely rugged landscape of the potential energies [22] .
One of the promising approaches against the exponential complexity is to utilize available experimental data for support. It is expected that, by taking a weighted sum of two or more different cost functions, a part of trivial local minima from each cost function could be removed, and thus the success rate would increase. Again in the crystal structure prediction, for example, Puts, Schön, and Jansen proposed to use a combined cost function composed of some approximate potential energy and the coincidence with experimental x-ray diffraction data. Some real crystal structures have been reproduced by using this method [23, 24] much more efficiently than the methods that utilize only the experimental data, such as the direct space method [25, 26] and the maximum entropy method [27] . More recently, the present authors demonstrated that the crystal structure prediction with reliable potential energy can be made quite efficient and robust by combining with partial and incomplete experimental data [28] .
Optimizing a sum of multiple cost functions is called the Pareto optimization [29, 30] . In the Pareto optimization, multiple cost functions are summed up to make a new cost function so as to avoid the overfitting or the local minima of each cost function. In such cases, a fine tuning of the weights between the cost functions is inevitable thus an inappropriate choice of the weights can easily give wrong answers.
Here, it should be pointed out that, in the application of the joint optimization, the distribution of local minima of the multiple cost functions often have a special property, i.e., all the cost functions share the same minimum as the global minimum. Indeed, in the example of the crystal structure predictions discussed above, the correct crystal structure is (at least approximately) a global minimum of the theoretical potential energy as well as that of the difference from the experimental data. This special property makes the Pareto optimization more robust against the choice of the weights between the cost functions [28] . Furthermore, as demonstrated below, if the cost functions have such a property, the global minimum is obtained by searching for a common minimum, instead of the minimum of the combined cost function, with a much higher success rate. In this paper, we present a new optimization method for the joint optimization, named the Combined Optimization Method (COM), that explores the search space for common minima shared by the multiple cost functions. We demonstrate the effectiveness of our method by applying it to the crystal structure prediction in materials science by combining the theoretical potential energy of the crystal and the crystallinity, which characterizes the agreement with the theoretical and experimental X-ray diffraction patterns, as the cost functions. They are expected to have qualitatively different distributions of local minima besides the global minimum, which corresponds to the correct crystal structure. We apply our method to Si diamond structure, low quartz, and low cristobalite, and show that the correct target structures can be found with significantly higher success rate than the previous work.
COMBINED OPTIMIZATION METHOD (COM)
Our algorithm is a non-trivial extension of the gradient descent. Let f (x) be the multi-variable cost function to be minimized, where x = (x 1 , x 2 , · · · , x D ) is a D-dimensional vector. In the standard gradient descent, we try to decrease f (x) by moving x in the direction of the negative gradient of f (or force), i.e.,
where the parameter γ > 0 is called the learning rate.
In the case of joint optimization of N cost functions, f 1 (x), · · · , f N (x), a linear combination of the cost functions,
is often introduced, where α k (k = 1, · · · , N ) denotes the weight (or the importance) of the k-th cost function, f k . The gradient descent will find one of local minima of the cost function; the result strongly depends on the initial condition. By appropriately combining two or more cost functions that share the same global minimum but have different distributions of local minima, we expect that the cost of local minima is increased relative to the global minimum, and it may enhance the success rate of the optimization. It should be noted, however, that the local minima can not be removed completely in general, even if the weights {α k } are chosen carefully (see Fig. 1 ). This means that the gradient descent still gets trapped by one of the remaining local minima, and thus one has to introduce some metaheuristics, such as the simulated annealing [12, 13, 28] .
Algorithm 1 Combined Optimization Method (COM)
1: Choose initial condition x at random in the Ddimensional search space, set sign factors {si} D i=1 to either +1 or -1 at random, and set the initial learning rate ∆x appropriately, e.g., ∆x = 0.1. 2: while ∆x > threshold do 3: Calculate the generalized force F = (F1, · · · , FD) as In order to avoid being trapped by local minima, we introduce two essential modifications to the gradient descent. Our algorithm, named "Combined Optimization Method (COM)," is summarized in Algorithm 1. First, we introduce a generalized force defined in equation 3. By definition, each component of the generalized force, F i , is non-negative and becomes zero iff all the derivatives ∂f k /∂x i (k = 1, · · · , N ) vanish. This guarantees that the algorithm will stop only at the common minimum shared by all the cost functions. Second, we introduce the memory to the direction of update. In equation 4, the sign factors {s i }, which determines the direction of update, are chosen according to the unanimity rule for each component. When the votes are split, the sign factor of the previous step is inherited for that component. The last rule introduces the memory effect, or the momentum, in the optimization process, and helps the configuration x to escape from local minima of the individual cost functions.
It should be noted that the generalized force, F, is always normalized to unity, i.e., F = 1. The learning rate in the present algorithm, ∆x, has the same physical dimension as x i , and thus one can choose the initial value of ∆x in a natural way by considering the physical property of the target problem as we will discuss later. At step 6 in Algorithm 1, the learning rate is halved when all the sign factors change their signs at the same time, which gradually decreases ∆x near the optimal point.
The proposed method reduces to the conventional gradient descent besides the learning rate, if we consider only one cost function, i.e., N = 1. Although the COM is an extension of the gradient descent, its convergence behavior is qualitatively different due to the construction of the generalize force and the introduction of the memory effect. Especially, the direction of optimization, i.e., the set of the sign factors {s i }, is not determined by a particular cost function nor by the average of cost functions, but depends on the detailed landscape of all the cost functions via the unanimity rule (equation 4). Nearby the common minimum, all the sign factors change their signs at every step, and as a result, a dumped oscillation occurs around the optimal point. On the other hand, such an oscillation does not occur at a local minimum of each cost function, since the sign factors do not change at such a point (see Fig. 1 ).
The above argument can be generalized to higherdimensional cases (D > 1). Let us consider the gradient descent for a single cost function (N = 1). With a sufficiently small learning rate, the D-dimensional search space can be decomposed into a set of domains, each of which defines a "basin of attraction" of each global or local minimum of the cost function. We define such a set of domains for each cost function also in the case of the joint optimization (N > 1). Then, we consider one of intersections of N domains. By construction, M of all N functions have their minima in this intersection. If M =N , the COM can not escape from the intersection. Indeed, the intersection containing the global minimum, which is shared by all the cost function, has exactly N minima. In other words, the COM gets trapped in the vicinity of the global minimum as we have expected. If M < N , on the other hand, the COM can escape from the intersection, since at least one sign factor does not change its sign within the intersection. This remarkable property of the COM enables us to reach the common minimum.
Indeed, the average number of intersections with exactly N minima can be estimated as follows; Let n i the number of local minima in i-th cost function (i = 1 · · · N ) and n s the total number of intersections. By construction n s ≥ n i for i = 1 · · · N . Note that the equality holds only when all the cost functions are identical with each other, and we can expect that n s is much larger than n i 's as we prepare the set of cost functions so that they have different distributions of local minima. Then, since the probability that a randomly chosen intersection contains a local minimum of i-th cost function is given by n i /n s , the average number of intersections with exactly N minima is
that is, in average the number of such intersections always becomes much smaller the number of local minima of each cost function. Thus, we expect that the COM process converges to the global minimum with high success rate, in comparison with the conventional joint optimization using a linear combination of cost functions. On the other hand, in the COM, the optimization does not stop at the local minimum but keeps on moving to the right, since df2/dx < 0 until arriving at the global minimum (right filled circle). By this way, the COM can overcome the barrier between local minima.
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APPLICATION TO CRYSTAL STRUCTURE PREDICTION
In this section, we demonstrate the effectiveness of the COM, by applying it to an optimization problem that we encounter in materials science. Here, we address the crystal structure prediction by simultaneously optimizing the theoretical potential energy and the degree of coincidence with experimental data, the same problem discussed by Tsujimoto et al. [28] . As target materials, we consider Si diamond structure and two well-known polymorphs of SiO 2 , low quartz and low cristobalite. Theoretical structure prediction for SiO 2 is extremely difficult since there exist an enormous number of metastable structures.
We introduce two cost functions that have qualitatively different properties with one another. The first cost function, E(x), is the theoretical potential energy of the crystal, which is a function of atomic position x and in general sensitive to the local structure between adjacent atoms. For calculating the potential energy from the position of atoms, we adopt the classical force field, the Tersoff potential [31] and the Tsuneyuki potential [32] for Si and SiO 2 , respectively, by using the LAMMPS package [33] through the ASE [34] .
The second cost function is defined using the powder X-ray diffraction pattern, which reflects the long-range periodicity of the crystal. We calculate the diffraction intensity, I calc (θ; x), where θ is the diffraction angle, from the atomic position x, and measure the degree of coinci-dence with the experimental diffraction intensity, I exp (θ). For the calculation of I calc (θ; x), we use the atomic scattering factors listed in International Tables for Crystallography [35] . In the conventional crystal structure determination by using experimental X-ray diffraction data, the so-called R-value,
has been used widely [25, 36] . This R-value is, however, sensitive to the noise and/or the background of the experimental data, and thus it does not necessarily give the global minimum even at the correct crystal structure. In the present work, we adopt a cost function that does not use the intensity information of the X-ray diffraction peaks [28] , which is defined by
where λ(x) is called "crystallinity" calculated using only the positions of the experimental X-ray diffraction peaks, i.e.,
Here, I calc (θ; x) denotes the intensity of the calculated diffraction pattern for atomic position x, θ obs means the peak positions in the reference (e.g., experimentally observed) diffraction pattern, and δ is the diffraction angle resolution. In our calculations the diffraction angle resolution δ is set to 0.1 • , and the X-ray wavelength is set to 0.1541 nm, which corresponds to the Cu Kα radiation. The range of integration in the numerator is restricted to the vicinity of the peaks observed in the experiment, and that of the denominator is the whole measured angle. By definition, 0 ≤ D(x) ≤ 1; for the correct crystal structure, where all the calculated peak positions coincide with those observed in the experiment, we have D(x) = 0, otherwise D(x) becomes nonzero. The global minimum of D(x) is more robust against the noise in the experimental data.
It should be noted, however, that other non-trivial global minima with D(x) = 1 may appear, since it does not take into account the intensity. Although this fact makes more difficult to determine the correct structure by using the crystallinity alone relative to the R-value, it has been shown that the crystal structure prediction becomes much more reliable by combining the crystallinity with the the theoretical potential calculation [28] . In what follows, we demonstrate the COM is able to accelerate further the structure determination by using the property that the theoretical potential energy and the crystallinity share the identical target structure as the their global optimum. In the inset, the data between step 1600 and 1800 is enlarged, where an anti-phase oscillation of E(x) and D(x) is observed. We observe that the sum of the two cost functions increases, for example, during step from 1625 to 1650, and as a result a barrier between local minima is overcome. This can be archived by the memory effect introduced in the COM.
Si diamond structure
We use a 2 × 2 × 2 cubic supercell of 64 Si atoms. The linear size of the supercell is fixed to 2 × 5.431Å, which is used as the unit of x and ∆x. The periodic boundary conditions are imposed. The initial position of atoms is sampled uniformly at random in the supercell. For the definition of the crystallinity, we use only three peaks located between 20 • and 60 • .
First, we show a typical change in the cost functions, E(x) and D(x), for ∆x = 0.01 during the COM optimization process in Fig. 2 . In the early stage of the optimization (before step 1000), we observe that D(x) decreases almost monotonically. As for E(x), although it intermittently exhibits a sharp spike structures, both of the values at spikes and at valleys decrease gradually. This early stage behavior is similar to that of the standard steepest descent. In the middle stage (step 1000 ∼ 2000), both cost functions show oscillating behavior. More precisely, E(x) and D(x) show an anti-phase oscillation with each other. This indicates that the configuration is repeatedly trapped at some local minimum of one of the two cost functions and escapes from it one after another. This behavior can not happen in the standard steepest descent. The conventional joint optimization using the linear combination of cost functions is not able to escape from local minima without the help of metaheuristics, while the COM can get out of such structures. This is because the sign factors do not change when the gradients of the cost functions conflict with each other. Finally, after step 2000, they start to decrease again and reach the minimum values successfully, which correspond to the correct Si diamond structure. . With ∆x = 0.1 and 0.01, the potential energy reaches the optimal value after the optimization, while with ∆x = 1.0 the energy continues to fluctuate and does not converge. In the inset, the horizontal axis is multiplied by ∆x. In the cases with ∆x = 0.1 and 0.01, the potential energy shows a similar initial relaxation curve, while with ∆x = 1.0 the potential energy exhibits different behavior and stays at higher values than the other cases.
Next, we discuss the ∆x-dependence of the performance of the COM. In Fig. 3 , we show the change in the potential energy E(x) for ∆x = 0.01, 0.1, and 1.0 starting from the same initial configuration. It is observed that when the initial learning rate is sufficiently small, e.g., ∆x = 0.01 or 0.1, the potential energy exhibits a quick relaxation at the very early stage of the optimization, and successfully reaches the correct structure. If the learning rate is too large, i.e., ∆x = 1.0, on the other hand, the potential energy fluctuates strongly and does not converge even after 1000 iterations. In the inset of Fig. 3 , we show the same data with the horizontal axis multiplied by ∆x. We observe the similar behavior in the initial relaxation for ∆x = 0.01 and 0.1. This means that the optimization trajectories in the (3 × 64)-dimensional search space are almost identical in these two cases, though the former requires 10 times more iterations to proceed to the same distance. With ∆x = 1.0, the initial relaxation follows a different trajectory from the other cases. This implies that ∆x = 1.0 is too large in comparison with the typical length scale of the potential energy landscape, and thus smaller ∆x (0.1 or 0.01) seems to be more appropriate.
Let us see the ∆x-dependence of the success rate of the optimization. We prepare 100 different initial configurations where the position of atoms is chosen uniformly at random in the supercell. We stop the COM process when ∆x becomes smaller than 0.005, or the number of iterations exceeds some threshold (5000 for ∆x = 1.0 and 0.1, and 50000 for ∆x = 0.01). After the optimization by the COM, we additionally perform the gradient descent optimization on the potential energy for 200 steps. The success rate of the optimization strongly depends on the initial learning rate. For ∆x = 1.0, we observe that no samples converge to the correct Si diamond structure. For ∆x = 0.1 and 0.01, about 90 samples among 100 trials reach the correct structure successfully. We point out that although the cases with ∆x = 0.1 and 0.01 exhibit similar success rates, the former converges with smaller number of iterations than the latter. Thus, we conclude ∆x = 0.1 for the optimal initial learning rate.
In the present Si diamond case with ∆x = 0.1, since the generalized force (equation 3) is normalized to unity and we have 3 × 64 = 192 coordinate variables in total for 64 Si atoms, the average displacement in each component of x by one iteration step is evaluated approximately as 2 × 5.431 × 0.1/ √ 192 ≈ 0.078Å. This average displacement is smaller enough than the distance between Si atoms in the Si diamond structure, 5.431 × √ 3/4 ≈ 2.35Å. With ∆x = 1.0, on the other hand, the average displacement (≈ 0.78Å) is the same order as the bond length between Si atoms, and thus is too large to capture the structure of the potential energy landscape. This rough estimation for the appropriate value for ∆x is consistent with the results of the numerical test presented above.
SiO2 polymorphs
Next, we show the results for low quartz and low cristobalite. We consider 2 × 2 × 1 supercells containing 36 and 48 atoms for low quartz and low cristobalite, respectively. The lattice parameters are fixed to the same as those used in Ref. [28] . For the definition of the crystallinity, we use seven and six peaks located between 20 • and 45 • for low quartz and low cristobalite, respectively. In Fig. 4 , we show the histograms of the potential energy after the optimization. The initial learning rate is set as ∆x = 0.1 in both cases. The COM process is terminated when ∆x becomes smaller than 0.005, or the number of iterations exceeds 1000.
For comparison, in Fig. 4 , we also present the previous results obtained by the molecular dynamics with simulated annealing for E(x) + αN D(x), where N is the number of the atoms in the supercell and the weight α is set to the optimal value α/k B 4.5 × 10 4 K [28] . Here, k B is the Boltzmann constant. The integration time step of the molecular dynamics simulation is 1 fs, and the temperature is kept at 500 K for the first 4500 steps and then gradually quenched to 0 K in 700 steps.
As shown in Fig. 4 , by using the COM, 130 and 163 samples among 500 trials converge to the correct structure for low quartz and low cristobalite, respectively. These success rates are significantly higher than the previous simulated-annealing results presented in the upper half in each graph, especially for low cristobalite. It should be pointed out that the total number of itera- The results of the present method is shown in the lower half in each graph. In the upper half in each graph, for comparison, the previous results by Tujimoto et al is presented [28] . The red bars denote the samples that reached the correct structures which have E = −53.65 eV/SiO2 and −53.48 eV/SiO2 for low quartz and low cristobalite, respectively. Note that the total number of iterations in the previous study is about five times longer than the present simulation.
tions for the simulated annealing [28] was 5200, which is more than five times longer than the present simulation. For the low quartz case, there exists another large peak around E −52.9 eV/SiO 2 . This structure is also a common local minimum, but is an artifact due to the fixed lattice parameters. Indeed, once we further optimize the cell size as a free parameter starting from this local minimum structure, it converges to the correct low quartz structure rapidly, and the total success rate increases by about two times.
We have also applied the COM to coesite, another polymorph of SiO 2 , but found a lower success rate than the simulated annealing. This failure might come from the fact that there are a number of common local optimal structures of the two cost functions in the case of coesite.
Although these structures have significantly higher energies than the correct coesite structure, the COM is easily trapped to these local minima since they are common to the two cost functions. In such a case, the COM would not be very useful for searching the global optimal structure, since the COM is just an extension of the gradient descent.
CONCLUSION AND DISCUSSION
In this paper, we presented a new optimization method, the Combined Optimization Method (COM), for the joint optimization of multiple cost functions that share a common global minimum. In the COM, we have introduced two essential ingredients, the generalized force and the memory (Algorithm 1); They enable the configuration to escape from local minima of each cost function and explore in wider search space, and as a result guarantee that the optimization will stop at the common minimum shared by all the cost functions.
We demonstrated the effectiveness of our method by applying it to the crystal structure prediction in materials science. As cost functions, we used the theoretical potential energy of the crystal and the crystallinity, which characterizes the agreement with the theoretical and experimental X-ray diffraction patterns. The former is sensitive to the local structure between neighboring atoms, while the latter reflects the long-range periodicity of the crystal. As a result, it is expected that they have qualitatively different distributions of local minima besides the global minimum, which corresponds to the correct crystal structure. We have applied our method to Si diamond structure, low crystal, and low cristobalite, and observed that the correct target structures can be found with significantly higher success rate than the previous work.
In the simulation performed in the present paper, we have fixed the cell parameters so that the potential energy has a global minimum exactly for each target crystal structure, and in addition, we have used the theoretically exact peak positions of each target structure in the definition of the crystallinity. Therefore, in the present examples, it is guaranteed that the global optimal points of the two cost functions strictly coincide with each other. Even though the situation assumed in the present work sounds too idealized, and in reality the optimal positions do not necessarily coincide strictly due to experimental and/or numerical errors or approximations, the COM should still find the target structure with high success rate with a help of some traditional local optimization method at the final stage as long as the two minima are involved in the same intersection of basins of attraction.
The COM has one tuning parameter, the initial learning rate, ∆x. If the initial value of ∆x is too large, it does not decrease and strong fluctuation persists asymptotically. If ∆x is too small, on the other hand, it requires more iterations to explore the whole search space. In the present implementation of the COM, the learning rate is halved when all the sign factors change their signs at the same time (step 6 in Algorithm 1). From our experience in the application to the crystal structure prediction, this rule seems to be too strict: the reduction of ∆x rarely happens during the optimization process in higher dimensional space. This causes asymptotic strong fluctuation with too large ∆x as well as the need of (short) gradient descent iterations at the final stage of the optimization. Although ∆x has the same physical dimension as x i , and thus one can choose the initial value of ∆x in a natural way by considering the physical property of the target problem, a better choice of the initial value of ∆x as well as a more robust criterion for the reduction of the learning rate is a subject of future studies.
