Abstract-The capacity of mobile cellular systems is mainly limited by cochannel interference. Commonly in multiple carriertime division multiple access (MC-TDMA) systems, like the global system for mobile (GSM) communications, the interference noise is first reduced by means of channel clustering and slow frequency hopping. The residual interference, characterized by a level varying slot by slot, causes errors in burst which are spread with bit interleaving and fought with correcting codes for random errors. With real-time services like voice, no other error control technique, such as automatic repeat request (ARQ), is usually adopted. An alternative approach is given by capture division packet access (CDPA) where transmissions are spread in time adopting a dynamic slot assignment (DSA), and errors are dealt with a retransmission mechanism. In this paper, we present a comparison of this two approaches, and using a simple theoretic capacity analysis, we justify the better performance of CDPA. Moreover, by the delay performance analysis, we prove that in spite of its retransmission mechanism, CDPA is effective also with delay constrained services.
I. INTRODUCTION
T HE radio channel in mobile cellular systems is characterized by highly variable attenuations due to time varying fading and shadowing. When attenuation increases, the channel performance is degraded by both thermal and interference noise. The effect of thermal noise can be partially or totally avoided by increasing the transmitted power, which is not a limiting factor in the microcellular environment, the most interesting scenario for high traffic density areas. On the contrary, the effect of cochannel interference, which is caused by the channel reuse in different cells, depends on the reuse intensity and constitutes the main limiting factor to the capacity of cellular systems.
A common approach to cope with cochannel interference is to reduce the interference noise by expanding the bandwidth to a level that can be taken care of by conventional error correcting techniques. Interference-reducing techniques are spread spectrum, frequency hopping, and channel clustering. The use of spread spectrum and fast frequency hopping, as in code division multiple access (CDMA) [8] , reduces the interference and makes it almost equivalent to white Gaussian noise. The remaining errors are independent and can be effectively dealt with by standard forward error correcting (FEC) techniques.
In a different way, slow frequency hopping and channel clustering [7] , as adopted in the global system for mobile (GSM) communications, also reduces the intensity of global interference. However, the residual interference is still in bursts of variable intensity, due to the changes in the radio link attenuation and in the interference sources pattern. Such a residual interference causes errors in bursts that are usually dealt with by adopting interleaving mechanisms to spread the errors and using FEC.
The efficiency of the whole system is the product of the efficiencies of the concatenated interference-reducing and error-correcting techniques so that a optimum tradeoff exists. In all cases, the cited techniques adopt measures that spread the interference, assuming that coping with "average" rather than "peak" level of interference is more efficient.
Capture division packet access (CDPA) [1] , [2] , is a new technique that deals with interference and errors differently from both multiple carrier-time division multiple access (MC-TDMA) and CDMA. CDPA is a slotted system with a dynamic slot assignment (DSA) mechanism in which the extra bandwidth is used to reduce the packet transmission time so that the relative load on the channel is reduced, and packets can be spread in time. This allows for the interference (packet collisions) to be kept at a manageable average level and deals with the errors caused by the interference itself (collisions) by a retransmission mechanism that includes randomization of transmission times. More specifically, if a packet is destroyed by the interference due to packet transmissions in other cells, the packet is randomly retransmitted until it is successfully received. Note that this approach exploits the interference burstiness rather than spreading it over several packets (channels).
Unfortunately, a neat comparison of CDPA with CDMA and MC-TDMA is almost impossible to perform, due to the complexity of the system themselves, the variety of environments, and applications. In this paper, we present a comparison between CDPA and MC-TDMA under the following assumptions.
• Real-time traffic is considered.
• Information transmission occurs in packets.
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• The interference caused by the environment is bursty.
• MC-TDMA systems use only FEC and bit interleaving. The last assumption reflects the fact that automatic repeat request (ARQ) techniques, which adopt error detection and retransmissions to recover errors, are usually not adopted for real-time service. However, this is not the case for CDPA (though based on a sort of ARQ mechanism) that can efficiently support real-time traffic, such as voice in the cellular radio environment.
Our comparisons, based on numerical values obtained by simulation, indicate a clear advantage of CDPA over MC-TDMA. These results are justified by theoretic capacity analysis of the channel with block errors [5] , which also indicates that by the capacity point of view, spreading errors does not provide advantages and is less efficient if error bursts can be discovered. The difference is significant for high values of the average error probability, which is the case of cellular systems with high reuse degree.
The paper is organized as follows. In Section II, we characterize the environment and evaluate the best performance that can be achieved by the two considered different approaches. The actual throughput performance of MC-TDMA with FEC and interleaving with those of CDPA is shown in Section III while in Section IV, examples of the CDPA performance in dealing with delay sensitive traffic and packet dropping are given. Finally, conclusions are presented in Section V.
II. CHARACTERIZATION OF THE ENVIRONMENT
We consider a cellular environment in which the information packets are transmitted in slot synchronous channels assigned to cells according to a pattern with clustering factor . Since the thermal noise effect becomes negligible with an appropriate transmission power design, we assume the interference noise only. This noise, due to transmissions using the same channels in other cells, comes in bursts of length equal to the packet transmission time. The variability in the radio channel attenuation, the existence of several interference sources, and the randomness of packet transmissions suggest a discrete-time purely independent and stationary random process as a suitable statistical model of interference.
In this section, we investigate the capacity bounds of two different approaches to deal with bursty interference [6] .
The first approach, referred in the following as the binary symmetric channel (BSC) approach, assumes the existence of a perfect bit interleaving mechanism and uses, after deinterleaving, error correcting techniques to statistically recover independent errors that occurs at rate . By this approach, the wireless channel reduces to a memoryless BSC whose maximum efficiency is given by the Shannon capacity information bit/channel bit (
The second approach assumes that the received packets are recognized either correctly or wrongly by the error detecting frame check sequence (FCS). We will refer to this channel as the FCS channel. Let be the probability of a packet being correctly received. If a packet is recognized to be wrong, meaning that the interference noise has introduced errors in the demodulated signal, the number of errors depends on the bitby-bit composition of the interfering signals and the number of interfering sources. It is therefore reasonable to assume that the error process in noncorrect packets is also modeled by an independent process characterized by , the conditional error probability that a bit is wrong given the packet is wrong. The corresponding unconditional bit error probability is therefore given by (2) The capacity of this channel is given by (3) where the factor accounts for the overhead introduced by the FCS.
The result (3) refers to a memoryless channel with 2 different input levels (corresponding to all the different groups of bits that form the packet) and 2 outputs, of which 2 are the outputs when no error is signaled by the FCS (whereas the remaining 2 represent the output when errors are present). The capacity of such a channel, evaluated via standard procedures and ignoring the overhead can be easily proven to be . This result allows the simplified representation of the FCS channel as shown in Fig. 1 , where outputs 0 and 1 represent the output when no error is recognized by FCS, and and represent the output otherwise. The result (3) is also a particular case of a broader result derived in [5] , where it has been shown that, the capacity of a block interference channel, i.e., a channel where errors occur in constant length block, each block presenting different error rates (channel states), is simply given by the average of the capacities of BSC channels with the correspondent error rates, if the side information on the channel state is available. Otherwise, the capacity is less, as long as the dwelling periods in the different states are finite. From this result and observing that the detection of wrong/correct packets via the FCS provides the channel state information, we can derive the capacity of the FCS channel by observing that this channel can be decomposed into two parallel channels: the first, which carries a fraction of the traffic, is a perfect BSC channel of capacity 1 (information bit/channel bit) and the second, which carries the remaining fraction of traffic, is a BSC channel with error probability , whose capacity is given by (2). Since the FCS field (2-4 bytes) is usually very small compared to the packet length, its effect, represented by , is neglected in the following.
It is worth noting that for , the channel becomes the so called "erasure channel," and the capacity (3) reduces to (4) which also represents the channel throughput, i.e., the fraction of bits (packets) successfully transmitted, when retransmission to recover erred packets is used. Therefore, the capacity of such a channel can be achieved by packet retransmission techniques alone, with no need to resort to FEC codes.
The previous observation suggests that the ARQ retransmission technique alone may be more efficient than the use of FEC and interleaving, even for values of smaller than 0.5. As an example, Fig. 2 shows the capacities of BSC and FCS channels versus the conditional error probability when the unconditional error probability is . The dotted line representing , i.e., the throughput achievable by means of retransmission, shows that retransmission can be superior to BCS also when (in the numerical example here considered for channels with . The capacities given by (1) and (3), evaluated with values of and corresponding to a realistic cellular system, provide bounds to the performance of the two channels.
The unconditional error rate depends also on the interference-reducing techniques adopted. If for instance channel clustering is considered, as in MC-TDMA systems, is decreased by increasing the cluster size . The value of also increases, but the amount of the available bandwidth per cell is reduced to . This shows a tradeoff in the optimization of cellular systems and raises the question whether reducing the available bandwidth a priori to limit the interference noise is more efficient than using extra bandwidth a posteriori to retransmit erred packets.
To obtain realistic values of and , we have simulated a cellular scenario in which the error probability and the throughput of a system with random retransmissions can be measured under various parameter conditions. The simulated model, later on referred as the "reduced model," is composed of 37 hexagonal cells, i.e., a central cell where and are measured, and three rounds of neighbor cells. The base station (BS) of the central cell is placed at the center of the cell and is equipped with an omnidirectional antenna. The system simulates the use of one channel that is assigned to the central cell and to the surrounding cells according to three different regular reuse patterns with cluster size . Mobile terminals transmit packets on a slotted time basis, synchronized in all cells, so that interfering packets overlap completely.
The propagation model takes into account fading, due to multipath, log-normal shadowing, due to terrain irregularities and obstructions, and an th power loss law. The power received from a transmitter located at distance is given by (5) where is an exponentially distributed random variable with unit mean, is a Gaussian random variable with zero mean, variance accounts for the power-loss law, and is the transmitted power. Since is the log-normal attenuation in decibels, the shadowing parameter is given in dB.
We further assume that fading is a short term effect, so that the variable can be considered independently at each transmission of the same terminal, whereas log-normal shadowing and the mobile terminal's (MT's) position are considered long term effects and remain constant for the whole transmission.
The error probability is measured at the central-cell BS according to the following procedure. An MT, uniformly located in the central cell, generates one packet which is retransmitted from the same location and with the same shadowing attenuation factor until it is captured by the BS. Interfering transmissions are generated independently slot by slot by MT's using the same channel in each of the surrounding cells belonging to the reuse pattern adopted. One transmission uniformly originated within each cell occurs at each slot with probability .
The central receiver demodulates bit-by-bit the received signal, which is the sum of the intended signal and interfering signals, perfectly overlapped, binary phase shift keying (BPSK) modulated with the same frequency and random phases. We also assume that all packets are preceded by a synchronization preamble and that the receiver locks to the phase of the sum of the preambles. This results in a phase detection error that adds to the amplitude error caused by the interference. A packet is correctly received if no error occurs.
Even if power control is not needed for the correct operation of FCS and BSC approaches, we have adopted a power control mechanism to compensate the long term attenuation, given by propagation and shadowing losses, in order to obtain homogeneous performance evaluation. In fact, without power control, while the channel traffic density is uniform in the BSC case, it is nonuniform in FCS, since the capture probability depends on the MT position within the central cell. This yields different values for the average in the two cases. The use of power control has been introduced to uniform the average in FCS and to obtain the same throughput in both systems.
All the measures reported in the following refer to transmissions of 512-bit packets in the uplink channel, i.e., the channel from MT's to the BS. Fig. 3 shows the conditional error probability versus the channel traffic for different values of and . The striking result is that for a given , the conditional error probability is hardly dependent on system parameters and is quite high in all cases. Very similar behaviors of and have been observed changing the shadowing parameter. Fig. 4 shows the capture probability versus for the same cases considered in Fig. 3 .
As decreases, the interference decreases, and as expected, increases, while a counterintuitive behavior is observed for in Fig. 3 . This is explained by the increased correlation in the interference noise since it is generated, on the average, by fewer transmissions. Note that in the extreme case, as goes to zero, at most one transmission can interfere. In this case, either the level of the interference is below the signal and no error occurs, or half the bits, on the average, are wrong . If different packet lengths are considered, the factors in (2) change as the packet size changes, since does not change if the environment parameters are not changed. In particular, decreases from as the packet size increases and reaches an asymptotic value. In practice, the asymptotic value is reached for a packet length of a few hundred bits. In fact, the collision probability is given by the probability that the sum of the levels of the interfering signals exceeds the useful bit level, and with very long packets, it practically coincides with the probability that the worst case signal combination exceeds the useful bit level. In practice, we have measured that the asymptotic value is already reached for a packet length of 128 bits. Thus, since shorter packets are not of practical interest because of the excessive weight of overheads, the results in Figs. 3 and 4 can be considered independent from the packet length.
The bounds to the maximum attainable throughput versus the channel traffic for the BSC and FCS channels in the two cases and for and are shown in Fig. 5 . These bounds have been obtained dividing by , the channel capacities given by (2) and (3), evaluated with the probabilities and previously obtained. The highest capacity is attained by the FCS channel with no clustering , even if in the unconditional error rate is , much larger than measured with Also, for the BSC, channel represents the best reuse. However, in this case, capacity can be hardly reached with commonly used FEC codes. Therefore, a realistic comparison between the two systems must be based on the maximum throughput attainable using codes of reasonable complexity.
III. CDPA AND MC-TDMA COMPARISON
In this section, we use the results just derived to attempt a comparison between CDPA and MC-TDMA considering only circuit service for real time traffic. MC-TDMA uses channel clustering and possibly slow frequency hopping to spread the interference together with FEC and bit interleaving. CDPA adopts a mechanism based on randomized transmissions and retransmissions (ARQ) of noncaptured packets. More details on CDPA can be found in the Appendix, while a thorough description can be found in [2] . In both cases, we assume that the interference on consecutive transmissions of the same connection is stationary and independent and as described in Section II.
At first, we do not explicitly set delay constraints on packet transmissions, so that we will not be concerned with packet length, interleaving depth, and delay. Therefore, the performance of MC-TDMA has a bound on the BSC channel capacity in Fig. 5 . Similarly, the FCS channel capacity represents a bound of the CDPA performance, not considering the overheads introduced by the FCS field, ARQ feedback, and delay constraints.
In the following, we assume that the ARQ in CDPA is able to correct any interference error, whereas for MC-TDMA systems, we consider FEC codes able to guarantee (assuming perfect interleaving) a bit error rate (BER) after decoding not greater than 10 . Among the BCH codes and convolutional codes with constrained length , we have considered those that provides the highest rate . The throughput of this system is evaluated by (6) where is the channel traffic, assumed equal in all cells. The residual BER for the BCH codes is given by BER (7) where is the error correcting capability of the code and by the union bound [3] for convolutional codes. Fig. 6 shows the maximum code rate that guarantees a residual error rate of 10 versus the input error rate for the cases of BCH codes and convolutional codes with hard and soft decoding.
In CDPA, since errors are dealt with by packet retransmission only, the throughput is easily evaluated as (8) where , assumed equal in all cells, is the channel traffic including retransmissions. Fig. 7 shows the throughput of the two systems for the two cases and for and . Again, channel reuse with is the best, and CDPA is always more convenient than MC-TDMA. The difference in performance almost disappears for since in this case the throughput is limited by the reuse factor rather than by the interference noise.
The throughput of CDPA with reaches the maximum for and then decreases as increases, showing that in this range the number of retransmissions is too high. This behavior may disappear if other environment parameters are adopted, for instance . It also disappears for (not reported in the figure) where the amount of interference noise is reduced. The results are summarized in Figs. 8 and 9 , where maximum throughputs of CDPA and MC-TDMA for different cluster sizes and propagation conditions are compared. CDPA shows a noticeably higher capacity than MC-TDMA for . Notice also that reaching the maximum throughput in the case in figure is not a problem with CDPA, which, being a centralized access technique, can limit the cell channel traffic to the most convenient value.
IV. DELAY PERFORMANCE FOR CONSTANT RATE SOURCES
So far, referring to the CDPA architecture, we have proved the validity of the packet retransmission approach as far as the channel utilization is considered. However, some concerns may arise about its ability to support constant-rate real-time traffic, because the retransmission mechanism cannot guarantee a bounded packet retransmission delay.
To definitely assess the CDPA ability to deal with all kinds of traffic and to test it in a more realistic environment where the effect of different traffic parameters (such as the fixed position of users, the connection rate, and a bounded transmission delay) are taken into account, we have simulated the CDPA operation in a multicell environment with complete frequency reuse. The model, referred as the torus model, consists of 81 hexagonal cells lying on a torus surface to avoid border effects, with a BS at the center of each cell. Since it was not viable to simulate a detailed receiver model as the one described in Section II, we have derived a simplified model, based on the short term signal-to-interference ratio (SIR) measured at the receiver.
The packet capture probability, as measured with the reduced model described in Section II, is shown in Fig. 10 as function of the short-term (packet-by-packet) SIR at the receiver. We have considered five cases which all refer to the transmission of 512-bit packets, a propagation loss exponent and a shadowing parameter dB. Interfering transmissions are generated randomly with an intensity (packet/cell). This intensity is set to 0.2, 0.5 for cases and , and to one for all the other cases. In cases , , and , the packet under measure is transmitted by a terminal randomly located in the central cell, while in cases and , it is transmitted at a distance from the BS equal to 0.5 and one, respectively.
The previous results show that though capture is not completely determined by the SIR, the different capture curves are close to each other. Then, the SIR can be maintained as the unique parameter that determines the capture probability by approximating all the above curves with a single one. This model, that we call linear capture model, provides the capture probability in any condition through the linear approximation in the transition zone, as shown by the dotted curve in Fig. 10 . Such a model, used in our simulations, is more accurate than the hard threshold model, widely used in literature, in which capture is determined on the basis of a SIR threshold value only. The attenuations suffered by signals are modeled as in Section II, and power control, not required by the protocol operation, has not been used.
MT's are randomly activated on the whole surface with a given frequency. All of them require equal and constant rate connections as each source generates a packet every slots. All packets have the same lifetime, . Since no callacceptance policy has been enforced, as the traffic increases, the system may become overloaded, and packet dropping is observed.
Cell transmissions are performed according to a scheduling mechanism which is a simplified version of C-PRMA [4] . A two-level priority is associated to the logical commands. The first level priority is decreased each time the corresponding transmission fails, while the second one increases with the time spent in queue. Logical commands that are not successfully served within their lifetime are discarded, and the corresponding packets are dropped. Fig. 11 shows the throughput measured by simulating the CDPA torus model with , and no shadowing. Active sources generate one packet every channel slots which corresponds to 32 Kbit/s voice sources with a channel rate of 2.56 Mbit/s. The packet lifetime has been set to and slot, i.e. one and two times the packet intergeneration time, while a call duration equal to , a small value for voice connections, is assumed to speed up simulations. The measured values on the throughput curve are labeled with the packet loss percentage suffered when . For comparison purposes, on the same figure, we also report the curve (8) derived with the model described in Section II. The difference between the two curves when the loss is zero is due to the differences in traffic generation, scheduling, and receiver model. The congestion previously observed in the reduced model does not exist any more. In fact, congestion is caused by the many retransmissions performed by the MT's that suffer high interference. In the torus model, the number of retransmissions of a single packet is limited by the lifetime constraint, and the consequent dropping of packets reduces the load on the channel making more bandwidth available for new packet transmissions. As a result, the average number of retransmissions is smaller than in the case of no lifetime constraint and a higher throughput is obtained for a given value of , as observed in Fig. 11 when approaches one. This phenomenon also causes throughput unfairness. In fact, since no power control is used, the MT's closer to the BS achieve higher throughput as they suffer, in the average, less interference. Such an unfairness is negligible if the system operates at packet loss probability below 1%, which also corresponds to the crossover in Fig. 11 .
A more detailed behavior of the packet loss probability versus the throughput is shown in Fig. 12 , where two further cases are considered in addition to the one of Fig. 11 . One assumes a more stringent constraint on the packet lifetime, , and the other refers to a channel rate equal to 640 Kbit/s, that corresponds to for the 32 Kbit/s voice sources with . In the former case, the reduction of does not affect the performance, whereas in the second case, the throughput is reduced as expected because the statistical multiplexing is less effective in a small channel.
V. CONCLUSIONS
In this paper, we have compared CDPA and MC-TDMA systems in a real-time services scenario. The comparison has been performed by simulating a detailed cellular environment that includes the propagation effects and a capture model that specifies in details the receiver structure. First, we have obtained the best performance that can be achieved adopting an approach based on FEC plus interleaving and one based on retransmissions in a cellular environment characterized by block interference by using simple capacity formulas derived from a theoretical analysis. The numerical results obtained with the environment parameters evaluated by simulation have shown that retransmissions are potentially more effective than FEC and interleaving to cope with burst of errors and that the difference is not negligible when the average error probability is high, as in urban scenarios with high traffic density. Then, the actual throughput achievable by MC-TDMA systems adopting real coding schemes with ideal interleaving and by CDPA systems adopting a practical dynamic slot assignment scheme has been evaluated in the same cellular environment. The advantage of the approach based on retransmissions is maintained. Also, when stringent delay constraints are considered, the effectiveness of ARQ techniques (like those required by real-time services, such as voice) have been proved by the delay performance of CDPA. The throughput obtained by CDPA with a requirement on the cell loss rate due to lifetime expiration is larger than that of MC-TDMA with perfect interleaving (i.e., with no delay constraint).
APPENDIX CDPA BASIC CONCEPTS
CDPA is a technique designed for multipacket traffic, including constant rate traffic. The channel transmission is slotted and each BS coordinates the MT's transmissions on the uplink channel by means of a DSA mechanism. At each slot, the BS solicits transmission from an MT which is selected according to a scheduling mechanism and serves different kinds of traffic, taking into account all the needs, as declared in the signaling phase by the MT's.
Packet transmission in different cells is completely uncoordinated and interference may cause packet corruption. Erred packets are taken care by the DSA mechanism which schedules their retransmission. The DSA mechanism can easily include the channel traffic control needed because of the congestion effect observed in Fig. 7 as well as a random mechanism for retransmissions to avoid persistence of collisions. Because of this mechanism and the variability of the radio environment parameters, successful transmissions occur in a random way, as assumed in the interference model introduced in Section II.
The CDPA medium access control (MAC) layer is composed of different protocols that operate concurrently to regulate the transmissions on the uplink and downlink channels which are multiplexed either by frequency division duplexing (FDD) or time division duplexing (TDD). For sake of simplicity, we refer here to a FDD channel structure, shown in Fig. 13 , that applies to environments in which the maximum round trip delay is small compared to the packet transmission time. A slot of the uplink channel can be used either for data transmission or for signaling. The signaling slots are randomly accessed by the MT's to notify the BS their need to transmit. Here, we describe the basic operation of the DSA mechanism, assuming that the MT's are already connected. Details on the signaling protocol are given in [1] .
The transmissions on both channels are temporally and logically driven by the BS, which releases commands on the downlink channel. These commands, like in a polling system, trigger the immediate response of the polled station (processing times are ignored). The time between consecutive commands is constant and defines the channel slotting. The slot length is equal to the sum of packet and command transmission times plus a guard time equal to the maximum round trip delay. This guard time is needed to guarantee that the reception of uplink packets is completed before a new command is issued. An unsuccessful MT transmission is promptly recognized by the BS, which can reschedule a new attempt by issuing the appropriate command.
In the downlink channel, packets are transmitted by the BS after the command. Their correct reception, however, requires an explicit acknowledgment which is transmitted by the MT, starting s after the packet has been received, to avoid possible overlapping with the packet transmission from other MT's in the same cell.
The logical scheme of the scheduling mechanism used in the DSA is given in Fig. 14. The flow of the logical commands shows the protocol operation. For each connected MT, logical commands with the packet lifetime and transmission priority information are generated at the appropriate rate and according to the parameters declared in the setup phase. The logical commands are queued, and at any time slot, one of them is chosen by the scheduling algorithm, and it is then transmitted as a physical command, soliciting a packet transmission from the addressed MT. If the MT transmission is successful, the logical command is dropped. Otherwise, it reenters the queue.
The performance results presented in the Conclusion for the ARQ channel directly apply to CDPA, even though the throughput must be reduced to account for the overheads introduced by commands and ack's. Note, however, that in order to operate efficiently in an environment where the interference is strong, as with cluster size , the pair command/ack, which only carry a few information bits, must be adequately protected. This issue has been investigated in [1] .
