ABSTRACT Down syndrome (DS) caused by the presence of part or all of a third copy of chromosome 21 is the most common form of aneuploidy. The prenatal screening for DS is a key component of antenatal care and is recommended to be universally offered to women irrespective of age or background. The objective of this paper is to introduce a noninvasive and accurate diagnosis procedure for DS and to minimize social and financial cost of prenatal diagnosis. Recently, machine learning has received considerable attention in predictive analytics for medical problems. However, there is few its applications on DS prediction reported due to the difficulty of dealing with highly imbalanced and feature-correlated screening data. In this paper, we propose a cascaded machine learning framework designed for DS prediction based on three complementary stages: 1) pre-judgment with isolation forest technique, 2) model ensemble by voting strategy, and 3) final judgment using logistic regression approach. The experimental results show that the performance of this framework on maternal serum screening data set, when evaluated with different evaluation parameters, is superior to those of some machine learning methods. The best suggested combination of input features for DS screening is the group of alpha-fetoprotein, human chorionic gonadotropin, unconjugated estriol, and maternal age. In addition, our method has the potential to generate further accurate prediction for imbalanced and feature-correlated data, thereby providing a novel and effective approach for certain diseases analysis.
I. INTRODUCTION
Down syndrome (DS), also called trisomy 21, is the most common chromosomal abnormality that occurs in 14.7 per 10,000 live births in China [1] . DS is typically associated with physical growth delays, characteristic facial features, and mild to moderate intellectual disability [2] . The lifetime economic burden of each person born with DS in China was estimated to be US$47,000 in 2003 [3] . No cure treatment is available for DS until now. Hence, screening for DS is a key component of antenatal care and is recommended to be universally offered to women irrespective of age or background. Since 1990s, maternal serum screening (MSS)
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has been performed in China for non-invasive detection of DS risk and other abnormalities [4] . Statistical mixture models constructed in accordance with the related concentration data of maternal serum markers have been utilized in MSS [5] , [6] . The detection rate of the abovementioned methods ranges from 60% to 80% in different healthcare institutions, and the false positive rate (FPR) is often limited to 3%-13% [7] , [8] .
Before 2012, pregnant women in China with MSS outcomes rated as ''high risk'' were suggested to undergo amniocentesis or chorionic villi sampling (CVS) tests, which are the ''gold standards'' for the diagnosis of chromosomal abnormality. However, such methods are invasive and have some infection risk, fetal damage during examination, and miscarriage rates of approximately 0.4% for amniocentesis and 1.1% for CVS [9] . Non-invasive methods for prenatal screening with a high accuracy are urgent to protect numerous women from invasive procedures. In the last years, noninvasive prenatal DNA test (NIPT) has gained particular attention in scientific community of this domain. NIPT is a new type of genetic test that screens for birth defects and inherited diseases [10] . This test examines a small amount of baby's DNA naturally found in the blood of pregnant women. NIPT results often offered to the pregnant patients with high risk of MSS for further screening are accurate but time-consuming and costly.
Recently, machine learning methods have been received considerable attention and have been widely used in cancer diagnosing [11] - [13] and other common diseases diagnosis [14] , [15] . They have also been applied to understand complex disease progresses [16] and generate disease-specific medications from biomedical literature and clinical data repository [17] . However, few applications of machine learning on DS screening have been reported due to the highly imbalanced and feature-correlated data. In 2016, Neocleous et al. present the trained artificial neural networks with under-sampling strategy (under-sampled ANN) on the MSS dataset provided by the Fetal Medicine Foundation to predict chromosomal abnormality [18] . However, the given model in [18] could not be promoted globally because of large differences in the concentrations of serum markers related to DS in different regions and races. Considering the incidence of DS (occurring in 14.7 per 10,000 live births), the data collection for developing a data-hungry ANN model is an extensive work. Lightweight machine learning methods trained with a small number of DS samples are highly needed and necessary for the models specially designed for people of a certain ethnic or region available.
In this paper, a cascaded framework of voting isolation forests and logistic regression (CVIFLR) is proposed using highly imbalanced and feature-correlated data. All data come from the singleton pregnancy cases undergoing second trimester screening in the triple test in Jilin Province of China. To show the effectiveness of the proposed approach, we perform an experimental comparison with the undersampled ANN and state-of-the-art imbalance learning methods [19] - [23] . Our results show that CVIFLR outperforms other methods, and the best combination of the input features for DS screening are PAPP-A MoM, β-hCG MoM, uE3 MoM, and MA.
The remainder of the paper is organized as follows: Section II describes the proposed CVIFLR framework. Section III presents the data analysis, its features along with the proposed framework, and the experimental set-up. Section IV summarizes the performance evaluation and cross-validation results, and analyzes the results and the characteristics of different methods. Finally, Section V provides the conclusion and the possible feature work.
II. THE PROPOSED FRAMEWORK
CVIFLR is a method for addressing imbalanced and featurecorrelated data for DS prediction. To realize DS prediction with high accuracy and achieve large coverage of the available input data, CVIFLR has three complementary stages shown in Fig. 1: 1 ) pre-judgment, 2) voting, and 3) final judgment. VOLUME 7, 2019 A. PRE-JUDGMENT Isolation forests (IFs) are used at the first stage of CVIFLR to determine the suspected DS samples identified as anomalies. IF is an anomaly detection method proposed in [24] and it is an ensemble of isolation trees
For each tree t i , the number of steps required to isolate a sample is represented by h(x). The average number of iterations required to isolate a sample in an isolation forest is then expressed as
The main idea is that only a few of iterations are required to isolate an anomaly. The number of iterations required to isolate an observation x is affected by that of the samples ψ assigned to the root node. To account this figure, a normalized anomaly score s(x, ψ) is defined as
where
and M denotes the number of samples in the data and the harmonic number is
If s(x, ψ) ≥ S th , the sample x is regarded as an anomaly. Otherwise, x is regarded as a normal instance. On the basis of (6) and (7), S th is the threshold fitted by the input parameter of contamination and the number of samples M :
According to [24] , [25] , the parameter contamination represents the amount of contamination of the dataset, i.e. the proportion of outliers in the data set. When we default a bigger contamination in training, which means M i=i flag i contains more '1' samples, we can get a smaller S th . Therefore, more samples in test set will be labeled as the anomalies by IF. However, these anomalies consist of both real DS samples and mistaken ones, which should be further distinguished.
B. MODEL ENSEMBLE BY VOTING
Ensembles often improve prediction accuracy and robustness in learning machines [26] , [27] . In the second stage of CVIFLR, an ensemble strategy is used to refine the samples flowing to the next stage. We train each IF with a partition of the negative data in the train set. Then, the VIF is defined by a set of IFs as
On the basis of (3), for each IF, s(x, ψ) is easy to compute by (3) . Similarly, if s(ix, ψ)j ≥ S th , x is regarded as an anomaly. The voting matrix V is then defined as
where v ij is
S i th is the S th of IF i , and s ij (x, ψ) denotes the anomaly score of sample x j calculated by base model IF i . The comprehensive poll of x j is then expressed as
By comparing Vote sum (x j ) and the threshold Vote th , we redefine the decision function as follows:
(a) If Vote sum x j < Vote th , the sample is labeled as ''must be negative''; (b) If Vote sum x j ≥ Vote th , the sample is regarded as ''may be positive''.
The Vote th is the threshold in the new decision function. It is a hyper-parameter determined by experiments. Choosing proper Vote th and the contamination, we can ensure that all the samples labeled as ''must be negative'' are real negative ones. However, the ''may be positive'' samples will be still suspected and fed to the next stage for final judgment.
On the basis of (6), (7) and (11), the larger the contamination we default, the smaller S th will be learned, and a larger Vote sum for each sample will be calculated. If Vote th remains the same, more negative samples will be regarded as ''may be positive''. As a result, the data flowing to the next stage will be more imbalanced which produces the disadvantage for training the model in third stage. However, if the predefined contamination is too small to recognize all the positive samples as ''may be positive'', the final stage has no chance to identify the positive samples regarded as ''must be negative'' by the previous stage. Therefore, the detection rate of the whole framework will decrease. In this study, under the premise that all DS samples are classified into ''may be positive'', we select a small contamination (0.15) and large Vote th (54), so that the data flowing to the final stage are less imbalanced.
As IF defines the ''anomaly'' as ''more likely to be separated'', the ''may be positive'' data detected by VIF are not only less imbalanced but also more dispersed in space than raw data. Therefore the classification effect in the final stage is significantly improved. 
C. FINAL JUDGEMENT
A logistic regression (LR) [28] model is used as the final stage of CVIFLR to identify true and false positive instances from the suspected samples. The LR classifier is defined aŝ
and x = (u 1 , u 2 , . . . , u L ) is the suspected sample vector of features, and u k denotes the value of the feature k. Then, the cost function is defined as
where y (i) ∈ (0, 1) represents two different classes of DS (y (i) = 1) and euploid (y (i) = 0). M represents the number of samples flowing to the last stage. On the basis of (14), (13) are calculated using the gradient descent. Figure 2 shows the pseudocode of the CVIFLR algorithm. P represents the set of positive examples, i.e., the set of available cases of DS, and N is the set of negative examples, i.e., the euploid cases that we assume to outnumber greatly. Precisely, P = {(x, y) x ∈ F, y = 1} and N = {(x, y) x ∈ F, y = 0 where y ∈ (1, 0) indicates the two different classes of DS (y = 1) and euploid (y = 0), and F is a set of realvalued vectors representing the features associated with DS examples. The working procedure of CVIFLR is as follows. First, the algorithm initializes working parameters. Then, it subdivides the negative examples in n + 1 parti-
D. PSEUDOCODE AND DETAILS OF THE ALGORITHM
where N is divided into n+1 partitions, and the first n partitions are used to train n base IFs, the last partition constitutes the original training set T for LR such that T = N n+1 P. The first while loop iterates a set of steps on the n partitions of the data to train different IF with a predefined contamination in each iteration. The second while loop predicts the examples in the dataset T by using the IF models obtained from the last while loop. The real training set T for the LR model is a subset of T . As described in the pseudocode, Vote sum (x) should be calculated for each example x in T and compared with the predefined Vote th to decide whether x is a member of T . Vote sum for a given variant x j is computed by summing the votes provided by different base IFs as
If Vote sum x j ≥ Vote th , x j ∈ T , otherwise x j / ∈ T . The parameter contamination C and Vote th should be adjusted to ensure that all positive examples in T are selected as the numbers of T , such that T = P N sub n+1 , where N sub n+1 ∈ N n+1 . Finally, by using the training set T , the algorithm trains the LR model, which is the last stage of CVIFLR. Fig. 3 displays the overall training strategies of CVIFLR.
III. DATA AND EXPERIMENTAL SET-UP
The MSS dataset used in this study is provided by the Center for Reproductive Medicine, Center for Prenatal Diagnosis in the First Hospital of Jilin University. The present study is supported by the Ethics Committee of this hospital (no. 2016-419, dated 10 th Dec. 2016). Written informed consent is provided by each participant and signed.
The dataset contains 100,244 negative and 108 positive cases, resulting in a near imbalance of 1:928. All cases have been diagnosed by the invasive tests or paid a return visit to check the screening results.
More concretely, each example in the dataset is represented by a vector of 22 features. Some features are of apparently great importance, because they are taken during pregnancy, for instance, the biochemical pregnancyassociated plasma protein-A (PAPP-A), β-human chorionic gonadotropin (β-hCG), unconjugated estriol (uE3), and ultrasonographic markers such as crown-rump length (CRL), biparital dianctoc (BPD), nuchal translucency (NT). Some features are related to the historical and physiological data of the pregnant women, such as nationality, weight, maternal age, menstrual cycle, history of abnormal pregnancies, whether or not the menstruation is regular, whether or not the vaginal bleed, the vagina bleeding time, smoking or drug habits, the history of insulin-dependent diabetes, and way of conception are. Additionally, the values of biochemical markers are normalized with their multiples of the medians (PAPP-A MoM, β-hCG MoM, uE3 MoM), which is an effective data normalization method in medical data [29] , [30] . Another two features are the fetal chromosome karyotype and the result of telephone follow-up, both of which are the important basis to ascertain the real label of the samples. The former is available only for the high-risk pregnant women valued by the statistical mixture models, and the latter is available for the samples that have a successful delivery.
Moreover, the unpredictable correlations of the features exist in the data. For instance, according to [31] , an inverse trend exists in the median MoM levels of the serum markers in relation with maternal weight.
B. EXPERIMENTAL SET-UP 1) PERFORMANCE EVALUATION
For model performance testing, tenfold cross-valuation (tenfold CV) is performed to partition the dataset into 10 folds and assure that each fold contains a similar number of the positives and negatives. We use different performance measurements, mainly the precision and recall curve (PRC), the receiver operating characteristic curve (ROC), the area under the PRC (AUPRC), and the area under the ROC (AUROC). With imbalanced data, the AUPRC is more informative than the AUROC [32] , [33] . However, in the field of medicine, the ROC curve is more meaningful, because the sensitivity, also called the true positive rate (TPR), and 1-specificity, also called the false positive rate (FPR), have been widely regarded as the indicator of the effectiveness of prenatal screening. 
2) COMPARISON WITH STATE-OF-THE-ART METHODS
We compared the CVIFLR with under-sampled ANN [19] and state-of-the-art methods for the imbalance learning, namely, BalanceBagging [20] , BalanceCascade [22] , SMOTEENN [21] , and SMOTETomek [23] . All methods are designed for the imbalance data. We know that BalanceBagging and BalanceCascade are the ensemble leaning methods based on under-sampling and lost function strategies. Under-sampled ANN uses the K-nearest neighbor to reduce the population of the majority class. SMOTEENN and SMOTETomek utilize combined strategies targeting the optimum proportion of over-sampling and under-sampling to solve the class imbalance problem.
Moreover, we compare the effect of using different classifiers in the final stage. Besides LR, we also take common classifiers, Quadratic Discriminant Analysis (QDA), Gaussian Naive Bayes (GNB), Support Vector Machine (SVM), and Random Forests (RF) in the comparison. All of these classifiers have adjustable classification performance with different decision thresholds and are more applicable to practical medical scenarios. For example, we can choose a smaller threshold to improve TPR at the cost of increased FPR, which is meaningful to reduce the miss rate for screening diseases.
IV. FEATURE SELECTION
According to [24] , [25] , IF is proposed for the data with continuous value features. Adding features with the discrete value will increase the height of isolation trees, but the detection rate of the whole model usually has no improvement. In this paper, only continuous value features are considerable as the input features of CVIFLR. Unfortunately, some of them are not available for most of samples both in minority and majority classes according to the will of participant. In consideration of this fact, we preliminarily choose 6 most common features including AFP MoM, β-hCG MoM, uE3 MoM, weight, maternal age, and gestational weeks of pregnant woman as the alternative input features. Among them, AFP MoM, β-hCG MoM, uE3 MoM have always been used as the key features for DS screening both in medicine statistical mixture models and machine learning methods [18] , [34] - [36] . Then we select the optimal group of the features required for DS examinations according to the classification effect of VIFLR. Table 1 presents the different combinations of the features used in the experiments. In the first row, we show the ID of every combination that corresponds to the figures in Section IV. WOP, MA, and GW stand for the weight, maternal age, and gestational weeks of pregnant woman, respectively. The word Yes indicates that the specific feature is used in the respective group. Similarly, the word No indicates a feature that is not used. All features in Table 1 are available and continuous for every case in the dataset used in this study.
V. RESULTS AND DISCUSSION
In this section, we present the results of the experimental comparison between CVIFLR and state-of-the-art imbalance learning methods for DS prediction in accordance with the experimental set-up described in the previous section. First, we compare these methods by using different metrics and show the tenfold CV results of PRC and ROC in Figs. 4 and 5 . Then, by using the TPR and FPR metrics which are widely regarded as the indicators of the effectiveness of prenatal screening, we determine the best combination of the input features from those listed in Table 1 . Finally, we compare different classifiers in the third stage of the proposed framework and demonstrate the results of the comparison in Fig. 7 and 8 .
A. CVIFLR OUTPERFORMS STATE-OF-THE-ART METHODS
In Fig. 4 , for all recall levels, CVIFLR (blue curve) reaches a higher precision and its AUPRC is larger than those of other state-of-the-art methods. These results are also confirmed by ROC curves in Fig. 5 . Although the differences among CVIFLR, BalanceBagging and BalanceCascade as measured by the AUROC are not very large, CVIFLR (blue curve) always has larger TPR values especially at a small level of FPR, which is meaningful for the DS screening in medicine. The experimental results show that our proposed method is well-suited for the DS prediction in imbalanced and feature-correlated experimental settings. In this method, the cascaded framework of pre-judgment, voting, and final judgment allows the review for suspected samples to achieve high prediction accuracy. It only requires a few or no minority class data to train the IF at the first stage, which is for the success of the imbalanced data learning.
On the basis of AUROC in Fig. 5 , the ensemble learning algorithms, BalanceBagging and BalanceCascade, are the second-best methods for DS prediction. However, with AUPRC, the under-sampled ANN ranks second in Fig. 4 . Moreover, with the independent metrics, we find that the combined methods, SMOTEENN and SMOTETomek, show the poorest performance both in Fig. 4 and Fig. 5 .
The results show that the combined methods are not feasible for the DS prediction, since the valuable cases for minority class are difficult to create through oversampling techniques when having unpredictable correlation of the features. Although, the ensemble learning methods may allow us to overcome slight imbalances by sampling techniques, on the MSS dataset in which the positives and negatives nearly result in an imbalance of 1:1000, the performances are not satisfactory. Finally, since the under-sampled ANN is a data-hungry learning method, it is not suitable for highly unbalanced datasets which has a small number of minority class cases, such as MSS dataset.
To show the thresholds used in AUPRC and AUROC in Fig.4 and Fig.5 , we plot the sensitivity as a function of the thresholds predicted by CVIFLR and the other methods in Fig. 6 . As the sensitivity (the Y-axis of ROC) is equal to the recall (the X-axis of PRC), we can find the threshold of each point in ROC and PRC in Fig. 6 . 
B. LR OUTPERFORMS OTHER CLASSIFIERS IN THE FINAL STAGE OF THE PROPOSED FRAMEWORK
Figures 7 and 8 show that LR outperforms other classifiers in the final stage of the proposed framework. In Fig.7 , for all recall levels, LR (yellow curve) reaches a high precision and its AUPRC is larger than those of other classifiers. These results are also confirmed by ROC curves. In Fig.8 , we can see that LR (yellow curve) always performs with a higher TPR at the same FPR, especially when FPR is small, which is more suitable for the DS screening. Additionally, LR is fairly efficient in terms of time and memory requirement, which is another factor for the final decision classifier in this paper. 
C. BEST SCOMBINATION OF INPUT FEATURES
In Table 2 , we give the FPRs at different TPR levels with the suggested groups of the input features listed in Table 1 . In medical perspective, if the given TPR is the same, the smaller the FPR, the better the effect of prenatal screening. The experimental results show that the best combination of the features for CVIFLR is PAPP-A MoM, β-hCG MoM, uE3 MoM, and MA, which always results in the smallest FPR at different TPR levels
VI. CONCLUSION
In this paper, we propose a framework called CVIFLR to solve the prediction problem for the DS, motivated by the increasing role of ensemble machine learning algorithms in the predictive analytics. The proposed method, despite having highly imbalanced data in the case study, produced an AUROC of 0.99 on the testing data. It is also found to be superior in the overall performance, when an extensive comparison is made with the state-of-the-art methods using different classification metrics. The experimental results show that the best suggested combination of input features is PAPP-A MoM, β-hCG MoM, uE3 MoM, and MA. With the suggested features, CVIFLR produced a TPR of 95% at the FPR of 4%.
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