Numerical simulations of dust-gas dynamics are one of the fundamental tools in astrophysical research, such as the study of star and planet formation. It is common to find tightly coupled dust and gas in astrophysical systems, which demands that any practical integration method be able to take time steps ∆t much longer than the stopping time t s due to drag. A number of methods have been developed to ensure stability in this stiff (∆t t s ) regime, but there remains large room for improvement in terms of accuracy. In this paper, we describe an easy-to-implement method, the "staggered semi-analytic method" (SSA), and conduct numerical tests to compare it to other implicit and semi-analytic methods, including the 2 nd order implicit method and the Verlet method. SSA makes use of a staggered step to better approximate the terminal velocity in the stiff regime. In applications to protoplanetary disks, this not only leads to orders-of-magnitude higher accuracy than the other methods, but also provides greater stability, making it possible to take time steps 100 times larger in some situations. SSA is also 2 nd order accurate and symplectic when ∆t t s . More generally, the robustness of SSA makes it applicable to linear dust-gas drag in virtually any context.
INTRODUCTION
Often in astrophysical systems, dust dynamics are strongly influenced by gas drag. Simulations of dust grains with gas drag have been used to improve our understanding of a wide range of topics, including planetesimal formation via the streaming instability (e.g., Auffinger & Laibe 2018; Li et al. 2018; Krapp et al. 2019; Umurhan et al. 2019) ; formation of rocky protoplanets via pebble accretion (e.g., Xu et al. 2017; Popovas et al. 2018) ; gap formation in protoplanetary disks (e.g., Dong et al. 2017 Dong et al. , 2018 Zhang et al. 2019) ; and dust trap in disk vortices (e.g., Fu et al. 2014; Surville et al. 2016; Lyra et al. 2018) . Given its prevalence, it is useful to inspect further the techniques we commonly use to perform these simulations; specifically, how we integrate the motion of dust particles.
Simulating the dynamics of dust grains is known to be a challenging task, because small grains can be subjected to strong gas drag, orders of magnitude stronger than other forces such as gravity, making their equations of motion extremely stiff. While a number of methods have been used to overcome this difficulty, there remains significant room for improvement in terms of accuracy. In this work, we will introduce a new method for integrating dust motion, called the email: fung@ias.edu "staggered semi-analytic method", or SSA in short, which is a simple, easy-to-implement method that at the same time achieves high accuracy and has good conservative properties regardless of how strong the drag force is. We will compare its performance to a number of other methods, including some of the most commonly used ones.
The equation of motion for dust grains subjected to gas drag can be written as follows:
where a is the acceleration of the grain, v is its velocity, f is the specific forces acting on the dust grain except gas drag, v g is the gas velocity, and t s is the "stopping time" that characterizes the strength of coupling between dust and gas. In this paper, we focus on linear drag, such that t s is not itself a function of the dust velocity. This, for example, is applicable to the sub-sonic Epstein drag:
where s is the grain's size, c T is the mean thermal speed of the gas, ρ d is the density of the grain, and ρ g is the density of the gas. Another example is the Stokes drag:
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where ν is the kinematic viscosity. At first glance, to obtain accurate trajectories for dust particles should require us to resolve t s , i. e., use a time step ∆t t s . For dust grains tightly coupled to the gas, we often find that t s t dyn , where the dynamical time t dyn is the characteristic timescale over which f and v g change. This makes a straightforward integration over astrophysically relevant timescales prohibitively expensive; however, if we make use of the functional form of t s from Equation 1 in constructing our numerical method, we may be able to use a ∆t that resolves only t dyn rather than t s , and thus gain orders of magnitude in efficiency.
The accuracy of a method, regardless of whether it is explicit or implicit, is related to its "order" -the highestorder term in ∆t it matches with a direct Taylor expansion of the solution. When ∆t is "small" -in our case, when τ ≡ ∆t/t s 1 -higher-order methods typically yield greater accuracy. When τ 1, however, the Taylor series diverges and the order of the method is no longer any indication of its accuracy. Explicit methods, among them the commonly used Runge-Kutta family, are unstable and completely unusable in this regime. Instead, the implicit method is often used (e.g., Barrière-Fouchet et al. 2005; Bai & Stone 2010; Zhu et al. 2012; Laibe & Price 2012b; Cuello et al. 2016; Stoyanovskaya et al. 2018) . Implicit methods are unconditionally stable when τ 1, given there is no external force. Nonetheless, stability alone does not guarantee that the numerical solution is accurate. We will inspect implicit methods further later in this paper.
One attempt to get better accuracy is to exploit the fact that when f , v g , and t s are all constant, Equation 1 has an analytic solution:
where v 0 = v (t = 0). Semi-analytic methods use this expression to compute the velocity (e.g., Mott et al. 2000; Miniati 2010; Lorén-Aguilar & Bate 2015; Yang & Johansen 2016; Rosotti et al. 2016; Ishiki et al. 2018) . While this certainly gives the exact solution for the velocity in one specific case, it is not immediately obvious how much of an improvement it is over implicit methods in more general cases when f , v g , and t s all change in time. In fact, there is not just one way to incorporate Equation 4 into a numerical method, and how it is done has a profound impact on the performance, as we will show. The stiffness of Equation 1 is one concern, but we should not neglect the case when it is not stiff. Some methods may perform well in the stiff, τ 1, regime -the semi-analytic method is even exact under specified conditions -but when τ 1, they may be easily outperformed by basic integration methods. Bai & Stone (2010) , for example, addresses this issue by switching between a semi-implicit and a fully implicit method. Switching between different methods is one way to adapt, but it is not ideal because the switch would inevitably produce artifacts in the numerical solution.
We begin by describing four different methods: the first two are the 1 st order implicit method and 1 st order semianalytic method, which are our baselines for comparisons; the next two are our own implementations of the 2 nd order implicit method and Verlet method. These methods are comparable to some exiting methods and in some aspects similar to SSA. By comparing them against SSA, we gain insight into what truly determines the accuracy of a method when the drag is stiff. In §2, we write down the algorithm of SSA. Following that, we perform a series of tests in §3 to quantify the improvement it can provide.
1.1. The 1 st order implicit method Implicit methods evaluate acceleration using the velocity from a future time step. For the the general equation (Equation 1) we want to solve, a 1 st order implicit integrator, which we refer to as IM1 for convenience, can be written as follows:
where the subscript i denotes values evaluated at the start of the i th time step. When τ 1, we get τ/(1 + τ) ∼ ∆t/t s . Substituting this into Equation 5, this implicit integrator becomes the simple 1 st order symplectic Euler method 1 . When τ 1, v i+1 has two possible limits depending on the magnitude of v i . Both limits are stable, but each with its own inaccuracies.
When v i is small, specifically when v i τ i v t,i , where v t = f t s + v g is the "terminal velocity", v i+1 should approach v t . We should keep in mind that if f depends on velocity, then it is not generally possible to determine v t exactly. In physical applications, it is common to have velocity dependence in f , such as the centrifugal and Coriolis force. IM1 gives v i+1 = v t (t i , x i , v i ), which has two sources of error. First, v t (t i , x i , v i ) is only a good approximation to v t,i if the input velocity v i is already close to v t,i . Second, this approximated v t,i is assigned to v i+1 even though it is the terminal velocity at the start rather than the end of the step.
When v i is large, we get v i+1 = v i /τ i . This solution guarantees stability because the particle always decelerates and the velocity does not change sign; on the other hand, it does not give the correct deceleration rate. This can be greatly improved by using a semi-analytic method.
1.2. The 1 st order semi-analytic method
The 1 st order semi-analytic method, which we refer to as SA1, uses the analytic solution written in Equation 4 to up-date the velocity at each time step:
Note that there is an analytic solution to the evolution of position as well, which can be written as:
where Because SA1 is either the same or better than IM1, in later comparisons we will mainly shows results from SA1 and omit IM1.
The 2 nd order implicit method
For a 2 nd order implicit integrator, we need to account for the 1 st order corrections to the acceleration. For f , v g , and t s , their 1 st order corrections can be accounted for by evaluating them at the middle of the time step. The drag term, −v/t s , can also be generalized to 2 nd order by matching the coefficients in the Taylor series of v(t). Skipping the algebra, we jump to the final form of our 2 nd order implicit integrator:
where f 1 , v g,1 , and τ 1 are evaluated using the approximate midpoint values t 1 = t i + ∆t/2, v 1 , and x 1 :
We refer to the above method as IM2. When τ 1, IM2 reduces to the midpoint method, also known as the 2 nd order Runge-Kutta method. Note that among all of the methods we test in this work, IM2 is the only one that is not symplectic when the drag force is negligible. This is because the 2 nd order Runge-Kutta method does not explicitly conserve the Hamiltonian of a system, unlike the symplectic Euler, Verlet, and leapfrog method which are the backbones of the other methods we tested (see their respective sections). We will later observe how this affects its performance in tests. IM2 is similar to the 2 nd order fully implicit method used by Bai & Stone (2010) , but generalized for an arbitrary external force f . When τ 1, like IM1, IM2 also has two limits depending on the magnitude of v i . In the case when τ 1 and v τv t , we have v 1 = v t (t i , x i , v i ). Assuming v i is a good approximation to the terminal velocity at t = t i , we can write v 1 ∼ v t,i . From this, we get v i+1 = v t (t 1 , x 1 , v t,i ). Note that the input parameters x 1 and v t,i are not evaluated at the same time -the former is evaluated at the midpoint, but the latter is evaluated at the start. This proves to be a significant source of error that we will see in later tests. Even with this discrepancy, however, IM2 should still be an improvement over IM1. Recall that IM1 gives v i+1 = v t (t i , x i , v i ); clearly, IM2 uses better approximations for all three input parameters.
When τ 1 and v τv t , we get v i+1 = v i /(2τ 1 ). This is again an improvement over IM1, not only because it uses a better approximated τ, but also because it enforces a faster deceleration that is closer to the analytic solution. It still, unfortunately, does not compare to the semi-analytic methods.
The iterative semi-analytic Verlet method
The Verlet method is another popular method with good stability properties. It is not only an efficient method, but is also 2 nd order accurate and symplectic. Moreover, because this method is explicit, it is straightforward to incorporate the semi-analytic solution given by Equation 4 to improve its accuracy. However, the Verlet method in its original form assumes the acceleration is only spatially dependent. For our problem, a direct implementation of the Verlet method would not in general lead to 2 nd order accuracy. We therefore introduce here an iterative form of the Verlet method that corrects for this.
The original Verlet method reads:
It updates the velocity using the averaged acceleration between the start and end of the time step, and updates the position using a velocity updated only to the middle of the step assuming a constant acceleration taken from the start of the step. To transform it into semi-analytic form, we can similarly use the start-to-end averaged external acceleration f ; and instead of evaluating the acceleration due to gas drag, we apply the semi-analytic solution for the velocity, and follow the Verlet method in spirit by taking the start-to-end averages for v g and t s . This way, the semi-analytic Verlet method reads:
(16)
The challenge here is to evaluate f i+1 correctly. In our implementation, we first guess the value of v i+1 using Equation 7, then use it to evaluate f i+1 , and finally re-evaluate v i+1 using Equation 16. In our tests, we find that just one iteration as described is sufficient to bring the solution back to its expected 2 nd order accuracy. We will refer to this iterative semi-analytic Verlet method as ISV.
ISV is in many ways similar to the predictor-corrector method developed by Miniati (2010) . Both require an estimate of a i+1 through prediction, both are 2 nd order accurate, and both take advantage of the semi-analytic expression. One difference is that ISV follows the symplectic algorithm of the Verlet method for both the drag force and external force, while the predictor-corrector method treats the external force separately using a midpoint evaluation. This difference only has a minor impact on their performance.
In terms of efficiency, it appears that we have to evaluate the forces three times per step: f i once and f i+1 twice due to the iterative step. But if the final f i+1 can be stored and reused in the next step, then there are only two evaluations, same as IM2. Moreover, since we have assumed that v g and t s are independent of velocity, they do not need to be re-evaluated during iteration, making ISV potentially more efficient than IM2.
When τ 1, ISV has all the same properties as the original Verlet method, such as being 2 nd order accurate and symplectic. When τ 1 and v e τ v t , it gives the near-exact solution like SA1, but improved because t s is now evaluated as a 2 nd order accurate average over the time step. When τ 1 and v e τ v t , we get approximately v i+1 = v t (t i+1 , x i+1 , v t,i ). This is similar to IM2 and shares similar inaccuracies. The underlying problem is that, since we begin with the acceleration at the start of the step, we inevitably obtain the terminal velocity at the start, leading to inconsistencies when computing external forces at any other points of the step.
ISV is already a significant improvement over IM1, IM2, and SA1. Being symplectic and 2 nd order accurate when τ 1, and semi-analytic when τ 1, it performs well over a wide range of τ. Yet, the staggered semi-analytic method presented in the following section will show even further improvement at no extra, if not less, computational cost.
THE STAGGERED SEMI-ANALYTIC METHOD
Here we introduce the staggered semi-analytic method (SSA), a simple method for numerically solving Equation 1. The main goal is to produce a more accurate solution than all of IM1, IM2, SA1, and ISV when τ 1, and be 2 nd order accurate and symplectic like ISV when τ 1. All the while, we keep in mind that it should be efficient and easy to implement.
To begin, we first move forward in position by half a step:
Then we evaluate f , v g , and t s using this updated position, but still using the velocity from the start of the step:
, for example. From this we obtain the acceleration at a staggered step, where position has evolved half a step but not velocity. We then use this acceleration to estimate the midpoint velocity using the semi-analytic expression:
Having evaluated both x 1 and v 1 , we can now use them to compute the midpoint acceleration f 2 = f (t + ∆t 2 , x 1 , v 1 ). Finally, we finish by using this midpoint acceleration to update the velocity, and then the updated velocity to move position forward in the second half of the time step.
SSA evaluates f twice per step, same as IM2, but v g and t s only once. This makes it as efficient as ISV, but without the need to store forces from the previous step. In addition to being economical, SSA has a number of desirable properties. First, when f is a conservative force and t s → ∞, we have f 1 = f 2 and 1 − e −τ ∼ τ, and SSA reduces to the drift-kick-drift leapfrog method:
In other words, SSA is a time-reversible, symplectic method in this limit. This is advantageous when integrating periodic forces over a long duration, for example. Second, when τ 1 and v e τ v t , SSA is just like ISV, giving the near-exact solution with 2 nd order accuracy for t s . Its third and most unique property is how v i+1 behaves in the other limit when τ 1 and v e τ v t . Here, we have
where we have again assumed v i is a good approximation to v t,i so that
, which is the midpoint terminal velocity evaluated using v 1 , the terminal velocity at t = t i plus corrections for the spatial and temporal dependence in v t . Comparing to other methods like IM2 and ISV, we see that the staggered step provides additional corrections at no extra cost. All four previously discussed methods, IM1, IM2, SA1, and ISV, are in a way similar despite their varying levels of complexity -they all evaluate the terminal velocity at the i + 1 th step using an approximated terminal velocity at the i th step. How large is this error, and how much of it can SSA correct, are dependent on the problem and by no means obvious. Below we conduct a number of tests to quantify them.
Implementation in spherical coordinates
Often in practical applications, such as when simulating protoplanetary disks, polar coordinates are used. Here we go through the equations for SSA in spherical coordinates. It should be straightforward to reduce them to 2D polar or 3D cylindrical expressions if needed.
The main concern in spherical coordinates is the inclusion of fictitious forces. In principle, they can be included like any other velocity-dependent external forces, but one can do better by taking advantage of the conservative properties of the equations. Performance improves significantly if we evolve the angular, rather than linear, momentum equations. One finds that the Coriolis-like fictitious terms would then be absorbed, and angular momentum can be conserved exactly in the absence of any external torque.
We denote {r, θ, φ}, as the radial, polar, and azimuthal coordinate; {v r , j, l} as the radial speed and the specific polar and azimuthal angular momentum; and { f r , H, Γ} as the external components of the radial force, polar torque, and azimuthal torque. Equation 18 can then be written as:
Since the changes in θ and φ depend on the spherical radius r and cylindrical radius r sin θ, respectively, we have to approximate these radial positions. The expressions above approximate them to 2 nd order accuracy. Next, we move to the staggered step. Same as Equation 19, f , H, and Γ, are all evaluated using t = t i + ∆t/2 and the updated positions r 1 , θ 1 , and φ 1 , but the velocities and angular momenta are still from the start of the step. These evaluations, as well as the resultant velocities and angular momenta, are given the subscript "1". This step goes as:
where centrifugal forces are now taken into account. Finally, following Equations 20 and 21, we update the solution to the i + 1 th step using new values of f , H,and Γ, where they are now evaluated using t = t i + ∆t/2, the updated positions r 1 , θ 1 , and φ 1 , and the updated velocities/angular momenta v r,1 , j 1 , and l 1 . These forces/torques are given the subscript "2". This update goes as:
Note that here the centrifugal forces are evaluated using the updated (those with subscript "1") positions and angular momenta. This set of equations are used in §3.3, §3.4, and §3.5, where simulations are done in 2D polar coordinates by setting θ = π/2 and j = H = 0.
3. TESTS
Deceleration test
To begin, we demonstrate the advantage of semi-analytic methods in a constant deceleration test. In this test, we set f = 0, v g = 0, and t s = 1, in code units. The particle is initiated with x = 0 and v = 1, and we use a time step of ∆t = 10. Figure 1 plots the velocity as a function of time computed by each of the three methods, IM1, IM2, and SSA. Not surprisingly, SSA follows the analytic solution exactly. In comparison, IM1 and IM2 both decelerates exponentially, but significantly more slowly than expected. IM2 performs only slightly better than IM1. All semi-analytic methods, such as SA1 and ISV, will perform like SSA. This is a special case that highlights a weakness in the implicit methods. In other applications, such as in the following tests, the difference between implicit and semi-analytic methods is less extreme, but still noticeable.
Periodic background flow
In this test, we set f = 0, v g = v 0 cos (t/t dyn ), and t s = 1, where v 0 = 1 and t dyn = 10. This problem has an analytic solution, which, in the equilibrium state, can be written as:
We use this expression to initialize our simulations and compute the error in our numerical solutions. We test a range of ∆t to measure the convergence properties of our methods.
We choose ∆t = {1/4, 1/16, 1/64, 1/256, 1/1024} × 2πt dyn ; which is about ∆t ∼ {16, 4, 1, 1/4, 1/16} × t s . We run the simulations for a duration of 11π 2 t dyn , and then compare the velocities at that time with the analytic solution given by Equation 38. Figure  2 illustrates our results.
In the left panel of Figure 2 , we plot the relative error in velocity as a function of ∆t. In the right panel, we show the numerical solution from SSA for three different time steps and compare them with Equation 38. When ∆t t dyn , we find the expected convergence behavior: the error in SA1 scales as ∆t 1 , while the errors in IM2, ISV, and SSA scale as ∆t 2 . When ∆t t dyn , the time step becomes too coarse to adequately sample the change in v g , and the error in all four methods converge to each other. There is no clear change in behavior around ∆t ∼ t s . All four methods are therefore capable of taking large time steps for this type of stiff equation.
The error in SSA is about the same as ISV, and 5 times smaller than IM2. Because the f does not depend on velocity in this test, the staggered step in SSA is no different from a simple midpoint evaluation of the acceleration. Therefore, the difference between SSA and IM2 mainly demonstrates the benefits of utilizing the semi-analytic solution (Equation 4). The fact that SSA and ISV perform nearly identically confirms this.
Dust drift in a circumstellar disk
In this test, we place particles inside a gaseous disk orbiting a central mass. The simulations are performed in 2D polar coordinates, denoting the radial and azimuthal coordinates as {r, φ}. §2.1 describes in detail how we implement SSA in this coordinate system; similar transformations are done for the other methods. The disk is assumed to be in equilibrium, with gravity balanced by pressure and centrifugal force. The orbital speed of the disk can then be written as:
where v K is the Keplerian speed, c s is the sound speed in the disk, Σ is the disk surface density, and H = c s /v K is the disk aspect ratio. For this test, we choose H = 0.05, The forces acting on the particles other than gas drag are gravity and centrifugal force:
where G is the gravitational constant, M is the central body's mass, and l = rv φ is the specific angular momentum of the particle. The stopping time t s is defined using the Stokes number St, such that:
where Ω K = GM/r 3 is the Keplerian orbital frequency. We also denote r 0 as the starting position of the particle, and Ω 0 as Ω K evaluated at r 0 . Because the particles do not feel pressure force, they tend to orbit at Keplerian speed, whereas the gas orbits at a subKeplerian speed due to the presence of some pressure support. Gas drag therefore exerts a negative torque on the particle that leads to an inward radial drift. We can define l = l K (1 − L) as the particle's angular momentum, where
GMr, and L is a dimensionless variable. Then the radial drift speed is approximately f t s , or:
and for our setup, it can be shown that in equilibrium state:
To a good approximation, L can be more simply written as (H 2 /2)/(1 + St 2 ), and v r as −v K H 2 St/(1 + St 2 ), but for better precision when measuring error, we will use the more accurate form of Equations 42 and 43.
Initializing particles at r 0 with speeds corresponding to Equations 42 and 43, we simulate them over a duration of max(1, St)10 Ω −1 0 , which ensures the simulations last at least 10 stopping time. We sample a range of different St and ∆t, and show our results in Figure 3 . . The staggered step in SSA eliminates the inconsistency between the evaluation of the centrifugal force and the terminal velocity, which leads to higher accuracy than the other three methods across the entire range of St, but especially when St < ∆t Ω 0 . becomes unstable when the particle is decoupled from the gas (St > 1) and ∆t is comparable to the dynamical time Ω −1 0 . This has to do with the fact that it lacks the symplectic property of other three. We will explore this further in §3.5.
When ∆t/t s < 1, all methods behave similar to the previous tests (except when IM2 becomes unstable). SA1 shows 1 st order convergence, while IM2, ISV, and SSA are 2 nd order, as expected. SSA slightly out-performs ISV by about a factor of 2, showing that when there is a velocity-dependence in the force, i.e. the centrifugal force, SSA has an advantage over ISV.
In the ∆t/t s > 1 regime, SA1, IM2 and ISV all give close answers. IM2 and ISV are nearly identical and both are about a factor of 2 better than SA1. Their error reduces linearly with decreasing St. SSA is the only method that shows a different scaling, with error roughly scaling with St 2 instead, which leads to a three orders of magnitude smaller error than IM2 and ISV when St = 10 −3 and ∆t = 1 Ω 0 , and about one order of magnitude when ∆t = 10 −2 Ω 0 . To understand how SSA achieves this high accuracy in the ∆t/t s > 1 regime, we can go through the steps taken in the SSA method. At the staggered step, the angular momentum equation sets the particle's angular momentum to its terminal value at the midpoint position. Following that, the midpoint step uses this angular momentum to evaluate the centrifugal force at the midpoint, thus producing the correct radial velocity at the midpoint. It is particularly ideal in setup, because the terminal value of the angular momentum is only a function of space defined by the angular momentum of the background gas, meaning that the angular momentum given by the staggered step is the exact solution. SSA therefore outstrips all others in terms of accuracy, and, as we will see in the following, stability as well.
We examine how the error in SSA changes with ∆t in Figure 4 . As expected, its error scales with ∆t 2 in most cases, with two exceptions. When St > 10 2 , the relative error becomes dominated by roundoff error at the shortest timesteps. This is because we have reached machine precision in terms of the absolute error in the particle's angular momentum. To reach a relative error less than 10 −10 in v r , angular momentum has to be accurate to a level of 10 −10 L ∼ 10 −8 (H 2 /St 2 ) ∼ 10 −16 , but a double precision float variable only keeps track of 15 significant digits.
On the other end, we find when ∆t/t s > 1, the error does not increase beyond a particular value, even when ∆t/t s is as large as 10 3 . Specifically, the relative error tops out at ∼ 10
when St = 10 −3 , and ∼ 10 −4 when St = 10 −2 . Evidently, the combined effects of the semi-analytic solution and an accurate evaluation of the centrifugal force using the staggered step allows SSA to produce a near-exact solution regardless of the size of the time step. The property implies the stability of SSA is much beyond the other methods, and should allow us to take very large time steps in physical applications. Our next test will verify this.
Dust trap in a circumstellar disk
In this test, we use the same setup as the previous test, but include a dust trap in the background gas disk by introducing a bump in its surface density profile:
where we choose Σ 0 = 1, Σ 1 = 0.3, r 0 = 1, and w = 0.1. Plugging this profile into Equation 39, we get v φ,g = v K at r ∼ 0.95r 0 . The gas orbital speed is sub-Keplerian outside of this radius, and super-Keplerian inside, making it a trap for our particles. Physically, it corresponds to the location of the disk's local pressure maximum. Similar to the previous test, we initiate particles according to Equations 42 and 43, but with starting positions at 1.5r 0 . We fix their St to be 10 −3 , and compute t s according to Equation 41. We choose three different time steps: ∆t = {10 2 , 10 3 , 10
, the change in radial position per step, ∆r, is ∆r/r ∼ {10 −4 , 10 −3 , 10 −2 }, respectively. Considering how slow the drift is, these large time steps are reasonable if one wishes to simulate this evolution efficiently.
These particles should first drift toward the pressure maximum, and then stall as they approach it. In the top panel of Figure 5 , all 4 methods, SA1, IM2, ISV, and SSA, correctly simulate this motion when ∆t = 10 2 Ω −1 0 . When we increase the step size by a factor of 10 to 10
3 Ω −1 0 , SA1 and IM2 both show some unstable behavior, shown in the middle panel of Figure 5 . As the particles decelerate toward the pressure maximum, they gain some excess angular momentum from numerical inaccuracy, and go into eccentric orbits that the large time step cannot correctly track. ISV and SSA, on the other hand, remain stable, although the drift speed given by ISV errs on the slow side by ∼ 20%. When we increase the step size by yet another factor of 10, we see in the bottom panel of Figure 5 that SA1, and IM2, and ISV can no longer track dust drift correctly, producing large errors within the first two steps. Impressively, SSA remains robust. This reflects the same behavior we observed in the previous test, where we find that the error in SSA has an upper limit when τ 1.
The ability to take time steps as large as 10 4 Ω −1 0 makes SSA stand out among all the methods we tested. This opens up the possibility of testing analytic models of dust evolution in protoplanetary disks (e.g. Pinilla et al. 2016; Cridland et al. 2017; Pinilla et al. 2017; Sierra et al. 2019; Gárate et al. 2019) with simulations of dust dynamics. These models typically require the addition of diffusion physics (due to disk turbulence), which we have not discussed in this work. Diffusion The error in the energy of a particle on an e = 0.5 eccentric orbit. St is set to be 10 15 so that drag is negligible. ISV and SSA can conserve energy in the long-term because they are symplectic methods in this limit. IM2, on the other hand, accumulates error and is not suitable for this type of integration.
can be included more easily in an Eulerian, grid-based simulation. Our description of SSA has so far been a Lagrangian, particle-based approach, but it is possible to apply it to a grid setting as well. §4.1 will discuss this topic in more detail.
Eccentricity damping
We once again take a similar setup as §3.3, but this time we initiate particles with eccentricities of 0.5. In this case, symplectic methods, which conserve the Hamiltonian of particles, have a significant advantage in tracking the orbits of the particles over many orbital periods.
In Figure 6 , we plot ∆E, the change in the particle's energy from their initial values as a function of time. The particles are given St = 10 15 so that drag is negligible, and the time step ∆t is P 0 /160, where P 0 = 2πΩ −1 0 is the orbital period of the particle. As mentioned in Sections 1.3, 1.4, and 2, in this limit IM2 is equivalent to the 2 nd order Runge-Kutta method, ISV is equivalent to the Verlet method, and SSA is the drift-kick-drift leapfrog method. Since the latter two are symplectic, it shows in Figure 6 that, while the error in E is comparable between the three methods within one orbit, only the symplectic methods are stable in the long-term.
When drag is included, dissipation due to drag reduces the impact of failing to conserve energy, but does not completely remove it. In Figure 7 , we give the particles St = 10 so that their eccentricities are damped over time. We find that IM2 is still unstable when the time step is as short as P 0 /10, while SSA (also ISV which we omit because it performs nearly identically to SSA) can track eccentricity damping to a high accuracy for the full range of ∆t tested. Results from the eccentricity damping test described in §3.5. We plot the particle's eccentricity as a function of time, and show the results for IM2 on the left, and SSA on the right. St is set to be 10, so the stopping time is approximately 2 orbital periods, P 0 . SSA converges faster and is more stable than IM2, despite both are 2 nd order methods and the drag is not stiff. This is because SSA is symplectic, thus can track eccentric orbits more accurately, as shown in Figure 6 .
To find the most accurate method for integrating the motion of dust particles subject to a linear drag (Equation 1), we have analyzed and measured the performance of five different methods, the 1 st and 2 nd order implicit methods (IM1 and IM2), the 1 st order semi-analytic method (SA1), and two new methods -the iterative semi-analytic Verlet method (ISV) and the staggered semi-analytic method (SSA).
We find that all methods except SSA suffer a similar deficiency -when the equation is stiff (τ = ∆t/t s 1), there is a discrepancy in the temporal and spatial locations between where external forces and terminal velocities are evaluated. By taking advantage of a staggered step in its algorithm, SSA can partially correct for this discrepancy, which leads to significantly better performance both in terms of accuracy and stability, sometimes by orders of magnitude. The improvement is particularly pronounced when simulating small dust grains embedded in protoplanetary disks ( §3.3 and §3.4). SSA proves to be highly robust, never failing any of our tests, regardless of how stiff the equation is. Moreover, SSA is efficient and easy to implement. We therefore recommend it as one of the best methods for integrating dust dynamics.
In this work, we have focused on linear drag, where t s is independent of velocity. It is possible to extend the algorithm of SSA to other drag regimes if there is some semi-analytic expressions one can use in place of Equation 4. For example, when the speed of the particle is supersonic relative to the gas, the acceleration due to drag can be written as:
where c is a some constant with units of speed. The analytic solution for velocity in one-dimension when v g and t s are constant is:
where v 0 = v (t = 0). When one includes a non-zero external force f , the solution becomes significantly more complicated. In the Appendix, we explore how it can be treated, but the details of its implementation, such as how to connect different drag regimes, are beyond the scope of this paper. In practice, it is rare that one would simultaneously be in the supersonic regime and have τ 1, because τ 1 usually implies dust grains are tightly coupled to the gas. If τ 1, then the use of a semi-analytic expression is not essential. In fact, one can still employ SSA in the exact same form we described by replacing t s with t s c/|v g −v|. It is worth noting that Equation 46 resembles Equation 5. When f = 0 and τ = ∆t |v g − v|/(c t s ), IM1 is effectively a semi-analytic method for solving Equation 45.
Dust-gas hybrid implementation
SSA can be generalized to a dust-gas hybrid implementation. Here we chart the pathways to designing such a code. One way is to use SSA directly as we described to simulate Lagrangian dust particles, and include extra algorithms to follow the interaction between the particles and the gridbased hydrodynamics. For this approach, there are three main issues to consider: 1) how to interpolate the hydro grid to obtain t s and v g ; 2) how to distribute the transfer of momentum from dust to gas; and 3) how to obtain t s and v g in the middle of a time step to be used in Equations 19 and 20. On the last point, it is dependent on the hydro method. Some methods already contain the midpoint information, such as if it uses a Runge-Kutta algorithm; otherwise, extra steps would need to be added to use SSA.
On the first two points, there exists a number of methods in the literature for interpolating Lagrangian particles in continuous phase space (e.g., Bai & Stone 2010; Laibe & Price 2012a; Lorén-Aguilar & Bate 2015; Yang & Johansen 2016) . Different methods affect both the spatial accuracy and spatial resolution of final outcome. Generally, Lagrangian particles with a larger effective size reduces the spatial resolution, but gives better accuracy. Investigating which kind of method works best with SSA is one future direction of this work.
Another approach is to simulate the dust and gas both as grid-based fluids, with the dust being a pressure-less fluid. This is also a common approach in the literature (e.g., Paardekooper & Mellema 2006; Fu et al. 2014; Laibe & Price 2014; Lin & Youdin 2017) . In this case, both the dust and the gas can use the SSA algorithm and evolve synchronously. While §2 expressed SSA in a Lagrangian approach, it is in fact straightforward to translate it to an Eulerian grid. As mentioned previously, the backbone of SSA is the drift-kickdrift leapfrog algorithm, which means that the drift steps (Equations 18 and 21) naturally translate to advection steps in an Eulerian grid. In other words, the SSA algorithm already separates advection and forcing by operator splitting, as is commonly done in numerical fluid dynamics.
In an advection step, the mass flux across a cell boundary integrated over one time step can be expressed as:
where x b is the position of the boundary, v ad is the advection speed, A is the area of the boundary, and ρ(t, x) is a continuous density function that is reconstructed from the discretized densities in the neighbouring cells. In an Eulerian grid, we can replace Equation 18 with Equation 47 by using half a time step, choosing t = t i , and evaluating v ad as
where v, like ρ, is the spatially reconstructed velocity, and v b is the velocity at the cell boundary. Equation 21 can also be transformed similarly, but using the updated v and ρ at t = t i+1 . Momentum and energy fluxes are evaluated in the same way, with ρ in Equation 47 replaced by the momentum and energy density, respectively. An essential ingredient of this approach is the reconstruction method, which sets the the spatial accuracy and is often the determining factor in how numerically diffusive the method is. In this sense, SSA is only half the complete algorithm. For the forcing steps, Equations 19 and 20 can be applied directly by using the cell-center values of v, f , t s , and v g . One problem, however, is that v g,1 , the gas velocity at t = t i + ∆t/2, is needed at the staggered step, but that information is not available since the gas also requires the dust velocity at t = t i + ∆t/2 in order to evolve. Some way to approximate the midpoint velocities is therefore necessary.
To account for back-reaction on the gas, one could simply reverse the roles of v and v g , or strictly enforce momentum conservation by adding to the gas the momentum lost by the dust due to drag. The latter choice may have better conservative properties, but may not be more accurate in general. In principle, one could even extend SSA to multiple species by setting up an eigenvalue problem for momentum exchange (e.g., Benítez-Llambay et al. 2019 ) and deriving semi-analytic expressions analogous to 20. Decisions surrounding how to perform spatial reconstruction in the advection steps, how to approximate the midpoint velocities in the forcing steps, and how to include back-reaction, all need to be carefully considered and tested in order to design a gridbased hybrid code using SSA.
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APPENDIX
Following the example of equation Equation 4, we can write an analytic solution for the evolution of velocity for a quadratic drag law, such as the supersonic drag described by Equation 45, subject to an external force parallel to the direction of the drag. If we assume that the stopping time t s , velocity scale c, gas velocity v g , and external force f are constant throughout a time step, and taking k ≡ sign(v − v g )/ct s , we obtain the following five expressions in different cases, analogous to those derived in Han et al. (2016) . We note that our equation (1e) is equivalent to (46), but rearranged for ease of comparison with the other expressions:
