The XPRESS project defined a new concept of intelligent factory to improve the flexibility of the manucfacturing lines. One of the problems the management layer of this system faces is the decision regarding the composition of new production lines to realize a product. To solve these issues, this work focuses on developing methods to assist the engineer decision by eliminating undesired equipments combinations from the elegible configurations list.
Introduction
Modern Industries have a continuous need to satisfy their markets at better costs in order to keep competitive. This simple fact creates the need for new products, new production lines and new management methodologies. With this purpose, a consortium of industries, information and communication technology providers, academic and research institutions is are working together on the XPRESS (FleXible PRoduction Experts for reconfigurable aSSembly technology) project.
The XPRESS [8] defines a new flexible production concept based on specialised intelligent process units, called Manufactrons, integrating a complete process chain. A Manufactron is an agent based equipment which has all the knowledge to perform a certain tasks, and that only needs to be told what and when to do. This knowledgebased concept integrates the complete process chain: production configuration, multi-variant production line and 100% quality monitoring. This concept is demonstrated both in the automotive, aeronautics and electrical industries but it can be transferred to nearly all production processes.
The Manufactrons are hierarchized into three categories according to their function:
• Configuration Manufactrons: Responsible for finding an optimum production configuration and for the creation of a Workflow manager template which can then be called to produce the product variant.
• Workflow manager: Controls the production flow of an item according to the manufacturing execution template
• Production Manufactrons: Responsible for executing basic manufacturing tasks and for coordinating groups of production Manufactrons.
The paper is organized as follows: In section II we describe the architecture of XPRESS and we intruduce the Manufactron concept. Section III describes the implementation of the optimization library. A review of the work, respective descussion and implications are described in the section IV. Finally, in section V we present conclusions and future work.
Motivation and related research
One of the main goals of the XPRESS project is to establish a breakthrough for the factory of the future with a new flexible production concept based on specialised intelligent process units, called Manufactrons, integrating a complete process chain.
The main goal of the work presented in this paper is to provide methods to assist the engineers' decision regarding the choice of Manufactrons to use for a specific job description, describing a new product or variant. Another aim of this research is to provide a comparative study of several approaches that can be taken on this process and their main characteristics.
One of the pillars of the XPRESS project is the automation present on the bureau level, and it aims to be a part of the process planning. From the modules that build the configuration Manufactron, the Production Simulation System (PSS) is the responsible for the the creation of new configurations to answer a specific Job description. This process is achieved with the aid of simulation tools and by data provided by the Manufactrons collected at the shop 978-1-4244-6850-8/10/$26.00 ©2010 IEEE floor. However, it is not possible to simulate every single scenario with the objective of reaching the best configuration.
On this context, a library with optimization functions was implemented to reduce the quantity of scenarios to be simulated. The main purpose of this work is to find optimal configurations for the production line and, in fact, Operational Research tools exist for this purpose.
The assignment problem is a special type of linear programming problem where resources are being assigned to perform tasks [4] . There is a simple algorithm to efficiently evaluate the solution. This algorithm is known as the Hungarian Method [7] and is able to retrieve the best set of Manufactrons for a set of tasks.
However, these approaches are not helpful in the present context mainly due to the fact that the data made available by the Manufactrons (each Manufactrons provides a self description document with its typical production capabilities, times and quality levels) does not take into account the impact of working in tandem with other Manufactrons. This is the main reason to include a simulation tool on the decision process. To be effective, this tool has to be able to analyse several hundreds of different line configurations.
If the Hungarian Method was used then it would require to run one time for each configuration line. Each run would need the results of the previous, therefore no parallelism could be implemented. Therefore, a different approach was used.
Another mathematical concern on this project was the method for the comparision of Manufactrons. They are described by a set of metrics, which leads to a multicriteria decision.
A specific data development analysis model referred to as Charnes, Cooper and Rhodes (CCR) [1] model is a fractional programming technique that evaluates the relative efficiency of homogeneous decision making units (DMU). The general efficiency measure can be best summarised by the Equation 1. This will be refered as the cross-reference comparision.
O sy are the output measures y of the DMU s v ky are the weights of the "target" DMU k to output y I sx are the input measures x of the DMU s u kx are the weights of the "target" DMU k to input x E ks is the cross-effiency of DMU s, using the weights of "target" DMU k An optimization using the cross-reference comparison is obtained E * kk by maximizing the Equation 2 with the conditions on Equations 3.
If E * kk is equal to 1 then there is no other DMU which is better than DMU k for it optimal weights.
In spite of this, this optimization is not solved through the usage of linear programming methods. There is a simplification that can be done, which is to choose for u kx such values that x I sx u kx = 1.
Solving this optimization to all the DMUs, then it is possible to select the ones which are not optimal (E * kk < 1) and remove them from the space solution.
The cross reference comparison may lead to pareto optimal solutions but it is not a sufficient condition, because it eliminates solutions which are strictly better than them with respect to, at least, one objective but it cannot guarantee that it eliminates a solution A when another feasible solution is, at least, as good as A with respect to some objectives and strictly better than A with respect to, at least, one objective.
The conceptual idea of assigning an equipment to a job specification could also be seen as selecting a group of elements for a team to achieve a goal.
Therefore, projects related to team formation were analysed regarding the usage of algorithms.
Each study had a particular approach to the problem, either based on goal programming such as Hajidimitriou and Georgiou [2] , or based on fuzzy logic, such as the work of Tseng et al. [6] , or even based on genetic algorithms, such as the work of Hexin and Jian [3] .
The work by Talluri et al. [5] defines a two phase procedure to create strategic interorganizational networks. On its first phase, the method used to evaluate candidates is using a cross-reference measure. On its second phase, a integer linear programming is used to determine the best combination. Some of the concepts of this work were integrated into our solution.
The Optimization Library
Due to the combinatorial explosion of the space solution regarding this kind of problems, the approach that was taken lead to a three stage process: reduction of the candidates at each task; generation of the best list of production lines; and ranking the production lines based on the simulation data.
EOLibrary
The information required by the EOLibrary can be summarized into the following categories.
• Job description: The job description is the detailed information that defines the product to be manufactured. It is generated at enterprise's ERP and arrives ultimately on the PSS.
• Manufactrons: The PSS questions the Manufactrons if they are capable of performing a task defined at the job description and if the answer is positive, it makes an estimation for the individual performance indicators.
• Key Performance Indicators (KPIs): The key performance indicators are metrics of performance which chacterize a Manufactron regarding a given task. These metrics can be: volume related; quality indicators; financial indicators; time indicators; or others.
• Cost function: The cost function is a mathematical function of the KPIs that provides a comparable value to each possible solution and, at the end, by choosing the minimum value, it gets the best Manufactron configuration.
The cost value (CV j,k ) is obtained by the application of the cost function's array of weights (W i ) and the KPIs of the pairs (Manufactron,task) (equation 4).
The ReducedMatrix method
This first measure aims to reduce the space solution to a more affordable size by reducing the number of candidate Manufactrons for each task.
The comparision of Manufactrons is based on the cross-reference measure of a Manufactron against all the candidates, and based on the aggregate of the Manufactron KPI multiplied by its weight.
The final number of candidates (N f ) is a logarithmic function of the inicial Manufactron count (N i ) as expressed by the equation 5
The ConfigurationGenerator method
This second measure aims to generate a list of configurations to be afterwards simulated. The algorithm is an adaptation of the A Star search algorithm for graphs. The algorithm will create the graph tree in memory as needed and is composed by two main stuctures: the tree itself; and a priority queue of the next nodes. The procedure of the algorithm can be sumarized into:
1. Insert the childs of the current node into the priority queue.
2. Remove the first element of the priority queue and insert it into the tree.
3. Repeat from point 1 until stop criteria is meet.
One example of the exploration of the tree is examplified on figure 1. According to the A Star algorithm, the weight of a node on the priority queue takes into account the weight of the path until the node and an estimation of the weight of the path ahead. Green nodes belong to the tree data structure. Blue nodes belong to the priority queue. Grey nodes were not investigated yet.
The ConfigurationRanking method
After simulating all the scenarios generated before, there is only the need to calculate the cost value for each configuration with the KPIs returned by the line simulation. The application of the cost function solves the multicriteria decision problem, obtained by the fact that there is a list of configurations, each of them characterized by a different set of performance values.
Functional Testing and Characterization
One of the main concerns when implementing optimization algorithms is that some of the best solutions may get scraped and, consequently, a worse solution is kept instead.
To measure the probability of not eliminating of a good solution, named yield afterwards, a battery of tests was performed. Those tests were meant to simulate a broad list of scenarios with random KPIs.
A graphical user interface, independent of the XPRESS project, was developed to test of the library interface, to measure the performance of the algorithms and benchmark it against the brute force method.
The tool is able to generate scenarios of any size, and will populate the KPIs with random numbers. At this point, the existance of real data is not relevant to the behaviour of the algorithms.
Measuring the time which an algorithm takes to run depends, highly, on the system characteristics in which it runs. All measurements were using a machine with Windows Vista, a Intel Core2 Quad Q9300 @ 2.5GHz processor and 4GB of ram memory.
As the algorithm is completely defined inside the same thread and the fact that this machine has a multicore processor, makes the time measurements less dependent on other processes that may be running in parallel.
Results for ReducedMatrix method
Using this tool, two scenarios were set up, both aimed to test the first optimization. The interface with the library was also temporarily changed to allow different approaches to be tested.
The first scenario was a Job description with only one Task and twenty Manufactron candidates to the task. This scenario had the intention to prove that the crossefficiency metric was correctly implemented and, in this case, it would provide the same results as simple comparison of the KPI value. The results proved that the crossreference is able to order a list of Manufactrons correctly.
The second scenario had the aim of checking the impact of the cross-reference measure on the resultant Manufactron list. This scenario was composed by one task, twenty Manufactron candidates and three KPIs to characterize the Manufactron.
With the data generated, the results proved that crossreference efficiency measure improves the ranking of Manufactrons which are the best at, at least, one KPI. The time consumed by this algorithm is neglegible.
Results for ConfigurationGenerator method
The second optimization algorithm has several parameters which may influence the solution and the performace characteristics.
In order to be able to identify the impact of each parameter, specific scenarios were defined at the graphical interface.
The parameters available, that control the behaviour of the A star algorithm, are: the number of solutions to generate; the depth at which the A star algorithm should look into the tree for the estimation weight; the maximum size of the priority queue; and the size of the portion of the priority queue that is deleted, when it reaches its maximum size.
For a better comparison, independently of the number of configurations generated, only the best 100 configurations were then checked their position on the ranking of a brute force algorithm. If the configuration is also found at the best 100 configurations of the brute force algorithm, then it is considered to be a positive match. The number of positive matchs will give the probability, given a set of conditions, for a configuration to belong to, in fact, the best "100" configurations overall. This probability will be refered to as the yield of the algorithm.
The brute force algorithm is achieved using the A star algorithm, but with the condition that: the number of solutions to generate is higher than the number of combinatorial possibilities; and the size of the priority queue is higher than the maximum number of nodes the graph.
The first scenario aimed to define the impact on the number of configurations which should be generated and the depth at which the A star algorithm should look into the tree.
In order to do this, a scenario, with only 8 tasks and with 5 Manufactrons per task, was set up. This scenario has 5 8 = 390625 combinatorial configurations. The tree representing this screnario has 488281 nodes. Therefore, if the size of the priority queue is at least 488281, then, for sure, there will be no deletion at the queue. Table 1 shows that the yield grows as the number of solutions generated increases. This was the expected behaviour. A first conclusion is to request the algorithm at least ten times the desired number of configurations for a good operating point.
It should also be mentioned that, the brute force algoritm took 30.4 minutes to run. The time spent by all the parameterizations is less or equal to two seconds. A huge time saving can already be observed. This scenario was in fact very small to make true measurements of the time spent. However, the correlation between the time and yield starts to be noticed. A second scenario was used, this time to evalute the impact of the deletion of the poor end of the priority queue whenever it gets full. This scenario is composed by a Job description of ten tasks, and each task has 5 Manufactron candidates. This scenario has 5 10 = 9765625 combinatorial configurations. The tree representing this screnario has 12207030 nodes.
For this scenario, the brute force algorithm was relaxed on the number of solutions it should generate. The fact of the brute force algorithm is also implemented by the A star algorithm should be taken into account, otherwise this simplification could not be made. Nevertheless, the number of solutions requested for the brute force condition was 100 000. This is one hundred times what was requested for all the other conditions.
Despite the fact that of only one percent of the solutions were generated, the program needed 75 minutes to complete the procedure.
Moreover, the results from the previous scenario support this approach. Therefore, the risk of data being deceiving is low. From the data obtained cannot be concluded any trend, specially, regarding time.
At this point, we can assume that for problems with the size of the previous scenarios, an algorithm based on the Best first with the size of the priority queue equals 2 000 000 and the deletion size equals 50 000 will provide good results in an aceptable time. Now, to evalute the shape of the problem, four scenarios were setup. These scenarios only differ in the order in which the tasks are placed along the Job description. Moreover, each task has a different number of Manufactrons.
Although the number of combinatorial possibilities is the same for all the scenarios, the number of nodes to represent the whole tree differs quite considerably (54% when comparing the one with the highest number of nodes against the one with the lowest number of nodes).
The results, available on table 3 show that a best first algorithm provides more reliable results when at the extremities of the tree have the least amount of candidates. Nevertheless, the quality results are greater or equal to 98% for the conditions specified earlier. 
Table 3. Summary of the results per scenario
So far, all the comparisons between scenarios had the same number of tasks. For this reason, another test case was provided to compare the impact of number of tasks on the results. Two new scenarions were set up, both with the same amount of combinatorial possibilities. The seventh scenario has 12 tasks composed by 3 Manufactron candidates each, while the eighth scenario has 6 tasks composed by 9 Manufactron candidates each. Based on the results on table 4, it can be concluded that the best first algorithm can obtain faster results for problems with less tasks. The reliability of the results is high for both cases.
The fact that the run time of the brute force algorithm took quite similar time and the fact that there is a difference of 25% on the number of nodes can only be explained by differences in the access time to the memory. In fact, the thinner the tree, the higher the probability of nodes at the same level having similar weights. Then, the serialization of the nodes into the priority queue will be more straightforward. Another remark is the fact that on the seventh scenario, for each node that is removed from the priority queue, only three new nodes are inserted. This shows that the priority queue will be, at all times, with a less quantity values, turning the insertion operation faster.
To conclude the results of the tested scenarios, on table 5 is summarized the influence of the variation on the algorithm parameters on its performance measures. Table 6 . Influence of the problem definition into the Yield and Run Time
Results for ConfigurationRanking method
The ranking of the configuration, based on the KPIs provided by the simulation, has the same algoritmical characteristics of the first optimization. Therefore, no scenario was tested as its conclusions would be redundant.
Integration
The optimization functions were delivered packed into a library (.dll) to be used by the PSS software.
Functional Sample
The XPRESS project is developing and building its functional sample No 4. The aim of function sample is to provide a demonstrator of the technologies developed under XPRESS. On this particular case, the functional sample No 4, will be the first demonstrator which will include the simulation mechanisms on all Manufactrons, and ultimately, the simulation process coordinated at the PSS level. Therefore, the functional sample would be the perfect environment to test the integration of the functions developed on this work with real data. Unfortunately, the development of the functional sample is still on its earlier phase, and will not be subject of this report.
Review, Discussion and Implications
The result of this work was a library (EOLibrary) containing a set of methods performing the optimization and the comparative evaluation of solutions. Due to the combinatorial explosion of the solution space regarding this kind of problems, the approach that was taken lead to a three stage process: ReducedMatrix method; ConfigurationGenerator method; and ConfigurationRanking method. Each stage is characterized by different requirements for the algorithms it could compose.
For ReducedMatrix method was proposed an approach based on the cross-reference efficiency measure of each Manufactron candidate in conjuction with a multicriteria decision process. The ConfigurationGenerator method, on the other hand, was based on a tree data structure with an efficient creation algorithms -the A Star algorithm. Although the ConfigurationRanking method deals with a different kind of data, the mathematical concept is the same as in the ReducedMatrix method. Therefore, the same approach was used as well.
The presented results show that the optimization strategies proposed can provide viable solutions without penalizing the run time of the software application. The results also show that, for problems with less than two hundred Manufactrons distributed along less than ten tasks, the preemptive effect of the A Star algorithm produces a more significant impact on the quality of the results than on the timesaving it provides. For problems of this size it is better to use the analogue non preemptive version, the Best First algorithm. For problems with a higher number of variables, the limitation of the computers memory will, for sure, represent a handicap for the Best First algorithm. This case, there is no other option than using the A Star alternative and accept the risk of not finding the optimal solutions.
The lack of real data regarding the KPI values, available at a typical production site, implies that the values of the parameters which control these optimizations, may not be suitable for every kind of scenario. In fact, the oposite may also be true, for some scenarios these parameters can also be conservative.
Conclusions and Future work
The results gathered on this work show the compromises that have to be taken into account whenever there is a decision in stake. The fact of dealing with decisions regarding combinatorial problems introduces, inevitably, the risk of not getting the optimal, or even near the optimal, solution. Based on the results obtained, the algorithms presented here provide reliable solutions on a relatively short time.
However, this software, does not substitute the planning work of a process engineer at the shop floor of an industy. The restrictions, imposed by the technology under developement at the XPRESS project, implies the usage of estimations or simplifications of the data available. Furthermore, there are degrees of freedom which are not taken into consideration, such us the layout, thus the space solution explored with this tool is only a fraction of space solution present in a real problem. It is, for sure, an interesting tool to provide comparative data, helping then, on the decision that has to be taken.
Further developments can be done in this work. The results which will be obtained during the functional sample will be an essencial element for any improvements. The implementation of a method which would characterize the solution state space of the problem presented, that would preemptively adjust the optimization parameters in order to obtain the best feasiable results, is also one example of possible research.
Another area of research is the analysis of the KPIs made available by the Manufactron and then propose a handcrafted solution for the several multicriteria decisions available.
