Expresso is an experiment management system that is designed to assist biologists in planning, executing, and interpreting 
Introduction
Microarrays (sometimes referred to as DNA chips) have emerged as a promising approach to studying all the genes in a given organism simultaneously [12] ; originally inspired by miniaturization trends in microelectronics, they have become an important technique in the bioinformatician's toolchest, and are constantly evolving to achieve higher value and to fit new uses. Applications using microarrays are characterized by the need to couple experimental design with data-driven analyses, to computationally model the many physical stages of the process, and to track and identify data and physical entities as they proceed through the laboratory and computational pipeline. They thus constitute a fertile ground for computer science research in application composition systems and dynamic data-driven application systems (DDDAS) [4] , as envisioned by the CADSS (Complex Application Design and Support Systems) component of the National Science Foundation's Next Generation Software (NGS) program.
Our microarray experiment management system (Expresso) is designed with the above considerations in mind and aims to assist biologists in planning, executing, and interpreting microarray experiments. From an NGS perspective, Expresso is a data-driven application composition system that integrates models of varying fidelity to support, inform, and optimize the microarray design and analysis process. In this paper, we describe the motivations for Expresso, the architectural design of the system, and preliminary results from a biological study to elucidate the drought stress response of loblolly pine trees [14] . We assume basic knowledge of genomic analysis and bioinformatics terminology (e.g., see [9, 11] ).
Microarray Technology
Two main approaches to preparing microarrays are based on complementary DNA (cDNA) technology and oligonucleotide synthesis. In the first, DNA templates (probes) are printed onto a high-density 2D array in a very small area on a solid surface. Typically the probes are chosen to correspond to all available genes that can be expressed in a given organism. The goal then is to determine the genes that are expressed when cells are exposed to experimental conditions, such as drought, stress, or toxic chemicals. To accomplish this, RNA molecules (targets) are extracted from the exposed cells and reverse transcribed to form complementary DNA (cDNA) molecules. These molecules are then allowed to bind (hybridize) with the probes on the mi-croarray, which will adhere only with the locations on the array corresponding to their DNA templates. The cDNA target molecules are tagged with fluorescent dyes, so their binding to probes on the glass surface can be assessed by measuring the signal intensity using a laser. Intensity differences in spots will correspond to differential expression levels for particular genes. Using this approach, one can 'measure transcripts from thousands of genes in a single afternoon' [12] .
In the oligonucleotide synthesis approach, a masking protocol synthesizes the probes in situ directly on the array, nucleotide by nucleotide. Oligo lengths are typically short (25-50 bases) which allows a higher packing density than with cDNA microarrays. The probe set constituting an oligonucleotide array involves selected sequences that identify particular genes. The design and manufacture of an oligonucleotide microarray is thus appropriate when a great deal of information is known about the expressed sequences in the studied organism. The array fabrication process is also very controlled and can be configured for high sensitivity, specificity, and repeatability. In contrast, cDNA microarrays have to contend with nonspecific hybridization, variation in number of molecules deposited per spot, and hybridization dependent on the length of the clone seuqence. When using cDNA arrays, the accepted practice then is to contrast the amount of hybridization observed to that experienced under 'control conditions.' For this reason, two types of mRNA target molecules are obtainedone from a control population and one from a treated population -and tagged with different dyes, that fluoresce at different frequencies. After hybridizing a mixture of these two populations onto the array (see Fig. 1 ), lasers of appropriate frequencies are used to read the signal intensity arising from the different populations -allowing the relative level of gene expression to be assessed.
The approach in Expresso is to mirror the physical and analytical stages of microarray experiment management using computational models from biophysics, molecular biology, biochemistry, robotics, image processing, statistics, and knowledge representation. These models are pushed deeper (earlier) into the design process to help avoid costly errors and to provide, as needed, surrogate functions for the traditional stages of microarray experiments. Our current emphasis is on cDNA microarrays, though some of the models extend and apply to oligonucleotide arrays. Before we motivate the usefulness of such modeling in the next section, it will be instructive to more carefully outline the sequence of steps involved in cDNA microarray preparation, experiment design, data gathering, and analysis (see Fig. 1 ), especially with an eye towards how errors are introduced and propagated. We discuss these steps under the categories of (a) probe generation and microarray design, (b) target preparation and hybridization, and (c) data generation and analysis. Some of these steps are specific to our current experimental process but the overall flow is indicative of almost all microarray experiments. Where appropriate, we identify sources of error, suggesting opportunities for modeling.
Probe Generation and Microarray Design
Clone Library Creation cDNA clones (typically obtained from pools of messenger RNA) are housed in plasmid vectors, suitable for replication within a bacterial host. Extensive use of recombinant DNA technology facilitates the replication, after which the clones are extracted and archived as a plasmid cDNA library. These clones are then sequenced and annotated using tBLASTx similarity search [1] . The plasmid DNA is then housed in 96-well archive plates (8 rows by 12 columns) at −20
• C. Sources of error at this stage include carryover of extraneous bacterial DNA into the library, missequencing, and mislabeling (e.g., incorrect annotation).
Clone Selection and Preparation
Given a set of clones to be studied in an experiment, the material is physically transferred from the clone library to working archive plates (of the same configuration). This is a manual process; sources of error are typically due to faulty material handling.
Dilution Transfers
The next step is to amplify the genetic material into quantities suitable for microarray experiments. Before this is effected, it is often important to dilute the working archive (100ng/µL) to usable concentrations (0.1ng/µL); typically one to four dilution transfers are made. Manual pipetting poses another source of material handling errors.
PCR Amplification
Plasmid DNA is transferred into a PCR plate (8 rows by 12 columns), which poses its attendant errors. In vitro techniques (as opposed to the endogenous bacterial machinery) amplify the quantity of the target cDNA. PCR stands for polymerase chain reaction and is a technique to amplify short stretches of DNA by specially designed 'primers' and the Taq polymerase enzyme (akin to a DNA Xerox). PCR errors involve amplifying portions of bacterial chromosomes (if present) and improper portions of the plasmid. The amplification efficiency is also related to the reaction conditions such as length of primer, annealing temperature, and number of cycles.
Cleaning Transfers
One to two cleaning transfers are made; this step uses vacuum wash stations to minimize carry over. 
Transfer to Printing Plates
We now transfer the genetic material into 16 × 24 geometry plates (from four of the original 8 × 12 wells); this step involves a pipetting robot that does four rounds of 96 simultaneous transfers, providing as much as 10µL per well. An example of a pipetting robot is the TECAN GENESIS robot that can process multiple 96-well plates simultaneously. In the context of microarray experiments, the resulting printing plates provide for archival storage of cDNAs that go to the spotting robot (next step).
Transfer to Microarray
This is the last step of the array preparation process and uses a spotting robot such as the Affymetrix 417 arrayer; this robot features four pins that each takes material from different wells of a source microtitre plate and deposits one spot on a glass slide (typically 1nL/deposit). The geometrical configuration is often a transfer from six 16 × 24 plates to one 48 × 48 'subarray.' In our experiments, twelve such source plates contain enough material to create a hundred arrays (slides) with four 48x48 subarrays. In this and the previous step, detailed operations of the robots are available in the form of a programming language unique to the robot.
Target Preparation and Hybridization

RNA Isolation
The goal here is to isolate RNA from control and treated plant tissues. In this step, plant tissues are ground (powdered) under liquid nitrogen and placed in a buffer that maintains optimal conditions for RNA isolation (i.e., having the right pH, and being ribonuclease-free). The solution is extracted with chloroform and centrifuged (these two steps are repeated at least three times), in order to remove cellular debris, proteins, carbohydrates, and lipids. The protocols for these steps are available in [2] . We then precipitate the RNA overnight using a high salt solution (lithium chloride) at a low temperature (−20 • C). After precipitation, we pellet the RNA with a centrifuge, rinse with an Ethanol solution, and resuspend in water. This typically produces 200-400 µgrams of RNA per sample.
Validation
We use spectrophotometric techniques and agarose gel analysis to ensure good RNA quality and quantity, primarily checking to see that it is intact and not degraded. In both this step and the previous one, all instruments, glassware, buffers, and solutions are treated in an autoclave to be RNase-free.
Reverse Transcription and Labeling
At this stage, the total RNA contains mRNA, tRNA and ribosomal RNA. Typically only 1-2% (!) is messenger RNA, the type important for hybridization. Reverse transcription occurs with in vitro techniques using MMLV (Moloney Murine Leukemia Virus) reverse transcriptase, random hexamer primers, free deoxyribonucleotides, and amino allyl labeled deoxyuridine, to produce complementary DNA (cDNA). The amino allyl is a side group that reacts with free amines. After reverse transcription Cy esters, which couple with the reactive amino allyl group, are added to the cDNA. The cDNAs are thus labeled with fluorescent dyes. Control and treated samples are labeled with different dyes such that each sample will fluoresce at a different wavelength. This allows us to measure the differential level of gene expression after hybridization. Each comparison is often subjected to reciprocal labeling, to measure the effect of the dye.
Hybridization
We now pool the labeled control and treated samples, dry them down, and resuspend in a hybridization buffer. Essentially this ensures that conditions are right for hybridization; nonlabeled RNA and DNA is used to prevent nonspecific binding of target cDNA to the glass slide. The samples in the hybridization buffer are applied to the arrays, covered with a cover slip (another glass slide), sealed in chambers, and placed in a waterbath at 42
• C overnight.
Washing
On the next day, arrays are washed in a series of posthybridization wash buffers to remove nonspecific hybridizations.
Data Generation and Analysis
Image Generation
The slides are now ready to be scanned for assessing gene expression. Two lasers, one specific for each dye, excite the dye and the resulting fluorescence is measured using a scanner. The images are cataloged and the two images from a slide are superimposed for further analysis (see Fig. 1 ). Intensity levels from the two frequencies are processed to make a determination of differential gene expression (typically a ratio [3] or a log ratio).
Statistical Analysis
Due to the multitude of factors that can (and do) play a role in differential gene expression, the assessments made above must be substantiated by statistical analysis. The numerous models available at this stage attempt to quantify measurement error [22] , correct for background noise [10] , account for different types of interactions [31] , assess any systematic variation across different regions of the array [15] and, more generally, aim to improve the robustness of gene expression estimates. Gene replicates and control genes for capturing the contributions due to many of these effects are often used in microarray experiments.
Data Mining
Since a given microarray experiment produces the expression level of hundreds or thousands of genes, data mining techniques such as clustering [6] and inductive logic programming [14] are employed for summarization and descriptive characterization of the results. Often prior biological knowledge is used to reconstruct metabolic networks [5] underlying the processes that are being studied.
Model-Based Design and Management of Experiments
In contrast to the variety of software tools for cataloging and analyzing microarray data, Expresso is designed to support modeling and control of the entire microarray experimental process. Model libraries in Expresso are meant for application composition (creating a model of multiple stages from models of individual stages), application optimization (configuring a process to satisfy desired performance constraints on model outputs), experiment protocol design (e.g., running a set of virtual experiments using the incorporated models to gather performance metrics about the ultimate set of real experiments, and using these metrics to refine the experimental protocol), and closing the loop (using information from later stages to better inform and suggest configurations for earlier stages in later experiments). All of these capabilities are becoming integral aspects of bioinformatics software systems [13] ; in our discussion below, we present different stages of the microarray process that can benefit from such facilities.
Application Composition and Optimization
Successful microarray system design and execution requires mathematical modeling, and models at various levels of fidelity are available (e.g., for material selection, PCR amplification [27] , spotting, hybridization [21] , and image processing). However, due to the relative paucity of information available to drive these models and the disconnect between model builders (who study the behavior of biological models and understand the details of instrumentation) and biologists (who assemble the arrays), microarray design and management is still an imperfectly understood process.
The typical approach to designing a process (experiment) comprised of a sequence of operations is to independently optimize each operation, and then modify these process component optimal solutions to achieve compatibility between consecutive components of the process. For example, quality control has been investigated primarily from this perspective for the chemical synthesis of target molecules and PCR amplification (in the context of the entire microarray design process). The implicit belief is that the overall process design achieved in this way cannot be far from optimal, since each of its constituent components is (nearly) optimal. Unfortunately, this is rarely true, and the more complex the process the more likely this componentwise optimal design is to be far from a global optimum for the overall process. This fundamental fact is well known, and has led to engineering design methodologies known over the years as system engineering, integrated design, and most recently, multidisciplinary design optimization.
Historically, because of the computational cost, integrated systems design has used low fidelity, relatively cheap models for all the components of a process or system. After an approximately optimal global system design has been found, the individual components are then reoptimized using expensive, high fidelity models, subject to the constraints imposed by the overall global system design. Sometimes this process fails -the accurately reoptimized process components are found to be incompatible with the imposed constraints -owing to the inaccuracies of the low fidelity models used in the global system design. Thus, in practice, integrated design becomes an iteration, alternating between global system optimization involving low fidelity models and component optimization involving high fidelity models.
While the stringency of design requirements for high throughput microarray systems is acknowledged, the use of mathematical models to optimize the experimental process (including analysis) is not widespread (and sometimes not even acknowledged). Challenging algorithmic research questions include the management of models of varying fidelity, the effective combination of global with local optimization, and building functional approximations to sparse data in high dimensions (surrogates for the data, so to speak). The latter is especially important, since functional relationships, expressed mathematically, are more useful in many contexts than the raw data.
Our operative principle is that the cost of correcting design errors is directly related to how early they occur in the design cycle. The earlier decisions are made, the more expensive they are to modify later. The goal is then clearly to move high fidelity models and analysis earlier in the design cycle, or in the context of microarray experiments, deeper into the design. For instance, using a sophisticated titration model or selecting sequences based on a molecular dynamics energy minimization (e.g., as recently proposed by Lafontaine and Lavery [17] and by Shchyolkina et al. [23] ) is likely to be more effective than compensating for bad microarray output data, or redoing the experiment with different sequences. The challenge is not only to move high fidelity modeling deeper into the experimental design process, but to judiciously combine data of varying fidelity, balancing accuracy requirements with computational time constraints.
One area that can benefit from such an approach involves modeling the PCR amplification of targeted DNA sequences. All ingredients necessary for DNA duplication are placed together in a vial; different temperatures are then successively applied to first separate the DNA strands, cool them down (so that a primer can bind), and then use a polymerase enzyme to extend the primer and create a complementary copy of the DNA strand. All these steps can be completed in at most two minutes; the sequence is actually then repeated multiple times to achieve high levels of replication. If we assume that the extension process is Markovian and occurs independently on each primer (e.g., see [27] ), we can derive a mathematical expression for the distribution of length of the growing strand as a function of reaction conditions (temperature, rate coefficients, number of cycles, and the activation energy for dNTP addition).
Since amplification factors in excess of a million can be achieved, PCR is an extremely sensitive technology and the process must be carefully modeled to control the kinetics of the reaction. For instance, Velikanov and Kapral [27] describe how to capture aspects such as the 'flattening' of the yield of the target sequence with increasing number of cycles and sensitivity to the initial reaction conditions. Numerical optimization is hence necessary to determine an optimal schedule (cycle durations) for PCR, given factors such as the template length, primer length, and binding site offsets.
Beyond suggesting suitable duration sequences, such an optimized model can actually play a larger part in Expresso, namely, to serve as a surrogate model for gene quantification and help validate gene expression inferred at the end of the analysis pipeline (e.g., in the sense of quantitative, real-time PCR [18] ). Here the approach is to use the PCR reaction dynamics to arrive at an estimate of the initial state of the system, namely the amount of nucleic acids.
Experimental Protocol Design
Tuning and optimizing experimental protocols is an important endeavor in laboratory-based biology. Expresso's design is intended to support the refinement of experimental protocols by using the incorporated models to conduct virtual experiments and gather important performance metrics. We outline this idea in the context of the hybridization step.
There are many factors that affect the performance of hybridization, where fluorescently labeled targets are brought together with immobilized DNA probes for a limited time under thermally controlled conditions. A key factor is whether oligonucleotide or cDNA microarray technology is employed [16] . Each DNA probe (oligo) on an oligonucleotide microarray is manufactured to have a specific nucleotide sequence and has a typical length of about 25 nucleotides (e.g., in Affymetrix chips http://www.affymetrix.com/technology/design/index.affx). On the other hand, each DNA probe (clone) on a cDNA microarray is an actual expressed sequence selected from a library of clones and amplified via PCR. A clone is hundreds of nucleotides long, and typically only a portion of its sequence is known. The lengths of clones on a cDNA microarray vary greatly, as do the lengths of expressed sequences (mRNA) among the targets. Other factors affecting hybridization include probe attachment method, probe purity, probe and target lengths, probe and target sequences, and concentrations. Relevant physical characteristics of the hybridization include the electrostatic potential and thermodynamic equilibrium [26] . The general phenomenon of hybridization of strands of nucleic acids is a longstudied process in biochemistry and related fields. The technique of subtractive hybridization, whose purpose is to isolate and amplify sequences expressed in small quantities, is more recent and has yielded some additional insights and models [8] . The phenomenon of hybridization in microarrays is different in that one of the strands (the probe) is immobilized by attachment to a surface; this leads to other empirical and theoretical results [20] . A particular phenomenon of critical concern for the analysis of microarray results is cross-hybridization, where a target with a sequence that is a slight mismatch to the sequence of a given probe may hybridize to the probe anyway [7] .
Of special interest in Expresso are existing empirical, mathematical, simulation, and statistical models of hybridization that can be adapted to our modeling of hybridization in oligonucleotide or cDNA microarrays. Tu, Stolovitzky, and Klein [25] have analyzed factors that influence noise in the results of microarray experiments and have obtained equations for noise distributions. Vainrub and Pettitt [26] have developed a physical model of electrostatic forces that explains observations on the efficiency of hybridization between immobilized and free DNA as a function of probe surface density. Gadgil, et al., [8] develop a mathematical model for the kinetics of subtractive hybridization that includes relevant factors such as strand length and hybridization temperature. Peterson, Wolf, and Georgiadis [21] study the kinetics of hybridization with an immobilized probe and suggest the use of one of two models, one for perfectly matched sequences and a second for mismatched sequences. Walton, et al., [29] apply a mathematical model to the prediction of the thermodynamics and kinetics of hybridization and compare the predictions to experimental results. Combining models such as these can predict the range of results and noise that should be obtained from a particular microarray experiment before it is implemented. An examination of the predictions can reveal deficiencies in the characteristics of the experimental design. The predicted deficiencies can be used to refine the experimental protocol computationally, and hence produce an improved protocol, without the need for chemical reagents.
Closing the Loop
An important hallmark of Expresso is its support for closing-the-loop in microarray experiments. One complete cycle of all the stages in a microarray experiment results in both qualitative and quantitative assessments of gene expression, and these results can be used to design the next cycle of microarray experiments. For instance, Fig. 2 shows the results of a data mining algorithm (inductive logic programming [19] ) applied to gene expression data from loblolly pine clones exposed to two different stress levels (mild and severe). The purpose of this data mining step is to redescribe clusters of gene expression values into functional categories (signifying gene membership). The two stress levels studied are physiologically characterized by photosynthetic acclimation and inhibition, respectively. Hence summarizing the data in terms of functional categories reveals insight into the nature of the different pathways involved. The goal now is to use these results to influence the design of the future experiments, by configuring the probe set to reflect the genes of interest.
This probe selection problem [24] can be posed as a discrete optimization problem having constraints such as minimizing cross-hybridization, accounting for alternative splicing sites, and increasing the specificity of results (as compared to the previous cycle of experiments). More generally, there are conflicting objectives in terms of increasing the coverage of the library and also deliberately introducing redundancy to account for the many experimental errors that occur in the microarray process. 
Software Design of Expresso
Since the Expresso design underscores the importance of modeling both physical and computational flows, it is important that the software architecture provide for a constantly changing scenario (in terms of data, schema, and the nature of experiments conducted). The ability to provide expressive and high performance access to objects and streams (for experiment management) with minimal overhead (in terms of traditional database functionality such as transaction processing and integrity maintenance) is thus paramount in Expresso [28] . Fig. 3 describes the characteristics of physical and computational flows in Expresso. Programs written in our inhouse microarray experiment markup language (MEL) direct the automatic synthesis of fragments from a model library and the creation of suitable database tables. There is a one-to-one mapping between MEL's specifications and the basic entities in the database schema. MEL supports basic validation, although in a form less restrictive to languages like XML Schema. For instance, it does not support referential integrity constraints or type derivation by extension -features that are heavy bottlenecks for memory consumption and speed of access.
One MEL description is typically employed for each individual microarray experiment. As shown in Fig. 3 , multiple iterations involving system design and randomized layout design (designing placement of cDNAs in microtitre plates, and ultimately on slides) might be required before consigning the description to a physical experiment. These early stages can thus be configured to run as a set of virtual experiments using the incorporated models to obtain an indication of the complexity of the ultimate set of real experiments. When results of the desired fidelity are achieved, the biologist can choose to physically realize the microarray experiment and use any collected data to improve or optimize any aspect of the modeling (ranging from reorganizing the categorical assignment of clones to updating the randomized layouts).
One design feature of Expresso that aids in such reactive execution of compositional modeling steps is the use of active database elements such as triggers and rule systems. Triggers are already accepted in scheduling and workflow management where they perform functions ranging from integrity maintenance to audit trails for system administration [30] . In Expresso, we are investigating an intermediate approach between fully automatic trigger generation and completely handcrafted trigger sets. The declarative specifications of MEL provide one starting point for encoding triggers and can thus model strategies for closing the loop.
Discussion and Ongoing Work
Two cycles of preliminary microarray experiments are complete with Pinus taeda (loblolly pine) as our model plant for stress studies (see, for instance [14] ). We are now in the process of populating our model library with many relevant codes and models (both descriptive and predictive), which will then be used for optimizing various aspects of the microarray process. In the coming year, we will adapt Expresso functionality to study systems based on Picea abies (Norway spruce), Solanum Tuberosum (potato), and Homo Sapiens, besides loblolly pine.
One of our long-term goals is to use Expresso to design multipurpose microarrays; current use of microarrays is almost entirely restricted to probes and targets from the same species. By using sequences that are conserved among genes with identical function in different species, it may be possible to construct a heterologous chip, a microarray of probes that hybridize to cDNAs obtained from closely related species. Thus one microarray design would be capable of yielding useful information about gene expression in numerous species. Such a multipurpose microarray would be ideal for studies on grass species of agronomic importance (e.g., rice, tall fescue, Kentucky bluegrass), only some of which have been completely sequenced. To design arrays of such broad functionality, it is imperative that modelbased design be employed, to predict and compare the effects of various sequences on different aspects of the microarray process. Such computational capabilities do not exist presently; Expresso's approach to microarray experiment management promises to support such modes of inquiry. 
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