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Abstract
For the past century, ac networks have been established as the standard technology
for electrical power transmission systems. However, the dc technology has not dis-
appeared completely from this picture. The capability of dc systems to transmit
higher power over longer distances, the possibility of interconnecting asynchronous
networks, and their high efficiency has maintained the interest of both industry and
academia. Historically, systems based on dc-generators and mercury valves were
used for dc power transmission applications, but, by the 90’s, all installations were
thyristor-based line commutated converters (LCC). In 1999, the first system based
on voltage source converters (VSC) was installed in Gotland, Sweden, marking the
beginning of a new era for dc transmission. Over the past 15 years, the power rating
of VSC-based dc transmission systems has increased from 50 to 700 MW, the op-
erating voltage from 120 to 500 kV, meanwhile, the covered distances have become
as long as 950 km (ABB’s HVDC-light installation in Namibia in 2010).
The advancement of VSC technology applied to dc transmission has also re-
kindled the idea of multi-terminal dc (MTDC) networks. The interest in the area has
been fueled by the increased feasibility of these systems for the large scale integra-
tion of remote offshore wind resources. Daring projects as the North Sea Supergrid,
which proposes to use such a network for integrating the wind power resources of
the North Sea into the mainland grids, have given rise to a lot of research in this
field for the past few years. However, despite the active research effort in the field,
at the moment, issues related to the operation and control of these networks, as well
as sizing, are still uncertain.
The work presented in this thesis is oriented towards the control and operation
of MTDC networks. The proposes approach is a hierarchical control architecture,
v
inspired by the well established automatic generation control strategy applied to ac
networks.
In the proposed architecture, the primary control of the MTDC system is decent-
ralized and implemented using a generalized droop strategy. The concept is based on
the combination of a droop control method and dc-bus signaling in order to provide
a more generic and flexible control solution that takes into account the states of the
network. In this work, different droop characteristics are proposed for the various
elements connected to the network. All of them are specifically tailored around five
operation bands, which depend on the dc-bus voltage level. Special attention is paid
to the integration of energy storage (ES): the state of charge (SoC) is considered at
the primary control level, yielding a surface characteristic that depends both on the
SoC and the dc-bus voltage.
More than analyzing the behavior of the primary control, this thesis attempts to
make a contribution by providing a methodology for designing the various paramet-
ers that influence this behavior. The importance of the correct dimensioning of the
VSC’s output capacitor is underlined, as this element, when set in the context of a
MTDC network, becomes the inertial element of the grid and it has a direct impact
on the voltage overshoots that appear during transients. Analytical formulas are de-
veloped for estimating the voltage peaks during transients and then, it is shown how
these values can be used to size the dc-bus capacitor of each VSC connected to the
network. Further on, an improved droop control strategy that attenuates the voltage
oscillations during transients is proposed. The presented methods are validated on a
study case built around a five terminal dc network. Starting from the structure of the
network and the power rating of the converters at each terminal, the output capacit-
ors and the primary control layer are designed together in order to ensure acceptable
voltage transients.
Also part of the proposed hierarchical control, the secondary control is central-
ized and it regulates the operating point of the network so that optimal power flow
(OPF) is achieved. Compared to other works, this thesis elaborates, both analytic-
ally and through simulations, on the coordination between the primary and second-
ary control layers. This includes the method through which the local primary con-
vi
trollers have to be driven by the centralized controller in order to ensure a smooth
transition to the optimal operating point.
vii
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1
Introduction
T his chapter provides an introduction to the problems and challenges of themodern electrical power system. The integration of energy storage intorenewable energy power plants is underlined by the need of providing an-
cillary services to the grid. The role of dc technology in power systems is also
reviewed, as the need for a highly distributed power system that integrates renew-
able power plants has lately sparked the interest on the topic of multi-terminal dc
(MTDC) networks. The objective and the contributions of this thesis in the presented
background are described in the latter sections of this chapter.
1.1 Background
The importance of renewable energy in the global electrical production map has
evolved in the last twenty years from an optimistic idea to a fast emerging reality.
At the moment, wind and solar are still the two most promising renewable energy
sources. Wind energy systems are already a mature technology and this can be
observed also from the evolution of the wind energy market. According to the last
report of the Global Wind Energy Council (GWEC) [1], the market seems to have
reached a constant trend. The annual installed capacity reported for each of the last
five years is at 39 GW, with small deviations from this value. 2013 with its 35 GW
of newly installed capacity ranks considerably low compared to the average, but this
is probably due to the peak in installed capacity from the previous year, i.e., 45 GW
in 2011.
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Meanwhile the wind market is on a constant trend, the photovoltaic (PV) market
is growing fast and catching up. The number of PV systems installed last year has
exceeded the newly installed wind capacity by more than 3 GW, making 2013 a his-
torical year for PV generation. With 38.4 GW installed in the last year and reaching
a global cumulative installed capacity of 138.9 GW, PV generation units now cover
3% of the electrical power demand and 6% of the peak demand in Europe [2].
As the share of renewable energy in the electricity mix increases, grid and mar-
ket integration challenges are becoming more and more stringent.
1.1.1 Challenges of the modern electrical power grid
The classical structure of the conventional electric power system (EPS) is charac-
terized by a hierarchical architecture with the top layer represented by the central
generation system. Worldwide, all the generation capacity at this level lays almost
entirely on large central power plants, normally based on fossil fuels, nuclear, and
hydraulic power. The generation layer is linked to the utility distribution system
through the high-voltage (HV) grid, also known as the transmission grid. This layer
is the backbone of the electric grid. Transmission wires, transformers, and control
systems are used to send large amounts of electricity over long distances. Most
transmission systems use alternating current, though systems based on high-voltage
direct current can also be encountered, as it will be seen in the next section. Once
the power reaches the distribution substation, it is stepped down in voltage from
the high-voltage transmission level to the medium-voltage distribution level. Power
generators of smaller rating, typically based on renewable energy, are included at
this level. Finally, upon arrival at the service location, the power is stepped down
again from the distribution voltage to a lower voltage, depending on the power needs
of the final consumer.
The two primary functions of the electricity grid are 1) providing a supply of
electric energy and 2) delivering that energy to customers via the transmission and
distribution (T&D) system. Additional to these two elementary functions, there are
the so-called ancillary services, which are defined by the Federal Energy Regulatory
Commission (FERC) as “those services necessary to support the delivery of elec-
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tricity from seller to purchaser while maintaining the integrity and reliability of the
interconnected transmission system” [3]. The names, particularities, and specific re-
quirements of each of these services, as well as their financial benefits, might present
differences from country to country. For example, a study presented in [4], on data
from twelve transmission system operators (TSOs), shows nine different ways of
defining the frequency control service. However, despite these small differences,
the services imposed by the various TSOs address the same aspects and require, in
most cases, for the power plant to be able to actively control and predict its power
output. Frequency control (including primary control and inertial response), spin-
ning reserves, supplemental reserves, load following, and dynamic scheduling are
some of these services that require output power control from the plant.
At the current moment, as the primary form of energy generation is based on
converting fuel to electricity in real-time, providing the above services is a man-
ageable task that has been successfully performed for the past century. However,
taking into consideration the global decrease in fuel-reserves and the steep increase
in the renewable energy markets, it is just a matter of time until renewable power
generators are going to form the majority of the generating units in the grid. Such
a scenario is alarming from the point of view of the stability and reliability of the
grid. None of the services that require the predictability and controllability of the
generated power can be provided when the primary source of energy has stochastic
behavior.
Current trends in the electrical power network research propose a new approach
towards designing the EPS; the top-to-bottom architecture described previously is
being overtaken by new ones based on distributed generators. These generators,
included at both the transport and distribution level [5, 6], will have smaller power
ratings (0.1 up to 50 MW) and will provide both energy and ancillary services. Such
a system, especially if it is based on renewable energy sources, cannot be made
possible without adding energy storage (ES) into the system. The concept of energy
storage units connected to the electrical-grid was the source of serious research in
the past few years and still continues today. A series of studies [3, 7] performed
for the Department of Energy of the United States show that the importance of the
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storage element in the modern grid is going to increase dramatically in the upcoming
years. Analyses of market potential and benefits are being performed in order to
provide new business models that will finally drive innovation in the field of electric
power systems .
1.1.2 History of the evolution of the dc technology in the context of
power transmission
For the past century, ac networks have been established as the standard technology
for electrical power transmission systems. However, the dc technology has not dis-
appeared completely from this picture. The capability of dc systems to transmit
higher power over longer distances, the possibility of interconnecting asynchronous
networks, and their high efficiency, has maintained the interest of both industry and
academia. Even though, historically, dc generators and mercury arc rectifiers have
been used for dc transmission, for the past five decades, high voltage dc (HVDC)
applications were almost exclusively built using line commutated converters (LCC)
based on thyristors. More than 145 installations with power ratings ranging up to
7000 MW have been commissioned until 2013 in over 40 countries worldwide, and
40 new projects are planned to be finished before 2020 [8]. In parallel with LCC, a
new technology for HVDC applications has emerged in the 90s, with a first 50 MW
installation in Gotland, Sweden, in 1999. This new technology uses voltage source
converters (VSC) based on IGBTs. A brief overview highlighting key points of the
evolution of the dc technology in the context of power transmission, is offered in
Fig. 1.1.
While LCC is a mature technology that is successfully used in applications
transferring very large amounts of power with high efficiency, it has the drawback
of drawing considerably amounts of reactive power and generating a large num-
ber of low-harmonics, hence, requiring a strong connection to the ac-network [9].
Moreover, the operation and control of LCC dc networks with more than two ter-
minals has proved to be extremely difficult.
VSCs, on the other hand, can connect to very weak ac-grids. They can provide
reactive power and have black start capability. The smaller filters and compensators
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reduce considerably the overall footprint of the station, making it ideal for offshore
platforms and dense urban environments. Higher losses and smaller power ratings
used to be the main disadvantage of the VSC, but advances in multi-modular con-
verters (MMC) are tackling this issue [10].
The fast advances in power electronics, together with the challenges raised by
the integration of distributed generation into the modern power grid, have drawn a
lot of attention towards VSC multi-terminal dc (MTDC) networks. Daring projects,
as the North Sea Supergrid, which proposes to use such a network for integrating
the wind power resources of the North Sea in the mainland grids, have fueled the
research in the area for the past few years [11–16]. Various topologies and control
algorithms for such systems are presented in [13, 14, 17–20]. Also, studies regarding
stability [21], [22], [12], protection [23–27], and interaction with the conventional
ac grids [28–31], can be found in the literature. Even though the topic of HVDC for
the integration of offshore wind farms is the most approached subject in the area,
other authors have started to analyze the benefits of lower voltage MTDC grids in
other applications, such as railway electrification [32]. Also, according to [33],[34],
a modular PV system, based on a common dc bus that allows the integration of ES
and dc loads, could be the ideal solution for future microgrid applications. Such a
system could offer advantages in terms of efficiency, reliability, and scalability.
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1.1 Background
1.1.3 Challenges of dc multi-terminal control
The main control challenge in MTDC systems is the regulation of the dc voltage.
This challenge comes from the fact that, in dc systems, the voltage is influenced by
the power flow between the elements of the network, as well as by the power imbal-
ance between generation and production. This is the key difference when compared
with the well-known ac-systems. In these systems, the power flow is dictated by the
voltage-angle differences between the different busses. Meanwhile, the power im-
balance influences the frequency, which is a unique parameter throughout the entire
grid.
As underlined in [35], there are two options for implementing the control of dc
networks. The first one is based on a centralized controller that monitors the entire
system through an external communication link and optimally dispatches the loads
and the sources. A centralized system has the advantage of being optimal, but the
dependence on external communication is a serious drawback. As an alternative
to the centralized structure, there are the so-called decentralized control strategies,
including master-slave, droop, and dc bus signaling methods [35].
Since currently there are no specific standards that regulate the operation of dc
grids, various application-specific approaches, based on combinations of droop and
master-slave controllers, are found in the literature, such as in [36–39].
Despite the lack of regulation in this field, it is starting to become clear that the
most generic, scalable, and reliable control method for a dc network is a hierarch-
ical approach, similar to the one used in ac grids, as suggested by [40–42]. In this
hierarchical approach, the primary layer is decentralized and independent of any
communication link. Several decentralized control methods for MTDC grids are
identified also in [43]. From these methods, the droop control seems to be the most
common voltage control strategy, being used either exclusively[44], or in combin-
ation with other voltage control strategies [14]. Meanwhile, the secondary control
is centralized and regulates the voltage profile of the network, as well as the ba-
sic power flow, by making use of low-bandwidth communication [45–47]. Even
though it is inspired by the hierarchical control of frequency in ac-grids, this con-
trol strategy is not directly applicable to dc networks. As mentioned earlier, proper
7
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adaptations are required to deal with the fact that voltage amplitude in dc networks,
unlike frequency in ac networks, is not a unique parameter.
Another challenging fact in the operation of MTDC networks, and at the same
time another argument in favor of decentralized primary control, is the speed of the
voltage variations. Conventional power plants connected to the ac network are usu-
ally characterized by large inertial constants, in the range of 2 to 10 seconds [48].
These large inertial constants are given by the large amount of energy accumulated
in the rotating parts of the electrical generators, which oppose any fast change in
frequency. This is not the case when dealing with MTDC networks. The active
element in this scenario is the VSC converter, and its output capacitor becomes the
only inertial element of the network. While very large capacitors would be desir-
able from the inertial point of view, the large short-circuit currents impose difficult
requirements for the protection system. Therefore, small capacitors with time con-
stants in the range of milliseconds are typically used [49]. With almost no inertial
element to oppose them, the voltage transients in a dc network will be very fast
when compared to the frequency transients in ac-network.
1.2 Project objectives and outline of the thesis
This thesis presents the work performed while carrying out my PhD studies at the
SEER (Sistemas Ele`ctricos de Energia Renovable) research center, during the three-
year period between 2011 and 2014. While working at SEER, I was initially in-
volved in the PAPE (Procesamiento Avanzado de Potencia y Energı´a ) project, which
is a joint collaboration between Abengoa Solar and SEER, with the purpose of cre-
ating original theoretical and practical knowledge on cutting-edge PV power plants
that include energy storage. The project was divided into two main directions. One
was focused on the ac-side of the converter, studying problems related to control
architectures that enable the dc-ac converter connected to the PV power plant to be-
have similarly to a synchronous generator in terms of grid support. Meanwhile, the
other research line, covered in this thesis, was directed to the dc side of the converter.
Initially, aspects regarding to the integration of energy storage in grid-supporting PV
8
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Fig. 1.2: Evolution of the thesis objectives from grid-supporting power plants to control of
MTDC networks
power plants were addressed. Further on, as it can be seen in Fig. 1.2, while try-
ing to evaluate how the dc side of the system can be managed when more elements
are added to the network, the focus of the thesis evolved from the control of three
elements connected to a common dc bus, to the control and operation of a generic
MTDC network.
The present document is structured as follows. Chapter 2 describes the first
aspects covered in the PAPE project, mainly those regarding grid-supporting PV
power plants. Here, we will show the basic structure of the power plant and we will
present the control strategy for the two main converters, i.e., the dc-dc converter
connected to the energy storage element and the dc-ac converter connected to the ac
grid. Aspects regarding the sizing of the storage element depending on the services
that the plant has to provide to the ac-grid, are also considered in this chapter. The
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presented methods were validated on a scaled 10 kW laboratory prototype and some
of the results will be detailed here.
The following chapters, starting with Chapter 3, deal with aspects regarding the
control and operation of MTDC networks on a larger scale. For this, we proposed
a hierarchical control structure, similar to the one used for the control of ac-grids.
In this control strategy, the primary control layer is decentralized and implemented
locally in each converter. Meanwhile, the secondary control is centralized and is
based on low bandwidth communications. Chapter 3 presents the primary control
that we propose, which is based on a generalized droop control, built around five
different operating voltage bands. Here, we propose various droop characteristics
for each connected element, depending on their role in the operation of the network.
Aspects regarding the design of the elements involved in primary control are
treated in details in Chapter 4. Here, we propose a methodology for sizing together
the parameters of the primary control, such as: the voltage operating bands, the dc
bus capacitor, the droop gain, and the speed of the current controller, by analyzing
the voltage transients of the network.
Chapter 5 presents the secondary level of our hierarchical control architecture.
The secondary control is a centralized controller and acts like a supervisory control
and operation optimizer. After a network contingency or a load change, the primary
control will act instantaneously, trying to control the voltage of the network. How-
ever, given the inherent proportional behavior of the droop control, the operating
point of the network will deviate from its initial state. The secondary control peri-
odically re-evaluates the operating point of the network and, when a better option
is found, it computes new references for the primary control, in order to bring the
network to the new operating point.
Finally, the conclusions of the thesis and the ideas for future work are presented
in Chapter 6.
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2
Primary Control of MTDC Networks
T his chapter shows how the focus of the thesis has expanded from the controlof three elements connected to a common dc bus to the control of a genericmulti-terminal dc network. The chapter starts by providing an overview of
the control techniques available in the literature, then it presents the proposed con-
trol strategy. We adopted a hierarchical approach to tackle the problem of MTDC
control and this chapter describes the operation of the proposed primary control.
Various droop characteristics are designed for the different elements connected to
the dc network in an attempt to extend the classic concept of droop control to a more
generic control approach.
2.1 Overview of control strategies for MTDC networks
Before analyzing the various control strategies proposed in the literature for MTDC
networks it is useful to take a short glance at how ac networks are controlled as most
of the authors extend these concepts also for dc networks.
2.1.1 Similarities between ac and dc networks
The overall control task in the ac electric power system, or in any power system for
that matter, is to maintain the balance between the electric power produced by the
generators and the power consumed by the loads, including the network losses, at
every moment. In ac systems this is achieved through the Automatic Generation
13
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Control (AGC), which is a hierarchical control strategy composed of three layers,
as shown in Fig. 2.1 [50]. From these three layers only the primary and secondary
control are of interest when analyzing the dynamics of the system. This is due to
the slow reaction time of the tertiary reserves – more than 15 minutes, according to
ENTSO-E [51]– which are dispatched according to economic offline optimizations
algorithms. Tertiary control is manually activated and supports the system operator
in the process of releasing the used primary and secondary control reserves after a
disturbance.
The primary control layer is decentralized and implemented locally as a propor-
tional controller in each power plant that participates in frequency regulation. This
proportional gain, also known as the speed-droop characteristic, or the P-f droop
characteristic, determines the ratio between the deviation in frequency ∆ f and the
change in the reference power ∆Psetm sent to the internal controller of the turbine as
seen in Fig. 2.2 [48, 50, 52]. Implementing the primary control in this manner has
the great advantage that multiple generators can be connected in parallel without
them competing each other for the control of frequency.
After the primary control has acted, the secondary control adjusts the power set-
points of the generators in order to compensate for the steady state frequency error,
caused by the proportional behavior of the primary control. On top of canceling the
frequency error, the secondary control has to correct another undesired effect that
appears in interconnected systems: active power imbalances and primary control
actions cause changes in the load flows on the tie-lines to other areas, i.e., power
exchanges not according to the scheduled transfers between the areas. The second-
ary control ensures through an integral controller that this aspect is remedied after a
short period of time.
When a difference between load and generation occurs, the frequency will ex-
perience various changes at different time-scales depending on which of the control
layers is active. The first step, which is not immediately visible from the diagram of
Fig. 2.1, but is of critical importance for the operation of the system, is the inertial
response. This occurs during the first frequency transient, even before the action of
the primary control, and it involves the power imbalance being compensated by the
14
2.1 Overview of control strategies for MTDC networks
kinetic energy stored in the rotating parts, rotor and turbines, of the generator. This
causes the speed of the generator to change, which in turn results in a frequency
change. If the imbalance is too large and the frequency starts to deviate from its
nominal value, the primary control becomes active and the power supplied from the
generators is changed accordingly to their P-f droop characteristics.
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Fig. 2.1: Conceptual view of the control layers involved in the automatic generation control
of ac networks.
The inertia J of the generator can be seen as an energy buffer that has to supply
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Fig. 2.2: P-f droop characteristic used in the primary control of ac power plants.
the difference between the electrical power Pe and the mechanical power Pm until
the primary control has time to react and change Pm accordingly.
In order to better understand the basic dynamic characteristics of the frequency,
the swing equation of the generator is presented in (2.1). Here, Hac is the so-called
inertial constant and represents the ratio between the energy stored in the rotating
mass at nominal speed ω0 and the nominal power of the machine SB, as shown in
(2.2). The unit for Hac is seconds and can be interpreted as the time needed for the
rotating parts of the generator to arrive from nominal speed to a full stop when the
difference between Pm and Pe is equal to the rated power of the machine.
dω
dt
=
ω20
2 ·Hac ·SB ·ω (Pm−Pe) (2.1)
Hac =
0.5 · J ·ω20
SB
(2.2)
If the non-linear frequency dynamics described in (2.1) were to be linearized
around the nominal operating point, and expressed in terms of deviations in fre-
quency f rather than angular velocity ω , then the relationship shown in (2.3) is
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Fig. 2.3: Block diagram of linearized frequency dynamics as in (2.3)
obtained. The block diagram of this relationship is shown in Fig. 2.3; the difference
between the deviation in mechanical power and electrical power is first scaled by
Hac and then integrated in order to obtain the deviation in frequency. If the internal
turbine controller is slow, and it takes a long time for the primary to act on Pm, then
a large inertial constant is required in order to limit the variation in frequency.
∆˙ f =
f0
2 ·Hac ·SB (∆Pm−∆Pe) (2.3)
It is interesting to note that the dynamics of the generator frequency are very
similar to the one of the voltage at the dc output of a power converter. Using the
automatic generation control of the ac networks as an example, it is not difficult
to imagine the analogy shown in Fig. 2.4. Here, the generator is replaced by the
power converter and the inertial element becomes the dc bus capacitor C. Before,
the time constant of the internal turbine controller was affecting how fast the mech-
anical power will follow its reference. In this case it will be the internal current
or power controller of the converter that will determine how fast the converter can
inject power into the capacitor.
Stretching the notation for the sake of analogy we maintained the terms Pm and
Pe to mark the power flowing in and out of the inertial element, which in this case
is the dc bus capacitor. Then, the equation of the voltage across the capacitor can
be written as shown in (2.4). The term Hdc appearing in (2.4) is not an established
concept as Hac, but given its expression in (2.5) we can call it the inertial constant
of the dc bus capacitor. Once again the unit for Hdc is seconds and it represents
the ratio between the energy stored in the capacitor at nominal voltage Vdc0 and the
nominal power of the converter SB.
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Fig. 2.4: Conceptual view of the control layers involved in the hierarchical control of dc
networks
dVdc
dt
=
V 2dc0
2 ·Hdc ·SB ·Vdc (Pm−Pe) (2.4)
Hdc =
0.5 ·C ·V 2dc0
SB
(2.5)
As before, linearizing the non-linear voltage dynamics shown in (2.4) around
the nominal operating voltage we obtain the relationship shown in (2.6) and Fig 2.5.
˙∆Vdc =
Vdc0
2 ·Hdc ·SB (∆Pm−∆Pe) (2.6)
Given the similarity between the frequency dynamics (2.1) - (2.3) in ac systems
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Fig. 2.5: Block diagram of linearized voltage dynamics as in (2.6)
and the voltage dynamics (2.4) - (2.6) in dc systems, it also makes sense to try to
apply the same control strategy that is used in ac networks in order to manage the
dc networks.
However, this extrapolation is not immediate. In ac systems the sinusoidal
voltages are characterized by three distinct quantities: amplitude, frequency, and
phase. From these three parameters, voltage amplitude is related to reactive power
while frequency and phase are directly linked to active power. Frequency is a unique
parameter for the whole grid and reflects the imbalance between active power pro-
duction and consumption. Meanwhile, the phase angle at each bus is different ac-
cording to the power flow of the network.
On the other hand, the voltage in dc systems is characterized only by a single
parameter, i.e., the voltage amplitude. There is no reactive power to take into ac-
count in dc systems; but the fact that both the power flow and the power balance of
the grid are reflected in the amplitude of the voltage makes it difficult to use exactly
the same control strategy as for ac grids.
Another important aspect that also needs to be pointed out when discussing the
differences between ac systems and dc systems is the large difference between the
inertial constants. According to [48] values for Hac up to 8-10 seconds are typical
for large machines connected to the grid. To obtain similar values for Hdc would
require either an enormous capacitor, either a very high operating voltage for the
network. The inertial time constant for the dc grids would typically be in the range
of ms [49]. This will require fast controllers for the power converters involved in
the primary control.
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2.1.2 Control strategies for MTDC networks
The interest of both academia and industry towards MTDC grids is mainly being
fueled by the North Seas Countries’ Offshore Grid Initiative, which from 2010 is
on a mission to find the most suitable way for integrating over 100 GW of planned
offshore wind power plants into the mainland grids [16, 42]. Work on MTDC net-
works for wind integration is the main subject being approached in the literature
[11, 15, 18, 20, 25, 28, 53, 54], and the concept of MTDC has started to automatic-
ally be associated with HVDC systems. However, proposals for MTDC systems can
also be found at lower voltage levels for applications related to photovoltaic power
generation systems, microgrids, or other applications such as railway electrification
[32]. According to [33, 55] a modular PV generation system based on a common
dc bus that also allows the integration of energy storage (ES) and dc loads could be
an attractive solution for future microgrid applications. Such a system could offer
advantages in terms of efficiency, reliability, and scalability.
The main control challenge in a MTDC system is the one of the dc voltage,
which, as seen in the previous section, is directly related to the power balance
between the elements of the network. Various control strategies can be found in
the literature for MTDC networks of different sizes, but not all of them are easy
scalable. For starters, there are two main options for controlling the dc voltage, as
underlined in [35]. The first one is based on a centralized controller that monitors the
entire system through an external communication link. This system has the advant-
age of optimality as a tradeoff for the dependence on the external communication
link. As it was mentioned in the previous section, the dynamics of the dc grid are
very fast, therefore this type of control is not suitable for geographically distributed
power systems and is more commonly found in small UPS systems [56] or for the
parallel operation of converters in microgrids [57].
As an alternative to the centralized structure, there are the so-called decentral-
ized control strategies, including droop controllers and dc bus signaling methods.
A good review of these strategies, as they apply to the control of HVDC grids, is
presented in [43]. The decentralized control strategy is quite popular in the literat-
ure. Several examples based on droop controllers, dc bus signaling or combination
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of both can be found for low voltage applications [33, 36–38, 55, 58] but also for
high voltage applications [14, 44–46, 59]. From the distributed control strategies,
droop control has been acknowledged in the literature as a good candidate for im-
plementing the primary control in large MTDC networks. This is mainly due to the
fact that the system controlled in this way is easy scalable. New elements can be
added without having to reconfigure the ones that are already connected. This con-
trol strategy is already the standard in the primary control of ac grids and is highly
appreciated for its simplicity and robustness.
A more powerful approach for the control of MTDC networks can be achieved
by combining the two previously described control methods, centralized and decent-
ralized, in a hierarchical structure as shown in the previous section when following
the analogy between dc and ac grids. In an attempt to standardize the control of
MTDC networks, a hierarchical control architecture is proposed in [40, 42], and
this idea is also brushed on in [46, 60]. In this approach the primary layer of control
is decentralized while the upper layers, based on low bandwidth communication,
manage the system.
While the topic of primary or secondary control in dc networks has been ad-
dressed before in the literature in one way or another, every time there are important
aspects that are left out of the discussion. For example, papers that approach the
topic of primary control do not address the sizing of the elements involved in the
primary control, such as: the speed of the internal current loop of the converter,
the size of the capacitor, the droop constant, or the operating voltage interval of
the network. In a similar way, the works that address the secondary control limit
themselves to steady state analysis and do not approach the interaction between the
primary and secondary control.
The work presented in this thesis tries to remediate these aspects. For this, we
start by proposing in this chapter a new approach for the primary control of dc
networks. The operation principles of such a system are explained and validated
through simulations and experimental results on low voltage systems. Then, in the
next chapter we address aspects related to the sizing of all the parameters involved
in the primary control, taking as a study case a meshed high voltage MTDC network
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proposed in [61] for the integration of wind power. Finally, in Chapter 4, we propose
and implement a secondary control algorithm that manages the network by properly
driving the primary control.
2.2 Primary control
Similar to ac systems, in a hierarchical control structure for MTDC networks, the
lowest control level, namely the primary control, should be able to operate inde-
pendently and maintain the system operational and stable without making use of
external communication channels. However, while in ac grids the frequency is a
global and unique parameter, based on which the primary control is implemented,
dc grids do not have a similar parameter. A generator connected to the ac grid will
sense changes in the power balance of the network just by analyzing the variations
in the frequency. If the grid is loaded, the frequency will start to decrease and, given
the global nature of this parameter, all the connected elements will sense the same
change regardless of their position relative to the load. Therefore it is easy to imple-
ment a distributed control strategy based on the frequency, and as it is well known,
droop-controllers that establish linear relationships between frequency variations
and power injection are the standard [51] for managing generators that participate
in the primary control of the ac grid.
However, this is not the case for dc power systems. In dc grids there is no power
flow without voltage deviation between the nodes. Therefore, the voltage at the ter-
minals of each converter has to be allowed to vary slightly around the nominal value
in order for the network to be able to transfer power. Also, because information
regarding both power-flow and power-balance are reflected in the network voltage,
typically an element connected to the dc grid will not be able to sense the state of the
entire network just by measuring the voltage at its terminals. The concept of droop
control can be extended from ac networks to dc networks, only now the state of the
network is not characterized by a single parameter which is the frequency, but rather
by the voltage profile of the entire network. The different voltage levels at each dc
bus can be used as a global decision parameter and the control actions can be taken
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locally based on this value.
The method that we propose for the primary control starts by defining different
operating intervals in the dc bus voltage. According to [51] the frequency in the
ac grids is allowed to vary 5% around its nominal value. These limits are given by
the safe operation of the synchronous generators, and if the frequency goes below
47.5 Hz and above 52.5 Hz the generators will automatically disconnect due to the
action of their protective relays. Similarly, upper and lower bounds are to be expec-
ted for the dc grid, these limits being imposed by the safe operation of the VSCs
connected to the grid. For example, the upper critical limit of the dc voltage V chdc
might be imposed by the over-voltage rating of the VSC, meanwhile the lower limit
V cldc can be imposed by the voltage at which the converter enters in over-modulation.
How these limits are established is an aspect related more to safety and manufactur-
ing and is not of great importance for the purpose of the thesis. What is important
is that these two limits should be established and they should be the same for all the
elements connected to the network.
Once the critical operation limits have been established, five operating bands
are defined between these limits and around the nominal dc voltage V ndc as seen in
Fig. 2.6. We divided the operating bands surrounding the nominal voltage in three
categories: normal operation, safety, and critical. This choice was inspired by the
classification of power system operating states used in ac networks, as proposed by
CIGRE Report No. 325: normal, alert, and emergency [50]. The first one is the
normal operation (NO) band and is the interval allowed for the natural voltage devi-
ations that appear in the network as a result of power flowing through the resistive
lines. When the voltages at all the network busses are within this band as shown in
Fig. 2.6, the system is considered to be under standard operation with the balance
between generation and consumption being satisfied.
The NO band is surrounded by two safety bands; one in the lower part, namely
safety low band (SL), and one in the higher, namely safety high band (SH). These
bands are considered for the cases of transients or other sudden events that deflect
the dc voltage from the NO band for short periods of time. Ideally, the network
should not operate for long periods of time in this voltage band. However, as it
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Fig. 2.6: Voltage operating bands for the dc network. All the bus voltages in the NO band -
the system is considered to be under standard operation
will be seen from the presented study cases, if this happens, it indicates either a
contingency in the network or a depletion of the energy reserves.
Finally, a critical high band (CH) and a critical low band (CL) are considered.
When the voltage at the output terminals of an element connected to the dc network
reaches these bands, there is a serious mismatch between production and consump-
tion that can no longer be supported by the actual structure of the network. Such a
large voltage deviation is no longer a sign of normal power flow in the network and
corrective actions have to be taken.
Once the five operating bands have been defined as a base-framework, the con-
trol of each element connected to the grid has to be designed so that the overall
network operates as intended, i.e., during normal power flow the voltages of the
network remain in the NO band, the transient voltages do not surpass the safety
bands, and finally, the voltages arrive in the critical bands only during contingency
scenarios or under serious imbalance between production and generation.
In the following subsections we will show that by cleverly defining various
droop characteristics – designed around the five operating bands – for the main
elements encountered in the dc network, a flexible primary control that satisfies the
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Fig. 2.7: Droop characteristic for bidirectional non-critical element.
operation requirements of the dc grid can be achieved. A detailed mathematical ap-
proach for sizing the operating bands together with the primary control is presented
in the next chapter. Meanwhile, in this chapter, we will try to clarify, by means
of both simulation and experimental scenarios, how the primary control operates,
and how a network controlled by these advanced droop characteristics will remain
operational even for contingency scenarios such as: trip of convertor, saturation of
energy storage, depletion of energy reserves, etc.
2.2.1 Bidirectional droop
Before analyzing each of the droop characteristics, a convention for the signs of the
currents has to be set. Throughout this thesis a positive current is considered to be
a load current and goes out of the dc bus, while a negative current corresponds to
generator behavior and enters the dc bus. This aspect is highlighted above the graph
of the droop characteristics, as shown, for example, in Fig. 2.7. A converter that
operates in the negative-current region will be seen as a generator by the grid, while
one operating in the positive-current region will be seen as a load.
The droop characteristic presented in Fig. 2.7 is the one proposed for generic
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bidirectional, non-critical elements. Bidirectional refers to the fact that such a unit
can process power in both directions, therefore it can behave both as load and gen-
erator. The term non-critical refers to the behavior of such a unit with respect to its
power reference. While the dc voltage is in the NO band, a unit using this type of
droop control would alter its current output linearly with the increase or decrease in
the voltage. If the voltage is in the safety or critical bands then also the current out-
put is at its limits, as seen in Fig. 2.7. Such an element could be a power converter
connected to an energy storage unit, or to a strong ac grid. These types of units are
the ones that are mainly responsible with the regulation of the dc bus voltage.
There are two options for defining the droop characteristics in a dc system. Ac-
cording to [43] the control scheme can either be current-based, i.e., I-V droop char-
acteristics, or power-based, which is equivalent to a P-V droop characteristic. As
seen in Fig. 2.7 we opted for an I-V characteristic because it reflects linear control
behavior, in the sense that a voltage deviation will result in an equivalent propor-
tional current deviation. The voltage-power relation is non-linear (parabolic) and
when analyzed in control problems it has to be linearized, which in turn will yield
an approximate I-V relationship.
Some of the particularities of this curve that need to be highlighted are summar-
ized below:
• at nominal dc voltage V ndc the current absorbed or injected is equal to zero
• in the NO band a proportional behavior is exhibited, emulating a virtual res-
istance of rd as seen in (2.7), where NO is the height in volts of the normal
operation band and IN is the nominal current of the converter. As can be seen
in the example shown in Fig. 2.7, if the voltage reaches the steady state oper-
ating point V opdc , which is above the nominal dc voltage V
n
dc, the converter will
operate as a load and will discharge the dc bus by changing its reference to
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the positive current iopdc in an attempt to stop the increase in the voltage.
iopdc =
V opdc −V ndc
rd
rd =
NO/2
IN
(2.7)
• in the safety and critical bands the current saturates to the nominal values of
the converter.
A converter controlled by this type of droop characteristic will try to compensate
any voltage deviation by injecting or absorbing current. By the time the voltage
reaches the safety bands, the converter has done all that it was possible in order to
try to maintain the voltage in the NO band, and is now operating at full power.
2.2.2 Droop surface for energy storage (ES)
When applying the previous control strategy for interfacing batteries, or other ES
with similar behavior, an important aspect that has to be taken into account is that
the amount of power a battery is able to deliver or absorb is directly linked to its
state of charge (SoC). A battery that is close to being discharged will be able to
deliver only a small amount of power, but it can absorb nominal current. Similarly,
when close to being fully charged, current can no longer be injected into the battery,
but it can be extracted. This behavior can be seen as if the limits IN and −IN from
Fig. 2.7 change with the SoC of the battery.
Considering the typical operation of a battery, two intervals, depending on the
SoC, can be identified. The first one, [SoCh1, SoCh2], is the range where the battery
exhibits a high state of charge and current can no longer be injected, therefore IN
is constrained. The second one, [SoCl1, SoCl2], is the SoC interval for which the
battery is considered to be in a low state of charge. In this case the battery can not
support the grid by injecting current, hence −IN is limited. It is considered that
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Fig. 2.8: Droop characteristic for energy storage element.
outside of these two SoC intervals the battery can circulate nominal current in both
directions, hence there are no restrictions in neither IN nor −IN .
In order to account for this behavior we included the SoC in the definition of the
droop characteristic. This was done by using the SoC to control the vertical offset
of the droop, as seen in Fig. 2.8. Mainly, the voltage level for which the converter
injects zero current, i.e., operating point
(
V 0dc,0
)
, is defined as a function of the SoC
as shown in (2.8). The droop characteristic becomes a surface defined by SoC and
the dc voltage, as shown in Fig. 2.9. From the terms present in (2.8), V ndc is the
nominal voltage of the network, while V chdc and V
cl
dc are the maximum and minimum
voltage levels defined in the previous sections.
V 0dc =

V ndc, SoC ∈ [SoCl1,SoCh1]
min
(
SoC−SoCh1
SoCh2−SoCh1 ·
(
V chdc −V ndc
)
+V ndc,V
ch
dc
)
, SoC ≥ SoCh1
max
(
SoC−SoCl2
SoCl1−SoCl2 ·
(
V ndc−V cldc
)
+V cldc,V
cl
dc
)
, SoC ≤ SoCl1
(2.8)
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Fig. 2.9: Droop surface for energy storage elements
The SoC−Vdc droop-surface used for the control of the VSC connected to the
ES inherently includes at the primary control level a protection mechanism against
the overcharge and deep-discharge of the battery. Looking at the way the droop is
designed, the SoC of the battery will never go below SoCl2 or above SoCh2.
Fig. 2.8 can be seen as a cross-section of the SoC−Vdc droop-surface. Two
operating scenarios, also shown in Fig. 2.9, are highlighted here. In the first one,
the converter connected to the battery operates at point A1, discharging the battery
at a rate equal to −iAdc. As time goes on and the discharge continues, the SoC of
the battery will eventually reach the SoCl1 limit.. According to Fig. 2.9 at this point
the converter starts to linearly shift its droop characteristic downwards, limiting the
amount of power extracted from the battery. If there are other elements in the net-
work that can compensate for this reduction in power, Vdc will remain at the same
level and the converter will reach A2, where no more current is allowed to be drawn
from the battery as seen in Fig. 2.8. In the case that there are no other elements
to compensate for the reduction in power, then, as it will be seen in the simulation
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and experimental results, Vdc will linearly decrease and will enter the CL operating
band. In both cases, the SoC of the battery will not decrease bellow SoCl2, therefore
ensuring protection against deep discharge.
The second operating scenario starts with the converter operating at point B1,
charging the battery with a current equal to iBdc. Similar to the previous scenario, as
the charging continues, the SoC reaches SoCh1 and the converter starts to push its
droop characteristic upwards, as seen in Fig. 2.9. If the dc bus voltage is maintained
at the same level, the converter reaches B2 where it reduces the current injected into
the battery to zero. As before, the dependence of the droop surface on both SoC and
Vdc will never allow for the SoC of the battery to increase above SoCh2.
Using such a droop characteristic has two main advantages. The first one is that
it includes at the primary control level a protection mechanism against the over-
charge and deep-discharge of the battery. The second one is, as it will be seen in the
simulation results, that the network will be able to handle multiple energy storage
elements without the intervention of the higher control layer.
2.2.3 Pseudo-critical droop
Fig. 2.10 presents the characteristic for the pseudo-critical elements. Different than
the previous droop characteristic, elements controlled in this manner have a critical
behavior while the dc bus voltage is in the normal or safety operation bands (critical
behavior meaning that they act like a constant current source and do not take the
voltage amplitude into consideration when computing their power reference). The
term pseudo was added to the description of this droop characteristic in order to
describe the behavior displayed in the critical bands. If the dc voltage reaches these
bands, this type of elements become non-critical and they start to regulate their
output in a fashion similar to the one described in the previous section and illustrated
here as equation (2.9) and (2.10). icdc refers to the current reference calculated for a
voltage V cdc situated in the critical bands. As before V
cl
dc and V
ch
dc refer to the minimum
and maximum allowed values for the dc voltage, while CL and CH represent the
height of the two critical bands in volts. The new current reference is calculated as
a deviation from the initial current reference iopdc that was set in the converter before
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Fig. 2.10: Droop characteristic for bidirectional (solid line) and unidirectional (dotted line)
pseudo-critical element.
the voltage reached the critical band.
icdc =
i
op
dc −
V cdc−V cldc
rd
,V cdc ∈
[
V cldc,V
cl
dc +CL
]
iopdc +
V chdc−V cdc
rd
,V cdc ∈
[
V chdc −CH,V chdc
] (2.9)
rd =

CL
iopdc+IN
, for the CL band
CH
IN−iopdc
, for the CH band
(2.10)
Two characteristics are displayed in Fig. 2.10. The bidirectional (solid line)
allows under critical conditions for the power to flow in both directions. This type
of behavior can be employed by a converter that connects to an ac grid with whom
there is a power supply contract. If the dc grid operates normally, the required power
is supplied as specified in the contract. However, if the voltage in the dc grid reaches
critical values, the power contract is disregarded as the security of the dc network
has maximum priority.
The unidirectional characteristic (dotted line) does not allow for the power to
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Fig. 2.11: Droop characteristic for critical load and generator
change direction and could be employed by either generators or loads that can re-
duce or increase their power consumption if the dc bus level reaches critical levels.
In this category of elements we could include diesel generators, fuel cells, and even
some maximum power point tracking (MPPT) controlled renewable sources. As for
loads, smart heating or cooling units could display this exact behavior.
2.2.4 Critical droop
A critical load or a critical source will not reduce its output not even when the dc bus
is in the critical bands. Since most of the generators can safely reduce their power
output if needed, a small variation (dotted line) was introduced for the critical gen-
erators. Renewable sources, such as PV or wind energy, that employ some MPPT
capability would typically be interfaced with the network through one of these con-
nections. However, an element that is more likely to be encountered in the grid is
the constant power load. This type of element is not able to regulate in any way
its power consumption, therefore in will be seen by the grid as a critical element.
Fig. 2.11 presents the droop characteristic proposed for these critical elements.
From the point of view of network security, pseudo-critical elements are prefer-
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able to constant current units. This is because the pseudo-critical elements can
be seen as back-up primary control units that are automatically enabled when the
voltage of the network reaches the critical operating bands. However, some gener-
ators or loads are too slow in controlling their power output, or they can’t control it
at all; therefore these elements can only be operated as critical elements.
As it will be demonstrated in the next sections through simulation and exper-
imental results, using these four droop characteristics for the primary control of a
MTDC network is enough to maintain the system in safe operation without making
use of any communication channel. Secondary control is treated in one of the next
chapters of this thesis, as in order to optimize the overall behavior of the system a
second layer of control that makes droop adjustments for the individual elements of
the system has to be implemented.
2.3 Simulation results
In this section we are going to present a few simulation scenarios in an attempt to
clarify how a network composed of elements controlled by the proposed droop char-
acteristics will operate in a pseudo steady-state regime. These simulation scenarios
were chosen considering the operation of a 100 kW PV power plant that integrates
ES. At first, a very basic study case composed of three elements connected to a
common dc bus will be analyzed followed by more complex ones in the latter para-
graphs.
As can be inferred from the previous section, the SoC of the energy system is
critical in implementing the droop surface governing the control of its converter.
The estimation of the SoC, especially for batteries connected to renewable energy
sources, is at the moment a troublesome aspect. The main research driver on the op-
eration and management of batteries is the electric-vehicle industry. Various meth-
ods based on equivalent models [62–64], current integration [65, 66], artificial in-
telligence [67–70], or other imaginative combinations of these methods [71, 72]
can be found in the literature. Applying these methods for batteries connected to
renewable power plants is a rather challenging task and with questionable results.
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The large differences in the cycle patterns between a battery operated in an electric
vehicle and one operated, for example, in a PV system, combined with issues related
to cell aging, balancing, state of health, and manufacturing inconsistencies makes
the development of a robust algorithm for the SoC prediction a challenging aspect.
Luckily, modern battery systems are equipped with their own battery management
system (BMS) that provides information about the SoC. Such a system is based on
intelligent estimation methods that have access to internal measurements of all the
cells and monitors aspects related to balancing, aging, health, and SoC. As the pro-
posed control method for ES elements depends strongly on the SoC, energy storage
with a robust BMS system is needed for real-life applications.
The Coulomb counting method [66] was used to determine the state of charge
of the batteries in our simulation scenarios. Starting from the initial state of charge
SoC(t0), the current flowing through the battery is integrated in order to determine
the remaining capacity, as described in (2.11), with Qn representing the nominal
capacity of the battery in Ah. In practice, the initial state of charge can be ob-
tained by comparing the open circuit voltage with the characteristic provided by the
battery manufacturer. This method for obtaining the SoC of the battery is a very na-
ive approach and was chosen to be implemented in the investigated simulation and
laboratory scenarios because of its simplicity and because it is sufficient in order to
demonstrate the behavior of the proposed control system. Estimating the SoC in this
way will not work in a real-life application because any measurement noise integ-
rated over a long period of time will have a strong negative impact on the precision
of the SoC.
SoC(t) = SoC(t0)+
∫ t
t0 idcdt
Qn
·100 (2.11)
As the purpose of this section is to clarify the interaction between the differ-
ent droops, another simplification that we introduced is to consider the cables that
connect the elements of the network as being ideal, resulting in an unique voltage
throughout the network. This is not the case in a real network where the various
elements are interconnected by long cables, but for the sake of clarity we will allow
this simplification for the moment. The impact of the connecting cables, together
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with the mathematical analysis related to the sizing of the system, as well as the
design of the control algorithm, are covered in details in the next chapter.
2.3.1 Study case 1 – Basic System. Energy Storage discharge.
As can be seen in Fig. 2.12, in this study-case three power converters are connected
to a common dc bus. Converter 1 is a boost-converter controlled by a bidirectional
droop and connects a battery with a storing capacity of 30 minutes at nominal power.
A PV power plant rated at 100 kW is connected to the common dc bus by converter
3 which is controlled by a critical droop characteristic. A real irradiance profile
was used in order to emulate the hectic behavior of the PV production. Finally, the
system is connected through a pseudo-critical connection to the ac grid by means of
a 100 kW dc-ac converter, i.e., converter 2.
Table 2.1: Parameters of the droop characteristics used in the simulation scenarios
Parameter Value Description
V ndc 685 V nominal voltage of the dc bus
NO 70 V height of the normal operating band
SH, SL 14 V height of the safety bands
CH, CL 14 V height of the critical bands
V chdc 748 V maximum allowed voltage
V cldc 622 V minimum allowed voltage
SoCl1,l2 20%-5% low state of charge interval
SoCh1,h2 80%-95% high state of charge interval
The operating intervals for the voltage and for the SoC, needed for defining the
droop characteristics for the three elements, are shown in Table 2.1.
The proposed scenario starts with the battery charged at 40% of its maximum
capacity and converter 2 disconnected. The average PV production is around 40 kW,
but large deviations from this value typical for PV generation can be observed. Since
initially converter 2 is disconnected, all the power produced by the PV goes into the
batteries, increasing the SoC, visible in Fig. 2.13a.
35
Primary Control of MTDC Networks
1
DC-DC
C1
3
DC-DC
C3
C2
DC-AC
2
Vbat AC
PV
−ININ IN−IN
1
Fig. 2.12: Block diagram of simulation study case 1. Basic system composed of a bidirec-
tional ES, one critical PV generator, and one pseudo-critical ac grid connection.
Fig. 2.13 shows the signals of interest for this scenario. A set of key events,
either triggered intentionally or occurring naturally due to the operation of the sys-
tem, are highlighted in Fig. 2.13 and described next. The events are marked by a
vertical guideline completed with a round marker at the top of the figure.
Event 1 (Ev1) – ac grid converter is enabled. A reference of 100 kW is set for
converter 2 as can be seen in Fig. 2.13d. At this moment there are two elements con-
trolled as constant power sources connected to the dc bus. The PV generator injects
power in the dc bus, while the grid connected converter operates as a load, dischar-
ging the dc bus. Since the PV output visible in Fig. 2.13b is not sufficient to satisfy
the load requirements, the dc bus capacitors will start to discharge and the dc bus
voltage will decrease very fast as seen in Fig. 2.13e. The converter connected to the
battery is droop-controlled, hence the voltage deviation will induce a proportional
injection of power, as seen in Fig. 2.13c, in order to compensate for the imbalance
between generation and load. The battery starts to discharge and the SoC decreases
as shown in Fig. 2.13a. A large drop in the dc bus voltage, proportional with the
power that the battery has to compensate can be noted in Fig. 2.13e, but the voltage
is kept between the normal operation limits. This is due to the fact that while the
SoC is out of the critical limits the battery can compensate the grid demand even if
there is no power being produced by the PV.
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Fig. 2.13: Simulation study case 1. Basic system. Discharge of the ES a) State of charge
of the ES and the operating bands (in percentage). b) Power production of the PV plant (in
kW). c) Power imported/exported by the ES (in kW). d) Power injected to the ac grid (in
kW). e) dc bus voltage and the operating bands (in V).
Event 2 (Ev2) – battery SoC reaches 20%. This corresponds to SoCl1. What
happens next is a continuous process which is explained in Fig. 2.14. Firstly, ac-
cording to the dependence of the droop characteristic on the SoC, as the battery
continues discharging, the connected converter linearly shifts downwards its droop
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Fig. 2.14: Steady state analysis of battery droop while the SoC is decreasing.
characteristic by controlling the
(
V 0dc,0
)
point as dictated by (2.8). The deviation
∆V 0dc in the position of the droop moves the operating point of the converter from A1
to A2 causing a reduction ∆idc in the injected current, and leaving the system with a
slight imbalance between the load and generation. This in turn will discharge the dc
bus capacitor and the dc voltage will start to decrease, finally setting the operating
point of the converter to A3– point at which the converter injects the same current as
in the case of A1, but at a lower voltage. After this, the process repeats itself. The
decrease in the SoC will move the droop curve down, which in turn will generate a
reduction in current, that in the end will discharge the dc capacitor and decrease the
voltage, and so on.
The steps, i.e., the delta values, in Fig. 2.14 are exaggerated for the purpose of
illustration. What actually happens is a continuous process, with the size of the steps
at each moment being dictated by the discharge rate of the battery. This can be seen
in Fig. 2.13e, where the described process linearly decreases the dc bus voltage until
it reaches the critical band.
38
2.3 Simulation results
Vdc
idc
V cldc
V chdc
CL
SL
NO
SH
CH
V 0dc
0−IN IN
V idc
−iA1dc
V iidc
−iA3dc −i
A2
dc i
B1
dci
B2
dc
A1 A2
A3
B1
B2
∆V 0dc1
∆Vdc3
∆1i
A
dc
2
∆2i
A
dc
4
∆iBdc
4
Generator Load
1
Fig. 2.15: Steady state analysis of battery droop interacting with the pseudo critical droop
while Vdc is in the CL band.
Event 3 (Ev3) – dc bus voltage reaches CL band. As the battery continues
to discharge, the dc bus voltage reaches the critical low band as seen in Fig. 2.13e.
Since the ac connection is pseudo-critical it will change from constant power con-
trol to droop control. This means that it will be able to automatically deviate from
its power reference in order to maintain the power balance of the system. The in-
teraction between the two droop curves is analyzed in Fig. 2.15. As before, the first
step is done by the battery converter that shifts its droop characteristic down. This
moves the operating point of the battery converter from A1 to A2 and causes a reduc-
tion ∆1iAdc in the injected current. As a result, the system becomes unbalanced and
the dc bus capacitor discharges, as the power extracted from the dc bus is larger than
the one injected. As the voltage of the system decreases, it enters the CL band where
also the pseudo-critical elements contribute to the voltage regulation. As it can be
seen in Fig. 2.15, since there are two elements participating in the voltage regula-
tion the power imbalance will be shared between them. Unlike in the previous case,
the new operating point for the battery converter A3 requires a smaller current from
the battery and the difference is compensated by the grid converter which shifts its
operating point from B1 to B2.
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Fig. 2.16: Block diagram of study case 2. Extended system composed of two batteries, one
critical PV generator, and two ac grid connections (one critical and one pseudo-critical).
This can also be seen in our simulation scenario in Fig. 2.13d. The grid power
slowly deviates from its initial value in order to compensate the reduction in the
battery current. Finally, the battery current is reduced to zero as the battery is getting
close to SoCl2. Meanwhile, the power produced by the PV is injected into the ac
grid. In such a case an upper control layer or the system operator could choose to
dispatch the energy in a different manner, and decide to charge the battery instead
of supplying the non-critical load.
2.3.2 Study case 2 – Extended System. Energy Storage discharge.
The second scenario expands the previous one by connecting two extra converters to
the common dc bus. The previous 30 minutes storage unit is split in this study case in
two battery banks of 20 minutes (Bat1) and 10 minutes (Bat2), respectively. The two
battery banks are interfaced by two bidirectional dc-dc converters. Additionally, the
100 kW pseudo-critical ac grid connection has been replaced by two connections,
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one critical (converter 4) and one pseudo-critical (converter 2) as seen in Fig. 2.16.
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Fig. 2.17: Simulation study case 2. Extended system. Discharge of the ES. a) State of
charge of the ES (in percentage). b) Power production of the PV plant (in kW). c) Power
imported/exported by the ES (in kW). d) Power injected by the ac grid converters (in kW).
e) dc bus voltage and the operating bands (in V).
As previously, the system starts with converter 2 and 4 disabled, and the two
batteries being charged by the production of the PV. The initial state of charge of
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the two batteries is 60% for Bat1 and 40% for Bat2. The evolution of the signals of
interest can be observed in Fig. 2.17. As previously, the key events are highlighted
at the top of the figure.
Event 1 (Ev1) – ac grid converters are enabled. A reference of 50 kW is set
for converter 4 and a reference of 45 kW for converter 2, as seen in Fig. 2.17d. Since
the PV output is not sufficient to cover the power demand, the two batteries have to
compensate for the difference. Both batteries have sufficient energy, therefore the
load is equally shared between the two converters as can be seen in Fig. 2.17c.
Event 2 (Ev2) – SoC of Bat2 reaches 20%. Besides having a smaller capacity,
Bat2 also starts with a smaller SoC, hence it reaches the lower threshold of 20%
faster, as seen in Fig. 2.17a. As a result, converter 3 will start to shift its operating
voltage downwards yielding a reduction of the power output as seen in Fig. 2.17c.
The steady state analysis of the interaction between the two battery droops is presen-
ted in Fig. 2.18. Initially both the batteries are operated at the same point, sharing
equally the load power. Bat2 saturates first; converter 3 starts to shift its droop
characteristic downwards and changes its operating point from A1to A2, causing a
decrease ∆1iAdc in the injected current. As a result, the voltage of the dc bus starts
to decrease and new operating points are reached by the two converters. Converter
1 connected to Bat1 increases the injected current by changing its operating point
from C1 to C2, while converter 3 finally reaches A3 where a lower current is required
compared with A1. This behavior can clearly be observed in Fig. 2.17c, while the
converter connected to Bat2 reduces its power, the converter connected to Bat1 in-
creases its reference in order to compensate for this reduction.
The dc voltage decreases only slightly because there is still one battery remain-
ing between normal SoC limits that can fully compensate the load demand. The
system continues to operate in the NO band, as it can be seen in Fig. 2.17e.
Event 3 (Ev3) – SoC of Bat1 reaches 20%. Bat1, which until now was com-
pensating for the reduction in the power of Bat2, also reaches SoCl1 and converter
1 starts to shift its operating voltage according to the implemented droop charac-
teristic. Now both converter 1 and 3 are reducing their power and the unbalanced
system discharges the dc bus capacitor. This time there is no other element in the
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Fig. 2.18: Steady state analysis of two battery droops interacting while one of the batteries
enters the low SoC band.
network to maintain the dc bus voltage in the normal operating band, hence it de-
creases slowly into the safety band, as seen in Fig. 2.17e.
Event 4 (Ev4) – dc bus voltage reaches CL band. The dc bus reaches the crit-
ical low limit. At this point, the power output of the energy storage units is severely
limited and the PV-production is not sufficient to supply both loads. Under these
circumstances the non-critical grid connection, i.e., converter 2, starts to reduce its
power output in order to avoid the collapse of the system. As it can be seen in
Fig. 2.17d, the reference of 50 kW for converter 4 is still entirely fulfilled, while the
reference for converter 2 starts to deviate from its scheduled value.
Event 5 (Ev5) – inversion of power direction. If the droop characteristic al-
lows it, the non-critical grid connection can pass from consuming power to injecting
power in order to supply the requirement of the critical load, as seen in Fig. 2.17d
the sign of the power changes at Ev5.
An interesting aspect that needs to be pointed out is the ability of the system
to properly manage itself even with multiple energy storage elements. The overall
behavior of the system is somehow natural and intuitive: the ES element with the
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highest charge will inject the most power in order to regulate the voltage, similarly
the ES elements with the lowest SoC will absorb the most power. The system will
always try to balance the energy between the various storage elements. This as-
pect can be observed by analyzing the SoC of the two ES between Ev2 and Ev4 in
Fig. 2.17a. After Bat2 reaches the low SoC band its discharge is almost completely
stopped; the battery is waiting for all the other ES elements to reach the low SoC
band. When this happens at Ev3 the discharge starts once again in a final attempt
to stabilize the dc bus voltage. This behavior can also be observed in the following
study-case where a more complex scenario is investigated in order to test the ability
of the system to manage itself without the action of a centralized control layer.
2.3.3 Study case 3 – Extended System. Energy Storage charge. Trip of
a converter.
The same 5-element network used in the previous scenario was used here as well.
The initial SoC of the batteries is 70% for Bat1 and 60% for Bat2. As before, the two
grid converters are initially disabled and all the power produced by the PV charges
the two batteries. The average power produced by the PV is around 60 kW, and the
batteries, already at a high SoC, are charging fast.
Event 1 (Ev1) – Bat2 reaches 80%. This corresponds to SoCh1 and, according
to the definition of the droop surface, the converter starts to shift upwards its droop
characteristic reducing the charging current, as seen in Fig. 2.19c. This leaves the
system slightly unbalanced, with more power being injected than extracted from the
dc bus. This small difference in power charges the dc bus capacitor and increases the
voltage of the network. This increase in voltage will define a new operating point
for Bat1, of higher charging current.
Event 2 (Ev2) – ac grid converters are enabled. The two grid converters are
enabled and a reference of 22 kW is set for the pseudo-critical connection, i.e.,
converter 2, and 20 kW for converter 4, which is controlled as a critical element.
The self-balancing property of the system that was mentioned earlier can also be
noted here. At the moment when the two grid converters are connected, Bat2 starts
discharging (Pbat becomes negative), while Bat1 continues to charge for a while.
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Fig. 2.19: Simulation study case 3. Extended system. Charge of the ES. a) State of charge
of the ES (in percentage). b) Power production of the PV plant (in kW). c) Power impor-
ted/exported by the ES (in kW). d) Power injected by the ac grid converters (in kW). e) dc
bus voltage and the operating bands (in V).
Event 3 (Ev3) – Bat2 enters the normal SoC band. As the discharge of Bat2
continues, its SoC decreases below SoCh1 and the power difference between the PV
production and the ac loads is shared equally between the two batteries, as can be
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seen in Fig. 2.19c. The large reduction in the PV power visible in Fig. 2.19c forces
the two batteries to discharge in order to satisfy the load demand.
Event 4 (Ev4) – dc voltage equal to V ndc. By controlling the ES elements with
the proposed strategy, the dc bus voltage becomes an indicator of the state of the sys-
tem. As can be seen in Fig. 2.19e when the production is larger than the consumption
and the batteries are charging, Vdc is above the nominal value V ndc. Similarly, when
the system is overloaded and the batteries are discharging Vdc is below the nominal.
As seen at Ev4 when the balance between production and consumption is satisfied
Vdc is equal to V ndc.
Event 5 (Ev5) – Bat2 reaches again 80%. As the PV production increases
again, the two batteries start to charge, and Bat2 enters once again the high SoC
band as can be seen in Fig. 2.19a.
Event 6 (Ev6) – Converter 4 trips. The critical connection to the grid trips at
Ev6 and the imbalance in the system becomes more obvious. Bat1 still operates in
the normal SoC band therefore it compensates the reduction in the load by increasing
the charging power. Bat2 is already in the high SoC band and it continues to reduce
its charging power, as seen Fig. 2.19c. The system is overcharged and this can also
be seen in the increasing Vdc.
Event 7 (Ev7) – Bat1 reaches 80%. The charging continues, as the PV pro-
duction remains above the grid demand. Finally Bat1 reaches the high SoC band
and converter 1 starts to shift its droop characteristic upwards. Once again the self-
balancing property of the system can be observed. As Bat1 starts to reduce its power,
Bat2 tries to compensate – even though it is already in the high SoC band – in a fi-
nal attempt to avoid the increase in the voltage level. The two batteries are driven
together towards the maximum SoC level.
Event 8 (Ev8) – dc bus voltage reaches CH band. The charging power of the
two batteries is not sufficient to balance the system and so, the dc bus capacitors are
starting to charge and the dc bus voltage increases. As the dc bus voltage enters the
CH band, the pseudo critical element changes from constant power control to droop
control and participate in the voltage regulation. As can be seen in Fig. 2.19d, con-
verter 2 increases its power in order to match the large PV-production. Meanwhile,
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the two batteries continue to decrease their charging power as their SoC approaches
the maximum level.
In this section we tried to provide a clear picture on how the different droop con-
trollers interact between them and how the system behaves under various scenarios.
Further on, we will present some experimental results obtained from our 10 kW
laboratory prototype. The same behavior observed in simulations was reproduced
by the experimental results, thus confirming the potential of the proposed solution
to operate independently as a primary control layer for a MTDC network.
2.4 Experimental results
In order to validate the simulation results, a scaled prototype was assembled in our
laboratory, as shown in Fig. 2.20. Three elements were connected to a common
685 V dc bus. The energy storage element, a 24 Ah lead acid battery, was con-
nected through a three-phase interleaved boost dc-dc converter that was controlled
by a dSpace 1103 unit. The 10 kW ac grid connection was performed through a 2
level dc-ac converter, controlled by another dSpace 1103 unit. Finally, the PV was
emulated by programming a real irradiance profile in a current controlled Regatron
power source. The detailed description of the elements connected to the experi-
mental setup is presented in Table 2.2. More information about the experimental
setup can be found in Appendix A.
In this experiment the height of the NO band for the droop controller was fixed
to 16 V. The critical bands and the safety bands were chosen equal to half of the
normal operation one.
While performing tests for determining the behavior of the batteries, we ob-
served increased power sensitivity at low or high SoC. However, this is a well-
known effect in lead-acid batteries according to [73]. Therefore, the limits of 5%
and 95% used in simulation were impracticable due to the small amount of power
that the battery is able to provide, respectively absorb at these levels. The following
limits were chosen for the practical usage of the lead-acid battery: SoCl2 = 30%,
SoCl1 = 45%, SoCh1 = 60%, SoCh2 = 75%. All the parameters used for design-
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Fig. 2.20: Block diagram of experimental setup. Basic system composed of a bidirectional
ES, one critical PV generator, and one pseudo-critical ac grid connection.
Table 2.2: Parameters of the Experimental Setup
Description Value
dc
-d
c
Pn nominal power 10[kW]
Vdc dc bus voltage 685[V]
Vbat battery voltage 200[V]
fs switching frequency 10[kHz]
dc
-a
c Pn nominal power 10[kW]
Vdc dc bus voltage 685[V]
fs switching frequency 10[kHz]
B
at
te
ry
Sprinter - P12V600 Lead Acid
Vn nominal unit voltage 12[V]
Cn nominal capacity 24[Ah]
The battery bank contains 17 units connected in series
PV
Pn nominal power 10[kW]
emulated using real irradiation data for a Regatron power source
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Table 2.3: Parameters of the droop characteristics used in the simulation scenarios
Parameter Value Description
V 0dc 685 V nominal voltage of the dc bus
NO 16 V height of the normal operating band
SH, SL 8 V height of the safety bands
CH, CL 8 V height of the critical bands
V chdc 709 V maximum allowed voltage
V cldc 661 V minimum allowed voltage
SoCl1,l2 45%-30% low state of charge interval
SoCh1,h2 60%-75% high state of charge interval
ing the droop characteristics for the experimental study cases are summarized in
Table 2.3.
2.4.1 Study case 1 – Energy Storage discharge
The first study case investigates the self-management capability of the system when
the battery is discharging. The experiment starts with the battery charged at 56%
and the grid converter disconnected. Therefore, all the power produced by the PV
goes into the batteries, increasing the SoC, visible in Fig. 2.21a. In the same fashion
as before, Fig. 2.21 shows the signals of interest for the described scenario and
highlights the key events that are detailed in the following paragraphs.
Event 1 (Ev1) – ac grid converter is enabled. The ac grid converter is enabled
and a reference of 8 kW is set, as seen in Fig. 2.21d. Since the PV output, Fig. 2.21b,
is not sufficient to satisfy this demand, the system remains unbalanced and the dc
bus voltage decreases fast as the capacitors discharge. This decrease in voltage
generates a new operating point on the droop characteristic of the battery, increasing
the injected power in order to compensate for the difference. The battery starts
discharging as seen in Fig. 2.21a and Fig. 2.21c. A large drop in the dc bus voltage,
proportional with the power that the battery has to compensate, can be noted in
Fig. 2.21e. However, the voltage remains between the normal operation limits as
long as the battery is out of the critical SoC limits.
Event 2 (Ev2) – PV power fluctuation. Fluctuations in the PV production, seen
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in Fig. 2.21b, are compensated entirely by the battery; the grid converter is operated
at constant power while the system is in the normal operation band.
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Fig. 2.21: Experimental study case 1. Basic system. Discharge of the ES. a) State of
charge of the ES (in percentage). b) Power production of the PV plant (in kW). c) Power
imported/exported by the ES (in kW). d) Power injected by the ac grid converter (in kW). e)
dc bus voltage and the operating bands (in V).
Event 3 (Ev3) – battery SoC reaches 45%. The SoC of the battery reaches
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SoCl1 and, since the discharge continues, the converter linearly shifts its droop char-
acteristic down and limits the discharge current. This leaves the system slightly
unbalanced and the dc bus capacitors start to discharge. As the voltage decreases, a
new operating point is established on the droop curve, as explained in the previous
section in Fig. 2.14. The dc bus voltage linearly decreases towards the CL band
signaling the reduced energy level remaining in the battery.
Event 4 (Ev4)– dc bus voltage reaches CL band. The dc bus voltage reaches
the CL band, as seen in Fig. 2.21e. At this point, the pseudo-critical grid connection
changes from constant power control to droop control and starts to reduce its power
demand as shown in Fig. 2.21d in order to avoid the collapse of the dc voltage.
2.4.2 Study case 2 – Energy Storage charge
The second scenario, presented in Fig. 2.22, investigates the behavior of the system
when the battery is charging. As before, the initial SoC of the battery is 57% and
the ac grid converter is disabled, the power produced by the PV charging the battery.
The events highlighted in Fig. 2.22 are detailed in the following paragraphs.
Event 1 (Ev1) – ac grid converter is enabled. The ac grid converter is enabled
and a reference of -2.8 kW is set, as shown in Fig. 2.22c. Since both the grid
converter and the PV are injecting power into the dc bus, the rate of charge of the
battery increases in order to maintain the system in equilibrium, as seen in Fig. 2.22a
and Fig. 2.22c. A change in the dc bus voltage level, proportional with the increase
in the injected power, is seen in Fig. 2.22e at the moment of connection, but the final
value is inside the NO band.
Event 2 (Ev2) – battery SoC reaches 60%. The SoC of the battery, shown
in Fig. 2.22a, reaches the 60% limit, which corresponds to the the experimental
SoCh1. Since the charge continues, the converter linearly shifts upward its droop
characteristic, limiting the charge current. Similar to the previous study case, this
generates a linear increase in the voltage, bringing the dc bus voltage towards the
critical high band, as seen in Fig. 2.22e.
Event 3 (Ev3) – dc bus voltage reaches CH band. The dc bus voltage reaches
the critical high band. Since the grid converter is controlled as a pseudo-critical
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element it will automatically shift to droop control and it will start to decrease the
power injected into the dc bus, as seen in Fig. 2.22d.
Ev1 Ev2
Ev3
Ev4
60
70
80
S
oC
[%
]
−6
−4
−2
P
p
v
[k
W
]
0
5
10
P
b
a
t
[k
W
]
−4
−2
0
2
4
P
a
c
[k
W
]
0 100 200 300 400 500
660
680
700
720
Time[s]
V
d
c
[V
]
a)
b)
c)
d)
e)
1
Fig. 2.22: Experimental study case 2. Basic system. Charge of the ES. a) State of charge
of the ES (in percentage). b) Power production of the PV plant (in kW). c) Power impor-
ted/exported by the ES (in kW). d) Power injected by the ac grid converter (in kW). e) dc
bus voltage and the operating bands (in V).
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Event 4 (Ev4) – inversion of power direction. Since the droop of the grid
converter is bidirectional, it allows for the converter to change the sign of its refer-
ence. As shown in Fig. 2.22d, the grid converter independently modifies its power
reference from charging the dc bus to loading it, in order to avoid an overvoltage
situation. In this way the battery can reduce its charging power to zero.
2.5 Conclusions
While supporting the idea of a hierarchical control strategy for MTDC networks, we
have presented in this chapter a new methodology for planning the primary control.
We propose five operating voltage intervals for characterizing the different states of
the network, i.e., normal, alert, and critical. Then, based on these voltage intervals
we designed different droop characteristics for the various elements that might be
encountered in a dc power system. Given the previous discussions about the im-
portance of the ES elements in the future of the power system, particular attention
was paid to the control of the ES elements. For this we defined a droop surface that
depends on the SoC as well as on Vdc.
The simulation and experimental results have shown that controlling the network
in this way introduces more independence and flexibility at the primary control level.
The system can operate without a central controller and, if properly designed, it can
handle situations such as energy storage saturation or converter trips. Moreover,
given the droop characteristic proposed for the ES elements, the system is able to
beautifully manage in a decentralized fashion the balance of energy between the
various ES elements.
The simulation and experimental scenarios considered the cables of the network
as being very short so that they can be ignored when analyzing the behavior of the
system. This resulted in a unique value for Vdc for all the power system, similar to
the frequency in ac grids. This however is not the case in a real system and, as it will
be shown in the next chapter, the resistance of the cables will generate steady state
voltage deviations between the various busses, depending on the power flow that
the lines have to accommodate. Moreover, the reactance of the lines will generate
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transient voltages and need to be taken into account when sizing the system.
Another aspect that requires additional words of caution is the design of the
ES droop surface. In the proposed strategy a linear relationship between the SoC
and the limitation in current is assumed for the SoC-high and SoC-low intervals.
However, this assumption is not valid for any type of ES, as some of them have
very non-linear power dynamics. For example, in the lead-acid batteries used in
the experimental setup, the amount of energy that they were able to provide at a
given SoC was influenced by the rate at which this energy was being used. In other
words, considering the following two scenarios: 1) the battery is charged at SoC0
and discharged at a rate equal to the the nominal current IN , and 2) the battery also
starts at SoC0, but it is discharged at a rate equal to half the nominal current. Given
these two scenarios, the battery will provide more energy in the second case than in
the first. What we are trying to underline here is that, at least in lead-acid batteries,
the SoC is not a direct indicator of the usable energy in the battery. Therefore, in
order to design a control strategy that properly manages the energy reserves of the
battery, all these nonlinearities have to be taken into account.
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3
Design Considerations for Primary Control
W hile the previous chapter offered a detailed picture of how the proposedprimary control should behave and it focused on providing a clear idearegarding the interaction between the different droop characteristics,
this chapter addresses problems related to the design of the system. The relationship
between the size of the voltage operating bands and the parameters of the primary
control is discussed in details. Analytical formulas are developed for estimating the
voltage peaks during transients and then, it is shown how these values can be used
to dimension the primary control of each VSC connected to the network. Further on,
an improved droop control strategy, that attenuates the voltage oscillations during
transients, is proposed. The proposed methods are validated on a meshed dc-grid
proposed in [61]. Starting from the structure of the network and the power rating of
the converters at each terminal, the output capacitors and the primary control layer
are designed together in order to ensure acceptable voltage transients.
3.1 Introduction
Fig. 3.1 shows a typical cascaded structure used for the control of the voltage at
the output of a power converter. The internal loop controls the injected current by
properly changing the duty cycles of the PWM unit. The current controller Ki(s) is a
negative feedback controller and would typically be implemented so that it achieves
zero steady state error; this implies that the converter will perfectly track its current
reference. The outer loop controls the dc-voltage by properly adjusting the reference
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Fig. 3.1: DC-voltage control diagram.
for the current loop.
The advantage of this method is that it can limit the injected current in case
of short circuits and it is preferred to the single voltage loop when used in power
systems applications. Also, if a droop controller is required for the control of the
voltage, any voltage deviation would require a precise current injection; therefore,
a current controller that is able to perfectly track its reference is required for droop
control. The downside of this control structure is that it requires two sensors, one for
the voltage and one for the current, and it is slower than the single loop approach.
The input voltage source Vin can be an ac source corresponding to an ac-grid or
a single ac-generator, such as a wind-turbine, but it can also be a dc source, such
as a battery or a PV generator. Depending on the type of the input voltage source,
the topology of the power converter and also the specific implementation of the two
controllers will be different, but the overall control structure would be the same.
The same control method is also widely used in the control of power convert-
ers connected to ac power system because of the same reason, i.e., it can limit the
current injection in case of short-circuits on the grid side.
3.2 DC voltage droop control dynamics
The previous chapter analyzed the behavior of the droop control from a steady-
state perspective. Now, in order to get a better understanding on the parameters
that interact at the primary control layer, we are going to take a look at the dynamic
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Fig. 3.2: Block diagram of DC-bus voltage controlled by droop.
behavior of the droop-controlled dc-voltage. As it was argued in the previous section
and can also be seen in Appendix A, we chose to control the dc-bus voltage by
regulating the current injected into the dc-bus capacitor. In order to achieve this,
a zero steady-state error current control loop is required, this being easily obtained
using classic control methods as shown in [74]. Taking this into consideration, we
simplified the control structure used in our analysis to the one shown in Fig. 3.2.
Here, we consider that the closed loop dynamics of the current loop are perfect
and the only parameter of interest is its speed. Therefore, we approximated the
closed loop current dynamics with a first order element with time constant Tcl . The
voltage loop is implemented as a droop controller and the parameter of interest is
the equivalent droop resistance rd .
Intuitively, the system of Fig. 3.2 would operate as follows: at steady state,
the current iin injected into the system by the converter is equal to the load current
iout . If iout is suddenly increased, in the first instants, the capacitor will start to
discharge as iin is maintained constant. The decrease in the dc voltage will activate
the voltage droop that in turn will increase the current reference i∗dc. However, iin
will not change instantaneously, but with the dynamics of the current loop. The
initial design problem then becomes: given a certain speed for the current loop of
the converter, the droop resistance and the output capacitor have to be sized so that
the voltage does not go out of the operation limits during transients.
Fig. 3.3 shows the typical evolution of the current injected by the converter and
of the dc voltage after a step change in the load current iout . Both the current and
the voltage responses exhibit a peak overshoot and damped oscillations typical for
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Fig. 3.3: Evolution of the a) current injected by the VSC and b) dc voltage to a step in the
load current.
second order systems. This behavior can be properly characterized by analyzing the
transfer functions emerging from the system shown in Fig. 3.2.
As it can be seen in Fig. 3.2, there are two inputs to the system that can generate
changes in the output current and voltage. The first one is the voltage reference V ∗dc
and the second one is the load current iout . Equation (3.1) shows the relationship
between V ∗dc, the load/disturbance current iout , and the injected current iin, with the
corresponding transfer functions being defined in (3.2) and (3.3).
iin = V ∗dc ·H∗u+ iout ·Hdu (3.1)
H∗u =
C · s
C ·Tcl · rd · s2+C · rd · s+1 (3.2)
Hdu =
1
C ·Tcl · rd · s2+C · rd · s+1 (3.3)
For our analysis, the effect of the changes in V ∗dc on the injected current is not so
critical. This is due to the fact that, as it will be seen in the next chapter, V ∗dc is reg-
58
3.2 DC voltage droop control dynamics
ulated by the secondary control layer and, in order to avoid fast changes, additional
pre-filters can be mounted on the input path. Variations in the load current, on the
other hand, are unpredictable and they can occur in steps; it is their impact on the
injected current and output voltage that we are interested in.
As seen in (3.3), the transfer function from the disturbance current to the actual
injected current is of second order and can be written in the canonical form with the
terms presented in (3.4).
ξ =
√
rd ·C
4Tcl
ωn =
√
1
rd ·C ·Tcl (3.4)
There are a few important aspects that can be observed from these expressions.
If the time response of the current loop is fast, i.e., Tcl very small, then the response
of the system is approximately the one of a first order system with a time constant
equal to rd ·C. From (3.4), it can be observed that if rd ·C > 4Tcl , the system will
experience an overdamped response, therefore there will be no overshoot in the
current response; otherwise, the damping of the system can be improved either by
making the current loop faster, therefore decreasing Tcl , either by increasing rd or
C.
As seen in Fig. 3.3a, the current response will experience a peak value Ipk. Using
the procedure presented in Appendix B, for a unit step in iout , the peak current
injected by the converter is obtained as shown in (3.5). For safety reasons, this
value has to be smaller than the peak rating of the converter.
Ipk = 1+ e
−π·
√
rd ·C
4Tcl−rd ·C (3.5)
Further on, by taking the transfer functions of the systems interacting in Fig. 3.2
we can determine the expression of the output voltage, as shown in (3.6). We can
see from (3.8) that the effect of the disturbance on the dc voltage is of a second order
system with an additional zero. As previously, a fast current loop would transform
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the system into a first order system with the time constant imposed by rd and C.
Vdc = V ∗dc ·H∗y(s)+ iout ·Hdy(s) (3.6)
H∗y(s) =
1
C ·Tcl · rd · s2+C · rd · s+1 (3.7)
Hdy(s) = − rd · (Tcl · s+1)C ·Tcl · rd · s2+C · rd · s+1 (3.8)
According to (3.8), the steady state gain of the system is equal to rd , that is,
the steady state voltage offset is equal to the product between the droop resistance
and the load current, as highlighted in Fig. 3.3b. Meanwhile, the peak value of the
voltage during transients Vpk can be calculated in a similar fashion to Ipk by making
use of the formulas presented in the Appendix B, as shown in (3.9). The terms
of (3.9) are defined in (3.10) based on the natural frequency ωn and damping ξ
introduced earlier in (3.4).
Vpk =−rd ·
(
1− e−ξωntpk · (cos(ωd · tpk)+β · sin(ωd · tpk))) (3.9)
tpk =
1
ωd
·
[
tan−1
(
− Tcl ·ω
2
n
ωd +ξ ·ωn ·β
)
+π
]
ωd = ωn ·
√
1−ξ 2
β =
ξ√
1−ξ 2 −Tcl ·ωd −
ξ 2√
1−ξ 2 ·Tcl ·ωn (3.10)
As seen in Fig. 3.3b, in the case of a sudden increase of load, Vpk will be con-
siderably smaller than the nominal dc voltage. Considering the definition of the
voltage operating bands from the previous chapter, Vpk should remain inside the
safety operating bands during transients.
Sudden increases of load are atypical events in the power system, as the load
power is usually slowly ramped up. However, a rather possible occurrence is the
sudden decrease of load as a result of a trip. In this case, the voltage peak Vpk
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Fig. 3.4: Block diagram of two converters connected through a long cable or overhead line.
will be larger than the nominal value and, if the system is not properly sized, it can
damage the power converter.
3.3 Effect of connecting cable on droop control dynamics
In the previous section we have shown how a change in the load current will create
overshoots, both in the current injected by the converter and in the voltage across
the output capacitor. However, the step change in the load current was considered
near to the output capacitor which is typically not the case in a real system.
A more common scenario would be the one shown in Fig. 3.4: one converter
acting as load is connected to the generating-converter through a long cable or over-
head line. In the presented system, the converter at terminal 2 (T2) acts as load
draining the dc-bus with the current iout , meanwhile, the converter at terminal 1
(T1) regulates the voltage through a droop control loop as in the previous section.
Before advancing, a few things regarding the cable model should be pointed
out. In ac systems the π-model is considered suitable for cable lengths up to 50
km and overhead lines up to 170 km [48]. Therefore, for modeling longer lines,
multiple π-sections have to be chained together as shown in Fig. 3.4. According
to [75] the cascaded π-section model performs rather well only up to the frequency
range of 3-4kHz. However, this is more than enough for dc systems, where the large
capacitor at the output of the VSC will dominate the high frequency dynamics of
the equivalent impedance seen from the terminals of the VSC. Moreover, for large
enough dc-bus capacitors, modeling the line by using one single π-section will give
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Fig. 3.5: Equivalent impedance seen by the VSC when connected to a 250 km cable. Cable
modeled using a single π-section (triangle markers) and five π-sections (dashed).
the same impedance characteristic as when using multiple sections.
Fig. 3.5 shows the equivalent impedance seen by a VSC converter connected
to a 250 km cable. The cable is considered as part of a 400 kV system and its
parameters per unit of length are shown in [49]. Two models are considered for the
cable. One using a single π-section for the whole 250 km section, marked with a
solid line and triangular markers in Fig. 3.5, and one using five cascaded π-sections
– one for every 50 km – marked with a dashed line.
The value of the equivalent capacitance for a 50 km section Cπ−50km, i.e., 4.76µF
for the cable data provided in [49], is used as a reference point and the value of the
output capacitor of the VSC is varied according to C = n ·Cπ−50km.
It can be seen that, even for values as small as n = 20, the difference between
the two models starts to be insignificant, the high frequency peaks being dominated
by the output capacitor. For values of n in the range of hundreds, the size of the
VSC’s output capacitor arrives at a few mF (values that are typically found in the
literature) and, as it can be seen in Fig. 3.5, the two models for the cable are almost
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Fig. 3.6: Block diagram of DC-bus voltage controlled by droop with the load connected at
the end of cable.
identical.
This being said, if we consider the converter at T1 in Fig. 3.4 to be droop con-
trolled and we model the cable through a single π-section with the shunt capacitors
lumped together with the dc-bus capacitors of the two converters connected at each
end of the line, the system in Fig. 3.6 is obtained.
The behavior of this system will be considerably different from the one presen-
ted in the previous section, mainly due to the low frequency resonance appearing
between the parasitic cable inductor and the large capacitor at the output of the
VSC.
Fig. 3.7 shows a typical evolution of the current iin injected by the converter at
T1, as well as of the voltages at the two ends of the cable for a step in the load
current iout . The scenario discussed in the previous section, in which the cable was
not included in the analysis, is added to the figure with a dashed green line for
comparison.
The first thing that we should notice from Fig. 3.7 is that the voltages at the two
ends of the cable have now different steady state values. The deviation in Vdc1 is
dictated only by the droop resistance rd ; meanwhile, the voltage Vdc2 at T2 experi-
ences an additional offset due to the current flowing through the resistance Rc of the
connecting line.
The dynamic behavior of the system is also greatly influenced by the presence
of the cable. Larger transients, in both the injected current and the two dc-voltages,
can be observed in Fig. 3.7. As expected, the largest voltage overshoot appears at
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Fig. 3.7: Evolution of the a) current injected by the VSC and b) dc voltage at the two ends
of the cable after a step in the load current.
the terminal where the load change occurred; for the case presented in Fig. 3.7, this
is the overshoot of the voltage at T2, namely V2pk.
The method described in the previous section for calculating the overshoots in
the system cannot be applied for obtaining V1pk nor V2pk; this is due to the fact that
the transfer functions from iout to Vdc1 and Vdc2, for the complete system, are of high
order and cannot be easily approached analytically.
An interesting aspect to analyze is the dynamic evolution of Vdc2 for different
values of droop resistance used in the voltage-control strategy at T1. Fig. 3.8 shows
the evolution of Vdc2 after a step change in the load current iout for different values
of droop resistance used at T1. The case when Vdc1 is considered a constant voltage
source is added for comparison.
The first thing to note is that, as the size of the droop resistance used at T1 in-
creases, also the steady state deviation from the nominal voltage increases. Another
important aspect to notice is the effect of the droop resistance on the attenuation
of the voltage oscillations. Using larger values for the droop resistance at T1 will
damp faster the voltage oscillations that appear at T2. It can be seen in Fig. 3.8
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Fig. 3.8: Evolution of the dc-bus voltage Vdc2 for different values of droop resistance used
in the voltage control at T1 .
that Vdc2 is the most oscillatory when the voltage at T1 is maintained constant. This
is in accordance with our previous observation, as constant voltage control can be
theoretically seen as a droop controller with rd equal to zero.
According to Fig. 3.8, while even a small increase in the size of the droop res-
istance has a considerable effect on the attenuation of voltage oscillations, they have
almost no effect on the firs peak of the transient V2pk. Therefore, we can assume
that V2pk is independent of the size of the droop resistance for small values of rd . In
this way, by considering the system connected to a constant voltage source at T1, as
shown in Fig. 3.9, we can obtain an analytical approximation for V2pk.
For the system presented in Fig 3.9, the relationship between Vdc2 and iout is
described by (3.11) and (3.12). The equivalent transfer function corresponds to a
second order with an added zero and, for this type of transfer function, the method-
ology presented in Appendix B can be used in order to calculate its overshoot.
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Fig. 3.9: Perturbation at the end of a cable connected to a voltage source
Vdc2 = iout ·Hc(s)
Hc(s) = k · ω
2
n · (a · s+1)
s2+2ξωns+ω2n
(3.11)
a =
Lc
Rc
, ωn =
√
1
Lc ·C
k = Rc, ξ =
√
R2c ·C
4 ·Lc
(3.12)
The analysis of a system composed of two terminals connected by a cable,
presented in this section, provides some insight on how the different parameters
affect the behavior of the system. This knowledge can be used as a starting point
for sizing the dc-bus capacitors of the system. For a meshed MTDC network these
methods have to be complemented by simulations in a software like Matlab/Simulink
or PSCAD, as the dynamics of the voltage at each point in the power system are
highly inter-coupled, resulting in a more complex behavior than the one described
here.
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3.4 Effect of C and Tcl on the system dynamics
The analysis of the the droop resistance effect on the voltage oscillation in Fig. 3.8
provided some useful insight on how tuning this parameter will affect the system
response. However, besides the value of the droop resistance, we identified two
other important parameters involved in the dynamics of the system. The first one
was the time constant of the internal current loop of the converter Tcl .
The effect of Tcl on the voltage was rather clear when analyzing the behavior
of a single converter: the smaller Tcl is in comparison with rd ·C, the response of
the system will resemble more the one of a first order system . The intuition on the
impact of Tcl on the voltage dynamics after the cable is added to the analysis is not
so straight forward.
Fig. 3.10 shows the evolution of the voltage at T2 for the two-point system
presented previously in Fig. 3.4. The voltage at T1 is regulated using droop control
and the time constant Tcl of the internal current loop is varied from very small values
to very large values. The case when the voltage at T1 is constant is added to the plot
as a reference-base for comparison.
The first thing that has to be noticed is that, for very large values of Tcl , that
is to say if the current loop of the converter is very slow, the voltage response is
considerably distorted. If the speed of the the current loop is increased, i.e., the
smaller Tcl is, the response of the system approaches the one of a damped second
order system with the frequency of the oscillations equal to the constant voltage
case.
Also, it is interesting to observe that, regardless of how fast the current loop at
T1 is, it has very little effect on the first voltage sag V2pk.
This can be better understood by looking at the bode diagram of the transfer
function between Vdc2 and iout , as shown in Fig. 3.11. First, let us analyze the case
when the voltage at T1 is constant. In this case, a single resonance peak can be
seen in the bode diagram and it is given by the interaction between the parasitic
inductance of the cable and the output capacitor at T2, as approximated by (3.13).
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Fig. 3.10: Evolution of the dc-bus voltage Vdc2 for different values of time constant Tcl used
in the voltage control at T1.
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Fig. 3.11: Bode diagram of the transfer function between iout and Vdc2 for different values
of time constant Tcl used in the voltage control at T1.
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Fig. 3.12: Evolution of the dc-bus voltage Vdc2 for different capacitor values C1 used at the
output of T1.
The steady state is influenced only by the resistance of the cable.
ω ≈ 1√
Lc ·C2
(3.13)
In the cases when droop control is employed at T1, for large values of Tcl , an-
other resonance peak can be observed in Fig. 3.11. This is mainly due to the poorly
damped control of Vdc1.
We have shown in Section 3.2 that for a single converter, when the voltage loop
is closed around the slow current loop, oscillations are introduced into the system
at the frequency defined in (3.14). We can approximate the frequency of the second
peak to this value, but for large Tcl this would be a rather rough approximation. This
is because that, while the second resonance peak is mainly influenced by the control
at T1, the cable dynamics and the dynamics of the voltage at T1 are not completely
separable; the closer the two resonating frequencies, the more they will influence
each other.
ω ≈ 1√
rd ·C1 ·Tcl
(3.14)
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Fig. 3.13: Evolution of the dc-bus voltage Vdc2 for different capacitor values C2 used at the
output of T2.
It can be observed that, as Tcl decreases, the second resonance peak flattens and
its influence on the first resonance peak disappears. As can be seen in Fig. 3.11
the blue and magenta curve have only one resonance peak at the natural oscillating
frequency of the cable.
What needs to be taken from all this is that, in order to avoid introducing addi-
tional oscillations into the system, Tcl has to be chosen small enough so the control
of the voltage is faster than the natural oscillations of the cable connecting the two
terminals.
The same thing is also expected when analyzing the impact of the capacitor size
connected at T1, i.e., C1, on the voltage evolution at T2. As seen before, C1 appears
only in the expression of the second resonance peak. Similar to Tcl , too small values
would introduce additional oscillations into the system, as the two resonance peaks
are getting closer together. Increasing C1 will remove the second resonance peak,
but, overall, it will have almost no effect on the first voltage sag experienced by Vdc2,
as it can be seen in Fig. 3.12.
Looking at the impact of rd , C1, and Tcl on the voltage overshoot at T2, we can
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safely conclude that there is not much that can be done when sizing the parameters
for T1 in order to reduce V2pk.
Given a fixed cable length connecting the two terminals, the only way to reduce
V2pk is by increasing the capacitor size connected at the T2. Fig. 3.13 shows the
evolution of Vdc2 for different values of capacitance used at T2. As expected, the
larger the size of the capacitor, the smaller the first voltage dip will be. Also, as the
size of C2 increases, the damping of the system is improved as, now, there is more
inertial energy closer to the load terminal.
3.5 Study case
In order to show how the presented methods can be used in the sizing of the primary
control, we will take an arbitrary network and provide a step by step methodology
in order to address some of the issues that might appear. Starting from the network
topology, we will first provide an initial design based on the information available
at the moment in the literature and then we will improve this design by making use
of the methods shown previously.
3.5.1 Network topology
For our study case, we considered a hypothetical five-terminal dc-network proposed
in [61] and reproduced here in Fig. 3.14. The reason why we selected this network
is because its highly meshed structure, combined with the isolated position of T5,
will yield some interesting conclusions further on. Since our work is focused only
on the behavior of the dc-network, we did not include the sources of energy to which
the power converters are connected. Either the primary source is an ac-grid, a wind
turbine, a PV-plant, or a battery it does not matter to our analysis; the only important
aspect is the speed of the internal current loop and the behavior of each terminal,
i.e., whether the terminal is controlled using a droop strategy or as constant power.
In the original work that proposes the network of Fig. 3.14, two of the VSC-
HVDC terminals (i.e., T3 and T5) are operated in constant power control mode,
whereas the other three terminals participate in the dc voltage droop control. The
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1
Fig. 3.14: Meshed MTDC network with droop-based primary control used in the simulation
scenarios.
Table 3.1: MTDC network parameters
Terminal No. T1 T2 T3 T4 T5
PN[MW] 900 800 1000 750 1200
V ndc[kV] 400 400 400 400 400
Node Type Droop Droop ct. P Droop ct. P
nominal operating voltage of the network is considered to be 400 kV. These aspects,
together with the power ratings of each terminal, shown in Table 3.1, have been
considered as the premises of our analysis.
The length of the cables connecting the five terminals used in [61] has also
been maintained and, in order to obtain their equivalent π-models, the values of
resistance, inductance, and capacitance per unit of length given in [49] have been
used. In this way the equivalent cable models shown in Table 3.2 were obtained.
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Table 3.2: MTDC network cables - equivalent π-model parameters
Cable Z12 Z13 Z14 Z23 Z34 Z45
l[km] 80 200 125 160 160 250
R[Ω] 0.76 1.9 1.19 1.52 1.52 2.38
L[H] 0.169 0.422 0.264 0.338 0.338 0.528
C[µF] 7.624 19.06 11.91 15.25 15.25 23.83
3.5.2 Initial design
Output capacitor size
Given the initial structure of the network and the power rating of each terminal, the
remaining hardware parameters of the initial design are the size of the capacitors
used at the output of each of the converters, i.e, C1...C5. The literature on this topic
is highly insufficient. The only resource found regarding this aspect is the work of
the CIGRE work-group on HVDC and Power Electronics in [49]; here, the size of
the output capacitor is linearly increased with the power rating of the converter so
that a per-unit capacitance of 60 ms is connected at each terminal. We used the same
approach for the initial sizing of the dc-bus capacitors. Taking the rated power of
each converter we can pass from p.u. values to farads by making use of (3.15). The
values obtained for the five capacitors are shown in Table 3.3.
C =
∆t ·P
0.5 ·V 2dc
(3.15)
Table 3.3: Capacitors connected at the output of the VSCs - CIGRE values
Terminal No. T1 T2 T3 T4 T5
C[mF] 0.675 0.6 0.750 0.5625 0.9
Voltage operating bands
Once the hardware parameters have been set, the operating voltage bands used in
the primary control have to be decided. The typical allowed voltage deviation for
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Table 3.4: Operating bands used for primary control
Operating Band % kV
CL 5 340 – 360
SL 5 360 – 380
NO 10 380 – 420
SH 5 420 – 440
CH 5 440 – 460
normal power flow encountered in the literature is ±5%, as reported in [45, 60, 76].
We used the same value for the NO band and allowed another 5% for each of the
safety and critical bands. Overall, this sets the maximum allowed voltage V chdc at
15% higher than the nominal; and similarly, the lowest allowed voltage V cldc at 15%
lower than the nominal.
In practice, V chdc and V
cl
dc should be selected based on the rating and overvoltage
capabilities of the converters connected to the network. Since such information is
not readily available for large power converters, we settled for the value of 15%,
given the fact that works such as [10] show voltage transients 20% higher than the
nominal voltage for high power multi-modular converters.
Given the operating bands summarized in Table 3.4, we can build the droop
characteristics for the five converters as described in the previous chapter. These
characteristics are shown in Fig. 3.15: T1, T2, and T4 are controlled by bidirec-
tional droops and are responsible for regulating the voltage. Meanwhile, T3 and
T5 are controlled as constant power nodes, which corresponds to a critical droop
characteristic.
Time constant of the current loop Tcl
The achievable speed of the current loop is an important parameter in the sizing of
the system and can vary substantially depending on the topology of the converter
and the control structure.
Classic two level converters have to reduce their switching frequency as the
power rating increases due to the switching losses and this, unavoidably, reduces
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the speed of the current loop. On the other hand, modern multi-modular converters
will respond faster due to the reduced filter size.
For our analysis, we imposed the bandwidth for the current loop to be at 200
Hz, as it can be considered achievable also for converters switching at very slow
frequency.
3.5.2.1 Steady state analysis
When analyzing the steady state interaction between the various droops in Chapter 2
we always ignored the resistance of the connecting cables. In this way, the steady
state value of the voltage was easily predicted as it was influenced only by the droop
gains. In practice, besides the droop values, the network topology also influences
the operating point reached by the voltage at each bus; therefore, estimating the
steady state voltage is not so straight forward as before.
The method developed by Haileselassie in [44] addresses exactly this issue, but
before we can see how this can be applied, we need to pass all the involved para-
meters to vector format.
The voltage, treated in Chapter 2 as a unique value for all the network, now
becomes a vector Vdc that contains the voltage at each bus in the network. In order
to differentiate scalars from vectors or matrix quantities, boldface symbols will be
used for the latter throughout the thesis. Similarly, as shown in (3.16), P and P∗
represent the power measurement and reference for each terminal and V∗dc represents
the voltage reference for each unit involved in the primary control. For the moment,
V∗dc is considered equal to the nominal voltage of the network. As it will be seen
in the next chapter, V∗dc is handled by the secondary control in order to regulate
the voltage profile of the network and to restore the voltages to the NO band after
transients.
P =

P1
...
Pn
 Vdc =

Vdc1
...
Vdcn
 P∗ =

P∗1
...
P∗n
 V∗dc =

V ∗dc1
...
V ∗dcn
 (3.16)
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When working with networks, a method for describing the topology of the net-
work is required. While graph theory offers several mathematical tools for quan-
tifying node incidence, the nodal admittance matrix Y is the most used in power
systems analysis. In dc systems, resistance is the steady state characteristic of the
connecting cables. Therefore, the admittance matrix is replaced by the conductance
matrix G, defined in (3.17), where gi jis the equivalent conductance of the cable
connecting node i to node j.
Gi j =

∑nj=1 gi j if i = j
−gi j if i ̸= j and iadjacent to j
0 if i ̸= j and inot adjacent to j
(3.17)
The droop gains are also grouped in a vector Kd as shown in (3.18).
Kid =
 1rd if node i is droop controlled0 if node i is constant power (3.18)
Another important quantity when analyzing the steady state behavior of dc-
networks is the Jacobian matrix of the grid defined in (3.19). Jdc relates the small
deviations in voltage to the deviations in power flow and it is obtained by differen-
tiating the power flow equations of each terminal in the network with respect to the
nodal voltages. A more simple way to calculate the Jacobian, making use of the
quantities defined so far, is provided in [61] and reproduced here in (3.20).
Jdc =
∂P
∂Vdc
(3.19)
Jdc =diag(Vdc) ·G+diag(G ·Vdc) (3.20)
Having defined all the required matrices and vectors, the deviations in the net-
work voltages ∆Vdc – given a certain deviation in the power reference ∆P∗ – can be
calculated as shown in (3.21). Using this relationship, we can calculate how much
the voltage will deviate from the nominal value if the power reference for any of the
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terminals changes.
∆Vdc = [Jdc+diag(Kd)]−1 ·∆P∗ (3.21)
Taking the values of the cable resistances for the network presented in Fig. 3.14,
we obtain the conductance matrix shown in (3.22).
G =

2.6842 −1.3158 −0.5263 −0.8421 0
−1.3158 1.9737 −0.6579 0 0
−0.5263 −0.6579 1.8421 −0.6579 0
−0.8421 0 −0.6579 1.9211 −0.4211
0 0 0 −0.4211 0.4211

(3.22)
For each terminal we will calculate the steady state voltage for different loading
scenarios of the network. First, we will consider the converter at T3 operating at full
load, then the converter at T5, and finally both the converters operating at the rated
load values, as shown by the corresponding vectors in (3.23).
Vdc =

400
400
400
400
400

kV∆P∗1 =

0
0
1000
0
0

MW∆P∗2 =

0
0
0
0
1200

MW∆P∗3 =

0
0
1000
0
1200

MW
(3.23)
Using (3.18) and (3.20) we can calculate the remaining terms of equation (3.21),
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Table 3.5: Analytical estimation of the steady state voltages compared with simulation res-
ults for different scenarios of network loading
∆P∗1 ∆P
∗
2 ∆P
∗
3
Analytical
estimation
Simulation
results
Analytical
estimation
Simulation
results
Analytical
estimation
Simulation
results
Vdc1 [kV] 391.8886 391.8606 390.5585 390.3541 382.4471 382.2093
Vdc2 [kV] 391.8305 391.8011 390.8802 390.6901 382.7106 382.4906
Vdc3 [kV] 390.4723 390.4096 390.1374 389.9135 380.6097 380.2698
Vdc4 [kV] 391.7811 391.7507 389.0577 388.7842 380.8388 380.4944
Vdc5 [kV] 391.7811 391.7507 381.9327 381.3102 373.7138 372.8492
i.e., Kd and Jdc.
Kd =

45
40
0
37.5
0

MW
kV
(3.24)
Jdc =

1073.6842 −526.3158 −210.5263 −336.8421 0
−526.3158 789.4737 −263.1579 0 0
−210.5263 −263.1579 736.8421 −263.1579 0
−336.8421 0 −263.1579 768.4211 −168.4211
0 0 0 −168.4211 168.4211

MW
kV
(3.25)
Using (3.21) together with (3.22)–(3.25), we can calculate the steady state net-
work voltages for the three cases. Table 3.5 shows the obtained results compared
with the steady state values obtained by simulating the corresponding load-flow
scenarios in Matlab/Simulink. The largest difference between the values obtained
from (3.21), when compared with the simulation results, is of 0.23%, and can be
accounted to numerical imprecision, especially when calculating the inverse of the
Jdc+diag(Kd) term.
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Analyzing the steady state behavior of the network voltages is important in order
to asses if the height of the operating bands has been properly selected. As can be
observed from Table 3.5, when only one of the loads is connected – either at T3,
either at T5 – the voltages of the network will settle in the selected NO band, i.e.,
380 kV – 420 kV. On the other hand, when the network is fully loaded (load at T3
and at T5 connected at the same time) the voltage at T5 will go outside of the NO
band.
This goes against our definition of the operating bands: the NO band should
include all normal power flow scenarios, meanwhile, the safety bands are reserved
for transients. However, there is very little that can be done about it, as the steady
state voltage is influenced by the structure of the network (which is usually fixed)
and by the values of the droop resistances. One could decrease the value of the droop
resistances in order to reduce the steady state voltage offset, but, as it was shown
previously in Fig. 3.8 of Section 3.3, this will make the system more oscillatory,
creating problems during transients.
Another option is to have a secondary control layer that periodically evaluates
the state of the network and restores the voltages to the NO band. The behavior of
the secondary control and how it can optimally recalculate the operating point of the
primary is addressed in the next chapter.
3.5.2.2 Dynamic analysis
From the steady state point of view this initial design seems to be satisfying. How-
ever, this is not the case when we look at the dynamic behavior of the system.
Fig. 3.16 shows the evolution of the nodal voltages and power injections at each
terminal after a step in the load power at T5.
Initially, there is no power flow in the network and all the voltages are at the
nominal value; then, after 0.5 seconds, the power at T5 is increased from 0 to
1200 MW. While step increases in the load are not typical events in a power system
(usually the power is slowly ramped up or down), a sudden decrease of load can oc-
cur as a result of a converter trip or other faults in the network. Therefore, analyzing
the transients for step changes makes sense; moreover, the response to step changes
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is the standard approach in control theory for investigating the dynamic behavior of
a system.
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Fig. 3.16: 1200 MW step in the load power at T5. Evolution of the a) nodal voltages and b)
power injections during transients.
A few things have to be noticed in Fig. 3.16. Firstly, the steady state voltages
reach the values predicted in the previous section, remaining inside the NO band.
Secondly, we can see that Vdc5 has a very oscillatory behavior and the first two peaks
are not only outside of the SL band, but also outside of the CL band, i.e., 340 kV
– 360 kV. Such a large transient is unacceptable and it could damage the power
converter in case of a load trip.
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It is interesting to see how the operating point of each droop evolves during
transients. In Chapter 2 we always showed the operating point linearly sliding along
the droop characteristic. As can be seen in Fig. 3.17, this is not really the case. After
the load change, the operating point of each droop follows a rather complicated
trajectory before reaching the new value. The power saturation of the converter at
T4 during the transient is more obvious in this representation and also the violation
of the operating bands by the operating point of droop 5.
Looking at the structure of the network, an oscillatory behavior of Vdc5 was
expected. The isolated position of the terminal, the long cable connecting it to T4
and its high power rating (compared with the power rating of T4) are all clues that
indicate that Vdc5 will be rather sensitive to any power change. As we saw in the
previous section, the best way to reduce the peak of the voltages during transients is
to increase the capacitor size. We will present next a sizing method that takes into
account the height of the operating bands chosen for the primary control.
3.5.3 Sizing of output capacitors
In Section 3.3 we have shown that for a point to point connection, the first peak in
the voltage transient, after a step in the current at the end of the cable, is independent
of the droop resistance. As argued earlier, this is true only if the value of the droop
resistance is maintained inside reasonable practical values and does not hold for
theoretical values such as rd → ∞. This simplification allowed us to consider the
cable connected to a constant voltage source and to estimate the overshoot in the
voltage by approximating the system with a second order system with an additional
zero.
For such a system, the peak unit-increase in voltage after a unit-increase in cur-
rent – quantity that we will name peak impedance Zpk– can be calculated using the
formulas given in the Appendix B, as shown in (3.26). Some books on power sys-
tems analysis, such as [77], define a similar quantity – named characteristic line
impedance Zc– when presenting the traveling wave equations and the voltage and
current transients. The main difference between Zpk and Zc is that in the definition
of Zpk we also take into account the resistance of the line, which in dc-systems is
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more significant than in ac-systems. Then, we compute Zpk in the time domain by
taking the ratio between the current and the peak voltage in order to obtain a very
precise description.
The terms that appear in (3.26) depend only on the parameters of the cable (Rc,
Lc) and the total capacitance connected at the end of the cable (output VSC capacitor
+ cable parasitic capacitance Cc) and they are defined either in (3.12), either can be
easily deduced by making use of the definitions listed in the Appendix B.
Zpk(Rc,Lc,Ctot) =−k ·
(
1− e−ξ ·ωn·tpk (cos(ωd · tpk)+β · sin(ωd · tpk))) (3.26)
Zpk is a useful quantity as it relates the peak voltage with the current injection at
a terminal. If a terminal is initially at a voltage Vdc and suddenly a load current I is
subtracted from that terminal, the peak in the voltage can be calculated as shown in
(3.27).
∆V = Zpk · I
Vpk = Vdc−∆V (3.27)
However, it is quite often that in power systems we know the injected or ab-
sorbed power at a terminal and not the current.In this case, the linear relation given
by the peak impedance becomes a quadratic equation as shown in (3.28), where P
is the load power at the terminal and Vdc is the voltage before P is connected.
∆V = Zpk · PVpk
V 2pk−Vpk ·Vdc+P ·Zpk = 0 (3.28)
We can apply this approach in our study case in order to estimate the peak
voltage at terminal 5 when a load of 1200 MW is suddenly connected. For this,
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we have to firstly obtain the parameters required for calculating Zpk. Since there is
only one cable connected to T5, namely Z45 (see Table 3.2), it is rather easy to estim-
ate the terms for calculating the peak impedance, as shown in (3.29). Here, we used
the notation Zi j.R, Zi j.L, and Zi j.C to refer to the equivalent π-model parameters of
the cable connecting node i to node j. Zi j has been defined earlier in Table 3.2.
Rc = Z45.R
Lc = Z45.L (3.29)
Ctot = C5+Z45.C
Using the values shown in (3.29) together with (3.26) and (3.28) we obtain that,
if the network is in zero power-flow state (i.e., all the bus voltages are equal to
the nominal voltage of 400 kV) and a load of 1200 MW is suddenly connected at
T5, then Vdc5 will reach a minimum point of Vpk5 = 303.35 kV. This is exactly the
scenario shown previously in Fig 3.16 and, as it can be seen, the peak in the voltage
at T5 (i.e., the lowest value of Vdc5) is below 305 kV, so our estimation is not that
far off.
Given the fact that we now have a direct relationship between C5 and Vpk5 we
can plot one against the other, as seen in Fig. 3.18. In this plot, we can see how
the peak voltage at T5 during the sudden connection of a 1200 MW load reduces
exponentially as C5 increases. It can be seen from the plot, that in order for the
overshoot to be inside the defined CL band we need a capacitor of at least 2 mF and
if we want Vpk5 to be inside the SL band, C5 has to reach a value larger than 4 mF.
This method for estimating the voltage overshoot can be applied also to the
other terminals of the network. However, the extrapolation is not immediate, as
the other terminals of the network are connected to more than one cable. A good
approximation can be obtained if we consider all the cables connected to a terminal
as being connected in parallel. In this way, the parameters required for calculating
Zpk at each terminal can be computed from the corresponding cable parameters, as
summarized in Table 3.6.
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Fig. 3.18: Peak voltage at T5 during 1200 MW load step for different values of C5.
Table 3.6: Parameters required for calculating Zpk for each terminal.
Rc Lc Ctot Zpk
T1 Z12.R||Z13.R||Z14.R Z12.L||Z13.L||Z14.L C1+Z12.C+Z13.C+Z14.C 10.8542
T2 Z12.R||Z23.R Z12.L||Z23.L C2 +Z12.C+Z23.C 13.5576
T3 Z23.R||Z13.R||Z34.R Z23.L||Z13.L||Z34.L C3+Z23.C+Z13.C+Z34.C 12.4040
T4 Z14.R||Z34.R||Z45.R Z14.L||Z34.L||Z45.L C4+Z13.C+Z34.C+Z45.C 13.8477
T5 Z45.R Z45.L C5 +Z45.C 24.4317
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Table 3.7: Analytical estimation of the peak voltages compared with simulation results for
transients at each terminal of the network
Transient
location
Pload
[MW]
Vdc[kV]
estimated
Vdc[kV]
simulation
Error [%]
T1 900 373.8714 373.5199 0.0941
T2 800 370.7451 370.2969 0.1210
T3 1000 366.1205 365.8876 0.0637
T4 750 372.0879 372.0797 0.0022
T5 1200 303.3534 304.2558 0.2966
In order to validate this approach we simulated the network in Matlab/Simulink;
starting with the network in zero-power flow state (i.e., all the voltages equal to
400 kV), we sequentially triggered at each terminal a sudden load connection equal
to the nominal power rating of the converter. Then, we measured the lowest value
reached by the voltage at the terminal where the connection was performed. This
data is compared in Table 3.7 with the values obtained analytically by applying
(3.28) on the Zpk values presented earlier in Table 3.6.
As can be seen in Table 3.6, the differences between the values obtained by sim-
ulation and the values obtained with the proposed method are smaller than 0.3%,
therefore, we can consider the method to be quite accurate despite the several ap-
proximations.
Having now an analytical relationship between Vpk and C for each terminal of
the network, we can once again plot the two together, as seen in Fig 3.19. From these
plots we can then select the size of the capacitor to be connected at each terminal in
order to ensure that a certain voltage limit is satisfied during transients. For example,
in order to ensure that all the transients remain inside the safety band, we selected
the values displayed in Table 3.8 for C1..C5. Slightly larger values were selected
in order to account for the approximations considered when developing the method.
For comparison purposes we added also the time constant of these capacitors.
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Table 3.8: Capacitors connected at the output of the VSCs - taking into account transients
Terminal No. T1 T2 T3 T4 T5
C[mF] 0.5 0.5 0.75 0.5 5.0
C[ms] 44.44 50 60 53.33 333.33
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Fig. 3.19: Peak voltage at T1..T4 for different values of C1..4.
Comparing the values of Table 3.8 with the initial capacitor values, we can see
that C1,C2, and C4 were oversized in the initial design, while C5 was extremely
undersized. This leads us to the conclusion that the size of the output capacitor is
not only related to the power rating of the converter, but also to its position in the
network. We can see the extremely large difference between C3 and C5 even though
the power ratings of the two converters is almost equal. This is due to the fact that
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the converter at T3 is strongly connected to the network by three cables, each of
them ending at a terminal where the voltage is regulated. The converter at T5 on
the other hand has an isolated position and its power rating is much higher than the
neighboring terminal. Therefore, it requires more capacitance in order to gain some
time until the perturbation propagates to the other terminals of the network and they
start to participate in the voltage regulation.
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Fig. 3.20: 1200 MW step in the load power at T5. Evolution of the a) nodal voltages and b)
power injections during transients.
In order to see the improvements in the dynamics of the system, we simulated
once again the scenario shown previously in Fig. 3.16, i.e., all the network busses are
initially at the nominal voltage and after 0.5 seconds a step of 1200 MW is applied
to T5.
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The evolution of the network voltages and the power injection at each terminal
is shown in Fig. 3.20. As can be seen in the figure, the transient response of the
voltage at T5 has greatly improved and the first overshoot remains inside the SL
operating band.
The improvements in the system behavior are also obvious if we look at the
evolution of the operating points of the converters in the droop plane, as seen in
Fig. 3.21. None of the converters reaches saturation and the trajectory followed for
reaching the new operating point is less oscillatory.
3.6 Droop control with dynamic damping
We have shown in the previous sections that the size of the capacitors has a very
strong impact on the dynamic response of the system. Increasing the value of the
output capacitor is the only way to significantly reduce the first overshoot that occurs
during the sudden connections or disconnections. A larger capacitor also provides
better voltage damping, but not only a large capacitor has this effect. As was men-
tioned earlier in Section 3.3, the value of the droop resistance has also a considerable
effect on the attenuation of voltage oscillations. A larger droop resistance will damp
the oscillations faster, but it will also impose a larger steady-state voltage deviation.
On the other hand, a smaller droop resistance will provide less damping, but it has
the advantage of reduced steady-state voltage deviations.
We will analyze next how this aspect can be used in order to create a new droop
controller that provides better damping during transients without affecting the steady
state behavior.
3.6.1 Proposed droop control with dynamic damping
Let us consider again the two-terminals system shown in Fig. 3.6. We know from
the previous sections that the frequency of the oscillations in Vdc2 can be accounted
almost entirely to the interaction between the parasitic inductance of the cable and
the output VSC capacitor, given that the speed of the current loop controller at T1 is
fast enough.
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Fig. 3.22: Design of the droop control with damping.
Also, we have seen in Fig. 3.8 the impact of the droop resistance rd on the time
domain evolution of Vdc2. The same conclusions can be reached by looking at the
frequency dependence of the equivalent impedance Zc seen from T2.
Zc =C||(Rc+ s ·Lc) (3.30)
First, we will consider Zc for the case when Vdc1 is constant, as shown in (3.30).
We expect the steady-state gain to be influenced only by the cable resistance Rc, but
as frequency increases the parasitic inductance of the cable will start to resonate with
the capacitor at the output of the converter, creating a peak in magnitude at ωosc, as
defined in (3.31). The value of the cable resistance does not influence too much
the resonating frequency, therefore (3.31) can be safely approximated by (3.32). A
typical Zc, plotted in the frequency domain, can be seen in Fig. 3.22.
ωosc =
−Rc ·C+
√
(Rc ·C)2+4 ·Lc ·C
2 ·Lc ·C (3.31)
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Fig. 3.23: Impact of the different droop controllers on Zc.
ωosc ≈ 1√Lc ·C
(3.32)
If Vdc1 is not constant, but rather controlled by a droop controller, the virtual
resistance rd can be considered as connected in series with Rc and it has a direct
impact on both the steady state gain of Zc, and the resonance peak. The new value
of Zc is obtained as seen in (3.33).
Zc =C||(Rc+ rd + s ·Lc) (3.33)
Fig. 3.23 shows how Zc changes for two distinct values of droop resistance, i.e.,
rd and D (with D > rd). It can be observed that, the larger the droop resistance,
the larger the steady state gain of Zc will be. This is the same conclusion from
Fig. 3.8: the larger the droop resistance, the larger the steady state voltage deviation
is. However, at the same time, the resonance peak reduces considerably as the droop
resistance increases. Once again this reflects the increase in the damping of the
system observed in Fig. 3.8.
We can see that using a small droop resistance or a larger one comes with both
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Fig. 3.24: Block diagram of DC-bus voltage controlled by dynamic droop.
positive and negative aspects. Therefore, an ideal controller should combine the
steady state gain of a small droop resistance with the damping provided by a large
droop resistance. Of course such a controller cannot be obtained, or better said, it
cannot be obtained at each frequency. What can be done is to combine the advant-
ages of the two into a frequency dependent droop characteristic that has a small gain
at steady state and a larger gain at the frequencies where oscillations are expected.
A constant droop resistance, rd , will offer the same amount of damping over the
entire frequency range, as seen in Fig. 3.22. However, a dynamic droop resistance
Kd , as defined in (3.34), will have at steady state a gain equal to rd , but it will
provide a larger damping at the resonating frequency. In order to see how the gain
of the controller changes with respect to Zc, the frequency characteristic of Kd is
plotted together with rd and D in Fig. 3.22 .
Kd(s) = rd
1+ sωz
1+ sωp
(3.34)
To analyze how these changes will influence the time response of the system, the
simple proportional droop control is replaced by Kd , as shown in Fig 3.24. Maintain-
ing the same format from the previous sections, we show in Fig. 3.25 the evolution
of the injected current at T1 together with the voltage evolution at the two terminals.
The dotted lines – displayed for comparison – are the response of the system by
using the classic droop controller, previously shown in Fig. 3.7 of Section 3.3. The
solid lines are the responses obtained by using Kd .
Several aspects should be pointed out. Firstly, Kd can be seen as a damper on
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Fig. 3.25: Effect of the damping controller on the a) current injected by the VSC and b)
dc-voltage at the two terminals.
the current dynamics; the current response to high frequency perturbations is slowed
down; in this way the peak current is considerably reduced, as can be observed in
Fig. 3.25a.
Because the current response is slower, Vdc1 presents a much larger peak com-
pared with the previous case (see the two black lines in Fig. 3.25b), but Vdc2 only
presents a slightly larger overshoot. In terms of damping, it can be clearly noted that
the oscillations are considerably attenuated by using Kd and the two voltages follow
a smooth trajectory towards the new steady state values.
To summarize, the advantage of using Kd , when compared with rd , is that it
considerably reduces the current overshoot and the oscillations in the voltage at the
expense of a larger voltage sag in Vdc1.
We have showed the transfer function of Kd , but we have not yet discussed how
to size its coefficients. In order to tune Kd , we have to select ωz and ωp, as described
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Fig. 3.26: Block diagram of constant current element with added oscillation damping con-
troller.
in (3.35).
ωp =
ωosc
10
ωz =
rd
D
ωp
(3.35)
We propose selecting the frequency of the pole, i.e., ωp, so that the gain of Kd
flattens out one decade before the oscillation frequency. The frequency of the zero,
i.e., ωz, is chosen based on the value of the steady-state droop resistance rd and the
value of the damping resistance D. Choosing the frequency for the pole and zero in
this fashion, we ensure that at the resonating frequency the gain of Kd will be equal
to D.
It can be seen that there is a trade-off between D and ωz; this can be interpreted
as a trade-off between the damping of Vdc2 and the increase in the overshoot of Vdc1.
A very large D will provide very good damping, but it will considerably reduce ωz
and, consequently, will slow the current dynamics even further, resulting in a large
voltage drop at T1. On the other hand, a small damping factor will attenuate very
little the oscillations. Therefore, in order to reach a good trade-off between damping
performance and voltage drop, we propose choosing D as shown in (3.36).
D =
√
Lc
C
(3.36)
The proposed controller offers additional damping for the elements of the net-
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work that are operated in droop mode. However, a similar damping controller can
be imagined for the nodes that are in constant power control, if these nodes allow a
slightly deviation from their power reference during transients. This type of beha-
vior could be implemented in the converters connected to energy sources that have
some inertial element, such sources could be wind turbines, strong ac-grids, and
even PV+ES power plants emulating virtual inertia.
Having the voltage error as input, a damping element Kp, defined in (3.37),
can be added to the control structure of the constant power converters as seen in
Fig. 3.26. The only difference to Kd is that, at steady-state, Kp has infinite gain.
An important aspect that has to be taken into consideration when choosing ωp
and D for the constant power converters is the amount of inertia of the primary
source of energy to which the converter is connected. A too small damping factor
D could result in sudden large deviations from the initial power reference during
transients; deviation that cannot be supported by elements with small inertia.
Kp(s) =
1+ sωp
s·D
ωp
(3.37)
3.6.2 Study case
In order to test the proposed control strategy we considered once again the five-
terminal network of Fig. 3.14. Maintaining the previously calculated values for
the network parameters, we changed the proportional droop controller by a droop
controller with dynamic damping Kd and we added a damping element Kp to the
constant power controllers.
In order to design these controllers, first, we had to identify the frequency of
the oscillations at each terminal. Taking the parameters for Rc, Lc, and Ctot from
Table 3.6, we calculated for each terminal ωosc and D as seen in Table 3.9.
Looking at the data presented in Table 3.9, we can see a large difference in the
frequency of the voltage oscillations generated by load changes at T5, when com-
pared to the other terminals. This is an expected behavior, as the large capacitance
at the output of T5 will push the resonating peak towards lower frequencies; in our
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Table 3.9: ωosc and D for the five terminals of the network
Terminal No. T1 T2 T3 T4 T5
ωosc[rad/sec] 149.72 130.30 101.80 125.22 19.41
D 12.40 14.67 12.28 14.49 10.25
Table 3.10: Initial steady state of the network
Terminal No. T1 T2 T3 T4 T5
P[MW] 502.5873 445.6743 -900.00 445.0593 -500.00
Vdc[kV] 411.1685 411.0876 412.5737 411.8682 414.7315
case ≈3Hz, which is consistent with the results of Fig. 3.20.
In order to design a unified controller for all the elements of the network, we
selected ωosc as the average of the values showed in Table 3.9, i.e., 105.29 rad/sec.
The same was done when choosing D. Better results might be obtained by choosing
a different ωosc and D for each element of the network depending on its neighboring
elements, but this aspect was not approached in this work.
Until now we have analyzed only the behavior of the system with respect to
perturbations at T5. Of course, we know from Table 3.7 and from the way we
dimensioned the capacitors in the previous section, that all the terminals will be safe
from voltage overshoots during transients, but it is interesting to also look at the
dynamic evolution of the system when one of the terminals connected to a smaller
capacitor is suddenly disconnected, because, as we can see from Table 3.9, higher
frequency oscillations should be expected.
Let us consider the following scenario: the VSC converters at T3 and T5 are
injecting power into the network and the other three converters regulate the voltage
according to their droop characteristics. The initial steady state operating point
reached by the network is shown in Table 3.10. Since the constant power elements
are injecting power into the network and at the moment, there is no secondary con-
trol to correct the voltage, all the voltages will be above the nominal value.
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Fig. 3.27: 445 MW trip in the load power at T2. Network controlled by rd . Evolution of the
a) nodal voltages and b) power injections during transients.
First, lets see the response of the network when using the standard droop control.
Starting from the steady state of Table 3.10, after 2 seconds, we trip the load at T2.
According to Table 3.9, for trips at T2, we should expect oscillations at 130.30
rad/sec, i.e., 20.74 Hz; which is consistent with the results shown in Fig. 3.27.
We can see in Fig. 3.27 that the first overshoot in Vdc2 is at around 427 kV and
that the oscillations from T2 propagate also in the rest of the network, taking around
0.8 seconds to attenuate completely.
The same scenario as before is simulated again, only now the controllers at each
terminal have been complemented with damping elements. Therefore, for the droop
terminals, i.e., T1, T2, and T4, Kd controllers have been designed as showed in the
previous subsection; meanwhile, a Kp element has been added to the constant power
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terminals, i.e., T3 and T5. The results of the simulation are shown in Fig. 3.28.
We can see that the first peak of the transient is almost unaffected, but the damp-
ing of the oscillations is significantly improved. The oscillations die out in less than
0.2 seconds. What is also interesting to note is the behavior of the constant power
elements. While in Fig. 3.27 the power at T3 and T5 was maintained constant during
the transient, now it suffers a small deviation in order to contribute in the damping
of the oscillations. However, once the transient has finished, the power reference
returns to its initial value.
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Fig. 3.28: 445 MW trip in the load power at T2. Network controlled by Kd . Evolution of
the a) nodal voltages and b) power injections during transients.
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3.7 Conclusions
While the previous chapter was focused on providing a clear idea about how the
different droop characteristics interact with each other, we dedicated this chapter to
analyze the dynamic behavior of, firstly, one droop controlled converter, and later,
the interaction between two converters, and the importance of the connecting cable.
Based on this analysis, we were able to properly size the output capacitors to-
gether with the operating bands of the primary control in order to avoid overvoltages
in case of sudden load variations.
We have also showed that the size of the capacitor is not related only with the
power rating of the converter to which is connected, but it is influenced by the topo-
logy of the network. In our analogy with the ac systems from the previous chapter,
we presented the capacitor as the inertial element of the system. This aspect was
also visible here; the isolated terminals of the network – where the voltage control
was rather poor – required significantly larger capacitance at their outputs, when
compared with terminals in the same power ratings connected in the strong part of
the network.
After properly sizing the network parameters we proposed a frequency depend-
ent droop characteristic that offers improved voltage damping, when compared with
the classic droop control.
The presented ideas were validated through simulation on a five terminal HVDC
network. In the steady state analysis of the interaction between the droop values and
the network cables, we acknowledged the need of a secondary control layer, as for
a fully loaded network the voltages deviate considerably from the nominal value
due to the current flowing through the resistive cables. This aspect is addressed in
the next chapter, where we will show how the secondary control should guide the
primary control in order to always maintain the voltage in the NO band for normal
load-flow scenarios.
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4
Secondary Control of MTDC Networks
Since the control strategy that we propose for the MTDC network is hierarch-ical, we will focus this chapter on the operation of the secondary controllayer and how it interacts with the primary control. The proposed second-
ary control is centralized and regulates the operating point of the network so that
optimal power flow (OPF) is achieved. We will try to elaborate, both analytically
and through simulations, on the dynamic interactions between the primary and sec-
ondary control layers. This also includes how local primary controllers have to be
driven by the centralized controller in order to ensure a smooth transition to the op-
timal operating point, taking into account communication delays and the dynamics
of the primary control layer.
4.1 Secondary control in ac networks
Similar to Chapter 2, we are going to start the discussion on secondary control by
taking a brief look at how this control strategy is implemented in ac-networks and
what is its purpose.
We have shown in Chapter 2 that, if primary control is implemented by a droop
characteristic, as the one shown in Fig. 4.1, any deviation in frequency ∆ f will
generate a deviation ∆Psetm in the power injected by the generator. However, the
intrinsic behavior of such a controller is purely proportional; once the steady state
operating point ( f1,P1) has been reached, the system will not be able to return to
the nominal frequency f0 on its own. The frequency can be returned to its nominal
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Fig. 4.1: Equilibrium points for various P-f droop characteristic used in the primary control
of power plants.
value only by shifting the droop characteristic (considering the fact that the slope of
the characteristic should be maintained constant) to the position of the dotted line
in Fig. 4.1. In this way, the generated power is maintained at the same value P1, but
now this power injection corresponds to the nominal frequency.
Therefore, the main purpose of the secondary control in ac-networks is to re-
cover the frequency back to its nominal value by controlling the generation charac-
teristics, once a steady state operating point has been reached due to the action of the
primary control. In order to avoid any conflict between the primary and secondary
control, the time constants of these two controllers, or better said, the time of reac-
tion for these control strategies, is well separated. According to ENTSO-E[51], the
primary control has to remain active from a few seconds to maximum 15 minutes.
After this time has passed, the primary control has to be replaced by the secondary
reserves.
According to [50], for isolated ac systems, the functional block of the secondary
control that corrects the frequency deviations can be implemented locally using a
decentralized approach; this is done by complementing the turbine-governor sys-
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Fig. 4.2: Multi-area control of ac-networks.
tem, presented in Chapter 2, with an additional integrator term that has as input the
frequency error. However, for interconnected systems, such as the one displayed
in Fig. 4.2, besides correcting the frequency deviations, the secondary control has
to maintain the tie-lines power flow at the scheduled value, therefore, it cannot be
implemented as a decentralized controller.
In the case of a multi-area system, the secondary control is implemented for
each area, as shown in Fig. 4.3. It can be seen that now there are two signals that
go to the integral controller; the first one comes from the frequency error and the
other one from the error in the tie-line power. This mechanism enables each of the
secondary controller to establish if the deviation in the system frequency is caused
by an unbalance produced in its control area. If the λ term, called frequency bias
factor in the literature, is dimensioned correctly, then the ACE signal, i.e., the area
control error, will be non-zero only for the area that is causing the unbalance. Then,
according to Fig. 4.3, the secondary control in charge of that area will start to send
new power references for the primary controllers in order to bring the frequency
back to its nominal value and to return the tie-line power to its previous reference, if
enough generation power is available in the affected area. The participation of each
generator in this process can be controlled by selecting different scaling weights α .
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Fig. 4.3: Area control of ac-networks.
Probably the most critical point of this control strategy is determining the correct
value for λ . Theoretically, this value should be equal to the gain of the aggregated
droop characteristic, expressed in MW/Hz, of all the generators in the controlled
area that participate in the primary control. Obtaining the exact value of λ in real
time is a difficult task that is still the subject of on-going research in the field. The
difficulty lies in the fact that the stiffness of the network depends on its structure
and on the control strategy of the connected generators. For this reason, according
to [50], in the European power system, the frequency bias factor λ is in practice
established yearly, based on the share of energy production of one area with respect
to the total energy production.
4.2 Secondary control in dc networks
We have seen in the previous chapters that droop control, regardless if applied to
primary control of ac or dc networks, will present steady state deviations from the
nominal operating conditions. Extrapolating the concept of secondary control from
ac-networks, secondary control in dc-networks should restore the voltage of the
network after the actions of the primary control have reached steady state. However,
the same issues as before arise: the structure of Fig. 4.3 cannot be readily used for
dc networks, because, as was discussed in the earlier chapters, dc voltage is not
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a unique value like frequency and it varies with the power flow. Therefore, the
secondary control will have to regulate the voltage at each bus, but the reference
value that should be reached has to be calculated every time, depending on the state
of the network.
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Fig. 4.4: Block diagram of hierarchical control of meshed MTDC grids.
Fig. 4.4 shows the conceptual diagram of the hierarchical control structure that
we propose. The primary control is decentralized and runs locally in each converter,
as presented in the previous chapters. When a change in load or generation oc-
curs in the network, the droop-based primary control will react accordingly to the
deviation in the voltage. The operating point (OP), at which the network arrives
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after the action of the primary, is influenced in equal part by all the droop gains and
the network topology. Therefore, given the influence of the network-structure, the
operating point of the network can only be evaluated from a central controller.
The secondary control, marked by a dashed box in Fig. 4.4, is centralized and
relies on low-bandwidth communication. Its objective is to periodically re-evaluate
the operating point of the network and, if a better option is possible, it computes
new references for the primary in order to bring the network to the new operating
point.
Four imminent requirements arise when analyzing the design and implement-
ation of the secondary control for MTDC, as highlighted by the four blocks in
Fig. 4.4.
Firstly, the measurements received from the primary control have to be validated
and corrected. Even though it does not affect the dynamic response of the system,
this is a very important step for the practical implementation of this control strategy.
However, state estimators and bad-data identification algorithms are complex topics
that require a separate approach and are considered to be outside the topic of this
thesis. As our analysis is focused more on the system dynamics, we do not con-
sider measurement uncertainty, but dealing with this aspect is a crucial aspect for a
practical implementation of the system.
The second functional block of the secondary control that we identified is the
Voltage limits calculator. The purpose of this process is to establish how much the
voltage can be safely increased or decreased in the following stage by the operating
point calculator. We know from the previous chapter that the operating limits of the
voltage at each terminal are dependent on the structure of the network and on the
power flow. In order to obtain these limits, the Voltage limits calculator uses real-
time measurements of the bus-voltages and power injections, together with apriori
information about the network, such as the conductance matrix and the dynamics of
each unit connected to the network.
The next step of the secondary control is the Operating Point calculator. This
block computes the new OP of the network using a pre-established strategy. In
our implementation we propose an operating point calculator based on an optimal
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power flow (OPF) algorithm that will try to always bring the network to the minimal
transmission losses OP. Other strategies, based on mixed ac-dc power flow, with
focus on security and robustness, or following a pre-established participation factor,
can be imagined and implemented in this block. Algorithms based on OPF for
calculating the OP of the network will tend to increase the voltage of the network.
Therefore, knowing the limits up to which the voltage can be increased is essential,
hence the need for the Voltage limits calculator block.
Finally, once a new steady-state OP has been calculated, new references have to
be sent to the primary control. The Central regulator has to take into account the
dynamics of the dc-network and it has to change the reference without perturbing
too much the system. Moreover, there might be cases when the actual OP of the
network is far away from the optimum OP. Making the transition in one step will
create undesirable perturbations in the network. Therefore, the central regulator has
to smoothly drive the system from its current OP to the optimum OP.
In the following subsections we are going to take three out of these four func-
tional blocks – Measurement validation and correction is left for future investigation
– and explain their implementation.
4.2.1 Voltage limits calculator
The need of a voltage limit calculator block arose from the fact that any attempt
to minimize the transmission losses in a dc-grid will necessarily raise the nodal
voltages of the grid. At least one of the voltages of the busses that inject power will
reach its upper limit when the optimum operating point is achieved. The remaining
voltages will be determined by the drops arising from the need to accommodate
power flows through the branch resistances.
Works as [45, 60, 76] allow a 10% voltage deviation for power transmission
and, therefore, every time the losses of the network are optimized, at least one of the
generating busses has the voltage amplitude bounded to 1.1 p.u. Using this strategy,
the voltages at the load busses – which we have seen in the previous chapter that can
experience large overshoots in case of trips – are unknown, as they are determined
by the current flowing through the resistive lines. This approach raises questions
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related to safety, as it does not allow any headroom for possible transients.
In the proposed method we consider the limiting factor to be the load busses.
Given a certain load at a bus, the voltage at that bus can only be increased up to a
certain value, if we want that the transient overshoot caused by an eventual load trip
to be contained in the safety operating band.
In Section 3.5.3 of the previous chapter we presented a method for sizing the
output capacitors of the VSC by analyzing the voltage overshoot at each terminal
and the so-called peak impedance Zpk, seen from the terminals of each VSC. Zpk
offered a direct link between the current of the VSC and the peak overshoot that
it will produce in case of a trip. The same concepts can be used for calculating
the maximum voltage allowed at a bus, given a certain load requirement at that
particular bus.
As it was shown in Section 3.5.3, in order to calculate Zpk, the exact paramet-
ers of the connecting cables are required as well as the structure of the network.
The latter can be established in real-time by analyzing the state of the protective
relays. However, the cable parameters might vary, for example due to heating ef-
fects; according to [78] the resistance of a copper cable can increase with 20-25%
for a temperature increase from 20º to 85ºC. Therefore, a real-time estimation pro-
cedure should be employed in practical implementations in order to properly assess
the cable parameters. However, this aspect might prove to be not so difficult, since
it is reasonable to assume that in future MTDC systems, being so expensive and
complex, temperature sensors will be available throughout the network, providing
the cable temperatures (and hence resistances/inductances) in real time.
4.2.2 Operating point calculator based on OPF
The operating point calculator is the functional block responsible for calculating
the new OP at which the network should operate. Since this block takes into ac-
count all the network, the involved variables are the network’s vectors and matrices
introduced in the previous chapter, i.e., P and V (the measurement of power and
voltage at every bus), the conductance matrix G, P∗ and V∗(the new references for
the primary control).
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The strategy that we propose for this block is to calculate the new OP of the
network so that the transmission losses are minimized; therefore, an optimal power
flow (OPF) algorithm taking into account the grid losses is employed. This problem
can be formulated as an optimization problem of a constrained quadratic function
that depends only on the voltage vector V, as shown in (4.1).
min
V
f (V)such that

c(V) ≤ 0
ceq(V) = 0
lb ≤ V
ub ≥ V
(4.1)
The objective function f (V) is considered to be the losses of the transmission
grid, as expressed in (4.2). Here, Vi and Vj represent the voltage amplitude at node
i and j, respectively, and gi j is the equivalent conductance of the cable between the
two nodes. The same relationship can be expressed in matrix format, as shown in
(4.3).
f (V) = Ploss =∑gi j · (Vi−Vj)2 (4.2)
= VT ·G ·V (4.3)
Setting the problem in this manner avoids the selection of a slack bus by dis-
tributing the system imbalance among droop controlled converters. The buses op-
erating at constant power can be introduced as equality constraints, while the rest
of the buses become slack buses and are introduced in the problem formulation as
inequality constraints.
Once the objective function is set, the remaining terms of (4.1) are the con-
straints. The inequality constraints are given by the power rating of the converters
that participate in the voltage control, i.e., in our case, the droop-controlled convert-
ers. These converters will have to change their power reference in order to bring the
network to the new OP and we have to ensure that this reference will not exceed the
maximum power of the converter Pmax. For a converter i, considered to be droop-
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controlled, the corresponding inequality constraint can be expressed as shown in
(4.4), where the term rowiG stands for the i-th row of the conductance matrix .
Another aspect that imposes inequality constraints to the optimization problem
is the current rating of the power lines. The constraint for the power line connecting
node i to node j can also be expressed as a function of voltage, as shown in (4.5);
here, Ii jmax is the maximum current that can flow through the line.
ci(Vi) =Vi · rowiG ·V−Pimax (4.4)
ci j(V) = gi j ·
∣∣Vi−Vj∣∣− Ii jmax (4.5)
The equality constraints ceq of the optimization problem are given by the con-
verters operating in constant power mode. If the power that is subtracted from node
i has to be equal to Piload , then the equality constraint for this node can be set as
shown in (4.6), where the term −Vi · rowiG ·V represents the power injected into
the node i from all the adjacent nodes. A similar constraint, but with opposite sign,
can be introduced also for the converters operating as constant power generators. In
this way, we can ensure that the obtained solution will satisfy the requirement of the
constant-power buses.
ceq(Vi) =−Vi · rowiG ·V−Piload (4.6)
The last two sets of constraints in (4.1), namely ub and lb, represent the upper
bound and the lower bound of the solution domain. The solution of the optimization
problem will have to be inside this domain. The more critical bound is ub, as the
tendency of the algorithm will be to increase the voltage in order to minimize the
losses. That is why, ub is computed apriori by the voltage limits calculator and not
just set to the maximum allowed voltage.
In its original form, this problem does not satisfy the convexity definition. How-
ever, in [45], it is shown that the equality constraints can be safely treated as linear
functions, therefore, the optimization problem can be treated as convex, given the
convexity of the objective function and of its domain. Such an optimization prob-
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lem can be readily set and solved using standard solvers from Matlab’s Optimization
Toolbox.
4.2.3 Central regulator
Looking at the structure of the primary control, one can see that there are two ways
for the secondary control to regulate the voltage of the network. One is to directly
change the voltage reference V ∗dc of the primary droop controller and the other one
is to bypass the voltage control loop and provide an additional input to the internal
current loop, similar to the structure used in ac-systems and as seen in Fig. 4.5.
However, the most convenient way, from a feedback control point of view, is to
handle V ∗dc and P
∗ simultaneously.
Handling V ∗dc and P
∗ together might seem counter-intuitive at a first glance, but
let us consider first the case when P∗ is used for controlling the voltage. Based
on the voltage and power measurements from the grid, the secondary control layer
calculates the value for P∗ that will bring the voltage to the new required value and
sends it to the primary. As soon as the primary control starts to regulate the current
flowing in the dc-bus capacitor, the voltage will start to change and the droop control
loop will try to oppose this change. Therefore, the value that the secondary has to
compute for P∗ will have to be larger than the actual value that will be injected
by the converter in order to counter-balance the effect of the droop control loop.
Similarly, if V ∗dc is used to control the voltage, the value of the reference computed
at the secondary will have to be different than the actual values desired for the grid
voltages in order to account for the effect of the droop resistance.
For the case when both reference signals are used, the secondary calculates the
desired voltage profile V∗, and, using (4.7), it also calculates the required power
injection; here, ⊗ is used to denote entry-wise matrix multiplication, also known
as the Hadamard product operator. Sending both these references to the primary
control will cancel the corrective effect coming from the droop control loop. This
behavior can be also seen as follows: the secondary control knows in advance what
voltage each bus will reach, given a certain power injection profile. Therefore, it
calculates in advance how each of the droop curves of the primary has to be offset
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Fig. 4.5: Control structure of droop-based primary with secondary control inputs.
so that they are centered at that voltage, i.e., the zero-current operating point of the
converter will be reached. In this way, ∆Vdc will be zero at steady state and there
will be no power demand from the droop control loop.
P∗ = V∗⊗ (G×V∗) (4.7)
The central regulator is the module of the secondary control that is in charge of
sending new references to the primary control. It has as inputs the measurement of
all the n voltages of the network, but usually only k of them correspond to busses
that participate in primary control; k < n, if there are constant power busses in the
network. Because a change in the power or the voltage at a terminal affects all
the other voltages of the network, the design of the central regulator translates into
a multi-input multi-output (MIMO) control problem of very large dimension for
networks with many elements, as seen in Fig. 4.6. Here, HV ∗i Vj(s) is the equivalent
transfer function from the change in reference V ∗i to the output voltage Vj and Td is
the communication delay between the primary and secondary control layer.
A full matrix controller could have the advantage of decoupling the signals, but
it might prove incredibly difficult to design for large systems. Moreover, such a
controller is not easily scalable as its off-diagonal elements would depend highly
on the structure of the network reflected in H. Taking this into consideration, we
propose a diagonal controller where each element of K is a PI controller. This
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Fig. 4.6: Diagonal central regulator based on integral control.
approach is somehow similar to the central area regulator of the ac-grids, only now,
due to the fact that the voltage is not a unique value as the frequency, we will have a
PI controller at the secondary control for each unit controlled at the primary by the
droop.
The order of the system is unmanageable analytically, but a loop-shaping ap-
proach can be used for tuning each controller that appears on the diagonal of K.
Two aspects have to be taken into account when tuning these controllers, as we will
show in the next section. Firstly, the time constant of the integrator has to be chosen
slow enough so that it offers decoupling from the events that occur at the primary
layer. For this, the controller needs a very small gain at all the resonating frequencies
introduced by the cables and the primary control.
Secondly, a proportional term can be added in order to improve the phase mar-
gin of the system and, therefore, its stability. The gain margin of the open loop
system has to be also monitored while adjusting the proportional gain, as a too high
gain can significantly reduce this margin, making the system sensitive to any model
uncertainties.
4.3 Study case
In order to validate the proposed approach, we designed a secondary control layer
for the five terminal network analyzed previously in Section 3.5. The secondary
control receives, at each sampling time Ts, a new set of measurements from the
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primary and it computes a new OP for the network. For our study case, we selected
Ts equal to 0.5 seconds. This value was considered realistic given the fact that works
on hierarchical wide-area control of power systems report measurement delays as
low as 300ms [79]. Rather than operating with instantaneous measurement samples,
a moving average (MA) of the measurements with a time window equal to Ts is
computed at the primary control level, before being sent to the secondary, as shown
in Fig. 4.7.
The communication delay Td between the primary and the secondary was set to
300ms, following the values reported in [79].
The remaining parameters of the system, needed at the primary control level
for characterizing the structure of the network and the rating of the converters were
maintained the same as in the previous chapter, only now, each converter receives
additional voltage and power references from the secondary control layer, as seen in
Fig. 4.7.
4.3.1 Design of the central regulator
Similar to the study case presented in the previous chapter, in the system shown
in Fig. 4.7, three terminals, i.e., T1, T2, and T4, participate in the control of the
voltage, while T3 and T5 are operated at constant power. The first thing to do when
designing the central regulator is to obtain the equivalent transfer function from the
voltage reference V ∗i (which is sent to a converter by the secondary control) to the
actual voltage obtained at the output of the converter Vi, i.e., the diagonal elements
of H from Fig. 4.6. The non-diagonal elements are not important for our design,
since the controller K is a diagonal controller.
Given the complexity of the system, these transfer functions cannot be easily
obtained analytically; however, by making use of tools such as Simulink, one can
linearize the system and obtain a good enough approximation. Following this exact
procedure, we obtained the transfer function from V ∗i → Vi for T1, T2, and T4; the
corresponding Bode plots for these transfer functions are illustrated in Fig. 4.8. As
it can be seen from the figure, the three transfer functions present similar character-
istics, with all the dynamics happening at frequencies larger than 10 rad/s.
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Fig. 4.8: Bode diagram of the voltage response of the linearized network seen from the
secondary control layer.
These transfer functions are obtained without considering the communication
delay and the sampling effect of the secondary. However, these aspects need to be
taken into consideration when designing the controller. According to [80], the max-
imum bandwidth, that can be achieved in a system that contains delays, is smaller
than 1/θ , where θ is the total delay of the loop. In our case, considering the com-
munication delay and the delay introduced by the sampling of the secondary, we can
determine θ , as shown in (4.8). Therefore, given the chosen values for Td and Ts we
can only expect a bandwidth smaller than 1.1765 rad/s for the central regulator.
θ = Td +
Ts
2
+Td (4.8)
However, high control speed is not the attribute that we desire most from the
central regulator; we are more interested in a smooth response with no overshoot in
order to avoid introducing perturbations in the network from the secondary control
loops. For this, we can set the desired bandwidth considerably lower than the limit
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Fig. 4.9: Bode diagram of the open loop voltage dynamics.
imposed by θ .
Following this approach, we obtained the gains for the PI controllers listed in
(4.9). The bode diagram of the voltage control open loop transfer function for the
three terminals is displayed in Fig. 4.9. The crossover frequency is at 0.154 rad/s,
10 times slower than the limit imposed by the time delays. The system has almost
90 degrees of phase margin, therefore, we should expect a smooth response with
no overshoot. More than 20 dB of gain margin should also be sufficient in order to
account for modeling uncertainties.
K2ndP = 0.2 (4.9)
K2ndI = 0.4
Fig. 4.10 shows the step response of the closed loop system using the PI con-
troller and including the sampling and delay elements. It takes a little more than 30
119
Secondary Control of MTDC Networks
0 5 10 15 20 25 30
0
0.2
0.4
0.6
0.8
1
Time[s]
A
m
p
li
tu
d
e
HV ∗1 V1
HV ∗2 V2
HV ∗4 V4
1
Fig. 4.10: Step response of the secondary controller
seconds for a reference change at the secondary to be followed by the network. For
our purposes, we considered this design satisfactory.
4.3.2 Response of primary control
In order to see the improvement on the transmission losses brought by the secondary
control layer, we are going to consider first a study case where only the primary
control is enabled. The scenario starts with all buses operating at nominal voltage,
therefore, there is no power flow in the network. After 0.1 seconds, a 1000 MW
load change is applied at T3, followed by a 600 MW at T5 shortly afterward (at 0.8
seconds). The power unbalance creates a voltage deviation in the network which, in
turn, activates the droop-based primary control.
Table 4.1: Steady state operating point of the network after the primary control
Terminal No. 1 2 3 4 5
V [kV] 387.09 387.20 385.40 386.20 382.47
P [MW] -580.91 -512.08 1000.00 -517.59 600.00
Ploss [MW] 10.58
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Fig. 4.11: Only primary control enabled. 1000 MW step in the load power at T3 followed
by 600 MW load step at T5. Evolution of the a) nodal voltages, b) power injections, c) total
transmission power loss.
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As discussed extensively in the previous chapter, the power sharing at this point
is influenced only by the droop-gains and by the network topology, which determ-
ines the propagation of the voltage unbalance. The voltage and the power response
of the network during primary control can be seen in Fig. 4.11. Oscillations appear
in the cables, but, with the proper design of the droop resistance and bus capacitance,
the oscillations are properly damped.
The equilibrium point reached after the action of the primary is shown in Table 4.1.
All the node voltages are below the nominal value and the total power transmission
loss is equal to 10.58 MW.
4.3.3 Response of secondary control
This study case shows the coordination between the primary and secondary control.
The same series of events as in the scenario presented in the previous subsection is
employed, but, this time, with the secondary control activated. Fig. 4.12 shows the
evolution of the nodal voltages and power injection.
While the transients at the primary level, with the help of the additional damping
terms introduced in the previous chapter, die in less than 0.5s, the secondary control
has a much slower control action. This behavior is expected given the fact that we
designed the central regulator in order to obtain a smooth transition to the optimal
operating point. The action of the secondary control at each sampling time Ts = 0.5s,
as it drives the references of the primary control, can be seen in Fig. 4.12.
Table 4.2 shows the steady state operating point after the action of the secondary
control. The losses are reduced by more than 18%, mainly due to the increase in the
voltage. In the presented scenario, the converter at T4 is the closest to the loads at T3
and T5. Injecting more power from this terminal has also a large contribution to the
minimization of losses. However, the power reference that the algorithm computes
for this node respects the node ratings as a consequence of the inequality constraints
set in the definition of the problem. As seen in Table 4.2, the converter at T4 has to
operate at its nominal power according to the new OP, calculated by the operating
power point calculator.
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Fig. 4.12: Primary and secondary control are enabled. 1000 MW step in the load power
at T3 followed by 600 MW load step at T5. Evolution of the a) nodal voltages, b) power
injections, c) total transmission power loss.
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Fig. 4.13: Control structure of droop-based primary with additional filters on the secondary
control inputs.
Table 4.2: Steady state operating point of the network after the secondary control
Terminal No. 1 2 3 4 5
V [kV] 411.20 411.20 409.73 410.79 407.29
P [MW] -462.97 -395.63 1000.00 -749.99 600.00
Ploss [MW] 8.59
The voltage response shown in Fig. 4.12, while it achieves its reference value
and serves our purpose, presents small overshoots with each step transient; this
behavior we did not observe in the step response of the system, i.e., in Fig. 4.10,
while designing the central regulator. This is because the secondary control is not
aware of what happens in the system between samples.
In order to smooth this voltage transient, we can slow down the effect of the
input signals controlled by the secondary by mounting additional filters, as shown
in Fig. 4.13. Taking into consideration that the secondary control sends a new refer-
ence every Ts, it makes no sense for the primary control to try to follow the reference
faster than this. The filters that we show in Fig. 4.13 have a time constant equal to
Ts/2, which means that when a new reference value will arrive from the second-
ary, the primary has reached almost 90% of the previous reference. Using these
filters, we executed again the scenario of Fig. 4.12 and obtained the results shown in
Fig. 4.14. The steady state operating point reached by the system is the same, only
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now the transient is improved; the step-like response is smoothed by the filters.
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Fig. 4.14: Primary and secondary control are enabled. Additional filters mounted on the
reference inputs.1000 MW step in the load power at T3 followed by 600 MW load step at
T5. Evolution of the a) nodal voltages, b) power injections, c) total transmission power loss.
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Table 4.3: Steady state operating point of the network after the secondary control
Terminal No. 1 2 3 4 5
V [kV] 428.10 428.10 428.10 428.10 424.75
P [MW] 0.00 0.00 0.00 -604.74 600.00
Ploss [MW] 4.74
4.3.4 Response of secondary control - trip of converter
In the previous scenario, the transmission losses could be improved even more if
the voltage of the network would be allowed to increase. However, the voltage limit
calculator block bounds the maximum operating voltage in order to allow some
headroom for possible transients. In order to exemplify why this is necessary, we
consider the following scenario, which is a continuation of the study case from the
previous subsection. The transient of the secondary controller has finished and the
voltage and power have reached the steady OP listed earlier in Table 4.2. Then, at
t=15 s the load at T3 trips.
While step increases in load are atypical for a network, the trip of a load is
something that can occur in reality. A large voltage overshoot at T3 can be observed
in Fig. 4.15a, but the voltage is maintained in the safety band, as we expected.
This is because the voltage limits used in the optimization algorithm are calculated
previously by the limit calculator block by analyzing the equivalent peak impedance
seen from each converter.
After the load at T3 is disconnected, the only remaining load in the network is at
T5. Since this load is rather small, it will not impose so tight limits on the maximum
operating voltage, therefore, the OP calculated by the secondary control will be at
a higher voltage. As seen in Fig. 4.15a, the secondary control starts to increase the
voltage in the network.
The new OP calculated for the network is listed in Table 4.3. The load at T5 is
smaller than the rating of the converter at T4, therefore, it can be supplied only from
this terminal, and the secondary control correctly identifies this OP. T1, T2, T3, and
T4 are operated at the same voltage in order to avoid power flow between them and
the voltage at which they are operated is given by the load at T5, so that, in case of
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Fig. 4.15: Primary and secondary control are enabled. Additional filters mounted on the
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injections during transients, c) total transmission power loss.
127
Secondary Control of MTDC Networks
a trip, the voltage will not overrun the safety operating band.
4.4 Conclusions
In this chapter we presented our proposal for the structure of a hierarchical control
architecture for MTDC networks. In this approach, the primary control is imple-
mented and sized as described in the previous chapters. Meanwhile, the secondary
control is proposed as a centralized controller that acts as a global operation optim-
izer. Based on power and voltage measurements from the entire network, the sec-
ondary control recalculates the operating points of the primary control in an attempt
to minimize a predefined objective function, which, in our case, is the transmission
losses.
More than approaching the problem of OPF in MTDC networks, the work
presented in this chapter also showed how the secondary has to drive the references
of the primary without perturbing the system. For this, a central regulator based on
a closed loop integral control was proposed and guidelines for tuning this controller
were offered.
Besides the operating point calculator and the central regulator, we identified
another important functional block for the structure of the secondary control, i.e.,
the voltage limit calculator. Knowing the operation limits for the voltage is crucial
for the safe operation of the network, as headroom for possible transients should be
allowed.
The proposed methods were tested in simulation by implementing a secondary
control layer for the five terminal network used in the previous chapter. The para-
meters for the primary control and for the structure of the network, obtained in the
previous chapter, were maintained identical and, on top of them, a centralized sec-
ondary controller was designed. The response of the system with only the primary
control and both primary and secondary was compared. For the studied scenario, a
reduction in the transmission losses of 18% was noticed between the operating point
determined by the primary and the operating point calculated by the secondary.
We have also shown the importance of the voltage limit calculator by testing
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the response of the system to a sudden load trip. It was shown that the secondary
control increases the voltage of the system only up to the limit that guarantees that
the voltage will remain in the corresponding operating limits, even for large load
transients.
The results and methodologies shown in this chapter, even though they brush
on some new topics regarding hierarchical control in MTDC grids, are still missing
some aspects in order for them to be considered applicable in a practical scenario.
First of all, the measurements received from the network have to be validated and
corrected as power flow in dc grids is very sensible to uncertainties. Secondly, the
algorithm used for calculating the optimal OP of the network has to be extended
by taking into account the neighboring ac-areas and the price of energy imported
or exported from each area. Rather than calculating the OP of the network so that
the power loss is minimized, one could imagine more advanced algorithms that
maximize the profitability of the dc-network. However, it should not be forgotten
that the main purpose of the secondary control is to restore the voltage of the network
to the NO band after the transient at the primary has finished. For the moment, we
will leave the debate regarding what objective function is the most suitable to be
implemented in the operating point calculator for future discussions and research.
129

Chapter
5
Conclusions and future work
5.1 Conclusions
The work presented in this thesis addresses the control and operation of MTDC
networks and it follows the natural flow of questions and ideas that guided our de-
velopment.
The starting point of the thesis was the control of a dc-dc converter connected
to an energy storage unit. This dc-dc converter was planned as part of a PV power
plant that also integrates ES in order to be able to provide services to the grid.
Therefore, the dc-dc converter of the battery, together with the dc-dc converter of
the PV generator and the grid connected inverter formed our initial three terminal
dc bus. In this simple scenario, the dc-dc converter connected to the battery could
regulate the dc bus voltage, but then the question of what would happen if more
terminals are added to this dc-network arose. This led us to investigate decentralized
control options and we started to notice the similarities and differences between dc
networks and ac networks and, also, the lack of standardization in the control and
operation of dc-networks. Also, we observed that there are no works addressing the
integration of ES into networks.
Around these lines is where our work tries to make a first contribution. As de-
scribed in details in Chapter 2, we propose a generalized droop control strategy that
is based on the combination of a classic droop control method and dc-bus signal-
ing methods in order to provide a more generic and flexible control solution that
takes into account the state of the network. Five operating voltage bands are defined
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for the network and, based on these operating bands, several droop characteristics
are designed for the various elements that might be encountered in the network. A
special droop characteristic is proposed for the interconnection of ES. Taking the
voltage as well as the state of charge of the ES into account, the droop characteristic
becomes a complex surface that avoids the overcharge and the deep-discharge of
the ES. The proposed methods are tested through various simulation scenarios and
validated through experimental results, explaining with great details the interaction
between the different droop curves in different operating scenarios.
Once we developed the primary control strategy, we started to ask ourselves how
its parameters have to be sized and, moreover, what are the important parameters that
influence the voltage control of the network. Since we found very little information
on this topic in the literature, we dedicated a part of the work in order to shed some
light on these aspects. This is reflected in the ideas presented in Chapter 3. Here,
we firstly show how the value of the droop resistance, together with the output capa-
citor and the time constant of the current loop, have a direct impact on the transient
voltage overshoot that can occur at the terminals of the converter in the case of a
sudden load trip. This voltage overshoot has to be bounded by the operating bands
defined for the operation of the network. Afterward, we extend the analysis by look-
ing at how the parameters of the connecting cables influence the transient voltages
and, therefore, the design of the system. Further on, an improved droop control
strategy that attenuates the voltage oscillations during transients was proposed. The
presented methods were validated on a study case built around a five terminal dc
network proposed in the literature. Starting from the structure of the network and
the power rating of the converters at each terminal, the output capacitors and the
primary control layer are designed together in order to ensure acceptable voltage
transients. The importance of the output capacitor, as the only inertial element of
the grid, is highlighted.
During the work on the design of the network it became clear that a large system,
in order to work properly, would require a secondary control unit to restore the
voltages back to their normal operating band after each transient. The need of the
secondary controller is, on one hand, due to the proportional effect of the droop
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control and, on the other hand, due to the voltage drops on the cable resistances
that make possible the calculation of the voltage profile of the network only from a
centralized controller. For this, we proposed a secondary controller, based on low
bandwidth communication, that regulates the voltage profile of the network so that
optimal power flow is achieved. More than approaching the problem of optimal
power flow in dc networks, the work presented in Chapter 4 tries to elaborate, both
analytically and through simulations, on the coordination between the primary and
secondary control layers. One of the contributions of this chapter includes how
local primary controllers have to be driven by the centralized controller in order to
ensure a smooth transition to the optimal operating point. Another important aspect
that is highlighted here is the need of limiting the voltage increase when a new
operating point is calculated. Algorithms that try to minimize the power losses in
the network will have the tendency to increase the voltage in the network, however,
how much the voltage at each bus can be increased has to be computed apriori in
order to allow headroom for possible transients. For this, we included a voltage
limit calculator block in the operation of the secondary controller. This functional
block evaluates the voltage transients that might occur in the network by looking at
the peak impedance seen from the terminals of the converter.
Overall, in the end, we obtained a functional hierarchical control architecture
that we tested through simulation in different operating scenarios. While we man-
aged to touch some of the aspects regarding the operation of dc networks, a lot
of research and development is still required in this field before a standard will be
reached. Some of the ideas that we did not get to approach in this thesis, but we
think that are essential for the practical operation of our control architecture, are
described in the next section.
5.2 Future work
An important aspect that should be pursued in the future, and it was completely left
out of the scope of this thesis, is the measurement validation and correction block
of the secondary controller. The importance of correct measurements is crucial for
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the operation of the secondary control. This is due to the fact that, the voltage is
controlled in multiple points by PI controller. Hence, the voltage profile that the
secondary control tries to enforce on the network has to be achievable by the net-
work, otherwise the integrators will saturate and the control might be lost. There-
fore, either a very precise measurement validation block should be implemented,
either a new control method that allows for these uncertainties should be designed
for the secondary control.
Also, at the secondary control, the optimal power flow algorithm should be ex-
tended so that it takes into account the neighboring ac areas. Moreover, the possibil-
ity for new objective functions for the optimization algorithm should be considered.
Such optimization functions could approach economical aspects and could take into
account also the presence of the energy storage elements. Here, an assessment of
whether a tertiary control layer is needed for MTDC networks and what functional-
ities must be included at this level should be performed.
Another interesting aspect that is still left in the dark is the dynamic interaction
between the dc network and the ac network. A converter interfacing the dc grid with
the ac grid should implement a rather complex control algorithm. On one hand, in
order to participate in the dc-voltage control it would require fast power dynamics
as the time constants on the dc-side are quite fast, on the other hand, in order to
comply with requirements regarding inertial response, the inverter will require more
slow dynamics on the ac-side. How these two aspects can be satisfied, and how the
two networks interact with each other through the interface converter is certainly
something worth investigating in the future.
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Appendix
A
Laboratory setup
A.1 Laboratory setup
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Fig. A.1: Block diagram of the 10 kW laboratory setup.
Fig. A.1 shows the block diagram of the 10 kW laboratory setup, pictured in Fig. A.2,
that was used for obtaining the experimental results shown in this thesis. A three
phase interleaved dc-dc converter, controlled by a dSpace 1103 unit, was connected
to a 24 Ah lead-acid battery-bank. The high voltage part of the dc-dc converter was
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Laboratory setup
Fig. A.2: 10 kW Laboratory setup.
connected to a two level grid connected inverter. A programmable Regatron power
source was also connected to the common dc bus, and a real irradiance profile was
programmed into the source in order to emulate a real PV generator.
The battery-bank, displayed in Fig. A.3, consists of 17 Sprinter – P12V600 lead-
acid batteries with a nominal capacity of 24 Ah and an output voltage of 12 V.
The batteries are connected in series, hence obtaining a total output voltage slightly
above 200 V. However, since the output voltage of the battery is dependent on its
current state of charge (SoC), the total voltage of the battery bank can be anywhere
between 185 V and 225 V. Each battery is equipped with a LEM Sentinel sensor
providing information on the voltage, temperature and the impedance as part of
the battery management system (BMS). Additionally, the total current flowing in
and out of the battery bank is monitored through a current sensor (ILink). The
measured data is converted from the proprietary protocol of LEM to RS232 by a
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Fig. A.3: Battery bank and management system
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Fig. A.4: Electrical diagram of the three phase interleaved dc-dc converter.
special converting unit called S-box, and then it is sent to the dSpace unit connected
to the dc-dc converter.
As was mentioned earlier, the battery-bank was interfaced to the dc bus by an
three phase interleaved dc-dc converter. Fig. A.4 shows the structure of the con-
verter, meanwhile, Fig. A.5 shows our laboratory prototype. The values of the used
hardware components are listed in Table A.1.
A.2 Control of the dc-dc converter
One of the first tasks of this work was to design the control of the dc-dc converter
connected to the battery-bank. Two control loops were implemented as discussed in
Section 3.1. The external loop controls the dc bus voltage by regulating the reference
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Fig. A.5: Three phase interleaved dc-dc converter
Table A.1: Parameters of the interleaved dc-dc converter
Component Value Description
L 250 [µH] filter inductor
R 84 [mΩ] parasitic resistance of filter inductor
L f 750 [µH] filter inductor
C f 5 [µF] filter capacitor
C 2.2 [mF] dc bus capacitor
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Fig. A.6: Control strategy for the interleaved dc-dc converter.
for the current control loop, as seen in Fig. A.6. The current controller is composed
of three PI regulators, one for each converter leg, that directly control the PWM unit.
The parameters for the current controllers were obtained using the methods
presented in [74] and then fine-tuned online. As can be seen in Table A.2, the
parameters for the current controller of leg A of the converter are slightly differ-
ent than the other two. This is because, due to manufacturing inconsistencies, the
three phases of the converter, taking into account filters and sensors, are not exactly
identical.
Fig. A.7 displays the steady state current in the three legs of the converter. The
three phase currents, displaying 120 degrees of phase shift between them, are shown
in purple, green, and yellow, together with the total current in cyan. The advant-
age of the interleaved topology can be noted here; while the currents in the three
branches of the converter have a high ripple, the one in the total current is signific-
antly lower.
In order to test the response of the current controllers, the dynamic response of
the current in one leg of the converter is presented in Fig. A.8. The low voltage side
of the dc-dc converter is connected to the battery bank, meanwhile, the high voltage
side is connected to a constant voltage source. A step change in the reference of the
current controller of 14A is then applied. A good performance of the system can
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Fig. A.7: Steady state behavior of the current in the three legs of the converter (magenta,
yellow, green) and total current (cyan).
Fig. A.8: Step response of a 14 A step from -1A to -15A.
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Table A.2: Parameters of the current and voltage controllers used in the experimental scen-
arios
Parameter Value Description
C
ur
re
nt
C
on
tr
ol
fsw 10 [kHz] switching frequency
PIa-Kp 0.004 proportional gain for the PI controller of leg A
PIa-Ki 5.248 integral gain for the PI controller of leg A
PIb-Kp 0.004 proportional gain for the PI controller of leg B
PIb-Ki 4.381 integral gain for the PI controller of leg B
PIc-Kp 0.004 proportional gain for the PI controller of leg C
PIc-Ki 4.381 integral gain for the PI controller of leg C
Vo
lta
ge
C
on
tr
ol
V 0dc 685 V nominal voltage of the dc bus
NO 16 V height of the normal operating band
SH, SL 8 V height of the safety bands
CH, CL 8 V height of the critical bands
V chdc 709 V maximum allowed voltage
V cldc 661 V minimum allowed voltage
SoCl1,l2 45%-30% low state of charge interval
SoCh1,h2 60%-75% high state of charge interval
be noted, with a raising time smaller than 1ms and a settling time of around 4ms.
The red channel shows the dynamic response of the dc voltage. It can be noted that,
when a change in the current reference is applied, the voltage source takes around
20ms to stabilize the bus voltage. This is an additional disturbance for the current
control, but, even with this extra perturbation, the control is able to perform rather
well.
Finally, Fig. A.9 shows a more complex scenario, where the capability of the dc-
dc converter to control the dc-bus voltage is tested. The low voltage side of the dc-dc
converter was connected to the battery bank. The high voltage side was connected
to the dc-ac converter through the common 685 V bus and the dc-dc converter was
set in charge of regulating the dc bus voltage through droop control. Unidirectional
power flow, as well as bidirectional, were tested in the following sequence: the
active power reference of the dc-ac converter was changed in steps from 0 kW to
-10 kW, then from -10 kW to -5 kW, followed by -5 kW to 10 kW, 10 kW to 5 kW
and, finally, 5 kW to 0 kW.
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Fig. A.9: Droop voltage control. Total battery current (yellow), battery voltage (cyan), dc
bus voltage (red)
As it can be seen in Fig. A.9, the dc bus voltage varies according to the imple-
mented droop curve, as explained in Section 2.2. When the power reference is equal
to the nominal, also the voltage is at the limit of the NO band, i.e., 693 V in our
case.
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B
Overshoot of typical transfer functions
B.1 Overshoot of second order systems
H2(s) in (B.1) is the canonical form of a second order system, where ωn is the
natural oscillation frequency of the system and ξ is the damping of the system.
Considering the underdamped case, ξ < 1, the time response of the system, y2(t),
to a step change can be calculated as shown in (B.2).
H2(s) =
ω2n
s2+2ξωn+ω2n
(B.1)
y2(t) = L −1
{
1
s
·H2(s)
}
= 1− e−ξωnt
[
cos(ωd · t)+ ξ√
1−ξ 2 sin(ωd · t)
]
ωd = ωn ·
√
1−ξ 2 (B.2)
In order to get the maximum value of y2(t), we can set its derivative to zero, in
order to obtain the time value, t pk, at which the peak of y2 occurs. Afterward, by
evaluating y2 at t pk, one can obtain the peak overshoot, y
pk
2 as shown in (B.3).
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Overshoot of typical transfer functions
dy2(t)
dt
∣∣∣∣
t=t pk
= 0
t pk =
π
ωd
(B.3)
ypk2 = 1+ e
−π· ξ√
1−ξ2
B.2 Overshoot of second order systems with an additional
zero
The same methodology applied for calculating the overshoot of second order sys-
tems can be applied for second order systems with a zero. The transfer function of
such a system is shown in (B.4).
H20(s) =
ω2n · (a · s+1)
s2+2ξωns+ω2n
= a · s ·H2(s)+H2(s) (B.4)
When calculating the time response to a step change, one can see it as the sum
between the response of a second order system and its derivative scaled by the a
term, as seen in (B.5).
y20(t) = L −1
{
1
s
·H20(s)
}
= a · dy2(t)
dt
+ y2(t)
= 1− e−ξωnt [cos(ωd · t)+β sin(ωd · t)] (B.5)
β =
ξ√
1−ξ 2 −a ·ωd −
ξ 2√
1−ξ 2 ·a ·ωn
Similar to the previous case, in order to obtain the peak value ypk20, the derivative
of y20 has to be set to zero and then, the initial function has to be evaluated at the
obtained peak time, t pk, as shown in (B.6).
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dy20(t)
dt
∣∣∣∣
t=t pk
= 0
t pk =
1
ωd
·
[
tan−1
(
− a ·ω
2
n
ωd +ξ ·ωn ·β
)
+π
]
ypk20 = 1− e−ξωnt
pk ·
(
cos(ωd · t pk)+β · sin(ωd · t pk)
)
(B.6)
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