This paper describes the development of a smart wheelchair system with voice recognition and touch controlled using an embedded system. An android application is developed and installed on the android smartphone. The system is divided into two main modes: voice recognition mode and touch mode. For the voice recognition mode, elderlies or physically disabled people (users) can provide the voice input, for example, "go", "reverse", "turn to the left", "turn to the right" and "stop". The wheelchair will move according to the command given. For the touch mode, the user can select the specified direction displayed within the four quadrants on the screen of the android smartphone to control the wheelchair. An Arduino Uno is used to execute all commands. The MD30C motor driver and HC05 Bluetooth module are used in this system. This system is designed to save time and energy of the user.
Introduction
Due to the increased percentage of elderlies and physically disabled people, wheelchairs are the best assistive devices to help them enhance their personal mobility. The traditional wheelchairs have some limitations such as flexibility, bulkiness and limited functions [1] [2] . There are existing technologies which allow the users to use human gestures such as the movements of hands, movements of leg [3] [4] , tongue [5] and head [6] [7] , and synchronize them with the movements of the wheelchair for a better wheelchair controls for example smart wheelchair. A smart wheelchair is developed to help an elderly or physically disabled person (user) to move from one place to another independently. An android application is developed and installed in the android smartphone. It consists of two controlled modes, the first mode is the touch mode and the second mode is the voice recognition mode [8] . In the first mode, the user can give the voice input using an android smartphone. The android smartphone will convert the voice commands into a string of data and this string of data will be sent to the Bluetooth module and lastly delivered to Arduino Uno. After that, Arduino will decodes and process it. The motor driver will direct the wheelchair according to the command given. When the user says "go", the wheelchair will move forward, the word "reverse" causes the wheelchair to move backward, the word "turn to the left" causes the wheelchair to turn left, and the word "turn to the right" causes the wheelchair to turn right. For the second mode, the user can determine the wheelchair's movement by selecting the desired direction on the android smartphone phone screen. The command given by the user will be forwarded to the Arduino Uno via Bluetooth. The Bluetooth will convert the commands given by the user in a binary format and send them to the Arduino Uno. Arduino Uno will read and execute the command and lastly send the digital values to the motor driver device. The motor driver will direct the wheelchair according to the command given. When the user selects the "Go" arrow, the wheelchair will move in a forward direction, "Back" arrow prompts the wheelchair to move backward, and "Left" arrow causes the wheelchair to turn left, and "Right" arrow makes the wheelchair turn right [9] . An elderly or physically challenged person can direct the direction and movement of the wheelchair with the help of the android smartphone in four different directions, left, right, forward, reverse and stop. The wheelchair will move according to the command given by the user. In [10] presented an idea of an eye controlled system which enables the movement of wheelchair depends on the movements of eyeballs. A camera is mounted on the wheelchair; the wheelchair can move in a certain direction when the user looks at that direction by making eye movements. Based on the eye-detected location, the direction of the possible motion is found, the command is transmitted to the motor control device via Arduino. Pajkanovic and Dokic proposed a microcontroller system that enables an electric wheelchair to be controlled by the head motion. The system comprises electronic and mechanical components [11] . The accelerometer is used to collect the head motion data. The output of the digital system is connected to a mechanical actuator and it is used to position the wheelchair's joystick based on the user's command. The sensor data is processed by a novel algorithm; it is implemented within the microcontroller. The user's head motion is translated into the wheelchair's joystick position. Nishimori et al. implemented a voice controlled wheelchair [12] which uses the voice command as the interface. A grammar-based recognition parser named "Julian" is used in this system. This is open-source software which is developed by Kyoto University and Nara Institute of Science and Technology. The voice commands consist of nine reaction commands and five verification commands. The reaction commands consist of five basic reaction commands and four short moving reaction commands. This system is based on the commercial electronic wheelchair Nissin Medical Industries co. NEO-PI. In this system, it consists of a headset microphone and a laptop. The user can select either to control by voice or button. The control signal is sent to PIC from the laptop, and the PIC generates the motor control signal to drive the wheelchair. Meanwhile, in [13] introduce the voice recognition module with smart wheelchair and have same control movement with this project but in this paper recognize the commands through microphone. While in [14] smart wheelchair with voice recognition upgrade its capability with navigation maps and person present location with GPRS and GSM system. In this paper will discuss, a smart wheelchair is developed to help an elderly or physically disabled person (user) to move from one place to another independently. An android application is developed and installed in the android smartphone. It consists of two controlled modes, the first mode is the touch mode and the second mode is the voice recognition mode. An elderly or physically challenged person can direct the direction and movement of the wheelchair with the help of the android smartphone in four different directions, left, right, forward, reverse and stop. The wheelchair will move according to the command given by the user.
Methodology
For this part will be divided into two main part, software and hardware development:
Development of android application (MIT app inventor)
MIT App Inventor is an application to transform a complex language of text-based coding into a visual and drag-and-drop building block. A command is a block that specifies an action to be performed on the phone. Some commands require one or more input values to completely specify their action. In Fig. 1 and Fig. 2 represent voice recognition mode and touch mode block diagram using Android application. The best part for using android is an opensource electronics platform and it is able to read an input and convert it into an output. Arduino is cheaper compared to other microcontrollers and it can run on windows, Macintosh OSX and Linux operating system. 
Hardware Implementation
The system consists of six main components, two motor drivers, two scooter DC motor, a Bluetooth module, a microcontroller, a power supply and software. Both motors were mounted to both wheels and the control box is placed between them a 24V power supply is placed in front of the control box shows in Fig. 3 . The control box shows in Fig. 4 consists of Arduino Uno, an MD30C motor driver and a Bluetooth module. Arduino Uno is used to control the motor driver. Its only digital output pin is used. Arduino Uno is a microcontroller board based on the ATmega328. The architecture of Arduino microcontroller is the AVR and the operating voltage is 5V. The HC-05 Bluetooth module is designed for the transparent wireless serial connection setup. It has only 4 pins which are 5V, GND, TX and RX. The 5V and GND pin are used for power purpose and the TX and RX pin are used for a serial interface. The pin configurations of 6 to 9 are used to control the motor driver. Pin 6 and 7 are connected to motor driver 1 and pin 8 and 9 are connected to motor driver 2. The pin configurations of 10 and 11 are used for serial interfacing with the TX and RX. Arduino Uno will decode and process the data delivered from the Bluetooth. Then, it will pass the signal to the motor driver. The motor driver will direct the wheelchair according to the command given.
Work flow
The power supply is used to supply electrical energy to the Bluetooth module, Arduino Uno, motor driver and motor. The user can control the movement of the wheelchair by giving command via the android smartphone. The user can select one of the modes to give command. For the voice recognition mode in Fig 6 , the user must turn on the Bluetooth on the android smartphone, and then select the correct paired device to connect. When the Bluetooth is connected, the user can start to give command. For the touch mode in Fig 7, in the same way as the voice recognition mode, the user needs to connect to Bluetooth and start giving command by selecting the direction specified within the four quadrants on the screen.
The command given by the user is transmitted to Arduino Uno via the Bluetooth module. The Bluetooth will first convert the commands given by the user in a binary format and send to Arduino Uno. Next, the Arduino Uno will read and execute the command and lastly send the digital values to the motor driver device. The motor driver will direct the wheelchair according to the command given. 
Results and discussion
For the voice recognition mode and touch mode, the wheelchair will move according to the command given. There are four possible directions of movements: forward, backward, left, right.
The voice recognition mode
In order to test the effectiveness of this system, a few experiments were carried out to analyse the consistency of the voice recognition mode in different conditions and voice inputs. The first experiment was carried out in two different areas, silent area and noisy area. The second experiment was tested by 10 different speakers in different environments. Each speaker was asked to give 9 commands and the number of times the system response correctly will give the result. For each of the tests, was repeated 10 times and results are averaged.
Voice recognition mode testing in two different environments
Two experiments were carried out in different areas, in a silent area and noisy area. The purposes of these experiments are to identify the consistency of the voice recognition mode in different areas that are embedded in an android phone. (1)
Condition 1: Silent area This experiment was carried out in a silent area. Five tests were performed on the circuit based on the commands listed on Table 2 below. Based on the results above, there is a maximum of 2 wrong words in every five repeated words. There are 36 over 45 commands recognised by the voice recognition mode. The percentage of consistency of the circuit in the silent area is 80%. Condition 2: Noisy area This experiment was carried out in a noisy area. Five tests were performed on the circuit based on the commands listed in Table 3 below. Go  1  0  1  1  0  3  Back  0  1  0  0  1  2  Forward  1  1  0  0  1  3  Reverse  0  0  1  1  0  2  Left  1  0  1  0  1  3  Turn to the left  1  0  1  0  1  3  Turn to the right  1  1  0  0  0  2  Right  0  1  1  0  1  3  Stop  1  1  0  1  1  4 From above results shows there is a maximum of 3 wrong words in every five repeated words. There are 25 over 45 commands recognised by the voice recognition mode. The percentage of consistency of the circuit in the noisy area is 55.6%. From both results it can see that the consistency of the voice recognition mode in the silent area is higher than the noisy area. This means that the voice recognition mode is less efficient in the noisy area.
Voice recognition mode tested by ten random speakers in two different environments
For this testing 10 random speakers were asked to give the voice command. Each person is required to give 9 commands; "go", "back", "forward", "reverse", "left", "turn to the left", "right", "turn to the right" and "stop". Condition 1: Silent area There is a maximum of 3 wrong words in every 10 speakers' repeated words. The percentage of the consistency could be higher if the test is done with good pronunciations and the words are spoken at a moderate pace. This test proved that there is no major difference in the consistency and efficiency of the system whether the speaker is male or female. Condition 2: Noisy area There is a maximum of 7 wrong words in every 10 speaker's repeated words. The percentage of the consistency could be higher if the test is conducted in a silent environment with good pronunciations and the words are spoken at a moderate pace. This test proved that there is an accuracy and efficiency of the system in a noisy area, however it is lower than the silent area.
The touch mode
After implementation of the smart wheelchair and its functionality was tested, it is found that the movement of the wheelchair using the touch mode revealed an excellent functionality in all directions. The android application is perfectly designed in order for the user to control the wheelchair. In order to test the efficiency of this system, the experiments were tested with an unload condition and 4 different weights of people with the same travelled distance. The time consumed for the wheelchair to move to the desired direction depends on the weight of the load. Thus, when the weight of the load increases, the time consumed for the wheelchair to move to the destination increases too. The load with more than 50kg has the highest time consumed and the wheelchair with no load has the lowest time consumed.
Conclusion
This wheelchair system is combination of mechanical, electrical and communications system. The main objectives were to design an android application that can direct the movement of a wheelchair, to develop the voice recognition mode and touch mode to help the elderlies and physically disabled people to move their wheelchairs independently and to provide the elderlies and physically disabled people with the ability to control the movement of the wheelchairs by using android smartphones. The system designed has undergone a few tests and successfully completed the basic performance. The objectives were achieved as the software and hardware implementation work well as expected. This system will helps the elderlies and physically disabled people to control wheelchairs with either a touch mode or voice recognition mode, therefore this success is to serve many people with disabilities. From the conducted research, it can be seen clearly that a mobile controlled wheelchair will have a bright future. It should be continued and developed in the future as it has a huge potential to improve its performance, reliability and safety. For future work, it is suggested to use a more powerful and lighter weight motor to support various weights of users. Besides, this system needs a lot of enhancements to improve its accuracy and functionality. This can be further improved by decreasing the time delay in voice mode and an obstacle sensor can be attached to avoid the collision of wheelchairs.
