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Abstract
The basal ganglia are a group of nuclei that signal to and from the cerebral
cortex. They play an important role in cognition and in the initiation and
regulation of normal motor activity. A range of characteristic motor diseases
such as Parkinson’s and Huntington’s have been associated with the degen-
eration and lesioning of the dopaminergic neurons that target these regions.
The study of dopaminergic activity has numerous benefits from understand-
ing how and what effects neurodegenerative diseases have on behavior to
determining how the brain responds and adapts to rewards. The study is
also useful in understanding what motivates agents to select actions and do
the things that they do.
The striatum is a major input structure of the basal ganglia and is a tar-
get structure of dopaminergic neurons which originate from the mid brain.
These dopaminergic neurons release dopamine which is known to exert mod-
ulatory influences on the striatal projections. Action selection and control
are involved in the dorsal regions of the striatum while the dopaminergic
projections to the ventral striatum are involved in reward based learning and
motivation.
There are many computational models of the dorsolateral striatum and the
basal ganglia nuclei which have been proposed as neural substrates for predic-
tion, control and action selection. However, there are relatively few models
which aim to describe the role of the ventral striatal nucleus accumbens and
its core and shell sub divisions in motivation and reward related learning.
This thesis presents a systems level computational model of the sub-cortical
nuclei of the limbic system which focusses in particular, on the nucleus ac-
cumbens shell and core circuitry.
It is proposed that the nucleus accumbens core plays a role in enabling reward
driven motor behaviour by acquiring stimulus-response associations which
are used to invigorate responding. The nucleus accumbens shell mediates the
facilitation of highly rewarding behaviours as well as behavioural switching.
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In this model, learning is achieved by implementing isotropic sequence or-
der learning and a third factor (ISO-3) that triggers learning at relevant
moments. This third factor is modelled by phasic dopaminergic activity
which enables long term potentiation to occur during the acquisition of
stimulus-reward associations. When a stimulus no longer predicts reward,
tonic dopaminergic activity is generated. This enables long term depression.
Weak depression has been simulated in the core so that stimulus-response
associations which are used to enable instrumental response are not rapidly
abolished. However, comparatively strong depression is implemented in the
shell so that information about the reward is quickly updated. The shell
influences the facilitation of highly rewarding behaviours enabled by the core
through a shell-ventral pallido-medio dorsal pathway. This pathway functions
as a feed-forward switching mechanism and enables behavioural flexibility.
The model presented here, is capable of acquiring associations between stim-
uli and rewards and simulating reversal learning. In contrast to earlier work,
the reversal is modelled by the attenuation of the previously learned be-
haviour. This allows for the reinstatement of behaviour to recur quickly as
observed in animals. The model will be tested in both open- and closed-loop
experiments and compared against animal experiments.
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Chapter 1
Introduction
The ability of an agent to adapt according to changing conditions in the
environment is a necessity for survival. For example, a squirrel finds nuts
under a tree. It learns to associate the tree with nuts and always goes to
the tree when it searches for nuts. At some point, there are no more nuts
under the tree. How does the squirrel stop going to that tree to look for nuts
whilst still maintaining an association between the tree and the nuts so that
in the future, when the tree starts reproducing nuts, the squirrel may return
and find nuts under the tree again? This is an example of reversal learning.
When a stimulus-reward (seeing the tree - getting nuts) contingency changes,
an agent’s behaviour towards the stimulus which once predicted the reward
changes accordingly. Biological agents can demonstrate such behavioural
flexibility by inhibiting appetitive behaviour when the incentive value of the
conditioned stimulus (CS) that predicts the reward changes.
One popular model used in prediction and control is the actor-critic model
(Sutton and Barto, 1998). In this model, the critic uses a learning rule,
usually a temporal difference (TD) method, (Sutton and Barto, 1982, 1987,
1990) to calculate the error signal which is then used to train the actor. The
TD error becomes positive when an unexpected reward is obtained. During
reversal, when the reward is omitted, a negative error is produced which
depletes the learned actions. Such depletion of learned actions do not ac-
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count for animal behaviour such as rapid reacquisition (Pavlov, 1927; Napier
et al., 1992) and led to suggestions that learned associations are not simply
eliminated (Rescorla, 2001) during omission. The process of “learning” then
“unlearning” then “learning” stimulus - response associations is an ineffi-
cient and biologically unrealistic mechanism that is currently implemented
in many computational models. This conceptual framework has also been
reviewed by both Bouton (2002) and Rescorla (2001) who argue against “un-
learning” during extinction. A more efficient way would be to suppress or
disable the actions so that they can be quickly reactivated when necessary.
This thesis presents a biologically motivated computational model of the
sub-cortical nuclei of the ventral striatal circuitry at a systems level. The
ventral striatum comprising the nucleus accumbens, plays a role in process-
ing rewards and has been labelled as a “limbic-motor” interface. It is the
region whereby “motivational-emotional determinants of behaviour become
transformed into actions” (Mogenson et al., 1980). The model proposes that
the ventral striatum and surrounding circuitry provide a mechanism of en-
abling and disabling learned action systems as required when rewards are
presented and omitted respectively. It will be shown how the model learns
an association between a stimulus and the action system that results in a
reward. When the reward is omitted, the model makes adjustments accord-
ingly, not by the more popular method of eliminating learned associations
(O’Reilly et al., 2007), but by using a feed-forward switching mechanism to
disable the action system.
The next section introduces the concept of control in embedded agents, the
most common of which are animals embedded in their environments. Animal
learning is discussed and classified as open- and closed-loop systems. The
history of adaptive systems is long, therefore, a few adaptive elements which
are associated with animal learning will be introduced and will be linked to
actor-critic models and biological models of action selection and goal directed
behaviours.
2
1.1 Adaptive Control and Animal Learning
A control system comprises a network of components which form a system
configuration that produces a desired response (Dorf and Bishop, 2005). A
controller can be used in both open- and closed-loop systems. The behaviour
of the controlled system is usually affected by disturbances. For a closed-loop
control system, feed-back provides information about such disturbances to
the controller. In open-loop systems, a controller generates an output using
inputs that are not influenced by its output i.e. a system that controls a
process without using feed-back.
In adaptive control, there are a number of changes that occur which often lead
to changes in the parameter values that affect the performance and stability of
controlled systems. Adaptive controllers have been used to make adjustments
when such parameters change. Adaptive networks became popular because
they were capable of exhibiting a variety of behaviours observed in animal
learning (Rescorla, 1972; Sutton and Barto, 1990; Klopf et al., 1993). These
have been used as computational analogs for animal learning.
Animal learning implements methods by which animals predict and respond
to important events in the environment. It has been classified according
to two experimental procedures known as classical or Pavlovian conditioning
and instrumental or operant learning. In chapter 2, a variety of experimental
studies involved in animal learning and behaviour will be collated and used to
develop a computational neural network model which aims to describe certain
processes involved in animal learning. In the following sections, the history
of classical and instrumental conditioning are summarised and classified in
terms of open- and closed-loop systems.
1.1.1 Classical Conditioning as an Open-loop System
During the end of the early twentieth century, the Russian physiologist, Ivan
Petrovich Pavlov while investigating the digestive function of dogs, noticed
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that dogs salivated to the sound of a bell presented before they received
food. This prompted him to produce his definition of the basic laws that
govern the creation and extinction of the responses he termed “conditional
reflexes” (Pavlov, 1927). His work has led to the well known concept of
Pavlovian or classical conditioning. Classical conditioning is an elementary
form of associative learning in which a previously neutral stimulus, commonly
referred to as a conditioned stimulus (CS) which occurs prior to a primary
reward or unconditioned stimulus (US), generates a conditioned behaviour or
conditioned response (CR) similar to the behaviour exhibited when the US
occurs (Pavlov, 1927). This response generated in event of the US is known
as the unconditioned response (UR). Stimulus substitution occurs when the
CR is elicited before the US is presented and therefore before the UR. The
CR demonstrates that the animal has learned to predict the delivery of the
US.
The classical conditioning paradigm is an open-loop procedure because the
stimuli delivered are not contingent on the animal’s behaviour. The classical
conditioning paradigm as an open-loop procedure in an embedded agent is
illustrated in Fig. 1.1A. An agent receives input signals which correspond to
the CS and the US. Its output is represented by the unconditioned response
which slowly becomes replaced by the conditioned response. The agent ob-
tains a US or reward which is not dependent on the responses it makes.
Chapter 3 presents a variety of open-loop phenomena in which the computa-
tional model that was developed in chapter 2 is tested. The model is capable
of demonstrating a range of classical conditioning phenomena.
1.1.2 Instrumental Conditioning as a Closed-loop
System
The difference between instrumental and classical conditioning was identified
by Skinner, whose ideas that operant behaviours in animals are instrumental
and bring about consequences, are based on Thorndike’s law of effect (Gross,
2001). Instrumental conditioning is regarded as a closed-loop procedure be-
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A Classicalconditioning - openloop system
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(Controller)
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(Controlled)
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B Instrumental conditioning - closedloop system
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Disturbance
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CR/UR
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Figure 1.1: A) Classical conditioning as an open-loop system. B) Instrumen-
tal conditioning as a closed-loop system. (Dorf and Bishop, 2005).
cause the stimuli obtained by the animal depend on the its actions (Klopf
et al., 1993). This is illustrated in Fig. 1.1B. The feed-back indicates that
the US or reward obtained by the agent is dependent on the response it
elicits. In chapter 4, the computational model is tested in a variety of closed-
loop behavioural experiments. Its performances in reward seeking tasks are
compared to animal experiments. The results generated by the model have
similarities with the results presented from the animal experiments.
Edward Thorndike built puzzle boxes in which cats were placed and had to
learn to operate a lever to exit the box (Thorndike, 1911; Gross, 2001). By
doing so, they obtained a reward located outside the box but which had been
visible from inside the box. Although the cats initially struggled, with repe-
tition, they required less time to make exits and get the reward. Thorndike
proposed that animals learn from “trial and error” and associations between
the stimulus and response are “strengthened” by the reward and “weakened”
otherwise. Reinforcers and punishers were defined as the consequences that
“strengthen” or “weaken” behaviours respectively. Although Bandura (1977)
described reinforcers as a principally informative and motivational operation
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rather than as a physical response strengthener, Reinforcement learning is
based on Thorndike’s ideas of law of effect (Gross, 2001).
1.1.3 Reinforcement Learning
Reinforcement learning (RL) originates from trial and error learning, tem-
poral difference methods and aspects involving optimal control (Sutton and
Barto, 1998). Reinforcement learning, as defined by Sutton and Barto (1998),
is learning how to maximize a numerical reward by mapping situations to ac-
tions. During RL, an embedded agent performs actions in its environment.
The RL agent is not told which actions lead to a maximum reward but
through trial and error, it learns to select these actions based on its previous
experiences (Sutton and Barto, 1998; Porr and Wo¨rgo¨tter, 2005), using eval-
uative feed-back which indicates the “goodness” of the action taken. Initially
implemented for goal directed learning and decision making, it has been clas-
sified according to its ability to solve Reinforcement learning problems (Sut-
ton and Barto, 1998). Reinforcement learning can be a useful tool in solving
engineering control problems (Houk et al., 1995; Barto et al., 1990). It will
be shown how certain mechanisms used by Reinforcement learning methods
are implemented by the computational model developed in this work. In
addition however, the model is modified so that acquired associations are
not unlearned and a feed-forward mechanism is used which facilitates and
attenuates the action system.
Numerous attempts have been made to reproduce the effects of classical and
instrumental conditioning in real-time computational models (Sutton and
Barto, 1990; Klopf et al., 1993; Houk et al., 1995; Balkenius and More´n,
1998; Suri and Schultz, 1999). Some of the rules are addressed which show
how adaptive elements have been linked to animal learning.
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1.2 Neuronal Analogs of Animal Learning and
Behavior
In this section a few rules and models which have made rather influential
contributions to the study of animal learning and adaptive control will be
discussed. These rules include Hebbian learning, the Rescorla-Wagner model,
the Sutton-Barto model and the temporal difference model. The goal is to
illustrate how each rule is related to the next and this in turn will demonstrate
briefly how neural models of animal learning and control may have evolved.
The first rule that will be addressed was inspired from biology and has been
used in adapted versions to explain how associations between neurons are
formed and therefore how learning can be achieved.
1.2.1 Hebbian Learning
Hebbian learning is a very popular correlation based learning rule which
originated from Donald Hebb’s postulate. It states:
Any two cells or system of cells that are repeatedly active at the
same time will tend to become “associated”, so that activity in
one facilitates activity in the other. (Hebb, 1949) (p.70).
In other words when pre- and postsynaptic neurons both undergo activity,
the connectivity between them becomes strengthened.
A neuronal unit that implements the Hebbian rule is shown in Fig 1.2A.
There are n input pathways or presynaptic terminals indexed by i where
i = 1, ..., n and output signal y(t) which represents the postsynaptic neuron.
Each input pathway is associated with a weight wi which changes according
to a mathematical representation of Hebb’s postulate.
∆ωi(t) = cxi(t)y(t) (1.1)
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Where c is a learning rate constant that determines the rate by which ωi
changes. The Hebbian rule accounts sufficiently for the stimulus substitution
view of classical conditioning (Sutton and Barto, 1981) but does not specify
the importance of timing between the pre- and postsynaptic events. However
popular this postulate was, it was not sufficient in itself to account for the
temporal aspects involved in classical conditioning. This led to modified
versions of the rule including the differential Hebbian learning rule. The
differential Hebbian learning rule has been integrated in the model presented
in this thesis. It will be addressed in chapter 3 during the development of
the computational model. The following section introduces the Widrow-Hoff
rule which has some similarities with the Hebbian learning rule.
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Figure 1.2: A) Hebbian learning, B) Widrow-Hoff rule, C) Sutton and Barto
(Sutton and Barto, 1981) and D) TD-learning (Sutton, 1988). f ′ represents
the function which generates the difference of the output y over a duration
between t and t-1. Adapted from Porr and Wo¨rgo¨tter (2005); Kolodziejski
et al. (2008).
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1.2.2 The Widrow-Hoff Rule
TheWidrow-Hoff rule, also known as the delta rule, is an elegantly simple rule
that was presented in an adaptive element by Widrow and Hoff (1960). It has
been implemented in a variety of practical applications including antennas,
telecommunications and filters. In signal processing, it is referred to as the
least mean squares (LMS) algorithm.
The adaptive neuron model (Fig 1.2B) that implements this rule, comprises
a set of input signals (xi) indexed by i = 1, ..., n . An additional input
signals (x0), makes up the bias input and is set to a value that represents
the threshold value of the neuron. The other inputs are weighted and these
weights change according to:
∆ωi(t) = c[z(t)− y(t)]xi(t) (1.2)
Here, a specialized teacher or “boss” (z(t)) signals the desired output. Both
z(t) and xi(t) are real numbers. The output (y(t)) represented by the sum of
the weighted inputs as y(t) =
∑n
i=1 xiwi, is used to calculate the error signal
which is formed from the difference between the desired and actual output
signals. This can be associated with the Hebbian learning rule wherby the
postsynaptic activity is replaced instead by the error signal [z(t)−y(t)]. The
weights converge such that the output tends towards the desired value and
the error tends towards zero.
An error surface is generated as a function of the weighted inputs. A gradient
descent method is used to identify which direction the weights can be ad-
justed so that the gradient of the error surface is at its minimum. However,
these local minima do not guarantee that the overall error surface gradient
generates a global minimum. Widrow and Hoff (1960) show that the partial
derivatives of the error sequence with respect to the weights is proportional
to the error signal (Widrow and Hoff, 1960).
The Widrow and Hoff rule is a form of supervised learning because it requires
9
input from an external supervisor. Coincidentally, the Widrow and Hoff rule
which was developed for engineering solutions follows a similar format to the
Rescorla-Wagner model which was implemented to account for paradigms of
classical conditioning (Sutton and Barto, 1981). The Rescorla-Wagner rule
is described next.
1.2.3 The Rescorla-Wagner Model
Rescorla-Wagner’s model of classical conditioning was a very influential model
that was designed to account for certain features of classical conditioning.
The model has an error correction element and is similar to the learning al-
gorithm of Widrow and Hoff (1960) (Sutton and Barto, 1987). It attempts
to predict how the “associative strength” between the CS and US changes
over a number of trials according to the occurrences of the stimuli and to the
unpredictability of their occurrence. The Rescorla-Wagner model is therefore
a trial level model and the predictions made by the model are not dependent
on the temporal relationships between the CS and US events. The associative
strengths change based on the differences between the actual and expected
US. The actual US level is represented by λ, and the expected or predicted
US is obtained from the sum of all the associative strengths of the CS. On
every trial, the presence or absence of the ith CS is indicated by CSi = 1 and
CSi = 0 respectively. The associative strength of each CSi combined with
the CSi can be represented by wCSi . The sum of all the associative strengths
becomes w¯ =
∑
iwCSi . In the Rescorla-Wagner rule, the associative strength
for every present CSi changes according to
∆wCSi = c[λ− w¯]CSi (1.3)
This rule, although constructed for a very different purpose, takes a simi-
lar form to the Widrow-Hoff rule of Eq. 1.2 (Sutton and Barto, 1981). In
the Rescorla-Wagner rule, the change in the associative strength occurs with
respect to the trial number rather than the time. There are, however, short-
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comings of the Rescorla-Wagner rule. As a trial-level model, the Rescorla-
Wagner model is incapable of making predictions about the intratrial tempo-
ral relationship effects on learning (Sutton and Barto, 1990). In addition, the
Rescorla-Wagner model needs to be modified so as to make predictions about
another aspect of classical conditioning known as second-order conditioning.
Learning in real-time mechanisms is dependent on the occurrence as well as
the timing of significant events such that the associative strengths can change
on a moment by moment basis within trials. The Rescorla-Wagner and
Widrow-Hoff rules do not implement real time mechanisms because learning
is only determined by the order of the input, output and learning signals
rather than their associations in time.
1.2.4 The Sutton-Barto (SB) Model
Sutton and Barto (1981) developed an adaptive element analog of classical
conditioning that is a real-time extension of the Rescorla-Wagner model.
It accounted more closely for animal learning theories than corresponding
adaptive networks studied at the time. In addition to its ability to effectively
predict reinforcement, the model is also capable of solving stability issues
(Sutton and Barto, 1990).
Fig 1.2C illustrates a representation of the neuron like unit that utilises the
SB rule. This unit has certain differences to the neuronal representation of
the Hebbian model. There are n input pathways for inputs xi where i =
1, ..., n. There is also an x0 input which represents the US input and which
has a fixed positive weight w0 in its pathway. The x1, ..., xn inputs represent
the CS inputs whose weights are adaptable. The input signals generate a
stimulus trace so as to define periods of eligibility. When a stimulus occurs
at a certain time xi(t), the stimulus generates a prolonged trace for a duration
after t. This prolonged stimulus trace is represented by x¯i and is obtained
from the weighted average values of xi. This is represented in Fig. 1.2C by
passing the input signals xi through the respective function labelled E.
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x¯i(t) = βx¯i(t− 1) + (1− β)xi(t− 1) (1.4)
where 0 < β < 1. y(t), the output at time t is the sum of all the weighted
inputs. The weights change in the SB-model according to:
∆wi(t) = cx¯i(t)(y(t)− y(t− 1)) (1.5)
y(t)−y(t−1) is the difference between the current and previous output value
and is generated by the funtion f ′ to represent y′(t) in Fig. 1.2C.
Any active input xi generates a change in the output pathway and its respec-
tive weight becomes eligible to change over the duration of the input stimulus
trace. Eligible weights change depending on the discrete rate of change of
the output y(t). The SB rule can be identified as a version of the Hebbian
learning rule whereby the weight modification depending on the input and
output signals, corresponds to the change that occurs due to a correlation
between the input trace and the change in the output signal (Sutton and
Barto, 1981).
The Sutton-Barto model accounts for a variety of classical conditioning effects
including blocking, conditioned inhibition and certain effects of intratrial
temporal relationships. However, the SB model predicts weak or inhibitory
conditioning for short interstimulus intervals (ISI) (Sutton and Barto, 1990).
This in turn led to the development of the temporal-difference (TD) model.
Another model that addressed this issue was the correlation based differential
Hebbian learning algorithm known as Isotropic sequence order (ISO) learning
(Porr, 2004). The TD method is discussed next.
1.2.5 The Temporal-Difference Model
The TD model is introduced according to its definition by Sutton and Barto
(1998). It is then re-represented as a neuronal analog similar to that pre-
12
sented in Porr and Wo¨rgo¨tter (2005). TD methods are defined in terms of
the return, the value function and the policy (Sutton and Barto, 1998). The
return (Rt) is regarded as the discounted sum of rewards (r) received after
every time step (t) and is represented as follows.
Rt = rt+1 + γrt+2 + γ
2rt+3 + ... (1.6)
where 0 ≤ γ ≤ 1, and γ is the discount factor which places a higher value on
immediate rewards than the value placed on future rewards. The return can
be simplified to give
Rt = rt+1 + γRt+1. (1.7)
The policy (pi) is the mapping of states and actions to the probability of
taking an action a when in the state s (Sutton and Barto, 1998). The value
of a state (V pi(s)) is the expected return when starting in that state and
following a particular policy pi (Sutton and Barto, 1998). It is defined using
Epi{} to represent the expected value as follows
V pi(st) = Epi{Rt|st = s}. (1.8)
The value of the state is re-represented using Eq. 1.7 to give
V pi(st) = Epi{rt+1 + γRt+1|st = s}. (1.9)
This is be approximated using the estimate of the immediate next state as
follows
V pi(st) = Epi{rt+1 + γV
pi(st+1)|st = s}. (1.10)
The value of the state is updated incrementally by adding it to the difference
between the actual reward Rt and current value of the state V (st)
V (st)← V (st) + α [Rt − V (st)] . (1.11)
α determines the step size by which the value function is updated. If the
actual return Rt is unknown, the update is obtained with the assumption
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that the value of the next state V st+1 is an accurate estimate of the expected
return downstream to this state.
V (st)← V (st) + α [rt+1 + γV (st+1)− V (st)] . (1.12)
The value of the state is represented in its neuronal analog as a function of
time (t) to give the output y(t). The neuronal representation of the temporal-
difference (TD) model is shown in Fig. 1.2D. It is an extension of the SB
model and was designed to deal with the problems that the SB model faced
(Sutton and Barto, 1990). The x1, ..., xn inputs represent the CS inputs
whose weights change in the TD-model according to the following rule
∆wi(t) = c[w0(t)x0(t) + γy(t)− y(t− 1)]x¯i(t). (1.13)
In this case y(t) represents only the sum of the weighted CS inputs y(t) =∑n
i=1wi(t)xi(t) and so the output is not driven directly by the US pathway.
The US or w0(t)x0(t) pathway can be referred to as the reward or reinforce-
ment signal r. It is combined with the difference between the current and
previous output y(t) − y(t − 1) and the TD-error signal, δ(t) is represented
in its more recognisable form
δ(t) = r(t) + γy(t)− y(t− 1). (1.14)
Like the SB-rule, the weight change is also dependent on the difference be-
tween the current and previous output signal. However, while the output
signal is adapted so that it is not directly influenced by the w0(t)x0(t) path-
way, the weight change on the other hand is dependent on this US signal
which forms an element of the reinforcement.
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1.2.6 Actor-Critic Models
Actor-critic methods have been implemented in control theory as an approach
to solving nonlinear control problems (Houk et al., 1995; Barto, 1995; Wit-
ten, 1977; Sutton, 1984). They have become influential in animal learning
concepts (Porr and Wo¨rgo¨tter, 2005), and have been implemented as neu-
ronal models for prediction and control (Houk et al., 1995). They comprise
two separate units called the actor and the critic. As the name suggests,
the actor selects actions according to the policy which defines the agent’s
behaviour while the critic is the estimated value function which can be rep-
resented by any learning algorithm but usually takes the form of the TD-error
signal Barto (1995); Suri and Schultz (1999); Porr and Wo¨rgo¨tter (2005). It
evaluates and criticizes the actions made by the actor and in addition uses
this signal to train itself. The actor-critic architecture as an adapted control
system is presented in the form of a block diagram in Fig 1.3.
Actor
(Controller)
Environment
(Controlled)
Input
(CS)
Disturbance
Actions
CR/UR
Output
(US)
Critic
Reinforcement
signal
Figure 1.3: A block diagram representation of the actor-critic architecture.
Modified from (Barto, 1995; Porr and Wo¨rgo¨tter, 2005).
By implementing reinforcement learning, one advantage of the actor-critic
model is that actions can be selected with minimal computational require-
ments (by using algorithms such as the TD-error signal). In addition, they
are capable of acquiring the optimal probabilities for selecting various ac-
tions. Such actor-critic architectures rely on the return maximization prin-
ciple whereby the best actions are chosen so that the maximum expected
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return is obtained. When actions are made, evaluative feed-back is obtained
from environment which returns a number that ranges from negative to pos-
itive values. The actor makes decisions by making a comparison against all
possible actions. The weight for the selected action changes according to the
Effective Reinforcement signal.
The Adaptive-Critic
The adaptive critic was developed by Sutton (1988) and implemented by
Barto et al. (1983) as a neuronlike adaptive element. It learns to predict
reinforcing events (Houk et al., 1995). It was identified as an approach to
solving the temporal credit assignment problem (Barto, 1995; Houk et al.,
1995). In animal learning, the credit assignment problem is the problem
of allocating reinforcement to the correct synapse and the temporal credit
assignment problem is the problem of allocating credit to the right synapse at
the right time. The Effective Reinforcement signal generated by the adaptive
critic is the same as the TD-error δ = r(t) + γy(t)− y(t− 1).
Actor-critic architectures which have been implemented as neuronal models
for prediction and control generally represent the connectivity between the
basal ganglia and the cortex. There are many computational models that
have been developed which suggest how the cortex and basal ganglia play a
role in prediction, control, action selection , decision making and goal directed
behaviours (Brown et al., 1999; Houk et al., 1995; Gillies and Arbuthnott,
2000; Gurney et al., 2001a; Joel et al., 2002; Prescott et al., 2006; Porr and
Wo¨rgo¨tter, 2005). In the following section, the basal ganglia according to
the actor-critic architecture is introduced briefly. In the following chapter,
the biological setting including the basal ganglia are discussed.
1.2.7 Actor-Critic Models and the Basal Ganglia
The basal ganglia are a group of nuclei located at the base of the forebrain
comprising parallel loops and structurally and functionally distinct circuits
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which connect to the cortex. These create a large sub-cortical network which
is involved in both voluntary and higher brain functions (Alexander and
Crutcher, 1990; Nambu, 2009). The basal ganglia have traditionally been
viewed as a motor control system. The evidence for this is that lesion and
damage to this region almost always results in movement disorders (Clark
and Boutros, 1999).
Certain regions of the basal ganglia receive projection from dopaminergic
neurons which release the neuromodulator dopamine. These dopaminergic
neurons have shown very interesting firing patterns in relation to rewards and
reward predicting stimuli. There are a variety of effects for which the study
of the role of dopaminergic activity in the basal ganglia is essential. One such
example can be observed Parkinsons disease, a hypokinetic disorder which
results from degeneration of dopaminergic neurons. This work focusses on
the role of dopaminergic activity as a mechanism that influences plasticity
in the limbic system. Dopaminergic neurons are activated by unpredictable
rewards. This activity slowly decreases as the reward becomes predictable.
They are also activated by reward predicting stimuli and show a depression
when rewards are omitted (Ljungberg et al., 1992; Schultz et al., 1997; Suri
and Schultz, 1999). These DA firing patterns have been associated with the
TD-error implemented in RL (Sutton, 1988; Montague et al., 1996; Schultz
et al., 1997; Suri and Schultz, 1999; Joel et al., 2002). The TD-error has been
used by the adaptive-critic in RL actor-critic models.
While the studies conducted by Schultz and Dickinson (2000) initiated the
development of Reinforcement learning models of the basal ganglia, Houk
et al. (1995) were among the first to match the actor-critic architecture to the
basal ganglia and surrounding circuits (Joel et al., 2002; Porr and Wo¨rgo¨tter,
2005). Houk et al. (1995) proposed that two different striatal modules adopt
different roles depending on their characteristic afferent projections. While
the striosomal modules which include connections from the striatal spiny
neurons to DA neurons function as the adaptive critic, the matrix modules
assume the role of the actor.
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A variety of other actor-critic models exist including the model by Suri and
Schultz (1999), in which the TD algorithm was adapted to accommodate a
timing mechanism that effectively reproduced the timed depression of DA
activity (Joel et al., 2002).
The work by Houk et al. (1995) and Suri and Schultz (1999) are two examples
of attempts that aim to describe how actor-critic architectures can be used
to explain how the basal ganglia performs prediction and control. These two
models are among a variety of Reinforcement learning actor-critic methods
that interpret DA activity as a temporal difference (TD) error (Sutton and
Barto, 1982, 1987, 1990; Joel et al., 2002). The TD-error signal generated by
the critic represents the difference between the current and previous estimate
of the return. It is used to control the actor so that the stimuli which lead
to maximum rewards are utilized. The actor is “taught” to learn new sensor
motor associations guiding the agent to the reward. When expected rewards
are omitted, a negative value is generated so that the previously learned asso-
ciations are eliminated. The models of the basal ganglia attempt to simulate
certain functionalities of the basal ganglia at different levels (Brown et al.,
1999; Houk et al., 1995; Gillies and Arbuthnott, 2000; Gurney et al., 2001a;
Joel et al., 2002; Prescott et al., 2006; Joel et al., 2002; Porr and Wo¨rgo¨tter,
2005). Many of these models focus on the dorsal striatum and have been
associated with prediction, control, action selection , decision making and
goal directed behaviours. However, the ventral striatum is a major part of
the limbic system and can be identified as the reward system of the brain.
It is associated with emotions, motivation, behavioral flexibility and reward
based behaviors which in turn are linked to conditions such as drug addiction.
Reward based learning in the limbic system is discussed next.
18
1.3 Reward Based Learning and Unlearning
in the Limbic System
The limbic system as the reward system of the brain has been modelled so
far as a modified classical TD learner (Schultz, 1998; Dayan, 2001) whereby
the circuitry surrounding the core and shell are related to the actor and value
systems respectively. The TD-rule became popularly linked to the activity
of midbrain dopaminergic neurons and have been implemented as the critic
in many actor-critic architectures (Suri and Schultz, 1999; Sutton, 1984). An
error signal maps to DA generated by dopaminergic neurons which is released
as a global value, deciphers the general direction of plasticity of its target
structures including the shell and the core. In this model both the core and
shell undergo long term depression (LTD) as soon as the reward has been
omitted. As mentioned earlier, this means that when a learned association
no longer leads to a reward, the agent unlearns the association. This seems
to be an inefficient way of learning and adapting because rewards might re-
cur and the actor must once again “re-learn” the associations it previously
wiped out. A more efficient way is to suppress the actions so that they
can be quickly reactivated when necessary. It is known from animal exper-
iments that learned behaviours can undergo rapid reacquisition as soon as
the unconditioned stimulus (US) is reintroduced (Pavlov, 1927; Napier et al.,
1992). This suggests that behaviours are suppressed rather than unlearned.
The current work proposes an alternative mechanism to unlearning in the
limbic system when rewards are omitted.
The TD error has been utilised in numerous computational models (Mon-
tague et al., 1996; Dayan and Balleine, 2002; O’Reilly et al., 2007). A positive
and negative prediction error are used to encode an increase and pause of
DA neuron activity respectively. Cragg (2006) has argued that the error be-
tween expected and omitted rewards does not quantitatively correlate with
the pause in DA activity. In addition, the low baseline firing rates of DA
neurons makes it difficult for recipient units to detect and decode the pause
in DA activity during omission (Daw et al., 2002; Cragg, 2006) Rather than
19
implementing a pause in tonic firing patterns, the current model employs a
rise in tonic activity to to encode reward omission. This rise in tonic DA
activity acts on D2 receptors and is assumed to generate LTD in the cur-
rent model. Tonic DA has been implemented in Gurney et al. (2004) as an
attenuating mechanism of salient stimuli by activating D2 receptors. These
two assumptions can function in synchrony in such a way that the attenu-
ation of salient stimuli by tonic DA activity might result in LTD occuring
heterosynaptically at synapses.
This chapter began by introducing adaptive elements as neural representa-
tion for animal learning. Animal learning has been classified in terms of
Pavlovian and instrumental conditioning which have been used as a basis for
understanding how animals learn to predict future rewards. The neuronal
analogs that were addressed ended with the actor-critic architecture. The
actor-critic method has been proposed as a neuronal representation of the
basal ganglia in prediction, control and action selection (Houk et al., 1995;
Suri and Schultz, 1998, 1999; Brown et al., 1999; Joel et al., 2002). There
are numerous RL computational models of the basal ganglia. However, there
are also a range of other non-RL computational models that have been de-
veloped which suggest its role in action selection (Redgrave et al., 1999a;
Gurney et al., 2001a,b; Prescott et al., 2006) sequence learning (Berns and
Sejnowski, 1998) and prediction (Houk et al., 1995; Joel et al., 2002). Com-
paratively fewer models have been proposed which focus on the role of the
limbic-regions in motivation and behavioural flexibility.
This thesis proposes a computational model of the sub-cortical limbic system
which in particular, implements circuitry of the ventral striatum in reward
based learning and reversal learning. Reward functions and appetitive moti-
vated behaviours have been associated with the mesolimbic dopamine (DA)
neurons (Wise et al., 1978; Wise and Rompre, 1989) originating from the ven-
tral tegmental area (VTA) which target the nucleus accumbens (NAc) of the
ventral striatum. The current model departs from the standard actor-critic
architecture with two major characteristics. The current model maintains
learned associations when a stimulus no longer predicts a reward but enables
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adjustment in response by employing a feed-forward switch. In chapter 5,
the computational model is reintroduced whereby the NAc circuitry is also
presented so that the core and shell networks function in accordance with
the actor and critic respectively. This is so that the model can be associated
with and compared against the standard actor-critic architecture.
The model’s performance in an open-loop reacquisition test and closed-loop
behavioural reversal learning experiments will be compared against actor-
critic versions of the model. The models are categorised according to whether
or not a feed-forward switching mechanism is implemented to disable actions,
or the unlearning rate of the actor component of the model. It will be
shown how the current model, which implements the feed-forward switching
mechanism and or a slower rate of unlearning in the actor, performs better
than the standard actor-critic equivalent.
This thesis closes with a discussion in which other computational models
are compared against the current model and concludes with suggestions for
future work. In the next chapter, the biological setting is presented. It
commences with a brief introduction to the basal ganglia.
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Chapter 2
The Biological Setting
The previous chapter briefly described how a variety of computational models
of the basal ganglia propose to play a role in prediction, control, action
selection, decision making and goal directed behaviours (Brown et al., 1999;
Houk et al., 1995; Gillies and Arbuthnott, 2000; Gurney et al., 2001a; Joel
et al., 2002; Prescott et al., 2006). In this chapter, the biological setting is
establised and commences with and introduction to the basal ganglia. The
striatum and the subthalamic nucleus are the principal input components of
the basal ganglia (Clark and Boutros, 1999; Redgrave et al., 1999a). The
striatum can be divided into the dorsal and ventral division. The dorsal
striatum is involved in action selection and motor functions while the ventral
region comprising the nucleus accumbens (NAc), is involved in motivation,
reward and attention (Schotanus and Chergui, 2008).
This chapter discusses mechanisms involved in information processing and
synaptic plasticity in the ventral striatum and proposes how the nucleus ac-
cumbens plays a role as the limbic-motor interface (Mogenson et al., 1980).
There are currently a few computational models which provide detailed de-
scription on the mechanism by which the nucleus accumbens contributes to
the basal ganglia’s functionality in action selection and behavioural flexi-
bility. This chapter intends to bring the reader’s attention to some of the
behaviours and functions that the nucleus accumbens has been implicated
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in. These behaviours range from Pavlovian conditioning to attentional set-
shifting and behavioural flexibility. The underlying goal is to develop a broad
understanding of its overall role so as to produce a computational model that
mirrors some of the ventral striatal circuitry at a systems level. First, the
basal ganglia and dorsal striatum are described. This will then lead to a
detailed discussion of the vertebrate ventral striatum and its relevant con-
nectivity and functionality.
2.1 The Basal Ganglia
A representation of the basal ganglia circuitry is illustrated in Fig. 2.1. The
basal ganglia comprise a variety of nuclei including the striatum, the ex-
ternal (GPe) and internal (GPi) segments of the globus pallidus (GP), the
substantia nigra pars reticulata (SNr), the subthalamic nucleus (STN) and
the dopaminergic neurons of the substantia nigra pars compacta (SNc), and
ventral tegmental area (VTA). The output nuclei of the basal ganglia are
the SNr and the GPi. The GPi and GPe are homologous to the rat en-
topenducluar nucleus (EP) and globus pallidus respectively Gurney et al.
(2004). The basal ganglia receive excitatory inputs from the cerebral cor-
tex and project integrated responses back to the cerebral cortex (Clark and
Boutros, 1999).
The striatum, which is divided into dorsal (caudate nucleus and putamen)
and ventral (nucleus accumbens (NAc)) parts, is a major input structure
to the basal ganglia. The striatum receives inputs from the cerebral cor-
tex as well as the thalamus, and efferents inhibitory GABAergic, gamma-
aminobutyric acid (GABA) fibres on the GP, SNr and ventral pallidum (VP).
The GP, SNr and VP project to the mediodorsal (MD) and ventral anterior
(VA) nucleus of the thalamus which in turn project back to the frontal cortex.
Additional important projections to the striatum include the dopaminergic
neurons of the SNc and VTA (Utter and Basso, 2008; Joel et al., 2002; Kandel
et al., 1991; Alexander and Crutcher, 1990).
23
Cortex,thalamus
and limbic system
thalamus
(VA,MD)
Striatum
DA system
SNc/VTA
STN
GPi
SNr
VP
GPe
excitatory inhibitory dopaminergic
Figure 2.1: A general representation of the basal ganglia-thalamocortical
Connectivity. The main input structure to the basal ganglia is the striatum.
The striatum is innervated by the cerebral cortex. It sends inhibitory projec-
tions to the output nuclei of the basal ganglia including the internal segment
of the globus pallidus (GPi) , the substantia nigra pars reticulata (SNr) and
the ventral pallidum (VP). These nuclei inhibit the ventral anterior (VA) and
mediodorsal (MD) thalamic nuclei. The thalamus is innervated by excita-
tory inputs from the cortex. The striatum also inhibits the external segment
of the globus pallidus (GPe) which inhibits the subthalamic nucleus (STN).
The STN sends excitatory projections to the GPi, VP and SNr. (Clark and
Boutros, 1999; Joel et al., 2002).
There are two pathways associated with the dorsal division of the basal gan-
glia namely a direct and an indirect pathway (Alexander and Crutcher, 1990).
The direct pathway’s loop originates from the cerebral cortex which project
onto the dorsal striatum which innervate the SNr and the GPi that projects
onto the thalamus and terminates back to the cortex. The indirect pathway
also originates from the cortex which innervate the dorsal striatum. The
dorsal striatum projects to the GPe which afferents the subthalamic nucleus.
The subthalamic nucleus projects on the GPi which projects to the thalamus
and terminates again at the cortex. The subthalamus is the key component
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of the indirect pathway. In addition to its efferent projection to the GPi,
it also innervates the substantia nigra pars reticulata. The overall effect
of activation of the direct and indirect pathway is to increase and decrease
cortical activity respectively (Clark and Boutros, 1999). The GPi is a main
output of the basal ganglia.
The direct and indirect pathways receive dopaminergic projections from the
substantia nigra pars compacta (SNc). These projections make up the nigros-
triatal tract (Clark and Boutros, 1999). The direct and indirect pathways
are differentiated respectively by the dopamine D1 and D2 receptor types.
Dopaminergic fibres act on D1 and D2 dopamine receptors which respectively
activate the direct and indirect pathways and indirectly increase and decrease
motor activity respectively. Computational models of the basal ganglia have
been developed which propose how the basal ganglia performs selection and
control through the direct pathway involving D1 receptor activation and in-
direct pathway involving D2 receptor activation respectively (Gurney et al.,
2001a,b, 2004; Prescott et al., 2006).
The rest of this chapter focusses on the ventral striatum. The basal ganglia
receive dopaminergic inputs from the SNc and the VTA. While the dopamin-
ergic innervations from the SNc project mainly to the dorsal striatum, the
dopaminergic projections from the VTA target the ventral striatum. Fig. 2.2
illustrates approximate projections from the dopaminergic neurons of the
VTA and SNc to the ventral and dorsal regions of the striatum, the major
input to the basal ganglia. The next section commences with a brief intro-
duction to the vertebrate ventral striatum. It reviews the role of this region
in motivation, reward based learning and behavioural flexibility.
2.2 The Ventral Striatum
The ventral striatum, also known as the limbic striatum or nucleus accum-
bens (NAc), is one of the oldest parts of the brain. This region is particularly
interesting because it makes up a critical part of the mesocorticolimbic system
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Figure 2.2: An approximate illustration of the projections from the dopamin-
ergic neurons. (Abbreviations: HPC, hippocampus; PFC, prefrontal cortex;
VTA, ventral tegmental area; VP, ventral pallidum; NAc, nucleus accum-
bens).
(Moore and Bloom, 1978) which has been implicated in mediating appetitive
learning and reward related behaviours including drinking, feeding, explo-
ration and sex (Kelley, 1999a; Robbins et al., 1989; Robbins and Everitt,
1996). It has also been implicated in the central reward processes associated
with electrical brain stimulation (Phillips et al., 1975). In the following sec-
tions, the NAc and its surrounding circuitry as well as its role in mediating
goal directed behaviours will be elaborated on.
2.2.1 The Nucleus Accumbens (NAc)
The NAc is innervated by limbic structures such as the hippocampus (HPC)
(Groenewegen et al., 1987), the basolateral nucleus of the amygdala (BLA)
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(Zahm and Brog, 1992), and the medial prefrontal cortex (mPFC) (Zahm
and Brog, 1992) and projects to output structures of the basal ganglia such
as the ventral pallidum (Robbins and Everitt, 1996). Based on its afferent
and efferent structures, the nucleus accumbens integrates information asso-
ciated with motivation, drive and emotion and translates them into action
(Mogenson et al., 1980). Hence the reason for it being identified as the ”lim-
bic - motor” interface (Mogenson et al., 1980; Kelley, 1999a). In addition to
being innervated by both limbic and cortical regions associated with emotion
and cognition respectively, the striatum is also densely innervated by mid-
brain dopaminergic neurons which originate from the ventral tegmental area
(VTA) and substantia nigra pars compacta (SNc) (Nicola et al., 2000) and
which release the neurotransmitter dopamine (DA).
The NAc can be further dissociated into two anatomically, pharmacologi-
cally and behaviourally distinct shell and core subunits (Alheid and Heimer,
1988; Zahm and Brog, 1992; Zahm and Heimer, 1993; Zahm, 2000). Both
subunits network in such a way that the core’s efferent connectivity resem-
bles that of the dorsal striatum and projects more strongly to basal ganglia
regions such as the ventral pallidum and the substantia nigra (Kelley, 1999a)
while the shell projects more distinctly to the sub-cortical and limbic regions
(Day and Carelli, 2007) including the lateral hypothalamus (LH), ventral
tegmental area (VTA) and the ventromedial regions of the ventral pallidum
(Kelley, 1999a). Some relevant connectivity surrounding these two subunits
are discussed briefly.
2.2.2 The NAc Core
Fig. 2.3 shows some afferent and efferent connectivities the core. The afferent
connectivity to this subunit include the amygdala, the dorsal subiculum of
the hippocampus (Kelley, 1999a), the dorsolateral part of the ventral pal-
lidum, subthalamic nucleus and the dopaminergic cells of the VTA (Zahm
and Brog, 1992). Cortical afferents include the dorsal division of the medial
prefrontal cortex (dmPFC) comprising the anterior cingulate which projects
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Figure 2.3: A simplified schematic illustrating some afferent and efferent
structures that make up the core circuitry. The core receives excitatory glu-
tamatergic innervations from the cortical areas including the dorsomedial
prefrontal cortex, and the limbic regions including the hippocampus. The
core efferents inhibitory gamma-aminobutyric acid (GABA) innervations to
the dorsolateral ventral pallidum, the ventral tegmental area and other basal
ganglia structures. (Abbreviations: dmPFC, dorsomedial prefrontal cortex;
VTA, ventral tegmental area; VPdl, dorsolateral ventral pallidum; SNr, sub-
stantia nigra reticulata; STN, subthalamic nucleus; GP, globus pallidus; MD,
mediodorsal nucleus of the thalamus) (Thompson et al., 2009).
more strongly to the core. (Zahm and Brog, 1992; Brog et al., 1993; Passetti
et al., 2002). In addition to playing an essential role in working memory,
the dmPFC seems to be involved in temporal organisation and shifting of
behavioural sequences (Ishikawa et al., 2008).
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The efferent connectivity of the core is similar to that of the dorsal striatum
and projects more strongly to the output nuclei of the basal ganglia (Zahm
and Brog, 1992) via the VPdl. These include the subthalamic nucleus (STN),
the substantia nigra reticulata (SNr) and compacta (SNc), the dorsolateral
ventral pallidum (VPdl) and globus pallidus (Zahm, 2000).
Based on the similarities of its efferent projections with the dorsal striatum,
the core is more associated with the control of voluntary motor functions
(Kelley, 2004). The core is necessary for mediating instrumental responding
and enables the incentive value of instrumental outcome to control the per-
formance selection. The NAc core enables reward predictive cues to mediate
behaviours that led to reward procurement (Kelley, 1999a; Ito et al., 2004).
The model has been developed in chapter 3 so that the core representation
enables behavior.
2.2.3 The NAc Shell
The connectivity surrounding the shell is shown in Fig. 2.4. The shell is
innervated by structures which include the lateral hypothalamus (LH), the
ventral subiculum of the hippocampus (Kelley, 1999a), and the medial amyg-
dala (Zahm and Brog, 1992; Ghitza et al., 2003). The hippocampus provides
spatial and contextual information to the NAc. The ventromedial prefrontal
cortex (vmPFC), which seems to be necessary for maintaining behavioural
flexibility of reward based associations (Passetti et al., 2002), comprises the
infralimbic and medial orbital cortex which has been suggested to innervate
the shell more strongly than the core (Zahm and Brog, 1992; Brog et al.,
1993; Zahm, 2000; Passetti et al., 2002; Ishikawa et al., 2008). The shell
projects to the VTA, the LH, and the medial part of the ventral pallidum
(mVP) (Groenewegen et al., 1999). The shell-mVP connection projects to
the VTA (Floresco et al., 2003) and the thalamus (Groenewegen, 1988). The
mediodorsal (MD) nucleus of the thalamus projects to the medial frontal
cortex (Zahm and Brog, 1992; Birrell and Brown, 2000) which innervates the
core. Therefore, the limbic cortico - basal ganglia - thalamocortical circuit in-
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Figure 2.4: A simplified schematic illustrating some afferent and efferent
structures that make up the shell circuitry. The shell receives excitatory glu-
tamatergic innervations from the cortical areas including the ventromedial
prefrontal cortex and orbitofrontal cortex, the limbic regions including the
hippocampus and basolateral amygdala and the lateral hypothalamus. The
shell efferents inhibitory GABAergic innervations to the ventral pallidum and
the ventral tegmental area. The ventral pallidum sends inhibitory GABAer-
gic projections to the mediodorsal nucleus of the thalamus which feeds excita-
tory glutamatergic projections back to the cortical regions. (Abbreviations:
vmPFC, ventromedial prefrontal cortex; OFC, orbitofrontal cortex; BLA, ba-
solateral amygdala; LH, lateral hypothalamus; VTA, ventral tegmental area;
VP, ventral pallidum; MD, mediodorsal nucleus of the thalamus dmPFC,
dorsomedial prefrontal cortex) (Thompson et al., 2009).
volving the shell, follows a pathway that leads from the ventral prelimbic and
infralimbic cortical areas to the shell to the medial ventral pallidum to the
mediodorsal nucleus of the thalamus which then projects back to the cortical
areas (Zahm and Heimer, 1990; Groenewegen et al., 1999). It has been sug-
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gested by Zahm (2000) that the shell may influence the core activity which
could be manifested through this ventral pallido-thalamo-cortical pathway.
This connectivity is illustrated in Fig.2.5 which shows how the shell inner-
vated by the cortex, influences the core. The shell inhibits the mVP. The
mVP inhibits the MD which projects to the core via the prefrontal cortex. In
the computational model, this pathway will be used to suppress unnecessary
behaviour initiated by the core activity.
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Figure 2.5: A simplified schematic illustrating the essential connectivity be-
tween the shell and core implemented in computational model. The shell
receives excitatory glutamatergic innervations from the cortical areas includ-
ing the ventromedial prefrontal cortex and orbitofrontal cortex. The shell
inhibits the ventral pallidum which inhibits the mediodorsal thalamus. The
mediodorsal thalamus projects to the dorsomedial prefrontal cortex which
innervates the core. The shell also influences the ventral tegmental area by
inhibiting the vental pallidum which inhibits the ventral tegmental area. (Ab-
breviations: vmPFC, ventromedial prefrontal cortex; dmPFC, dorsomedial
prefrontal cortex; OFC, orbitofrontal cortex; mVP, medial ventral pallidum;
LH, lateral hypothalamus; VTA, ventral tegmental area; MD, mediodorsal
nucleus of the thalamus).
The innervation from the limbic structures to the NAc are differently mod-
ulated by the dopaminergic neurons of the VTA. The NAc has also been
observed to influence DA release (Floresco et al., 2003). This means that the
limbic structures innervating the NAc can indirectly influence dopamine re-
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lease. The NAc and the DA neurons of the VTA are innervated by excitatory
glutamatergic neurons of the lateral hypothalamus which can be activated
by primary rewards. Manipulating the DA receptors associated with the
NAc target structure have demonstrated different adjustments on rewarding
effects (Phillips et al., 1994).
There are two main DA systems (Fig. 2.6) namely, the mesocorticolimbic-DA
system originating from VTA neurons and innervating the nucleus accum-
bens (NAc) and cortical and limbic structures, and the nigrostriatal (NS)
dopaminergic system originating from the substantia nigra compacta (SNc).
In the next section dopamine and the mesocorticolimbic DA system are
briefly discussed.
2.3 The Mesocorticolimbic Dopaminergic
System
DA was first discovered in the late nineteen fifties by Arvid Carlsson (Carls-
son and Waldeck, 1958; Abbott, 2007) and has been recognised as an im-
portant neurotransmitter in the reward circuitry of the brain (Wise and
Rompre, 1989). It plays a role in both synaptic plasticity and memory pro-
cesses. Dopaminergic (DAergic) activity on the NAc has been implicated in
a variety of cognitive, motivational and behavioural functions such as motor
activity (Dalia et al., 1998), responding to salient or novel stimuli (Rebec
et al., 1997; Horvitz, 2000) and has also been observed to affect locomotion
which can be blocked by disabling the connectivity of the NAc efferents to
the globus pallidus (Jones and Mogenson, 1980). It has been suggested by
(Mogenson et al., 1988) that DA instead, modulates the effects of afferent
inputs to the NAc. Studies have shown that the activation and inactivation
of the NAc DA systems respectively generated increased and decreased be-
havioural responses to reward predictive cues towards obtaining goal objects
(Wise, 1998). DA is essential in mediating or gating and as such, in selecting
information from the limbic and cortical regions that innervate and activate
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Figure 2.6: The two dopaminergic systems. The mesocorticolimbic DA sys-
tem originates from the VTA and innervates structures which include the nu-
cleus accumbens, lateral hypothalamus, prefrontal cortex, hippocampus and
ventral pallidum. The nigrostriatal DA system originates from the substan-
tia nigra compacta and innervates regions including the dorsal striatum, the
subthalamic nucleus, the substantia nigra reticulata and the globus pallidus.
(Abbreviations: NAc, nucleus accumbens; LH, lateral hypothalamus; PFC,
prefrontal cortex; HPC, hippocampus; VTA, ventral tegmental area; VP,
ventral pallidum; MD, mediodorsal nucleus of the thalamus; STN, subthala-
mic nucleus; SNr, substantia nigra reticulata; SNc substantia nigra compacta
GP, globus pallidus) (Thompson et al., 2009).
the NAc (Cepeda et al., 1998).
The discovery of intracranial self stimulation in 1954 (Olds and Milner, 1954)
led to studies which have shown that DA plays a primary role in mediating
reward related and goal directed behaviours (Wise, 1998, 2004). The two
main DA systems (Fig. 2.2) include the mesocorticolimbic-DA system origi-
nating from VTA neurons and innervating the nucleus accumbens (NAc) and
the nigrostriatal (NS) dopaminergic system originating from the substantia
nigra pars compacta. The focus will be on the mesocorticolimbic-DA system
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because it has been identified to play more of a major role in motivation and
reward functions than the NS DA system (Alcaro et al., 2007; Papp and Bal,
1987).
DA neurons exhibit burst spiking activity in receipt of primary rewards such
as food, novel appetitive stimulus and in event of stimulus which predict
rewards (Steinfels et al., 1983; Romo and Schultz, 1990; Ljungberg et al.,
1992; Schultz et al., 1993, 1997). When cues are paired repeatedly with the
rewards, these DA activations develop more significantly at the onset of the
cue presentation and less during reward delivery (Schultz et al., 1997).
DA neurons are innervated by the excitatory glutamatergic projections from
the lateral hypothalamus (LH) and inhibitory GABAergic afferents from the
NAc and ventral pallidum (VP). The VTA-DA neurons exhibit two trans-
mission modes namely phasic and tonic activity described as follows.
2.3.1 The Spiking Activity of DA Cells
According to physiological findings, the phasic and tonic levels of DA release
are dependent on the two distinct methods that drive the spiking activity of
the VTA DA neurons (Fig. 2.7). Burst firing of DA neurons at an approxi-
mate frequency of 3Hz generate phasic DA levels in the synaptic cleft which
are very quickly removed by dopamine transporters (Floresco et al., 2003;
Grace et al., 2007) while tonic DA levels occur in the extrasynaptic space at
extremely low levels due to an increase in the number of tonically active DA
neurons (Fig. 2.7). Floresco et al. (2003) observed that VTA-DA increase
can occur via glutamatergic excitations or GABAergic dis-inhibition. When
primary rewards are obtained, the LH, which sends excitatory glutamatergic
inputs to the DA cells, becomes activated. VTA-DA cells demonstrate burst
firing in response to behaviourally relevant stimuli such as rewards (Schultz
et al., 1997) which can occur due to the VTA’s innervation by the LH glu-
tamatergic projections. It is believed that these burst firing activity signal
reward useful for goal directed behaviour (Schultz, 1998; Grace et al., 2007).
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Figure 2.7: The spiking activity of DA neurons influenced by (1) a direct
excitatory pathway and (2) a dis-inhibition of the ventral pallidum neurons.
(Abbreviations: LH, lateral hypothalamus; VTA, ventral tegmental area; VP,
ventral pallidum) (Thompson et al., 2009).
The VTA is also innervated by inhibitory GABAergic projections from the
NAc and VP. Activation of the NAc produces an inactivation of the inhibitory
GABAergic VP-VTA projections and a resultant increase in the population
activity of DA neurons (Floresco et al., 2003). Therefore, LH-glutamatergic
excitation generates burst spiking at the moment of the primary reward while
the NAc-VP-GABAergic dis-inhibition is responsible for tonic levels of DA.
In this section two DA activity modes have been described. In the following
sections, the role these DA activities play on signalling and synaptic trans-
mission in the NAc and striatum will be investigated and discussed.
2.4 Signalling and Synaptic Transmission
Long term synaptic efficacy of excitatory signalling are proposed to be es-
sential mechanisms necessary for the storage of information and the cellular
basis for memory, learning, motor control and different behaviours (Calabresi
et al., 1997; Gubellini et al., 2004; Schotanus and Chergui, 2008). While sig-
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nalling and spiking activity in the NAc and striatum are influenced by the
corresponding limbic and cortical afferent structures, studies observing DAer-
gic mechanisms in modulating synaptic transmission have generated rather
contradictory results (Nicola et al., 2000). This section investigates briefly,
some of these studies and summarises certain procedures that take place
during signalling in the striatum and the NAc.
A vast majority (> 90%) of NAc neurons are composed of inhibitory GABAer-
gic medium spiny neurons MSNs while the rest make up three groups of in-
terneurons (Groves, 1983; Meredith, 1999; Calabresi et al., 2007) listed as
follows:
1. Slow-firing cholinergic interneurons which co-express D1-type and D2-
type receptors (Nicola et al., 2000).
2. Fast-spiking paravalbumin-containing GABAergic interneurons.
3. Burst-firing somatostatin/nitric-oxide (NO) expressing interneurons (Nicola
et al., 2000; Calabresi et al., 2007).
Neurotransmitter and Receptor Activity
Cortical regions such as the PFC release excitatory glutamate (Glu) neuro-
transmitter (Divac et al., 1977) on to the NAc of the ventral striatum and
form cortico-striatal synapses. A proportion of striatal neurons synapse with
both dopaminergic and cortical innervations (Freund et al., 1984) where glu-
tamatergic and dopaminergic interactions occur (Smith and Bolam, 1990;
Day and Carelli, 2007) and act on receptors located pre- and postsynapti-
cally (Reynolds and Wickens, 2002). Interactions between glutamate and
DA from afferent innervations form part of the mechanisms necessary for
signalling and striatal synaptic activities. Postsynaptic depolarizations oc-
cur on the NAc or striatum due to the excitatory glutamatergic activations
from limbic and cortical structures which bind to different glutamate sub-
types including ionotrophic N- methyl- D- aspartic acid (NMDA) and α-
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amino- 3- hydroxyl- 5- methyl- 4- isoxazole- propionate (AMPA) and other
metabotropic type glutamatergic (mGlu) receptors (Nicola et al., 2000). In
vivo the MSNs, often called bimodal neurons, exhibit fluctuations in their
membrane potential between two functional states. A negative and quiescent
hyperpolarized downstate (' 80mV ) and a depolarized upstate (' 60mV )
(Tseng et al., 2007). Depolarization of these MSNs into upstate have been
observed to require the activation of AMPA and/or NMDA receptors (Tseng
et al., 2007) which can be achieved by strong glutamatergic inputs.
DA is a neuromodulator of striatal synaptic plasticity that acts on corre-
sponding DA receptors. There are five DA receptors D1-D5 that have been
cloned. Due to their molecular and pharmacological similarities, they can
be grouped into two family subtypes (Nicola et al., 2000; Calabresi et al.,
2000). The D1-type family of receptors represent D1 and D5 DA receptors,
while D2, D3 and D4 receptors make up the D2-type family of DA receptors.
These DA receptors are also located on striatal neurons and its afferent in-
nervations. In particular, most D1 receptors are localized postsynaptically
on the NAc’s MSNs while D2 receptors are located presynaptically on corti-
costriatal fibres, on DAergic neuron terminals and also postsynaptically on
MSNs (Calabresi et al., 1997; Ko¨tter, 1994).
The state of this membrane potential of MSNs can determine whether the
resultant dopaminergic activation of DA receptors are excitatory or inhibitory
(Reynolds and Wickens, 2002). These postsynaptic depolarizations are also
referred to as excitatory postsynaptic potentials (EPSPs). On the other
hand, postsynaptic hyperpolarizations or inhibitory post-synaptic potentials
(IPSPs) are generated when the inhibitory neurotransmitters such as GABA
are released on the NAc or striatum.
Dopamine Signalling and Transmission
Manipulation of DA receptors associated with the striatal circuitry has demon-
strated different adjustments on rewarding effects (Phillips et al., 1994). The
distribution of D1 and D2 receptors in the striatum appears to be largely
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segregated such that the neurons involved in the direct and indirect path-
ways express high levels of D1 and D2 receptors respectively. In addition, a
certain population (' 25%) of medium spiny neurons of the striatum have
also been observed to co-express these two subtypes of receptors. In the
NAc, the exact amount of colocalization of D1- and D2-type receptors is
debatable since although D1 and D2 receptors do not seem to be expressed
together, D3, receptors are expressed in both regions of D1 and D2 receptor
expression (Nicola et al., 2000). The activations of these D1- and D2-type
receptors depend on the transmission states of the DA neurons and enables
the long term increase (long term potentiation, LTP) or decrease (long term
depression, LTD) in the strength of the striatal synapses.
Phasic and tonic DA activity which generate different DA concentration lev-
els have been suggested to play a role in mediating LTP and LTD. DAergic
activations of D1- and D2-type receptors influence corticostriatal synaptic
plasticity (Calabresi et al., 2007). The function DA receptors play on cor-
ticostriatal synaptic transmission (Pawlak and Kerr, 2008; Surmeier et al.,
2007) is dependent on DA concentration (Hsu et al., 1995). According to
Garris et al. (1994), phasic DA is released in concentrations in the order
of hundreds of micromolars (Grace, 2000). In contrast, tonic extracellular
DA levels in the NAc occur at concentrations in the range of nanomolars
( 5 − 50nm) (Parsons and Justice, 1992; Grace, 2000). Such low DA con-
centrations (≤ 0.1µM) act on D2 receptors (Pawlak and Kerr, 2008). While
this D2 receptor activation does not seem to be essential for timed pre- and
postsynaptic activity to induce plasticity (Pawlak and Kerr, 2008), D2 re-
ceptor stimulation act on the presynaptic mechanisms involved in the release
of glutamate (Lee et al., 2005). At higher concentrations (≥ 0.1µM), both
postsynaptic D1 and D2 receptors are activated which may also result in an
attenuated synaptic transmission (Lee et al., 2005).
Dopamine activation on these DA receptors have been observed to have both
excitatory and inhibitory effects on striatal synaptic plasticity (Mercuri et al.,
1985) depending on the DA receptor subtype activated (Nicola et al., 2000).
However, the effect of dopamine on striatal neurons can also be dependent on
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the membrane potential of the postsynaptic neuron. For example, D1 recep-
tor activation during postsynaptic depolarisation has been observed to en-
hance the effect of excitatory inputs (Reynolds and Wickens, 2002; Surmeier
et al., 2007). With cortical and dopaminergic terminals occurring proximally
on striatal neurons, certain forms of synaptic plasticity in the striatum have
been suggested to be induced by three factors (Ko¨tter, 1994; Reynolds and
Wickens, 2002; Porr and Wo¨rgo¨tter, 2007). These include both glutamatergic
activation and depotentiation of the pre- and postsynaptic activities respec-
tively and DA modulation as the third factor. DA modulation occurs in two
activity states and differentially act on the DA receptors. Accordingly DA
activity functions as a gate and enables an increase or decrease in synaptic
plasticity. Therefore, the phasic and tonic DA modes acting differentially
on DA receptors can influence the plasticity of corticostriatal synapses. The
methods by which phasic and tonic DA facilitate LTP and LTD respectively,
will be used in the computational model developed in chapter 3.
The synapses that link afferent units to the striatum can undergo long term
plastic changes such as LTP and LTD (Calabresi et al., 1992c). These
changes, which are likely to influence learning and memory formation (Cal-
abresi et al., 1996), occur within milliseconds but can last for hours and
even days (Di Filippo et al., 2009). DA denervation has resulted in impaired
synaptic plasticity (Picconi et al., 2005). Two different activity states of DA
have been briefly discussed so far which result in distinct DA concentration
levels that play a role in mediating synaptic plasticity by stimulating DA
receptors. The following section discusses the possible role dopamine plays
in mediating long term depression at corticostriatal synapses.
2.4.1 Long Term Depression (LTD)
Long term depression (LTD) and long term potentiation (LTP) are two main
forms of synaptic plasticity which have been observed at striatal synapses
(Calabresi et al., 2007). Although there are studies that report no observable
effects of DA on striatal synapses (Nicola et al., 2000), a few studies which
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have observed LTD as well as DA’s involvement in striatal signalling or LTD
are summarised in table 2.1 and discussed as follows:
(HFS) of corticostriatal fibres on the synaptic function of striatal neurons,
Calabresi et al. (1992a) observed that HFS of corticostriatal glutamatergic
fibres in the striatum induced LTD which were blocked by either D1 or D2
receptor antagonists. In addition LTD was abolished by DA depletions and
restored either by the applications of DA or administration of D1 and D2
receptor agonists (Picconi et al., 2005). Studies conducted by Cepeda et al.
(1993); Hsu et al. (1995); Levine et al. (1996) show that D2-type receptor
activations attenuate EPSPs mediated by Glu receptors, Therefore it can be
assumed that D2 receptor activation have inhibitory effects on the NAc.
D2 receptor activation seems to be an essential requirement for the induction
of LTD. This is because a failure to demonstrate LTD has been noted in D2
deficient mice. In addition, mice lacking the Dj-1 gene which exhibits reduced
DA overflow in the extrasynaptic striatal spaces also showed failed LTD in-
duction (Calabresi et al., 2007). Similar results were observed during bath
application of DA on striatal synapses (Calabresi et al., 1992b, 1987). Both
DA overflow in the extrasynaptic space and bathing DA simulate tonic DA
levels. Cortico-accumbens transmissions appear to be attenuated in presence
of tonic DA levels (O’Donnell and Grace, 1994; Floresco et al., 2003; Goto
and Grace, 2005a). According to Maeno (1982) and Creese et al. (1983) D2
receptors show a high affinity for DA and could be activated in the event of
tonic DA release (Goto and Grace, 2005a; Grace, 1991). Therefore tonic DA
production via the inactivation of the VP have resulted in the selective atten-
uation of mPFC afferents to the NAc (Goto and Grace, 2005b; Grace et al.,
2007). These findings demonstrate that LTD can be induced and blocked
by the activation of D1 and D2 receptors and the application of D1 and D2
receptor antagonist respectively (Calabresi et al., 1992a,b).
Certain studies exist which aim to explain the mechanisms involved in LTD
induction. These processes include a variety of factors that involve a chain-
ing of internal events. According to Gubellini et al. (2004), during corti-
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Table 2.1: Table showing DAergic influences on striatal synaptic plasticity
Reference Manipulation Effect Comment
Calabresi et al. (1992a) Corticostriatal LTD by HFS · Blocked by D1 or D2 R antagonists DA acting on D1 and
· abolished by DA depletion or D2 R are involved
· Restored by DA application or in initiating
· by D1 and D2 R agonists corticostriatal LTD
Gonon and Sundstrom (1996) Excitation of NAc neurons · Abolished by DA lesioning DA and D1 R activation are
and · Reduced by D1 R antagonist involved in facilitating
Gonon (1997) · Facilitated by D1 R agonists excitatory stimulation of the NAc
Schotanus and Chergui (2008) Corticostriatal LTP by HFS · Blocked by D1 R antagonist DA acting on D1 R and not D2 R
· Blocked by excess DA in the are involved in inducing
extracellular space. corticostriatal LTP
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costriatal HFS, glutamatergic AMPA receptor stimulation which results in
action potential discharges are essential for LTD induction. The postsynaptic
depolarizations results in increased intracellular calcium (Ca2+) which trig-
ger several Ca2+- dependent processes that are required for LTD induction.
Postsynaptic depolarizations which result in increased Ca2+ levels include
one mechanism required for LTD induction.
Another mechanism implicated in LTD induction, requires DA receptor stim-
ulation and has been discussed by both Wang et al. (2006) and Calabresi
et al. (2007). It involves one of the interneurons located in the striatum, the
cholinergic interneuron which expresses D2 receptors (Wang et al., 2006).
DA acting on the D2 receptors generate reduced activity of muscarinic M1
acetylcholine receptors. Activation of M1 receptors generally results in an
attenuation of the opening of Cav 1.3 Ca2+ channel (Wang et al., 2006) and
therefore reduced endocannabinoid (ECB) synthesis and release. LTD induc-
tion seems to essentially require ECB release. Postsynaptic endocannabinoids
signal the activation of presynaptic cannabinoid CB1 receptors which are es-
sential for the reduction of glutamate release and thus the initiation of LTD
(Yin et al., 2006). Therefore D2 receptor activation reduces M1 receptor ac-
tivation which indirectly enhances ECB release required for LTD induction.
A third mechanism briefly addressed here includes a process also suggested
by Calabresi et al. (2007) and involves the nitric oxide producing interneu-
ron which contain D1-type receptors. In this case, burst firing of DA neurons
activate the D1-class receptors located on this interneuron which in turn re-
lease NO. This mechanism has been suggested to influence the induction of
LTD (Calabresi et al., 2007). LTD induction seems to require a chain of sub-
cellular processes which are triggered by certain events including presynaptic
glutamate and dopamine release which act on their respective receptors lo-
cated pre- and postsynaptically as well as on interneurons.
It has been proposed by Calabresi et al. (1996) and Law-Tho et al. (1995)
that in the PFC, LTD is favoured over LTP in the presence of DA. It is
assumed that this mechanism might also occur at corticostriatal sysnapes.
This leads to the suggestion that tonic DA-D2 receptor stimulation might
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enable corticostriatal LTD to occur. However, D1 receptor activation might
initially be required to induce synaptic plasticity. A combination of pre- and
post synaptic activities have been observed to induce LTD with a possible
dependence on the presence of D2 receptors (Reynolds and Wickens, 2002).
To summarize, LTD induction requires presynaptic glutamate release that act
on glutamate receptors and the activation of DA D1 and/or D2 receptors.
This will be used in the development of the model in the next chapter. In the
model, it will be assumed that tonic DA activation of D2 receptors mediated
LTD. Some studies which implicate dopamine activity on striatal signalling
and synaptic plasticity are summarised in table 2.1. In the following section,
it will be discussed how LTP is induced.
2.4.2 Long Term Potentiation (LTP)
Striatal LTP can be induced after the stimulation of cortical and hippocam-
pal afferents (Pennartz et al., 1993; Boeijinga et al., 1993) in particular,
corticostriatal LTP has been observed during coincident tetanic stimulation
of corticostriatal and glutamatergic NMDA receptor activation. Glutamate
release acting on NMDA receptors are essential for the induction of LTP. In
the presence of magnesium (Mg2+), NMDA receptor channels become inac-
tivated and LTP induction fails due to the voltage dependentMg2+ blockade
(Calabresi et al., 1992c). This voltage dependent Mg2+ blockade occurs due
to a very negative resting membrane potential of striatal neurons and can be
overcome by membrane depolarization. Repetitive HFS of the corticostriatal
pathway rather than individual single unit activation might be essential in the
removal of thisMg2+ blockade (Calabresi et al., 2000). In addition, Charpier
and Deniau (1997) have demonstrated LTP induction during combined repet-
itive activation of corticostriatal neurons and striatal depolarization. Thus
striatal LTP occurs in event of combined pre- and postsynaptic activities.
In addition to the combined pre- and postsynaptic mechanisms, the HFS in-
duction of corticostriatal LTP has been observed to require the activation of
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DA D1 receptors (Calabresi et al., 1992b, 2000; Kerr and Wickens, 2001). In
the NAc, LTP has been induced by HFS of glutamatergic inputs acting on
NMDA receptors, which in turn has been blocked by D1 receptor inactivation
or excess DA in the extracellular space (Schotanus and Chergui, 2008) (sum-
marised in table 2.1). While LTP has been induced in event of corticostriatal
activation, dopamine depletion at corticostriatal synapses (Centonze et al.,
1999) or a blockade of D1 type receptor activation (Calabresi et al., 1992c;
Kerr and Wickens, 2001) have both resulted in a failure to induce LTP. Addi-
tional studies have shown that glutamate mediated EPSPs are enhanced by
D1 receptor stimulations (Galarraga et al., 1997; Umemiya and Raymond,
1997). DA concentration levels act on corresponding DA receptors which in
turn can induce synaptic plasticity. The importance of D1 receptor activa-
tion in producing LTP is consistent with the finding that LTP induction is
absent in mice lacking D1 receptors (Calabresi et al., 2007). Corticostriatal
LTP can occur in event of pre- and postsynaptic activities when the essential
DA D1-type receptors are stimulated (Calabresi et al., 2000; Kerr and Wick-
ens, 2001). D1 receptors can be activated when unexpected rewards generate
burst spike firing and phasic DA release (Grace et al., 2007; Goto and Grace,
2008).
2.4.3 The Interplay between LTP and LTD
Pawlak and Kerr (2008) demonstrated that although both an increase and
decrease in synaptic plasticity can be generated under similar conditions, the
timing between the presynaptic cortical inputs and the postsynaptic striatal
activations also play a role in inducing LTP and LTD. In addition, the D1
type receptor activation was necessary for both forms of striatal spike timing
dependent plasticity (STDP) while D2 receptor blockade resulted in enhanced
and delayed potentiation and depression respectively.
LTP and LTD seem to require distinct processes involving DA receptor acti-
vation. D2 receptor activation and blockade observed to respectively disrupt
and enhance LTP, led to the suggestion by Calabresi et al. (2007) that unlike
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in the induction of LTD, D1 and D2 dopamine receptors operate in opposition
to induce LTP. To summarize, LTP induction requires three elements which
include a precise timing between the first two elements, pre- and postsynaptic
activities and DA receptor stimulation as the third factor. D1 receptor acti-
vation mediates the induction of both LTP and LTD, D2 receptor activation
seems to favour the induction of LTD.
DA receptors activation can be influenced by different spiking activity states
of DA neurons. Phasic DA release generated by VTA burst firing (which can
occur when rewards are obtained) activates D1 receptors (Goto et al., 2007).
Alternatively, tonic DA release generated from the dis-inhibition of the VTA
activate D2 receptors (Goto et al., 2007). In addition to influencing synaptic
plasticity in the NAc, Phasic and tonic DA levels have been proposed to
facilitate limbic and cortical inputs through the activation of the D1 and D2
receptors respectively (Goto and Grace, 2005b).
The NAc receives inputs from cortical and limbic regions and DAergic neu-
rons. These afferent innervations undergo synaptic plasticity which make
up the cellular basis for behaviour and motor learning. So far studies have
been identified which implicate mainly DA in corticostriatal signalling and
synaptic plasticity. The following sections observe how manipulating affer-
ent influences including DAergic and glutamatergic innervations influence
behaviour in the striatum and NAc. In addition several lesion and inacti-
vation studies will also be summarised and used to suggest how signalling
and information is transferred at a systems level through the mesocorticolim-
bic circuitry to influence and regulate motivation, reward and goal directed
behaviours.
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2.5 Experimental Studies of the NAc
Circuitry and Functionality
Although there are numerous experimental studies which demonstrate that
the NAc plays a role in motivation, rewards and goal directed learning (Kel-
ley, 1999a; Corbit et al., 2001; Reynolds and Berridge, 2001; Yin et al., 2008;
Nicola et al., 2004; Ikemoto and Panksepp, 1999) by processing information
from the limbic, sub-cortical and dopaminergic inputs, the exact mechanisms
involved are still uncertain. However, by studying the experimental manipu-
lations of the dopaminergic and afferent innervations involved with the NAc,
an understanding of the role of the NAc in action selection, motivation and
goal directed behaviour can to some extent, be realized.
Experimental studies have shown impaired response to cues that predict re-
ward due to a reduction of DA activity on the NAc (Di Ciano et al., 2001;
Parkinson et al., 2002; Robbins et al., 1989; Nicola, 2007; Wakabayashi et al.,
2004; Yun et al., 2004). Lesion studies have demonstrated disruptions of pro-
cesses which range from cognitive to behavioural flexibility. There exists a
vast range of literature which implicate the DA and the mesocorticolimbic
system in animal learning and rewarding behaviours such as Pavlovian or
classical conditioning and instrumental conditioning. Classical and instru-
mental conditioning in the NAc are summarised in the following section.
2.5.1 The NAc in Pavlovian and Instrumental
Mechanisms
Pavlovian and instrumental conditioning as introduced in chapter 1, are el-
ementary forms of associative learning which allow animals to predict and
adapt to changes in their environment based on their previous experiences.
Pavlovian conditioning affects behaviour and includes mechanisms such as
autoshaping, conditioned reinforcement and Pavlovian instrumental trans-
fer (PIT) (Cardinal et al., 2002a). Classical and instrumental conditioning
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have been observed in the brain regions including the cerebellum which has
been associated with the nictitating membrane (Welsh and Harvey, 1989)
and the amygdala which is involved in fear conditioning (Park and Choi,
2010). However, a number of studies have implicated the NAc as a rele-
vant region involved in modulating the influence of appetitive Pavlovian CSs
on instrumental behaviour (Parkinson et al., 2000, 2002). These processes
along with experimental manipulations on the NAc circuitry can be used to
demonstrate how reward predictive cues and stimuli are implemented by the
NAc to influence reward based and goal directed behaviours.
Pavlovian Conditioned Approach Behaviors
In sign-tracking or autoshaping, when a conditioned stimulus (CS) has been
associated with an unconditioned stimulus (US), a conditioned response (CR)
in the form of an approach behaviour towards the CS is elicited irrespective
of the presentation of the US (Brown and Jenkins, 1968). An example of
autoshaping is demonstrated when a hungry pigeon is placed in a conditioning
chamber in which there is contained a perspex which becomes illuminated
shortly before food is delivered in a food hopper. Initially the pigeon does
not respond to the illuminated panel however, after a few trials, the pigeon
will come to peck the panel when it is lit. The food delivery is not dependent
on the pigeons response therefore it can be classified as an open-loop system.
Goal-tracking is similar to sign-tracking however, approach behaviour elicited
is in the direction of the site of the US (Silva et al., 1992). Sign- and goal-
tracking which are approach behaviours in response to a CS towards the
CS or US respectively demonstrate the acquisition of Pavlovian conditioned
approach (PCA) behaviour.
Lesion and inactivation experiments have shown that the NAc plays a role
in autoshaping. For instance, glutamatergic and dopaminergic receptor in-
activations (Di Ciano et al., 2001) as well as lesions to the core and not the
shell (Parkinson et al., 2000) have been observed to disrupt acquisition and
performance in discriminated Pavlovian approach behaviours. In particular,
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application of DA receptor antagonists on the NAc core exhibited decreased
approaches to the CS paired with a reward (CS+) during both acquisition
and performance of the conditioned responses (Di Ciano et al., 2001). A
blockade of NMDA receptors in the core demonstrated impaired acquisi-
tion of autoshaped response while AMPA receptor blockade demonstrated
increased approaches to the CS that was not paired with the reward (CS-).
DA depletion on the NAc also showed impaired acquisition and response to
Pavlovian autoshaped behaviour (Cardinal et al., 2002b; Parkinson et al.,
2002). These studies confirm that DA and glutamate transmission in the
core are both involved in the acquisition of CS-US associations. In addition
impaired autoshaping demonstrated specifically by core and not shell lesions
implies that there seems to be a dissociation in the processes by which the
NAc’s two subregions function. The core seems to be a site for which Pavlo-
vian CSs signalled by glutamatergic afferents mediate instrumental response
which is facilitated by DA transmission. Additional studies which affirm
the NAc’s role in influencing behavioural responses can also be observed in
instrumental conditioning (Dickinson et al., 2000; Corbit et al., 2001; Hall
et al., 2001; Lex and Hauber, 2008).
In experiments observing the effects of the shell and core inactivations, in goal
tracking PCA behaviours, Blaiss and Janak (2008) found that the NAc was
necessary for the expression and not the consolidation of goal tracking PCA.
In particular, the core is essential in the expression of CS-US associations,
while the shell plays a role in inhibiting conditioned approach behaviour when
the CS that precedes a reward is omitted.
Instrumental Conditioning and Outcome Devaluation
During instrumental conditioning, rewards are delivered after a certain re-
sponse has been made. Therefore instrumental conditioning can be identified
as a closed-loop system. Corbit et al. (2001) performed experiments to ob-
serve the effects of NAc shell and core lesions in instrumental conditioning.
Core lesioned animals performed at a generally lower response rate than
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shell or sham lesioned agents during both training in outcome devaluation
experiments and contingency degradation experiments. While core lesioned
groups did not demonstrate sensitivity to devalued outcomes, they showed
some form (although reduced) of discrimination towards degraded instru-
mental action-outcome contingencies. These findings suggest that the core is
involved in initiating and controlling actions depending on the reward value
of the outcome (Corbit et al., 2001). In other words, the core seems to be
responsible for enabling actions which have rewarding outcomes. In addition
to instrumental learning, the NAc has also been implicated in transfer effects
of Pavlovian CSs on instrumental responses.
Pavlovian Instrumental Transfer
Pavlovian instrumental transfer PIT consists of two phases, a Pavlovian
phase and an instrumental phase. During the Pavlovian phase, agents are
placed in the operant chambers and are presented with two discriminative
stimuli a CS+ and a CS-. The CS+ is paired with a reward while the CS- does
not produce an output. During presentation of the CS+, the agent learns
to approach the location where the reward is delivered. In the instrumental
phase the agents are presented with two levers. A response to the active lever
results in the delivery of the reward while a response on the second lever has
no consequence. The agent learns to respond on the active lever. In the test
phase the CS+ and CS- are presented without any rewards delivered and
the degree of responding by the agents is observed. The agents demonstrate
enhanced responding to the active lever during the CS+ compared to the
CS-. Therefore PIT consists of a training whereby a CS is paired with a
US and then the CS is presented while the subject performs an instrumental
process (Pearce, 2008). It involves a process by which a stimulus previously
paired with a reward (CS+), enhances instrumental responding (Cardinal
et al., 2002a).
While examining the effects of NAc shell and core lesions in instrumental
learning, Corbit et al. (2001) observed that PIT was completely eliminated
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by shell lesions. The shell seems to be essential in transforming or mediating
information from reward predictive cues to enabling instrumental responding
necessary for obtaining rewards. On the other hand core rather than shell
lesions were observed to disrupt PIT (Hall et al., 2001). Therefore both
core and shell lesions have been implicated in the general form of PIT in
particular, the shell seems to be a structure through which reward related
cues have an excitatory effect on goal directed instrumental processes (Corbit
et al., 2001).
DA receptor activation on the NAc also seems to play a role in mediating
PIT as their blockade have also resulted in attenuated or abolished transfer
effects (Dickinson et al., 2000; Lex and Hauber, 2008). In tests observing
DA receptor antagonists on the NAc core and shell on the performance of
PIT, Lex and Hauber (2008) observed that infusions of D1 and D2 receptor
antagonists on the core abolished PIT but these effects were less pronounced
by D2 receptor antagonists. Similar effects were observed by D1 receptor
antagonists in the shell. However, different doses of D2 receptor antagonists
applied to the shell showed different effects with lower doses abolishing PIT
and higher doses effective only during the initial presentation of the CS+.
These results suggest that DA receptor activation are required for mediat-
ing the facilitatory effects of Pavlovian CSs on instrumental responding. In
particular D1 receptor activation seem to have a more prominent role than
D2 receptors in mediating these effects. However, the distinct effects ob-
served by D2 receptor antagonists applied to the shell with respect to the
core also suggests that D2 receptors might function differently in the shell
and core. These studies summarised in tables 2.2 and 2.3 are among many
which implicate the NAc and its DAergic influences in motivation and the
acquisition of reward based behaviours. Other studies which implicate the
NAc and its distinct subunits include cue induced goal directed behaviours
(Floresco et al., 2008a; Yun et al., 2004; Fuchs et al., 2008).
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Table 2.2: Experiments observing DAergic manipulations on the NAc
Reference Task Manipulation Effect Implications
Di Ciano et al. (2001) Autoshaping DA & Glu R Disrupted acquisition and DA and Glu R involved in
antagonist performance of discriminated Pavlovian conditioned
on the Core approach behaviour responding
Dalley et al. (2005) DA & NMDA Disrupted acquisition and D1 and NMDA receptors in the
R antagonist performance of discriminated NAc essential for appetitive
on the NAc approach behaviour Pavlovian learning.
Parkinson et al. (2002) DA depletion Impaired approach DA release on the NAc
on the NAc behaviour mediates Pavlovian learning.
Dickinson et al. (2000) PIT DA antagonist attenuated PIT DA release on the NAc is required
on the NAc for facilitating the effects of
Pavlovian CSs on instrumental
responding
Lex and Hauber (2008) PIT NAc D1 R High doses abolished trans- DA D1 more than D2 R activation
antagonist fer effect mediates the facilitatory effect
Shell D2 R Delayed impairment in the of Pavlovian CSs on instrumental
antagonist transfer effect responding.
Yun et al. (2004) Cue evoked D1 R Impaired responding to DS NAc D1 R activity required
goal directed antagonism for responding to cues that
behaviour predict reward
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Cue Evoked Goal Directed Behavior
In cue evoked goal directed behavioural experiments conducted by Yun et al.
(2004), a discriminative stimulus (DS) was used to cue reward delivery con-
tingent on a particular response. Inactivation of the NAc resulted in an
increase in both rewarding and non rewarding responses. In addition, an
increase in latency for the DS controlled response was also observed. In ad-
dition D1 receptor inactivation generated increased latency and attenuated
responding to DS. These indicate that the NAc D1 receptor and NAc activa-
tion respectively are essential for and facilitate responding towards cues that
signal rewards. In addition, NAc neurons are involved in exerting inhibitory
influences on behaviours in response to the differential incentive values of
cues with respect to their reward predictability (Nicola, 2007).
In assessing the specific roles of the NAc subregions in cue induced goal di-
rected behaviours, Floresco et al. (2008a) observed that the NAc core and
shell elicited rather distinct behaviours which implied that they functioned in
opposition to one another. Core inactivated subjects demonstrated decreased
reinstatement of extinguished responding (Floresco et al., 2008a; Fuchs et al.,
2004; Chaudhri et al., 2008), while the opposite effect was observed in the
shell lesioned subjects (Floresco et al., 2008a; Chaudhri et al., 2008). In-
terestingly, the application of GABA receptor agonists did not disrupt the
ability of a reward predictive cue to influence Pavlovian approach, locomo-
tory or instrumental behaviour (Fuchs et al., 2008; Floresco et al., 2008a). It
was concluded by Floresco et al. (2008a) that the shell and core compete in
opposing and complementary patterns for behavioural expression such that
the core mediates the ability of CSs to influence instrumental behaviour,
while the shell plays a role in updating the stimulus-reward contingency and
facilitating alterations in behaviour depending on the current incentive value
of the reward predicting stimulus.
These findings correlate with the experiments conducted by Corbit et al.
(2001) which implicate the core in enabling actions that result in rewards
and the shell in facilitating the effects of cues associated with rewards on
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instrumental responding.
The NAc has also demonstrated involvement in feeding behaviour. Some
studies are summarised in the following section and in table 2.4.
2.5.2 The NAc in Feeding
The NAc is positioned in such a way that it can be implicated in the control of
feeding. The shell in particular receives information related to taste, visceral
function and metabolic sensing such as the lateral hypothalamus (Kelley,
2004) and has been implicated in both feeding and the control of appetitive
behaviour (Reynolds and Berridge, 2001). Maldonado-Irizarry et al. (1995)
observed marked and prolonged feeding in satiated rats after Glu receptors
in the shell and not the core, were blocked.
The distinct functionality of the NAc subregions in mediating rewarding and
consummatory behaviours have further been demonstrated in experiments
which observed the role of the NAc in feeding behaviours. In such experi-
ments, shell manipulation by either excitatory glutamatergic AMPA recep-
tor inactivation, inhibitory GABAergic receptor activation or its excitotoxic
lesioning resulted in increased feeding behaviours or weight gain (Stratford
and Kelley, 1997; Kelley, 1999a). With similar behaviour observed during LH
stimulation, Maldonado-Irizarry et al. (1995); Kelley (1999a) demonstrated
that the shell, through connectivity with the LH, influenced motivation and
feeding behaviour (Kelley, 2004; Cardinal et al., 2002a). In addition, it was
observed that the feeding elicited by the application of GABA agonists to
the shell generated an increase in the synthesis of the nuclear protein Fos,
in neurons in the LH (Stratford and Kelley, 1999). Fos expression confirmed
interactions between these two regions.
While feeding behaviour has been affected by manipulations on the shell,
experiments conducted by Reynolds and Berridge (2001) produced very in-
teresting results whereby the application of GABA agonists on different re-
gions of the shell produced distinct behaviours. GABA agonist application
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Table 2.3: Experiments observing the NAc’s role in instrumental and Pavlovian mechanisms
Reference Task Location Effect Implications
Blaiss and Janak (2008) Goal- core decreased CS+ responding Involved in process for
tracking inactivation expressing CS-US association
Pavlovian shell decreased CS+ responding Involved in the ability to
Conditioned inactivation increased CS- responding ignore stimuli when rewards
Approach (PCA) are unavailable
Parkinson et al. (2000)& Autoshaping core lesion decreased CS+ responding Site for which Pavlovian CSs
Cardinal et al. (2002b) mediate instrumental responding
Yun et al. (2004) Cue evoked NAc Increased responding to Involved in facilitating and
goal directed inactivation of specific behaviours suppressing responses to cues
behaviour with different incentive values
Corbit et al. (2001) Outcome core lesion General decrease implicated in instrumental
devaluation in responding performance
Devaluation core lesion failed to show selective mediates action selection based
extinction effect of the devaluation on the value of its outcome
treatment
Floresco et al. (2008a) Cue induced core Attenuated response Mediates CS induced
reinstate- inactivation to reinstated CS instrumental responding
ment shell Enhanced response Enables the change in
inactivation to reinstated CS incentive value of cues
to mediate responding
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on the rostral region of the shell resulted in increased feeding behaviour. On
the other hand, GABA agonist application on the caudal regions of the shell
elicited defensive burying behaviours. These results demonstrate how the
shell as a unique heterogenous structure receives information from both the
external environment and internal regions (Kelley, 1999b) and functions as a
unit capable of controlling distinct behaviours. Such ability to access differ-
ent characteristic functions by manipulating different shell regions proposes
that the shell might also play a role in mediating the adjustment of basic
behaviours dependent on reward predictability. This characteristic is useful
for mediating behavioural flexibility which occur in different forms including
set-shifting, and reversal learning both of which are discussed next.
2.5.3 The NAc in Spatial Learning and Behavioral
Flexibility
Reversal learning is a simpler form of behavioural flexibility whereby a dis-
crimination is required between two or more stimuli such that only one of
the stimuli is associated with a reward. Once this discrimination has been
learned, a shift occurs and the reward is omitted from the stimulus that was
initially associated with it and associated with another stimulus. Behavioral
flexibility involves an ability to adapt according to this change. Set-shifting
is a more complex form of behavioural flexibility that requires shifts between
strategies, rules or attentional sets (Floresco et al., 2008b).
The performance of rats in spatial discrimination, set-shifting and reversal
learning have been studied by many (Birrell and Brown, 2000; Egerton et al.,
2005; Floresco et al., 2006, 2008b). In such experiments rats with NAc lesions
demonstrated impairment in both the learning and reversal of a T-maze spa-
tial discrimination task and impairment in the learning of a hidden platform
in a water maze. The lesioned rats required more trials to meet the criterion
and made more errors until criterion was met. In particular, lesioned rats
were slower at relearning the location of the reward (Annett et al., 1989).
While other studies involving NAc lesions did not reveal impairments in
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Table 2.4: Experiments observing the role of the NAc in feeding and behavioural flexibility
Reference Task Location Effects Implications
Reynolds and Berridge (2001) Feeding and GABA R Agonist Increased appetitive Shell mediates
fear on rostral shell feeding behaviour feeding and
GABA R Agonist Elicit defensive defensive
on caudal shell behaviour behaviours
Stratford and Kelley (1997) Feeding GABA Agonist on Increased feeding Shell is involved
the shell behaviour in feeding behaviour
Stratford and Kelley (1999) Fos expression in Shell-LH link
the LH involved in feeding
behaviour
Fuchs et al. (2004) Cue induced core Abolished Core essential for cue
reinstatement inactivation reinstatement induced reinstatement
Annett et al. (1989) Reversal NAc lesion Impaired spatial NAc implicated in
& Stern and Passingham (1995) learning reversal learning reversal learning
Floresco et al. (2006) Set Core Disrupted acquisition Facilitates acquisition
shifting inactivation & maintenance of strategy of strategies
Shell Improved performance Involved in
inactivation during set shift inhibiting behaviour
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initial discriminations or particular reversals. Combined, these studies led
Floresco et al. (2008b) to imply that the NAc might be involved in specific
reversals.
The facilitatory role DA plays in mediating spatial learning and behavioural
flexibility were further confirmed by the observed effects of DA depletion in
the NAc. These effects included impairments in the acquisition of spatial
discrimination, in the ability to alternate behaviours, as well as to reverse
previously acquired behaviours (Taghzouti et al., 1985a). In addition, to DA
manipulation on the NAc, ibotenic lesions of the NAc have also resulted in
impaired spatial reversal (Stern and Passingham, 1995).
The dissociable role of the NAc subregions were analysed by observing the
performance of core and shell lesioned rats in strategy set shifting experi-
ments (Floresco et al., 2006). Here, rats had to shift between visual cues and
response strategies. The errors made during the experiments were scored as
follows: Errors were scored as perserverative when the rats made incorrect
choices towards the previously rewarded strategy 75% of the time. When
these errors were made 50% of the time or less, they were scored as regres-
sive errors. Errors were classed as never-reinforced when the rats made errors
during both the initial discrimination and during the initial strategy shift.
Inactivation of the core immediately before strategy set shift required more
trials to reach criterion and resulted in more regressive errors. Therefore,
core inactivation impairs the ability to acquire and maintain new strategies.
Shell inactivations made prior to the initial discrimination training rather
than prior to the strategy shift showed a reduction of the required number
of trials to reach criterion. These findings summarised in table 2.4, suggest
that the shell is involved in mediating learning to inhibit responding to non-
rewarding cues and led Floresco et al. (2006, 2008b) to conclude that the
NAc shell and core subregions are involved in dissociable roles and they re-
spectively mediate learning about irrelevant stimuli and the acquisition as
well as maintenance of new strategies.
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2.5.4 The NAc in Latent Inhibition
Latent inhibition (LI) occurs when the learning of conditioned associations
to a stimulus is retarded due to prior exposure to the stimulus. An example
of LI can be observed by comparing two groups of rats in experiments in
which a CS is paired with a US. Prior to this pairing the first group of rats
were pre-exposed (PE) to the CS but no US was initially paired with the
CS. In the second group, the rats were not pre-exposed (NPE) to any CS or
US. It was observed that the rats from the PE demonstrated reduced acqui-
sition of the CS-US association than the NPE group. The PE group showed
LI. Disrupted LI has been proposed as a model for schizophrenia. Both the
mesolimbic DA projections and their release on the NAc have been involved
in the control of normal, disrupted and potentiated LI (Solomon and Staton,
1982; Weiner, 2003). The systemic application of DA releasing nicotine or
low doses of amphetamine showed disrupted LI (Weiner et al., 1987; Weiner,
2003; Joseph et al., 2000). In addition, increased and decreased DAergic
activity on the NAc generated enhanced switching and perserverative be-
haviours respectively (Weiner, 2003; Taghzouti et al., 1985b). In particular,
potentiated LI was observed in animals with either DA depletion in the NAc
or application of D2 receptor antagonists (Joseph et al., 2000). Furthermore,
just as the shell and core lesions have been observed to differentially affect
set shifting, so also have such lesions disrupted LI in different ways. While LI
was persistent under conditions that disrupt LI or left intact in core lesioned
agents, shell lesions demonstrated disrupted LI. These findings suggest that
the shell and core generate opposite effects such that the shell is involved in
modulating and inhibiting switching mechanisms while the core simply en-
ables responding according to stimulus reward contingencies (Weiner, 2003).
Although shell lesions do not impair Pavlovian approach behaviour or in-
strumental conditioning (Parkinson et al., 1999, 2000), the shell seems to
facilitate the invigorating effects of rewards on behavioural responses (Ito
et al., 2004). Lesion studies done by Corbit et al. (2001) also suggest that
the shell plays a role in transferring associations obtained between stimulus
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and rewards on to instrumental responding. In addition, inactivation of dif-
ferent regions of the shell have been implicated in eliciting distinct appetitive
and defensive behaviours (Reynolds and Berridge, 2001). Therefore while the
core enables motor activity towards reward predicting stimuli, the shell fa-
cilitates alterations in behaviour when a change in the incentive value of the
reward predicting stimulus occurs (Floresco et al., 2008a). Based on inactiva-
tion and lesion experiments, the core enables all reward related behaviours to
be driven by their associated stimuli and the shell seems to play an essential
role in enabling behaviour with the highest probability of obtaining rewards
to dominate and adjust when the incentive value of the stimulus predicting
the reward changes.
With the shell and core differentially implicated in a variety of reward based
behaviours and DA transmission on these regions playing a major role in
reward based learning, the distinct mechanisms implemented by the shell
and core sub units might involve unique methods by which DA is released on
the sub-units. The following section addresses a study which suggests that
DA is transmitted differentially in the shell and core.
2.5.5 Differential DA transmission on the NAc
DA transmission in the NAc core and shell have been established to play
an important role in behaviour motivated by reinforcers. With a variety of
studies observing different behavioural effects when manipulating the NAc
subregions, Bassareo and Di Chiara (1999); Bassareo et al. (2007) conducted
certain studies to confirm the change in DA transmission in the shell and core
during appetitive and consummatory phases of behaviour motivated by food
(Bassareo and Di Chiara, 1999) and drugs (Bassareo et al., 2007). It was
observed that drug CS resulted in potentiated DA release in the shell and
not in the core. In contrast, food CS phasically stimulated DA transmission
in the core rather than in the shell. These studies along with confirming that
the shell and core differentially mediate reward based behaviours, also show
that DA transmission is released at different levels in the shell and in the
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core.
2.6 Concluding Remarks
In this chapter, the NAc and its shell and core sub units have been introduced
as an input structure to the basal ganglia. The NAc functions as an important
interface through which the motivational effects of reward predicting cues
and stimuli obtained from limbic and cortical regions transfer onto response
mechanisms and instrumental behaviours (Di Ciano et al., 2001; Cardinal
et al., 2002a,b; Balleine and Killcross, 1994). The NAc and the DA neurons
of the VTA are innervated by excitatory glutamatergic neurons of limbic and
cortical regions as well as the lateral hypothalamus which can be activated
by primary rewards.
Reward predictive cues have been observed to excite regions of the NAc
(Nicola et al., 2004) which when lesioned have demonstrated a reduction
of the rewarding effects of drugs (Roberts et al., 1977) and instrumental
responding (Balleine and Killcross, 1994).
Some studies which focus on manipulating the NAc connectivity so as to
obtain improved understanding of its functionality with respect to motivation
and reward based behaviours have been summarised. The functionality of
the NAc shell and core subregions as distinct sub units and the contribution
of certain afferent structures on behaviour have been provided. Overall the
studies summarised here are among many which support the role of the NAc
in controlling response selection by integrating a range of information from
a variety of input regions.
The NAc receives projections from the cortex to form corticostriatal connec-
tions. In addition, the NAc is also innervated by dopaminergic neurons. The
corticostriatal connections can undergo both LTP and LTD mediated by DA
receptor activation. In particular, D1 receptor activation mediates the induc-
tion of both LTP and LTD while D2 receptor activation seems to favour the
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induction of LTD (Yin et al., 2006; Reynolds and Wickens, 2002; Calabresi
et al., 1992c; Kerr and Wickens, 2001; Calabresi et al., 2007). The produc-
tion of LTP and LTD are also influenced by pre- and postsynaptic activities.
There are two pathways that have been summarised which may influence
the different concentration levels of dopamine in corticostriatal synapses. A
phasic burst in DA activity in event of rewards results in DA release at con-
centration levels that could activate D1 receptors (Goto et al., 2007). On the
other hand tonically active DAergic neurons produce DA at concentration
levels that might favour D2 receptor activation (Goto and Grace, 2005b).
While the core enables reward related behaviours to be driven by their asso-
ciated stimuli, the shell seems to play an essential role in enabling behaviour
with the highest probability of a reward to dominate and adjust when the
incentive value of the stimulus predicting the value changes. The shell also
seems to play a role in mediating switching in basic behaviours by inhibit-
ing irrelevant responses. The shell can influence activity on the DA neurons
of the VTA through a direct inhibitory shell-VTA pathway and through an
inhibitory shell-VP-VTA pathway (Zahm and Heimer, 1990). The shell can
also influence core activity via an indirect shell-VP-MD-cortical-core pathway
(Zahm and Heimer, 1990; Groenewegen et al., 1999; Zahm, 2000). In addi-
tion to the distinct connectivity between the shell and the core, the shell’s
ability to influence both DA and core activity might be useful in describing
how uniquely these subunits function. Differential DA transmission in the
core and shell have also been observed which could further be used to explain
how the shell and core function differently.
The functionalities, processes and mechanisms involved as well as the under-
lying assumptions made regarding the behaviour and contribution of the NAc
core and shell circuitry are summarised in table 2.5. These will be considered
when developing the computational model in the following chapter. These
distinct roles of the NAc shell and core subunits have been documented so
that a model circuitry can be developed accordingly in the following chapter.
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Table 2.5: The established functionalities and assumptions based on the
biological constraints
Region/Effect Functionality & Characteristics Assumptions
1. Medial prefrontal Sensor inputs to the core.
cortex (mPFC)
2. Orbitofrontal Sensor inputs to the shell.
cortex (OFC)
3. Lateral hypothalamus Innervates the VTA and Influences phasic
(LH) shell. DA activity
4. Shell Mediates facilitation of highly Strong LTP and LTD
rewarding behaviours to dominate
and facilitates changes in behaviour.
Connected to the DA VTA neurons Influences tonic DA
via the shell-VP-VTA pathway. activity
5. Mediodorsal nucleus Connectivity between shell and core. Shell facilitates and
of the thalamus (MD) attenuates core activity
6. Core Enables reward driven motor Strong LTP and
behaviour weak LTD
7. Phasic DA activity Activates DA D1 receptors D1 R activation
which mediates corticostriatal LTP. induces LTP
8. Tonic DA activity Activates DA D1 and D2 receptors D2 R activation
which mediate corticostriatal LTD. induces LTD
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Chapter 3
Developing a Computational
Model of the Nucleus
Accumbens Circuitry
3.1 Introduction
In the previous chapter, the circuitry surrounding the nucleus accumbens
(NAc), the plasticity occurring in this region and its overall role in a variety
of reward based behaviours have been described.
A computational model has been developed based on the experimental ob-
servations and assumptions made in the previous chapter. It has been in-
tegrated into an agent and used to learn, adapt and demonstrate reward
seeking behaviours similar to those obtained in biological organisms. The
afferent structures to the NAc modelled as a generalised input system, are
specialised when required according to each of its unique characteristics. As
such the overall system will be divided into an input, reward and adaptive
system. The adaptive system based on the limbic circuitry has been devel-
oped so that it is sufficient in performing reward based learning. It will be
shown how this system, analogous to the NAc, can be further specialised into
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the shell and core subunits.
In chapter 2, it was concluded that the shell plays an essential role in en-
abling behaviour with the highest probability of a reward to dominate and
adjust when the incentive value of the stimulus predicting the value changes.
The shell also seems to mediate the switching between basic behaviours by
inhibiting irrelevant responses (Floresco et al., 2008a). The core on the other
hand seems to enable behaviour in response to the reward predicting stimuli
(Floresco et al., 2008a). The adaptive systems sub units will be modelled to
possess the characteristics of the shell and the core as described.
A description of how this biologically inspired model surrounding the NAc cir-
cuitry has been developed and integrated into an agent which utilises signals
from an environment is provided. The agent interacts with the environment
and learns to complete reward seeking tasks. In this chapter, the concept
is demonstrated in open-loop experiments during which it will be shown to
account for some basic features of classical conditioning. In this way, the
models performance in the open-loop experiments can be compared against
empirical studies of classical conditioning.
A range of classical phenomena including spontaneous recovery, re-exposure
to the reinforcer (Rescorla, 1972; Rescorla and Heth, 1975; Bouton, 1984)
and savings in reacquisition (Napier et al., 1992), support the theory that
the originally learned associations stay preserved during extinction and that
learned associations that enable behaviour are suppressed rather than un-
learned. In this chapter the model will be developed in which associations
are learned between cues and rewards. When these cues no longer precede
reward, the model adapts without extinguishing the learned associations that
generate responding.
In the following chapter, this model will be implemented so that it can per-
form in a closed-loop biologically inspired behavioural tasks. Its capability
will be tested in reward seeking scenario experiments.
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3.2 The Environment and the Agent
In this section a learning agent is introduced. The agent exists in an environ-
ment (Fig. 3.1) in which it finds rewards and learns to predict such rewards
using signals from the environment that correlate temporally with reward
delivery. The reward (r) signals a biologically significant stimulus and occurs
during the unconditioned stimulus (US). When the agent receives an US, it
elicits a response referred to as the unconditioned response (UR).
The signals that precede the US are initially neutral. Each neutral signal
will be referred to as a conditioned stimulus (CS) because of their individual
potential to become associated with the US. The agent acquires an asso-
ciation between these CS and the US so that they are referred to as the
conditioned stimulus (CS). The CS inputs are capable of eliciting a learned
response which generally precede US and reward delivery and indicates that
the agent has learned to predict the availability of a reward.
The agent embedded in the environment is shown in Fig 3.1. The signals
generated by the environment comprises a reward and a number n of condi-
tioned stimuli. The agent generates a set of behaviours which initially occur
in response to the US and can be learned in response to the CS. As such the
CS inputs can also be referred to as predictive inputs.
The agent in Fig. 3.1 comprises an input system, reward system, and an
adaptive system which integrates and adapts to information from the input
and reward systems. The adaptive system is capable of enabling the agents
actions in response to the CS and the US. The adaptive system is made up
of two learner units namely, the shell and the core units. The role of the
core sub unit is to learn to enable actions that lead to rewards depending
on the information processed at the inputs. As the environment changes,
the inputs which once predicted reward delivery can change such that no
more rewards are made available. The stimuli which originally predicted the
rewards become irrelevant and their incentive value is reduced. The agent
must adapt to these changes and learn to respond to inputs accordingly. The
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Figure 3.1: The agent integrated into the environment comprising of the
input, reward and adaptive systems. The environment generates the reward
(r) or US and the CS. These are processed by the agents input and reward
systems. The adaptive system is capable of enabling the agents actions to
generate behaviour in the environment.
shell unit learns which inputs are “valuable” to the agent and updates the
adaptive system accordingly.
The reward system of the agent processes information based on whether or
not the agent obtains a reward in the environment. This reward system can
be modelled as the dopaminergic (DAergic) neurons of the ventral tegmental
area (VTA) characterised by its two dopamine (DA) transmission modes.
3.3 Modeling the Reward System
The reward system is modelled by the VTA DA neuron’s spiking activities
which is influenced by its afferent structures (table 2.5(3)). One of the VTA’s
afferent units, which becomes active when a primary reward (such as food)
is obtained, is the lateral hypothalamus (LH) (Kelley et al., 2005). The LH
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is represented by the filtered reward signal r(t).
LH(t) = r(t) ∗ hLP (t) (3.1)
The temporal convolution ∗, is a technique implemented in signal and image
processing (Croft et al., 2001). It is used to calculate the output of the nuclei
representation. This output can be obtained by convolving the input signal
r(t) with the lowpass filter (hLP ) which represents the LH.
Figure 3.2A shows how the lowpass filter (hLP ) representation of LH trans-
forms a δ-pulse or reward signal input r into a damped oscillation (Porr and
Wo¨rgo¨tter, 2001; Porr and Wo¨rgo¨tter, 2003). Lowpass filters or resonators
are used to simulate the biophysical characteristics of neuronal signal trans-
mission (Porr, 2004; Shepherd, 1998). For example, an action potential can
be represented by the impulse response of the lowpass filter. The lowpass
filter is defined according to the Laplace transform as follows:
HLP (s) =
K
(s+ p1) + (s+ p2)
(3.2)
K is a constant and the poles are defined:
p1 = a+ jb (3.3)
p2 = a− jb (3.4)
where the real (a) and imaginary (b) parts are defined by:
a =
pif
q
(3.5)
b =
√
(2pif 2)− (
pif
q
)2 (3.6)
The frequency of oscillation and damping characteristic or quality factor of
the filter are given by f and q respectively.
The lowpass filter is also used to extract signals which occur at certain low
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Figure 3.2: A) The LH represented by a lowpass filter (hLP ) transforms
the reward signal, a delta pulse, into a damped oscillation. B) The shell
activated by the LH projection. C) The mVP activity is inhibited by the
shell. D) The VTA is dis-inhibited by the shell via the mVP inhibition. E)
The burst, represented by a passing the VTA signal through a highpass filter
(hHP ). F) The tonic activity, represented by passing the VTA signal through
a lowpass filter. The signals observed at the burst and tonic panel between
the time steps 0 to 50 are simulation startup artefacts. Parameters: The
hLP frequency and q-factors are set to 0.01 and 0.51 respectively. The hHP
frequency and q-factors are set to 0.1 and 0.71 respectively. The learning
rate = 0.6. κ = 1, υ = 1 and η = 1. θtonic = 0 and θburst = 0.05. χburst = 1
and χtonic = 0.1.
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frequencies. Signals occuring at higher frequencies can in turn be detected
by a highpass filter which is represented in Eq.3.8. All filters implemented in
this model are identical to the resonators implemented in Porr and Wo¨rgo¨tter
(2001); Porr and Wo¨rgo¨tter (2003).
The VTA is innervated by the medial ventral pallidum (mVP) and shell nuclei
both of which also contribute to the VTA’s spiking activity. The individual
mVP and shell release inhibitory GABAergic neurotransmitters. The mVP
is also inhibited by the shell and in turn actively inhibits the VTA. When the
shell is stimulated, the mVP becomes inhibited and its active inhibition on
the VTA is reduced. The shell can be identified as an adaptive system. The
shell and mVP discussed later on in this chapter, are respectively represented
in equations 3.19 and 3.20. DA neurons of the VTA innervated by the LH,
mVP and shell are summarised:
V TA(t) =
1 + κ · LH(t)
1 + υ ·mV P (t) + η · Shell(t)
(3.7)
Here the VTA is activated by the LH and inhibited by the mVP and shell
activities. υ and η are constants which represent the connecting weights of
the mVP and shell to the VTA respectively. Figure 3.2B, C and D illustrate
the shell, mVP and VTA activity respectively. The shell, activated by the LH,
inhibits the mVP which actively inhbits the VTA. Therefore the increased
activity in the shell results in an activation of the VTA. The connectivity
between the LH, VTA shell and mVP is illustrated in Fig.3.3.
There are two spiking activities of VTA DA neurons. When the reward has
been obtained, the VTA fires in high frequency burst spikes (Grace, 1991;
Floresco et al., 2006). These high frequency bursts can be detected by passing
the VTA through a highpass filter. The highpass filter is defined according
to the Laplace transform:
HHP (s) =
s2
(s+ p1) + (s+ p2)
(3.8)
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Figure 3.3: A representation of the connectivity between the LH, shell, mVP
and VTA. Tonic and burst DA activities are generated by passing the VTA
through a lowpass and highpass filter respectively.
p1 and p2 are the poles defined in Eq.3.1 and Eq.3.4.
The highpass filter responds to the high frequency bursts of the VTA:
burst(t) =

1 if [χburst· V TA(t) ∗ hHP (t)] ≥ θburst,0 otherwise. (3.9)
χburst represents the fraction of VTA neurons which are passed through the
highpass filter. The highpass filter which represents the burst is illustrated
in Fig.3.2E and in Fig.3.3.
The burst equates to 1 when the high frequency component of the VTA
reaches a certain threshold value θburst. The threshold value represents the
dopamine D1 receptors that become activated in event of DA bursts. D1
receptor activation plays a major role in mediating reward based learning
(table 2.5(7)). The second activity of the VTA occurs in the absence of
rewards when the population of its tonically active neurons increase. Such
increase in the population of tonically active neurons are influenced by the
inhibition of the inhibitory GABAergic neurons of the mVP which target the
VTA. The mVP is also inhibited by GABAergic neurons of the NAc shell.
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This means that the resultant effect of the shell on the VTA via the mVP
is dis-inhibitory. DA released in this manner occurs over a very slow time
course (Grace, 1991; Floresco et al., 2006) and is represented here by passing
the VTA neurons weighted by χtonic through a lowpass filter as shown in
Fig.3.2F and in Fig.3.3.
tonic(t) = Θtonic(χtonic · [V TA(t) ∗ hLP (t)]) (3.10)
where
Θx(y) =

y if y > θx,0 otherwise. (3.11)
This tonic DA activity can be used by the agent to decode when rewards
are unavailable and thus a flexibility in behaviour can be achieved when con-
tingencies change in the environment (table 2.5(8)). With the mechanisms
for encoding if and when rewards are obtained formalised, the next section
describes a basic method by which the input system processes the signals
obtained from the environment. This can be specialised to model the char-
acteristics of the afferent structures to the NAc according to their ability to
influence behaviour mediated through the NAc.
3.4 Modeling the Cortical Input System
The signals from the environment which represent the CS and US are pro-
cessed by the agent’s input system (Fig. 3.1) and are indexed x0 for the US
input and xj where 0 < j ≤ n for n predictive inputs.
The US or predictive inputs can trigger the agents motor-enable system such
that the agent always elicits behaviour in response to the stimulus. All the
input signals generate internal representations of the stimuli which project
onto the adaptive system. Just as the reward is passed through neuronal
resonators, the internal representation of the CS and US are also generated
by passing the signals through a resonator.
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u0(t) = hLP (t) ∗ x0(t) (3.12)
This filtered US input (u0) projects onto the adaptive system through a fixed
weighted channel. The adaptive system has access to enabling the agents be-
havioural responses. Therefore, the US input is capable of directly activating
the agents motor action to generate the UR. The predictive inputs also feed
into the adaptive system. Along with the US input, they correspond to the
stimuli which can be processed by the prefrontal cortex (PFC). The PFC
acquires and internally maintains information from recent sensory inputs
to enable goal directed actions (Funahashi et al., 1989; Durstewitz and Sea-
mans, 2002). This ability exhibited by the PFC is known as working memory,
whereby earlier stimulus are capable of elevating and retaining activity over
delay periods. The PFC maintains persistent activity triggered from cues
from the environment for a set period or until a primary reward is obtained.
Similar to the US pathway, the n predictive inputs can be filtered:
upre−j(t) = hLP (t) ∗ xj(t) (3.13)
where 0 < j ≤ n. In addition, their ability to undergo persistent activity is
illustrated in Fig. 3.4 and represented as follows:
uj(t) =


0 if LHreset,
PAmax for period TPA,
if upre−j(t) ≥ PAmax
upre−j(t)(t) otherwise.
(3.14)
Cortical neurons become activated prior to reward presentation and termi-
nate after the reward has been delivered (Schultz et al., 2000). TPA represents
a set duration by which the predictive channel maintains activity when the
activities reach a threshold value (PAmax). Since the primary reward is sig-
nalled by the LH activation, the activity in these neurons are suppressed with
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Figure 3.4: Persistent activity occurs for a duration of TPA when uj(t) reaches
a value PAmax or until the LH input which signals the reward resets the
activity.
respect to the LH activity (LHreset).
The predictive pathways are capable of undergoing acquisition and generating
learned or conditioned responses. These predictive xj signals are filtered
(upre−j) and fed into the adaptive system through plastic weighted channels
βj. The plastic weights change according to a differential Hebbian learning
rule (Roberts, 1999; Porr, 2004). These plastic weights, modified in the
learning process, alter future behavior. In the model the input system will
be identified as cortical units which project to the NAc however , the inputs
can also be specialised to model limbic inputs that provide emotional, spatial
or contextual information to the NAc (Cardinal et al., 2002a). The filtered
predictive inputs uj which simulate the cortical inputs and innervate the
individual core and shell units of the adaptive system will be specialised as
the prefrontal cortex (PFC) and orbitofrontal cortex (OFC). The PFC and
OFC are used to indicate which cortical units respectively innervate the core
and shell (table 2.5(1 and 2)). The plastic weights of the predictive channels
are susceptible to change and are therefore capable of enabling behaviour in
response to the predictive inputs. Weight change and the adaptive system
are described next.
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3.5 Modeling the NAc Adaptive System
The input and reward systems were represented in the previous section with
the predictive inputs transmitting information via weighted channels. The
weights change in the adaptive system and will initially be described using
a general term β. The adaptive system will be specialised into its shell and
core subunits. Accordingly, the general term β will be specialised to ω and
ρ weights of the shell and core sub units respectively.
The filtered input signals sum onto the adaptive system (Fig 3.1) through
weighted channels (β) as follows:
V (t) = u0(t) · β0(t) +
n∑
j=1
uj(t) · βj(t) (3.15)
The US component (u0) feeds into the adaptive system through a fixed weight
(β0) (Porr and Wo¨rgo¨tter, 2003) while the predictive uj(t) filtered inputs
transmit information to the NAc through their respective plastic weights
(βj). In a na¨ıve agent, these plastic weights are set at zero and change
as learning occurs. Eventually as the adaptive system learns, the plastic
weights change such that the change in the output V(t) is proportional to
the sum of the US inputs and the predictive inputs that suitably predict
the reward. The plastic weights adapt and undergo long term potentiation
(LTP) or long term depression (LTD) depending on whether they increase or
decrease respectively. Weight change is described and modelled in the next
section.
3.5.1 Weight Increase: Isotropic Sequence Order Learn-
ing and the Third Factor (ISO-3)
The plastic weights in the adaptive system undergo change as illustrated
in Fig. 3.5. For simplicity, the adaptive system is analysed to process two
δ-function input signals. The US input signal (x0) and a predictive signal
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(x1) obtained at a temporal event before the US input (Fig. 3.5B1). This
does not mean that the adaptive system’s capability is limited to processing
only two input signals. The output V (t) is an accumulation of the weighted
predictive and US inputs:
V (t) = β0 · u0(t) + β1 · u1(t) (3.16)
The weight of the US input β0 is fixed, while weight change for the predictive
input β1 determined by a learning rule known as three factor isotropic se-
quence order (ISO-3) learning (Porr and Wo¨rgo¨tter, 2003). This is isotropic
sequence order learning (ISO) (Porr and Wo¨rgo¨tter, 2003; Porr, 2004) that is
enabled by a third factor. ISO learning is a form of differential Hebbian learn-
ing in which learning occurs depending on the temporal correlation between
two neuronal activities. ISO-3 learning is defined as follows:
∆β1(t) = µ · u1(t) · V
′(t) · burst(t) · (limit− β1(t)) (3.17)
The rate of weight change is set according to the learning rate µ. Here u1(t)
and V ′(t) represent the pre-synaptic and the derivative of the post-synaptic
activities respectively (ISO Learning). The burst represents a third factor
and turns ISO learning into ISO-3 learning. In this work the burst is a reward
signal represented by phasic dopaminergic. The weight change is bound such
that the maximum value it can reach is determined by the “limit”. This
form of weight change can also be described as three factor correlation based
differential Hebbian learning (Porr and Wo¨rgo¨tter, 2003).
This form of learning implemented in the agent is capable of changing any
number of weights whose inputs precede the US input within a certain time
frame. This means that an ’association’ develops for any input that suitably
precedes any US input in an agent required to learn to predict from a multiple
number of predictive inputs. The burst triggers learning only during relevant
moments (i.e. an association can be formed between the US input that
enables behaviour which results only in the delivery of a reward). Using a
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Figure 3.5: A) The circuit diagram representation of ISO-3 learning. The n
CS inputs x1 to xn are filtered to become u1 to un respectively. The US input
x0 becomes filtered to generate u0. The CS inputs influence the output signal
V through plastic weights each of which change according to the correlation
between the corresponding filtered CS input signal, the output derivative V ′
and a third factor. The output V is a combined sum of the CS and US inputs.
The 3rd factor which enables the weight β1 (initially set at 0) to change is
generated by the reward system. B1) ISO-3 learning signal traces when
two δ pulses representing the predictive and US inputs which are filtered
and correlate during the burst to generate a weight increase on the plastic
predictive weight β1. B2) The weight change curve as a function of T, the
duration between the CS and US input. The change of β1 is dependent on
the duration of the burst. Therefore, the weight development during this
correlation, is represented by the shaded area under the curve indicated by
the arrow. Parameters: The hLP frequency and q-factors are set to 0.01 and
0.51 respectively. The hHP frequency and q-factors are set to 0.1 and 0.71
respectively. β0 = 1; θ = 0.025. (Thompson et al., 2006)
third factor as a gate has the advantage of minimising the destabilising effects
that may drive learning outside the event of the gating signal (Thompson
et al., 2006; Porr and Wo¨rgo¨tter, 2007).
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The third factor can be represented by DA burst spiking activity. DA bursts
occur when primary rewards are obtained and activate the LH which excite
the DA neurons of the VTA to fire (Eq. 3.7 and Eq. 3.9).
The circuit diagram illustrating ISO-3 learning is shown in Fig. 3.5A. The sig-
nal traces occuring between a CS and US input during learning is illustrated
in Fig. 3.5B1. The weight change is dependent on the filtered CS input, the
output derivative and the third factor. It can be seen how the third factor DA
burst enables learning only when it is triggered. The weight change curve for
β > 0 when T ≥ 0 is shown in Fig. 3.5B2. The weight change is proportional
to the duration of the DA burst and increases according to the shaded area
under the curve. The magnitude by which the weight changes is very much
dependent on the timing (T) between the predictive and US inputs relative
to the US input (Porr and Wo¨rgo¨tter, 2003; Porr, 2004) as well as the dura-
tion of the burst. Therefore, the weights in the adaptive system are capable
of increasing depending on their pre and post-synaptic activities and DA
burst. ISO-3 learning is analogous to LTP generated in event of pre-synaptic
release of glutamate, post-synaptic depolarisation and DA D1-type receptor
activated by the higher DA concentration levels generated by bursting DA
transmission.
While the DA burst enables the predictive weights to increase at significant
moments with respect to the ISO learning rule, the second DA activity is
modelled to enable weight decrease on previously learned plastic synapses in
the absence of relevant moments. The following section describes how learned
plastic weights in the adaptive system are capable of decreasing depending
on the tonic DA activity.
3.5.2 Weight Decrease (LTD)
The plastic weights in the adaptive system decrease (LTD) depending also on
DA activity. The second spiking activity of DA neurons, tonic DA activity
facilitates LTD. Therefore, the predictive weight β1 is modified to increase
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and decrease as follows.
∆β1(t) = µ ·u1(t) ·V
′(t) · burst(t) · (limit− β1(t))−u1(t) ·  · tonic(t) (3.18)
 is the unlearning rate that determines the rate of weight decrease. Weight
decrease occurs when there is input activity gated by the tonic DA signal.
Weight increase and decrease dependent on bursting and tonic DA activity
is illustrated in Fig. 3.6. The burst spiking activity of the VTA is activated
when its LH afferent becomes excited. Since tonic DA levels occur over a
slower time course than DA bursts do (Grace, 1991; Floresco, 2007), tonic DA
activity has been represented in Fig. 3.6 and in Eq. 3.10 as the low frequency
component of the VTA DA neurons. While the burst is generated by LH
activation on the VTA, tonic activity occurs due to the dis-inhibitory effect
of the shell on the VTA via the mVP (Eq. 3.7). By dis-inhibiting the VTA,
the shell influences tonic DA activity which activates DA D2-type receptors.
It is proposed that tonic DA facilitates LTD (summarised in table 2.5(8)).
This has been implemented in the model. In the following section, the shell
circuitry will be modelled and its ability to influence tonic DA release will
be realised.
Weight increase and decrease occurring in the adaptive system analogous to
the NAc which comprises the shell and core subregions has been described
so far. Evidence exist which suggest that the core plays a role in enabling
reward predicting stimuli to mediate instrumental responding, while the shell
mediates change in behaviour with respect to the incentive value of the con-
ditioned stimuli (Floresco et al., 2008a). The adaptive system or NAc will
be modelled according to the characteristics of the NAc subregions. Its shell
unit updates the significance of the input stimuli it receives while its core unit
learns to utilise reward predictive inputs to enable motor activity. The shell
indirectly mediates the weight decrease by dis-inhibiting the DA neurons of
the VTA.
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Figure 3.6: A) Circuit diagram illustrating how the plastic weight β1 can
increase and decrease. The weight increases according to the correlation be-
tween the pre-synaptic activity u1(t), post-synaptic activity V
′(t) and the
third factor DA burst. The rate of weight increase is determined by the
learning rate β. The weight decreases according to pre-synaptic u1(t) and
tonic DA activity at a rate determined by . B and C) Signal traces illus-
trating how the weight increases and decreases respectively. i) The input x0
and x1 signals representing the US and CS. ii) The filtered x0 and x1 signals.
iii) The burst. iv) The tonic activity B v) The weight increase dependent on
the DA burst C v) The weigth decrease occuring due to tonic DA activity.
Parameters: The hLP frequency and q-factors are set to 0.01 and 0.51 respec-
tively. The hHP frequency and q-factors are set to 0.1 and 0.71 respectively.
T=20 time steps. β0 = 1; θ = 0.025 (Thompson et al., 2009).
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3.5.3 Modeling the NAc Shell Unit and Circuitry
So far it has been shown how the model agent processes inputs (x(t)) from the
environment through input structures which feed into the adaptive system
via plastic and fixed synapses (β). The plastic weights increase and decrease
depending on the spiking activity of DA neurons. High frequency burst
spikes are generated during LH activation while a much slower tonic DA
transmission is influenced indirectly by the shell. The shell forms part of the
adaptive system and as such comprises plastic weights.
The shell and its afferent and efferent structures are modelled and illustrated
in Fig. 3.7, based on the shell connectivity described in the previous chapter.
In this section, it will be shown how the shell dis-inhibits DA neurons and
is capable of indirectly influencing cortical structures which innervate the
core by inhibiting an area known as the medial ventral pallidum (mVP).
The model of the shell circuitry aims to simulate this sub unit’s ability to
update values of stimulus that predicts rewards. Therefore, the shell requires
information regarding reward availability. It obtains such information from
the LH which becomes active when a primary reward is obtained (Kelley,
1999a). The shell is also innervated by limbic and cortical structures which
provide information about the predictive inputs. In the model shell circuitry,
the cortical units which when stimulated can maintain persistent activity are
represented by the filtered predictive inputs OFCj where OFCj = uj. These
inputs summate with the LH onto the shell as follows:
shell = LH · ω0 +
n∑
j=1
OFCj(t) · ωj (3.19)
The shell associates the representations of predictive stimuli processed by
the OFC to the rewards obtained which activate the LH. This association
is represented in the weight ω, a specialised form of the weights β of the
adaptive system to represent the shell weight. Activation of the predictive
input that becomes associated with the LH produces activity in the shell
which in turn inhibits the mVP, and reduces the inhibition on VTA neurons.
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Figure 3.7: The shell circuitry which functions as an adaptive unit. The shell
is the central hub that projects onto the mVP and along with the mVP also
projects onto the VTA. It is innervated by the LH and n predictive inputs
represented by the cortical structure indexed from OFC1 to OFCn. The LH
projects onto the shell and VTA through a fixed pathway. The cortical units
channel via their respective plastic weights ω onto the shell. These plastic
weights can undergo both LTP and LTD. The shell influences the MD and
VTA activities by dis-inhibition via the mVP.
Tonic DA produced in the absence of a reward mediates resultant LTD on
synapse of the predictive input.
DA neurons transmit information in two activity states depending on whether
or not a reward is obtained. The shell influences tonic DA activity by dis-
inhibiting the dopaminergic neurons of the VTA. This is achieved by in-
hibiting the mVP which project sustained inhibitory activity on the VTA
(Floresco, 2007) and MD as follows:
mV P (t) =

V Pmin if
1
1+ζ·shell(t)
< V Pmin,
1
1+ζ·shell(t)
otherwise.
(3.20)
The VTA is dis-inhibited by the shell-mVP pathway as represented in Eq. 3.7.
However the shell’s ability to inhibit the mVP is capped at a minimum value
indicated by V Pmin. This might occur due to a limit on the population of
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shell neurons that innervate the mVP. Therefore shells ability to influence
the VP reaches a maximum. The shell also inhibits VTA neurons through
a weak shell - VTA pathway weighted by η. Tonic DA generated enables
the weights in the adaptive system to decrease. When rewards are absent, a
lack of DA bursting activation in conjunction with increased tonic DA levels
produced by the shell allows for resultant LTD to occur on plastic weights
of the adaptive shell unit. Activity in the shell also generates a resultant
initiation of a region known as the mediodorsal nucleus of the thalamus
(MD) through this dis-inhibition. The MD forms part of the pathway that
links the shell to the core, the second unit in the adaptive system.
MD(t) = θMD(1−mV P (t)) (3.21)
Dis-inhibition of the MD provides positive feedback on cortical structures
which project to the core. Through both the generation of tonic DA and
the ventral pallido-thalamo-cortical pathway, the shell can indirectly influ-
ence the core activity. This pathway can be used to select updated input
information which enable relevant behaviour initiated in the core unit of the
adaptive system. The ability of the core in facilitating behaviour in response
to cues that predict rewards is described in the following section.
3.5.4 Modeling the NAc Core Unit and Circuitry
The adaptive system is also specialised into the core as shown in Fig. 3.8. The
core shares similar properties with the dorsal striatum and has been modified
from the adaptive system to select actions based on the action selection model
devised by Prescott et al. (2006). The core receives cortical information
which provide preprocessed visual information representing the stimulus or
cues available in the environment. The core unit enables the agent to learn to
elicit behaviour in response to the cues processed by the PFC which suitably
predict rewards. The predictive and US inputs are processed by the cortical
innervation to the core are represented PFC0 and PFCj respectively. These
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summate onto the adaptive core units through weighted channels as follows:
core(t) = PFC0(t) +
n∑
j=1
PFCj(t) · ρj (3.22)
ρ are the specialised core weights of the adaptive system’s weight β.
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Figure 3.8: The core circuitry which functions as an adaptive unit that uses
cues from the environment to enable behaviour. The core is innervated by
the US input represented as PFC0 and n predictive inputs represented by
the cortical structure indexed from PFC1 to PFCn. The cortical units are
also influenced by the shell activity via the MD which innervates the PFCj
units and the DA neurons of the VTA.
Plastic weights (ρj) change in the core according to the plastic weights of
the adaptive system. As learning occurs, the core activity which facilitates
behaviour becomes active in response to the cues in the environment that pre-
cede rewards. These cues are processed by the cortical inputs which project
to the core. When the environment changes and these cues may no longer
predict reward delivery, the agent must learn to adapt so that it can inhibit
behaviour towards these currently irrelevant cues. The incentive values of
stimuli representing the cues that once predicted rewards are updated in the
shell of the adaptive unit. This updated information processed by the shell
is capable of influencing and enabling adaptivity in the core by dis-inhibiting
the MD. The MD innervates the cortical inputs that project to the core as
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follows:
PFCj(t) = uj(t) + θMDMD(t) (3.23)
The core’s ability to enable behaviour can be updated by MD activity through
its cortical innervation. Therefore the shell, by dis-inhibiting the MD, is
capable of influencing the core activity. This model is identified as an actor-
critic model in chapter 5 whereby the shell represents the critic, while the
core corresponds to the actor.
The following section describes how the input, reward and adaptive systems
are incorporated to generate the full circuitry of the agent.
3.5.5 The Overall Model Circuitry
Fig. 3.9 illustrates the full circuit comprising the NAc shell and core and the
reward and input systems. The NAc in the model is composed of one shell
unit and n core units which acquire an association between predictive inputs
and the reward and are capable of enabling n motor actions respectively.
The model represented as an actor-critic model is discussed in chapter 5.
The shell and core activities are represented by the information processed by
the LH, OFC and PFC which summate onto their respective units as follows:
shell = LHω0 +
n∑
j=1
OFCj · ωj (3.24)
core-j = [PFC0−j · ρ0−j +
n∑
j=1
PFCj · ρj]
−
n∑
k 6=j
λ · core-k (3.25)
It is essential to point out here that n core units are represented in the model
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Figure 3.9: The NAc circuitry. The input system feed US and predictive
inputs processed by the LH and OFC respectively to the shell and by the PFC
to the core. The shell innervates the VTA and mVP. The mVP innervates
the MD which projects onto the cortical neurons that feed into the core units.
The core enables motor activity in response to activation from the predictive
and US inputs. There are n core units indexed by j each innervated by n
predictive inputs. For every predictive input is a US input indexed x0−j
which activates the corej and enables the respective UR indexed by j. An
association can be learned between the predictive input (xj) and US input
(x0−j) that occurs when a reward is obtained. This enables a respective
CR indexed by j to be generated. The LH and shell influence VTA DA
activity which feed onto the shell and core adaptive units and enable their
corresponding plastic weights to change (Thompson et al., 2009). The x1...xn
inputs have been shown to feed into the core and shell. These inputs are
general signals that originate from the environment. Their common source
does not necessarily indicate that the shell and core units have the same
inputs. However, any object from the environment might simultaneously
stimulate different regions which link individually to the shell and core units.
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each of which learn to enable n unique actions. For n inputs in the predictive
pathway, there are n US inputs each of which feed into n individual core units
and enable n distinct activities according to their output levels. It is assumed
that each of these US inputs produces a common reaction. In addition, each
core unit projects and inhibits to all other neighbouring core units by lateral
inhibition via λ. This lateral inhibition ensures that the core unit with the
strongest output suppresses all other respective core output and adapts a
winner take all mechanism (Klopf et al., 1993; Suri and Schultz, 1999).
The number of predictive inputs are determined by n and for each predictive
input, is a representative US input indexed between 0− 1 to 0− n. All core
units, although innervated by all the predictive inputs can be identified by
their distinct US input. The predictive input which correlates with the US
input is capable of activating its respective core unit. The predictive inputs
that innervate the core are influenced by the shell through the shell-VP-MD
pathway.
The shell is innervated by OFC neurons which have also been identified as
predictive inputs. These OFC inputs are capable of enabling the shell if
their activity correlates with the LH which becomes active when a reward
is obtained from the environment. The LH innervates the VTA whose DA
neurons undergo two kinds of activity states. The DA neurons gate plasticity
in the shell and core units.
Plasticity is modelled as follows according to Eq. 3.18 :
βj(t)← βj(t) + [µ · uj(t) · V
′(t) · burst(t) · (limit− βj(t))]
− uj(t) · tonic(t) (3.26)
Such that the weight increases to a maximum value bounded by “limit”.
Weight changes in the shell accordingly as:
ωj(t)← ωj(t) + [µshell ·OFCj(t) · shell
′(t) · burst(t) · (limit− ωj(t))]
− shell ·OFCj(t) · tonic(t) (3.27)
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Similarly, the weight change in the core is as follows:
ρj(t)← ρj(t) + [µcore · PFCj(t) · core
′(t) · burst(t) · (limit− ρj(t))]
− corePFCj(t) · tonic(t) (3.28)
In the model, the core is responsible for acquiring an association between
rewards and the cues that predict them and enabling behaviour in response
to these cues. The shell also acquires an association between cues that predict
rewards and the rewards and in addition mediates an adjustment in behaviour
when the incentive value of the stimulus predicting the reward changes and
no longer predicts the reward.
When a reward is omitted and a CS which predicted the reward no longer
precedes reward delivery, the shell mediates change in response towards that
stimuli by influencing the tonic DA release. Tonic DA is released proportional
to the shell activity. Initially the shell activity will be higher and slowly
decreases as tonic DA activity enables weight decrease in the shell. This
will eventually result in reduced tonic DA activity. results in a decrease
in tonic DA release. In addition, the shell influences the core’s ability to
enable behaviour via the shell-mVP-MD-PFC-core pathway. It will be shown
how the shell enables change in behaviour when contingencies change by
quickly learning which stimuli predict and no longer predict rewards. On the
other hand the core which learns to enable behaviour in response to the CS
that precede rewards is modelled not to quickly unlearn such associations.
This is because such learning and then unlearning of enabling behaviour
have been argued by both (Rescorla, 2001) and (Bouton, 2002) not to occur
during extinction. In order to support this theory and ensure that learned
associations which enable behaviour are not eliminated one major assumption
is made about DA transmission in the shell and core. The previous chapter
summarised studies which observed distinct DA transmission in the shell and
core during appetitive behaviour. In the present model, DA transmission
mediates LTP and LTD differentially. The rate at which the plastic weights
in the shell (ωj) and in the core (ρj) change are assumed to occur at different
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rates whereby the rate at which the weights decrease in the shell occurs at a
greater rate than in the core. This ensures that information about cues that
predict rewards are quickly updated in the shell but not quickly unlearned
by the core.
In the following sections, the mechanism by which the model functions is
observed using a set of open-loop simulation experiments.
3.6 Simulations of Classical Conditioning
Classical conditioning simulations are conducted in which delta pulses which
represent predictive and US inputs are fed into the input system of the NAc
or adaptive unit. These simulation experiments have been carried out to
demonstrate how DA neurons predict reward availability and omission. Dur-
ing these experiments the shell’s ability to update information about reward
predictive cues will also be illustrated. In addition, the model’s ability to
account for some classical conditioning effects will be observed.
In these simulations, a set of delta pulses are presented which may or may not
correlate with the delta pulse that represents the reward. The generalised
NAc circuitry illustrated in Fig. 3.9 is used. The experiments show how the
circuitry processes and adapts to inputs which correlate with the delivery of
rewards. The first simulation experiment will be used to illustrate how the
reward system’s DA transmission encodes the presence or absence of unex-
pected rewards and adapts as reward delivery becomes available. The second
set of simulations will show how the model accounts for certain basic features
of Pavlovian conditioning. Such basic features include acquisition, extinction,
blocking, overshadowing and the interstimulus interval (ISI) effects.
Learning and unlearning occur in the adaptive system depending on whether
or not a reward is available. The next section illustrates how the VTA reward
system encodes reward availability and predictability. The shell influences
the reward system and updates information when a CS predicts a reward,
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and when the reward is omitted.
3.6.1 Simulating Tonic-Phasic Dopaminergic Activity
This section demonstrates how the VTA tonic and phasic DA activity en-
codes reward availability. Simulations were coded in C++ using a Linux
workstation. Filters were implemented as time-discrete IIR filters. The sim-
ulation parameters implemented in the experiments are provided in table in
appendix B.
The mechanism for detecting reward availability is utilised by the agent to
adapt and therefore respond accordingly. In addition to illustrating how
the model simulates DA activity, it will be shown how the agent obtains a
CS-US association when they are presented together and how the acquired
association changes during extinction.
DA neurons initially fire short phasic bursts of activity during the presenta-
tion of unexpected primary rewards. When expected rewards are omitted an
absence of phasic DA activity is observed. As learning becomes established
these DA neurons fire less significantly during the receipt of reward and fire
during the presentation of an originally neutral stimulus that consistently
precedes the reward (Schultz et al., 1993; Schultz, 1998). DA neuron activity
is obtained directly from the influence of its afferent innervations.
Fig. 3.10 illustrates how the DA neurons in reward system of the model
performs in accordance with these findings. Fig. 3.10 shows the CS or x1
and US or x0 signals, the LH, VTA, burst, tonic and shell (ω1) and core (ρ1)
weights. Fig. 3.11 shows the CS or x1 signals, the LH, VTA, burst, tonic and
shell (ω1) and core (ρ1) weights when the reward or US is omitted. During
acquisition, between the time steps 0 to 12300, delta pulses x1 (CS), x0 (US)
or r (reward) are consistently fed every 300 time steps into the input system
of the circuit (Fig. 3.9) and represent the CS, US and reward. Only one CS
to US pair are used to represent acquisition. These are processed by the
cortical inputs of the PFC and OFC and the LH represented by u1 and u0
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or LH. Fig. 3.10 shows three trials at different times during acquisition. The
CS and US are paired, between the time steps 50 to 300 (at the first trial),
2750 to 3000 (at the tenth trial) and 12050 to 12300 (at the 41st trial). The
x0 or r is presented at an interval of 20 time step after the CS. Between the
time steps of 50 to 300, the CS or x1 signal is initially presented followed
by the US or x0. These signals are processed to represent the cortical and
LH input. The OFC inputs potentially have access to the VTA via the
shell-mVP pathway. This means that the CS inputs have the potential to
activate the VTA and thus generate a DA burst of activity at the CS onset.
However, the ω1 weight between the CS inputs channelled by the OFC and
the shell are initially set at zero. The LH input activates the VTA whose
highpass and lowpass filtered components generate the resultant burst and
tonic activities. The burst generated enables the plastic weights in the shell
(ω1) and core (ρ1) to increase. During the time steps of 2750 and 3000 the
shell weight increases and the predictive CS input generates resultant activity
in the shell which dis-inhibits the VTA. This enables the VTA activity to
occur during CS presentation. A burst is generated in the event of the CS.
The shell weight then increases in later trials such that its direct inhibition
on the VTA becomes stronger than the dis-inhibition via the mVP pathway.
When this happens the DA burst occurring during the LH activation gets
suppressed and decays due to the shell’s greater direct inhibition on the VTA
than the VTA’s activation via the LH and Shell-VP-VTA pathways. The DA
burst during the CS onset increases because the rate of change of activity at
the CS onset is greater than the rate of change of activity at the US onset.
The filtered inputs u represent the cortical projections to the NAc. When
the primary reward is obtained, the cortical activity is slowly silenced. As
the reward is delivered, the filtered predictive u1 input which contributes
to the NAc activity decays. This decay reduces the population of tonically
activated DA neurons and therefore the resultant weight decrease enabled
via this process is minimal.
In the current model, the input system to the NAc include the cortical inner-
vations which until a reward signal is produced, generate prolonged activity.
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Figure 3.10: Simulating DA neurons and the two characteristic tonic and
burst activities. Acquisition is observed by the increase in ω1orρ1 Parameters:
The hLP frequency and q-factors are set to 0.01 and 0.51 respectively. The
hHP frequency and q-factors are set to 0.1 and 0.71 respectively. T=20 time
steps. β0 = 1; θ = 0.025 µshell,core = 0.5; shell = 0.01; core = 0.0005.
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Therefore, the input system that innervate the shell, are modelled as the OFC
which maintain persistent activity for a delayed period or until a reward is
obtained. During extinction after the time step 12650 Fig. 3.11, the reward
is no longer presented. However, as the CS is presented, the cortico-shell
activation results in extended tonic DA transmission and a longer duration
for LTD. The DA burst generated only during the CS onset is insufficient
to result in an overall weight increase. As the weight decreases, the shell’s
influence on the VTA via the mVP is reduced. The weight decrease results
in a reduction in the shell activity which also drives the VTA. The DA burst
or tonic activity eventually disappear completely (Fig. 3.11 time steps 14100
to 14400). The DA bursts generated during the CS events are useful for
enabling higher order conditioning while the tonic DA levels are useful for
enabling the weights to decrease.
In this section, it has been shown how CS-US pairings have generated DA
bursts which enable resultant weight increase and the acquisition of CS-US
associations. The next section addresses how the model performs during a
variety of classical conditioning processes. This commences with acquisition
and extinction.
3.6.2 Acquisition and Extinction
Acquisition and extinction can be represented as follows
CS+ → UR⇒ CS0→ CR (3.29)
CS0 → noCR (3.30)
The single arrows indicate pairings, while the double arrows illustrate what
happens after a duration of repeated pairings. Acquisition occurs when a
CS is paired with a US (CS+) and an association is established between the
CS and US such that a CR occurs when the CS is presented. Extinction
occurs when the CS that elicits a CR is not presented with a US (CS0)
and the CR is no longer generated. The weight development in the shell
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and the core during acquisition and extinction is shown in the lowest panel
of Fig. 3.10 and Fig. 3.11 respectively. The shell and core weights and CR
represented by core output during acquisition and extinction are shown in
Fig 3.12. The unshaded region in Fig 3.12A, B and C illustrates how the
shell weight (ω), core weight (ρ) and magnitude of the core output (CR)
increase during acquisition when the CS and US are paired. During omission
when the CS is not paired with the US, the weights and CR decrease. During
acquisition, the weight in the core develops such that the core enables activity
(CR) in response to the CS. In addition, the shell facilitates this core activity
by dis-inhibiting the MD which projects onto the cortical afferents of the core.
In this way, the shell activity contributes to the CR magnitude. It can be seen
in Fig 3.12 A and B how the shell and core weights and the CR increase and
decrease in synchrony during acquisition and extinction. However, during
extinction, the core weights do not decrease to 0. This ensures that the
association between the CS and US is not completely destroyed. The shape
of the CR magnitude during acquisition Fig 3.12 C is similar to the desirable
S-shape curve observed in empirical data (Patterson et al., 1977; Gibbs et al.,
1978). In addition, the shape of the curve during acquisition and extinction
resemble the pattern observed in empirical data showing acquisition and
extinction (Schneiderman and Gormezano, 1964; Smith et al., 1969; Frey
and Ross, 1968). Although the CR do not decrease to a value of 0 during
extinction, a threshold value could be set over which the CR must reach
before a response becomes apparent. In this case, the threshold value could
be set to a value of 0.5 as indicated by the vertical line in Fig 3.12 C. Below
this value, the CR is not apparent in behaviour.
3.6.3 Interstimulus-Interval Effects
The influence of ISI has been identified to be an essential indicator of per-
formance in classical conditioning (Schneiderman and Gormezano, 1964). It
indicates how a CR is dependent on the temporal interval between the CS and
US pairings. An ideal response level demonstrates the following properties
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Figure 3.12: Simulation run over a duration of 40000 time steps illustrating
acquisition and extinction in A) ω, the shell weight, B) ρ, the core weight
and C) the conditioned response CR magnitude which represents the core
output. During the first half of the simulation run, a CS1 is presented fol-
lowed by a US presentation at a time step T=20 after the CS1. The weight
development increases as the CS and US are consistently paired. During ex-
tinction, the second half of the simulation run, the US is omitted generating a
resultant decrease in the ω1 weight. Parameters are presented in appendix C
in table C.1.
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Figure 3.13: A) The weight change curve of the shell and B) the CR magni-
tude as a function of T, the interval between the CS and US presentation il-
lustrate the model’s ISI dependency. Parameters are presented in appendix C
in table C.1.
(Balkenius and More´n, 1998):
• Zero response level at negative ISI intervals i.e. when the US precedes
the CS.
• A single maximum response level peak is observed at small positive
ISIs.
• As the ISI increases, an asymptotic decline in the response level results.
The model’s ability to reproduce an ISI-curve is illustrated in Fig. 3.13. The
figure shows both the change of the shell weight ω (Fig. 3.13A) and the
maximum CR (Fig. 3.13B) as a function of the delay T between the CS
and the US. Here it can be seen that the shapes of both the weight change
curve and CR resemble the ISI curve of the adapted empirical data presented
by Balkenius and More´n (1998) of the nictitating membrane experiments
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conducted by Smith et al. (1969); Schneiderman and Gormezano (1964).
The model’s ability to account for overshadowing is discussed next.
3.6.4 The Overshadowing Effect
Overshadowing which was first reported by Pavlov (1927) but which has
been demonstrated in later studies (Kamin, 1969), occurs when condition-
ing on compound stimuli results in each stimulus obtaining weaker asso-
ciative strengths than if they were individually paired with the same US
(Pearce, 2008). Overshadowing can be seen when two stimuli are presented
together with a US. The strength of CR produced is relatively weaker than
the strength of CR that would have been generated if they had been condi-
tioned individually with the US Pearce (2008).
Overshadowing is tested in the model by running two simulations (A and B)
in parallel for comparison. In the first simulation (A), A pair of delta pulses
are presented 20 time steps (T=20) prior to the US (CS1A CS2A)+. This
occurs every 300th time step for a duration of 10000 until an association is
formed. The response strength is observed by presenting the CS2A0 and
measuring the CR2A magnitude. Similarly in the second set of simulations
(B), only one delta pulse is presented with the US (CS2B+) every 300th time
step for a duration of 10000. Afterwards the response strength is observed
by presenting the CS2B0 and measuring the CR2B magnitude. The test is
demonstrated thus:
(CS1ACS2A)+ ⇒ CS2A → CR2A (3.31)
CS2B+ ⇒ CS2B → CR2B (3.32)
The maximum CR2 in both simulations A and B are obtained by observing
the magnitude of the core-1 and core-2 units output activities. These are
represented in Fig 3.14. It can be seen that the maximum CR2B value
is greater than the maximum CR2A value indicating that overshadowing
occurred during compound conditioning in simulation A.
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Figure 3.14: The overshadowing effect CR2A generated due to compound
conditioning is smaller than CR2B generated from the single CS2-US condi-
tioning. Parameters are presented in appendix C in table C.1.
The overshadowing effect shows that that the associative strength of stimuli
conditioned individually with the US is different to the associative strength
obtained when the stimuli are combined. Acquisition of each core unit is
achieved in the model through 3-factor learning whereby the 3 factors include
pre-synaptic activity (PFC input), post-synaptic activity (core output) and
DA burst (Eq. 3.28). During overshadowing, the output of each core unit
is inhibited by the neighbouring core connectivity (Eq. 3.25) such that the
post-synaptic activity is inhibited and the resultant weight change is reduced.
The model has successfully shown that overshadowing as observed in animal
behaviour can be produced. Another paradigm which the model is capable
of simulating is the blocking effect.
3.6.5 The Blocking Effect
Blocking (Kamin, 1969) is a classical conditioning phenomenon which leads
to the suggestion that the unpredictability of the US influences conditioning
(Pearce, 2008). During blocking, a CS1 is paired with a US (CS1+) until an
association is learned. Afterwards, the CS1 is presented in combination with
a stimulus CS2 and paired with the US ((CS1CS2)+). The result is that
the original training with CS1 alone blocks the learning of the association
between CS2 and the US. Blocking is summarised as follows:
98
CS1+→ UR⇒ CS10→ CR1 (3.33)
(CS1CS2)+⇒ CS20→ noCR2 (3.34)
The blocking effect is tested in the model by running two simulations (A and
B) in parallel for comparison. In the first simulation (A), a delta pulse is
delivered 20 time steps (T=20) prior to the US delivery (CS1A+). This occurs
every 300th time step for a duration of 10000 time steps until an association
is formed. After this a second delta pulse is delivered in conjunction with
CS1A at 20 time steps prior to the presentation of the US ((CS1ACS2A)+).
Again, this occurs every 300th time step for a further 10000 time steps. In
the second set of simulations (B), a delta pulse is delivered with the US
omitted (CS1B0) every 300 time steps for a duration of 10000. Afterwards
a second delta pulse is delivered in conjunction with CS1B each at 20 time
steps prior to the presentation of a US every 300 time steps for a further
duration of 10000. The blocking effect is summarised by the equations:
CS1A+ → (CS1ACS2A)+⇒ CS2A → CR2A (3.35)
CS1B0 → (CS1BCS2B)+⇒ CS2B → CR2B (3.36)
The CR2s represent the associative strengths developed between the CS2A
and the US and CS2B and the US respectively in the two simulation groups
A and B. These responses are represented in Fig. 3.15 which shows that the
CR2B > CR2A. The acquisition of the CS2A-US association is blocked by
the initial acquisition of the CS1A-US association. In addition the compound
conditioning occurs during simulation B and once again the overshadowing
effect as described in the previous section is observed in the CR1B and CR2B
magnitudes.
Just as in overshadowing, blocking is achieved due to the output of each core
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Figure 3.15: The blocking effect Parameters are presented in appendix C in
table C.1.
unit inhibiting neighbouring core elements (Eq. 3.25) and therefore the mag-
nitude by which the weights increase. This results in a reduced magnitude
of the core activities. The next section illustrates how the model performs
during rapid reacquisition.
Acquisition of each core unit is achieved in the model through 3-factor learn-
ing whereby the 3 factors include pre-synaptic activity (PFC input), post-
synaptic activity (core output) and DA burst (Eq. 3.28). During overshad-
owing, the output of each core unit is inhibited by the neighbouring core
connectivity (Eq. 3.25) such that the post-synaptic activity is inhibited and
the resultant weight change is reduced
3.6.6 The Reacquisition Effect
The reacquisition effect is apparent when a previously extinguished CR recurs
much quickly than its initial appearance (Pavlov, 1927) It has been tested by
subjecting the model to acquisition and extinction four times and comparing
the response rate of the model during the acquisition and reacquisition stages.
Rapid reacquisition Fig. 3.16, is illustrated by observing the CR of the model
over the duration of the test. The initial CR magnitude generated during
acquisition are indicated by the arrows in Fig. 3.16. The maximum value
100
of the CR at the beginning of the reacquisition is larger than the maximum
value of the first CR during acquisition. Therefore, the model shows rapid
reacquisition. This is achieved because unlike the shell weights, the core
weights do not quickly reduce to 0. And a CR can instantly be reproduced
as described in section acquisition.
CR
Figure 3.16: Initial acquisition and 3 consecutive reacquisition. Parameters
are presented in appendix C in table C.1.
3.7 Concluding Remarks
In this chapter, the environment and agent were introduced and tested as
an open-loop system using simulations that represented classical condition-
ing paradigms and whereby the response of the system does not determine
whether a reward is delivered. A model of the circuitry surrounding the NAc
has been integrated into the agent which obtains and processes information
from the environment. The processes by which the agent is able to use cues
from its environment to obtain rewards have been formalised and observed
in open-loop simulations. In these simulations, the agents ability to encode
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reward availability have been observed. A variety of classical conditioning
paradigms have been tested by the model.
In the following chapters, the model is tested in scenario behavioural exper-
iments. The agent will be required to perform reward seeking tasks by using
landmarks available in the environment as cues. The agent’s ability to learn,
adapt and perform behavioural flexibility will be tested and demonstrated in
simple reward based learning, reversal and secondary conditioning scenario
simulation experiments.
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Chapter 4
The Closed-Loop Behavioral
Experiments
4.1 Introduction
In chapter 3, a computational model of the nucleus accumbens (NAc) cir-
cuitry was developed. Its adaptability in open-loop conditions was also ob-
served. In this chapter, the model will be tested in closed-loop behavioural
scenario reward seeking experiments. In the closed-loop experiments, the
reward delivery is contingent on the response generated by the agent. These
behavioural experiments are used to obtain a basis for which the model can
be analysed against the NAc circuitry’s role in acquisition and reversal of
reward based behaviours. The model’s capability to learn in an environment
will be formalized in a simple reward seeking task. Following the reward
seeking experiment, the shell and core of the model will be lesioned and
tested in the behavioural reward seeking tasks. The results generated will be
compared against empirical results obtained from the shell and core lesion
studies conducted by Parkinson et al. (2000).
In addition to the basic reward seeking task in which the agent must learn to
approach a landmark containing a reward from a distance, the model will also
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be tested in a reversal learning food seeking task. During reversal learning,
the agent learns to discriminate between the CS+ and CS- which are stimuli
that do and do not predict rewards respectively. After the agent has acquired
an association, the contingency is reversed such that the CS+ which initially
predicted the reward becomes the CS- and no longer precedes the reward
and vice versa for the original CS-. The agent inhibits behaviour towards
the now irrelevant conditioned stimulus (CS) and learns the new association.
These experiments combined show how the model is capable of learning and
adapting in rather simple and changing environments. Each behavioural
setup will initially be summarised followed by a brief description of how the
model processes information to complete the task. The corresponding simu-
lation run and the results obtained for each scenario task will be shown. In
the next section, the implementation of the circuitry into an agent, environ-
mental setup and agent-environment interaction is described.
4.2 The Behavioral Experiments
Three sets of behavioural reward seeking experiments are carried out in this
chapter which are used to appreciate the NAc’s functionality in mediating
reward seeking behaviours. The first set of experiments are used to demon-
strate how the signals are processed by the model NAc circuitry during a
reward seeking behaviour. The second set of experiments compares the per-
formance of the model when subject to shell and core lesions to empirical data
which show the effects of shell and core lesioned agents during conditioning.
The final set of experiments show how the model is capable of performing
reversal learning by inhibiting behaviour which although was once useful no
longer predicts a reward.
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4.2.1 The Environment and the Agent
The computational model is integrated into an agent and tested in environ-
ments which are simulated on a Linux platform using an opensource open
dynamics engine (ODE)1 programmed in C++. The simulated experimental
setup consists of the environment in which is contained an agent, a number
of landmarks and a reward embedded within a landmark. The agent is capa-
ble of approaching the landmarks which elicit individual proximal and distal
signals.
The simulated environment for testing learning is shown in Fig. 4.1A. This
octagonal environment comprises the agent, a yellow and a green landmark
and a reward embedded inside one of the landmarks. In the reward seeking
behavioural experiment Fig. 4.1, the agent explores the environment and
must learn to find the ’reward’ (Porr and Wo¨rgo¨tter, 2003; Verschure et al.,
2003; Thompson et al., 2008) located within a landmark. Only one landmark
at a time can contain the reward. The agent’s starting point at the beginning
of the experiment or once it has come in contact with the reward is at a
random point on the line located in the centre of the environment equidistant
to either of the landmarks.
The agent is shown in Fig. 4.1B. It contains color sensors which detect the
colored landmarks and rewards and touch sensors for detecting the walls
Fig. 4.1B. The agent detects the landmark through distal and proximal sen-
sors. Fig. 4.1C shows how a landmark X as an example, elicits signals which
the agent can detect as proximal signals when the agent is located in close
vicinity to the landmark and as distal signals elicited when the agent is at a
distance from the landmark.
The proximal signals are filtered (u-proximal) and weighted (ρX−proximal)
with fixed values greater than 0. They function as soft decision makers which
gate the agent’s action-subsystem. The action subsystem is modelled as a
Braitenberg vehicle (Braitenberg, 1984) which comprises sensors that activate
1http://www.ode.org/
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Figure 4.1: A) The environment containing the agent, a yellow and green
landmarks and a reward embedded in the green landmark. B) The Agent
with left and right light detectors and touch sensors. C) The proximal (X-
proximal) and distal (X-distal) signals of the landmark X detected by the
agent. X represents either the yellow (Y/y) or green (G/g) landmark in the
environment. D) The X-proximal and X-distal signals through their ρ0 and
ρ1 weights respectively, are capable of gating the action subsystem which is
implemented as a Braitenberg vehicle. (Thompson et al., 2009)
effectors via a gated channel that is influenced by the proximal signals. This
means that when the signal is active it is capable of immediately enabling the
Braitenberg vehicle. The proximal sensors generate a set of signals related
to the unconditioned stimulus (US) which trigger the pre-wired reflexes and
directly enable a reaction (UR) when the agent is in close proximity with the
landmark Fig. 4.1D. This attraction behaviour has been interpreted in the
previous chapter as exploratory behaviour. The na¨ıve agent can only navigate
to the landmark when it is at this proximal distance to the landmark. The
agent can also detect the landmarks from a distance through the distal sensors
which generate the CS representations. The distal signals (ρX−distal) are also
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filtered (u-distal) and weighted with with plastic weights. These signals also
have the ability to facilitate the action subsystem in a similar manner to the
proximal signals however, if and only if their plastic weights are not equal to
zero. In the na¨ıve agent, these weights are originally set to zero indicating
that the agent does not have pre-wired conditioned reflexes. Initially, before
learning the agent does not approach the landmark from the distance instead,
it learns to approach the landmarks from the distance depending on whether
or not the landmark contains a reward.
Learning occurs when the reflex reaction (UR) which results in the delivery
of a reward, correlates with the distal signal representation (CS) so that the
agent is capable of targeting the reward when the distal signals are elicited.
The plastic weights change depending on the correlator in Fig. 4.1D which
correlates the distal with the proximal signals as the agent explores the en-
vironment and finds the reward. Therefore, the agent learns an association
between the reward and the landmark that contains it. The distal signals
from other landmarks can also be fed into the network in Fig. 4.1D and
utilized in an identical manner to the X-distal signal. This means that the
signals from the surrounding landmarks integrated into the network can also
drive motor activity just as the distal signals from the landmark X can. The
reflex x0, predictive x1 and r signals utilised in the open-loop experiments
in the previous chapter are reinterpreted as the proximal, distal and reward
signals respectively.
Upon learning, the plastic weights of the distal signals change and enable
the agent to approach the landmark containing the reward from a distance.
Information is processed in the circuitry as described in the previous chapter.
The information flow in the model which is processed according to the signals
obtained from the specialized environment is briefly summarized next.
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Figure 4.2: The full limbic circuitry model adapted for the behavioural re-
ward seeking task. Distal and proximal signals from the yellow (Y) and green
(G) landmarks represent sensor inputs feeding into the respective dorsome-
dial prefrontal cortex (YCS and GCS) and the orbitofrontal cortex (YPA and
GPA). The cortical inputs innervate the NAc core and shell units. Primary
food rewards activate the lateral hypothalamus (LH) which projects to both
the ventral tegmental area (VTA) and the shell. The shell innervates the
medial ventral pallidum (mVP) and the ventral tegmental area. The ventral
pallidum innervates the mediodorsal nucleus of the thalamus (MD). The core
units use cortical activities to mediate motor behaviours. These cortical affer-
ents to the core are indirectly influenced by the shell via the mVP-MD-PFC
pathway. The shell also influences the VTA which releases DA and mediates
plasticity in both the core and the shell units. (Abbreviations: LH, lateral
hypothalamus; PFC, prefrontal cortex; OFC, orbitofrontal cortex; VTA, ven-
tral tegmental area; mVP, ventral pallidum; MD, mediodorsal nucleus of the
thalamus; PA, persistent activity) (Thompson et al., 2009)
108
4.2.2 The Agent Model
The full model circuitry adapted to process information from the environ-
ment is illustrated in Fig. 4.2. The circuitry is composed of the biologically
relevant input, processing and motor regulatory structures capable of influ-
encing behavioural food seeking tasks. The signal processing pathway in the
model commences from the cortical input of the PFC to the NAc to activate
the motor system or the VTA neurons. The simulated circuitry comprises
the NAc’s distinct shell and core subunits as the central hub. The OFC re-
gion of the PFC innervates the shell and processes information representing
the visual inputs from the landmarks. On the other hand, the dmPFC in-
nervates the core and provides preprocessed visual information representing
the landmarks or reward.
The output of the core gates each action subsystem as implemented by the
basal ganglia in Prescott et al. (2006) and comprises of sub nuclei each of
which enables one particular motor activity or behavioural response. In this
case each behavioural response corresponds to the attraction behaviour con-
trolled by the Braitenberg vehicle. The two different landmarks that can be
approached are activated by two individual core-y and core-g nuclei modelled
which enable the motor approach towards either the yellow or green land-
mark. The agent detects the landmark through proximal and distal sensors.
These proximal signals (Y-proximal and G-proximal) represent the US (USy
and USg) processed by the dmPFC and generated by the yellow green land-
marks respectively. These feed into the corresponding core units that enable
motor control to the respective yellow or green landmarks. The distal signals
G-distal and Y-distal of both landmarks which assume the role of the CS
(YCS or GCS from the yellow and green landmark respectively) are processed
by the excitatory dmPFC projections to both neural core units. The G-distal
(GCS) signal activates the core-g and core-y units through weighted ρgg and
ρgy synapses while the Y-distal (YCS) signal activates the core-g and core-y
units through weighted ρyg and ρyy synapses respectively. These excitatory
afferents are modulated by DA released from the VTA. The core uses the
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distal and proximal signals to enable motor activity as has been described in
the Fig. 4.1C.
The shell is also innervated by cortical inputs from the orbitofrontal region
(OFC) of the PFC. The OFC maintains persistent activity triggered from vi-
sualising either of the landmarks for a set period or until a reward is obtained.
Therefore, this activity goes beyond the US if omitted and can be used to
generate extended tonic DA activity such that LTD is also extended. The g-
distal and y-distal signals from the green and yellow landmarks respectively
are processed by the OFC as working memory units which generate persis-
tent activity YPA and GPA to the shell through plastic ωg and ωy synapses
respectively. They maintain activity for a set period if their activity reaches
a threshold value.
Activation of the shell by the persistent OFC inputs results in the inhibition
of the mVP. The mVP actively inhibits the VTA and the MD which release
DA and projects back to the PFC respectively. The distal signals to the shell
are capable of activating the shell and which in turn dis-inhibits the VTA
and MD via the mVP. By dis-inhibiting the MD and VTA, the shell can
indirectly influence the ability of the core to enable motor activity and the
VTA neurons to release DA respectively. This means that shell activation
by the distal signals can influence motor drive as well as DA release.
Information flow and weight change during acquisition in an idealised food
seeking run is described next.
4.3 Information Flow and Plasticity in the
NAc During Acquisition
An ideal cartoon of the reward seeking task during acquisition is described
here with the intention of demonstrating information flow through the cir-
cuit. A real simulation run will be shown once the complete circuit has been
established.
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Figure 4.3: A cartoon of information development during the acquisition at
two trials labelled i and ii against time (t). A) GCS and GPA represent signal
generated from the green landmark as the agent approaches the landmark.
These signals feed into the prefrontal and orbitofrontal cortex. B) LH ac-
tivated when the agent receives the reward. C) Shell activity development
which also illustrates MD dis-inhibition. D) VTA activity showing the two
activity states. A DA burst is produced when the reward is obtained and
eventually shifts to the CS onset. The DA burst occurring in event of re-
ward receipt slowly decreases. E) ωg, the shell weight development for the
plastic synapses relevant to the cortical inputs which are activated by signals
from the green landmark. F) ρgg, the weight development for plastic synapse
signalling the green landmark projecting to the core-g unit. G) Core-g unit
activity. (Thompson et al., 2009)
At the beginning of the run, the na¨ıve agent wanders around the environment
in which are yellow and green landmarks. The distal (X-distal) and proximal
(X-proximal) signals generated by either the yellow (X=Y) or green (X=G)
landmark (X) are bandpass filtered to represent the CS (XCS) and US (XUS)
signals respectively. Filters are used to simulate the responses observed by
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sensors systems.
XUS(t) = hLP (t) ∗X-proximal(t) (4.1)
XCS(t) = hLP (t) ∗X-distal(t) (4.2)
These signals are processed by the dmPFC which projects to the individual
core-x units.
The distal signal projects via weighted plastic inputs to both the shell and
the core. It is bandpass filtered and activity is maintained for a set period
due to the OFC processing according to Eq.3.14. uj(t) is represented as
XPA and corresponds to persistent activity (Fig. 3.4) occurring in the input
neuron from the yellow (X = Y ) or green (X = G) landmarks.
Information flow and acquisition as the agent approaches the green landmark
is shown in Fig. 4.3A. When in close proximity to a landmark, the proximal
signal (XUS) triggers the agent’s motor towards the center of the landmark
X. In addition, if the agent comes in contact with the food reward in the
green landmark, the LH becomes active according to Eq.3.1 (Fig. 4.3A i and
ii). It is a bandpass filtered signal of the food reward signal.
The information processed by the LH, OFC and PFC summate onto the
corresponding shell, core-g and core-y units according to equations 3.19 and
3.22 (Fig. 4.3A iii and vii).
shell(t) = LH(t) + (GPA(t) · ωg(t)) + (YPA(t) · ωy(t)) (4.3)
core-g(t) = GUS(t) + (YCS(t) · ρyg(t)) + (GCS(t) · ρgg(t))
− λ · core-y(t) (4.4)
core-y(t) = YUS(t) + (YCS(t) · ρyy(t)) + (GCS(t) · ρgy(t))
− λ · core-g(t) (4.5)
The XCS and XPA facilitate the core-X units and the shell through weighted
synapses ρx and ωx respectively. These are associated with the NAc units
and are influenced by landmark X. Note that the activity in the core gates the
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action subsystem or attraction behaviour towards the centre of the landmark.
By implementing reciprocal inhibition, the strongest core activity performs
a “winner take all” process by inhibiting other core units via λ (Klopf et al.,
1993; Suri and Schultz, 1999). Contact with the food reward enables the LH
to produce an excitatory glutamatergic activity on the VTA (Fig. 4.3A iv).
V TA(t) = κ · LH(t) (4.6)
This results in a fast spiking DA burst defined by the VTA processed through
a highpass filter with a strength χburst according to the Eq.3.9.
LTP requires both pre and post-synaptic activity as well as D1 receptor
activation (Reynolds and Wickens, 2002) which is obtained via the burst
spiking of DA neurons. Therefore LTP is modelled in the shell and core as
follows:
ωX ← ωX + µshell(XPA · shell
′ · burst · (limit− ω)) (4.7)
ρX ← ρX + µcore(XCS · core-X
′ · burst · (limit− ρ)) (4.8)
Thus the DA burst enables the plastic weights ρx of the core-X units and ωx
of the shell to increase (LTP) via three factor learning (Fig. 4.3A v and vi).
4.4 The Simple Reward Seeking Experiment
This section demonstrates how the NAc plays a role in mediating reward
seeking behaviour in a simple scenario task. The environment is setup as
described in the previous section Fig. 4.1D. There are two landmarks, a
yellow and a green landmark situated opposite each other by the central left
and right walls of the environment. The reward is embedded in the green
landmark. The agent starts at a starting point located North of the centre
line in the environment and explores the environment in a straight trajectory
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until it either comes in contact with the walls and navigates along them or it
gets close to a landmark and elicits its pre-wired reflex towards the centre of
the landmark. Fig. 4.4 shows the agents footstep during A, the first half of
the full simulation run and B the second half of the simulation run when the
agent has learned to associate the green landmark with the reward. During
the first half of the simulation run between time steps 0 to 25000 (Fig. 4.4A),
the agent can be seen to navigate along the walls of the environment until
it comes in contact with a landmark and elicits an attraction behaviour
towards the centre of the landmark. If the agent makes contact with the
yellow landmark, it continues in a straight trajectory across the environment
or along the walls of the environment until it comes in contact with the
reward.
Once the agent comes in contact with the landmark containing the reward, it
is repositioned at a random orientation and location on the midline equidis-
tant to the two landmarks and the agent navigates again until it finds the
reward. As learning progresses, the agent demonstrates a biased conditioned
response (CR) towards the green landmark containing the reward Fig. 4.4B.
It can be seen from the density of the agents trajectory towards the green
landmark from the central line that the agent learns to approach the green
landmark from a distance.
Detailed signal traces of the CS, LH, VTA, DA bursts and weight develop-
ment occurring between the time steps 15000 to 35000 and 40000 and 45000
are illustrated in Fig. 4.5. As the agent approaches the green landmark from
a distance, the distal signal generated by the green landmark (YCS) becomes
high. When the agent finds the reward located in the green landmark, the
LH and a VTA DA burst become active which correlate with the high GCS
activity so that its corresponding plastic weight ωg increases (highlighted
regions i, iii and v).
There are five significant events highlighted and numbered i to v which show
how the DA burst at the US (i) onset decreases in amplitude (iii and v) and
increases at the CS onset (ii and iv). The DA bursts generated at the CS
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Figure 4.4: The agent trajectory during the first (begin) and last (end) half
of the simulation run over a period of 50000 time steps. A) The first half
of the simulation run, the agent wanders along the walls of the environment
and performs a reflex reaction towards the centre of any landmark. The
agent begins from the location indicated start position. During the first
half of the simulation run, the agent comes in contact with the reward only
once. B) The second half of the simulation run the agent’s learned reaction
is towards the green landmark with the reward. During the second half of
the simulation run, the agent makes contact with the reward seven times.
When the agent makes contact with the reward, the agent is repositioned at
a random position in the midline. Simulation parameters are presented in
appendix C in table C.2.
onset can be used to develop further associations between more than one CS.
The models performance in the simple reward seeking experiment is observed
in ten simulation runs, each conducted over a duration of 100,000 time steps.
Fig. 4.6 shows the average number of contacts to the green and yellow land-
mark made after 10,000 time steps over the full duration of the run. It can
be seen that the agent makes significantly more approaches to the green
landmark that to the yellow landmark over the course of the simulation run.
These results show that the agent learns over time, to approach the green
landmark which contains the reward.
The performance of the model in this reward seeking experiment can be
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Figure 4.5: Detailed signal traces of the simulation run for the periods of
15000 to 35000 and 40000 and 45000 time steps. Traces include the distal
signals for the yellow and green landmarks (CS), The LH, the VTA, burst and
weight development (ωg/y). Five significant events labelled i to v have been
highlighted to show how the DA burst generated at the US event decrease and
increase at the CS onset. Simulation parameters are presented in appendix C
in table C.2.
compared against results obtained by real rats. In the in vivo experiments
two visual stimuli were presented which were either followed by a reward
or no reward delivery. Although the experimental setup in the in vivo and
simulated experiments are different, both experiments contain rewards and
stimuli that are associated with the reward (CS+) and stimuli that are not
(CS-). The agents must demonstrate that they have learned to elicit a CR
in response to the CS+. The following sections briefly introduces the animal
experiment conducted by Parkinson et al. (2000). The model will be tested
in the simulation experiments so that the results produced will be compared
against the empirical results generated by Parkinson et al. (2000).
4.5 Comparison Against Empirical Data
Parkinson et al. (2000) studied the performance of rats that were subject to
shell and core lesions in Pavlovian approach behaviour. During Pavlovian
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Figure 4.6: Simulation results showing the mean number of contacts to the
green (shaded boxes) and yellow landmarks (clear boxes) as a function of
10,000 time steps incrementing to 100,000. Bars indicate the standard de-
viation of 10 runs. Simulation parameters are presented in appendix C in
table C.2.
approach behaviour, a visual stimulus is presented after which a reward is
delivered. After training, the animal generates a conditioned response (CR)
approach to the visual stimulus (CS) before the food is presented.
The apparatus implemented was a testing chamber which contained a visual
display unit (VDU) that presented the visual stimuli. The chamber also
contained a food hopper in which sucrose pellets (reward) were delivered.
There were floor pads that detected the animals location in the chamber and
identified when the animal was at a location equidistant to the two stimuli
locations. The VDU displayed the visual stimuli and the rats responses were
measured through the use of touch sensitive floor pads and screens. The
animals were trained to associate a stimuli with sucrose pellets as the reward.
This was identified as the CS+. The CS- was the stimulus presented that
was never followed by the reward. During the tests, CSs were presented and
the animals responses were recorded. All of the animals were divided into
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groups some of which were subjected to excitotoxic lesions of their core and
shell regions. Each groups performance in response to the CS was recorded.
In these studies the animals performance in the tasks were affected by core
rather than shell lesions.
A behavioural experiment is simulated and used to test the model’s perfor-
mance in a simple reward seeking experiment. In this experiment, a reward
is embedded in a landmark and the agent learns a simple association between
the reward and the landmark. In the simulation experiments, the model will
be subject to simulated shell and core lesions and its performance will be
compared against the in vivo results obtained by Parkinson et al. (2000).
The following section illustrates how the model performs when subject to
either shell and core lesions. The results are presented in such a way that
the model’s performance can be compared against the results generated by
Parkinson et al. (2000).
4.5.1 The Simulated Lesion Experiments
The performance of the model subjected to either core or shell lesions are
presented in Fig. 4.7A and Fig. 4.8A respectively. These are presented along
with the adapted results from the core (Fig. 4.7B) and shell (Fig. 4.8B) lesion
experiments conducted by Parkinson et al. (2000). The results in Fig. 4.7A
and Fig. 4.8A show the mean response contacts to the CS+ and CS- over
ten simulation runs, while the results in Fig. 4.7B and Fig. 4.8B illustrate
the results adapted from Parkinson et al. (2000) of the mean approaches to
the CS over blocks of stimulus presentations. The core and shell lesions are
simulated by reducing but not completely eliminating weight connectivity
of the core motor-enable pathways or the shell-VTA and shell-VP pathways
respectively.
The results illustrated in Fig. 4.7A show that the performance of the model
with core lesions was impaired compared with the model that was not le-
sioned. The lesioned agent’s approach to the CS+ was significantly reduced
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Figure 4.7: A) The model’s performance in the behavioural food seeking task
when subjected to core lesions compared with the model with no lesions.
B) Adapted results from Parkinson et al. (2000) showing the acquisition
of autoshaping behaviour after lesions to the core and sham lesioned rats.
Simulation parameters are presented in appendix C in table C.2.
however the agent was still capable of approaching the either of the land-
marks when it was in close proximity to the landmarks. The model achieves
this because the US signal is still strong enough to project through the core
units and enable motor behaviour towards the landmarks. If the core units
were completely lesioned, the agent would not demonstrate a response to the
US. The current model might achieve an ability to respond to the US if the
network via the dorsal striatum to the basal ganglia were connected to the
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Figure 4.8: A) The model’s performance in the behavioural food seeking task
when subjected to shell lesions compared with the model with no lesions .
B) Adapted results from Parkinson et al. (2000) showing the acquisition
of autoshaping behaviour after lesions to the shell and sham lesioned rats.
Simulation parameters are presented in appendix C in table C.2.
current model. This would require significant modification that is beyond
the scope of this work. The acquired CS signals on the other hand are not
strong enough to enable motor activity. Therefore, the performance of the
core lesioned agent is severely impaired compared to the performance of the
non-lesioned agent.
Unlike the results illustrated in Fig. 4.7A, Fig. 4.8A shows that the perfor-
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mance of the model when simulated with lesions to the shell were not im-
paired and performed similarly with the non-lesioned model. This is because
acquisition in the core units were sufficient to mediate approach behavior in
response to the CS+. The shell units influence approach behavior when the
US is omitted and the CS no longer precedes the US. However, these condi-
tions were not tested for in these experiments. Similar to the non-lesioned
agent’s approach to the CSs, the lesioned agent’s approach to the CS+ was
significantly greater than the approach towards the CS-.
The results illustrated in this section are similar to the results generated by
Parkinson et al. (2000) represented in Fig. 4.7B and Fig. 4.8B. In these in vivo
experiments, rats with lesions to the NAc core were severely impaired during
acquisition. These rats did not show any significant discriminated approach
to the CS. The results generated in the simulation resembled the results
produced by the rats with shell lesions. Both the computational model and
the rats did not demonstrate any significant impairment during acquisition.
These results are the most recent generated from this study. They show
how the modelled shell and core units function similar to the shell and core
regions of the biological agent.
It is also essential that the agent is capable of distinguishing between relevant
and irrelevant stimuli and adjusting behaviour as contingencies change in the
environment. A reversal learning experiment is performed in the following
section and utilised to demonstrate how the NAc plays a role in goal directed
behavioural flexibility by the inhibition of rather than elimination of acquired
associations.
4.6 The Reversal Learning Task
Although the core circuit is sufficient for acquisition described so far, the in-
fluence from the shell in facilitating behaviour is necessary when the reward
is omitted from the green landmark and the agent must inhibit behaviour
towards the green landmark which no longer contains the food reward. The
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model adapts as contingencies change, not by the standard method of elimi-
nating the originally acquired associations which does not account for rapid
reacquisition, but by disabling the gating of irrelevant action subsystems.
The role of the shell in implementing this mechanism, by indirectly influenc-
ing the core activities will be shown here.
Reversal learning experiments conducted by Birrell and Brown (2000) and
later by Egerton et al. (2005) have been simulated so as to test the computa-
tional model. In the in vivo experiments, rats are placed in an environment
which contains two digging holes both emitting distinct odors and one of
which contains food pellets. The rats are required to associate an odor with
the reward and learn to go directly to the digging hole with the odor asso-
ciated with the reward. After the rat has demonstrated acquisition for the
odor coupled with the reward while completely ignoring the opposite hole,
the contingency is reversed so that the food pellet is now placed in the second
hole which originally lacked the reward. The rats need to learn to inhibit
their behaviours towards the hole which originally contained the reward and
learn to associate the second hole with the reward.
4.6.1 The Reversal Learning Simulated Environment
In this octagonal environment are two landmarks coloured yellow and green
and an agent which explores the environment for rewards which are embedded
inside the landmark indicated by the red disk. The agent is required to learn
an association between the landmark and the reward disk and to approach
the landmark containing the reward from a distance. It can only detect
the reward when it makes direct contact with it. Associations are acquired
between the distal signal (CS) and proximal signal (US) from the landmark
containing the reward.
Once the agent demonstrates that it has learned to approach the landmark
from a distance, the reward is no longer placed in the green landmark but
instead is now placed in the yellow landmark. The agent now has to inhibit
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behaviour towards the green landmark and learn to associate the yellow land-
mark with the reward. In the following section, a computational circuitry
necessary to perform acquisition and reversal respectively is developed.
While the core enables motor activity to elicit behaviours in response to the
reward predictive stimulus, the shell indirectly facilitates the inputs to the
core to drive the acquired behaviours via the shell-mVP-MD pathway. The
reversal learning scenario during which the agent demonstrates behavioural
flexibility is described in the following section.
4.6.2 Information Flow and Plasticity in the NAc
During Reversal
Reversal learning begins when the reward is omitted from the green landmark
and placed in the yellow landmark. Fig. 4.9 shows information flow during
reversal learning when the agent approaches the green landmark after the
reward has been omitted. The agent having learned to associate the green
landmark with the reward, exhibits behaviour towards the green landmark
(Fig. 4.9A). At this stage there is no LH activity due to the absence of a
reward (Fig. 4.9B. The shell which becomes active due to the high weight
(ωg) dis-inhibits both the VTA and MD (Fig. 4.9 panels C and D). Conse-
quently, to reflect the dis-inhibition from the mVP (Eq.3.20), Eq. 4.6 needs
to be updated based on the excitatory, inhibitory and dis-inhibitory influ-
ences from the LH, shell and shell-mVP pathways respectively. The equation
representing the VTA is updated according to Eq.3.7.
The absence of LH activity and the dis-inhibition of the VTA by the shell
generates an increase in VTA activity proportional to the shell dis-inhibition
only (Fig. 4.9 panels C and D). Thus the shell activation results in the dis-
inhibition of the VTA and MD through the shell-mVP pathway (Eq.3.21).
The VTA dis-inhibition generates an increase in the population of the toni-
cally active DA neurons detected as lowpass filtered VTA activity (Eq.3.10).
This tonic DA activity (Fig. 4.9D) enables LTD to occur proportional to
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presynaptic (uX-distal) influences from the landmark X. A tonic activity which
enables LTD in the absence of a DA burst, produces a resultant weight de-
crease in the NAc.
ρX(t)← ρX(t) + µcore(XCS(t) · core-X(t)
′ · burst(t) · (limit− ρx(t)))
− core(uX-distal(t) · tonic(t)) (4.9)
ωX(t)← ωX(t) + µshell(XPA(t) · shell(t)
′ · burst(t) · (limit− ωx(t)))
− shell(uX-distal(t) · tonic(t)) (4.10)
Here shell  core. This means that LTD in the shell occurs significantly
more quickly than in the core (Fig. 4.9 panels E and F). A stronger LTD
in the shell than in the core produces a swift decay of the shell weights to
baseline (Fig. 4.9 panel E) until persistent activity no longer drives the shell.
Slower LTD in the core ensures that learned weights (ρgg) are maintained
such that the agents capacity to approach the landmark from a distance is
not eliminated although the agent is required to inhibit approach behaviour
towards the currently irrelevant landmark. The shell’s ability to dis-inhibit
the MD through the shell-mVP-MD pathway is diminished resulting in a
decreased MD activity and an overall decrement in the cortical facilitation
of the core unit (Fig. 4.9 panels C and G).
The cortical projections into the core are influenced by the MD innervations
to represent the CS (XCS) signal obtained from landmark X is updated:
XCS = uX-distal(t) + θMDMD(t) (4.11)
Therefore, the shell (indirectly via the mVP-MD pathway) reduces the PFC
activation on the core units such that the approach behaviour towards the
irrelevant landmark is minimized.
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Figure 4.9: A cartoon of information development during reversal at two
trials labelled i and ii against time (t). The reward is omitted from the
green landmark. A) GCS and GPA represent signal generated from the green
landmark as the agent approaches the landmark. These signals feed into
the prefrontal and orbitofrontal cortex. B) No LH activation due to absent
reward. C) Shell activity development which also dis-inhibits the MD. Shell
activity decreases as LTD dominates in the absence of DA bursts. D) VTA
activity showing the two activity states. A DA burst is produced during
the CS onset. No further DA bursts are produced. E) ωg The shell weight
development occurring as a resultant decrease for the plastic synapses rel-
evant to the cortical inputs which are activated by signals from the green
landmark. F) ρgg The weight development for plastic synapse signalling the
green landmark projecting to the core-g unit. G) Core-g unit activity.
4.6.3 Simulating Reversal Learning
The agent begins from the starting point Fig. 4.1A equidistant to both land-
marks. Fig. 4.10 shows results of detailed information flow and weight devel-
opment in the circuitry from the first acquisition to the first reversal occurring
between time steps of 2000 to 45000. The agent wanders around the envi-
ronment until it encounters a landmark during which it produces a curiosity
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reaction towards the centre of the landmark. The box labelled I is the region
which has been magnified in Fig. 4.11. It focusses on the highlighted regions
numbered i, ii and iii. Contact with the reward for the first time is high-
lighted in the grey region of Fig. 4.10 and Fig. 4.11 labelled i. During this
event, the OFC activity produced by the signals from the green landmark is
high and coincides with the LH activity generated by obtaining the reward
in the green landmark. This causes spiking VTA activity and resultant pha-
sic levels of DA and LTP in the NAc. However, VTA DA burst is not only
generated at LH activation but also via the shell-mVP-VTA pathway. This
is responsible for the VTA burst at the CS onset. In other words, once the
reward becomes predictable, the DA bursts start occurring earlier at the on-
set of the cue that predicts the reward. In this case, the CS that predicts the
reward is represented by the distal signals which also trigger OFC activity
onset.
LTP on the ωg synapse enables increased OFC activity in the shell and
stronger dis-inhibition of the VTA. This means that as the weight increases,
an amplified activity in the shell enables the spiking activity of DA neurons to
occur more regularly. In this way the DA bursts occur during the CS onset.
The arrow in the highlighted grey region numbered ii shows how the DA burst
at the CS event increases in magnitude as the shell activity increases. Because
the shell’s ability to inhibit the mVP is capped at a minimum value (V Pmin
from Eq.3.20), there comes a point when the increasing shell activity starts
to inhibit the VTA DA neuron more strongly than both the LH influence
and its dis-inhibition on the DA neurons (time steps between 10000 and
20000). This is established by the direct shell-VTA pathway and its effect
can be observed in the decreasing burst spiking DA activity occurring at
the US onset as shown by the arrow in the highlighted region numbered iii.
Eventually, the DA bursting activity at the US onset decreases to baseline.
The agent demonstrates that it has acquired an association between the green
landmark and the reward when it makes ten consecutive contacts with the
reward. After this, the reward is moved from the green landmark to the
yellow landmark. The arrow labeled reversal denotes that the contingency
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Figure 4.10: The activity of the A) OFC inputs B) LH C) VTA D) Burst
E) Tonic F) Shell weights G) Core-g weights F) Core-y weights. The box I
contains the highlighted regions numbered i, ii and iii. I is magnified to show
the DA bursts occurring in the highlighted regions. Simulation parameters
are presented in appendix C in table C.2.
127
green(g) yellow (y) time steps
OFC
(PA)
LH
VTA
DA
burst
DA
tonic
Core-g
weights
( )r
Shell
weights
( )w
A
B
C
D
E
F
G
i ii iii
2000010000
Figure 4.11: The magnification of the region labelled I in the detailed signal
trace showing the highlighted region numbered i ii and iii. i indicates the first
DA burst at the US event. While the upward and downward arrows in the
highlighted regions ii and iii respectively indicate increasing and decreasing
DA burst at the US and CS events. The activity of the A) OFC inputs B) LH
C) VTA D) Burst E) Tonic F) Shell weights G) Core-g weights Simulation
parameters are presented in appendix C in table C.2.
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Figure 4.12: The activity of the A) Shell weights B) Core-g weights C) Core-
y weights D) Number of correct consecutive contacts during four reversals.
Simulation parameters are presented in appendix C in table C.2.
has changed and reversal learning commences. The OFC activity generated
by the green landmark is observed to persist longer than previous activations.
This is because the OFC enables persistent activity for a set period or until
the reward is obtained. The OFC activates the shell which in turn dis-
inhibits the VTA activity to produce tonic DA levels that enable LTD to
occur on the synapses in the shell that are currently active. The dotted lines
in Fig. 4.10A correspond to OFC activation by the signals from the yellow
landmark. Eventual contact with the reward in this landmark generates LTP
on the ωy synapses and the whole process repeats itself but this time for an
association between the yellow landmark and the reward.
The shell and both core units weight development for a simulation run over
a period of 300,000 time steps is shown in Fig. 4.12. Here the contingency
is reversed four times. It can be seen that while the shell weights increase
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and decrease rather quickly, the core weights increase quickly but decrease
at a much slower rate. Learned behaviours are maintained in the core and
reversal learning is achieved instead via the shell which updates the relevant
information and mediates the cortical activity to the core. It can be seen in
Fig. 4.12, that the duration between the third and fourth reversal is smaller
than the duration of the first and second reversal. This shows how the model
is capable of performing later reversals more quickly because associations
do not have to be relearned. A clip showing the agent performing reversal
learning can be viewed at http://isg.elec.gla.ac.uk/maria/reversal/.
The performance of the model can be compared against the performance of
animals tested in serial reversal learning experiments conducted by Bushnell
and Stanton (1991) and Watson et al. (2006). These experiments are briefly
summarized.
4.7 The Model’s Performance against in Vivo
Serial Reversal Learning Experiments
The serial reversal learning experiments carried out by Bushnell and Stanton
(1991) were conducted on rats in an apparatus that was composed of two
retractable levers, a cue light and a food cup in which food was delivered.
The rats were required to press one of two levers for food rewards. The lever
that resulted and did not result in reward delivery are referred to as the CS+
and CS- respectively. Each reversal occurred when a criterion was met that
was determined by the discrimination ratio (DR). The DR was defined as
follows: DR = frequency of correct / (frequency of correct + frequency of
wrong). During reversal the CS+ became the CS- and vice versa so that
they respectively produced an opposite result to that which they originally
predicted. A criterion was met when the discrimination ratio (DR) reached
or exceeded a value of 0.9 for two consecutive ten trial blocks.
In the serial spatial reversal learning experiments conducted by Watson et al.
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(2006), rats were tested using a T-maze. The T-maze consisted of three arms
of equal length which made up the start, left and right arms. There were
photo beams which detected when the rats had approached any one of the
arms. During the test, the rats were made to begin in the start arm. Shortly
after, they were allowed access to the left and right arm one of which was
allocated as the correct arm. Rats were rewarded when they entered the
correct arm. After a certain period, the reversal session occurred and the
rats were rewarded on entering the opposite and previously unrewarded arm.
The model’s performance in the serial reversal food seeking task was tested
over ten simulation runs which lasted over a maximum duration of 500,000
time steps. The average number of total contacts made per reversal for one
original discrimination and five reversals over ten simulation runs is illus-
trated in Fig. 4.13A. These results are compared against the adapted results
from Bushnell and Stanton (1991) in Fig. 4.13B which show the mean tri-
als to criterion per reversal for one original discrimination and five reversals.
Similar to the serial reversal experiments performed by Bushnell and Stanton
(1991) the criterion for reversal were also determined by the DR. However,
for suitability, the DR value for which the criterion was to be met was set
to 0.7 over 20 contacts with either landmarks. The results from the in vivo
experiment and the simulated runs show that on average, the contacts or
number of trials required to meet criterion were smallest for the first acqui-
sition but were at maximum values during the first and second reversals.
These values decreased as the reversals were repeated.
The average errors made per reversal are presented in Fig. 4.14 and can be
compared against the errors made by real rats in the serial reversal learning
experiments carried out by Watson et al. (2006). The broken line in Fig. 4.14
illustrates an adapted result from Watson et al. (2006) and represents the
mean total number of errors made across one original discrimination and five
reversals for rats that were 26 postnatal days old. Both the simulated and
real experiments showed that learning improved across reversals such that
there were fewer number of errors made per reversal as the reversals were
repeated. The reversal and serial reversal learning experiments presented
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Figure 4.13: A) Serial reversal learning curve obtained from ten simulation
runs showing the mean contacts to criterion across an original discrimination
(OD) and five reversals as numbered. Bars indicate the average and standard
deviation of ten runs which show the mean trials to criterion plotted as a
function of reversal. B) Adapted serial reversal learning curve from Bushnell
and Stanton (1991) Simulation parameters are presented in appendix C in
table C.2.
here are similar to the experiments provided in (Thompson et al., 2009).
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Live
Simulated
Figure 4.14: Serial reversal learning curve showing the mean total number
errors made per reversal. Bars indicate the average and standard deviation
of ten runs which show the mean trials to criterion plotted as a function of
reversal. The broken line represents the adapted result from Watson et al.
(2006) which illustrate the mean total number of errors made as a function
acquisition and five reversals by rats that were 26 days old. Simulation
parameters are presented in appendix C in table C.2.
4.8 Concluding Remarks
In this chapter the model developed in chapter 3 was tested in a variety
of closed-loop behavioural reward seeking experiments. These experiments
have been regarded as closed-loop experiments because the agents response
in the environment strictly determine whether or not they obtain rewards.
The closed-loop behavioural experiments were introduced by describing a
scenario environment and demonstrating how the agent interacted with the
environment and developed behaviour as a result. A simple reward seeking
experiment was illustrated. The model’s performance in this behavioural
experiment subject to simulated core and shell lesions were associated with
and compared against in vivo experiments conducted by Parkinson et al.
(2000) which also involved rats with shell and core lesions. These comparison
experiments are considered as closed-loop experiments because the approach
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response determined if a reward was obtained.
In the third and final experiment, the agent had to discriminate between
a CS1 and reward while a second CS (CS2) did not predict the reward.
After this acquisition, the contingency was reversed such that the CS1 no
longer predicted the reward and CS2 predicted the reward. This process was
repeated a few times. The model’s performance in this serial reversal learning
experiment was compared against in vivo experiments conducted by Bushnell
and Stanton (1991) and Watson et al. (2006). The model’s performance was
similar in some respects, to the results from the in vivo experiments. These
comparisons can be used to indicate how the model may be compared to
in vivo serial reversal learning experiments. However, more simulations are
required to improve and substantiate the comparisons made at this stage.
This chapter shows that the model is capable of performing in a variety
of closed-loop experiments. In addition when the model was subjected to
simulated shell and core lesions it performed in a similar way to rats that had
also been lesioned in their shell and core regions. The agent also performed
in a similar way to rats in the serial reversal learning experiments. In the
next chapter the model will be compared against some computational models
that have also been intended to model animal learning.
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Chapter 5
A Comparative Study of the
Sub-cortical Limbic Model
This thesis has proposed a biologically motivated computational model of
the sub-cortical nuclei of the limbic system which is capable of performing
learning and reverse learning in reward based tasks. The model acquires
associations using an extended correlation based differential Hebbian learn-
ing rule known as three factor Isotropic Sequence Order (ISO3) learning.
The third-factor or modulatory signal is identified and modelled as phasic
dopaminergic activity which in biology is associated with reward processing.
When an unexpected reward is obtained, the phasic dopamine (DA) activity
enables weight increase or long term potentiation (LTP). In order to demon-
strate behavioural flexibility, the model uses a rise and not a pause of tonic
dopaminergic activity to enable weight decrease. In addition, when rewards
are omitted, acquired stimulus-response associations are attenuated rather
than abolished. This is achieved by employing a feed-forward value switch
that facilitates and attenuates sensor inputs accordingly.
The feed-forward pathway represents the pathway between the shell and the
cortical projections to the core via the mediodorsal nucleus of the thalamus
(MD). The computational model has been developed and tested in both
classical conditioning and closed-loop behavioural experiments as described
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in chapters 3 and 4. In this chapter, the importance of the feed-forward
pathway in behavioural flexibility will be observed.
The model is represented as a modified actor-critic architecture whereby the
circuitry surrounding the shell and the core represent the critic and actor
respectively. The model as an actor-critic model, is made up of an additional
feed-forward component. It mediates behavioural flexibility by facilitating
and attenuating the sensor inputs. In the following sections a comparison
will be made between three different versions of the computational model
categorised according to the rate by which “unlearning” occurs in the actor
i.e. the rate of LTD in the core, and whether or not there is a feed-forward
connection between the critic (shell) and actor (core). The models compared
are; a limbic circuitry equivalent of the classical actor-critic model, the actor-
critic equivalent model developed in this thesis and a hybrid model of the
previous two models. Each architecture’s ability to account for rapid reac-
quisition will be observed in an open-loop experiment. The performance of
the models will also be compared against each other in the serial reversal
learning food seeking task. A comparison will be measured according to the
number of reversals achieved over a fixed number of time steps and according
to the number of errors produced during the simulation runs. The number of
errors can be quantified by observing the number of wrong contacts made per
reversal. The results obtained will show that by implementing a feed-forward
switching mechanism, the overall performance of the model in demonstrating
behavioural flexibility is significantly improved.
5.1 The Model as an Actor-Critic Model
Actor-critic methods comprise two separate structures namely, the actor and
the critic. The actor stores information about state - action (or stimulus -
response) associations and selects actions based on this information, while the
critic as its name suggests, criticizes the actions selected by the actor (Sutton
and Barto, 1998). In classical actor-critic architectures, the critic uses a
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temporal difference (TD) method (Sutton and Barto, 1982, 1987, 1990) to
calculate an error signal which is then used to train the actor. The TD error
becomes positive when an unexpected reward is obtained. During reversal,
when the reward is omitted, a negative error is produced which depletes
the learned stimulus-action association. A positive and negative error signal
respectively result in weight increase or decrease. Therefore the direction of
weight change in the actor and critic can be positive (learning) or negative
(unlearning).
These actor-critic architectures acquire associations between stimuli and ac-
tions that allow for respective actions to be executed. When rewards are
omitted, these acquired associations become destroyed again. As mentioned
previously, the depletion of learned associations seems to be a rather in-
efficient and biologically unrealistic mechanism, currently implemented by
the classical actor-critic computational models. In addition, it does not ac-
count for animal behaviour such as rapid reacquisition (Pavlov, 1927; Napier
et al., 1992) which suggests that learned behaviours are not simply elim-
inated (Rescorla, 2001) during omission as reviewed by both and Bouton
(2002) and Rescorla (2001). The model implemented so far, proffers a more
efficient way that is supported by biological systems. Rather than perform
rapid unlearning of already learned associations, the model suppresses or
disables stimulus response pathways such that they can be quickly reacti-
vated when necessary. The biological pathway that corresponds this theory
includes the mediodorsal nucleus of the thalamus (MD).
The model, represented as an actor-critic architecture, is illustrated in Fig. 1.3.
The actor corresponds the core circuitry while the critic involves the shell
and its connectivity to the DA neurons of the VTA. There are three ma-
jor differences between the classical actor-critic model which implement the
TD-error and the current computational model as follows:
1. The TD methods utilized by numerous actor-critic models to simulate
DA activity are replaced by an easily decodable phasic and tonic DA
activity. Here, the positive and negative values of the TD error repre-
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sented by the DA neurons (Schultz, 1998) are encoded by a burst and
tonic DA activity which respectively result in LTP and LTD.
2. Tonic activity which produces LTD occurs at different rates in the actor
and the critic such that it is much slower in the actor. This means
that the actor does not immediately unlearn actions when rewards are
omitted.
3. Actions are disabled by the critic through a feed-forward switching
mechanism referred to as the value switch. This switch acts on the
sensor input of the actor.
In this chapter, the value switch is proposed to play a major role in demon-
strating behavioural flexibility. The importance of this value switch is ob-
served by testing the performance of three versions of the models against one
another in the rapid reacquisition tests and the serial reversal behavioural
experiments as conducted in the previous chapter. The three different ver-
sions of the model are considered according to the MD pathway and the rate
of LTD in the actor. The mechanism by which dopamine signalling and the
MD pathway (value switch) is utilised in the model will be addressed.
5.1.1 The Actor Critic Models
Limbic circuitry as an actor-critic model are implemented as three different
versions namely, the full-LTD (fLTD) model, the partial-LTD (pLTD) model
and the partial-LTD-MD-feedforward (pLTD-MD) model. The models are
briefly described as follows:
The full-LTD (fLTD) model
The full-LTD (fLTD) model implements a strong LTD rate in the actor
so that learned stimulus-action associations are unlearned very quickly and
there is no feed-forward switch between the critic and the actor. The fLTD
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Figure 5.1: The full limbic circuitry model shown as an actor-critic model.
Distal and proximal signals from the yellow (Y) and green (G) landmarks rep-
resent sensor inputs feeding into the respective cortical inputs that innervate
the NAc core and shell unit. The reward activates the lateral hypothalamus
(LH) which projects to both the ventral tegmental area (VTA) and the shell.
The shell innervates the ventral pallidum (VP) and the ventral tegmental
area. The VP innervates the mediodorsal nucleus of the thalamus (MD).
The core units use cortical activities to mediate motor behaviours. These
cortical afferents to the core are indirectly influenced by the shell via the
VP-MD-PFC pathway.
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model is illustrated in Fig. 5.2A. The fLTD model functions similarly to
the standard actor-critic methods (Sutton and Barto, 1981, 1990) whereby
the critic enables the actor to unlearn learned but currently (temporarily)
irrelevant associations.
The partial-LTD (pLTD) model
The partial-LTD (pLTD) model illustrated in Fig. 5.2B, is an extended ver-
sion of the fLTD model. It implements weak LTD on the weights of the actor
circuit. Acquired stimulus-response associations are not quickly removed in
this model. This model’s characteristics suggest that the it should be able to
demonstrate rapid reacquisition and rapid responding of acquired behaviours
during reversal learning. However, irrelevant responses might persevere be-
cause learned associations are not completely disabled when they no longer
predict rewards.
The partial-LTD-MD-Feedforward (pLTD-MD) model
The model version that comprises of the MD feed-forward switch and imple-
ments a weak LTD rate in the actor so that learned stimulus-action associ-
ations are not immediately destroyed is identified as the partial-LTD-MD-
feed-forward (pLTD-MD) model and it is illustrated in Fig. 5.2C. The model
implemented so far in this thesis represents the pLTD-MD model because it
implements weak LTD in the actor circuit and uses the MD feed-forward loop
to invigorate and weaken the actor’s activity when rewards are presented and
omitted respectively.
The distinction between the three models is summarised in table 5.1. In the
following sections, these models are compared in both open- and closed-loop
behavioural experiments.
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Figure 5.2: A) The full-LTD (fLTD) model B) The partial-LTD (pLTD)
model and C) The partial-LTD-MD-feed-forward (pLTD-MD) model
5.2 The Comparison Experiments
The computational model presented in this thesis has two main charac-
teristics which support the idea that stimulus-response (S-R) associations
that have been learned, are not immediately eliminated when contingencies
change. The first of these two characteristics is that the connectivity between
the shell and the core through the shell - ventral pallidal - mediodorsal - pre-
frontal cortex - core pathway functions as a value switch, which invigorates
and disables stimulus-response associations when they result and do not re-
sult in reward delivery respectively. The second feature is that there is weak
LTD occurring in the core, which is a site in which these stimulus-response
associations are formed. The model which implements these two character-
istics are well suited to account for rapid reacquisition and perform quite
effectively in behavioural serial reversal learning experiments. The following
141
Table 5.1: The difference between the actor-critic model versions
LTD Feed Forward
Model in the Core (Actor) MD Switch
fLTD strong absent
pLTD weak absent
pLTD-MD weak present
section illustrates how all three models demonstrate the reacquisition effect.
5.2.1 The Models in Rapid Reacquisition
The reacquisition effect has been tested by subjecting all three models to
acquisition and extinction twice as described in chapter 3 over a duration of
100,000 time steps. In the open-loop experiment, delta pulses representing
the CS and US with interstimulus intervals of 20 time steps are fed into the
model. The magnitude of the outputs of core units (CR) are observed. The
response rates of the models during the acquisition and reacquisition stages
are illustrated in Fig. 5.3. Here, it can be seen that the CR magnitude of the
fLTD and pLTD models are much smaller than the pLTD-MD model which
implements the MD feed-forward value switch. The MD invigorates the CR
magnitude of the CR responses.
In order to observe the reacquisition effect further, the magnitude of the CR
during the initial acquisition and the initial reacquisition when the model is
presented with the US after the CS for the first time initially and after the
first extinction are shown in Fig. 5.4.
The model can be considered to demonstrate rapid reacquisition. The initial
CR magnitude at the beginning of the reacquisition is greater than the ini-
tial CR magnitude during the first acquisition. Both pLTD models illustrate
rapid reacquisition effects because the S-R associations are not quickly un-
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Figure 5.3: The reacquisition effect in the A) fLTD model, B) pLTD model
and C) the pLTD-MD model. Simulation parameters are presented in ap-
pendix C in table C.1.
learned. In addition the pLTD-MD model unlike the pLTD model, also shows
an S-shaped acquisition curve in Fig. 5.3 during both the acquisition and the
reacquisition effect. The ability of the pLTD-MD model to demonstrate this
trait is favourable in animal learning models (Balkenius and More´n, 1998).
The pLTD-MD model shows a greater CR magnitude than the other two
models. This indicates how the MD mediates behavioural flexibility by in-
vigorating the action subsystem. The models’ performances are also observed
in closed-loop behavioural serial reversal learning experiments.
5.2.2 The Models in Serial Reversal Learning
The models were tested in the serial reversal learning experiments as de-
scribed in chapter 4. In the reversal learning experiments, an agent was
required to discriminate between a coloured landmark that contained a re-
ward and one that did not. After this discrimination had been acquired, the
contingency was reversed and the agent had to learn to inhibit its original
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Figure 5.4: A) The initial and reacquired CR in the A) fLTD model, B) pLTD
model and C) the pLTD-MD model. Simulation parameters are presented in
appendix C in table C.1.
behaviour and learn the new association. This was repeated a few times.
The three models were compared by observing the average speed and average
total number of errors the agent made over 10 simulation runs. Fig. 5.5
illustrates the mean total number of reversals the agent achieves over a fixed
time duration of 500,000 time steps. It can be seen in Fig 5.5 that the
pLTD-MD model achieves more reversals over the fixed time duration than
the other two models that do not implement the value switch. The mean
errors to criterion produced by each model over an initial discrimination and
three reversals are presented in Fig 5.6. It can be seen that the model that
utilises the feed-forward switch makes the least amount of errors.
These results indicate that the value switch inspired from biology provides a
mechanism by which switching behaviour can more accurately be achieved.
The next chapter discusses a variety of actor-critic and non-actor-critic mod-
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Figure 5.5: The average total number of reversals obtained over a set duration
of 500,000 time steps for A) the fLTD (classical actor-critic) model, B) the
pLTD (hybrid) model and C) the pLTD-MD (current) model. Average and
standard deviation of 10 runs. ∗ indicate statistically significant results for
p values < 0.0001. Simulation parameters are presented in appendix C in
table C.3.
els.
5.3 Concluding Remarks
In this chapter, the model was represented as a modified actor-critic model
and named the pLTD-MD model. It was compared against three different
actor-critic versions. The performance of the three models were compared
against each other in the rapid reacquisition and serial reversal learning pro-
cedures. The results obtained showed that the implementation of a feed-
forward switching mechanism, significantly improved the performance of the
pLTD-MD model compared to the other two models in demonstrating be-
havioural flexibility. A variety of actor-critic and non actor-critic models
are discussed and compared against the pLTD-MD model in the following
chapter. The biological constraints on the model are also discussed.
145
pLTD-MD
pLTD
fLTD
e
rr
o
rs
t
o
c
ri
te
ri
o
n
OD 1 2 3
18
p<0.05
reversal
Figure 5.6: The number of errors made by the fLTD (classical actor-critic),
pLTD (hybrid) and pLTD-MD (current) models before reaching each crite-
rion to reversal is illustrated for the original discrimination and three consec-
utive reversals numbered accordingly. Average standard deviation of 10 runs.
Statistically significant result has been indicated by the p value. Simulation
parameters are presented in appendix C in table C.3.
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Chapter 6
Discussion
A variety of neuronal computational models are addressed and compared
against the pLTD-MD model presented in chapter 5. The biological con-
straints are also discussed. The chapter concludes with a summary of the
main findings obtained in this work and suggestions for future work. The
following section presents a comparative study of the computational model.
6.1 Neuronal Computational Models
A variety of computational models are summarised and compared against
the pLTD-MD model in this section. Three issues will be addressed while
presenting each model. The first describes what pathways enable DA burst
signalling during the CS and US events. The second addresses what pro-
cesses are involved in reducing the US burst. And the third observes how
biologically relevant the first two mechanisms are.
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6.1.1 Actor-Critic Architectures
All the actor-critic architectures discussed here use TD learning rule (Sutton
and Barto, 1998) which is given by:
δ(t) = r(t) + y(t)− y(t− 1) (6.1)
This rule has been introduced in chapter 1. The DA signal is calculated by
this TD-error so that the DA burst at the primary reward is represented
by r(t), and the derivative y(t) − y(t − 1) produces the CS burst and the
reduction of the US burst during receipt of the expected primary rewards.
Each model uses different pathways to the DA producing neurons to explain
how the TD-error is calculated. Houk et al. (1995) were among the first to
map the actor-critic architecture to the basal ganglia.
Houk et al. (1995)’s Neuronal Critic Model
Houk et al. (1995) present a neuronal model that maps the structure of
the cortex and basal ganglia to the adaptive critic. These pathways include
the striatum’s spiny projection neurons that are classified into two groups,
striosomes and matrix modules. The two different striatal modules adopt
different roles depending on their characteristic afferent projections. While
the striosomal modules which correspond to the striatal striosomes, subtha-
lamic nucleus and DA neurons of the SNc, function as the adaptive critic,
the matrix modules assume the role of the actor.
Three main input sources to the SNc which include a direct and indirect
pathway are used to generate the firing patterns of DA neurons. The error
signal of Eq. 6.1 is produced via the excitatory connectivity from the lateral
hypothalamus (LH), the direct projection from the striatal striosome to the
SNc and the indirect projection form the striatal striosomes to the SNc via
the STN. The direct excitatory LH and slow inhibitory striatal striosome
produced the r(t) and y(t − 1) components respectively while the indirect
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striatal striosomal - subthalamic nucleus pathway which resulted in a net
excitatory effect was mapped as the y(t) component.
Houk et al. (1995)’s use of persistent slow inhibition of DA cells via the direct
pathway is not consistent with data because this process predicts a sustained
depression in dopamine cell firing from the time of the CS presentation to the
time the reward is obtained. According to data, the DA bursts are generated
at the time of the CS onset after which the DA activity settles to baseline
and does not show persistent inhibition. In addition during omission, the
DA neuron activity only deviates for a short duration from the baseline
(Brown et al., 1999). By projecting persistent inhibition, the model does not
account for the exact timing of the observed depression when the reward is
omitted (Joel et al., 2002). A second inconsistency is observed in the direct
projection of the striatal-SNc projection. The efferents of the striatum are
inhibitory therefore the indirect excitatory pathway to the SNc via the STN
would result in inhibition rather than excitation so that the y(t) component
becomes −y(t) (Porr and Wo¨rgo¨tter, 2005).
The model implemented by Suri and Schultz (1999) is extended from the
actor-critic model of Barto (1995) which addresses the temporal aspects in-
volved in predicting expected rewards.
Suri and Schultz (1998, 1999)’s Model
Suri and Schultz (1998, 1999) present a neural network actor-critic model that
was trained to perform a simulated spatial delayed response task. Rather
than implement a delayed prolong inhibition, Suri and Schultz (1998, 1999)
reproduce the timing mechanisms involved in the depression of DA activity
during the event of the omitted reward by representing a stimulus as a series
of signals activated over different durations.
While a substantial amount of effort was made in which a modified version
of the critic was used to replicate the firing patterns of DA neurons, little
attempt was made to map the modified rule to the basal ganglia architec-
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ture. However, Suri and Schultz (1998, 1999) briefly suggest that reward
predictions that are learned are mediated by the projections of the cortex
to the DA neurons via the striatal patch striosome compartments. They
also proposed that DA neurons or the striatum are the potential sites in
which the time derivative of the prediction may be computed. The TD al-
gorithm was extended to account for novelty and generalization responses
as well as temporal aspects by adjusting and setting the parameter values
without providing a biological assumption or justification. Contreras-Vidal
and Schultz (1999) make an attempt to provide a model based on the basal
ganglia architecture that accounts for DA responses to novelty, generalisation
and appetitive and aversive stimuli.
The computational models discussed so far have focussed mainly on the basal
ganglia nuclei. In particular, these models do not specifically aim to repro-
duce a model that focusses on the ventral striatal circuitry and which describe
the role of the core and shell sub divisions in motivation and reward related
learning. In an attempt to address motivational processes, the limbic system
has been modelled by Dayan (2001).
Dayan (2001)’s Model
Dayan (2001) presents an extended actor-critic model that accounts for the
motivational processes which dictate whether a single action is worth exe-
cuting. The model implements the prediction error represented by Eq. 6.1.
In the model, r(t) is determined by the “hard-wired” US evaluator. The
US signals could also be calculated via a plastic route. y(t) was calculated
from two competing sources. The first included both the basolateral nuclei of
the amygdala (BLA), and the orbitofrontal cortex (OFC) which contained a
prior bias. The second competing source was largely dependent on a stimulus
substitution relationship between the CS and the US.
The shell accounts for Pavlovian motivation for pre-wired and new habits. It
is trained by the error signal and it determines the vigor by which an action
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is executed. Its activity also influences the y(t) term. An advantage function
is implemented with the core to control the instrumental motivation for the
action choice. The advantage is also trained by the TD error.
All of the above models have linked the TD learning algorithm to DA activ-
ity. However, these TD methods have not fully or accurately specified what
biological processes actually produce fast excitatory responding to the CS
as well as a delayed adaptively timed inhibition of response towards the US.
Brown et al. (1999) use known anatomy and pathways to present a model
which aims to explain how the DA signal is generated.
6.1.2 Other Computational Models
The models discussed so far fall under the category of actor-critic models of
reinforcement learning. However, there are numerous computational models
which do not utilise the classical actor-critic architecture one of which is that
implemented by Brown et al. (1999).
Brown et al. (1999)’s Model
Brown et al. (1999) present a model that proposes two parallel direct and
indirect pathways from the cortex to the DA system of the SNc. These path-
ways perform either excitatory or inhibitory conditioning which generate the
DA response at the CS and inhibit the DA response during the US respec-
tively. In the model, the excitatory pathway involves the pendunculopontine
tegmental nucleus (PPTN) connection to the DA neurons of the SNc. The
lateral hypothalamus (LH) which becomes activated when primary rewards
are obtained activate the PPTN which in turn project to the SNc. This
pathway is responsible for the DA burst in event of primary rewards. On the
other hand, the CS induced DA burst involves the pathway from the limbic
cortex which excites the ventral striatum which inhibits the ventral pallidum
that produces inhibitory projections to the PPTN.
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The adaptively timed inhibitory conditioning, implements a mechanism which
involves glutamate receptor driven Ca2+ spikes generated within a spectrum
of temporal delays. Inhibitory learning is enhanced when the Ca2+ spike is
activated at the same time as a DA burst. This inhibitory conditioning im-
plements the Ca2+ spectral timing mechanism which are activated by the CS
projected by the limbic cortex to the striosomes. The CS traces project via
adaptive pathways to both the ventral striatum and the striosomes. Learning
occurs in both the excitatory and inhibitory pathway. The CS representation
learns to drive the DA burst and activate the Ca2+ spikes in the striosomal
cells which learn to inhibit the DA bursts during the primary reward and
cause a dip when rewards are absent (Brown et al., 1999).
Another model that implements learning at pathways other than the corti-
costriatal synapses is implemented by Berns and Sejnowski (1998).
Berns and Sejnowski (1998)
Berns and Sejnowski (1998) presented a systems-level model function of the
basal ganglia that accurately mapped the connectivity of the anatomical
structures. Unlike previous models, the model demonstrated an ability to
learn to reproduce action sequences.
Actions were selected by a release of tonic inhibition of the thalamus via an
inhibition of the globus pallidus (GP) which inhibits the thalamic nucleus.
This was achieved by the (direct) inhibitory connection from the striatum on
the GP which resulted in a “loser take all” mechanism of action selection.
In order to demonstrate sequential action selection effectively, an ability to
store memory was required. The model achieved this by assuming that the
feed-back loop between the subthalamic nucleus (STN) and the external seg-
ment of the globus pallidus (GPe) generated a form of short term memory.
Unlike other computational models, learning in the form of 3 factor Hebbian
learning occurred in the synapses between the striatum and the GP and the
STN and the GP. The GP represented the postsynaptic component while
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the respective presynaptic components were the striatum and the STN. The
third factor was the error signal originating from dopamine neurons which
calculated the differences between the striatum-GP and the STN-GP activa-
tions.
The dis-inhibition of thalamic inputs as well as the use of 3-factor Hebbian
learning, are ideas that have also been implemented in the pLTD-MD model.
However, learning occurs on cortico-striatal synapses rather than on the af-
ferent synapses to the GP. Also, while the pLTD-MD model has been tested
in reversal learning experiments rather than in performing sequential learn-
ing, the pLTD-MD model is also capable of performing in sequential learning
tasks. The model can acquire associations between secondary CS and pri-
mary CS by employing DA activity that develops earlier in event of the CS
(Fig. 3.10) (Thompson et al., 2008).
Schmajuk et al. (2000)’s model focusses on the NAc circuitry and uses it to
describe latent inhibition.
Schmajuk et al. (2000)’s Model
Schmajuk et al. (2000) propose a mechanism that accounts for latent inhi-
bition (LI) using a modified version of the Schmajuk, Lam and Gray (SLG)
model (Schmajuk et al., 1996) for classical conditioning. Latent inhibition
(LI) is generated when the learning of conditioned associations to a stimulus
is retarded due to prior exposure to the stimulus. The model is mapped
onto the nucleus accumbens (NAc), central nucleus of the amygdala (CNA),
hippocampus, enthorhinal cortex (EC) and DA neurons and used to demon-
strate the impairment, restoration and preservation of LI by simulating lesion
effects (Schmajuk et al., 2000; Schmajuk, 2005).
The model employs a novelty feature which calculates a mismatch between
the predicted and observed events of the CSs, contexts and the US. Novelty
is represented by dopamine (DA) in the NAc. The EC computes predic-
tions of CSs and USs and the contexts and projects the information directly
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to the hippocampus, shell and indirectly to the VTA via the shell. There
are two components of novelty which are computed by the VTA. The first
component is calculated form the excitatory information it receives from the
pendunculopontine tegmental nucleus (PPTN) about the observed values and
information from the NAc shell about predictions. This component makes
calculations when the average observed values exceed the average predicted
values. The second component of novelty is computed when the average
predicted values exceed the average actual values. It is calculated by the
inhibitory information from GABAergic afferents which include signals from
the NAc. The model proposes that the novelty signal computed in the VTA
projects to the NAc core which in turn relays a signal proportional to nov-
elty to the thalamus via the VP. The thalamus is associated with the internal
representation of the CS. This internal CS representation is used to form a
CS-US association in the CNA and reflects the strength of fear conditioning
(Schmajuk et al., 2000).
The model is used to describe LI as follows: When the model is pre-exposed
to the CS, predictions of the CS increase resulting in increased activity in
the shell, decreased activity in the VTA, the first component of novelty, and
the thalamus. This results in a retarded formation of CS-US associations in
the CNA. Schmajuk et al. (2000) simulate adjustments in the model so as to
represent lesioning effects and the application of DA agonists and antagonists.
They show how the model describes impaired LI by shell lesions, restoration
of LI by the application of haloperidol, preservation of LI by core lesions,
facilitation of LI by combined shell and core lesions. Impairments of LI due
to hippocampal or EC lesions are in turn restored by haloperidol.
Another model that does not utilise the TD algorithm but implements the
Rescorla-Wagner rule instead is the primary value learned value model de-
veloped by O’Reilly et al. (2007). Like Dayan (2001)’s model, O’Reilly et al.
(2007) propose a model which focuses on the ventral striatum.
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O’Reilly et al. (2007)’s Model
The primary value learned value (PVLV) model (O’Reilly et al., 2007) al-
though not as computationally elegant as the TD model, was developed so as
to produce a more relevant biophysical model for Pavlovian learning that also
accounts for and maps more accurately to the reward-predictive behaviour
of midbrain dopaminergic neurons and performs more robustly to a variable
environment than the TD model (O’Reilly et al., 2007).
The PVLV model comprises two subsystems namely the primary value (PV)
and the learned value (LV) systems both of which utilise the Rescorla-Wagner
or delta-rule. The PV system is used to learn the occurrence of primary re-
wards while the LV system is used to train the secondary CS-CS association.
The PV system is activated by primary rewards which correspond to the ex-
citatory LH projection to DA neurons. This excitatory activation is inhibited
by the NAc which is used to suppress DA bursts from the primary reward.
This connectivity is in accordance with the pLTD-MD model. However, un-
like the pLTD-MD model which uses the indirect NAc-VP-VTA pathway to
account for activation during the CS onset, the LV system is activated by the
central nucleus of the amygdala (CNA) which activates the DA burst during
the CS onset. Like the pLTD-MD model and PV system, the LV receives
inhibitory GABAergic influence from the NAc which slowly removes the DA
burst that occurs during the CS onset. In the pLTD-MD model, the NAc
activity on the VTA via direct and indirect pathways are sufficient to respec-
tively suppress DA bursts during the US and enhance the DA burst during
the CS. The LV learns on the condition that primary rewards are expected or
available. In the pLTD-MD model, this condition is not necessary because of
the direct LH-NAc connectivity which bootstraps learning. Learning occurs
in the NAc which in turn plays a role in DA activity. Therefore the NAc
influences DA release and as with both the LH and feed-back mechanism, its
own “self learning”. Unlike the condition set on the LV system, no external
conditions are required to determine how learning occurs in the pLTD-MD
model.
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The next section presents a general discussion in which some of the models
presented above are compared against the pLTD-MD model.
6.1.3 Discussing the Models
The actor-critic models described so far implement the TD algorithm which
uses one clean equation to predict both current and future rewards at the
US and CS events respectively. This means that the models are capable
of computing associations between primary CS-US links and higher order
CS-CS associations. However, a serial unbroken chain or a precisely timed
representation between both higher order secondary and primary stimulus is
essential for the reward prediction error (DA burst) to gradually propagate to
the earliest occurring CS. The PVLV model does not depend on a linked serial
compound representation of all the stimuli so as to acquire such associations
O’Reilly et al. (2007). The learned value’s dependence on the primary value
means that the model is limited to second order conditioning only. This is
not the case in classical TD methods and the model presented here.
In most of the models discussed, the error is calculated in the DA neurons
and delivered globally so that weights increase or decrease in an identical
manner depending on its value. In the pLTD-MD model, there are two DA
transmission modes which are also released globally but influence weight
change on the target structures uniquely depending on the targets surround-
ing synaptic activities (Malenka and Bear, 2004). The two DA transmission
modes are produced in the pLTD-MD model as follows: A reward delivery
generates DA bursts which produce phasic levels of dopamine. An omission
of expected rewards results in tonic DA levels which are generated when the
shell activity dis-inhibits the VTA through the VP. Although also released
globally as well as on the NAc, the phasic DA activity is used to signal when,
rather than how much learning should occur. The weight increase itself is
dependent on pre and post synaptic activity in NAc. This is extremely use-
ful for localising learning because DA neurons project to a variety of brain
regions. This means that tonic and burst DA activity can be used to encode
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different effects in different brain regions. Schmajuk et al. (2000) suggest
that rather than coding for reward, the DA neurons code for the magnitude
of novelty.
The O’Reilly et al. (2007), Dayan (2001) and the pLTD-MD model propose
that learning occurs in the NAc which has a direct contribution to the re-
sponse. In contrast, Schmajuk et al. (2000)’s model proposes that the NAc
simply contributes to novelty calculated in the VTA which indirectly con-
tributes as the internal representation of the CS. The CR is generated when
an association between an internal representations of the CS and the US is
obtained in the amygdala.
An elimination of learned associations during extinction in current computa-
tional models (O’Reilly et al., 2007; Dayan, 2001) implies that a similar rate
to relearn the association is required when the US is reintroduced. This pro-
cess does not account for the rapid reacquisition which have been observed to
occur more quickly than the original acquisition (Pavlov, 1927; Napier et al.,
1992). The model presented here inhibits rather than removes unnecessary
learned behaviour so that when contingencies change and once the previously
irrelevant behaviour becomes useful again, it is no longer suppressed and can
very quickly be reinstated.
LTD encoded in the pLTD-MD model in event of an increased DA activity,
occurring due to a rise in the number of tonically active neurons. In the
PVLV and TD methods, a negative prediction error is encoded by a pause
in the tonically firing DA neurons. The problem with using a negative value
to calculate the error signal during omission is that the negative error does
not quantitatively correlate with the pause in DA activity (Cragg, 2006). In
addition, due to the low baseline firing rates characterised by DA neurons,
it might be difficult for the recipient structures to decode a pause in tonic
firing (Cragg, 2006; Daw et al., 2002). By employing two different levels of
increased DA transmission to encode both LTP and LTD, the problem of
generating a negative error value dependent on this pause in DA activity is
avoided. The method by which DA activity is encoded here ensures that the
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necessary process required for weight change is distinctly identified. Although
the shell has both an inhibitory and dis-inhibitory effect on the VTA via a
direct and indirect pathway, the direct pathway seems to have a weaker
effect than the shell-VP-VTA pathway (Zahm, 2000). Thus an increase in
the tonically active DA neurons would seem to occur more readily than a
pause in activity.
6.2 Discussing the Biological Constraints
The current model proposes that the dopaminergic neurons of the VTA are
activated via a direct excitatory glutamatergic pathway, and an indirect dis-
inhibitory GABAergic pathway. These pathways generate a burst in DA
neurons and an increase in the population firing of tonically active neurons.
The burst and tonic DA activity respectively mediate weight increase or long
term potentiation (LTP) and weight decrease or long term depression (LTD).
Acquisitions occur when unexpected rewards are obtained. When rewards
are omitted, rather than implement a pause in tonic firing patterns (Dayan
and Balleine, 2002; O’Reilly et al., 2007), the current model employs a rise
in tonic activity to to encode reward omission. In the current model, DA
activity mediates weight change however, there are many roles which DA
activity has been implicated in some of which are discussed next.
6.3 The Role of Dopamine Activity
Dopamine plays a central role in learning (Robbins and Everitt, 1996). It
is essential for mediating plasticity in the NAc has been implemented as
an error signal in numerous computational models (Suri and Schultz, 1999;
Houk et al., 1995; Joel et al., 2002). It has also been proposed to facilitate
and attenuate synaptic transmission in the dorsal striatum (Prescott et al.,
2006).
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The dorsal striatum is divided into two different populations (Gerfen, 1988),
depending on their ability to express dopamine receptors. These two popula-
tions differentially express D1 and or D2 receptors and constitute the direct
and indirect pathways respectively (Clark and Boutros, 1999; Parent et al.,
2000). With the DA receptors responding distinctly to different DA transmis-
sion levels, the hypothesis is that the dopaminergic activation of D1 receptors
results in enhanced synaptic efficacy while the opposite is observed when DA
activates D2 receptors (Clark and Boutros, 1999). These mechanisms have
been used to suggest how DA subserves switching behaviour Redgrave et al.
(1999a); Prescott et al. (2006); Gurney et al. (2001a,b). The most popular
interpretation of transient DAergic activity, is that transient DAergic activ-
ity signals the error in the prediction of future rewards. Redgrave et al.
(1999b); Redgrave and Gurney (2006) have suggested that this short-latency
DAergic activity plays a role in the switching of attentional and behavioural
selections to unexpected relevant stimuli. In the current model, transient
DA activity has been used to indicate the relevant moment when learning
should occur. Although Redgrave et al. (1999a) suggested that rather than
learning, DA played a role in switching behaviour, Weiner and Joel (2002)
supported the view that DA is involved in both learning and switching be-
haviour by strengthening corticostriatal synaptic plasticity and attenuating
and facilitating corticostriatal transmission respectively (Joel et al., 2002).
The current model proposes that while DA mediates learning in the ventral
striatum, the shell-MD-VP-core pathway is required for behavioural flexibil-
ity and therefore, plays a role in switching behaviour.
There are a variety of roles which tonic DA activity are suggested to be
involved in. For instance, due to the elevated DA levels which have been
observed to occur in response to aversive stimuli (Horvitz, 2000; Salamone
et al., 1997), Daw et al. (2002) proposed that tonic DA levels signal average
punishment. On the other hand, based on the link between tonic DA levels
and energized behaviour, Niv et al. (2007) suggested that this DA activity en-
codes the average reward rate signal useful in exerting control over the vigor
of responses. By manipulating different regions of the accumbens, Reynolds
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and Berridge (2001) observed both positive and negative motivational be-
haviours. The variety of functions tonic DA has been associated with along
with the diverse behaviours the NAc seems to be involved in mediating sug-
gests that DA release on this structure could occur at different rates (Barrot
et al., 2000; McKittrick and Abercrombie, 2007) or could produce varied
effects dependent on the target discharge sites.
It has been suggested that phasic and tonic DA respectively mediate LTP
and LTD according to the following findings: Phasic and tonic DA activity
produces different DA concentration levels. According to Pawlak and Kerr
(2008), the function DA receptors play on synaptic transmission is depen-
dent on this DA concentration. DA bursts generate higher levels of DA which
activate D1 receptors and induce LTP. On the other hand tonic DA levels
stimulate D2 receptors which play a role in mediating LTD (Calabresi et al.,
1992b). Additionally, tonic DA exerts different effects on the shell and the
core such that LTD occurring in the shell is significantly stronger that LTD
in the core. These assumptions need to be validated empirically. This can be
done by observing synaptic plasticity when these specific regions are manip-
ulated by either DA D1 and D2 receptor agonists and antagonists, or by DA
applications and depletions. Studies conducted by (Churchill et al., 1996)
have demonstrated that the application of GABA agonists on the mediodor-
sal nucleus of the thalamus resulted in increased locomotion. This behavior
was related to a decrease of DA activity in the PFC. In addition, an increase
in DA activity was observed in the core region but not the shell or dorsolateral
striatum (Churchill et al., 1996). These studies indicate how different DA
activities and therefore distinct effects are generated in the NAc sub-regions.
LTP occurs in the model NAc core and shell through three factor Isotropic
sequence order learning (ISO-3) (Porr andWo¨rgo¨tter, 2003). The third factor
corresponds to DA burst which gates synaptic plasticity. During omission,
the absence the DA bursts along with extended tonic activity due to the
prolonged CS influences results in stronger LTD in the shell. LTD is produced
in the shell when there is pre-synaptic activity occurring in concert with DA
tonic activity. Studies from Pawlak and Kerr (2008) have shown that D1
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but not D2 receptor activation is necessary for STDP. Although the current
work requires D1/D2 receptor activation to induce LTP/LTD respectively,
D1 receptors are also capable of enabling LTD. The model utilises a form of
ISO learning which has been shown to generate LTP and LTD depending on
the timing between the pre- and post-synaptic activities. If the pre-synaptic
activity occurs after post-synaptic operation, LTD can be induced. The 3rd
factor (D1 receptor activation) simply enables such spike timing dependent
plasticity (STDP). This means that the D1 receptor is sufficient to enable
LTD through STDP. However in addition to this, D2 receptor stimulation
dependent on tonic DA concentration levels is also capable of inducing LTD.
According to Fiorillo et al. (2003), tonic DA levels seem to carry information
about the uncertainty of rewards whereby they exhibit highest levels when
rewards are delivered with a probability of 0.5 and lower levels at proba-
bilities tending towards 1 or 0. This might indicate that these varying DA
levels which seem to encode further information about rewards differentially
influence synaptic transmission. This work does not account for intermedi-
ate levels of DA and the possibility that LTP and LTD induction might in
addition, be sensitive to these different intermediate DA concentration levels
(Matsuda et al., 2006), although it suggests that such specific DA concentra-
tions might provide favourable conditions that prepare the synapse for both
LTP and LTD so that any one can very quickly be induced. This DA level
could be associated with the observed sustained activation of DA neurons
that precede uncertain rewards (Fiorillo et al., 2003) so that when reward
delivery or omission becomes more certain, the levels readjust accordingly.
DA bursts are generated in event of the CS and US bursts. While the LH
activates bursts in receipts of rewards, The CS bursts are produced via VTA
dis-inhibition by the shell through the VP. The direct shell-VTA pathway
has been modelled to have a stronger inhibitory influence on the VTA than
through the VP only when the weights in the shell have developed to a level
such that the shell activity becomes stronger that the VP inhibition. As
the shell weights develop, the bursts occurring in event of the US start to
decrease, eventually DA bursts which switch on learning when rewards are
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obtained are no longer generated. However, bursts occurring at the onset
of the CS generated through the dis-inhibition are useful for both secondary
conditioning (Thompson et al., 2008) and reducing the early induction of
LTD. The modifications implemented in the current model should not limit
its ability to perform secondary conditioning, but provide added versatility
by enabling behavioural flexibility through the suppression of unnecessary
acquired actions.
6.4 The Role of the NAc
Central to the model is the NAc shell and core. These two sub units function
in distinct manners whereby the acquisition for stimuli that precede reward
delivery occurring in the core, enables instrumental responding to reward
predictive cues. On the other hand, both acquisition and depression occur in
the shell when rewards are obtained and are omitted respectively. This allows
for a mechanism by which the shell activity is quickly updated depending
on the presence or absence of rewards and enables switching behaviour by
indirectly suppressing activity in the core. Activity in the shell results in
the dis-inhibition of the MD and VTA via the VP with the former altering
instrumental responding controlled by the core. Another function of the shell
is to influence the population of tonically active DA neurons in the VTA. This
occurs through dis-inhibition of the DA neurons via the VP (Floresco et al.,
2003).
Although the shell as a value system has been accepted and implemented
in theoretical models, a novel biological functionality of the shell has been
added such that the shell is also capable of facilitating and attenuating the
input system to the actor (core) so that learned associations in the actor are
not eliminated. The value of reward predicting stimuli are updated in the
shell which inhibits the behaviour towards the previously relevant stimulus
through the Shell - VP - MD - PFC -core loop (Zahm and Brog, 1992; Birrell
and Brown, 2000). LTD in the shell results in reduced shell activity and
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increased inhibition of the MD via the VP. This produces an attenuated
cortical activity to the core and a resultant attenuation of behaviour. Thus
learned behaviour towards the now irrelevant stimulus is inhibited or gated.
If the stimulus - reward contingency switches again, the inhibited behaviour
is quickly dissolved as LTP is quickly reinstated in the shell again and the
MD is dis-inhibited. Therefore, the shell (value system) modulates the PFC
which processes the stimuli that predicts the availability of a reward.
There are a number of biological experiments which substantiate the model
presented here, a few of which are discussed as follows: The shell and core
have been identified to play distinct roles when responding to reward pre-
dictive cues. Accordingly, lesion experiments conducted by Floresco et al.
(2008a) suggest that the shell facilitates alterations in behaviour in response
to changes in the incentive value of the conditioned stimuli, while the core
allows reward predictive stimuli to enable instrumental responding. The
flexibility demonstrated by the shell with respect to the changing value of
incentive value could occur due to LTP and LTD occurring mainly in the
shell.
The current work suggests that LTP and LTD are influenced through the
activation of D1 and D2 receptors respectively. According to Calaminus and
Hauber (2007), DA transmission on the NAc which activates D1-like and D2-
like receptors is essential for generating response to reward predicting cues.
Also, Cools et al. (2007) have observed that dopaminergic modulation in the
nucleus accumbens plays a role in reversal learning. However, experiments
done by Calaminus and Hauber (2007) suggest that D1 and D2 receptor
activation on the core while mediating instrumental behaviour, is not crucial
for updating the incentive values of reward predictive cues. A blockade of
DA receptors on the OFC has been observed to impair reversal learning
(Calaminus and Hauber, 2008). These findings support the proposed model
in which it is suggested that D2 receptor activation plays an important role
in enabling LTD on the OFC afferents to the shell. Accordingly the shell
seems to be the more relevant nucleus required in updating the incentive
values of conditioned reinforcers. On the other hand, more recent findings
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have shown that D2 receptor agonists applied to the core in a dose dependent
manner impaired reversal learning by significantly increasing the preservative
errors. This increase in preservative error may occur because the elevated
D2 agonist generates stronger resultant LTD than LTP in the core, such that
new associations can not be learned and original learned actions persevere.
Lesion and inactivation studies on the shell as opposed to core inactivation
results, have shown that the shell seems to have an inhibitory effect on be-
haviour (Blaiss and Janak, 2008). While there is very little evidence which
show strong direct connectivity between the shell and the core, the inhibitory
effect of the shell on behaviour can be explained by the indirect activation of
the cortical afferents to the core via the MD. This pathway allows the strong
cortico-striatal activation of one specific core neuron to inhibit other com-
peting core neurons. The distinct roles of the NAc shell and core subunits
have been documented and implemented in a computational model which
has successfully demonstrated behavioural flexibility in a reversal learning
food seeking procedure.
The prelimbic area in the rat prefrontal cortex which innervates the core
(Brog et al., 1993) plays an essential role in initiating reward or drug seeking
behaviours (Ongu¨r and Price, 2000; Peters et al., 2008). Studies conducted
by Peters et al. (2008) suggest that shell as well as the infralimbic area
of the PFC which projects to the shell (Brog et al., 1993), are recruited
by extinction learning to suppress reward seeking behaviour. Lesion and
inactivation studies on the shell compared to the core, has shown that the
shell seems to have an inhibitory effect on behaviour (Blaiss and Janak, 2008).
While there is very little evidence which show strong direct connectivity
between the shell and the core, the inhibitory effect of the shell on behaviour
can be explained by the indirect activation of the cortical afferents to the
core via the MD. This pathway allows the strong cortico-striatal activation
of one specific core neuron to inhibit other competing core neurons. The shell
influences the MD which in turn produces a reduced activity on the cortical
afferents to the core.
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Overall, these studies are a few among many which suggest that the NAc
functions as an important interface through which the motivational effects of
reward predicting cues and stimuli obtained from limbic and cortical regions
transfer onto response mechanisms and instrumental behaviours (Di Ciano
et al., 2001; Cardinal et al., 2002a,b; Balleine and Killcross, 1994).
6.5 The Role of the MD Thalamus
The shell dis-inhibits the MD through the shell-VP-MD pathway. It has been
shown that the activation of the MD or the inhibition of GABA receptors
in the MD generates elevated DA activity in the PFC (Jones et al., 1987,
1988). An inverse relationship between dopamine transmission in the PFC
and the NAc and has been observed (Deutch, 1992). This means that the
dis-inhibition of the MD which results in enhanced DA activity in the PFC
generates reduced activity in the NAc core (Churchill et al., 1996). This
reduced DA activity in the core might result in a facilitation of PFC inputs
due to the resultant reduced DA-D2 receptor activation (Goto and Grace,
2005b). Such facilitation of PFC inputs might enhance the ability of the
overall circuit to select active sensor inputs.
The MD plays an additional role by providing the current model with the
added characteristics of being robust. While the current model requires that
LTD in the core occurs at a significantly lower rate so as to ensure that
learned actions are maintained, during omission of rewards, when the activity
of the MD is reduced, the PFC inputs to the core are also attenuated. This
limits the amount by which LTD is generated in the core. LTD occurs in
event of both tonic DA levels and pre-synaptic activity. The MD’s indirect
influence on the rate of LTD on the core can be observed from the learning
rule implemented in the model Eq.4.10 as developed in chapter 4
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ρX(t)← ρX(t) + µcore(XCS(t) · core-X(t)
′ · burst(t) · (1− ρx(t)))
− core(XCS(t) · tonic(t))
To recap, the weight (ρX) increases (LTP occurs) when there is a corre-
lation between the presynaptic activity (XCS(t)), the postsynaptic activity
(core-X(t)′) and a dopamine burst. The negative part of the equation repre-
sents weight decrease or LTD in the core and occurs when there is a correla-
tion between tonic activity and the pre-synaptic activity (XCS(t)) which in
turn is influenced by the MD i.e. Eq.4.11 in chapter 4 is illustrated below:
XCS(t) = uX-distal(t) + θMDMD(t)
By shutting down pre-synaptic activity to the core the MD also indirectly
reduces the rate of LTD in the core. This suggests that the MD improves
the robustness of the model in maintaining established stimulus-response as-
sociations. The functional link of the MD thalamus on the PFC in the asso-
ciation of stimulus responses is substantiated by the similarities observed by
Chudasama et al. (2001) which demonstrated reversal learning impairments
following MD thalamus and mPFC lesions. Errors were observed in MD
lesioned agents not during acquisition, but during the reversal of stimulus-
reward contingencies. These findings are consistent with results obtained by
(Means et al., 1975) who observed increased perseverative errors in reversal
learning tasks performed by agents with thalamic lesions. The above stud-
ies work in concert with the current model in which during reversal, LTD
occurring in the shell influences the responses mediated by the core through
reduced inhibition on the MD thalamus.
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6.6 The Model in Latent Inhibition
Experimental studies have shown that increased and decreased DAergic ac-
tivity on the NAc resulted in enhanced switching and perserverative be-
haviours respectively (Weiner, 2003; Taghzouti et al., 1985b) In particular,
potentiated LI was observed in animals with either DA depletion in the NAc
or application of D2 receptor antagonists (Joseph et al., 2000). Application
of amphetamine which generates DA over-reactivity resulted in disrupted
LI (Weiner, 2003). In addition, while LI was left intact or persistent under
conditions that disrupt LI, in core lesioned agents; It was disrupted in shell
lesioned agents.
Disrupted LI due to amphetamine can be explained in the model as follows:
amphetamine generates a resultant increase in DA which favours acquisition
in the current model. CS-US associations are obtained more readily so that
switching behaviour occurs in response to CS generated during high levels
of DA and LI is attenuated. In addition, the DA levels might also be acti-
vating D2 receptors which according to the model also enables LTD. LTD
and LTP might be occurring simultaneously in the shell so that the resul-
tant increased and decreased activity influences the core and therefore the
CR generated through the feed-forward pathway. The model proposes that
intact or persistent LI observed due to core lesions can be described as fol-
lows: Stimulus-response (S-R) associations are acquired in the core which if
lesioned would result in impaired S-R conditioning. This would lead to atten-
uated responding to stimuli which could reflect the intact/persistent LI. On
the other hand shell lesion which results in disrupted LI might occur because
the shell is implicated in inhibiting the ability to switch. This might occur
through its indirect influence on the core via the thalamus. It is proposed
that the shell provides a mechanism by which general responses enabled by
the core are made specific through the feed-forward pathway. In addition,
the MD-PFC-striatal circuitry has been observed to subserve certain types
of working memory (Floresco et al., 1999). This means that lesions to the
shell may result in reduced activity in the MD-PFC-striatal pathway and
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therefore a depleted ability to retain a short-term memory of information
about recent stimuli and its relevance. This effect might in turn favour the
switching of behaviour.
6.7 Summary of Main Findings
This thesis began with an introduction to adaptability in control systems and
embedded agents. Animal learning was introduced as open- and closed-loop
procedures. A few neuronal analogs of adaptation and animal learning were
briefly summarised. This began with a neuronal representation for Hebbian
learning and ended with the actor-critic algorithms. Actor-critic methods
have been used to suggest how the basal ganglia and the cortex perform
prediction and control (Houk et al., 1995; Joel et al., 2002). This chapter
demonstrated how adaptive behaviour and animal learning can be modelled
using different computational methods. Some computational models of the
basal ganglia which have been implicated in a range of psychomotor be-
haviours were introduced briefly. Numerous algorithms including classical
actor-critic methods implemented as computational models for animal learn-
ing assume methods in which learned associations are destroyed when they
no longer predict rewards. These techniques seem to be biologically inef-
ficient processes for demonstrating behavioral flexibility. The sub-cortical
limbic system and its dopaminergic innervation as a substrate for reward
based learning was briefly introduced.
In chapter 2, the basal ganglia was reintroduced with the striatum described
in terms of its dorsal and ventral division. The dorsal striatal region was
summarised however, a more elaborate description of the circuitry of the
ventral striatum was provided. The study focused on the role the nucleus
accumbens (NAc) shell and core played in behavioral flexibility and reward
based behaviours. Finally, a few characteristics and assumptions of the ven-
tral striatum were obtained and used to generate a computational model.
Suggestions were made regarding the role of the shell and the core. The shell
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has been assumed to mediate change in behavior with respect to the incentive
values of the conditioned stimuli. The core plays a role in enabling reward
predicting stimuli to mediate instrumental responding. Further assumptions
were made about the rate of cortico striatal plasticity in the shell and the
core. In particular, LTD occurs more significantly in the shell than in the
core. The shell is also proposed to influence activity in the core through a
shell - ventral pallido - thalamo - cortical - core pathway.
The model developed assumes that plasticity in the shell and core are me-
diated by dopaminergic activity. Tonic and burst dopaminergic activities
respectively act on D2 and D1 type receptors which facilitate LTD and LTP
respectively.
A computational model of the NAc circuitry based on the studies discussed
in chapter 2 was produced in chapter 3. The model was developed using a
form of differential Hebbian learning. In addition, the model was tested as
an open-loop system whereby the systems response was not conditional on
the outcome. This showed that the model performed in accordance with a
range of classical conditioning phenomena.
In chapter 4 the model was tested in a variety of closed-loop behavioural
reward seeking experiments. These closed-loop experiments included a simple
reward seeking task in which learning and reversal learning occurred. In the
simple food seeking experiment, an agent representation of the model had to
learn to find food rewards embedded in a green landmark in an environment.
A yellow landmark which did not contain a reward was also included in
the environment. On average, the agents approach to the green landmark
increased over the duration of the run. In comparison, the agents approach to
the yellow landmark decreased. The model’s performance in the behavioural
experiment, subject to simulated core and shell lesions were associated with
and compared against real live experiments conducted by Parkinson et al.
(2000). The model demonstrated similar behaviors to shell and core lesioned
experiments conducted in vivo. In addition, the model’s performance in
serial reversal learning experiments were compared against empirical results
169
produced by Bushnell and Stanton (1991) and Watson et al. (2006).
Chapter 5 introduced the model as a modified actor-critic architecture. DA
was employed in the model to acquire stimulus-action associations which
resulted in reward delivery. When the reward was omitted, a feed-forward
value switch was used to adjust actions. This feed-forward pathway repre-
sents the pathway between the shell and the cortical projections to the core
via the mediodorsal nucleus of the thalamus and plays an essential role in
facilitation and inhibition when rewards are omitted so that learned stimulus-
response associations are not destroyed. A comparison was made between
three different versions of the computational model categorised according to
the rate by which unlearning occurred in the actor i.e. the rate of LTD in the
core, and whether or not there was a feed-forward connection between the
critic (shell) and actor (core). The model, with the MD feed-forward loop,
performed comparatively better than the other two model versions. The
results support the theory that rapid unlearning might not be the optimal
option for demonstrating action selection. These observations suggest that
classical actor-critic models are not sufficient models for behavioral flexibility
conducted by the limbic system.
A variety of actor-critic models were described and compared against the
current model. The roles of dopamine, the nucleus accumbens and the MD
in behavioural flexibility were discussed. This work concludes by presenting
some suggestions for future works.
6.8 Future Work
Some suggestions for the future, from integrating limbic structures into the
model, to extending the model by connecting it with the dorsal striatum have
been discussed.
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6.8.1 The Limbic and Cortical Afferents
While the current work has focused on the cortico-striatal connectivity, the
NAc is also innervated by the hippocampus (HPC) and the amygdala. The
hippocampus has been implicated in the storage and the recall of new in-
formation based on configural learning in both space and time (Clark and
Boutros, 1999). The amygdala comprises nuclei which are involved in emo-
tional learning and expression. It has been associated especially with the ac-
quisition and expression of conditioned fear and anxiety (Clark and Boutros,
1999; Cardinal et al., 2002a). It is involved in the Pavlovian conditioning of
emotional responses. In particular, the basolateral nucleus of the amygdala
(BLA) has been implicated in secondary conditioning, while the central nu-
cleus of the amygdala has been implicated in conditioned orienting (Cardinal
et al., 2002a). According to Cardinal et al. (2002a), the BLA is required for a
conditioned stimulus (CS) to obtain information about the affective or moti-
vational value of the unconditioned stimulus (US). The information obtained
is then used to control different responses associated with fear or instrumen-
tal choice behaviour. The information obtained by the BLA can be relayed
to the prefrontal cortex (PFC) as well as the NAc. The BLA has been im-
plicated in facilitating cue-evoked reward seeking behaviour (Ishikawa et al.,
2008). These limbic units could be integrated onto the NAc however, the
mechanism by which the NAc selects and processes information from the
limbic and cortical structures need to be addressed.
Anatomical and electrophysiological studies have shown converging afferents
from both limbic and cortical afferents onto single NAc neurons (French and
Totterdell, 2002). NAc neurons have also been observed to exist in two ac-
tivity states. A hyperpolarised up state and a depolarised down state. Hip-
pocampal activities are capable of driving these neurons into the up state. In
addition, the HPC synchronises with the membrane states of the NAc (Goto
and O’Donnell, 2001). French and Totterdell (2002) and Goto and O’Donnell
(2001) suggest that it functions as a gate for the limbic and cortical affer-
ents. The PFC inputs on the NAc show comparatively weak synchronizations
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with the membrane state (Goto and O’Donnell, 2001). The HPC as well as
the status of the NAc membrane potential could be implemented into an
extended version of the model, to make selections between the limbic and
cortical afferents.
The DA modulation of limbic and cortical inputs on the NAc are involved
in goal directed behaviour. While the current model has focused on the cor-
tical innervations to the NAc, it has been shown that tonic and phasic DA
activity modulates hippocampal and PFC inputs via the respective activa-
tion of D1 and D2 receptors (Goto and Grace, 2005b). In particular, phasic
DA selectively facilitates hippocampal inputs via the activation of D1 recep-
tors. On the other hand, increasing and decreasing tonic activity attenuates
and facilitates PFC inputs via the D2 receptor respectively. These findings
suggest that an additional role of DA in the NAc is to selectively modulate
limbic and cortical inputs. Goto and Grace (2005b) suggest that D2 recep-
tor modulation of PFC inputs plays a role in the set shifting of response
strategies.
The NAc neurons also receive converging inputs from the hippocampus and
the amygdala. Tetanic stimulation of the hippocampal formation potenti-
ated hippocampal evoked activity while suppressing the amygdala inputs.
In addition, D1 receptor activation potentiates hippocampal evoked activity
while D1 receptor inactivation blocked the suppression of amygdala evoked
activity (Floresco et al., 2001).
While the current model emphasises the role of the MD in facilitating be-
havioural flexibility, the mechanism by which DA activity modulates cortical
inputs via the D2 receptors could be employed to further improve the model.
Cortico-limbic inputs on the NAc have been implicated in behaviours ranging
from behavioural flexibility, to attentional and spatial learning, to secondary
conditioning. The role and mechanisms by which each limbic and cortical
regions influence on the NAc shell and core have not been established in the
model. In addition, the processes by which the NAc sub-units select, obtain
and transfer information from each afferent region could be analysed and im-
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plemented into the model. These limbic afferents can be used to assign value
to the stimuli that are processed by the cortical structures. For example, the
hippocampus adds place information, while the amygdala ‘tags ’ emotional
contexts such as fear to stimuli. The model can use such information to
associate place fields with stimuli or to mimic avoidance behaviour.
6.8.2 The Dorsal Striatum and Basal Ganglia
In addition to the experimental observations obtained, a few assumptions
were made which were used to develop the model surrounding the NAc cir-
cuitry. The core has been modelled to function similar to the dorsal striatum.
The dorsal striatum as part of the basal ganglia, mediates actions by releasing
inhibition. The core is assumed to achieve this by inhibiting the dorsolateral
region of the ventral pallidum and as such dis-inhibiting the inhibitory influ-
ences on action. In this work, the release in behaviour by the core, (which is
assumed to function similarly to the dorsal striatum,) has been simplified so
that the core enables behaviour.
One major limitation of the model is that it has been developed at a systems
level and tested in isolation from the dorsal striatum and limbic structures
which contribute to an improved functionality of the model. This means
that the model might fail in the lesion experiments conducted in chapter 4,
if instead of partial lesions, complete lesions were used.
The relationship between the ventral and dorsal striatum is one such that the
ventral striatum exerts control on procedures mediated by the dorsal striatal
regions (Belin and Everitt, 2008). In studies involving drug addiction, Everitt
et al. (2001) indicate how drug seeking behaviour progressively transfers from
a goal-directed dimension, to a stimulus-response habit. This shift reflects
a transition from the ventral to the dorsal striatal control over drug seeking
(Belin and Everitt, 2008). It also indicates that a connection exists between
ventral and dorsal regions. One pathway that connects the ventral to the dor-
sal striatum is the “spiralling” striato-nigral-striatal circuitry (Haber et al.,
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2000; Belin and Everitt, 2008). This circuit includes the NAc shell which
projects to the DA neurons of the VTA. The VTA neurons project to both
the NAc shell and core. The NAc core also projects to DA neurons which
in turn innervate the dorsal striatum (Haber et al., 2000). Belin and Everitt
(2008) observed that by disabling the serial interactions between the ventral
and dorsal striatal domains, drug seeking in rats trained to respond for drug
under a second-order schedule of reinforcement was greatly and selectively
decreased. These studies showed the importance of interactions between the
core and the dopaminergic innervation of the dorsal striatum, in controlling
established instrumental drug-seeking responses.
In addition to extending the model to integrate limbic afferents to the NAc,
the model could be integrated into a systems level model of the basal gan-
glia so that the combined system’s functionality is extended to mediate be-
haviours associated with the limbic and cortical regions. One example which
shows how a limbic region transfers information to the dorsal striatum is de-
scribed as follows: The interaction between the BLA (Whitelaw et al., 1996)
and the core (Ito et al., 2004) is important for the acquisition of drug seek-
ing through the regulation of conditioned reinforcement (Belin and Everitt,
2008). These mechanisms are dependent on the dorsolateral striatal DA
which exert control over behaviour (Ito et al., 2002; Belin and Everitt, 2008).
By studying how limbic nuclei such as the BLA interact with the NAc, (which
in turn exerts control on the dorsal striatum,) the NAc shell and core circuitry
and interaction could be improved and further developed as the limbic-motor
interface that Mogenson et al. (1980) described.
6.8.3 The Sensitivity of the Model
A variety of parameters were used in the different simulations which could
have been standardised based on more specific details such as the connectivity
between each nuclei. The model could be defined according to set parameters
which could then be implemented for all behavioral experiments. These set
parameters may be generated by subjecting the model to different extremes
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and analysing the performance of the model including its actor-critic versions
presented in chapter 5 accordingly.
6.9 Conclusion
A model has been presented in this thesis that is based on the limbic circuitry.
It supports a central role of the NAc in behavioral flexibility. Consequently,
learning and reversal learning can be simulated by the model. The model
suggests that the shell and core of the NAc have distinct properties. The
shell plays an essential role in switching between basic behaviours by inhibit-
ing irrelevant responses. The core on the other hand, enables behaviour in
response to the reward predicting stimuli.
In this work, it has been proposed that dopamine acts distinctly on the shell
and core. It enables “learning” and “unlearning” in these two sub-regions of
the NAc. However, unlearning is assumed to occur at a significantly lower
rate in the core than it does in the shell. In this way, the shell learns and
unlearns rather quickly. This is a useful property for mediating flexibility.
The shell influences the core through a pathway that corresponds to the
mediodorsal nucleus of the thalamus. This in addition to the processes by
which the shell and core learn and adapt are the main, novel and biologically
inspired features which have not been implemented in previous computational
models.
The model’s ability to acquire associations and demonstrate behavioural flex-
ibility has been shown in both open- and closed-loop experiments. In the
open-loop experiments, the model accounts for a variety of classical con-
ditioning phenomena, including rapid reacquisition. The model performs
successfully in acquiring associations in the closed-loop reward seeking tasks.
In addition, it effectively mimics the detrimental effects of the ventral striatal
shell and core circuitry in discriminatory approach behavior. This is achieved
because the shell and core employ different learning rates, and because a value
switch has been implemented. By integrating these novel features, the model
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was also capable of performing in a similar way to rats in serial reversal learn-
ing experiments. Finally, a comparison was made between the model and a
variety of actor-critic versions of the model. The results generated showed
that the model outperformed the other methods in terms of how many errors
were made and how many serial reversals were achieved over a fixed duration.
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Appendix A
The Filters
The Low- and Highpass Filters are represented in the Laplace domain as:
Lowpass: HLP (s) =
K
(s+ p1) + (s+ p2)
(A.1)
Highpass: HHP (s) =
s2
(s+ p1) + (s+ p2)
(A.2)
K is a konstant and the poles are defined:
p1 = a+ jb (A.3)
p2 = a− jb (A.4)
where the real (a) and imaginery (b) parts are defined by:
a =
pif
q
(A.5)
b =
√
(2pif 2)− (
pif
q
)2 (A.6)
f and q correspond to the oscillation frquencies and q-factor of the filter
respectively.
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Appendix B
The Model Equations
The Reward System: LH is represented by the filtered reward signal r(t):
LH(t) = r(t) ∗ hLP (t) (B.1)
The LH innervates the VTA:
V TA(t) =
1 + κ · LH(t)
1 + υ ·mV P (t) + η · Shell(t)
(B.2)
Which produces the burst and tonic DA activity:
burst(t) =

1 if [χburst·V TA(t) ∗ hHP (t)] ≥ θburst,0 otherwise. (B.3)
tonic(t) = Θtonic[χtonic · [V TA(t) ∗ hLP (t)]] (B.4)
The Indirect Pathways:
mV P (t) =

V Pmin if
1
1+ζ·shell(t)
< V Pmin,
1
1+ζ·shell(t)
otherwise.
(B.5)
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MD(t) = θMD(1−mV P (t)) (B.6)
The Input System: The reflex and n predictive inputs are filtered:
US input: u0(t) = hLP (t) ∗ x0(t) (B.7)
predictive inputs: upre−j(t) = hLP (t) ∗ xj(t) (B.8)
0 < j ≤ n.
The predictive inputs are capable of maintaining persistent activity:
uj(t) =


0 if LHreset,
PAmax for period TPA,
if upre−j(t) ≥ PAmax
upre−j(t) otherwise.
(B.9)
They make up the PFC cortical inputs to the core and OFC inputs to the
shell:
PFC0(t) = u0(t) (B.10)
PFCj(t) = uj(t) + θMDMD(t) (B.11)
OFCj(t) = uj(t) (B.12)
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The NAc:
core-j = [PFC0−j · ρ0−j +
n∑
j=1
PFCj · ρj]
−
n∑
k 6=j
λ · core-k (B.13)
shell = LH · ω0 +
n∑
j=1
OFCj(t) · ωj (B.14)
The Weight Change in the NAc:
The Core Weight:
ρX(t)← ρX(t) + µcore(XPA(t) · core-X(t)
′ · burst(t) · (limit− ρx(t)))
− core(uX-distal(t) · tonic(t)) (B.15)
The Shell Weight:
ωX(t)← ωX(t) + µshell(XCS(t) · shell(t)
′ · burst(t) · (limit− ωx(t)))
− shell(uX-distal(t) · tonic(t)) (B.16)
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Appendix C
The Simulation Parameters
The parameters used in the model in the open-loop experiments in chapter 3
and in the reacquisition runs in chapter 5 are provided in table C.1.
The open-loop simulator can be downloaded from:
http://isg.elec.gla.ac.uk/maria/NeuronalNetworkSimulator.tar.gz
The closed-loop simulator can be downloaded from:
http://isg.elec.gla.ac.uk/maria/simulator.tar.gz
Table C.1: Open-loop simulation parameters
Unit Parameters
Shell Adaptive unit:
µshell = 0.5; shell = 0.01
ω0 = 5;
Core Adaptive unit:
µcore = 0.5; shell = 0.0005
λ = −1;
LH LP Filter: f = 0.01; q = 0.51; K = 1
Continued on Next Page. . .
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Table C.1 – Continued
Unit Parameters
PFCi LP Filter: f = 0.01; q = 0.51 ; K = 1
(0 ≤ i ≤ n) LHreset = 0.1 TPA = 0 PAmax = PFCi
OFCj TPA = 0 PAmax = OFCj
(0 < j ≤ n)
VTA κ = 0.8 ; υ = 1; η = 1
burst HP Filter: f = 0.1; q = 0.9;K = (2pif)2
χburst = 1; θburst = 0.05
tonic LP Filter: f = 0.01; q = 0.51
χtonic = 0.1; θtonic = 0
mVP ζ = 1; V Pmin = 0.7
MD θMD = 0
The parameters used in the model in the closed-loop experiments in chapter 4
are provided in table C.2. The parameters used in the model in the closed-
loop comparison experiments in chapter 5 are provided in table C.3.
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Table C.2: Closed-loop simulation parameters: The reward seeking & autoshaping experiments
Unit Full Shell Core
Model Lesion Lesion
Shell Adaptive unit: µshell = 0.01;shell = 3e
−4; ω0 = 2
Core Adaptive unit: µcore = 1e
−3; core = 2e
−5 λ = −0.95
LH LP Filter: f = 0.01; q = 0.51; K = 1
PFCi LHreset = 0.01; TPA = 0; PAmax = 0.5
(0 ≤ i ≤ n)
OFCj LHreset = 0.01; TPA = 1000; PAmax = 0.5
(0 < j ≤ n)
VTA κ = 1 ; υ = 1;
η = 0.5 η = 1e−4 η = 0.5
burst HP Filter: f = 0.01; q = 0.71 ; K = (2pif)2; χburst = 1; θburst = 0.05
tonic LP Filter: f = 5e−4; q = 0.51;K = 1 χtonic = 1e
−4; θtonic = 0
mVP ζ = 1; V Pmin = 0.7
MD θMD = 10
Shell Efferent
Shell-VP 5 0.2 5
Core Efferent
Core-Enable motor 1 1 0.02
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Table C.3: Closed-loop simulation parameters: The actor-critic comparison experiments
Unit pLTD-MD pLTD fLTD
Shell Adaptive unit: µshell = 0.01;shell = 3e
−4; ω0 = 2
Core Adaptive unit: µcore = 1e
−3; λ = −0.95
core = 1e
−5 core = 1e
−5 core = 1e
−4
LH LP Filter: f = 0.01; q = 0.51; K = 1
PFCi LHreset = 0.01; TPA = 0; PAmax = 0.5
(0 ≤ i ≤ n)
OFCj LHreset = 0.01; TPA = 1000; PAmax = 0.5
(0 < j ≤ n)
VTA κ = 1 ; υ = 1;
η = 0.5 η = 1e−4 η = 0.5
burst HP Filter: f = 0.01; q = 0.71 ; K = (2pif)2; χburst = 1; θburst = 0.05
tonic LP Filter: f = 5e−4; q = 0.51;K = 1 χtonic = 1e
−4; θtonic = 0
mVP ζ = 1; V Pmin = 0.7
MD θMD = 10
MD-PFC 1 0.65 0.65
Shell Efferent
Shell-VP 5 0.2 5
Core Efferent
Core-Enable motor 1 1 0.02
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