Spoken language understanding is one of the key factors in a dialogue system, and a context in a conversation plays an important role to understand the current utterance. In this work, we demonstrate the importance of context within the dialogue for neural network models through an online web interface live demo. We developed two different neural models: a model that does not use context and a context-based model. The no-context model classifies dialogue acts at an utterancelevel whereas the context-based model takes some preceding utterances into account. We make these trained neural models available as a live demo called Discourse-Wizard using a modular server architecture. The live demo provides an easy to use interface for conversational analysis and for discovering deep discourse structures in a conversation.
Introduction
In recent research, spoken language understanding has received considerable attention due to its importance in dialogue systems. Discourse/conversational analysis can be performed by recognizing dialogue acts. The dialogue act defines the performative function of an utterance (Austin, 1962; Searle, 1979; Allen and Core, 1997) , and is also referred to as speech act in general. For many years, dialogue act (DA) recognition has been seen as an utterance-level classification (Stolcke et al., 2000; Grau et al., 2004) . However, a DA is a context-sensitive discourse concept (Grosz, 1982; Sbisà, 2002) and while collecting data, context sensitivity has been taken into account many times during the human (manual) annotation process, for example, for the Switchboard Dialogue Act (SwDA) corpus (Godfrey et al., 1992; Jurafsky, 1997; Jurafsky et al., 1998) . SwDA is annotated with the Dialogue Act Markup in Several Layers (DAMSL) tag set (Allen and Core, 1997) and the annotation of the current utterance is being performed by looking also at the preceding utterances. For example, the utterance 'Yeah.' is annotated as a Yes-Answer type if it appeared after a Yes-No-Question type of the DA. However, the same utterance was annotated as Backchannel or Accept/Agree type if it appeared after a Statement type of the DA. Hence, in recent years, dialogue act recognition has been modeled using context-based approaches (Kalchbrenner and Blunsom, 2013; Kumar et al., 2017; Ortega and Vu, 2017; Meng et al., 2017) .
In this paper, we introduce Discourse-Wizard tool to get your spoken (or written) conversation and analyze it for discovering its deep discourse structures with the help of dialogue acts. We propose to use two models for the demonstration, a no-context model which performs an utterancelevel DA classification and a context-based model which uses preceding utterances for learning the DA of the current utterance.
We host models on a server and developed an interactive web interface for discourse analysis. A user can input a set of utterances (a dialogue) with one turn/speaker utterance per line and get the DAs recognized from both models. The Discourse-Wizard Demo 1 is available at the website of the EU SECURE (Safety Enables Cooperation in Uncertain Robotic Environments) Project.
Related work
Conversational analysis can be performed by analyzing the utterances for particular tasks like dialogue act recognition (Stolcke et al., 2000; Grau et al., 2004) . However, utterances within a conversation are context-sensitive, and as most of the time, the dialogue act of the current utterance is based on the preceding utterances (Grosz, 1982; Sbisà, 2002) . Hence, modelling context-based approaches in conversational analysis becomes crucial (Kalchbrenner and Blunsom, 2013; Liu et al., 2017; Ortega and Vu, 2017; Meng et al., 2017; Bothe et al., 2018b) .
On the other hand, there are many live demos available in the field of natural language processing for different tasks, named entity detection, text tokenization, part of speech tagging, sentiment analysis, and word embedding demos (Loper and Bird, 2002; Socher et al., 2013; Manning et al., 2014; Kutuzov and Kuzmenko, 2017) . In our work, we add discourse analysis to this list of useful demonstrations.
Approach
In the following sections, we describe the two models used for the demonstration, the no-context model and the context-based model.
No-context model
The no-context model is a single utterance classification model. A special recurrent neural network (RNN) model called long short-term memory (LSTM) is used to classify the dialogue act of the utterance as a sequence of word embeddings (Elman, 1990; Wermter, 1995; Hochreiter and Schmidhuber, 1997; Liu et al., 2016) . LSTMRNNs are chosen because of their advantage in sequential input modelling. The model architecture is shown in Figure 1 (a), where the word one-hot vectors (w t , w t−1 , ...w t−m ) are randomly initialized with vector representations called word embeddings. These word embeddings are learned during the training process with a multi-layer perceptron layer emb through back-propagation.
The LSTM learns hidden representation h u t using m number of words, at time step t it is calculated as:
where θ represents the hyper-parameters of LSTM such as embeddings, weight matrices and bias vector those are learned during the training process.
We use a 50-dimensional embedding size and 64 hidden units for the RNN, these values were identified empirically. The output d t is the dialogue act label of the utterance u t calculated using h u t , as:
where W out is the output weight matrix. All the hyper-parameters are further adapted using backpropagation through time. The task is to classify several classes; hence we use a sof tmax function g() at the output layer and categorical crossentropy as a cost function.
Context-based model
The context-based model takes into account the preceding utterances while modelling the dialogue act of the current utterance. This is performed using hierarchical RNN (HRNN) layers (El Hihi and Bengio, 1996; Lee and Dernoncourt, 2016; Chung et al., 2017) . The overall architecture is shown in Figure 1 (b), which takes input from already trained hidden layer of the no-context model. The utterances (u t , u t−1 , ...u t−n ) are processed such that u t is the current utterance and there are n utterances are in the context. Each utterance is passed through the no-context model and the hidden representations are used as an input to the second layer. Then last hidden vectors from the first layer are used as the utterance representations (h u t , h u t−1 , ...h u t−n ). The second-layer hidden vector (h s t ) is calculated as:
where θ represents the hyper-parameters of the network. The context-based model is trained similarly to the previous model to learn dialogue act (d t ) recognition while using the new hidden vector (h s t ):
where the output weight matrix (W out ) is learned using back-propagation through time. Again, the sof tmax function is used at the output layer. As a result, the d t in the context-based model is derived from the input utterances using hierarchical recurrent neural network:
where n is the number of utterances in the context.
Experiments and results
The models were trained on the Switchboard Dialogue Act (SwDA 2 ) corpus (Godfrey et al., 1992; Jurafsky, 1997) . We have used the same dataset split as in Stolcke et al. (2000) and Kalchbrenner and Blunsom (2013) , see surpasses the baseline performance. However, by applying the context-based model, the performance rose by about 2% of accuracy with one utterance in the context (n = 1). Adding utterances in the context improves the performance, but from the results, it seems that two utterances (n = 2) are sufficient to capture information from the context, see also Bothe et al. (2018a,b) . Hence, for the web-demo, we used the context-based model with n = 2.
Web-demo
The trained models are made available for the web-demo using a client-server architecture. The overall architecture is shown in Figure 2 .
Technical details
The neural models are developed using Keras (Chollet, 2015) and TensorFlow (Abadi et al., 2016) . Both models share similar properties and parameters, such as the vocabulary, embeddings, and most importantly, the context-based model uses the representation from the no-context model to encode the utterances. Hence, it is possible to efficiently encapsulate these neural models within a Model Server.
Web Server Model Server
Neural Models Web Interface This Model Server is developed using Flask, a micro web framework written in Python (Grinberg, 2018) . For the Web Server, we used the Django web framework (Holovaty and KaplanMoss, 2009) , as it provides a template scheme for the web interface. We used two separate servers for hosting the models and for the web interface, for easier deployment and modular development.
The text input as a list of utterances from the Web Interface is sent as a request from the Web Server to the Model Server as shown in Figure 2 . The Model Server sends back the results as lists of recognized dialogues acts and confidence values (conf.). The Web Server produces an output result as a summary and contains also a click-to-expand and -collapse table form as detailed results.
Analysis
The output result produced on the Web Interface from the models is shown in Figure 3 for an example (cleaned) taken from the SwDA test set. The context-based model uses two utterances as context, therefore we cannot get the output for the first two utterances in the given dialogue, and the output is represented by NotEnoughContext. Notice for the utterances utt4 and utt5 that the no-context model failed to recognize the correct dialogue act class. However, the context-based model could correctly recognize the dialogue act.
Also, notice that the utterances utt6 and utt7 are the same in terms of syntax (the utterance "Yeah."). The no-context model classified both of these utterances as Backchannel dialogue act. On the other hand, the context-based model could correctly learn that they belong to different classes because of the different contexts. The same utterance is labeled as Yes-Answer after the Yes-NoQuestion and after the Statement-opinion it is labeled Backchannel, with quite high confidence.
A few extra examples are provided in Figure 4 , the utt3 is predicted as Statement-opinion by nocontext model (though with less confidence) but the context-based model could recognize it as a Yes-No-Question in the given dialogue. For the utterances utt4 and utt6, the context-based model could correctly recognize the Negative Answer and Agree/Accept dialogue acts respectively but with very low confidence values. This shows a challenge to improve the context-based model.
Key pointers
The Web Interface is provided with different features, such as detailed analysis (we provide detailed output results of the models, at least the top 3 predictions with higher confidences). Also, some examples are given to understand what one should expect from this demonstration. The demo can be used for single utterance also, where the output will be produced only from the no-context model. We do not record any data, as the application is for demonstration purpose only.
Future work
The demonstration of dialogue act recognition can be improved in several ways. First, we can combine several dialogue act corpora to improve the performance of the model. It would also be useful to use more performance but computationally ex- Figure 4 : Some more examples of output generated from the web-interface. Particularly interesting to notice difference in the recognition of the utterances utt3, utt4, and utt6.
pensive models as comparison like for Bothe et al. (2018a,b) or Lee and Dernoncourt (2016) which will be added in future work. This tool can be used for annotation purposes, given that the link for the particular task can be generated to be used as a standalone application. Adding attention mechanisms to the models can also provide an additional feature to judge the importance of words and perhaps also of the utterances in the output results. Also adding an automatic speech recognition system would help to achieve on-the-go speech input for spoken utterances.
Conclusions
We present a first live demo for dialogue act recognition and discourse analysis of our approach. Our neural models surpass the baseline and some of the state-of-the-art results and we plan to improve them further in future research. The live demo can be used for online conversational analysis, where classifying a single utterance or feeding a set of utterances from a conversation is possible with each alternating line corresponding to one speaker. Our goal was not only to present a novel live demo but also to develop an easy-to-use interface for conversational analysis and to provide a knowledge transfer tool. The modular architecture allows to integrate multiple interactive models trained on multiple/different corpora using separate Model Servers. The Web Server can be extended to communicate with any number of Model Servers. Hence modular development and easy deployment of the systems is possible with such a simple architecture.
