In estimation of ratio of variances in two normal distributions with unknown means, it has been shown in the literature that simple and crude ratio estimators based on two sample variances are dominated by shrinkage estimators using information contained in sample means. Of these, a natural double shrinkage estimator is the ratio of shrinkage estimators of variances, but its improvement over the crude ratio estimator depends on loss functions, namely, the improvement has not been established except the Stein loss function.
Introduction
The estimation of a scale parameter in the presence of another nuisance parameters has been studied in the literature since Stein (1964) established the surprising result that in a normal population with unknown means, the estimator of the variance based on the sample * 1 are shrinkage estimators of θ 2 and 1/θ 1 , respectively, improving on the crude estimatorsθ 2 and 1/θ 1 . The dominance results of such single shrinkage estimators were shown by Gelfand and Dey (1988) and Ghosh and Kundu (1996) . An interesting issue is whether the single shrinkage estimators can be further improved on by a double shrinkage estimator. For the quadratic loss function L q (ρ/ρ) = (ρ/ρ − 1)
2 for estimatorρ of ρ, Kubokawa(1994b) demonstrated that the single shrinkage estimators can be improved on by a double shrinkage estimator of the form
For the Stein loss function L s (ρ/ρ) =ρ/ρ − log(ρ/ρ) − 1, Kubokawa and Srivastava (1996) and Iliopoulos and Kourouklis (1999) showed that the single shrinkage estimators can be improved on by another type of a double shrinkage estimator
Bobotas, Iliopoulos and Kourouklis (2012) developed a very nice unified theory, and clarified conditions on loss functions under which the single shrinkage estimators can be dominated byρ * and/orρ * * . We are inspired from these dominance results to raise the following queries about the double shrinkage estimators.
(I) The double shrinkage estimatorρ * has a natural form, but it could not be shown thatρ * dominates the single shrinkage estimators relative to the quadratic loss. Does this suggest thatρ * cannot dominate the crude ratio estimatorθ 2 /θ 1 ? That is, we want to investigate whether the dominance property ofρ * overθ 2 /θ 1 holds for the quadratic loss.
(II) As the related problems, we can consider estimation of the product θ 1 θ 2 , the difference θ 1 − θ 2 and the sum θ 1 + θ 2 . Can we extend the dominance property of double shrinkage ratio estimators to the estimation of such parameters? That is, we want to investigate whether their double shrinkage estimators dominate the corresponding crude estimators.
The objective of this paper is to reply to these queries. In Section 2, we show the dominance ofρ * over the crude ratio estimator relative to some convex loss functions including the Stein and quadratic loss functions. It is noted that the dominance results hold in quite general setups as given in (A1), (A2), (A3) and (A4), namely, we do not assume any distributional assumptions except thatθ The query (II) is studied in Section 4. For estimation of the difference θ 1 − θ 2 , we can get a similar dominance result as in the case of the ratio estimation. For estimation of the product θ 1 θ 2 and the sum θ 1 + θ 2 , however, the corresponding double shrinkage estimators cannot necessarily dominate the crude estimators. Especially, the generalized Bayes estimatorθ for any ω. 
Proof. For notational simplicity, let
The difference of the risk functions ofρ andρ * is written as 
The dominance property given in Theorem 2.1 can be provided as a simple conclusion of Kubokawa and Srivastava (1996) , Iliopoulos and Kourouklis (1999) and Bobotas, et al . (2012) . However, Theorem 2.1 proves (2.1) without any distributional assumptions as long as (A1), (A2) and (A3) are assumed.
We next treat the quadratic loss function
2 . In this case, instead of (A3), we assume the following condition:
for any ω. 
from the independence between (X 1 , Y 1 ) and (X 2 , Y 2 ). Thus, the risk difference ∆ q (ω) is evaluated as
The dominance property (2.4) of the double shrinkage estimatorρ * relative to the quadratic loss is a new finding which we want to show. This gives an answer to the query (I) raised in Section 1. It is interesting to note that Theorem 2.2 proves (2.4) without any distributional assumptions as long as (A1), (A2) and (A4) are assumed. 
In this case, instead of (A3) and (A4), it is assumed that for
for any ω. Then, under assumptions (A1) and (A2), it can be shown that the estimator ρ =θ 2 /θ 1 is dominated byρ * =θ * 2 /θ * 1 relative to the log-transformed quadratic loss function.
When we consider the dual Stein loss function
, instead of (A3) and (A4), we assume that
, for any ω. Then, under assumptions (A1) and (A2), it can be shown that the estimator ρ =θ 2 /θ 1 is dominated byρ * =θ * 2 /θ * 1 relative to the dual Stein loss function. As shown above, the dominance property of the double shrinkage estimator holds for the Stein, quadratic, log-transformed quadratic and dual Stein loss functions. These results suggest the interesting conjecture that the dominance property would be established relative to convex loss functions. This will be studied as a future work. □
Applications to Estimation of Ratio of Normal Variances
We now apply the results given in the previous section to the estimation of ratio of the variances in two normal distributions. Let X i and V i , i = 1, 2, be mutually independent random variables such that
. In the framework of estimating each σ can be improved on by shrinkage estimatorsσ 2 * i using information contained in X i . Typical shrinkage and improved estimators have been provided by Stein (1964) , Brown (1968), Brewster and Zidek (1974) and Strawderman (1974) . These procedures for improvement can be used to give double shrinkage estimators in estimation of the variance ratio ρ = σ 2 2 /σ 2 1 . In fact, Kubokawa and Srivastava (1996) 
We begin by explaining dominance results in estimation of the variance σ 2 , which can be improved on by the truncated estimatorσ
where
can be improved on by
Brewster and Zidek (1974) succeeded in deriving the generalized Bayes estimator improving onσ
The hierarchical prior distribution which they suggested is 
Kubokawa (1994a) constructed unified classes of improved estimators of the form σ 
where f n 2 (x) is the density function of a central chi-square distribution χ
with n 2 degrees of freedom, F p 2 (x; λ 2 ) is the cumulative distribution function of a non-central chi-square distribution χ 2 p 2 (λ 2 ) with p 2 degrees of freedom and noncentrality λ 2 , and ϕ * 2 (w 2 ; λ 2 ) is given by
It can be verified that ϕ * (w 2 ; λ 2 ) ≤ ϕ * 2 (w 2 ; 0) and that ϕ * 2 (w 2 ; 0) is identical to ϕ GB 2 (w 2 ). This fact implies not only that the improvement can be established under conditions (C1) and (C2), but also that the risk of the generalized Bayes estimator is equal to that of (n 2 + 2)
when λ 2 = 0. This property is useful for investigating the improvement of the generalized Bayes estimator of product of variances. A similar equation to (3.2) holds for estimation of 1/σ 2 1 , namely,
Another improved estimators are the Strawderman-type estimators suggested by Strawderman (1974), Maruyama and Strawderman (2006) and Bobotas and Kourouklis (2010) , and are given byσ
for 0 < r i < r 0i , i = 1, 2, where r 01 and r 02 are specified constants . 
Non-dominance and Dominance Results in Estimation of Some Functions of Positive Parameters
In the previous sections, the dominance results of the double shrinkage estimator have been shown for estimation of ratio of the positive parameters ρ = θ 2 /θ 1 . In this section, we investigate whether similar dominance results hold in estimation of the product, sum and difference of positive parameters.
Non-dominance in estimation of product
We first treat estimation of the product of the positive parameters τ = θ 1 θ 2 . Contrary to our expectation, we shall show that similar dominance results do not hold.
Letτ =θ 1θ2 andτ * =θ * 1θ * 2 be, respectively, a crude estimator and a double shrinkage estimator of τ . An estimatorτ is evaluated relative to the Stein loss L s (τ /τ ). 
namely, the double shrinkage estimatorτ * =θ * 1θ * 2 does not dominate the estimatorτ = θ 1θ2 relative to the Stein loss.
Proof. The same notations as in the proof of Theorem 2.1 are used. Condition (4.1) implies that
2)
for i = 1, 2. Using these equalities, we can write the difference of the risk functions ofτ andτ * as
This implies that ∆ s (ω 0 ) < 0 at ω 0 . □ As described in (3.2), the generalized Bayes estimatorσ 
when λ 1 = 0 and λ 2 = 0.
The non-dominance result under the Stein loss can be shown to hold for the quadratic loss function L q (τ /τ ) for L q (t) = (t − 1)
2 .
Theorem 4.2 Assume conditions (A1) and (A2) with
Assume that there exists a point ω 0 such that
Then, at the point ω 0 ,
namely, the double shrinkage estimatorτ * =θ * 1θ * 2 does not dominate the estimatorτ = θ 1θ2 relative to the quadratic loss.
Proof. The same notations as in the proof of Theorem 2.2 are used. Condition (4.4) implies that
at ω 0 . Then, the difference of the risk functions ofτ andτ * is written as
From (A2), it follows that ∆ q (ω 0 ) < 0 at ω 0 . □
Dominance in estimation of difference
We next treat estimation of the difference of the positive parameters
be, respectively, a crude estimator and a double shrinkage estimator of ξ. An estimatorξ is evaluated in terms of the mean squared error (MSE)
. Assume the following condition:
This condition implies that
, which leads to the inequality E ω [θ i /θ i ] < 1. Combining this inequality and condition (A2) gives the condition
which will be used for proving the following theorem.
Theorem 4.3 Assume conditions (A1), (A2) and (A5). In the estimation of the difference
for any ω.
. Thus, the difference of MSEs of the estimatorsξ andξ * is expressed as
The first two terms are nonnegative from (A5). Also from (4.6), it follows that 
Non-dominance in estimation of the sum
Finally, we consider estimation of the sum of the positive parameters η = θ 1 + θ 2 , and we shall show that dominance results do not hold.
Let η =θ 1 +θ 2 and η * =θ * 1 +θ * 2 be, respectively, a crude estimator and a double shrinkage estimator of η. An estimator η is evaluated in terms of the mean squared error 
Theorem 4.4 Assume conditions (A1) and (A2) with
The first two terms are zero at ω 0 from condition (4.4). Also from (4.6), it follows that
A similar argument given around (4.3) is used to give an example of the non-dominance result in Theorem 4.4. That is, a double shrinkage estimator η * =σ 
A Connection to Estimation of Positive Normal Means
In this section, we explain that the double shrinkage estimators for normal variances are connected to estimation of restricted means in normal distributions. This fact was established by Rukhin (1992) . We here use the same arguments to explain how the dominance and non-dominance results treated in the previous sections link to the corresponding results derived by Kubokawa (2012) for estimation of positive normal means.
We first illustrate a one sample model with the following canonical form: X and V are mutually independent random variables such that X ∼ N p (µ, σ 2 I) and V /σ 2 ∼ χ 2 n . The Stein truncated estimator of σ 2 relative to the Stein loss isσ
The generalized Bayes and improved estimator is given byσ
To approximate these estimators, we assume the following conditions:
(R1) Both p and n tend to infinity under the condition that n = O(p δ ) for 0 < δ < 1.
where ξ is a positive constant.
Theorem 5.1 Assume conditions (R1) and (R2). Then,
, which is the generalized Bayes estimator of ξ against the uniform prior over the half real line ξ > 0.
Proof. This theorem was established by Rukhin (1992) in the asymptotics of making n → ∞ after making p → ∞, which is slightly different from (R1). Thus, we provide the proof under (R1) and (R2) instructively. Without any loss of generality, we can assume that
Since B ∼ N (0, 1), A → N (0, 1) and ξ p → ξ, it is seen from conditions (R1) and (R2) that
To evaluate the generalized Bayes estimator given in (5.1), make the transformation
Then, the range of λ in the integrals is changed from 0 < λ < W to T 1 < t < T 2 , where
.
Thus, the generalized Bayes estimatorσ 2GB in (5.1) can be rewritten aŝ
We here investigate limiting values of the end points T 1 and T 2 . It is observed that
For T 2 , from (5.3), W is expressed as
which is used to rewrite T 2 as
We now evaluate the integrant in (5.4). Note that
Then the integrals in (5.4) can be rewritten as
It is here demonstrated that ( p 2 − 1 ) log 
