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ABSTRACT 
This thesis proposes a quality control· technique 
\ 
which uses additional information about the process being 
monitored to achieve better performance. By incorporating 
'\, 
. 
knowledge of the assignable causes responsible for process 
out-of-control behavior, a quality control scheme • lS 
derived to react more quickly than existing techniques to 
detect this assignable cause. The proposed technique 
combines the hypothesis testing of control charts to 
determine if the process is in-control vs out-of-control, 
and the utilization of the knowledge of the process 
behavior assumed in process control to arrive at a more 
effective quality control scheme. The result is a scheme 
that requires a shorter average run length to determine 
that a process has gone out-of-control, while not 
resulting in more false signals. The proposed Bayesian 
Assignable Cause Determination technique uses Bayes theorem 
with likelihood ratios to monitor the probability that the 
process is in-control vs the probability that it is • 1n an 
/ 
\ 
' ~) __ .t· 
out-of-control state where a set of assignable causes is 
present. The scheme is developed for • various cases. of 
out-of-control behavior including step increases/decreases 
in the process mean, changes in,_,, the process mean such as a 
• 
random walk or random trend, and an increase or-decrease in 
the process variance. 
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In this thesis, an~enhancement to existing quality 
control schemes is introduced to provide information as to '1 
the assignable cause ·responsible for a process • going out 
of control. A production process can be viewed as a· system 
with a set of inputs and outputs. The inputs are 
controllable or uncontrollable with examples of 
controllable inputs including machine speeds, flow rates, 
temperature, chemical composition, and 
variables. Uncontrollable factors 
other 
may 
process 
, include 
environmental factors, raw material condition, and other 
variables not readily controlled. The process transforms 
' 
the inputs into a finished product with certain desired 
quality characteristics. These quality characteristics can 
be monitored in order to maintain a desired target and 
dispersion of the measure. Current statistical quality 
control techniques place emphasis .on identifying when the 
measured quality characteristic has gone beyond spe~ified 
', , , ' 
"- :; 
·;, 
I 
\, 
outer limits, but provide little information as to which 
input was the cause of this behavior. In traditional 
statistical quality control techniques, when an ou·t of 
control signal i.s detected the process is stopped, and it 
r 
is up to the operator or engineer to determine the cause 
!' 
and correct the problem~ Process control techniques_on the 
2 
' ' 
. 
,;·· 
. \1. 
other hand modify one or more of the inputs in order to 
compensate for a change • in the output quality 
" 
characteristic measure. A scheme • 1S proposed ·here to 
identify· the··· cause of the out of control signal as part of 
the quality control system, and to more quickly detect the 
presence of changes in process behavior. Identification of 
the assignable cause leads directly to appropriate feedback 
control action. 
3 
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2. BACKGROUND 
2.1 statistical control Charts 
Statistical quality control • 1S concerned with 
• measuring the quality characteristic of the finished 
product and inferencing whether or not the process I I is in 
control. Control charts monitor the process output and 
detect when the output measure exceeds some limit, 
necessitating some sort of control action. In any process, 
regardless of how well designed or controlled, some amount 
of variability is present. Thus, it I is I ' important to 
distinguish between the normal, in control variability and 
an out of control signal. The basis for control charts • lS 
to monitor the process output and compare it to an in 
control model. From the I comparison to the I in control 
model, assignable causes of variation are detected. The 
philosophy is to eliminate process disturbances, reduce 
variability, and ultimately improve the process. However, 
the charts simply monitor the process and detect when the 
data indicate the process has gone-out of control. When 
the process is determined to be out of control, the process 
is often shut down, and the operator or engineer is ca·lled 
to modify an input to bring the process back in control . 
• 
Extensive research has been conducted on developing 
·statistical control charts for detecting different out of 
. ' 
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control signals. Currently, the most commonly used charts 
are those developed by Shewhart of Bell Telephone 
Laboratories I 1n 1924. Shewhart suggested plotting the 
measured quality characteristic data sequentially in time 
on a chart containing the target value (process mean) and 
upper and lower limits. Samples of n units are taken 
periodically and both sample mean and range or standard 
, 
deviation of the sample are plotted. When the process • lS 
, 
in control, the means are assumed to be independently and 
normally distributed about the and the • variance target, 
should be constant. The upper and lower control limits are 
set to allow for only a small chance that they are exceeded 
if the process is in control. limit If either control • lS 
\. 
exceeded, a change is called for to bring the process back 
to the target. This constitutes a hypothesis test that the 
process mean is equal to the target against the hypothesis 
that it I is not. A major disadvantage of any Shewhart 
control chart is that only the most recent output measure 
is used, and the chart ignores any information given by the 
entire sequence of points taken as a whole. In order to 
compensate for this, tests for runs, warning l irni ts, -etc. 
C 
have been incorporated; however, this reduces the ease of 
.. interpret~tion and simplicity of the Shewhart chart. 
Several alternatives to the Shewhart chart have been 
5 ): 
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proposed which utilize several· data points simultaneously, 
not just the last. Cumulative-sum control charts were 
first proposed by Page (1954) as a sequential Likelihood 
Ratio Test for testing the hypothesis that the process mean 
is equal to the target mean against the alternative 
hypothesis that it is not. CUSUM charts directly 
incorporate all of the information in the sequence of 
sample averages by plotting the cumulative sums of the 
deviations of the sample values from a target value. A 
step change in the mean of the output from target will 
result in a change in the slope of the CUSUM plot. When 
the process • lS in control, a horizontal slope will be 
observed. The V-mask proposed by Barnhard (1959) serves as 
a formal decision procedure for deciding if the process has 
gone out of control. The parameters for the CUSUM chart 
are determined based on minimizing the average run length 
before an out of control signal is determined, while 
maximizing the run length before an out of control signal 
is incorrectly detected for an~ in control process. In 
general, the CUSUM procedure • 1S able to detect smaller 
changes in the mean more rapidly than the Shewhart charts.~ 
Another alternative to the Shewhart control chart 
which utilizes several data points is the Exponentially 
Weighted Moving Average Chart, also known as the Geometric 
,., 
6' 
J ~ 
• 
' 
' 
Moving-Average Control Chart, introduced by Roberts (1959) . 
• 
In this procedure, the exponentially weighted • moving 
average of the observations is plotted sequentially in 
. 
time. If the EWMA exceeds some upper or lower control 
limit, the process is determined to be out-of-control. The 
EWMA is defined: 
where O < r < 1 is a constant and Xt is the sample mean of 
the most recent sample, and t indexes samples. As r 
approaches zero, only the current sample data is weighted, 
and the EWMA chart is equivalent to a Shewhart Chart. As r 
approaches one, the EWMA approaches a cumulative-sum. The 
EWMA method is more efficient than the standard Shewhart 
Charts at detecting small process shifts or a random walk 
in the process. mean. 
The above methods are based on the assumption that 
the sample observations are independently and normally 
distributed about some mean with constant variance when the 
process is in control. Much work has been done on 
modifying limits ~. I for these charts due to data co~relat1on 
or non-normal output distributions. Vasilopoulos and 
~ Starnboulis (1978) proposed modifying the control limits of 
·shewhart Charts to account for data correlation. Bagshaw 
7 
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.. 
and Johnson (1975) evaluated the ~effect of serial data 
correlation on the performance of CUSUM tests. They 
proposed overcoming the prob~em by determining the error 
structure and desig~ing a control scheme to compensate for 
the correlation. 
. 
.... The effectiveness of any given control chart depends 
on the nature of the out of control process behavior. A 
... 
._ Shewl\art x-bar chart lends itself well to impulse jumps and ,, 
I~-,; large steps in the mean, a CUSUM chart performs well in 
detecting a s-mall step jump in the mean, and an EWMA chart 
is most effective at detecting a process mean which 
exhibits a random walk. Because of their effectiveness at 
small sample sizes and ability to detect small mean changes 
quickly, moving average techniques such as the CUSUM and 
EWMA charts a·re often used methods for on-line, automatic 
sensing and control of manufacturing processes. 
2.2 Process Control 
Control chart philosophy, as discussed above, is 
based on the assumption that a hypothesis testing procedure 
' 
is appropriate for improving quality. This assumption 
implies that control action is justified only if a 
significant deviation is observed. For such a test-like 
procedure to be optimal, some cost must be associated with 
8 
taking control action on the process. This is usually the 
case in parts manufacturing industries, but it is rarely 
true in process industries where many cost-free adjustments 
are usually available. In process industries it may be 
more efficient to take control action before the change • in 
the process is proven statistically significant. That • is, 
control actions should be taken on the basis that they will 
minimize variations in the measured output quality 
characteristic. This is the basic philosopy behind process 
control (MacGregor, 1988). 
Process control schemes are appropriate for the 
periodic, optimal adjustment of a manipulated variable 
whose effect on some quality characteristic is already 
known. . ·,. Thus, an input to the process is modified in order 
. 
to bring the output measure closer to the target value. 
Process control schemes are designed to • • • minimize the 
variation of that quality characteristic about some target 
value. The reason control is necessary at all is that 
there are inherent disturbances or • noise ' in the system. 
When these disturbances can be measured directly, the 
. 
application of appropriate changes in some other variable 
to compensate for their effect • 1S referred to as 
feedfo.rward control. Alternatively, use of the deviation 
from target of the output characteristic· itself to 
9 
. . 
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• 
calculate appropriate changes to the input is referred to 
as feedback control. Feedfbrward control can be used to 
compensate for those disturbances that can be measured and 
feedback control to compensate for the remaining. 
One approach proposed by Box, Jenkins, and MacGregor 
(1974) is to model the stochastic process disturbances by a 
suitable time series and the dynamic characteristics of the 
system by a suitable transfer function model. It is then 
possible to calculate the appropriate control equation 
which modifies one or more inputs to produce the smallest 
mean square error at the output. In this manner, inputs to 
the process are dynamically modified in order to maintain 
the output quality characteristic at the desired value. 
Thus, process control strives to compensate for process 
randomness while control charts test the hypothesis that 
the process is in control. 
2.3 Assignable Causes 
\ 
In manufacturing settings, the process goes out of 
control due to a "failure". This failure affects one or 
more of the inputs which has an effect on the fini-shed 
product's quality. An input which has a significant effect 
on the measured output quality characteristic will be 1,,.1, 
defined as a critical input. When a process yields a 
a 
10 
t. 
finished product has • • a measurable quality 
characteristic 
that 
that • 1S statistically stable • in 
distribution, it is defined to be in control. Even an • in 
control process will exhibit some variability due to the 
presence of uncontrollable causes. • is A process that 
operating with only chance causes of variation present is 
said to be in statistical control. Sources of variability 
that are not part of the chance, uncontrollable causes are 
... 
defined as assignable causes. A process that is operating 
in the presence of these assignable causes is said to be 
out of control. These assignable causes may affect one or 
more critical inputs to the process which correspond to 
values of the output quality characteristic that do ... - not 
conform to specifications. That is, if a critical input to 
the process is affected by a certain magnitude, the output 
quality characteristic will also change, although not 
necessarily by the same magnitude. 
The measured quality characteristic can be brought 
back to the desired value by either correcting the 
assignable cause or compensating for it ~by modifying 
another input. When the status of the assignable causes 
cannot be monitored directly, statistical quality control 
charts are used to monitor the output quality 
characteristic. Statistical inferences about the state of 
11 
-
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/) 
the process (in control vs out of control) are drawn based 
on the measurements of the output quality characteristic . 
• One problem is that the classical control charts (Shewhart, 
CUSUM, and EWMA) only draw statistical inference to whether 
or not the process is in control. No statistical inference.~ 
is drawn as to which of the assignable causes are present. 
On the other hand, process control strives to obtain 
acceptable output quality by modifying one or more inputs, 
not necessarily correcting the assignable cause. Thus, 
control charts result in the operator or engineer stopping 
the process and searching for the assignable cause and 
fixing it. Process control compensates for the assignable 
cause, but usually results in the process running at less 
than the optimum level. For example, process control may 
maintain the mean about a certain value, but the variance 
may be large. 
A final consideration is that compensatory feedback 
control schemes are based on a model relating process 
inputs and outputs. Certain types of assignable causes may 
alter process behavior and render the assumed model 
incorrect. Control action based on this now incorrect 
model may make the process performance worse rather than 
better. Here ac;,ain, determination of the.assignable cause 
present may prove· extremely useful to the overall control 
12 
• 
, 
of the process. 
Little research exists on the identification of 
assignable cause(s) responsible for out of control process 
behavior. Related methods have been introduced • 1n 
acceptance sampling techniques to determine the optimal 
sampling method when • various assignable causes exist. 
Tang, Plante, and Moskowitz (1986) proposed a methodology 
for determining the optimal sampling plans for Bayesian, 
multiattribute acceptance sampling models. Peters, 
Schneider, and Tang (1988) defined a cost model that 
combines a fixed order quantity inventory control system 
with a Bayesian quality control system for a lot-by-lot 
attribute acceptance sampling plan. These models are 
derived for acceptance sampling plans and cannot be readily 
applied to statistical process control techniques. 
Tagarus and Lee (1988) introduced a method for the 
economic design of control charts with different control 
limits for different assignable causes. Their research is 
based on the fact that different assignable causes can have 
different effects on the product. quality and call for 
different levels of adjustment or restoration of the 
process. Thus, there is a need for control charts which 
will trigger different reactions accordingly. When 
different assignable causes exist which lead to different 
13 
/ 
I 
9 . 
out of control sta~es of the process, the use of multiple 
control limits and multiple corresponding levels of 
response for processes is introduced as an effective method 
for statistical process control. An exact mathematical 
model is derived which minimizes the expected cost per time 
Another approach to identifying root causes for out 
of control behavior is the Enhanced Quality Evaluation 
System proposed by Dooley and Kapoor (1988). Their 
evaluation system was developed to extract information from 
a process regarding its quality and consistency and use 
that information in an intelligent manner to take 
corrective action. Discrete time series models are used to 
derive the process transfer function, and residual analysis 
is used to detect changes in the processes' common cause 
variability. If a change in the process is detected, a 
rule base is queried to deter1nine the change mechanism 
present. If a shift in the mean or variance of the process 
~ 
is found, least squares algorithms estimate the change 
magnitude and time of occurrence. A CUSUM chart, 
•· 
Chi-Square Test, and autocorrelation charts are used I 1.n a 
series of 13 statistical tests to detect the particular 
·change mechanism present. 
In this theseis, a Bayesian Assignable Cause 
14 
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\ 
Oetezmination quality control methodology (BACD) • 1S 
proposed to determine which assignable cause • 1s present 
when the process goes out of control. The BACD quality 
control scheme which will be developed is based on a 
production process with a finite set of states and a 
measurable output. The process states represent one • in 
control and several out of control conditions. The process 
output • 1S The BACD affected differently by each state. 
scheme will determine if the process is out of control and 
which assignable (state) is responsible. From the cause . 
knowledge of which assignable cause is disrupting the 
process, the appropriate corrective action can be taken to 
bring the process back in control. With the added 
information provided as to which assignable cause • lS 
present, the appropriate corrective action can be taken 
more easily . 
A • maJor the BACD method is that by advantage of 
directly incorporating process-specific information, it can 
more quickly detect the presence of an out of control 
condition .. The proposed methodology will be developed fo~ 
a process in which specific, reoccurring failures disrupt 
the process. In order to.make inference as to which of 
these failures has caused the process to go out of control, 
the failures must be identified and their effect on the 
15 
( 
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• 
input values known. The relationship between the input 
values and the output value must also be known. The cost 
of obtaining this additional information about the process 
will most likely be justified by the improved response of 
the proposed scheme. Also, by identifying and defining the 
failures that disrupt the process, it may be poss~ble to 
l 
reduce or eliminate them. Much research has been done 
showing that investments in improving the quality of a 
process are returned many times over with higher quality 
products and reduced downtime (Fine 1988). 
This thesis derives a methodology for monitoring a 
process with a measurable output quality characteristic and 
identifying assignable causes of out of control behavior. 
The basic underlying philosophy of control charts which 
monitor the process and process control techniques which 
modify an input in order to affect the output are combined 
· in order to identify and correct the cause of the out of ( 
' 
control process. scheme will be developed that 
determines which of the possible states the process is • in, 
with the possible states consisting of the in c,,ontrol state 
., 
and the defined out of control· states. A Bayesian sc·heme 
is proposed to evaluate and update the probabilities of 
each of the possible states of.. the process. The 
probabilities of each state are calculated • • using maximum 
16 
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• 
likelihoods· and Bayes theorem. The probability that the 
process is in the in control state is then monitored to 
determine if the process is indeed in control. The 
probabilities of the out of control states are also 
monitored to determine which state the process has shifted 
to. 
l 
17 
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3. MBTBODOLOGY 01' TBB BACD 
The basis for the Bayesian Assignable Cause 
Deteimination scheme • 1S that the assignable causes 
responsible for out of control behavior and their effect on 
the measured quality characteristic are known. These can 
be determined through historical quality control data, 
designed experiments, process simulatipn, or inherent 
knowledge of the process. When a particular assignable 
causes i is present, the process will be defined to be I in 
out of control state s .. 
1 
A traditional control chart 
performs a hypothesis test on the measured output data to 
determine whether the process I 1S in control or out of 
control. That I 1s, 
S(O): In Control 
Not S(O): Out of Control 
This can be thought of as comparing the hypothesis that the 
process is in the in control state vs the hypothesis that 
the process is in one of the out of control states. 
S(O): In Control 
Not S(O): Process in state i µ = µ. ; (]' = (]'. l l 
The pro·posed Bayes'1an scheme not only tests if the process 
is in control or out of control, but also which out of 
18 
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\ 
control state the process is in. 
S ( 0) : In-control 
S ( 1) : Process • • state 1 (assignable 1) is in cause 
S ( 2) : Process is • state 2 (assignable 2) in cause 
S ( 3) : Process • • state 3 (assignable 3) 1S in cause 
• 
• 
• 
s (m) : Process • • state m (assignable cause m) 15 in 
Each of these states is defined by a statistical model of 
the behavior of the measured output quality characteristic. 
Estimates of the probability that the proces.s is in each of 
the • g1veIJ states are determined and updated with every 
sample. 
3.1 Theory of BACD scheme 
\ ,• 
The BACD scheme is based on the assumption that the 
process is, at any one time, in one of m+l possible states 
. . . ' s . m s0 is taken to represent the 
• 1n control 
behavior of the process. States s1 to Sm correspond to the 
behavior of the process under each of • m reoccurring 
assignable causes. The goal of the BACD • lS thus to 
determine which state the process is in. 
A further necessary assumption for the proposed 
scheme is that the behavior of the process is known for 
each state. That is, a stochastic model of the process is 
available for each state. From each model, an optimal 
19 
• 
.. 
- ------~---------:--------------------~ 
.. 
' 'l 
forecast that the • lS a given.state can be • 1n process 
' 
developed. By comparing observed process 
I 
data to each 
forecast, evidence as to the current state of the process 
can be obtained. This evidence is used via Bayes Theorem 
to update estimates of the probability the process is in 
each state. 
As with traditional control charts, a sample is taken 
of a given size n, and an output quality statistic Yt • lS 
computed. The data from this sample is used in control 
charts to determine if the process is in control or out of 
control. The data from this sample is used in the BACD 
scheme to update the probabilities that the process is in a 
given state. • 1S The estimated probability of each state 
maintained and updated based on the most recent sample: 
P(Si1Dt)' where Dt denotes data from this sample. For 
example, could be the sample mean and standard 
The state having the largest P(Si1Dt) 
conditionally the most prdbable state with values of 
deviation. • lS 
P(SijDt) being calculated for each of the m+l states from 
Bayes theorem. 
The i 'BACD I l.S initialized with prior probability 
estimates for each state: 
I 
1. = o, 1, ... , m 
-;., . 
20 ·' 
• ,..- ,. r , 
' 
This initial estimate of P(Si)' the probability that the 
process is initially in a given state, is needed in order 
to calculate P(SifDt) for each state. 
obtained from past data on the frequency of occurrence of 
each assignable cause. For example, if the historical data 
• 
of the process shows that: 
Process in-control (state SO) 95% 
Process out-of-control: 
cause l:{state Sl) 
cause 2: (state S2) 
2% 
3% 
5% 
the initial probabilities of states O, 1, and 2 would be 
.95, .02, and .03, respectively. These probabilities may 
also be estimated by statistically modeling the process or 
through simulation. 
Upon analysis of each sample, state probabilities are 
updated via Bayes Theorem in the following manner. Let Dt 
represent the sample data observed from the process at time 
t. The update is accomplished as follows: 
p t(Dt1Si) p t(Si) 
E p t(DtlSj) p t(Sj) 
. 
J 
where Pt(Dtfsi) represents the conditional probability of 
obtaining the sample data given that the process 
·I 
,:I 
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• 
state and Pt(Si) represents the prior probability that 
the process is in state i. The prior probabilities Pt(Si) 
for updating at time t are taken to be the posterior 
probabilities at time t-1. That • 1s: 
pt-1CDt-1ISi) Pt_l(Si) 
E pt-1(Dt-11Sj) P(Sj) 
• 
J 
Since the sample data Dt is assumed to be normally 
distributed, it is fully specified by the mean and standard 
deviation. In order to update P(Si1Dt) after each sample, 
, 
an estimate of P(Dtjsi)' the probability of obtaining the 
sample data given that the process is in state i, is 
needed. An estimate of each P(Dt1Si) is obtained through 
the use of a likelihood ratio. An estimate of the sample 
mean and standard deviation will be obtained from each 
sample. The likelihood of obtaining the sample mean Yt 
given that the mean is actually µi is defined by: 
e 
-1/2 [ (Yt - µ 0)/(u/~)]2 
assuming that Yt is normally distributed. Thus, the 
likelihoo,d of .obtaining the sample mean Yt for each state 
mean µi is obtained. The probability of obtaining the 
22 
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' 
sample data given that the process has changed to a 
different state is then detetmined by the likelihood ratio 
of the likelihood of obtaining the sample data for that 
state· divided by the sum of the likelihoods for every 
state. That is: 
k L L(YtlS-) 
. 0 J J= 
The value for µi represents the mean of the process under 
S. . Depending on the state, µi may be known as in a step l 
increase in the mean, or it may need to be forecast as in 
the case where the mean exhibits a random walk. 
The probability that the process is in each state, 
P(S. fD), is updated after each sample. Instead of deciding 1 ' 
that the process is out of control when the probability of 
one of the out of control states becomes large, the 
probability of the in control state can· monitored. When 
this probability becomes less than a critical probability 
limit, the process will be determined to be out of control. 
This limit will be defined as probability limit 1 or·PLIM 
1. PLIM 1 plays the same role as control limits 
representing statistical hypothesis tests on traditional 
quality control charts. When the pr~bability of one of the 
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states increases above probability limit 2 (PLIM 2), the 
process will be concluded to have gone into that state. 
For simplicity, probability limit 2 will be defined as: 
PLIM 2 = 1 - PLIMl. 
J.2 Model Development 
The first case that will be derived is where one or 
more failures occur and each causes the process mean of the 
output quality characteristic to change to a different 
level. The assumption is made that the measured output 
quality characteristic of the in control process • 1S 
normally and independently distributed with constant 
• variance. As stated above, the magnitude of the step I 1n 
process mean due to an assignable cause is assumed to be 
known for each failure. The following is a derivation of 
the Bayesian scheme where the assignable causes responsible 
for out of control behavior are step jumps in the mean. 
Three states are assumed as follows: 
S(O): µ = µo 
S(l): µ = µ 1= µ 0 + ku 
S(2): µ = µ0= µ 0 - ku 
;u= u0 
State o is defined as the in control state where the 
process mean and variance are in control. • 1S State 1 
24 
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defined as the state where the Yt's exhibit an increase in 
' 
' 
mean of +k sigma. State 2 is defined as the state where 
the Y •s t exhibit a decrease in mean of ~k sigma. If the 
process mean and variance remained in their in control 
values, state O would be the most probable state and 
If the shifts ' sigma of to +k because process mean 
assignable cause 1, P(S 0 jot) will decrease and P(S 1 jot) 
will approach one. If the process mean shifts to -k sigma, 
P(S 0 jot) will approach zero and P(S 2 1Dt) will approach one. 
The current state of the process is defined as the state 
that the output quality characteristic 
represents. 
most closely 
One problem encountered is that when the process 
remains in control for a long period of time, the 
probabilities of the out of control states go to zero. If 
the process would then shift to one of these out of control 
states, the number of samples required to _signal the state 
change would be quite high. In order to provide for 
'. 
quicker detection of an out of control St?ite, the 
probabilities of each state were assigned limits to pr~vent 
the probabilities from approaching zero. Intuitively this 
makes sense since.as the process in control for • remains 
some time, the probability of the process going out of 
25 
control will not decrease and may actually • increase. A 
logical value to use for the limits would be the initial 
estimates of probability for each state P(S.). 
• 1 
This • 1S 
logical since i~ no improvement were introduced to the 
process, the chance of the process going out of control at 
sample 1 should be the same as the process going out of 
control at sample 100 barring time having any effect on the 
out of control states. These initial state probability 
estimates will be defined as SPL .. 1 
The Bayesian Assignable cause Determiner is set-up to 
determine which of ~he known possible states the process is 
in. If the process is not in any of these pre-defined 
states, the performance of the BACD will not be optimum. 
In order to address the problem of determining that the 
process is out of control but not in one of the know~ out 
of control states, a gener?l state can be defined as an out 
of control, unknown state. For the process where a shift 
in the mean accounts for most of the out of control 
behavior, a ''dummy" out of control state can be set up. For 
example, in the process defined by: 
S(O): µ = µ0 
S(l): µ = µ 1 = µ 0 + ku 
S(2): µ = µ 0= µ 0 - ku 
26 
;u= O'o 
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Define states 3 and 4 such that: 
S(3): µ = µ 3 = µ0 + 2ku 
S(4): µ = µ 4 = µ 0 - 2ku ;er= O'o 
.. 
' 
If the process mean shifts to a value larger than the 
mean of out of control state 1, the probability of state 3 
will increase and be chosen as the existing state. If the 
sample mean decreases to a value less than the mean of 
state 2, the probability of state 4 will increase and be 
chosen as the existing state. The likelihood ratio of the 
unknown, out of control state is determined by adding the 
likelihood ratios of each of the "dummy" states. This 
represents the probability that a sample is obtained given 
that the process is in a state having the mean greater or 
less than the known, out of control state means. The 
probability of the unknown, out of control state is then 
updated as above with Bayes theorem. 
The effectiveness of the Bayesian Assignable Cause 
Determiner as well as any other quality control scheme I 1S 
measured by the number of samples to signal when the 
process is out of control, and the number of samples 
between false alarms. The type I error is defined as the 
probability of signaling an out of control state when the 
process • 1S control. A related measure of the • in 
. ~\ 
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performance of control charts is the average run length. 
The average run length is the average number of samples 
that must be analyzed before a sample indicates an out of 
control condition. The average run length for a process 
~ 
that remains in control is 1/a ··~ That is, an out of control 
signal will be generated every 1/o samples on average when 
the process remains in control. If the process mean shifts 
from the in control value to another value, the probability 
of not detecting this shift on the first subsequent sample 
is defined as the beta risk or type II error. The most 
desirable quality control scheme is one that minimizes the 
probability of incorrectly determining an out of control 
signal and responds quickly to an actual shift in the 
process parameters. 
Initial simulation and investigation of the Bayesian 
Assignable Cause Determiner Scheme showed very quick 
response to shifts in the process mean of as little as .25 
• sigma. However, this high probability of detecting shifts 
(low type II error) was offset by many false out of control 
• 
signals being detected (high type I error). In order to 
control this probability of falsely detecting an out of 
control signal, a scheme was developed to smooth the 
probabilities over time, rather than using only the latest 
probability. Exponential smoothing was used to smooth the 
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the updated probabilities . Let SPt(j) be the smoothed 
. 
state probabilities at time t. Then: 
Where lambda is a value between zero and one. In this way, 
the probabilities of the states are smoothed with the 
previous sample probabilities. In figures 3-1 I 3-2 I and 
3-3, the plots of SPt(j) vs time with values of lambda of 
1.0, .5, and .1, respectively are shown for an example 
problem. In this example, the process remains in control 
for the first 30 samples and shifts to state one after 
sample 30. As seen in the plots, the probability of the in 
control state (SPt(O)) decreases and the probability of 
state one (SPt(l)) increases. The magnitude of the change. 
of these probabilities in time is dependent on the value 
chosen for lambda. As lambda increases, the probability of 
the in control state decreases with a steeper slope, and 
the process is determined to be out of control more quickly 
than with a smaller value of lambda. 
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Figure 3-1: Plot of SPt(j) vs time; lambda= 1.0, j=0,1,2 
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Figure 3-2: Plot of SPt(j) vs time; lambda= .50, j=0,1,2 
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Figure 3-3: PLot of SPt(j) vs time; lambda= .10, j=0,1,2 
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The effect of smoothing on reducing the type. I error 
can also be seen from the graphs. At about sample number 
22, sample data is obtained that is similar to the 
parameters of state 2. In all three plots, 
decreases apd SPt(2) increases with this sample. The 
effect of this sample is greater with a lambda of 1.0 than 
with a lambda of .1. As the smoothing constant is reduced, 
the effect of this sample data is reduced, lessening the 
chance of a false alarm. The smoothing effect of lambda 
slightly reduces the responsiveness of determining an out 
of control signal, but greatly reduces false signals. 
In summary, the parameters that govern the 
effectiveness of the BACD scheme are the initial state 
probabilities, the probability limits PLIM 1 and PLIM 2, 
the sample size and sample interval, and the value for the 
smoothing constant lambda. 
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4. - Hodel Development, complex cases 
. 
Many other changes to the • 1n control 
I 
process 
parameters ban cause a process to go out of control other 
than steps in the mean. The following is a discussion of 
two different out of control assignable causes, where the 
process mean exhibits a random walk and where the process 
mean exhibits a random trend. As with the step increases 
in the means, the parameters of the out of control 
assignable causes must be estimated. If the process mean 
exhibits a random walk, it can be represented by: 
where the process mean is increased/decreased by a random 
magnitude, at. Since a random walk does not have a known 
mean (as in the case of a fixed step change), it must be 
estimated for each sample. In order to evaluate the 
probability that the process mean is exhibiting random walk 
behavior, a forecast of the mean at time t must be made 
based on random walk behavior. 
Simple exponential smoothing provides the optimum 
forecast for the mean of a random walk. That is,· the 
forecast of Pt would be: 
-
34 \ 
-where y t is the mean of the current sample, is the 
• 
estimate of the mean made in period t-1, and alpha is the 
smoothing constant with a value between zero and one. The 
value for alpha is chosen such that the forecast error 
minimized. That is: 
-
- 2 2/ ua + uy n 
• lS 
If a state is described by the process mean 
exhibiting a random trend increase or decrease, it can be 
represented by: \ 
where P0 is the slope of the trend and at is random • noise. 
The mean for a state which has a trend increase/decrease, 
must also be forecasted for each sample. 
similiar to that of a random walk: 
This forecast • 1S 
Probabilities that the process is in a given state 
are determined for a random walk and' trend in the same 
manner as with increases/decreases in the mean. Instead of 
35 
using the known process mean, the forecasted values are 
used in determining the likelihoods and probabilities. Thus 
for each state Sj, an optimal forecast (under Sj) • 1S 
maintained. The forecast which performs best will indicate 
which state the process • 1S The forecasted process • in. 
means are used to evaluate individual state likelihoods. 
Let Then: be the forecast at time t for state j. 
~' 
Another assignable cause for the process going out of 
control is an increase in the variance of the process. The 
increase of the dispersion of a quality characteristic can 
cause just as many non-confor1ning products as a change in 
the mean. The R or S charts are traditionally used to 
determine if the dispersion of the process is in control. 
The development of the model for the Bayesian Assignable 
Cause Determiner is similar to the other assignable causes, 
differing only • in the estimation of the out of control 
process parameters and the distribution. 
As before, a state is defined where the variance· has 
increased or decreased tp a certain level: 
S(4): µ = µo ; <T = "'o + k<To 
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where k is a constant increase or decrease in the process 
variance. This new variance must be estimated in order to 
evaluate the probability that the process has shifted to 
this new state. 
the probability of 
In order to use Bayes theorem to update 
• a given state, the probability or 
likelihood of the sample data given that the process is in 
a certain state must be determined. When the process mean 
had changed due to an increase, decrease, random walk, or 
trend, the likelihood of the sample data given each state 
·was determined by first evaluating each likelihood and then 
dividing by the sum of the likelihoods. That is: 
In this manner, the probabilities of the process being • 1n 
each state were detetmined. In each of the previous cases, 
the variance was assumed constant for the in control state 
as well as the out of control states, and the likelihood 
that the sample mean equaled each state mean was 
determined. In the case of increased variance, the sample 
variance must be compared to each state variance. 
The likelihood of obtaining the sample data given 
that the variance had increased to a certain level has to 
. 
' 
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be calculated slightly differently than with a change in 
the process mean. Since the output quality characteristic 
being measured was assumed to be a random, normal, 
independent variable, the likelihood that the sample mean 
equaled a state mean was: 
I 
·1/2 {(Yt - µ.)/(O'{n)}2 
e l 
where Yt is the sample mean, µi is the forecast mean of 
state • 
.l ' Since and a is the process standard deviation . 
the distribution of the sample variance is not normal, the 
likelihood I variance that the sample equaled 
variance cannot be determined in this manner. 
If Y1 , Y2 , ... ,Yn is a random sample 
distribution. then the random variable 
n - 2 E (xi - x) 
i=l 
Since the sample variance is defined by: 
52 = 
n - 1 
The above may be rewritten: 
(n - 1) 82 
(72 
2 ~ X n-1 
,, 
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a state 
from N(µ,o- 2 ) 
• 
. . 
Thus, the sampling distribution 2 of (n - 1) S2/o- 2 is X n-1 when 
sampling from a no1mal distribution. Since the probability 
distribution of x2 is 
f(x 2) 1 ( 2) ( n / 2 )-1 - X 2 / 2 
- 2n/2f(n/2) X e 
and (n - 1) S2/<r 2 is X2n-1 when sampling from a normal 
distribution, the likelihood of that the sample variance 
equaled a state variance is then 
1 (n - 1) st2 (n/2)-1 
(1. 2 
l 
e 
(j. 2 
1 
The probability that the sample variance is obtained given 
that the process is in a given state, P(Dt1Si)' is obtained 
by determining the above likelihood and dividing by the sum 
of the likelihoods. The probability that the process is in 
a given state is then updated via Bayes Theorem. 
In the case where there • 1S both a possible meanc 
. . 
"8lnd/or variance change, the probability that the process is 
in a given state is: 
-
~\ 
That is, P(SifD) is equal to the product of the probability 
39 
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that the sample mean is equal to the state mean and the 
probability that the sample standard deviation is equal to 
the state standard deviation. 
-~-
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5. ANALYSIS OF BACD PARAIIBTBRS 
5.1 Experimental Design 
Simulations were performed to evaluate the effect of 
the parameters of the Bayesian Assignable cause Determiner 
technique on its effectiveness in determining the out of 
control state changes. The probability limits 1 and 2, 
smoothing constant lambda, initial state probabilities, and 
sample size, were varied to determine their effect on the 
type I and type II errors. The average run length of 
falsely detecting a change when the process remained • in 
control (type I error) and the average run length to detect 
when the process had gone out of control (type II error) 
were measured. A simple BACD scheme was set up to observe 
the effects of these parameters, with the process being 
defined aspeing in one of four states: 
S(O): µ = µ 0 
S( 1 ): µ = µ1 = µo + ~u 
S(2): µ = µ 2 = µ 0 - !u 
S(3): µ = µ 3 = µ 0 + l!u 
. µ = µ4 = µo - I!u 
~ . ' -· - ··.' .-.. _,, 
; u = O'o 
; O' = CTo 
; u = ua 
; u = uo 
; u = O'o 
State zero is defined as the state where the process 
mean and variance remain in control, states one and two are 
defined as having a mean increase/decrease of one-half 
sigma and constant variance, and state three is the "dummy" 
41 
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state where the mean changes to a level above or below the 
r 
mean of S(l) or S(2) and the process variance remains 
constant. State three is used to detect when the process 
mean has gone beyond the mean of S(l) or S(2). If the 
process mean did change to a value greater than either of 
these two states, the probability of that state would 
eventually I increase, causing the probability that the 
process • l.S in the in control state to drop below 
probability limit one. State three is introduced here to 
illustrate how the BACD scheme can be set up to provide a 
means to determine when the process has gone out of control 
but has not shifted to a predefined state. 
A simulation was performed with the process remaining 
' in control for 500 samples in order to evaluate the effect 
of the parameters on the type I error. The number of 
incidents that the BACD scheme incorrectly signaled that 
the process had gone out of control was recorded, with each 
state probabibility reset after each false out of control 
signal. All process parameters were reset to the initial 
values when a false out of control signal was detected. In 
this manner, the average number of times the process was 
falsely determined to be out of control in 500 samples was 
obtained From this, I error is (#OOC/500). the type I 
determined by dividing the #OOC/500 by 500. For ease of 
"' ,_. 
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notation, this will be defined as A1 . The average run 
length of an in control process (ARL I) can be determined 
from the #OOC/500 data by taking the inverse of this value 
divided by 500. 
The process changed to state 1 after sample 500, and 
the average number of samples to detect that the process 
went out of control (ARL II) and average run length to 
decide that the process changed to state one (ARL III) was 
determined for each parameter. B. and c. are defined as l 1 
the values of ARL II and ARL III, respectively. Each 
parameter setting was repeated 30 times in order to obtain 
an estimate of the sample mean and standard deviation of 
ARL I, .ARL II, and ARL III. 
5.2 Effect of Probability Limits 
As discussed above, the BACD scheme is based on two 
probability limits used to test whether the process has 
gone out of control and determine to which state the 
process has shifted. When the process has shifted to an 
out of control state, the probability of the process being 
in control decreases while the probability that the.process 
has shifted to a given state will increase. The magnitude 
of change of these probability values is based on the 
parameters of the BACD scheme, the estimated parameters of 
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the different states, and the parameters of the state that 
the process has actually shifted to. When the probability 
of the in control state becomes less than PLIM 1, the 
process is determined to be out of control. When the 
probability of out of control state i increases beyond PLIM 
2, the process is determined to be in that state. Due to 
the assumed relationship of probability limits one and two, 
PLIM2 = 1 - PLIMl, the process will always be determined to 
be out of control before or at the same time the process is 
determined to be in the out of control state. 
As with the control limits of an x-bar chart or the 
V-mask parameters of the cusum chart, the magnitude of the 
probability limits directly affect the type I and type II 
errors. In the Bayesian Assignable Cause Determiner scheme 
as PLIM 1 decreases, the number of samples needed to lower 
the probability of the in control state below the limit 
increases. Hence, the average run length to detect an out 
of control state increases with lower PLIM 1, as does the 
average run length of falsely detecting a change in an I in 
control process. The relationship between the probability 
limits and average run length for the I in process control 
and the out of control process was deter1nined for each of 
the parameters via simulation. Below is a comparison of the 
different probability limits and their effect on the type I 
.. 
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error, the number of samples required to detect that the 
Pz:.ocess had gone out of control, and the number of samples 
required to determine that the process had shifted to state 
~ 
1. The standard of A I ' B. ' and c. are also shown • errors in 1 1 i 
the below table. The other BACD parameters lambda, sample 
• 
• size, the initial state probability assignments and 
remained constant. 
Table s-1: BACD Performance at different PLIM 1 
./ (lamb.da = .4, n = 9, SPLO = .95) 
i PLIM 1 Ai+/- 1 SE 
1 .70 .0107 +/- .0008 
2 .65 .0073 +/- .0007 
3 .60 .0061 +/- .0008 
4 .55 .0043 +/- .0004 
5 .50 .0034 +/- ... 0005 
6 .45 .0019 +/- .0003 
7 .40 .0009 +/- .0002 
8 .35 .0015 +/- .0004 
9 .30 .0007 +/- .0002 
10 .25 .0008 +/- .0002 
11 .20 .0005 +/- .0002 
12 .15 0 +/- 0 
.. 
In table 5-1, A, 
i 
Bi+/- 1 SE Ci+/- 1 SE 
3.40 +/- .28 3.47 +/- .27 
4.00 +/- .38 4.12 +/- .36 
4.57 +/- .45 4.70 +/- . 4 3 
3.87 +/- .24 4.07 +/- .25 
4.23 +/- .27 4.40 +/- .27 
6.03 +/- .47 6.13 +/- .46 
5.30 +/- .61 5.40 +/- .68 
6.33 +/- .54 6.40 +/- .53 
7.17 +/- .56 7.30 +/- .57 
7.50 +/- .41 7.53 +/- .41 
7.37 +/- .42 7.47 +/- .43 
8.27 +/- .52 8.43 +/- .53 
represents the type I error 
·' 
(#OOC/500)/500, B. 
1 
represents the average run length to 
detect the one-half • sigma • increase • in mean, and. c. 1 
represents the average run length to conclude that the 
process has shifted to state 1. For example, when PLIM 1 
was .45, the process had a type I error 
1
of .0019, the 
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average run length to detect that the process had gone out 
of control was 6.03, and the average run length to 
determine that the process had shifted to state 1 was 6.13. 
The number of times the process is determined to have 
gone out of control in the 500 samples taken when the 
process was actually in control is a random, independent 
variable since the simulation parameters are reset and 
randomized after each detection. The sample mean of the 
A. 's, B. 's, and c. 's are obtained from the average of ~the 
1 1 1 
30 repetitions and are normally distributed, independent 
random variables. The sample means are assumed to be 
normally distributed by the central limit theorem which 
states that the sum of the A. 's · which are independent 
1 
random variables is approximately normal, regardless of the 
distribution of the individual variables. 
The effect of probability limit one on the type I 
error is shown in figure 5-1, with the average run length 
of falsely detecting a change when the process remains in 
control plotted vs PLIM 1, with the other BACD parameters 
constant. The effect of PLIM 1 on the type II error at the 
same values of lambda, SPL0 , and n is shown in figure 5-2, 
with the average run length to detect the change being 
plotted vs PLIM 1. As PLIM 1-decreases, the type I error 
is greatly reduced and with a PLIM 1 of less than .40, the 
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average run length of an in control process before a change 
is detected is greater than 500 samples. The average run 
length to detect a state change increases from an average 
.. 
run length of about 4 samples with a PLIM 1 of .70 to an 
ARL II of about 8 samples with a PLIM 1 of .15. The 
average increase in the ARL II is approximately .4 samples 
for each decrease in PLIM 1 of .05. 
The effect of PLIM 1 on the type III error as 
measured by the average number of samples required to 
conclude that the process had shifted to state 1 is very 
similar to the effect of PLIM 1 on the type II error, 
ARL III is only slightly larger than ARL II in this 
• since 
case. 
As seen in table 5-1, the average number of samples to 
determine which state the process has shifted to • 15 
slightly greater than the number of samples to detect that 
the process has gone out of control. The magnitude of the 
difference is less than a half additional sample in every 
case. 
r 
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• Figure 5-1: Effect of PLIM 1 on Type I Error (Simulation) 
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Figure 5-2: Effect of PLIM 1 on Type II Error (Simulation) 
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-5.3 The Bffeot of the smoothing Constant Lambda 
The effect of the smoothing constant lambda on tl\e 
average run lengths was evaluated at four levels, .1, .4, 
.7, and 1.0. A value of 1.0 for lambda does not smooth the 
state probabilities at all and results in evaluating only 
the most recent probability calculation for each state. The 
smaller values of lambda result in less weight being 
assigned to the most recent state probabilities. For 
example, a lambda of .10 places 10% of the weight on the 
most recent probability calculation and 90% of the weight 
on all of the preceding probabilities. 
As explained above, this smoothing factor has an 
effect on both the type I and type II errors. With more 
weight being I given to the most recent probability 
calculations, the run length to detect an out of control 
state decreases. The run length of incorrectly determining 
an out of control state also decreases. As lambda 
approaches one, the type I error increases while the type 
II error decreases. Conversely, as lambda approaches zero, 
the type I error decreases while the type II error 
• increases. Carlo The effect as determined by Monte 
simulation of lambda on the probability that the process is 
in a given state was shown in figures 3-1, 3-2, and 3-3 f7"'. 
above. Table 5-2 below shows the effect of lambda on the 
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type I error (Ai)' ARL II (Bi)' and ARL III (Ci) for equal 
values of n, PLIMl, and SPL0 . 
• 1 
-
1 
2 
3 
4 
Table s-2: BACD performance at different lambdas 
(n = 9, PLIMl = .4,SPL0 = .95) 
lambda 
.10 
. 40 
.70 
1.00 
Ai+/- 1 SE 
0 +/- 0 
.0009 +/- .0002 
.0040 +/- .0005 
.0080 +/- .0007 
Bi+/- 1 SE 
12.57 +/- .61 
5.30 +/- .61 
3.97 +/- .32 
3.93 +/- .39 
Ci+/- 1 SE 
13.13 +/- .62 
5.40 +/- .60 
4.03 +/- .33 
4.07 +/- .38 
The relationship between the values of lambda and 
type error is shown The average run • in Figure 5-3. I 
length of falsely detecting an out of control state • is 
plotted vs probability limit 1 for lambda= .1, .4, .7, and 
1.0. lambda • increases, the average run length to As 
falsely detect a change increases when the process 
control. 
• • lS ln 
The average run length to determine that the process 
has gone out of control vs probability limit one for 
different values of lambda is shown in Figure 5-4. As 
lambda increases, the type II error decreases but with ·1ess 
magnitude with increasing lambda. For example, the ARL II 
was lowered more as lambda increased from .1 to .4 than as 
lambda increased from .4 to .7. Even less of a reduction 
51 
in the type II error is achieved by increasing lambda to a 
value greater than .7. The same is true for the effect of 
lambda on the average number of samples to conclude that 
the process has shifted to state 1, the type III error. 
The difference between the number of samples to detect that 
the process has gone out of control vs the number of 
samples to detect that the process has shifted to state 1 
is less than .2 samples for lambda equal to .4, .7, and 1. 
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Figure 5-3: Effect of Lambda on Type I Error (Simulation). 
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5.4 The Effect of sample Size 
As with traditional quality control techniques, the 
effectiveness of the BACD scheme improves with a larger 
sample • size. • 1S • a comparison of the type I error Below 
(A.), ARL II (B.), and ARL III (C.) for four sample 1 1 1 • sizes 
with constant PLIMl, lambda, and SPL0 • 
• l 
1 
2 
3 
4 
Table 5-3: BACD Performance at Different (lambda -
. 4 ' PLIMl -
Ai +!- 1 SE n 
-
3 .0028 +/- .0006 
6 • 0023 +/- . 0004 
9 .0009 +/- .0002 
12 .0017 +/-.0004 
-
- .49, SPL0 - . 95) -
Bi +/- 1 SE 
10.80 +/- .91 
6.47 +/- .64 
5.30 +/- .61 
5.03 +/- .38 
N 
Ci +/- 1 SE 
11.20 +/- .89 
6.83 +/- .60 
5.40 +/- .60 
5.10 +/- .38 
The relationship between the four sample sizes and 
\ 
average run length of the in control process and average 
run length of the out of control process is shown in figure 
5-5 and figure 5-6, respectively. ARL I increases slightly 
with a larger sample size, and ARL II decreas~s slightly 
with a larger sample size. The incremental gain in average 
J 
run length to detect the state change becomes less as the 
sample size increases, and becomes very small as the sample 
size increases beyond a sample size of nine. The effect of 
55 
sample size on the type III error is very similar to the 
effect of sample size on the type II error, with the 
additional samples required to determine which state the 
process shifted to much less than one. 
--·. 
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5.5 Bffect of state Probability Estimates 
In order to update the probability that the process 
is in a given state via Bayes theorem, an initial estimate 
of the state probabilities was required. This value was 
also used as the state probability lower limits, the limits 
used to prevent the state probabilities from going to zero. 
The probability that the process was in the in control 
state was set at two different levels, .99 and .95. The 
probability limit of the "dummy" state 3 remained constant 
at .001, and the probability of state 1 and state 2 were 
then each assigned: 
• for 1 - 1,2 
which correspond to values of .0045 and .0245 for the two 
cases. These values were used to initialize the 
probability of each state and then acted as the lower limit 
for each state probability. That is, if the probability of 
state 1 was determined to have gone below SPL1 through the 
application of Bayes theorem, the probability of state 1 
was assigned the value of SPL1 . Below is the comparison of 
the effect of the two probability assignments on the type I 
59 
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Table 5-4: BACD Performance at Different SPLi 
(lambda= .40, PLIMl = .40, n = 9) 
1 
2 
SPLO 
.99 
.95 
Ai+/- l SE 
.0002 +/- .0001 
.0009 +/- .0002 
Bi+/- 1 SE 
7.47 +/- .56 
5.30 +/- .61 
Ci+/- 1 SE 
7.53 +/- .56 
5.40 +/- .60 
The effect of the SPL0 assignments on the type I and 
type II errors is shown graphically in figure 5-7 and 
figure 5-8. From these figures and table 5-4, it is clear 
that the initial estimate of the state probabilities has a 
detectable effect on the type I, type II, and type III 
error. Care should be taken to determine fairly accurate 
initial state probability estimates when initializing the 
BACD scheme parameters. 
The above discussion compares the effects of the BACD 
parameters on ARL I, ARL II, and ARL III. The effect of 
each parameter on the performance of the BACD technique I lS 
very important in order to properly set each~parameter to 
maximize the effectiveness of the scheme. As with the 
traditional quality techniques, • lS a control their 
trade-off between the type I and type II error and the BACD 
parameters can be set in such a way to achieve the desired 
type I or type II error. 
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,. COMPARISON WITH TRADITIONAL TECHlfIQUBS 
,.1 Theoretical comparison 
Through the analysis of the effect of the BACD 
parameters on the ave~age run lengths; values for the 
smoothing constant lambda, initial state probability levels 
SPLi' sample size n, and probability limits PLIM 1 and PLIM 
2 can be determined to achieve a desired type I and type II 
error for each case. In order to compare the Bayesian 
./ 
Assignable Cause Determiner to traditional quality control 
techniques such as the x-bar and cusum charts, parameters 
of BACD scheme were chosen to I give the approximate 
alpha-risk of the x-bar chart of .0027, or an ARL I of 370 
samples. 
Once these parameters were chosen, the type I and 
type II errors were compared for the BACD technique and the 
theoretical performance of equivalent x-bar and cusum 
charts I Vl.a This is shown below in table 6-1. simulation. 
The type I error is represented by the average number of 
samples taken '"" before \~ the process is falsely detected to 
have gone out of control when the pr6cess I remains • in 
control, ARL I. The type II error is represented by the 
average number of samples required to detect that the 
process has gone out of control, ARL II. 
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Table ,-1: BACD comparison with Traditional Methods (TRIO) (Based on an increase in mean of one-half sigma) 
METHOD N ARL I 
BEST 
ARL II METHOD 
------ ... --... -------... -------------------------------~-----------BACD; lambda= .4,PLIMl=.40 
X-BAR CHART, 3o LIMITS 
X-BAR, TYPE I EQV. ( 3o) 
X-BAR, TYPE II EQV.( 2.180) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
BACD; lambda - .4,PLIMl=.40 -
X-BAR CHART, 3o LIMITS 
X-BAR, TYPE I EQV. ( 3.070) 
X-BAR, TYPE II EQV. (2.240) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
BACD; lambda - .4,PLIMl=.40 -
X-BAR CHART, 3o LIMITS 
X-BAR, TYPE I EQV. (2.930) 
X-BAR, TYPE II EQV. (2.350) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
BACD; lambda = .4,PLIMl=.40 
X-BAR CHART, 3o LIMITS 
X-BAR, TYPE I EQV. (2.990) 
X-BAR, TYPE II EQV. (2.340 ) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
3 
3 
3 
3 
3 
3 
6 
6 
6 
6 
6 
6 
9 
9 
9 
9 
9 
9 
12 
12 
12 
12 
12 
12 
357 
370 
357 
34 
357 
178 
442 
370 
442 
40 
442 
164 
294 
370 
294 
53 
294 
294 
350 
370 
350 
52 
350 
171 
10.8 
60.3 
60.3 
10.8 
12.7 
10.8 
6.5 
26.6 
31.1 
6.5 
8.0 
6.5 
5.0 
15.0 
13.1 
5.0 
5.0 
5.0 
3.7 
9.8 
9.6 
3.7 
4.2 
5.0 
* 
* 
** 
** 
** 
* 
The control limits of the x-bar charts were modified 
to provide equivalent ARL I or ARL II of the BACD scheme. 
The corresponding type II or type I error was calculated 
based on these revised control limits. The paramaters of 
the cusum charts were also set up so as to provide 
equivalent ARL I and ARL II. The corresponding type II or 
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·- type I error was determined for the parameters chosen. This 
was obtained through interpola~ion of the Cumulative-Sum 
Control Chart Parameters table by Bowker and Liebetman 
(1972). 
In order to fairly compare the x-bar chart to the 
proposed BACD technique, it was necessary to change the 
control limits from +/- 3 sigma in order to define a 
quality control scheme for the x-bar chart with a specified 
type I or specified type II error. Table 6-1 above shows 
the two revised x-bar chart parameters as well as a 
standard+/- 3 sigma x-bar chart for sample sizes of 3, 6, 
9, and 12. As stated above, the average run length for 
the x-bar chart with+/- 3 sigma limits for an in control 
process is 370 for each samples size. For an x-bar chart 
with +/- 3 sigma limits,, the average run length to 
determine that the process mean had increased by 1/2 sigma 
was determined from evaluating the type II error. The type 
II error is defined as the probability of not detecting a 
shift on the first subsequent sample after the change. 
That is: 
-
Type II error= /J = P{LCL ~ x $ UCL Iµ= µ 0 + ku} 
·, 
Since x "' N(µ,c1 2 /n) and the upper and lower control 
limits are + 3u / {ii and - 3u / {n, 
UCL - (µ + ku) /3 = ~ 
t1/{n 
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_ ~ lrLCL - (µ + kO') 
. u/{n 
I 
/J = ci, µ + Jq I f'ii - (µ + kO') _ ~ 
O'/{n 
µ - 3q/{n - (µ + kO') 
O'/{n 
/3 = <I> (3 - kfn) - ~ (-3 - k{ii) 
Since f3 represents the probability that the shift 
will be detected on the first subsequent sample, the 
expected number of samples needed to detect the shift, ARL 
II, • 1S for the x-bar chart. The ARL II values 1/(1-,3) 
for the x-bar chart with+/- 3 sigma limits for each sample 
size are shown in table 6-1 above. 
Because the BACD results for ARL I and ARL II do not 
match those for a standard x-bar chart, control limits were 
revised to match the ARL I and then determine the 
corresponding ARL II, and to match the ARL II and determine 
the corresponding ARL I. The determination of the x-bar 
chart parameters with a given sample size and desired type 
II error is as follows: 
a - l 
- ARL I where a = the type I erro'r of the BACD scheme 
a= P{ x > UCL} + P{ x < L,CL} .. where x ~ N(µ, u/{n) 
-
a= 2 P{ x > UCL} 
Q' = 2 <I 1 - X - µ + k..fn 
u/ {ii 
-
since P{ x > UCL} = P{ x < LCL} 
where k is the control limit multiplier +/- .. ku 
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After the control limits are revised in the above 
manner to construct a quality control scheme with 
equivalent type I error as the BACD results, the type II 
error is calculated as such: 
{3 = ~ ( 3 - k{ii) - ~( -3 - k{n) 
The average run length to detect the change with the 
revised control limits· is then 1/(1-,B)(ARL II). 
Revised control limits for the x-bar chart were also 
determined to achieve equivalent type II errors of the BACD 
scheme for each sample size. From these control limits, 
the corresponding type I error was calculated. The 
derivation is as follows: 
/3 = l - ARi II where /3 is an estimate of the type II error of the BACD scheme 
f3 = <P( K - k{ii) - ~(-K - k{n) K is the revised control limit multiplier+/- Ko-
k is the magnitude of the mean change in O". 
/3 = <P( K - k{ii) 
~-
1(/3) = K - k{ii 
If k > 0, ~( -K - k{n) approaches 0 
when K is relatively large (K > 2) 
Solving for K: K = <I>- 1(/3) + k{ii where /3 can be estimated from 1 - ARl, II 
Thus, an x-bar chart is defined with +/- K • sigma 
control limits having equivalent type II error as the BACD 
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scheme for each sample size. The type I error of this 
revised x-bar chart is then: 
0 = P{point falls outside of revised control limitsf process is in control} 
(l = P{ X > UCL} + P{ X < LCL} where x '"'J N(µ, u/{n) 
o = 2 P{ x > UCL} since P{ x > UCL} = P{ x < LCL} 
o: = 2 (1 - <l>(K)) 
The average run length the x-bar chart without 
incorrectly detecting an out of control signal can be 
calculated from 1/ 0: I ARL I. The type I errors gi~en a 
type II error equivalent to that of the BACD scheme were 
dete1mined for each sample size. 
The effectiveness of the BACD scheme is also compared 
to the CUSUM chart. As was done with the x-bar chart, the 
average run length to detect a change using a cusum chart 
with equivalent type I error was determined. That is, the 
parameters of the chart were chosen so as to give the 
desired ARL I and the corresponding ARL II was then 
determined. Conversely, parameters of the cusum chart were 
also chosen to give the equivalent ARL II as the BACD 
scheme for a given sample size. 
Bowker and Lieberman (1972) provide a table for 
'68 
..... 
obtaining cusum parameters to minimize the average run 
length to detect a change when the average run length of 
the in control process and the increase in the process mean 
The deviation from target value • in can be specified. 
standard deviations was determined for each of the sample 
sizes. This was obtained by dividing the shift in the 
process mean by u I {ii • This deviation from target was 
calculated to be .87, 1.22, 1.5, and 1.73 for an • increase 
in process mean of 1/2 sigma and sample sizes of 3, 6, 9, 
and 12, respectively. From these values, parameters of the 
cusum chart were chosen to obtain the ARL II of the BACD 
scheme. Through interpolation of Bowker and Lieberman's 
chart, the corresponding value for ARL I was determined. 
Similarly, the average run length to detect a change given 
a specified ARL I was determined. The interpolations of 
these parameters to obtain the average run lengths is shown 
in appendix A. 
From this, a comparison can be made between the BACD 
scheme and the x-bar and cusum charts with equivalent type 
I or type II error. In figure 6-1, the relationship 
between the type II error of the three schemes is shown. by 
the average run length to detect an out of control signal 
plotted vs the four sample sizes. The average run lengths 
for each method are based on an equivalent type I error for 
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each sample size, but ditter at different sample sizes. 
The purpose of the graph is to. show the relationship of the 
three methods at each sample size not the relationship 
between sample sizes. Since the sample sizes do not have 
equivalent type II errors, the relationship between sample 
size and type I average run length is not valid. 
As shown by figure 6-1 and table 6-1, the BACD scheme 
resulted in a shorter average run length to detect an out 
of control signal than the cusum and x-bar charts for this 
case. For example, at a sample size of 6 the BACD scheme 
falsely signaled out of control when the process was 
actually in control once every 442 samples. The average 
run length for the ,BACD scheme to detect a 1/2 sigma 
increase in the mean was 6.5 samples. In order to falsely 
determine that the process had gone out of control once 
every 442 samples, the control limits for an x-bar chart 
must be • set at +/- 3 ."07 sigma. An x-bar chart with these 
control limits results in an average run length of 31.1 
samples to detect a 1/2 sigma increase in the mean. Thus, 
the BACD scheme is much more effective technique at 
detecting the change in this case (6.5 samples vs 31.1). 
In all • sizes, BACD technique required the sample 
considerably less samples be taken to detect the change 
than an x~bar chart with equivalent type I error. 
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The BACD scheme also resulted in quicker detection of 
the mean increase than the optimum cusum chart in three of 
the four sample sizes. For example, with a sample size of 
6, the BACD scheme falsely detected that the process had 
gone out-of-control once every 442 samples and detected the 
increase in the mean in 6.5 samples on the average. A 
cusum chart set up to provide an in control average run 
length of 442 results in an average run length of 8.0 
samples. Thus, the BACD scheme provides quicker detection 
of the mean increase (6.5 samples vs 8.0) while providing 
an equivalent ARL I. 
The relationship between the average run length to 
falsely detect a change in an in control process is shown 
for the three techniques in figure 6-2. As with figure 
6-1, the type II error is constant for each scheme at a 
t .. 
given sample size but is not constant between sample sizes. 
With a specified type II error, the resulting type I error 
is much better for the BACD technique than the other 
techniques. With an average run length of 10.8 to detect a 
change in the mean of 1/2 sigma at a sample size of three, 
the control cha~t parameters of the x-bar chart must be set 
so tight (+/- 2.18 sigma) that a false signal is detected 
every 34 samples of an in-control process. The cusum 
parameters set to detect the change in 10.8 samples result 
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in a false signal being detected every 178 samples. 
,.2 Simulation Comparison 
The above analysis shows that the BACD scheme set up 
to detect an • increase in the mean of 1/2 sigma performs 
better thari the theoretical results of the x-bar and cusum 
charts in the example case. In order to further test the 
BACD, traditional techniques are simulated under the same 
conditions as the BACD scheme. The performance of an x-bar 
and S chart and two exponentially weighted moving average 
charts are compared to the BACD scheme. The data for the 
traditional charts was obtained with 100 repetitions of 
running the process in control for 500 samples and counting 
the number of false signals, with the parameters of the 
charts being reset after each false signal. If an 
out-of-control signal was detected in the first 500 
samples, the run counters for the x-bar chart were reset to 
zero, and the exponentially weighted moving average for the 
two charts was set back to the in control mean. The 
average run length to detect the change when the process 
went out of control after sample 500 was also obtained for 
each chart. 
The x-bar and S chart schemes were constructed with 
+/- 3 sigma control limits and additional decision 
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criteria. This additional decision criteria consisted of 
determining that the process was out of control if a run of 
more than seven consecutive points was detected on either 
chart. A run was defined as a run of points above or below 
the center line, or a run of points up or down. The 
process was also determined to be out of control if more 
than two consecutive points fell above or below the 2 sigma 
limits. For notation ease, the x-bar ands charts with the 
3 sigma limits and the additional decision criteria will be 
-
defined as X*-bar and S* charts, respectively. 
Exponentially weighted moving average charts were set 
up with a weighting factor r of .5 and .1 where the 
geometric moving average zt is monitored: 
The control limits for the EWMA chart after a small number 
of samples are: 
-
-
UCL= X + 3o- ~(2 _rr) 
-
-
LCL = X - 3o- ~(2 _rr) 
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With a weighting value of.5, the most recent sample mean 
has a weight of 1/2 and the other sample means have weights 
adding to 1/2 with the weights decreasing exponentially 
from the more recent samples. Since an EWMA chart with r = 
o is similar to a cusum chart, the EWMA chart with r -
- . 1 
will approximate the performance of a cusum chart. Below 
is a comparison of the BACD scheme with the type I error 
(Ai) and ARL II (Bi) of the X*-bar and the two EWMA charts 
in detecting a shift in the process mean of 1/2 sigma. 
Table 6-2: BACD comparison With Traditional Methods (Sim.) 
(Sample size equals 6 for all methods) 
• 1 
1 
2 
3 
4 
Method Ai+/- 1 SE 
X*-bar Chart .0111 +/- .0007 
Bi+!- 1 SE 
8.29 +/- .66 
9.49 +/- .83 
8.69 +/- .46 
6.47 +/- .35 
EWMA; r=.5 .0025 +/- .0002 
EWMA; r=.1 .0029 +/- .0005 
BACD;lambda=.4, .0023 +/- .0002 
SPL0=.95, 
PLIMl=.40 
Since the values for A. and B. ]. 1 are normal random 
variables, the t 
0 
statistic is used to evaluate the 
statistical hypotheses that the A. 'sand B. 's are less for 
1 1 
the BACD scheme. From this, conclusion can be made if the 
performance· of the BACD technique is better than the other 
methods for these particular assumptions. 
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BAco vs x•-bar (type I error measure) 
Ho: Al= A4 where Al= .0111 +/- .0007 
Hl: Al> A4 A4 = .0023 +/- .0002 
>> t = 3.37 
.0005,128 
Reject Ho. 
BACD vs X*-bar (type II error 
Ho: Bl= 84 
Hl: Bl> B4 
t = 1.8 > 
0 ' 
Reject Ho. 
t 
.05,128 
"fl' 
measure) 
where Bl= 
B4 = 
= 1.66 
8.29 +/- .66 
6.47 +/- .35 
The BACD scheme has detectably lower type I error measured 
by A. 
1 
and shorter average run length to detect the 1/2 
sigma change in the mean as measured by B. (6.47 samples vs 
1 
8.29). 
BACD vs EWMA, r=.5 (type I error measure) 
Ho: A2 = A4 where A2 = .0025 +/- .0002 
Hl: A2 > A4 A4 = .0023 +/- .0002 
t = .5 < 
0 
t 
.25,128 
Cannot reject Ho. 
- .67 
BACD vs EWMA, r=.5 (type II error measure) 
Ho: B2 = B4 where B2 = 9.49 +/- .83 
Hl: B2 > B4 B4 = 6.47 +/- .35 
> t = 2.36 
.01,128 
Reject Ho. 
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In comparing the BACD scheme with an EWMA chart with 
r=.5, no detectable difference is found between the type I 
errors, but the average run length to detect the change was 
greater for the EWMA technique. The two charts have equal 
average run length of an in control process, yet the BACD 
chart detects the change quicker. 
BACD vs EWMA, r=.1 (type I error measure) 
Ho: A3 = A4 where A3 = .0029 +/- .0005 
Hl: A3 > A4 A4 = .0023 +/- .0002 
t = .86 < 
0 
t - 1.28 
.10,128 
Cannot reject Ho. 
BACD vs EWMA, r=.1 (type II error measure} 
Ho: B3 = B4 where BJ - 8.69 +/- .46 
Hl: B3 > B4 B4 = 6.47 +/- .35 
t = 2.7 
0 
Reject Ho. 
> t 2.6 
.005,128 
In this • comparison, the type I errors between the EWMA 
chart with r=.l and the BACD scheme are not different. The 
average run length • requires more to detect the change 
samples for the EWMA with r=.l than the BACD scheme. 
The above statistical hypotheses tests reinforce the 
thesis that the BACD scheme performs better than the X*-bar 
• 
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chart and the two EWMA charts. The BACD scheme requires a 
shorter average run length to determine a change in the 
process than the other charts, and accomplishes this with 
equal or better type I error. 
., 
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7. Brl'BBSIOH OP BACD TO COKPLBX CASBS 
7.1 Robustn••• of BACD Performance 
The above discussion and analysis shows the effects 
of the • various parameters on the perfo1mance of the BACD 
technique. The above also serves as a basis for comparison 
with traditional quality control techniques for detecting a 
simple step increase in the mean. Since the results above 
hold true only for the scenario discussed, the performance 
of additional BACD schemes is now compared to traditional 
techniques. The next case to be discussed is where the 
process goes out of control, but does not change to one of 
the predefined states. 
It was conclusively proven above that a BACD scheme 
• 
can be defined to detect a step increase in the mean of 1/2 
sigma quicker than traditional techniques with equal or 
better type I error. This is the case where the BACD 
defined parameters of the out of control state match those 
of the actual state change that occurs. That is, state one 
was defined by an increase in mean of 1/2 sigma and when 
the process mean did increase to this level, BACD detected 
the change in the 1e·ast amount of samples with equivalent 
false alarm rate. The perform~nce of the BACD scheme 
.... 
defined above will now be evaluated, 'when the pr_ocess mean· 
increases to a value not equal to the mean of one of the 
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predefined states. The above BACD scheme was defined with 
four states. State zero was the in control state, state 
one was defined by the process having a mean increase of 
1/2 sigma, state two was defined by the process having a 
mean decrease of 1/2 sigma, and state three was defined as 
having a process mean increase of 1.5 I sigma or a mean 
decrease I sigma. Below I 15 a comparison of the of -1.5 
perfotmance of this BACD scheme with the theoretical 
perfo:t·mance of the traditional techniques of detecting a 
mean increase of 1/4 sigma with the states being defined as 
such: 
S(O): µ = µo 
S( 1 ): µ = µ1 = µo + !O' 
S(2): µ = µ2 = µo - !O' 
S(3): µ = µ3 = µo + l!O' 
µ = µ4 = µo - l!u 
• 
; u = ua 
·u-u 
' - 0 
• O' - O' 
' - 0 
; u = ua 
Table 7-la: comparison when Process Shifts to Other than 
Pre-defined state (Theoretical). (process mean increases 1/4 sigma; n=6) 
METHOD 
BEST 
N ARL I ARL II METHOD 
-------------------------------------------------.... ---... -------BACD; lambda=.4,PLIMl=.40 
X-BAR CHART, 3 SIGMA LIMITS 
X-BAR,TYPE I EQV. (3.070) 
X-BAR,TYPE II EQV. (2.240) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
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6 
6 
6 
6 
6 
6 
442 18.8 
* 370 115 
442. 144 
40 18.8 
442 23.5 
186 18.8 
In the same manner as the comparison in section 6.1, 
equivalent quality control ,schemes were determined to 
provide equivalent type I or type II error for the x-bar 
and cusum charts. As shown by table 7-la, the BACD scheme 
detects the change in 18.8 samples on the average with an 
average in control run length of 442 samples. For a 
standard +/-3 sigma x-bar chart to detect a change in the 
mean of 1/4 sigma, 115 samples are required and the type I 
error is worse than this BACD scheme. In order for an 
x-bar chart to have an in-control run length of 442 
samples, the control limits must widened to+/- 3.07 sigma, 
increasing the number of samples required to detect a mean 
change of 1/4 sigma to 144. This is much greater than the 
18.8 samples required to detect the change with the BACD 
scheme with corresponding type I errQ~. An x-bar quality 
~' 
scheme that would detect a change in the mean of 1/4 • sigma 
in 18.8 samples would require control limits set at+/-
2.24 sigma resulting in false out of control signals being 
de~ected every 40 samples. It is clear that when the mean 
shifts to 1/4 sigma, the BACD scheme is better than the 
x-bar chart at detecting this change even if an out of 
control state is not exactly defined as such. 
The BACD scheme also performs better than the cusum 
chart in this case as shown in table 7-la. A cusum chart 
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with equivalent in control average run length of 442 would 
result in the change in mean of 1/4 sigma being detected in 
23.5 samples vs 18.8 for the BACD scheme with an ARL I of 
442. Conversely, in order for a cusum chart to detect the 
change in 18.8 samples, the in control average run length 
decreases to 186. This would result in much more false 
alarms than the corresponding BACD scheme. These values 
for the performance of the cusum chart were obtained as • in 
section 6.1, through interpolation of Bowker and 
Lieberman's chart. 
Below is a comparison of the performance of the BACD 
scheme with the theoretical performance of the other 
methods when the mean increases to one sigma (table 7-lb) 
and three sigma (table 7-lc). 
Table 7-lb: Comparison when Process Shifts to Other than 
Pre-defined State (Theoretical). 
(process mean increases 1 sigma; n=6) 
METHOD ARL I l BEST ARL II METHOD ______________________________________ ... ____ ,_..__._, ___________ 
BACD; lambda= .4,PLIMl = .40 
X-BAR CHART, 3 SIGMA LIMITS 
X-BAR,TYPE I EQV. (3.070) 
X-BAR,TYPE II EQV. (3o) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
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6 
6 
6 
6 
6 
6 
44.2 
370 
44.2 
370 
442 
>500 
3.4 
3.4 
3.7 
3.4 
< 3 
3.4 
C 
* 
* 
•• 
Table 7-la: coaparison when Proo••• Shifts to Other than 
Pre-4etine4 state (Theoretical). 
METHOD 
(process mean increases 3 sigma; n=6) 
BEST 
N ARL I ARL II METHOD 
--~-----------41111a---------------------------------~----... -----
BACD; lambda= .4,Pu!Ml = .40 
X-BAR CHART, 3 SIGMA LIMITS 
X-BAR,TYPE I EQV. (3.070) 
X-BAR,TYPE II EQV. (7.30) 
CUSUM CHART, TYPE I EQUIV. 
CUSUM CHART, TYPE II EQUIV. 
6 
6 
6 
6 
6 
6 
442 
370 
442 
442 
>500 
2.0 
1.0 
1.0 
2.0 
< 2 
2.0 
* 
From table 7-lb, it is evident that this BACD scheme 
perfozms better than the x-bar chart for detecting the mean 
increase of one sigma. At equivalent ARL I, the ARL II • 1S 
less for the BACD scheme (3.4 vs 3.7), and at equivalent 
ARL II, the ARL I is greater for the BACD scheme (442 vs 
370) . The x-bar chart is more effective at detecting a 
change in the mean of three sigma than this BACD scheme as 
seen in table 7-lc. The x-bar chart will detect the change 
one sample after it occurs in almost every instance, while 
~ 
the average run length for the BACD scheme to detect a 
change is about 2 samples. The x-bar chart performs better 
than BACD schemes at detecting large process shifts, where 
an ARL II of two or less can be obtained. The BACD scheme 
will have difficulty detecting a shift in less than two 
samples due to the smoothing constant and the nature of 
Bayes theorem where the probabilities are updated based on 
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the previous probabilities. 
The cusum chart performs better than this BACD scheme 
in the case where the mean increases by one sigma and where 
the mean • increases cusum chart by three • sigma. The 
performance in these cases is estimated from extrapolation 
of the Bowker and Lieberman table, since deviations from 
target value of 2.45 and 7.35 are greater than any tabular 
deviations and also greater than the values on the nomogram 
published by Goel and Wu (1971) to determine 
parameters. 
cusum 
7.2 Performance of BACD With Mean Increases and Trend 
The following is an example of a different BACD scheme 
(BACD 2) where the out of control states consist of the 
process mean exhibiting a 1/2 sigma increase, a one • sigma 
increase, or a trend down. This BACD scheme will be 
defined to monitor a process where from past historical 
data the process remained in control 95% of the time and 
had an in control process meanµ and variance u 2 • The 
inititial probabilities of states 1, 2, and 3 were assigned 
values of .02, .02, and .01, respectively. The parameters 
for these out of control states were estimated through 
analysis of the measured quality characteristic when these 
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failures were known to have occurred. The states were 
defined as the following: 
S(O): µ = µo 
S( 1 ): µ = µ 1 = µ0 + !u 
S(2): µ = µ 2 = µ 0 + Iu 
S(3): µ = µ3 = µt-1 + f3o + at 
; <r = <r O In control state 
; u = u 0 Step increase in mean 
; u = u 0 Step increase in mean 
; u = u 0 Random trend, /3 0 = -u/20 
As before, the simulation remained in control for 500 
samples to determine the number of false signals in the 500 
samples. If a false signal was detected, the state 
probabilities were reset to their original values and the 
remaining of the 500 samples was run. If a false signal 
was detected in the X*-bar chart, the run counters were set 
back to zero; and if a false signal was detected in an 
EWMA chart, the EWMA for that chart was reset to the • in 
control process mean. The average run length to conclude 
that the process had gone out of control was determined for 
each of the three state changes also. The BACD parameters 
were set at lambda= .40, PLIMl = .60 and n = 6. Below is 
a comparison of the type I error (A.) and the average run 
l. 
length to detect the 1/2 sigma increase in mean (Bi) for 
the X*-bar chart with 3 sigma limits plus the additional 
decision criteria described in section 6-2 above, and the 
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two EWMA charts with r =.sand r • .1. The number of 
repetitions of the BACD 2 simulation was 30, and the 
simulated data for the other techniques is the same as that 
in Table 6-2 with the number of repetitions being 1q.o. 
Tabla 7-2a: BACD 2 Comparison with Traditional Methods 
(mean increase of 1/2 sigma) 
Method 
BACD:lambda=.4 
PLIMl=.6 
X*-bar 
• 
EWMA, r=.5 
EWMA, r=.1 
Ai+/- 1 SE 
.0027 +/- .0006 
.0111 +/- .0007 
.0025 +/- .0002 
.0029 +/- .0005 
Bi+/- 1 SE 
5.63 +/- .48 
8.29 +/- .66 
9.49 +/- .83 
8.69 +/- .46 
The t statistic can be used to determine if the 0 
schemes have significantly different type I and type II 
errors as measured by Ai and Bi. Ai and Bi are both higher 
for the X*-bar chart scheme than the BACD scheme. Therefore 
the BACD scheme performs better than the X*-bar chart at 
detecting an • increase of 1/2 sigma in the mean for this 
BACD scheme also, since it provides a lower type I error 
and shorter average run length to detect the change. The 
number of false signals in 500 samples was not detec~ably 
different for the two EWMA charts than the number in the 
BACD scheme, and the average run length to detect the 
change was longer for the EWMA charts than the BACD scheme. 
------·. .. .... "''-· 'G! ·, 
This BACD scheme is more effective than the X*-bar and the 
two EWMA charts at detecting a shift in the mean of 1/2 
sigma. 
Below is a comparison of the type I error and average 
run length to detect that the process was out of control 
when the process shifted to state 2, defined by the process 
mean increasing by one sigma. Note that the A. values are 
1 
the same as those in Table 7-2a for the X*-bar chart and 
the two EWMA charts with N = 100 and the BACD scheme with 
N=30. The values for the average run length to detect the 
change of one sigma wer~ obtained from a simulation with 
N=30. 
Table 7-2b: BACD 2 Comparison with Traditional Methods 
(mean increased by 1 sigma) 
Method 
BACD:lambda=.4 
PLIMl=.6 
X*-bar 
EWMA, r=.5 
EWMA, r=.1 
Ai+/- 1 SE 
.0027 +/- .0006 
.0111 +/- .0007 
' 
.0025 +/- .0002 
.0029 +/- .0005 
Bi+/- 1 SE 
2.37 +/- .17 
2.30 +/- .25 
2.30 +/- .16 
3.67 +/- .20 
As above, the type I error is is lower for the BACD. 
scheme than the· X*-bar chart, and equivalent for the BACD 
scheme and the two EWMA charts. The average run length to 
detect the change is not detectably different between the 
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BACD scheme, the x•-bar chart, and th~ EWMA chart with 
r•.5. The average run length to detect the change is lower 
for the BACD scheme than the EWMA chart with r=.1. The 
BACD scheme performs better than the x•-bar chart since the 
ARL II are equivalent, but the type I error is much higher 
for the x•-bar chart. The BACD scheme is more effective 
than the EWMA chart with r=.1, since the BACD scheme 
provides a shorter average run length to detect the change 
with equivalent type I error. In this case, the BACD 
scheme appears to be equally effective as the EWMA chart 
with r=.5 in detecting an increase in the mean of 1 sigma. 
Below is the comparison of the type I error and the 
average run length to detect the change where the process 
shifts to state three, defined by the process mean 
exhibiting a random trend with negative slope after sample 
•., 
500. In state three, the slope of the trend is ~o and the 
random noise is defined as at= NID(O,l). 
Table 7-2c: BACD 2 Comparison with Tradtional Methods 
(mean exhibits random trend down) 
Method 
BACD:lambda=.4 
PLIMl=.6 
X*-bar 
EWMA, r=.5 
EWMA, r=.1 
Ai+/- 1 SE 
.0027 +/- .0006 
.0111 +/- .0007 
.0025 +/- .0002 
.0029 +/- .0005 
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Bi+/- 1 SE 
12.33 +/- 1.02 
14.03 +/- 1.47 
13.80 +/- 1.31 
13.83 +/- 1.07 
·- l, 
.. 
As above, the BACD scheme provides equivalent type I 
error with the two EWMA charts and better type I error than 
the x•-bar chart. The BACD scheme does not provides a 
detectably shorter average run length to detect the change 
than the two EWMA charts. 
7.3 BACD Scheme with 3 Mean Changes and variance Change 
A BACD scheme with five possible states is introduced 
to compare with traditional techniques. A more complicated 
BACD scheme was set-up with the following possible out of 
control state changes: 
S(O): µ = µ 0 
S(l): µ = µ1 = µo + ~O' 
S(2): µ = µ2 = µt-1 + at 
S(3): µ = µ3 = µt-1 + f3o + at 
S(4): µ = µ 0 
; u = o- 0 In control state 
; (1 = (1 0 Step increase in mean 
; (1 = O' 0 Random walk 
; O' = u O Random trend, /3 0 = - a- /20 
; u = l!O'o Variance increase 
State o is defined as the in control state. State 1 was 
defined as a state which the mean exhibited a step increase 
of 1/2 sigma. State 2 is defined by the mean exhibiting a 
random walk where at is NID (O,ua2). State 3 is defined by 
the process mean exhibiting a random trend of magnitude Pa 
with at being NID (O,ua 2) • For both cases, at was defined as 
NID(0,1) and the value of the slope constant ~o was-u/20for 
state 3. state 4 is defined by the standard deviation of 
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the process increasing by a factor ot 1/2. 
The initial state probability for in control state 
zero was assigned .95 and the initial state probabilities 
for the other states were each assigned .0125. These also 
served as the limits for each state to prevent the 
probability of that state approaching zero. The smoothing 
constant was chosen as .40, PLIM 1 was .20, and a sample 
size of 6 was used. The process was deteimined to be out 
of control when the probability of state zero went below 
.20, and the process was determined to be in state i when 
"--
the probability of state i exceeded .8. The process 
remained in control for 500 samples and the number of 
incidents of falsely detecting an out of control signal was 
recorded for each quality control scheme in order to obtain 
a measure of the type I error. When a false signal was 
• detected, the BACD state probabilities were set back to 
initial values, the X*-bar chart run counters were reset to 
zero, and the exponentially weighted moving averages were 
set back to the in control process mean. 
The process shifted to a different state after sample 
500, and the number of samples required before the change 
was detected for each scheme was recorded to evaluate the 
type II error of each scheme. The simulation was run 100 
times for each state changl. Below are the comparisons of 
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the performance of the various technique~ at detecting when 
• the process had shifted to state 1, defined by an 
in the mean of 1/2 sigma. 
increase 
Table 7-la: BACD 3 Comparison vith Traditional Methods 
(mean increases 1/2 sigma, n=6) 
Method 
BACD;lambda=.4, 
SPL0=.95, 
Ai+/- 1 SE Bi+/- 1 SE Ci+/- 1 SE 
.0143 +/-.0005 7.5 +/-.35 14.1 +/-1.1 
PLIMl=.2 
X*-bar Chart 
EWMA; r=.5 
EWMA; r=.1 
.0111 +;-.oop1 
/ 
.0025 +/-.0002 
.0029 +/-.0005 
8.3 +/- .66 
9.5 +/- .83 
8.7 +/- .46 
The type I error of the BACD~scheme 3 defined with 
five states was approximately 7.1/500, or .0143. Even 
with a low PLIMl of .20, the type I error became much worse 
than BACD schemes 1 and 2 due to the fact that two states 
are defined in BACD scheme 3 that have a mean relatively 
close to the in control mean, the random walk and trend . 
The forecasted value of the mean of state 2 or state 3 • 1S 
relatively close to the process mean when the process is 
in control, and it is more likely that the probability of 
one of these states will increase even when the process is 
in control. The type I error for this BACD scheme was 
similar to the type I error for the x-bar chart with the 
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additional decision criteria added. However, both EWMA 
chart gave considerable better type I errors, approximately 
1.3/500 or .0026 for both charts. 
When the process shifted to state 1, defined by the 
mean increasing by 1/2 sigma, the average run length of the 
BACD scheme to determine that the process had gone out of 
control was 7.5 samples, and the average run length to 
decide that the process had shifted to state 1 was 14.1. ' 
The reason for the longer ARL III being that the 
I probabilities of states 1 and 4 both tended to increase 
when the process shifted to state 1. The type IV error, 
the probability of determining the wrong state, was .18 I in 
this case. State 1 was correctly chosen 82% of the time 
and state 4 was incorrectly chosen 18% of the time. The 
average run length to detect the change was about 1.5 
samples shorter than that of the two EWMA charts, but at 
the cost of a much higher type I error. In this case, the 
EWMA chart with r=.1 is the most effective scheme to detect 
the mean increase of 1/2 sigma. 
The second case considered is when the process 
shifted to state two, defined by the process mean 
exhibiting a random walk with at being NID (O,l). 
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Tal>l• 7-3b: BACD 3 comparison with Traditional Methods 
(mean exhibits random walk, n•6) 
Method Ai+/- 1 SE 
BACO; lambda=.4, .0143 +/-.0005 
SPLO=. 95, 
Bi+/- 1 SE 
21.5 +/-1.5 
PLIMl=.2 
X*-bar Chart 
EWMA; r=.5 
EWMA; r=.1 
.0111 +/- .0007 23.7 +/-1.6 
.0025 +/- .0002 31.7 +/-2.3 
.0029 +/- .0005 28.6 +/-1.8 
Ci+/- 1 SE 
53 +/-2.2 
The control chart schemes tested all required a 
longer average run length to detect that the process had 
gone out of control when the process had shifted to state 
2. The BACD scheme detected that the process had gone out 
of control after 21.5 samples and detected that the process 
shifted to state 2 after 53 samples. The type IV error was 
.88 in this case with state 2 being correctly detected only 
12% of the time. State 1 was detected 41% of the time, 
state 3 was detected 25% of the time, and state 4 was 
detected 22% of the time. The average run length to detect 
the out of control state change for the traditional methods 
was higher for the X*-bar and the two EWMA charts. However, 
the type I error is lower for the other techniques and the 
EWMA chart with r=.1 would be the best chart to use in this 
instance. 
Below is the comparison where the process shifts to 
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state 3 ,·defined by the process mean exhibiting a random, 
downward trend with slope • 
Table 7-lc: BACD 3 Comparison with Traditional Methods 
(mean exhibits random trend, n=6) 
Method Ai+/- 1 SE Bi+/- 1 SE Ci+/- 1 SE 
BACD;lambda=.4, .0143 +/-.0005 
SPLO=. 95, 
14.9 +/-.9 23.9 +/- 1.1 
PLIMl=.2 
X*-bar Chart 
EWMA; r=.5 
EWMA; r=.1 
.0111 +/-.0007 16.0 +/- 1.1 
.0025 +/- .0002 17.0 +/- 1.0 
.0029 +/- .0005 16.9 +/- 1.0 
When the process mean began to randomly trend 
downward, the BACD scheme detected that the process had 
gone out of control after 14.9 samples and that the process 
had shifted to state 3 after 23.9 samples on the average. 
The type IV error in this case was .15 with state 3 being 
correctly identified 85% of the time. State 1 was 
identified 2% of the time; state 2 5% of the time; and 
state 4 8% of the time. The type IV error was considerably 
better in this case due to the fact that state 3 I 1S 
relatively different than the other states. In this case, 
the EWMA chart with r=.1 would be the best chart to use 
because of the high type I error of the BACD scheme. 
~ 
Below is the comparison of the average run length to 
~ 
''l ·,' 
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detect the change when the process has shifted to state 4, 
defined by an increase in the process standard deviation of 
to 1.5 sigma. 
Table 7-3d: BACD 3 Comparison with Traditional Methods 
(process std. dev. to 1.50, n=6) 
Method Ai+/- 1 SE 
BACD;lambda=.4, .0143 +/- .0005 
SPLO=. 95, 
PLIMl=.2 
S*-bar Chart 
EWMA; r=.5 
EWMA; r=.l 
.0135 +/- .0008 
' 
.0025 +/-.0002 
.0029 +/- .0005 
Bi+/- 1 SE 
4.2 +/-.2 
4.6 +/- .4 
26.6 +/- 2.8 
74.2 +/- 7.4 
Ci+/- 1 SE 
6.3 +/-.4 
The final state change investigated was the increase 
in the process standard deviation by 1/2 sigma. The BACD 
scheme detected that the process had gone out of control 
after 4.2 samples and had determined that the process had 
shifted to state 4 after 6.3 samples. In this case ~he 
type IV error was o, with state 4 being chosen as the 
evident out of control state in every instance. This is 
not surprising since this state is not similar to any of 
the others, and therefore there is only a slight chance of 
confusion. Since the process standard deviation changed in 
this case, the S*-chart was compared. There was no 
detectable difference between the type I errors or the 
J 
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average run lengths to detect the change of the S*-chart · 
I 
and the BACD scheme. Since the two EWMA charts are not 
designed to·detect changes in the process variance, the 
average run length to detect the change w~s quite high. 
The comparison of BACD scheme 3 with the traditional 
techniques is important because it shows how one or two 
defined states can increase the type I error dramatically. 
.. . In the case of BACD scheme 3, state 3 was defined such that 
. '\ 
\ 
'· the process mean exhibits a random walk. In order to 
calculate P(S 3 Jo), the mean of state 3 had to be forecasted 
after each sample. In many cases, this forecasted mean was 
close to the in control mean, resulting in additional false 
signals. It is also important to point out that in most 
cases the EWMA chart was a more effective method at 
detecting the change since the type I error was quite low. 
However, the EWMA charts do not perfor1n well at detecting 
changes in the process standard deviation c-,as is seen in 
Table 7-3d. If the S*-chart were used in conjunction with 
the EWMA charts to guarantee that a shift in the variance 
would be detected, the type I error would increase to a 
value very close to the type I error of BACD scheme 3. 
BACD scheme 3 would then be the more effective method . 
. ) 
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8. JUSTI~ICATIOH AND IKPLBIIB!l'l'ATIOH 
From the • previous discussion, and examples, 
comparisons, it is clear that the Bayesian Assignable Cause 
t 
Determination scheme can result in a more effective quality 
scheme than traditional techniques in many real world 
situations. That is by using additional process knowledge, 
a BACD scheme set up with a comparable type I error can 
detect a change in a process quicker than traditional 
control chart techniques such as an x-bar chart, cusum 
chart, or exponentially weighted moving average chart. In 
addition to determining that the process has gone out of 
control, the BACD scheme will also provide information as 
to the cause of the process going out of control. Thus, a 
scheme is proposed to detect changes quicker and to provide 
insight as to what the failure was in the process. In this 
way, the failure can be determined and fixed more easily 
and quickly. 
From a cost standpoint the proposed BACD scheme 
offers several advantages. By detecting that the process 
I has gone out of control more quickly than other techniques, 
the process remains out of control for a shorter amount of 
time. This results in fewer number of defective units 
being produced and increased time that the process • is 
performing\_ in an in control state. The rework or discard 
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cost ot the detective units will be reduced, and the 
~ process will achieve higher acceptable production rates, 
hence lowering the cost per unit. 
The cost savings will be realized even before a major 
advantage of the BACD scheme is considered. By providing 
more information as to the cause of the process going out 
of control, the time to correct the problem should be 
greatly reduced. For example, with the use of traditional 
control chart techniques, the operator would stop the-
process when an out of control signal is detected and 
perform time-consuming diagnostic tests to determine the 
cause of the problem, or perhaps require the assistance of 
a technician or engineer to correct the process. The BACD 
scheme would determine that the process had gone out of 
control quicker, and provide additional information such as 
the process id out of control and in state 2, which occurs 
when printed circuit board #2 requires replacement. The 
failure would be able to be corrected more gl.lickly and 
. perhaps without the need for an engineer or technician to 
get involved. 
• It must be pointed out that additional costs may be 
required to set up the appropriate BACD scheme. Instead of 
estimates for only the in control process mean and variance 
being required, estimates are needed for the mean and 
,. 
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variance of the out of control states as well. Estimates 
are also needed for the percentage of time each of these 
states is present which may be obtained from a Pareto chart 
of out of control failures. In many cases, this additional 
information is known or can be estimated fairly accurately, 
but is just not presently incorporated into the existing 
quality control scheme. 
If some cost must be expended to obtain information 
about the effect on the quality characteristic of the out 
of it will most likely result I in control states, 
improvements to the process which return the cost many 
times over. 
\ ' 
As more information becomes known about a 
process, it is more likely that the process will be 
improved, especially if more infozmation is obtained about 
the reasons for out of control behavior. Fine (1988) 
proposes a quality control model with learning effects that 
provide cost justification for intensive inspection 
procedures that would identify assignable causes and strive 
to eliminate them. 
The following are the steps to be taken to implement 
$ 
a BACD scheme: 
1. Determine if the BACD scheme is an appropriate 
quality control scheme for the process being 
monitored and controlled. 
2. Decide which out of control states need to be 
included in the BACD scheme. 
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3. Obtain prior probabilities that these states are 
evident. 
4. Obtain estimates of the effect of each state on 
the measured quality characteristic, i.e. mean 
and variance. 
5. Detetmine values for other BACD parameters such 
as the smoothing constant lambda, PLIM 1 and 
PLIM2, and sample size and interval. 
6. Monitor effectiveness and revise as necessary. 
The BACD scheme would be an appropriate quality 
• control scheme if certain recurring failures affect the 
process, and some information about the effect that these 
failures have on the process output is known or can be 
obtained. From the above discussion, it is clear that in 
certain cases the BACD scheme can perform more effectively 
than existing quality control techniques. The BACD scheme 
performs especially well when the failures cause small 
shifts in the mean and variance, and where the cost to 
diagnos the failure responsible is relatively high. 
In order to set up the best BACD scheme, the most 
important failures need to be identified and defined. 
These will most likely be the failures. with the highest 
incidents, but may be failures that are difficult to 
diagnos or costly to not detect. The BACD scheme works 
best with less than five predefined states. With greater 
than five predefined states, the probabili~y that the 
101 
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• process is in a given state can become confused with 
' 
closely defined states. Although this mainly has a effect 
on the identification of the out of control state, not 
concluding that the process has gone out of control. 
Prior probabilities of the out of control states are 
needed to initialize the BACD scheme and to serve as lower 
limits for the state probabilities. From the discussion in 
section 5.5, it is evident that these assignments do have 
an effect of the performance of the BACD scheme, so the 
probabilities should be chosen fairly carefully. 
In order to monitor the quality characteristic and 
determine the probabilities of each of the possible states, 
the parameters of the states must be defined. This 
information may be available through historical data of the 
process, or through design of experiment techniques. As 
discussed in section 7.1, the BACD was found to be robust 
to misspecification of the out of control states. 
The values for the other BACD parameters depend 
heavily on the definitions of the predefined states. For 
example, if a state is defined as having a mean relatively 
close to the in control mean, the smoothing constant lambda 
and PLIM 1 should be lower. This is to compensate for the 
increased type I occur since the • in error which will 
control mean and forecast out of control mean are close.--
102 ( 
Conversely, by lowering lambda and PLIM 1 too much, the 
average run length to detect a change increases. The 
optimum method of determining the parameters for the BACD 
scheme would be to simulate the process being monitored 
with the predefined states. The simulation should be set 
up such that either a type I or type II error is specified. 
The simulation would then iterate through the values for 
lambda and PLIM 1 until the minimum average run length to 
detect the change was found. Since the sample size has 
only a slight effect on the performance of the BACD scheme, 
a small sample size taken often will most likely yield the 
least cost. 
The following are guidelines for setting values for 
the BACD pa~ameters if a simulation cannot be performed: 
A. Forecast mean or variance of one or more predefined 
states is close to the in control mean, i.e. small increase in mean, random walk, or small random trend: 
- Choose lambda between .2 and .4 
- Choose PLIM 1 between .1 and .3 
B. Forecast mean or variance of all predefined states is 
not close to in control mean or variance, i.e. step change in mean of greater than 1/2 sigma, increase in varianc~ to greater than 1.50: 
- Choose lambda between .4 and .6 
- Choose PLIM 1 between .4 and .5 
C. Forecast mean or variance of all predefined states is far from in control mean or variance, i.e. step change in 
103 
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mean ot greate than 1.5 sigma, increase in variance to 
greater than 20: 
- Choose lambda between .6 and .7 
- Choose PLIM 1 between .5 and .6 
Note that a smaller lambda and PLIM 1 should be used if, 
even one state is defined with a mean or variance close to 
the in control mean or variance. 
\ 
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9. CONCLOSIORS 
The basic premise behind the Bayesian Assignable 
cause Determination scheme is to use as much process 
infotmation as possible in the quality control scheme and 
provide as much infotmation as possible to improve the 
process. The BACD scheme combines the hypothesis testing 
of control chart techniques such as the x-bar, cusum, and 
EWMA charts with the process control methodology of 
altering one of the inputs to obtain better quality output. 
Under certain general conditions, the BACD scheme is a more 
effective quality control scheme than the traditional 
techniques in that it can detect a change in the process 
more quickly without resulting in greater type I error. 
This is not surprising since more information about the 
process is used in defining the scheme. 
A logical progression of this research would be to 
directly introduce cost into the parameters of the BACD 
scheme. The scheme would work well with cost constrainsts 
since the costs of each failure could be taken into 
consideration when setting PLIM 1 and PLIM 2. This 
proposed scheme has much potential with regard· to 
minimizing total costs since the probability of each state 
,. is directly monitored: It would be possible to cdirectly 
take cost into consideration for each failure.~instead of 
•t 
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indirectly considering the different failure costs which is 
common practice. 
Further research is also suggested on the effect of 
the normality assumption and independence on the 
performance of the BACD scheme. The parameters and perhaps 
methodology of the BACD scheme could be altered to • improve 
its performance if one or both of these assumptions is 
violated. 
(' 
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; APPENDIX A 
DETERMINATION OF CUSUM AVERAGE RUN LENGTHS 
DA TA I NT E R 1:i O L A T E D FR O 1'1 B O lJ I< r:: R A I~ D I_ I EE~ I:": I~ 1'1 A I~ ., S 
CUl'1ULAT I VE-SUM CONTROL CHART J:1 ARAt'tE1· E-: RS. 
DETERMINATION 01~ CUSUM ARL II I N = 3, ARL I= 357 
0.75 
0.87 
1.00 
I 300 357 400 
I ..-- - - - - - -- - ---- ·-- - - - ·- -·- -·-- - -- - -
I 0.375 0 .. 3·15 0. :175 
d I 15.0 15. ·7 16.2 
L(0.75) I 1.1+ t~ .. ..J 1 &;:- r) ... J • c.: 1 i;:• 7 .... } . 
I -- - - - ·- - - - ·- ·- - ·- - ·- ·- - - ·- - - - - -- ·- - - -
I 0. 4~~3 0 '" -, 3 • +....; 0 '" ... 3 • + .j 
cJ I 12.2 12 .. 7 13. l 
L(0.87·) I 12. l. 12.7 1 :~. 1 
I . - ··- ··- -- .. ·- ··- .... . .. -· -- -· - - - - ·- - ·- ·- ··- ·- ...... ·-· ·-
I 
d I 
0.500 
9.0 
9. 4 .. 
0.500 
9.3 
9.7 
0.500 
'3 .. E, 
10.0 L(l.O) I 
• 
DETERf'1 I l'IAT I 01'1 OF C.L1SUl'1 Al~I- I I f~ = 3, Af::~1- · I I =--= 10. 8 
I l.00 178 200 
I ................. -- .... ·- - ·-· ·- -- ·- - -- ............... ·- ·- -- - - ·- ..._ --- ·- --
I 0 "3 7 c· • '" '"J 0. ~~75 0. 37~:i 
o .. ·15 d I 11.3 13 .. '~ 13.8 
L(0.75) I 11.0 j_ 2. ·:) 1.3. '+ I 
I .... .- _ .... _ - - ..,_ ·--~ ·- ·-- - ................ _.. ... ··- .._. .... - .......... - .... 
I 0. 43:J 0. "+33 0. '+~)~! 
0.87 d I ':} '"' .. ~ 10.8 11.2 
L(0.87) I 9 .. ~J 10.8 11.2 
I ... .._ .... ____ .._ ..... ._.._ .... ____ .................................. __ ................. 
I 0 .. 500 0.500 0 •. 500 
... 
1.00 d I 6. ') 7.9 8.2 
L(1.0) I -, • '+ tf8"4 •' 8.7 
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APPENDIX A 
DETERMil~ATION OF CUSUM AVERAGE RUN LENGTHS 
DATA INTER~•OLATED FROM BOWl~ER AND LIEBERMAN'S 
CU 1'1 U I_ A T I V 1:: - SU 1'1 CON ·r I~ 0 I_ C 1-f AR ·r 1:• AR A 1'1 E ·r EI~ S .. 
., 
"' 
DETERl'1INAl"ION OF CUSUM ARL II IN= G, Af,L I= 442 
I 400 '+42 5C)Q 
\ 
I - -- - - - - -· - - - - - - - -- - - - - - - - -· - -· --
0. 5() 0 .. 50 0.50 
1.00 d I r:) • 6 9.8 10 
L(l .. 0) I 10.0 10.2 10.~ 
I-·---- -- ----- ---- --- - ---·· ···--- -- --
0 .. 616 0.6 o .. 616 
1.22 d I 7.2 -1. 4 7 C" • ._J 
L(l.22) I 7 .. 8 .. 8 .. 0 8. 1 
1--------------------~------
I o. ·750 0. -;5 0.750 
1.50 cl I , t •. .. 4. ·; '+ . 4.b .. ,.J
J_ ( 1 .. 5) I r::- ') .J. ,_ I:" 3 .. J • .. 5.4 
• 
.. 
l'-1 :-.:: 6 , A f :: L I I == 6 .. 5 
100 164 200 
1---------------------"------- • 
I 0 .. ~:50 0.50 0.50 
1.00 cl I 6 .. 9 ·1. 7 8.2 
'- ( ]. .. 0) I ·7 .. 4 8 .. 2 8.7 
,--··-------------------------
I 0 .. 61 0.61 o .. 6 
1 r) r.) 
• c:. C. cJ I ~ ~1 ...;J .. ... 5.9 &·. ~) 
I_ ( 1. 2E~) 
-1 5 .. 9 Cl E I:" 
'" ...J 
6 .. 9 
I -~ .................. ___ _.. __ ..... ~- .... ---~ -- .... -- - ____ ......................... 
I 0 .. 75 0 .. 75 o .. -l5 
1 r··o • :J cl I 3 .. :i ~~. -1 ":! q .... J 
1_(1 .. ~5) I 4.0 4.4 4. E, 
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APPENDIX A 
DETERMINATION OF CUSUM AVERAGE RUN LENGTHS 
DATA INTERJ:•OLATED FROl'1 BOWKER Al~D LIEBEf,1'1AN' S 
CUMULATIVE-SUM CONTROL CHART ~·ARAMETERS. 
D E T f:: I, 1'1 I J~ A T I O l'I O r:- C U S U 1'1 A 1:;: L I I I N = '3 , A 1;: I_ I - 2 '3 4 
1.50 
I 200 300 
,-~-------------------------
d 
I 
I 
L(l.5) I 
0.75 
3. '3 
'+. E, 
0.75 
4.3 
c.- 0 
...J. 
0.75 
4.3 
5.0 
.. 
' 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • • 
DETERf'IINATION OF CUSUM ARL II I ~1 = 12,_ ARL I= 350 
I 200 350 400 
I - - - -·· ·- ........ - - - - - - -- - - -·· -·· - ·- -- - -- - - -
I 0.75 0.75 0.75 
1.50 d I 4. 3 .. 4. 4 4. 5 
L(1.5) I 5.0 ~.1 5.2 
1---------------------------
I 0.87 0.9 
1. ·7 3 d I 3. 4i 3 C':" • ..J 
0. 8 ·; 
3. E, 
4 .. 3 
2.00 
L (1. ·73) I 4. 1 .t+. 2 
1----------------------------
I 
d I 
I_ ( 2. 0) I 
1.00 
r) 4 c_ .. 
3 ':> .. ,_ 
·t C 0 . . . ) 
'") t:' c_ • ...J 
3.2 
.t .. 00 
2 1.:-• ... J 
3.3 
I) E T E F, l'I I NA T I ON O f:" c; LJ f> U f'I A R L I I t~ = 1 2 , Ar, L I I == 3 • 7 
I 100 171 200 
1-~~~~~--~~~-~~-~----~-~~~-~ 
I 0.75 0 .. 75 0 .. 75 
1.50 d I 3. ~! ~-J. 7 3.9 
1_(1.5) I 4 .. 0 4.4 4· .. 6 
1---------------------------~-
I 0 .. 87 0 .. 8"7 0 II 8 •7 
1 .. 73 cl I 2.7 3.0 3. 1 
I_ ( 1 • ·7 ~3) I 3.4 3. ·7 3 .. 8 
1-------·--------------------
I .L. 00 1 .. 00 1 .. 00 
2.00 cl I 1.9 2 .. 1 2.2 
'- ( 2. 0) I ,2. 6 2. '3 3.0 
r. 
l 
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