ABSTRACT Free-space optical communication links operating over lognormal turbulence channels using on-off keying (OOK) are studied in this paper. Such systems can suffer from irreducible error floors that result from the use of demodulation with fixed and unoptimized detection thresholds. The resulting error floors are analyzed for the general case of low-and high-state offsets (i.e., finite extinction ratios). An electrical signalto-noise ratio (SNR) optimized detection system is applied. The system uses the electrical SNRs to implement adaptive detection thresholds and eliminate the error floors. The system can accommodate operation with finite extinction ratios, as it uses the method of moments and maximum likelihhod estimation techniques to estimate the low-and high-state offsets and electrical SNR. Numerical results show that the SNR gap between the electrical-SNR-optimized detection system and the adaptive detection system is 2.3 dB at a bit-error rate of 10 −5 without a state offset. The SNR gap increases to 4.5 dB with a state offset of ξ = 0.2.
I. INTRODUCTION
Free-space optical (FSO) communication links have important advantages over radio frequency links. Such FSO systems offer broadband operation, high link security, and freedom from spectral license regulations. But optical signals that are transmitted over free-space are subject to amplitude and phase distortion due to transient inhomogeneities of atmospheric temperature and pressure [1] , [2] . The resulting scintillation or fading is a major cause of performance degradation for FSO systems. The performance degradation is especially pronounced for FSO systems using irradiance modulation and direct detection (IM/DD) with on-off keying (OOK) and fixed detection thresholds that are nonadaptive and inherently unoptimized [3] , [4] . This can produce irreducible error floors when operation is extended to high signal-to-noise ratios (SNRs) [5] , [6] .
Attempts to overcome the irreducible error floors of OOK IM/DD systems have focused on the application of adaptive detection thresholds. Adaptive detection of OOK signal can be classified into three categories. The first category, idealized adaptive detection, applies bit-by-bit adaptations to the detection threshold on the (typically) nanosecond timescale of the bit interval [2] , [7] . The second category, quasistatic adaptive detection, applies adaptations to the detection threshold on the (typically) millisecond timescale of the turbulence coherence time [8] - [10] . The third category, electrical-SNR-optimized detection [11] - [13] , unlike the prior two categories, does not require knowledge of the instantaneous channel state information (CSI), and it applies adaptations to the detection threshold on the second-or minute-long timescale over which the turbulence exhibits stationary statistics [14] . Operation with electrical-SNRoptimized detection offers the practical advantages of operation with fixed detection thresholds, as only slow adaptations are needed to define the detection thresholds. 1 Operation with electrical-SNR-optimized detection also offers the performance advantages of operation with idealized adaptive detection thresholds, as it avoids irreducible error floors. Unfortunately, existing electrical-SNR-optimized systems must assume perfect knowledge of the electrical SNR and turbulence probability distribution function (pdf).
While perfect knowledge of the turbulence distribution can be difficult to realize, it is possible to determine and make use of the statistical moments of the turbulence. The authors in [15] - [18] have, for example, made use of moments with Pearson curves, John curves and saddlepoints to approximate pdfs, albeit with somewhat restrictive conditions [19] . Similarly, the authors in [20] have recently derived unified pdf formulas based on the generalized Laguerre polynomial series expansion, although its parameters depend on the type of fading distribution.
In light of above systems and limitations, the contributions of this paper are as follows:
1) Novel analytical error floor expressions are derived for a general representation of practical FSO links with finite low and high state offsets (i.e., finite extinction ratios) operating over various turbulence channels.
2) The electrical-SNR-optimized system is implemented without requiring perfect knowledge of the instantaneous CSI and turbulence pdf. The turbulence pdf is approximated by a sum of Laguerre polynomials. With perfect knowledge of the turbulence pdf and no state offsets, the optimum detection rule reduces to that shown in [11] and [12] . 3) Method of moments estimation (MoME) and maximum likelihhood estimation (MLE) are used to estimate the state offsets and electrical SNR, and the electrical-SNR-optimized system is then employed to operate without irreducible error floors. The reminder paper is organized as follows. Section II describes the system and channel models (for a finite extinction ratio). Section III derives the irreducible error floors of OOK with fixed detection thresholds. Section IV introduces our electrical-SNR-optimized detection system for operation with unknown turbulence model. Section V addresses the estimation of unknown state offsets for operation with finite extinction ratios and electrical SNRs. Section VI presents numerical results and discussions. Section VII makes some concluding remarks.
II. SYSTEM AND CHANNEL MODELS
In an OOK IM/DD system, the transmitted intensity is a positive quantity that can be expressed aŝ
where a i ∈ {−1, 1} is the data, and T p is the symbol duration. In (1), pulse shaping is defined as g(t) = 1 for 0 < t < T p , and g(t) = 0 otherwise, and the positive parameter ξ is the low and high state offset that results from operation with a finite extinction ratio 2 [21] , i.e., extinction ratio = (2 + ξ )/ξ .
Finite extinction ratios are due to practical considerations for semiconductor laser transmitters, which often operate with finite power levels for the low and high states. Typical values of ξ are between 0.1053 and 0.2857 [22] . When ξ = 0, the low and high states of the received electrical signal are affected by turbulence. When ξ = 0, the received electrical signal specializes to the classical model discussed in [5] . The signalŝ(t) is transmitted through an atmospheric turbulence channel and is distorted by a multiplicative intensity process I (u, t). The received electrical signal after photodetection can be written as
The photodetector responsivity, without loss of generality, is R = 1, and I (u, t) is assumed to be a normalized stationary random process for signal scintillation caused by atmospheric turbulence and is modeled as lognormal distribution in this work, where u is an event in the sample space. The term n(u, t) is additive white Gaussian noise process due to thermal noise and/or ambient shot noise. Using a p-i-n photodiode and following [11] , the shot noise is assumed to be dominated by ambient shot noise. (Both ambient shot noise and thermal noise are statistically independent of the desired signal.) The total noise power is σ 2 g = σ 2 s + σ 2 T , where σ 2 s and σ 2 T denote the respective ambient shot noise power and the thermal noise power.
The received signal is sampled at time T p . The sample I (u, t = T p ) is a random variable (RV) I , and the sample n(u, t = T p ) is a RV N having zero mean and variance σ 2 g = N 0 /2, where N 0 is the noise power spectral density. If ''0'' is transmitted, s 0 is true and the laser is in the low state, so the sample for demodulation is r| s 0 = ξ I + N . If ''1'' is transmitted, s 1 is true and the laser is in the high state, so the sample for demodulation is r| s 1 = (2 + ξ )I + N . It is important to note that the nonzero state offset ξ leads to turbulence dependence for the received signal when s 0 or s 1 is true.
The common statistical models that are used to characterize atmospheric turbulence channels are the lognormal, K , negative exponential, and Gamma-Gamma models [23] . The lognormal distribution characterizes weak turbulence and is suitable for characterizing FSO communications in clear sky links over several hundred meters [24] . The K -distribution is suitable for describing strong turbulence over links that are several kilometers in length [25] . The negative exponential distribution describes the limiting case of saturated scintillation [26] . The Gamma-Gamma distribution is a generalized model that can be applied to a wide range of turbulence conditions [27] . In this work, a lognormal turbulence channel is emphasized, but the developed detection algorithm is sufficiently general and can be applied to any turbulence models. VOLUME 4, 2016 For the lognormal channel model, the optical irradiance I is given by
where X is a Gaussian RV with mean µ and variance σ 2 . Consequently, I follows a lognormal distribution with a pdf given by [24] 
Normalizing the mean, i.e., E[I ] = 1, where E[·] is the expectation operation, the pdf of I can be written as
The parameter σ is the scintillation level [28] . Turbulence effects on the performance are minimal when scintillation levels are below 0.1, so the electrical-SNR-optimized detection system is characterized for scintillation levels ranging from 0.1 to 0.5. This is the typical range for scintillation levels [11] , [29] . In this paper, the case for which the statistical details of (4) or (5) are completely unknown at the receiver is considered.
III. OOK WITH FIXED AND UNOPTIMIZED DETECTION THRESHOLDS
In the low state, the received signal (r = ξ I + N ) is a sum of two RVs, N and I s , where I s = ξ I . Since N and I s are assumed to be independent, the pdf of the received low state signal is the convolution of the marginal pdfs of I s and N according to
where * denotes the convolution operation, and f N (r) =
denotes the noise pdf.
In the high state, the pdf of the received signal (r = (2 + ξ )I + N ) can be defined in a similar manner according to
For a given fixed detection threshold T th , the probability of false alarm P F and probability of miss P M can be respectively written as
and
Assuming that p 1 represents the a priori probability that ''1'' is sent, i.e., p 1 = 1 2 means ''0''s and ''1''s are equally likely to be sent, one can write the bit-error rate (BER) for OOK using a fixed detection threshold T th as
where
2 dt is the Gaussian Q-function, and we have denoted the electrical SNR by γ = (E[I ]) 2 / N 0 [11] , or simply γ = 1/N 0 under a normalized mean assumption.
In large SNR regimes, when γ approaches infinity or equivalently when σ 2 g = N 0 /2 approaches zero, the Gaussian distribution approaches a Dirac delta function δ(·). Hence, one can have
where a is a constant taking either ξ or 2 + ξ . When the electrical SNR is asymptotically large (i.e., γ → ∞), using (8), (9), and (12), one obtains
where F I (·) represents the cumulative distribution function (CDF) of the irradiance I . Therefore, the false alarm probability and miss probability in large SNR regimes are determined by the CDF of the irradiance evaluated at T th /ξ and T th /(2 + ξ ), respectively. Substituting (13) and (14) into (10) gives
which is the error floor for an OOK IM/DD system with a fixed detection threshold through lognormal turbulence channels. As shown from (15) It is important to note that the error floor varies with the offset ξ . For a lognormal turbulence channel with σ = 0.25 and equal a priori data symbol probability, the predicted error floors are shown in Table 1 for different values of ξ . It is seen that an increase of ξ results in a higher error floor. The theoretical error floors are verified with simulated BER limits in Table 1 .
Following the same approach, one can predict the error floors for different turbulence channel models based on the corresponding CDFs. The resulting error floors are summarized in Table 2 , where K α−β (·) denotes the modified Bessel function of the second kind with order α − β, and the function h(x, y, z, w) is defined as
where (·) is the Gamma function and 1 F 2 (·; ·, ·; ·) is the generalized hypergeometric function [30] .
IV. OOK WITH ELECTRICAL-SNR-OPTIMIZED DETECTION THRESHOLDS
A performance trade-off can be established between operation with fixed detection thresholds (which can suffer from irreducible error floors) and adaptive detection thresholds (which require knowledge of the instantaneous SNR for each data symbol). This is done with an electrical-SNR-optimized detection system [11] , [12] . The approach considers the optimization problem arg min
From (10) and (17), it is clear that electrical-SNR-optimized detection requires knowledge of T th , ξ , and the underlying turbulence model. To find the detection threshold that minimizes the BER at a given electrical SNR, one can take the derivative of (10) with respect to T th and set it to zero, i.e.,
∂P e ∂T th = 0. This gives
where f (T th |s 0 ) and f (T th |s 1 ) are the likelihood functions evaluated at T th . Assuming perfect knowledge of the pdf for the turbulence model and ξ = 0, the optimum detection rule reduces to the rule discussed in [11] and [12] . The location of the electrical-SNR-optimized detection threshold lies at the intersection of two scaled likelihood functions:
(1 − p 1 )f (r|s 0 ) and p 1 f (r|s 1 ). As shown in Fig. 1 , when the electrical SNR approaches infinity, the total area underneath the intersected pdfs, i.e., (1 − p 1 )P F + p 1 P M , will become infinitely small. The electrical-SNR-optimized detection can therefore be used to eliminate the error floors caused by a receiver using fixed detection thresholds [13] , [31] . To accommodate the fact that the FSO receiver may not always know the underlying turbulence model, the turbulence distribution can be approximated by sample moments. The approximated turbulence distribution can then be used to derive the electrical-SNR-optimized detection threshold.
The density functions of numerous statistical models on the positive half-line can be approximated by a sum of Laguerre polynomials [19] , [32] . Using this approach, one can approximate the pdf of I as [33] 
where L j (v, I /c) is a Laguerre polynomial of order j in I /c and is written as
where the jth moment of I is denoted by µ I [j]. In (19) , the parameters c = [1] and v = , match those of RV I . From (19) , the corresponding characteristic function (CF) and moment generating function (MGF) for RV I can also be obtained. The detailed derivations are given in the Appendix. These analytical expressions can be used to estimate the performance of an FSO system over the lognormal fading. Substituting (19) into (6) and (7) yields the likelihood functions
and f (r|s 1 ) = 1
Substituting (22) and (23) into (18) yields
The detection threshold can be obtained numerically with respect to a given offset ξ and electrical SNR from (24) . On the timescale of stationary statistics, the electrical SNR is constant, and the detection threshold is a fixed detection threshold. A comparison of the electrical-SNR-optimized detection thresholds, acquired by the approximated and exact lognormal pdfs, are presented in Table 3 . The thresholds are obtained by averaging 10 calculated detection thresholds. As shown from Table 3 , the approximated pdf can be used to calculate the detection threshold with high accuracy when the electrical SNR is less than 16 dB. For higher values of SNR, the calculated detection thresholds lose accuracy, and the corresponding BER curve deviates from the BER curve obtained with perfect knowledge of the lognormal pdf. This discrepancy occurs because the Laguerre-polynomial-based pdf approximation can not accurately describe the behaviors of the lognormal pdf near the origin. Fortunately, this inaccuracy does not concern most practical FSO systems, as they typically operate at relatively low SNR values [34] . 
V. PARAMETER ESTIMATION
As the electrical-SNR-optimized detection threshold introduced in Section IV requires knowledge of the state offset ξ and electrical SNR γ , it is necessary to estimate ξ and γ . MoME and MLE are used for this estimation in this section. With bit-by-bit interleaved fading channels 3 [2] , [11] , it is assumed that there are 2L sampled signals during the observation interval.
represent the received signal vector, fading coefficient vector, and noise vector, respectively. Assuming that a training sequence of length 2L is transmitted with L consecutive 1's followed by L consecutive 0's, one can write the received signal at the lth bit interval when bit 1 is transmitted as
where I [l] and n[l] represent the fading coefficient and noise during the lth bit interval, respectively. Similarly, if L 0's are transmitted, the received signal at the kth bit interval can be written as
A. METHOD OF MOMENTS ESTIMATION
Using (25) and (26), one can obtain the estimation of ξ aŝ
To assess the performance of the moment estimatorξ , approximate expressions can be derived for the mean and variance ofξ when the sample size is asymptotically large. 
Here, Var[·] denotes the variance, and Cov[·, ·] denotes covariance of two RVs. The estimatorξ can be rewritten aŝ
The estimator in (27) is consistent, i.e.,ξ Pr −→ ξ as L −→ ∞, and is asymptotically Gaussian distributed, i.e.,
). Performing a first-order Taylor expansion of ϕ(·) about the point T = E[T]
3 A typical Gbps FSO system operates in a quasi-static atmospheric turbulence channel with a coherence time on the order of milliseconds. This coherence time is much longer than the nanosecond bit interval. Thus, the same fading coefficient affects a block of information bits, and the system performance suffers from correlation. However, we can transform a quasistatic channel into a block fading channel by way of block interleaving [35] . In such a system, we place each information bit in different blocks, such that each block (i.e., information bit) experiences independent fading from that of neighbouring blocks.
gives [36] 
Taking the expectation of (30), one has
and the asymptotic variance ofξ can be expressed as [37] 
Using (25) and (26) 
B. MAXIMUM LIKELIHOOD ESTIMATION
The estimator based on the maximum-likelihood principle is the most popular approach to obtaining practical estimators. Additionally, for most cases of practical interest, its performance is optimal for large data records and is approximately the minimum variance unbiased estimator due to its approximate efficiency.
For the MLE, with bit-by-bit interleaved fading channels [2] , [11] , we transmit a training sequence consisting of 2L consecutive 1's. Assuming the received signal model is the same as (25) , one can write the pdf of the received signal as [13] 
where θ = [µ σ 2 N 0 ξ ] T denotes the unknown vector, and
is the noise pdf. Assuming that the components of the received signal vector R are independent, we can write the pdf of the received signal when s 1 is true as
The MLE of the unknown vector θ is obtained by maximizing the log-likelihood function
Taking the derivative of (38) with respect to the unknown parameter and setting it equal to zero, we can obtain the MLE of the unknown vector θ . As it is difficult to obtain a closed-form expression for each unknown parameter, the expectation-maximization (EM) algorithm can be implemented numerically to determine the MLE. This method, although iterative in nature, is guaranteed under mild conditions to converge and produce a local maximum [37] . In order to simplify the problem, we decompose the original data sets into the independent data sets y 1 
Similarly, we have
T is an estimate of θ in the jth iteration, each iteration of the EM algorithm can be written as follows. E-step: This step determines the conditional expectation of the complete data
where we have
and f (y 2 |R;θ
and where
and f (R|y 2 ;θ
M-step: This step maximizes (41) with respect to θ
whereθ (j+1) is the new estimate of θ . For the EM algorithm, the conditional expectation of the complete data is nondecreasing until it reaches a fixed point. This fixed point is the MLE of θ , i.e.,θ ML = [μ MLσ 2 MLN 0,MLξML ] T . Based on the invariance property of the MLE, we obtain the MLE of
. The MLE of γ can be obtained aŝ
The Cramér-Rao lower bound (CRLB) ofγ can be calculated using [37] Var 
where I(θ ) is the Fisher information matrix.
VI. NUMERICAL RESULTS
Figures 2 and 3 show the BERs versus electrical SNR when the OOK modulated system uses fixed detection thresholds of T th = 1 and T th = 1.2 with σ = 0.25 for the lognormal channel. For expository purposes, the parameter ξ is set to be ξ = 0 for Fig. 2 and ξ = 0.2 for Fig. 3 . It is observed that the BER curves obtained by using Monte Carlo simulation show excellent agreement with the derived error floors in large SNR regimes and the error floors decrease for lower fixed detection thresholds. To eliminate the error floors and improve the performance, the system with electrical-SNR-optimized detection thresholds is used. The BERs for the system with the electrical-SNR-optimized detection thresholds are shown in Figs. 2 and 3 , along with the BERs for the system with the adaptive detection thresholds. Both electrical-SNRoptimized detection thresholds are obtained by using the approximated lognormal pdf with J = 3 sample moments. Both the electrical-SNR-optimized and adaptive detection threshold results exhibit no error floors for increasing electrical SNR values. As expected, the system with electrical-SNR-optimized detection thresholds does not perform as well as the optimum OOK system using adaptive detection thresholds. For example, in Fig. 2 , the OOK modulated system using adaptive detection thresholds requires an SNR of 13 dB to attain a BER of 10 −5 , while the system using electrical-SNR-optimized detection thresholds requires an SNR of 15.3 dB to achieve the same BER performance. The corresponding SNR penalty factor in Fig. 2 for the system using an electrical-SNR-optimized detection threshold, is 2.3 dB at BER of 10 −5 . The corresponding SNR penalty factor in Fig. 3 for the system using an electrical-SNR-optimized detection threshold, increases to 4.5 dB when ξ = 0.2. This performance difference can be factored into the ultimate FSO system design to offset the complexity of implementing systems with adaptive detection thresholds (and their need for knowledge of the instantaneous SNR). It is also important to point out that the BER performance achieved by the electrical-SNR-optimized system does not require rapid adjustment of the detection threshold. Since practical FSO systems typically operate at constant transmit power, the detection threshold only needs to be calculated once over durations of seconds or even minutes. The electrical-SNRoptimized system can therefore reduce the implementation complexity, compared to that of the idealized system using adaptive threshold detection.
In Fig. 4 , the approximated lognormal pdf using J = 3 sample moments is compared with the exact lognormal pdf, for σ = 0.25. The absolute errors between these pdfs are shown explicitly in Fig. 5 . The approximated lognormal pdf shows good agreement with the exact lognormal pdf when σ = 0.25. However, for higher σ values (σ > 0.75), the approximation of the lognormal pdf becomes inaccurate as integer moments can not uniquely determine the lognormal pdf. Fortunately, such scintillation levels are not encounted in practice [38] . A comparison of absolute errors from the pdf approximations using different numbers of sample moments is also given in Fig. 5 . Clearly, larger numbers of sample moments can reduce the absolute error, but this comes at the cost of higher computational complexity. In general, a higher scintillation level σ will require higher order sample moments and the resulting approximation can become increasingly inaccurate. The Laguerre-polynomial-based approximation is accurate for the 0.1 to 0.5 range of σ values that is of interest to FSO applications [11] , [29] .
FIGURE 4.
Comparison of an approximated pdf using J = 3 sample moments and an exact pdf for a lognormal fading channel with σ = 0.25.
In Fig. 6 , we compare the BER performance between the approximated lognormal pdf, for different values of σ with J = 3 sample moments, and the exact lognormal pdf. The two simulated error rate curves show good agreement over a wide range of SNR values. For the large SNR regime, the BER results from the approximate pdf have reduced accuracy, because the approximated pdf based on Laguerre polynomials is unable to characterize the behaviors of the lognormal pdf near the origin. In order to evaluate the estimator performance, the sample variance of the electrical SNR estimator is compared with the CRLB. The variance of the electrical SNR estimator is given byσ whereγ i is the estimation by using MoME or MSE at the ith trail, M represents the total number of trails, andγ is the sample mean of the electrical SNR estimator. In order to assess the estimator, Monte Carlo simulations are used to obtainσ 2 γ . In the simulation, different training sequence lengths are used to estimate the mean and noise variance, M = 1 × 10 4 trials are used to calculate the variance of the electrical SNR estimator, and ξ is set as 0.2. Figure 7 plots the normalized sample variance of the electrical SNR estimator, which is defined as the sample variance scaled by γ , versus the average electrical SNR. It is shown that the normalized sample variance for MLE attains the normalized CRLB, which is obtained by scaling the CRLB by γ . However, there is a discrepency between the normalized sample variance for MoME and the normalized CRLB for SNR values greater than 12 dB due to the inaccurate estimation of the noise variance. It is shown that the discrepency between the normalized sample variance for MoME and the normalized CRLB will disapear when ξ = 0. In this case, the received signal is the noise when 0 is transmitted. Thus, the noise variance can be accurately estimated by transmitting a training sequence with consecutive 0's. When ξ = 0 and 0 is transmitted, the received signal is the noise as well as the fading coefficient term. This leads to inaccurate estimation of the noise variance if a training sequence transmitted with consecutive 0's.
VII. CONCLUSION
It is known that FSO systems operating with OOK and fixed detection thresholds can suffer from irreducible error floors and power inefficiency. With this in mind, the resulting error floors are analyzed here (and validated with simulations) for lognormal turbulence channels and quantified for the general case having low and high state offsets, i.e., with finite extinction ratios. It is shown that the error floors can be eliminated by using electrical-SNR-optimized detection thresholds that minimize the average BER. The electrical-SNR-optimized system with the Laguerre-polynomials-based approximate pdf for the turbulence is found to be effective for typical FSO systems, which operate at relatively low SNR values, as it yields near-optimal BER performance. It is concluded that MLE is the preferred estimation technique for electrical-SNR-optimized detection with a finite extinction ratio, although such estimation comes at the cost of higher computational complexity.
