Introduction
Consider the Laplace convolution model y(t i ) = which is a discrete noisy version of the linear Volterra equation of the first kind
where function g is considered to be known, f is a function of interest, measurements y(t i ) are taken at points 0 ≤ t 1 ≤ ... ≤ t n ≤ T < ∞, and the errors ε i are i.i.d. sub-Gaussian random variables with Eε i = 0 and Var(ε i ) = 1 (see Vershynin (2012) for definition and discussion of sub-Gaussian random variables). The study is motivated by high frequency perfusion imaging such as Dynamical Contrast Enhanced (DCE) imaging using either Computerized Tomography (DCE-CT), Magnetic Resonance Imaging (DCE-MRI) or Ultra Sound (DCE-US). Those techniques have a great potential in cancer treatments but suffer from the lack of robust quantification as pointed out by Cao (2011) . Model (1.1) is also used for describing time-resolved measurements in fluorescence spectroscopy (see, e.g. Ameloot and Hendrickx (1983) , Ameloot et al. (1984) , Gafni et al. (1975) , O'Connor et al. (1979) and also the monograph of Lakowicz (2006) and references therein).
We solve the problem (1.1) in a non-asymptotic setting where both n and T are not large, and time instances are not equally spaced, corresponding to the medical set-up which necessarily controls the patient's exposure to radiation together with the duration of the whole exam and is limited by the acquisition technique. Our objective is to design a technique which performs well under those conditions in a sense that it has minimal or nearly minimal possible error and can be used when function g is only partially observed. Therefore, we do not replace equation (1.1) by an "ideal" white noise model which immensely simplifies the issues and carry out error analysis in a practical observational set up. Below, we discuss existing methodologies and their limitations.
Solution by the Laplace transform
The mathematical theory of (noiseless) convolution type Volterra equations is well developed (see, e.g., Gripenberg et al. 1990 ) and the exact solution of equation (1.2) can be obtained through Laplace transform. However, direct application of Laplace transform for discrete measurements faces serious conceptual and numerical problems. The inverse Laplace transform is usually found by application of tables of inverse Laplace transforms, partial fraction decomposition or series expansion (see, e.g., Polyanin and Manzhirov, 1998) , neither of which is applicable in the case of the discrete noisy version of Laplace deconvolution.
Numerical inversion of Laplace transform becomes unstable due to requirement of dividing it by the Laplace transform of function g. Although the recently proposed maximum entropy method of Mnatsakanov (2011) and Mnatsakanov and Sarkisian (2013) works well for large sample sizes (n ≥ 500), it dramatically deteriorates in the situations where n is small and one needs to recover solution of an ill-posed problem.
Fourier deconvolution
Formally, by setting g(t) = f (t) ≡ 0 for t < 0, equation (1.2) can be viewed as a particular case of the Fourier convolution equation However, such an approach is very misleading. To start with, although in (1.2) one has 0 ≤ t ≤ T with T < ∞, equation q(t) = T 0 g(t−τ )f (τ )dτ is not a Fourier convolution equation on the interval [0, T ], in the sense that application of the Fourier transform on an interval [0, T ] does not convert the integral into a product of the Fourier transforms of f and g unless these functions g and f are periodic on [0, T ], which is very unlikely to happen in applications. Therefore, one has to apply the Fourier transform on the real line to equation (1.3) . This application faces multiple obstacles: for small values of n and T , inverse Fourier transform has poor precision since Fourier transform inherently operates on the whole real line and requires integration of highly oscillatory functions. In addition, the true solution f (τ ) may not vanish at τ = 0, which introduces an additional instability into the Fourier transform solution, due to a jump discontinuity of f at zero. Those difficulties, however, are not intrinsic to the problem and are entirely due to the usage of Fourier transform. Indeed, the concern of having measurements only for t ≤ T does not affect the Laplace deconvolution since it exhibits causality property: the values of q(t) for 0 ≤ t ≤ T depend on values of f (t) for 0 ≤ t ≤ T only and vice versa. Moreover, since function f is considered only for t ≥ 0, the issue of its discontinuity at zero does not arise.
Mathematical approaches
Several scientists attempted to solve equation (1.1) using discretization and then applying standard methodologies like the singular value decomposition (SVD) and the Tikhonov regularization (see, e.g., Lamm (1996) , Cinzori and Lamm (2000) , and, in the context of perfusion imaging, Ostergaard et al. (1996) and an extensive review in Fieselmann et al. (2011) ). The shortcoming of these methods is that they are designed for a general linear inverse problem and do not take advantage of a particular form of the equation. In what follows, we compare our method with the SVD approach and confirm that the latter one delivers very inferior estimators. In particular, the estimators exhibit strong instabilities at t = 0.
Methodology of Ameloot and Hendrickx (1983) is designed specifically for analysis of fluorescence curves. It relies on parametric presentation of the solution f as a sum of exponential functions and requires the knowledge of the number of components. The approach is suitable only for the situation when the solution indeed has this parametric form and the number of components is small since the exponential functions are highly correlated.
The technique of Maleknejad et al. (2007) is based on the expansion of the solution over the Haar wavelet basis. The paper uses only the scaling parts of the Haar basis and finds coefficients by minimization of the discrepancy with the right-hand side. The authors assume the functions of interest to be piecewise constant and, hence, have an efficient representation in Haar wavelet basis, which is not the case in our particular application. Moreover, since the methodology is designed for exact measurements, the authors offer no tools for model selection and do not provide statistical error bounds. Hence, despite being a general solution of the Laplace deconvolution problem, this method is not a good option in the case of a small number of noisy irregularly spaced observations.
Statistical approaches
Unlike Fourier deconvolution, that has been intensively studied in statistical literature (see references above), Laplace deconvolution received very little attention within statistical framework. To the best of our knowledge, before 2010, only Dey, Martin and Ruymgaart (1998) tackled the statistical version of the problem. They considered a noisy version of Laplace deconvolution with a very specific kernel of the form g(t) = be −at and assumed that data are available on the whole positive half-line (i.e. T = ∞) and that smoothness of f is known (i.e., the estimator is not adaptive). Abramovich et al. (2013) studied the problem of Laplace deconvolution based on discrete noisy data on a finite interval [0, T ]. The idea of the method is to reduce the problem to estimation of the unknown regression function and its derivatives, using kernel method with an adaptive choice of the bandwidth. The method has an advantage of reducing the Laplace deconvolution problem to a well studied nonparametric regression problem. Nevertheless, the shortcoming of the technique is that it is strongly dependent on the exact knowledge of the kernel g on the positive real line since it relies on the analytic inversion of the equation. In particular, it requires the knowledge of the roots of the Laplace transform of the kernel g, leading to an extremely unstable estimator when exact analytic expression of the kernel is unknown and g is reconstructed using some measurements. Indeed, small change in the observations of g produces significant changes in the roots and, hence, in the expression of the estimator. In addition, technique of Abramovich et al. (2013) requires meticulous boundary correction.
Current methodology
The present paper offers a method which is designed to overcome limitations of the previously developed techniques. The new methodology allows one to use real-time data and is based on expansions of the kernel, unknown function f and the right-hand side in equation (1.1) over the Laguerre functions basis. As it was noticed before (see, e.g. Weeks (1966) or Lien et al. (2008) ), the Laguerre functions basis provides a surrogate eigenfunction basis for the problem since the expansions result in a small system of linear equations with the matrix of the system being lower triangular and Toeplitz. The number of the terms in the expansion of the estimator is controlled via complexity penalty.
The technique does not require exact knowledge of the kernel since it is represented by its Laguerre coefficients only, so, unlike Abramovich et al. (2013) , it can be easily applied in the case when the kernel g is not known exactly but is estimated from observations. The recent Vareschi (2015) paper, which is built upon the first initial version of our manuscript (Comte et al. (2012) ), makes this extension. However, Vareschi (2015) considers a purely theoretical version of the model where one samples Laguerre coefficients directly. Contrary to this, in the present version of the paper, we provide a true solution to the initial problem (1.1) and estimate Laguerre coefficients in the regression set up. Note that, since Laguerre coefficients depend on the values of a function on (0, ∞), estimation of the coefficients on the basis of limited data leads to an additional bias term which can be made smaller than the squared bias and the variance of the penalized estimator. We provide an oracle inequality for the risk of the estimator and prove that, under mild assumptions on the model, the estimator is nearly optimal with the risk within log n factor of the minimal risk.
We would like to emphasize that, in the present paper, we examine the true observational model, where measurements are available only on a finite interval of length T and are possibly nonequispaced. This is a suitable description of data involved in, e.g, high frequency perfusion imaging as well as in other applications such as fluorescent spectroscopy. To the best of our knowledge, so far this careful consideration has never been carried out and can be reproduced in many contexts where one needs to use coefficient-based model when only finite number of non-equispaced observations are available.
Since our construction is based on application of Laguerre functions and the inversion of a triangular system, it leads to very fast computations and produces no boundary effects that are due to the extension at zero and cut-off at T . The presence of a tuning parameter a allows for the choice of the most advantageous time units, so that both the kernel and the unknown right hand side of the equation are efficiently represented for the further deconvolution.
The methodology is illustrated by an extensive simulation study using both earlier examples studied in Abramovich et al. (2013) and new settings based on the kernels g observed in the real DCE experiments. Simulation study confirms that the proposed technique is fast, efficient, accurate, practically usable and highly competitive: the new methodology easily outperforms the SVD, the Tikhonov regularization and the kernel-based technique of Abramovich et al. (2013) . The software is available on request for non-profit research purposes from Dr. Yves Rozenholc (yves.rozenholc@parisdescartes.fr).
The rest of the paper is organized as follows. In Section 2 we derive a system of equations resulting from expansion of the functions over the Laguerre basis, study the effect of discrete, possible irregularly spaced data and introduce selection of model size via penalization. Corollary 1 indeed confirms that the risk of the penalized estimator lies within a logarithmic factor of the minimal risk. In Section 3 we extend our study to the case T → ∞ and provide asymptotic upper bounds for the risk proving that the risk lies within a logarithmic factor of an oracle risk. The proof of this fact rests on nontrivial facts of the theory of Toeplitz matrices. Section 4 considers high frequency perfusion imaging as an important motivating example for the theoretical investigations of the paper. Section 5 provides an extensive simulation study. Section 6 presents an example of application of the methodology developed in the paper to analysis of a DCE-MRI sequence of images of a participant of the REMISCAN cohort study [40] who underwent anti-angiogenic treatment for renal cancer. Finally, Section 7 concludes the paper with discussion of results. Section 8 contains some essential proofs. The rest of the proofs and other supplementary materials such as introduction to theory of banded Toeplitz matrices and some of simulation results can be found in Section A, Appendix.
2 Laplace deconvolution via expansion over Laguerre functions basis
Notations
In what follows, we use letters f , g and q for functions f (x), g(x) and q(x), respectively.
Vectors of values of those functions at points t 1 , . . . , t n are denoted by f , g and q. Vectors of Laguerre coefficients are denoted by bold letters (e.g. f m , g m , q m ) with the subscript indicating dimension of the vector. The coordinates of these vectors are denoted with using superscripts:
) T , where u T denotes the transpose of u. Given a matrix A, let A T be the transpose of A, A 2 2 = Tr(A T A) and ρ 2 (A) = λ max (A T A) = λ max (AA T ) be, respectively, the Frobenius and the spectral norm of a matrix A, where λ max (U) is the largest, in absolute value, eigenvalue of U. We denote by [A] m the upper left m × m sub-matrix of A. Given a vector u ∈ R k , we denote by u its Euclidean norm and, for p ≤ k, the p × 1 vector with the first p coordinates of u, by [u] p . For any function t ∈ L 2 (R + ), we denote by t 2 its L 2 norm on R + .
Coefficients of the Laguerre expansion and their estimators
In what follows, we assume that f is square integrable over the positive half line R + . Then, a common solution to the problem (1.1) is to represent f , g, q and y in equations (1.1) and (1.2) via some orthonormal basis on R + , thus, reducing (1.1) and (1.2) to a linear system of equations. It turns out that the Laguerre functions
where L k (t) are Laguerre polynomials (see, e.g., Gradshtein and Ryzhik (1980) )
form a basis, which is particularly suitable for the problem at hand since it acts as a surrogate eigenfunction basis for the problem (see, e.g. Weeks (1966) or Lien et al. (2008) ). Traditionally, one uses a = 1/2, however, introduction of an additional parameter a allows to choose the most appropriate time scale in the real-life applications of the methodology in general, and to perfusion imaging that motivates our study, in particular. We denote by f (k) , g (k) , q (k) and y (k) , k = 0, . . . , ∞, the coefficients of the expansions over the Laguerre function basis of the functions f (·), g(·), q(·) and y(·) respectively. By plugging these expansions into formula (1.2), we obtain the following equation
Due to the following relation (see, e.g., 7.411.4 in Gradshtein and Ryzhik (1980))
2) can be re-written as
Equating coefficients for each of the basis functions, we obtain an infinite triangular system of linear equations. In order to use this system for estimating f , we denote the approximation of f based on the first m Laguerre functions by
3)
The following Lemma states how the coefficients in (2.3) can be recovered. 
The proofs of this and the later statements are presented in Section 8, Proofs, or in Appendix A.
Remark 1. The choice of the value of η in Proposition 1 depends on how large the number of observations n is. The medium value η = 1 corresponds to the very moderate requirement n ≥ 2aC q /σ 2 on the value of n. If n is relatively large, one can reduce η and, therefore, M since smaller values of M lead to more stable computations. For instance, if one selects M (n) = n 1/2 , then η = 1/2 and the estimator is fully adaptive as long as n ≥ (2aC q /σ 2 ) 2 .
We define the set of indices
The smallest possible risk, the so-called oracle risk, is obtained by minimizing the left-hand side of expression (2.10) with respect to m:
Hence, the objective is to choose a value of m ∈ M n which delivers an estimator of the unknown function f with the risk as close as possible to the oracle risk or at least to the right-hand side of (2.12). Since the bias term f m − f 2 2 is unknown, in order to attain this goal, one can use a penalized version of estimator (2.6) as it is described in the next section.
Selection of the model size via penalization
(2.13) † Assumption (A0) requires q defined by (1.3) to be smooth and decline as t → +∞. More precisely, if a = 1/2 for simplicity, it is sufficient that L 2 q ∈ L 2 (R + ) where the differential operator L is defined as 
Since ρ 2 m ≤ v 2 m for any value of m, it follows from Theorem 1 that, for any value of m, the risk of the estimatorf m lies within a logarithmic factor of the upper bound of oracle risk defined in (2.12) . Note that the upper bound in Theorem 1 is non-asymptotic and holds for any values of T and n and any distribution of points t i , i = 1, . . . , n. In particular, the following corollary is valid. 
18)
where m 0 = m 0 (n, T ) is the value of m delivering the minimum in the right-hand side of (2.17).
3 Asymptotic upper bounds for the risk and optimality of the estimator Corollary 1 is valid for any function g and any distribution of sampling points, hence, it is true in the "worst case scenario". It does not allow one to judge how fast the risk decreases when n grows. In particular, since the problem of Laplace deconvolution is an ill-posed problem, one needs to know how fast the error grows when m increases. Abramovich et al. (2013) addressed this question by showing that, under certain assumptions, the risk of the kernel density estimator grows as a negative power of the bandwidth, so that the overall error tends to zero at a polynomial rate. In what follows, we introduce assumptions similar to those of Abramovich et al. (2013) and show that the MISE of the estimators produced by our methodology grows as a power of the model size, so that log( m ) is just a multiple of log m. Moreover, we establish that the spectral and the Frobenius norms of matrix A m grow at the same rate as m increases.
Assumptions
Let r ≥ 1 be such that
with the obvious modification g(0) = B 1 = 0 for r = 1. Consider matrix
and assume that function g(x), its Laplace transform G(s) := +∞ 0 e −sx g(x)dx, and matrix Ω m satisfy the following conditions.
(A2) Laplace transform G(s) of g has no zeros with nonnegative real parts except for zeros of the form s = ∞ + ib.
(A3) There exists n 0 such that, for n > n 0 , eigenvalues of matrix Ω m are uniformly bounded, i.e.
for any m = 1, . . . , M, and some absolute constants λ 1 and λ 2 .
Consider, for example,
Then, g 1 (t) = e −5t (2t − sin(2t)) and then g 1 (0) = g 1 (0) = g 1 (0) = 0 and g 1 (0) = 8, so that r = 4 for g 1 and r = 1 for g 2 and g 3 . One can also easily evaluate Laplace transforms
. Hence, functions G 1 (s) and G 2 (s) do not have zeros and G 3 (s) has a single zero s 1 = −3 with a negative real part. Later, we shall use the kernels (3.4) in our simulation study. Definition of r and Assumptions (A1) and (A2) are similar to those introduced in Abramovich et al (2013). Assumption (A1) requires g(t) to have r derivatives and to decline as t → ∞ Assumption (A2) establishes that the Toeplitz matrix does not have eigenvalues that decrease exponentially as the functions of the matrix dimension. Finally, Assumption (A3) ensures that the design points t i , i = 1, · · · , n, are relatively regularly spaced on the interval [0, T ]. The normalization of Ω m by T /n is justified by the fact that the matrix tends to the identity matrix when both n and T tend to infinity. Assumption (A3) also implies that M ≤ n.
Observe that, if g is known exactly, all assumptions are set on known quantities. If g is known only approximately (or is estimated from data as in the case of DCE imaging), the value of r and the locations of zeros of G(s) are hard to determine. However, Assumption (A3) is independent of g and can always be verified. In particular, one can compute matrices Ω m and find their lowest and highest eigenvalues λ 1 and λ 2 . Nevertheless, unlike in Abramovich et al (2013), our estimation technique does not rely on the knowledge of r or G(s), so that the risk satisfies the oracle inequalities (2.17) and (2.18) whether we know those quantities or not.
Asymptotic near-optimality of the estimators
From properties of Toeplitz matrices that are reviewed in the Appendix, it follows that under Assumptions (A1)-(A3), both v 2 m and ρ 2 m are polynomial in m. Moreover, Lemma 4 presented in Appendix (Section A) shows that, for m large enough, one has
for some absolute positive constants C 1 and C 2 , exact values of which are presented in Lemma 4. Hence, Lemma 4 implies that, in (2.15), ρ 2 m log(mρ m /ρ 1 ) ∝ v 2 m log(m) as m → ∞, so that the second term in (2.15) is almost of the same asymptotic order as the first term, up to at most (log n) factor. Consequently, as n → ∞ and T /n → 0, the right-hand side of (2.17) is of almost the same asymptotic order as the oracle risk (2.12). Thus, by combination of Theorem 1 and Lemma 4, we obtain to the following statement. 
provided T /n → 0 as n → ∞. Here, C(r) is a constant that depends on r only.
Remark 2. The theory above is valid for T being finite as well as for T = T n → ∞ as long as T n /n → 0 as n → ∞. Indeed, the natural consequence of T being finite is that the bias term f − f m
Motivation: perfusion imaging and DCE imaging data
Cancers and vascular diseases inducing stroke and heart infraction present major public health concerns. Considerable improvement in assessing the quality of a vascular network and its permeability have been achieved through perfusion imaging using Dynamical Contrast Enhanced (DCE) imaging procedures with either Computer Tomography (DCE-CT), Magnetic Resonance Imaging (DCE-MRI) or Ultra Sound (DCE-US). The common feature of DCE imaging techniques is that each of them uses the rapid injection of a single dose of a bolus of a contrast agent and monitors its progression in the vascular network by sequential imaging. Currently, the high frequency DCE imaging techniques are more and more commonly used for medical assessment of brain flows for prognostic and therapeutic purposes after stroke, or, of cancer angiogenesis. As an example, below we consider a DCE experiment which follows propagation, through the vascular network, of a bolus of a contrast agent, injected in a vein, after it passes through the heart. Assuming that all voxels have unit volumes, at a microscopic level, for a given tissue voxel of interest, the number of arriving particles at time t + δ is given by β AIF(t). Here, AIF(t) is the Arterial Input Function that measures concentration of the contrast agent within the tissue voxel inside the aorta at time t, and parameter β, the so-called Tissue Blood Flow, is the proportion of the contrast agent which enters this voxel. Denote the number of particles in the tissue voxel at the vascular system going from the artery -which receives oxygenated blood (red arrow)-to the vein -which returns the de-oxygenated blood (blue arrow) after exchanges within the tissue. After passing through the heart, the bolus of the contrast agent, injected into a vein, is distributed, throughout the body along the arterial network to the tissue and later back to the venous system. In the imaging cross-section, the contrast agent induces enhancements first in the artery, providing the AIF, and later in the tissue of interest providing observations y(t i ), i = 1, . . . , n. Enhancements are measured in the voxels of the imaging cross-section.
time t by y(t) and the random lapse of time during which a particle sojourns in the tissue voxel by S. Assuming sojourn times for different particles to be independent and identically distributed with a cumulative distribution function F , one obtains the following equation for the average number of particles of the contrast agent in the tissue voxel at the moment t
where the expectation is taken under the unknown distribution of the sojourn times and δ is the delay between the measurement of the concentration of the contrast agent inside the aorta and its arrival inside the tissue voxel of interest. Assuming that the transit inside the arteries is homogeneous, up to parameter δ, the aorta acts as a good proxy of the feeding artery of the voxel of interest. In reality, one does not know Ey(t) and has discrete noisy observations
where ε i are i.i.d. standardized random variables. Medical doctors are interested in a reproducible quantification of the blood flow inside the tissue which is characterized by f (t) = β(1 − F (t)) since this quantity is independent of the concentration of particles of contrast agent within a voxel inside the aorta described by AIF(t). The sequential imaging acquisition is illustrated by Figure 1 . The contrast agent arrives with the oxygenated blood through the aorta (red arrow) where its concentration, AIF, within unit volume voxel is measured first when it passes through the imaging cross-section (red box). Subsequently, the contrast agent enters the arterial system, and it is assumed that its concentration does not change during this phase. The exchange within the tissue of both oxygen and contrast agent occurs from the beginning of the feeding phase and the concentration of contrast agent during this exchange is measured in all tissue voxels inside the imaging cross-section (grey voxel in the zoom). Later the contrast agent returns to the venous system with the de-oxygenated blood (blue arrow).
This leads to the following complete observation model:
where ξ i , are i.i.d. centered random variables independent from the ε j , j = 1, · · · , n. The value of delay δ can be measured with a small error using the delay between the moment when the contrast agent appears inside the aorta and the time it appears in the voxel of interest -both being measured in the imaging cross section. For this reason, in what follows, we assume that the time measurements are appropriately shifted, so that we can use δ = 0 in (4.7). Unfortunately, evaluation of the proportion β is a much harder task and, hence, is realized with a much larger error. Mathematically, it corresponds to estimation of the value of f at t = 0 since F (0) is always zero.
In addition, a large artery, like the aorta, when available in the imaging field, usually covers a Region Of Interest (ROI) of few hundreds voxels. In this case, the observed value η(t i ) is obtained by averaging (at each time t i ) of the values observed in the ROI leading to σ 0 σ, so that we can assume that σ 0 = 0. Therefore, the complete model (4.7) for DCE imaging experiments reduces to the Laplace convolution equation based on noisy observations of the form (1.1), the study of which presents a necessary theoretical step before obtaining medical answers on the basis of the model (4.7). Nevertheless, we draw attention to the fact that, in the DCE context, AIF(t) is only available at the observation times t i , i = 1, . . . , n.
Simulation study
In this section we present the results of a simulation study to illustrate finite sample performance of the Laplace deconvolution procedure developed above. In what follows, we compare our method with the one introduced in Abramovich et al. (2013) , since, to the best of our knowledge, it is the only competitive method specifically designed for solution of Laplace convolution equation in the presence of noise. We also carried out comparisons with the standard techniques designed for solution of general ill-posed linear inverse problems, namely, the Tikhonov regularization and the Singular Value Decomposition (tSVD).
Moreover, we put our best effort to apply the Laplace transform inversion of the numerical realization of the Laplace transform of our equation suggested by Mnatsakanov (2011) and Mnatsakanov and Sarkisian (2013) but failed to produce any reasonable results due to the small sample sizes (n ≤ 250).
Settings
We used two different simulation settings. In the first one, an analytic form of g is known, so that the estimator f APR developed in Abramovich et al. (2013) is available. In the second setting, only g(t 1 ), . . . , g(t n ) are known, so that one cannot construct f APR . In both setting, we considered Gaussian noise in (1.1) and set κ = 1 in (2.15).
Setting 1: g exactly known.
We use the simulation set up of Abramovich et al. (2013) . In particular, we considered fixed regular design with T = 10, sample sizes n = 100 and 250, and three choices of the true function: f 1 (t) = t 2 e −t , f 2 (t) = 1 − Γ 2,2 (t) and f 3 (t) = 1 − Γ 3,0.75 (t), where Γ α,θ is the c.d.f of the Gamma distribution with the shape parameter α and the scale parameter θ. We used the five convolution kernels g 1 , . . . , g 5 , where g 1 , g 2 and g 3 are defined in (3.4) and kernels g 4 and g 5 are of the forms
their Laplace transforms. Here, ρ 0 = 1; k = 4 and the numerator of G(s) has four roots (−4 ± 2.5i, −0.75 ± 1.5i) for g 4 ; k = 6 and the numerator of G(s) has six roots (−4 ± 2.5i, −0.75 ± 1.5i, −2 ± 2i) for g 5 . Both g 4 and g 5 are such that r = 3 in (3.1). For each kernel, we chose the nominal noise levels σ 0 (g j ) that were, respectively, equal to 0.001, 0.1, 0.01, 0.002, 0.002 for g 1 , . . . , g 5 . Simulations were carried out with noise levels σ 0 (g j )/2 i , i = 1, . . . , 5.
Setting 2: observations of g are available. We consider two "real life" kernels, g MRI and g CT , obtained, respectively, from a DCE-MRI (n = 91) and a DCE-CT (n = 28) sequences of one patient. For those kernels, shown in Figure 2 , only g(t i ), i = 1, . . . , n are observed and no analytical form of g is available. In (4.7), we chose β = 0.5 and f 2 , f 3 and f 4 (t) = exp(−2 t) as test functions, since they correspond to typical survival functions 1 − F . For each test function, we computed the function q at the time points t i , i = 1, . . . , n, in (1.2) by numerical integration with trapezoid rule. Then we added Gaussian noise with realistic noise levels, namely, σ = 60 for g MRI and σ = 25 for g CT .
Implementation
In order to implement our procedure and to stay as close as possible to the real-life DCE imaging experiments, we only used the knowledge of the vector g = (g(t 1 ), . . . , g(t n )) T of values of g(t) at the points t 1 , · · · , t n . The elements of matrix G M are derived from g M , the linear regression estimators of the Laguerre coefficients of g, obtained as
. We implement our procedure using the public software R. Numerical computations using Laplace functions are facing numerical instabilities when M is too large. Hence, for a given kernel g and for each value a, we selected the largest value of M ≤ 25 such that both matrices Φ T M Φ M and G M G M T are of full rank and set M (n) = M in (2.11) and Proposition 1. For the sample sizes n = 100, 250, 91 and 28, used in our simulation settings, this leads to η = 1.10, 0.75, 1.14 and 1.90, respectively in Proposition 1 and Theorem 1.
Subsequently, we derived m using (2.16) and obtained the penalized estimator f m of the vector of Laguerre coefficients. We evaluated the estimator q = q(a) on the basis of the estimator f m . At last, we chose the value of a which minimizes the Euclidean norm R(a) of the difference between y and the vector q(a).
Competing techniques
the lower triangular matrix. We considered the SVD of A, A = U S V T where, respectively, S is a diagonal and U and V are orthogonal matrices. Then, the Tikhonov regularization -based estimator is given by
The SVD estimator is defined as
where S k is the diagonal matrix derived from S by setting its k smallest components to infinity, so they vanish in (S k ) −1 . The values of parameters λ in (5.9) and k in (5.10) are obtained by minimizing the Euclidean norm of the difference between q (reconstructed from, respectively, f TIKH and f tSVD ), and an estimated versionq of q obtained from y by local polynomial regression fitting.
Results of simulations
For each simulation, given an estimator f of f at times 0 = t 1 ≤ . . . ≤ t n = T , in order to take into account the possibly irregular design, we computed the Integrated Square Errors, ISE( f ) over the interval [0, T ] using the trapezoidal approximation of the integral. In each setting, we carried out 400 simulation runs. For each estimator, we calculated the average values of ISE( f ) over those runs and the corresponding standard deviations.
Setting 1: g exactly known. Figure 3 presents the box-plots of the ratios ISE( f )/ISE( f LAG ), constructed on the basis of 400 simulation runs, for f being f APR , f TIKH and f tSVD , n = 100 and noise levels σ 0 (g j )/2 i for i = 1, 3, 5. The empirical risk ratios are represented on a log 10 -scale: horizontal lines provide the references to the decibels (dB). The plain red line, showing 0dB, corresponds to the equal error for our estimator and its competitor. All values above this line suggest that our estimator has a smaller error. The box-plots confirm that, except for a few rare cases (where the ratio is very close to one ), our estimator outperforms its competitors for all choices of kernels and test functions, and for all sample sizes and all noise levels. Similar results were obtained for other noise levels and for n = 250. Figure 4 presents the graphs of f LAG together with f APR . for all test functions and kernels g j when the noise level is σ 0 (g j )/2. It is easy to see that, in all cases, f LAG shows a much more stable behavior than f APR on the boundaries. The figures report the values of the ISE over the whole interval [0, T ] and also over 80% of its interior points. The overall error of f LAG is always Figure 3: Box-plots of ISE( f )/ISE( f LAG ) for f being f APR , f TIKH , f tSVD with n = 100 and noise levels σ 0 (g j )/2 i for i = 1 (green), i = 3 (red) and i = 5 (yellow). The box-plots are constructed on the basis of 400 simulation runs. In each column, kernels g vary from g 1 (top) to g 5 (bottom). In each row, unknown function f vary from f 1 (left) to f 3 (right). The empirical risk ratios are represented on a log 10 -scale: horizontal lines provide the references to the decibels (dB). The plain red line, showing 0dB, corresponds to the equal error for our estimator and its competitor. All values above this line suggest that our estimator has a smaller error. Other horizontal dashed lines provides positive (grey) or negative (red) increments of 1dB. overwhelmingly smaller than that of f APR . In the interior of the interval, f APR is competitive but the errors are extremely small for both estimators. We also remind that f APR cannot handle the case when g is not known exactly and, hence, is not used for comparisons in Setting 2.
To conclude this first set of simulations, Table 1 in the Appendix provides the average values of ISE( f LAG ) computed over 400 simulation runs together with their standard deviations (in italic). size n = 100. In each row, kernels g vary from g 1 (left) to g 5 (right). In each column, unknown function f vary from f 1 (top) to f 3 (bottom). In each sub-figure, the dotted line is the unknown test function, the dashed line is f APR and the plain line is f LAG . Below each sub-figure, we provide the values of ISE( f LAG ) and ISE( f APR ) over the whole interval [0, T ] and also over 80% of its interior points.
Setting 2: observations of g are available.
In this setting, we compare performances of f LAG , f TIKH and f tSVD . Figure 5 shows the graphs of the estimators obtained for each combination of kernel g and each test function f . Left and right columns correspond to, respectively, g MRI and g CT . From top to bottom, rows correspond to f 2 , f 3 and f 4 . In each column, the sub-figure on the left shows the values of g(t i ) and q(t i ) for i = 1, . . . , n, together with the reconstructed estimator q obtained by convolution of f and g, while the sub-figure on the right, displays the test function f together with f LAG , f TIKH and f tSVD . Note that although the reconstructions q based on f LAG , f TIKH and f tSVD are very similar, the precisions of estimators f LAG , f TIKH and f tSVD themselves is dramatically different, especially in the case of g MRI (the right two columns). Note that q is often used by radiologists as a visual indicator for the estimation quality. Figure 5 demonstrates, however, that this visual indicator is extremely poor and does not help in selection of an adequate deconvolution procedure. In addition, for the DCE imaging setting, Figure 3 provides the box-plots of the ratios ISE( f )/ISE( f LAG ), constructed over 400 simulation runs, for f being f TIKH , f tSVD , together, with the average values of ISE( f LAG ) and their corresponding standard deviations. Figure 3 confirms that again f LAG outperforms f TIKH and f tSVD in all settings.
Finally, Figure 7 studies estimation of β in (4.7), the Tissue Blood Flow parameter which is 
True test function Estimates True test function Estimates

True test function Estimates
True test function Estimates
Figure 5:
Example of estimations in the DCE setting experiment: Left and right column corresponds to, respectively, g MRI and g CT . From top to bottom, rows correspond to, respectively, f 2 , f 3 and f 4 . In each column, the sub-figures on the left represent observations g(t i ) (black crosses ×) and q(t i ) (blue crosses +) for i = 1, . . . , n, the unknown q (plain black line) and reconstructions q LAG (dashed red line), q TIKH (cyan dotted line) and q tSVD (dotted green line). The sub-figures on the right represent the true unknown test function f (plain black line) and its estimators f LAG (dashed red line), f TIKH (dotted cyan line) and f tSVD (plain green line).
of critical importance to radiologists and practitioners. Since 1 − F (0) = 1, we use β = f (0) as an estimator of β. Figure 7 presents boxplots of the values of β based on f LAG , f TIKH and f tSVD (constructed over 400 simulation runs). The red line indicates the true value β = 0.5 used in simulations. Our estimator performs better than its competitors and shows encouraging results for future applications in DCE imaging.
Real-life experiments
In order to apply our procedure to real data, we used two DCE-MRI sequences of one patient in the REMISCAN cohort study [40] who underwent anti-angiogenic therapy treatment for a metastatic renal carcinoma and showed positive response to the treatment after 3 months. The first sequence has been obtained just before the start of the treatment and the second 15 days later. One can notice that the first DCE-MRI sequence is more affected by the patient's movements: in spite of being non-invasive, the first DCE-MRI experience is often stressful for a patient.
For each of n = 91 time instances, the DCE-MRI sequence is comprised of 16 slices (or images) of 256 × 256 voxels that cover the metastases and surrounding areas. Injection of the contrast agent was administered so that the arrival of the contrast agent occurred after about 10 acquisition times. For each sequence, the measurements before the arrival of the contrast agent were used to estimate the baseline image and its standard deviation σ. Then, the baseline was removed from the sequence in order to obtain the enhancements. Extra times before the arrival of the contrast agent were removed from the series and time was shifted, so that t 1 = 0, AIF (t 1 ) ≈ 0 and AIF (t 2 ) 0 and the effective sample size n = 81. The time shift δ in (4.7) was more or less constant and was treated as negligible for each sequence. Finally, we set AIF (t 1 ) = y(t 1 ) = 0 for t < t 1 .
In each sequence, we selected three voxels inside the metastasis and obtained three enhancement curves. Since the aorta is visible on these DCE-MRI, its images were used for construction of estimators of the AIF that were obtained as the average enhancements for all (around 400) voxels in the aorta. The six tissue enhancements as well as the two denoised AIF s are presented in the Figure 8 .
The corresponding estimates are shown in Figure 9 . We remind that we estimate function f = β(1 − F ) in (4.7) where (1 − F ) is the survival function of the transit times of the contrast agent in the voxel and β is the Tissue Blood Flow parameter which can be estimated by f (0).
Before the treatment (upper line of Figure 8 ), the metastases exhibit three different spatial behaviors (hyper-vascular, vascular and necrotic) each illustrated by one of the three selected voxels: the enhancements correspond to the hyper-vascular (left), vascular (center) and necrotic (right) area. After 15 days of treatment (bottom line of Figure 8 ), three new voxels have been selected, one located in the hyper-vascular area observed before treatment (left), the two others located in the vascular area observed before treatment (center and right) to check for reproducibility. In the left panel of Figure 9 corresponding to the DCE-MRI sequence obtained before treatment, one can observe that the estimators for the hyper-vascular (black curve) and vascular (green curve) voxels show similar shapes and, hence, similar time transit distributions but strong differences in the estimated Tissue Blood Flow parameters. Moreover, the estimated Tissue Blood Flow parameter for the voxel in the necrotic area (red curve) is, as expected, very small. In such poorly perfused tissues, one faces a small Signal to Noise Ratio (SNR) which challenges any deconvolution method. However, as simulations show, our technique is relatively robust to low SNR values.
In the right panel of Figure 9 corresponding to the DCE-MRI sequence obtained two weeks after the treatment, the estimator for the voxel located in the hyper-vascular area (black curve in the right panel) shows very similar shape to the estimator for the hyper-vascular voxel observed before the treatment (black curve in the left panel) but a much lower estimated Tissue Blood Flow parameter. This, however, can be expected as the result of the treatment which is aimed to reduce the Tissue Blood Flow. The estimators obtained after the treatment for the two voxels located in the vascular area look similar (red and green curves in the right panel) which is expected as they have been selected in a same area. Moreover, they also exhibit clear reduction of the Tissue Blood Flow parameters compared to the estimator for the vascular voxel before the treatment (green curve of left panel).
In conclusion, although we examined very limited experimental data, the estimators of the Tissue Blood Flow parameters and the survival functions show good reproducibility and are in accordance to what is expected by the clinicians.
Discussion
In the present paper, we study a noisy version of the Laplace convolution equation. Equations of this type frequently occur in various kinds of DCE imaging experiments. We propose an estimation technique for the solutions of such equation based on the expansion of the unknown solution, the kernel and the measured right-hand side over a system of the Laguerre functions. The number of the terms in the expansion of the estimator is controlled via complexity penalty. The technique leads to an estimator with the risk within a logarithmic factor of the oracle risk.
The major advantage of the methodology presented above is that it is practically usable, precise and computationally simple. Indeed, the expansion results in a small system of linear equations with the matrix of the system being triangular and Toeplitz. Therefore, the method is very easy and fast computationally and produces no boundary effects due to the extension at zero and the cut-off at T . In addition, application of the technique to discrete data does not require re-fitting the model for each model size separately. On the contrary, the vector of the Laguerre coefficients of the observed function is fitted only once, for the largest model size, and then is truncated for models of smaller sizes. The complexity of representation of g adjusts to the complexity of representation of f and the noise level. Moreover, if g can be represented by a finite expansion over Laguerre functions with k terms, the matrix of the system is k-diagonal. The method performs very well in simulations. It is much more precise than the estimators described in Abramovich et al. (2013) , as well as the estimators obtained by the SVD and the Tikhonov regularization.
Another important property of the method is that it can be easily applied when the kernel is not known exactly and is only observed at some points. This distinguishes the present technique from the approach of Abramovich et al. (2013) which strongly depends on the precise knowledge of the analytic form of the kernel and, hence, cannot be applied to solution of real-life problems. In the paper, we describe application of our methodology to analysis of the DCE-MRI sequences where the kernels are estimated on the basis of imaging data.
There are few more advantages which are associated with the use of Laguerre functions basis. Since one important goal of future analysis of DCE data is classification of the tissues and clustering of curves f (t) = β(1 − F (t)) which characterize their blood flow properties, representation of the curves via Laguerre basis allows to replace the problem of classification of curves by classification of relatively low-dimensional vectors. In addition, due to the absence of boundary effects, the method allows to estimate β, the Tissue Blood Flow parameter, which characterizes the micro-vascular properties of the tissue and is of extreme interest to medical doctors. Indeed, our simulations demonstrate that those estimators are fairly accurate. However, since they are based on a global estimator f LAG rather than on a local estimator at zero, there is some room for improvement. However, this issue is a matter of future investigation.
Proofs
Proof of Proposition 1
Recall that
The second term in (8.1) is the variance term which is equal to
with A m defined in (2.13). Observing that
For the last term of right hand side of (2.8), we derive
Using inequality ρ 2 (A) ≤ Tr(A T A) = A 2 2 , and the fact that, for all k ∈ N one has φ k ∞ ≤ √ 2a (see Abramowitz and Stegun (1964) , 22.14.12 and following), we bound this term by
Using Assumption (A0), we obtain that
Combination of (8.1), (8.2) and (8.4) completes the proof of (2.9), provided that M = n (1+η)/3 and n ≥ (2aC q /σ 2 ) 1/η .
Proof of Theorems 1 and 2
Proof of Theorem 1. For m ∈ M n , we consider the associated subspaces S m ⊆ R M defined by
For t ∈ S m , a vector of R M with at most its first m coordinates non-zero, f m can be related to the minimizer over S m of the contrast
Note that, for t ∈ S m , t, G −1 A Supplementary materials
A.1 Introduction to theory of banded Toeplitz matrices
The proof of asymptotic optimality of the estimatorf m relies heavily on the theory of banded Toeplitz matrices developed in Grudsky (2000, 2005) . In this subsection, we review some of the facts about Toeplitz matrices which we shall use later. Consider a sequence of numbers {b k } ∞ k=−∞ such that ∞ k=−∞ |b k | < ∞. An infinite Toeplitz matrix T = T (b) is the matrix with elements T i,j = b i−j , i, j = 0, 1, . . ..
Let C = {z ∈ C : |z| = 1} be the complex unit circle. With each Toeplitz matrix T (b) we can associate its symbol 
In this case, the winding number of b(z) is wind(b) In order to apply the theory surveyed above, we first need to examine function b(z) associated with the infinite lower triangular Toeplitz matrix G defined in Lemma 1 the Laurent polynomial associated with its banded version G m . It turns out that b(z) can be expressed via the Laplace transform G(s) of the kernel g(t). In particular, the following statement holds.
Lemma 3. Consider a sequence {b k } ∞ k=0 with elements b 0 = g (0) and
. . where g (k) are Laguerre coefficients of the kernel g in (1.1). Then, b k , k ≥ 0, are Fourier coefficients of the function
where G(s) is the Laplace transform of the kernel g(x).
Proof. To prove this statement, we shall follow the theory of Wiener-Hopf integral equations described in Gohberg and Feldman (1974) . Denote Fourier transform of a function p(x) bŷ
Therefore, elements of the infinite Toeplitz matrix G in Lemma 1 are generated by the sequence b j , j ≥ 0, where
Note that |(iω − a)/(iω + a)| = 1, so that we can use the following substitution in the integral (A.6):
Simple calculations show that
a(e iθ + 1) i(+e iθ − 1) e −iθj dθ, so that b j , j ∈ Z, are Fourier coefficients of the function For this purpose, assume that y = α + iβ is a zero of G, i.e. G(α + iβ) = 0. Simple calculus yields y − a y + a 2 = 1 − 4αa (α + a) 2 + β 2 , so that |z| = |(y − a)/(y + a)| ≤ 1 iff α ≥ 0. But, by Assumption (A2), G(y) has no zeros with nonnegative real parts, so that α < 0 and |z| = |(y − a)/(y + a)| > 1. Therefore, all zeros of b(z), which correspond to finite zeros of G, lie outside the complex unit circle C.
Assumptions (A1), (A2) and properties of Laplace transform imply that G(s) = s −r (B r + G r (s)) where G r (s) is the Laplace transform of g (r) (t). Hence, 
A.3 Proofs of supplementary Lemmas
Proof of Lemma 2. The proof of Lemma 2 has two steps. The first one is the application of a χ 2 -type deviation inequality. The second step consists of integrating this deviation inequality.
The χ 2 -inequality is formulated as follows. In the Gaussian case, it is stated in Laurent and Massart (2000) , and improved by Gendre (see Lemma 8.2 of Gendre (2009)). In the sub-Gaussian case, it is given in Rudelson and Vershynin (2013), Theorem 2.1. Let A be a p×p matrix A ∈ M p (R) and ζ be a vector of sub-Gaussian random variables. Then, for any x > 0, which proves validity of (A.15). To show that (A.16) holds, observe that, by formula 0.151. Table 1 : Empirical (over 400 simulation runs) Mean Integrated Square Errors (×10 4 ) and standard deviations in italic for kernels g j (j = 1, . . . , 5), unknown functions f 1 to f 3 , n = 100 and n = 250, and, for the noise level equals to σ 0 (g j )/2 i , i = 1, . . . , 5.
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