By applying the well-known fixed point theorem of cone expansion and compression, this paper investigates the existence of multiple positive solutions of periodic boundary value problems for first-order functional differential equations with impulse. Meanwhile, four examples are worked out to demonstrate the main results.
Introduction
The study of impulsive differential equations is attracting much attention in recent years since such equations arise in many mathematical models of real processes and phenomena studied in physics, chemical technology, population dynamics, biotechnology, and economics (see, for instance, [2, 6, 7, 10, 17, 29, 30, 32, 35, 36] ). There has been a significant development in impulse theory, see, for instance, [5, 8, 9, 14, 15, [20] [21] [22] 27, 28, 34] and references therein.
In addition, there has also been many papers concerned with the solvability of boundary value problems (BVP, for short) for first and second-order functional differential equations in recent years. For example, papers [1, 33] are concerned with nonlinear BVP. Papers [3] [4] [5] 12, 13, 16, 18, 19, 23, 24, 26, 31] consider periodic boundary value problems (PBVP, for short). Some of them even consider PBVP for first-order functional differential equation with impulse (see, [4, 5, 12, 16, 18, 19, 25, 26] ). For instance, in [12] , He and Yu investigate the following problem
x (t) = f (t, x(t), x t ), t = t k , t ∈ [0, T ]; x| t=t k = I k (x(t k )), k = 1, 2, . . . p; x(t) = x(0), t ∈ [−τ, 0); x(0) = x(T ).
Papers [4, 16, 18] deal with the solvability of    x (t) = f (t, x(t), x(w(t))), t = t k , t ∈ [0, T ]; x| t=t k = I k (x(t k )), k = 1, 2, . . . p; x(0) = x(T ).
To study PBVP for first-order functional differential equations with impulse, the approaches used in [4, 12, 16, 18, 19, 25, 26] are the upper-lower solutions method and monotone iterative technique. What they obtained is the existence of at least one solution if there is a pair of upper-lower solutions. However, in some cases it is difficult to find upper-lower solutions for general differential equations.
In paper [5] , by using coincidence degree, Y. Dong studied the periodic boundary value problems for first-order functional differential equations with impulse.
It is remarkable that the author required x(t) = x(t +1) for t ∈ [−τ, 0]. He also obtained the existence of one solution.
As we know, the fixed point theorem of cone expansion and compression is extensively used to investigate the existence of multiple positive solutions of boundary value problems for second-order differential equations. To the best of our knowledge, few papers have applied such theory to study periodic boundary value problems for first-order functional differential equations with impulse. The objective of the present paper is to fill this gap.
By applying the fixed point theorem of cone expansion and compression, we investigate the existence of multiple positive solutions of the following problem:
, and f : J × D → R is a given function satisfying some assumptions that will be specified later. D = {ψ : ψ is a continuous map from [−τ, 0] to R everywhere except for a finite number of pointst at which ψ(t) and ψ(t + ) exist and ψ(t − ) = ψ(t)}, φ ∈ D.
Our main features are as follows. Firstly, the form of PBVP (1.1) we consider here is more general, and more different from those in [4, 5, 12, 16, 18, 19, 25, 26] . Secondly, the results obtained in this paper are not only the existence of positive solutions but also the existence of multiple, even infinitely many positive solutions. Thirdly, the method used here is different from that in the references. Meanwhile, four examples are worked out to demonstrate our main results.
The organization of this paper is as follows. We shall introduce some preliminaries and some lemmas at the end of this section. The main results and their proof are given in Section 2. Finally, examples are introduced.
We now first give some preliminaries. For any function y defined on [−τ, T ] and any t ∈ J , we denote by y t the element of D defined by
Let PC(J ) = {x : x is a map from [−τ, T ] into R such that x(t) is continuous at t = t i , and left continuous at t = t i , and the right limit x(t + i ) exists for i = 1, 2, . . . , k ; x(t) = φ(t) for t ∈ [−τ, 0)}. We now define two operations. For x, y ∈ PC(J ) and λ ∈ R, let
where φ(t) is the same as in PBVP (1.1). Evidently, PC(J ) is a Banach space with the norm
Also, D is endowed with norm · defined by
It is remarkable that D is just a normed space, not a Banach space.
, for y ∈ D with y ≤ q and for almost all t ∈ J.
Definition 1.2.
A function x ∈ PC(J ) is said to be a solution of PBVP (1.1) if x satisfies the equation x (t) = f (t, x t ), a.e. t ∈ (0, T ), t = t i , and the conditions
, and
In what follows, we will assume that f is an L 1 -Carathéodory function. At the end of this section we state the fixed point theorem of cone expansion and compression, which will be used in Section 2.
Lemma 1.1 ([11]
). Let Q be a cone of real Banach space E and Q r,s = {x ∈ Q : r ≤ x ≤ s} with s > r > 0. Suppose that A: Q r,s → Q is a completely continuous mapping such that one of the following two conditions is satisfied:
(i) Ax ≤ x for x ∈ Q, x = r and Ax ≥ x for x ∈ Q, x = s.
(ii) Ax ≥ x for x ∈ Q, x = r and Ax ≤ x for x ∈ Q, x = s.
Then, A has a fixed point x ∈ Q such that r ≤ x ≤ s.
Main results
For convenience, let us list the following assumptions.
(H1) There exists a positive number M such that
(H2) There exists J 0 ⊂ J with mes J 0 = 0 satisfying lim y∈D y →+∞ f (t,y) y < 0 uniformly with respect to t ∈ J \ J 0 and
One of the following two conditions holds:
(i) there exists a positive number R such that
(ii) there exist an integer j with 1 ≤ j ≤ k and a positive number R satisfying
where l = e M T (e M T − 1). (H4) There exist ε ∈ (0, M) and δ > 0 satisfying sup f (t,y) y : 0 < y < δ + φ ≤ −ε for a.e. t ∈ J and lim x→0+
For the sake of studying PBVP (1.1), we first consider the following linear PBVP:
where M is the same as in (H1), σ ∈ L 1 (J, R + ). Let
Then we have
Now we present the following lemma (see [Lemma 2.1,
is a solution of PBVP (2.1) if and only if x is a solution of the integral equation
In addition,
For z ∈ PC(J ), consider the following linear PBVP:
By Lemma 2.1 we have
(2.5)
So we can define an operator A on PC(J ) by
It is easy to see A : PC(J ) → PC(J ). Moreover, from (2.3), (2.5) and (2.6), it follows that x ∈ PC(J ) is a solution of PBVP (1.1) if and only if x is a fixed point of the operator A. Therefore, we need to consider only the existence of fixed points for the mapping A. Let
Obviously, Q is a cone of Banach space PC(J ). Notice from (2.2) that
Furthermore, we have the following lemmas.
Lemma 2.2. For each x ∈ Q, we have
Proof. Since x ∈ Q, we have x(t) ≥ e −M T x for t ∈ J . On the other hand, from the definitions of PC(J ) and x t it follows that x(t) ≤ x t ≤ φ + x for t ∈ J . Therefore,
Proof. For each x ∈ Q, by (2.9) we have
Combining with (2.6)-(2.8), (H1), and the fact that the impulses are nonnegative, this immediately guarantees that
By Lemma 2.2, Ascoli-Arzela theorem, and Definition 1.1, one can obtain the following lemma. Proof. We first prove that there exists a positive number c with c > R such that
By (H2) we know there exist ε ∈ (0, M) and L > 0 such that
and
Choose c = max{R + 1, Le M T + 1}. This together with (2.7) guarantees that for each x ∈ ∂ Q c , we have
= L , ∀t ∈ J. Consequently, from (2.4), (2.6), (2.9), (2.11) and (2.12), it follows that
which means that (2.10) holds. Next we show
To see this, notice that for each x ∈ ∂ Q R , by (2.7) we know e −M T R ≤ x(t) ≤ R and Re −M T ≤ x t ≤ φ + R for t ∈ J . Suppose first (i) of (H3) holds. This together with (2.4), (2.6) and (2.9) guarantees that for each x ∈ ∂ Q R , we have
Next, assume (ii) of (H3) is satisfied. From (H1) and (2.6) it follows that
This and (2.14) both guarantee that (2.13) holds.
Consequently, by Lemma 1.1, PBVP (1.1) has at least one positive solution.
Theorem 2.2. Suppose (H1)-(H4) hold. Then PBVP (1.1) with φ = 0 has at least two positive solutions.
Proof. As in the proof of Theorem 2.1, (2.10) and (2.13) also hold. In the following we show that there exists a positive number d with d < R such that
From (H4) there exists d ∈ (0, R) with d < δ such that
Similar to the process of proving (2.10), by (H4) we have
which implies that (2.15) holds.
In conclusion, by using Lemma 1.1 twice and noticing from (2.13) that there is no fixed point on ∂ Q R , the operator A has at least two fixed points x 1 ∈ Q R \ Q d , and x 2 ∈ Q c \ Q R , that is, PBVP (1.1) has at least two positive solutions x 1 and x 2 .
Corollary 2.1. Suppose (H1), (H3), and (H4) hold. Then PBVP (1.1) with φ = 0 has at least one positive solution.
Remark 2.1. Condition (H1) may be in contradiction with (H4) when φ = 0.
When f is superlinear at ∞, we have the following results. Theorem 2.3. Suppose (H1) holds. In addition, assume that (H5) One of the following two conditions holds:
(i) there exist J 2 ⊂ J with mes J 2 = 0 and g 1 ∈ L 1 (J, R + ) satisfying
uniformly with respect to t ∈ J \ J 2 , and
there exists an integer j with 1 ≤ j ≤ k and
where l is the same as in (H3). (H6) there exist R > 0, h ∈ L 1 (J ), and ε i ∈ R + such that f (t, y) ≤ h(t), for t ∈ J, y ∈ D with Re
(H7) One of the following two conditions holds:
(i) there exist g 2 ∈ L 1 (J, R + ) and δ > 0 satisfying inf f (t,y) y : 0 < y < δ + φ ≥ g 2 (t) for a.e. t ∈ J , and T 0 g 2 (t)dt > (e M T − 1) 2 . (ii) there exists an integer j with 1 ≤ j ≤ k and
where l is the same as in (H3).
Then PBVP (1.1) has at least two positive solutions.
Proof. We first prove that there exists a positive number c with c > R such that
Suppose (i) of (H5) holds. Then there exist an ε ∈ (0, Me −M T ) with
andc > 0 such that
(2.18)
Choose c = max{R + 1,ce M T }. Then for each x ∈ ∂ Q c , we know by (2.7) and Lemma 2.2 that x t ≥ x(t) ≥ e −M T x ≥c for every t ∈ J . This together with (2.2), (2.4), (2.6), (2.17) and (2.18) guarantees that
Next assume that (ii) of (H5) holds. Then there exist ε > 0 and c > 0 such that
In this case, choose c = max{R + 1, c e M T }. Similar to the above, for each x ∈ ∂ Q c , we can obtain that
This and (2.19) both guarantee that (2.16) holds. In the following we prove
(2.20)
In fact, for each x ∈ ∂ Q R , we know by (2.7) that R ≥ x(t) ≥ e −M T x ≥ Re −M T for every t ∈ J . So Re −M T ≤ x t ≤ R + φ for t ∈ J . This together with (2.2), (2.4) and (2.6), and condition (H6) guarantees that
which implies that (2.20) holds. Finally, suppose first (i) of (H7) is satisfied. Choose r ∈ (0, δ ). Notice that for each x ∈ ∂ Q r we have 0 < x(t) ≤ x t ≤ x + φ < δ + φ for t ∈ J . Therefore,
If (ii) of (H7) holds. Then there existε > 0 and r > 0 such that
Notice that for each x ∈ ∂ Q r , we have
This and (2.21) both implies
Consequently, by (2.16), (2.20), (2.22) , and Lemma 1.1, the operator A has at least two fixed points x 1 ∈ Q R \ Q r , and x 2 ∈ Q c \ Q R , that is, PBVP (1.1) has at least two positive solutions x 1 and x 2 .
Corollary 2.2. Suppose (H1), (H6), and one of the two assumptions (H5) and (H7) hold. Then PBVP (1.1) has at least one positive solution.
Remark 2.2. Conditions (H3), (H5), and (H7) indicate that the impulse plays an important role, especially in the superlinear case because even if f (t, y) is not superlinear, the superlinearity of impulse also guarantees the same conclusion.
By using a similar proof as in Theorems 2.1 and 2.3, and Lemma 1.1 in succession, we can get the existence of infinitely many positive solutions for PBVP (1.1).
Theorem 2.4. Suppose (H1) holds. Furthermore, assume that there exist r n and R n such that 0 < r 1 < R 1 < r 2 < R 2 < · · · < r n < R n < . . . , and r n e M T < R n < r n+1 e −M T , n = 1, 2, 3, . . . , satisfying (H8) one of the following two conditions holds:
(ii) there exists an integer j n with 1 ≤ j n ≤ k satisfying
where l = e M T (e M T − 1). (H9) there exists h n ∈ L 1 (J ), and ε in ∈ R + such that
Then PBVP (1.1) has infinitely many positive solutions. Example 2.1. Consider the following PBVP:
where a is such that a ln(1 + e −2 ) > 4 3 − e −1 and
Then PBVP (2.23) has at least two positive solutions.
Proof. PBVP (2.23) can be regarded as a PBVP of the form (1.1), where 
|x t (θ )|, a.e. t ∈ (0, 1);
where
Then PBVP (2.26) has at least two positive solutions.
Proof. PBVP (2.26) can be regarded as a PBVP of the form (1.1), where
and T = 1, τ = −1, φ(t) ≡ 0. Very similar to the proof of Example 2.1, still choosing M = 1, we can see that (H1), (H2), and (H4) hold. Now it remains to show that (ii) of (H3) holds. Choose R = e. Then [e −M T R, R] = [1, e], l = e(e − 1) < 2e. Notice xe −x on [1, e] takes its minimum at x = e. Therefore, by (2.27) we know
This means (ii) of (H3) is satisfied. Consequently, by Theorem 2.2, PBVP (2.26) has at least two positive solutions.
Example 2.3. Consider the following PBVP:
, a.e. t ∈ (0, 2π ); 
Now we prove that (H1) and (H5)-(H7) hold. First we choose M = 1 2π . Notice that φ = 1. Then for y ≥ 1, it is easy to see
This means (H1) is satisfied. Next, it is easy to see(i) of (H5) and (i) of (H7) are satisfied. Now it remains to show there exist suitable R, h(t), and ε 1 , ε 2 satisfying (H6). Choose R = 10e. Then Next set r n = 10 n , R n = 3 × 10 n , n = 1, 2, 3, . . . . Then 0 < r 1 < R 1 < r 2 < R 2 < · · · < r n < R n < · · · , and r n e M T < R n < r n+1 e −M T , n = 1, 2, 3, . . . .
This together with (2.29) and (2.30) guarantees that (i) of (H8) is satisfied.
Finally choose h n (t) ≡ −(1 + t 2 ) and ε 1n = 
