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Abstract
Euclidean Clifford analysis is a higher dimensional function theory offering a refinement of
classical harmonic analysis. The theory is centred around the concept of monogenic functions,
which constitute the kernel of a first order vector valued, rotation invariant, differential op-
erator ∂ called the Dirac operator, which factorizes the Laplacian. More recently, Hermitean
Clifford analysis has emerged as a new branch of Clifford analysis, offering yet a refinement of
the Euclidean case; it focusses on a subclass of monogenic functions, i.e. the simultaneous null
solutions, called Hermitean (or h–) monogenic functions, of two Hermitean Dirac operators ∂z
and ∂z† which are invariant under the action of the unitary group, and constitute a splitting
of the original Euclidean Dirac operator. In Euclidean Clifford analysis, the Clifford–Cauchy
integral formula has proven to be a corner stone of the function theory, as is the case for
the traditional Cauchy formula for holomorphic functions in the complex plane. Also a Her-
mitean Clifford–Cauchy integral formula has been established by means of a matrix approach.
Naturally Cauchy integral formulae rely upon the existence of fundamental solutions of the
Dirac operators under consideration. The aim of this paper is twofold. We want to reveal the
underlying structure of these fundamental solutions and to show the particular results hidden
behind a formula such as e.g. ∂E = δ. Moreover we will refine these relations by constructing
fundamental solutions for the differential operators issuing from the Euclidean and Hermitean
Dirac operators by splitting the Clifford algebra product into its dot and wedge parts.
1 Introduction
The Cauchy integral formula for holomorphic functions in the complex plane may be general-
ized to several complex variables in two ways: either one takes a holomorphic kernel and an
integral over the distinguished boundary ∂0D˜ =
∏n
j=1 ∂D˜j of a polydisk D˜ =
∏n
j=1 D˜j in C
n:
f(z1, . . . , zn) =
1
(2pii)n
∫
∂0D˜
f(ξ1, . . . , ξn)
(ξ1 − z1) · · · (ξn − zn) dξ1 ∧ · · · ∧ dξn , zj ∈
◦
D˜j (1)
or one takes an integral over the (piecewise) smooth boundary ∂D of a bounded domain D in
Cn in combination with the Martinelli–Bochner kernel, see e.g. [26], which is not holomorphic
anymore but still harmonic:
f(z) =
∫
∂D
f(ξ)U(ξ, z) , z ∈
◦
D (2)
with
U(ξ, z) =
(n− 1)!
(2pii)n
n∑
j=1
(−1)j−1 ξ
c
j − zcj
|ξ − z|2n dξ
c
1 ∧ · · · ∧ dξcj−1 ∧ dξcj+1 ∧ · · · ∧ dξcn ∧ dξ1 ∧ · · · ∧ dξn
where ·c denotes the complex conjugate. The history of formula (2), obtained independently
by Martinelli and Bochner, has been described in detail in [25]. It reduces to the traditional
Cauchy integral formula when n = 1, while for n > 1, it establishes a connection between
harmonic and holomorphic functions. Of course the fact that the Martinelli-Bochner kernel is
harmonic only, not holomorphic, and that, for n > 1, and for an arbitrary sufficiently smooth
1
domains, there are no integral representations with holomorphic kernel, becomes crucial for
explaining the well-known differences between the theories in one and n > 1 variables.
Another alternative for a generalization of the Cauchy integral formula is offered by Clifford
analysis, where functions defined in Euclidean space R2n ∼= Cn and taking values in a Clifford
algebra are considered. One focusses on so–called monogenic functions, i.e. null solutions of
the elliptic Dirac operator ∂X which is a square root of the Laplace operator: ∂
2
X = −∆2n. As
the Dirac operator is rotation invariant, the name Euclidean Clifford analysis is used nowadays
to refer to this setting. Standard references are [12, 21, 20, 24, 23]. In this framework the
kernel appearing in the Clifford–Cauchy formula is monogenic, i.e., of the same class as the
functions under consideration, up to a pointwise singularity, while the integral is taken over
the complete boundary:
f(X) =
∫
∂D
E(Ξ−X) dσΞ f(Ξ) , X ∈
◦
D
with
E(Ξ−X) = 1
a2n
Ξ−X
|Ξ−X|2n ,
a2n being the area of the unit sphere S
2n−1 in R2n ∼= Cn, ·¯ denoting the main conjugation in
the Clifford algebra and dσΞ being a Clifford algebra valued differential form of order (2n−1)
representing the oriented surface element. This Clifford-Cauchy integral formula is a corner
stone in the development of the function theory. At its basis lies the fundamental solution
E(X) = 1
a2n
X
|X|2n of the Euclidean Dirac operator ∂X , which satisfies in distributional sense
∂XE(X) = δ(X) (3)
where δ(X) is the Dirac distribution in R2n.
In a series of recent papers, so–called Hermitean Clifford analysis has emerged as a re-
finement of the Euclidean case; it focusses on the simultaneous null solutions of the complex
Hermitean Dirac operators ∂z and ∂z† which decompose the Euclidean Dirac operator and
“factorize” the Laplace operator in the sense that 4(∂z + ∂z†)
2 = 4(∂z∂z† + ∂z†∂z) = ∆2n.
They are invariant under the action of the (special) unitary group. Although the study of
complex Dirac operators was already initiated in [28, 27, 29], a systematic development of
the function theory in the Hermitean Clifford context, including the invariance properties
with respect to the underlying Lie groups and Lie algebras, is still in full progress, see e.g.
[17, 18, 16, 3, 4, 1, 2, 22, 10]. A Cauchy integral formula for Hermitean monogenic functions
taking values in the complex Clifford algebra C2n is essential for further development of this
function theory. A first result in this direction was obtained in [30], however for functions
which are null solutions of only one of the Hermitean Dirac operators and moreover presen-
ting a “fake” – as termed by the authors – Cauchy kernel, failing to be monogenic. In [11] a
Cauchy integral formula for Hermitean monogenic functions has been established. However,
from the start it was clear that the desired formula could not have the traditional form of (1)
or (2). Indeed, it is known (see [4]) that in the special case where the functions considered
do not take their values in the whole Clifford algebra C2n, but in the n-homogeneous part Sn
of complex spinor space S = C2nI ∼= CnI, I being a self-adjoint primitive idempotent, Her-
mitean monogenicity is equivalent with holomorphy in the underlying complex variables. It
turned out that a matrix approach was the key to obtain the desired result. Moreover and as
could be expected, the obtained Hermitean Cauchy integral formula reduces to the traditional
Martinelli–Bochner formula (2) in the case of functions taking values in the particular part of
complex spinor space mentioned. This also means that the theory of Hermitean monogenic
functions not only refines Euclidean Clifford analysis (and thus harmonic analysis as well),
but also has strong connections with the theory of functions of several complex variables, in
some sense even encompassing it.
In this paper we will establish fundamental formulae underlying the key relation (3) and
the similar ones for the Hermitean Dirac operators. Moreover we will construct fundamental
solutions for the associated differential operators ∂X•, ∂X∧, ∂z•, ∂z∧, ∂z†•, ∂z†∧, obtained
by splitting the Clifford algebra or geometric product into its “dot” and “wedge” parts.
2
These associated differential operators are the counterparts in the multivector language of
Clifford analysis, of well-known differential operators for real and complex differential forms
in Euclidean space, see [15, 19].
2 Preliminaries of Clifford analysis
The real Clifford algebra R0,m is constructed over the vector space R0,m endowed with a
non-degenerate quadratic form of signature (0,m) and generated by the orthonormal basis
(e1, . . . , em). The non-commutative Clifford or geometric multiplication in R0,m is governed
by the rules
eαeβ + eβeα = −2δαβ , α, β = 1, . . . ,m . (4)
As a basis for R0,m one takes for any set A = {j1, . . . , jh} ⊂ {1, . . . ,m} the element eA =
ej1 . . . ejh , with 1 ≤ j1 < j2 < · · · < jh ≤ m, together with e∅ = 1, the identity element.
Any Clifford number a in R0,m may thus be written as a =
∑
A eAaA, aA ∈ R, or still as
a =
∑m
k=0[a]k, where [a]k =
∑
|A|=k eAaA is the so-called k-vector part of a (k = 0, 1, . . . ,m).
Euclidean space R0,m is embedded in R0,m by identifying (X1, . . . , Xm) with the Clifford
vector X =
∑m
α=1 eαXα, for which it holds that X
2 = − < X,X > = −|X|2. The Clifford or
geometric product of two vectors splits into the sum of a scalar part, their commutative “dot”
product, and a 2-vector, or bivector, part, their anti-commutative “wedge” product, viz
X Y = X • Y +X ∧ Y
with
X • Y =
m∑
α=1
XαYα =
1
2
(X Y + Y X)
X ∧ Y =
∑
α<β
eαeβ(Xα Yβ − YαXβ) = 1
2
(X Y − Y X) .
The Fischer dual of the vector variable X is the vector valued first order differential
operator ∂X =
∑m
α=1 eα ∂Xα , called Dirac operator, underlying the notion of monogenicity
of a function, a notion which is the higher dimensional counterpart of holomorphy in the
complex plane. A function f defined and differentiable in an open region Ω of R0,m and
taking values in R0,m is called (left) monogenic in Ω if ∂X [f ] = 0 in Ω. As the Dirac operator
is a square root of the Laplacian: ∆m = −∂2X , monogenicity can be regarded as a refinement
of harmonicity. We refer to this setting as the Euclidean case, since the fundamental group
leaving the Dirac operator ∂X invariant is the special orthogonal group SO(m;R), which is
doubly covered by the Spin(m) group of the Clifford algebra R0,m. For this reason, the Dirac
operator ∂X and the concept of monogenicity are also called rotation invariant.
When allowing for complex constants and moreover taking the dimension to be even:
m = 2n, the same generators (e1, . . . , e2n), still satisfying the multiplication rules (4), produce
the complex Clifford algebra C2n, which is the complexification of the real Clifford algebra
R0,2n, i.e. C2n = R0,2n⊕iR0,2n. Any complex Clifford number λ ∈ C2n may thus be written as
λ = a+ ib, a, b ∈ R0,2n, an observation leading to the definition of the Hermitean conjugation
λ† = (a + ib)† = a − ib, where the bar notation stands for the usual Clifford conjugation
in R0,2n, i.e. the main anti–involution for which eα = −eα, α = 1, . . . , 2n. This Hermitean
conjugation also leads to a Hermitean inner product and its associated norm on C2n, given
by (λ, µ) = [λ†µ]0 and |λ| =
√
[λ†λ]0 = (
∑
A |λA|2)1/2.
This is the framework for so–called Hermitean Clifford analysis, a refinement of Euclidean
Clifford analysis. An elegant way of introducing this setting consists in considering a so–called
complex structure, i.e. a specific SO(2n;R)–element J for which J2 = −1 (see [3, 4]). Here,
J is chosen to act upon the generators e1, . . . , e2n of the Clifford algebra as
J [ej ] = −en+j and J [en+j ] = ej , j = 1, . . . , n .
With J one may associate two projection operators 1
2
(1± iJ) which produce the main objects
of the Hermitean setting by acting upon the corresponding objects in the Euclidean framework.
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First of all, the so–called Witt basis elements (fj , f
†
j)
n
j=1 for C2n are obtained through the action
of ± 1
2
(1± iJ) on the orthogonal basis elements eα:
fj =
1
2
(1 + iJ)[ej ] =
1
2
(ej − i en+j), j = 1, . . . , n ,
f†j = −
1
2
(1− iJ)[ej ] = −1
2
(ej + i en+j), j = 1, . . . , n .
The Witt basis elements satisfy the respective Grassmann and duality identities
fjfk + fkfj = f
†
jf
†
k + f
†
kf
†
j = 0 , j, k = 1, . . . , n ,
fjf
†
k + f
†
kfj = δjk , j, k = 1, . . . , n .
A vector X = (X1, . . . , X2n) in R0,2n is now denoted by (x1, . . . , xn, y1, . . . , yn) and identi-
fied with the Clifford vector X =
∑n
j=1(ej xj+en+j yj), the action of the complex structure J
on X yielding the so–called twisted vector X| = J [X] = ∑nj=1(ej yj − en+j xj). The Clifford
vectors X and X| anti–commute, since the vectors X and X| are orthogonal w.r.t. the stan-
dard Euclidean scalar product, a property which is formulated more precisely in the following
lemma.
Lemma 1 One has
(i) X •X| = 0,
(ii) X ∧X| = ∑j 6=k xjyk(ejek − en+ken+j)−∑j,k ejen+k(xjxk + yjyk),
(iii) X| ∧X = ∑j 6=k xjyk(ekej − en+jen+k)−∑j,k en+kej(xjxk + yjyk),
(iv) XX|+X|X = X ∧X|+X| ∧X = 0.
The actions of the projection operators on the Clifford vectorX then produce the conjugate
Hermitean Clifford variables z and z†:
z =
1
2
(1 + iJ)[X] =
1
2
(X + iX|),
z† = −1
2
(1− iJ)[X] = −1
2
(X − iX|),
which may also be rewritten in terms of the Witt basis elements as
z =
n∑
j=1
fj zj and z
† = (z)† =
n∑
j=1
f†j z
c
j ,
where n complex variables zj = xj + iyj have been introduced, with complex conjugates
zcj = xj − iyj , j = 1, . . . , n. Finally, the Hermitean Dirac operators ∂z and ∂z† are obtained
from the Euclidean Dirac operator ∂X :
∂z† =
1
4
(1 + iJ)[∂X ] =
1
4
(∂X + i ∂X|),
∂z = −1
4
(1− iJ)[∂X ] = −1
4
(∂X − i ∂X|),
where also the so–called twisted Dirac operator ∂X| = J [∂X ] =
∑n
j=1(ej ∂yj−en+j ∂xj ) arises,
to which a notion of monogenicity may be associated in a natural way as well. In terms of
the Witt basis, the Hermitean Dirac operators are expressed as
∂z =
n∑
j=1
f†j ∂zj and ∂z† = (∂z)
† =
n∑
j=1
fj ∂zcj
involving the classical Cauchy-Riemann operators ∂zcj =
1
2
(∂xj + i∂yj ) and their complex
conjugates ∂zj =
1
2
(∂xj − i∂yj ) in the complex zj–planes, j = 1, . . . , n.
The Hermitean vector variables and Dirac operators are isotropic, i.e.
(z)2 = (z†)2 = 0 and (∂z)
2 = (∂z†)
2 = 0
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whence the Laplacian ∆2n = −∂2X = −∂2X| allows for the “factorization”
∆2n = 4(∂z∂z† + ∂z†∂z) = 4(∂z + ∂z†)
2
while also
(z + z†)2 = z z† + z†z = |z|2 = |z†|2 = |X|2 = |X||2 .
A continuously differentiable function g on an open region Ω of R2n with values in the
complex Clifford algebra C2n is called (left) Hermitean monogenic (or h–monogenic) in Ω if
and only if it simultaneously is ∂X– and ∂X|–monogenic in Ω, i.e. it satisfies in Ω the system
∂X g = 0 = ∂X| g
or the equivalent system
∂z g = 0 = ∂z† g
It remains to recall the group invariance underlying this system. To this end we consider the
group U˜(n) ⊂ Spin(2n), given by
U˜(n) = {s ∈ Spin(2n) | ∃ θ ≥ 0 : sI = exp (−iθ)I}
its definition involving the self-adjoint primitive idempotent
I = I1 . . . In (5)
with Ij = fjf
†
j =
1
2
(1 − iejen+j), j = 1, . . . , n. It has been proved, see [18], that this group
constitutes a realisation in the Clifford algebra of the unitary group U(n), and moreover, that
its associated action indeed leaves the Hermitean Dirac operators invariant. Less precisely,
one thus says that these operators are invariant under the action of the unitary group, and
so is the notion of h–monogenicity.
3 The Euclidean Dirac operators
It is well-known in Clifford analysis that the fundamental solutions of the Euclidean Dirac
operators ∂X and ∂X| are respectively given by
E (X) =
1
am
X
|X|m = −
1
am
X
rm
and
E|(X) = 1
am
X|
|X|m = −
1
am
X|
rm
where am =
2pim/2
Γ(m/2)
is the area of the unit sphere Sm−1 in Rm. Explicitly, this means that
in distributional sense ∂XE(X) = δ(X) and ∂X|E|(X) = δ(X|) = δ(X), where δ stands for
the Dirac distribution in R2n. As a matter of fact this result is quite remarkable since the
Euclidean Dirac operators and their corresponding fundamental solutions are vector-valued,
implying that the respective actions of ∂X on E and of ∂X| on E| are expected to be para-
bivector-valued, i.e. resulting in a sum of a scalar and a bivector part. That the bivector
parts indeed vanish only becomes clear when writing out both functions in terms of their
components, i.e.
E (X) =
m∑
α=1
Eαeα
=
n∑
j=1
(
− 1
a2n
xj
r2n
)
ej +
(
− 1
a2n
yj
r2n
)
en+j =
n∑
j=1
Ejej + En+jen+j ,
E|(X) =
m∑
α=1
E|αeα
=
n∑
j=1
(
− 1
a2n
yj
r2n
)
ej −
(
− 1
a2n
xj
r2n
)
en+j =
n∑
j=1
En+jej − Ejen+j ,
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and executing the calculations of distributional derivatives on the level of the components Eα
and E|α, α = 1, . . . ,m. The resulting expressions, summarised in the following lemma, involve
the multi-dimensional Fp-distributions Finite Part which are defined using the well-known
Finite Part-distribution on the real line; for a thorough study of these and related families of
distributions in the framework of Clifford analysis we refer the reader to [13, 14, 5, 6, 7, 8, 9].
Lemma 2 In distributional sense one has
(i) ∂xjEj = −
1
2n
δ − 1
a2n
Fp
1
r2n
+
2n
a2n
Fp
x2j
r2n+2
, j = 1, ..., n;
(ii) ∂yjEn+j = −
1
2n
δ − 1
a2n
Fp
1
r2n
+
2n
a2n
Fp
y2j
r2n+2
, j = 1, ..., n;
(iii) ∂xkEj =
2n
a2n
Fp
xkxj
r2n+2
, k 6= j = 1, ..., n;
(iv) ∂ykEn+j =
2n
a2n
Fp
ykyj
r2n+2
, k 6= j = 1, ..., n;
(v) ∂xkEn+j =
2n
a2n
Fp
xkyj
r2n+2
, k, j = 1, ..., n;
(vi) ∂ykEj =
2n
a2n
Fp
ykxj
r2n+2
, k, j = 1, ..., n.
Invoking the results obtained in Lemma 2, a direct calculation then yields the respective
actions of ∂X and ∂X| on E and E|. Note that, in particular, (i) and (ii) below were already
obtained in [12], however through other considerations.
Proposition 1 In distributional sense one has
(i) ∂XE = δ;
(ii) ∂X|E| = δ;
(iii) ∂XE| =
(
n∑
j=1
ejen+j
) (
1
n
δ +
2
a2n
Fp
1
r2n
)
+
2n
a2n
Fp
XX|
r2n+2
;
(iv) ∂X|E = −
(
n∑
j=1
ejen+j
) (
1
n
δ +
2
a2n
Fp
1
r2n
)
+
2n
a2n
Fp
X|X
r2n+2
;
(v) ∂XE|+ ∂X|E = 0.
Proof.
We first calculate (i):
∂XE(X) =
n∑
k=1
(ek∂xk + en+k∂yk )
[
n∑
j=1
ejEj + en+jEn+j
]
= −
n∑
j=1
(
∂xjEj + ∂yjEn+j
)
+
∑
j<k
ekej(∂xkEj − ∂xjEk︸ ︷︷ ︸
0
)
+
∑
j<k
en+ken+j(∂ykEn+j − ∂yjEn+k︸ ︷︷ ︸
0
)
+
∑
j
∑
k
eken+j∂xkEn+j +
∑
j
∑
k
en+kej∂ykEj
= −
n∑
j=1
(
∂xjEj + ∂yjEn+j
)
+
∑
j
∑
k
eken+j(∂xkEn+j − ∂yjEk︸ ︷︷ ︸
0
)
= −
n∑
j=1
(
− 2
2n
δ − 2
a2n
Fp
1
r2n
+
2n
a2n
Fp
x2j + y
2
j
r2n+2
)
= δ +
2n
a2n
Fp
1
r2n
− 2n
a2n
Fp
∑
x2j + y
2
j
r2n+2
= δ
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In a similar way, (ii),(iii) and (iv) are obtained. Finally, (v) follows by adding (iii) and (iv)
and taking Lemma 2(iv) into account. 
The above results may now be refined by splitting the Clifford algebra product – which is
in fact always tacitly assumed when a Clifford differential operator acts on a Clifford algebra
valued function or distribution – into its dot and wedge parts . The resulting operators
∂X∧ =
m∑
α=1
∂Xαeα∧ , ∂X|∧ =
m∑
α=1
∂X|αeα ∧
∂X• =
m∑
α=1
∂Xαeα• , ∂X|∧ =
m∑
α=1
∂X|αeα•
may be identified with the well known d and d∗ operators of exterior derivative and co-
derivative (and their twisted counterparts d| and d|∗) of smooth differential forms in Euclidean
space. For a detailed overview of the similarities between real and complex differential forms
in open subsets of Rm and Cn on the one hand and multivector functions in Euclidean and
Hermitean Clifford analysis on the other hand, we refer the reader to [15, 19].
Either by direct computation using the results of Lemma 2, or by identifying the scalar
and bivector parts in the relations contained in Proposition 1, the following relations are
obtained.
Proposition 2 In distributional sense one has
(i) ∂X • E = δ;
(ii) ∂X ∧ E = 0;
(iii) ∂X| • E| = δ;
(iv) ∂X| ∧ E| = 0;
(v) ∂X • E| = 0;
(vi) ∂X ∧ E| =
(
n∑
j=1
ejen+j
) (
1
n
δ +
2
a2n
Fp
1
r2n
)
+
2n
a2n
Fp
XX|
r2n+2
;
(vii) ∂X| • E = 0;
(viii) ∂X| ∧ E = −
(
n∑
j=1
ejen+j
) (
1
n
δ +
2
a2n
Fp
1
r2n
)
+
2n
a2n
Fp
X|X
r2n+2
;
(ix) ∂X ∧ E|+ ∂X| ∧ E = 0.
Observe that the regular distributions E and E| turn out to be the fundamental solutions of
the differential operators ∂X• and ∂X|•, respectively, while the fundamental solutions of the
operators ∂X∧ and ∂X|∧, if any, are not known to us.
4 The Hermitean Dirac operators
Hermitean counterparts to the pair of fundamental solutions (E,E|) of the Euclidean Dirac
operators (∂X , ∂X|) may be introduced as
E = − (E + i E|) , E† = (E − i E|)
or, explicitly:
E(z) = 2
a2n
z
|z|2n =
n∑
j=1
fj
(
2
a2n
zj
r2n
)
=
n∑
j=1
fjEj ,
E†(z) = 2
a2n
z†
|z|2n =
n∑
j=1
f†j
(
2
a2n
zcj
r2n
)
=
n∑
j=1
f†jEcj ,
where the meaning of Ej and Ecj , (j = 1, . . . , n) is obvious. However, these are not the
fundamental solutions to the respective Hermitean Dirac operators ∂z and ∂z† , since, as was
shown in [11], the following formulae hold.
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Proposition 3 One has
∂z E(z) = 1
n
βδ(z, z†) +
2
a2n
βFp
1
r2n
− 2
a2n
nFp
z†z
r2n+2
;
∂z†E(z) = 0 ;
∂z E†(z) = 0 ;
∂z†E†(z) =
1
n
(n− β)δ(z, z†) + 2
a2n
(n− β)Fp 1
r2n
− 2
a2n
nFp
z z†
r2n+2
;
where the para-bivector β, also called the spin-Euler operator, is given by β =
∑n
j=1 f
†
jfj =
n
2
+ i
2
∑n
j=1 ejen+j.
Again these results may be refined by making the calculations componentwise, as well as
by splitting the Clifford product into its dot and wedge parts.
Lemma 3 For all j 6= k = 1, . . . , n one has
(i) ∂zjEj =
1
n
δ +
2
a2n
Fp
1
r2n
− 2n
a2n
Fp
|zj |2
r2n+2
;
(ii) ∂zkEj = −
2n
a2n
Fp
zjz
c
k
r2n+2
;
(iii) ∂zcj E
c
j =
1
n
δ +
2
a2n
Fp
1
r2n
− 2n
a2n
Fp
|zj |2
r2n+2
;
(iv) ∂zc
k
Ecj = − 2n
a2n
Fp
zkz
c
j
r2n+2
;
(v) ∂zkEcj = ∂zjEck = −
2n
a2n
Fp
zcjz
c
k
r2n+2
;
(vi) ∂zc
k
Ej = ∂zcj Ek = −
2n
a2n
Fp
zjzk
r2n+2
.
Proposition 4 One has
(i) ∂z • E = 1
2
δ;
(ii) ∂z ∧ E =
∑
j
f†j ∧ fj
(
1
n
δ +
2
a2n
Fp
1
r2n
)
−
∑
j,k
f†k ∧ fj
(
2n
a2n
Fp
zjz
c
k
r2n+2
)
;
(iii) ∂z† • E† =
1
2
δ;
(iv) ∂z† ∧ E† =
∑
j
fj ∧ f†j
(
1
n
δ +
2
a2n
Fp
1
r2n
)
−
∑
j,k
fk ∧ f†j
(
2n
a2n
Fp
zkz
c
j
r2n+2
)
;
(v) ∂z • E† = 0;
(vi) ∂z ∧ E† = 0;
(vii) ∂z† • E = 0;
(viii) ∂z† ∧ E = 0.
Proof.
We will first calculate (i) and (ii), respectively:
∂z • E =
∑
j,k
f†k • fj∂zkEj =
∑
j,k
(
1
2
δjk)∂zkEj
=
1
2
∑
j
∂zjEj =
1
2
∑
j
(
1
n
δ +
2
a2n
Fp
1
r2n
− 2n
a2n
Fp
|zj |2
r2n+2
)
=
1
2
δ ;
∂z ∧ E =
∑
j,k
f†k ∧ fj∂zkEj =
∑
j
f†j ∧ fj∂zjEj +
∑
j 6=k
f†k ∧ fj∂zkEj
=
∑
j
f†j ∧ fj
(
1
n
δ +
2
a2n
Fp
1
r2n
− 2n
a2n
Fp
|zj |2
r2n+2
)
+
∑
j 6=k
f†k ∧ fj
(
− 2n
a2n
Fp
zjz
c
k
r2n+2
)
=
∑
j
f†j ∧ fj
(
1
n
δ +
2
a2n
Fp
1
r2n
)
−
∑
j,k
f†k ∧ fj
(
2n
a2n
Fp
zjz
c
k
r2n+2
)
;
8
while noting that the computations for (iii) and (iv) proceed along similar lines. Next, we
calculate (v) and (vi), yielding
∂z • E† =
∑
j,k
f†k • f†j∂zkEcj = 0 ,
since for all j, k = 1, . . . , n, the formula f†k • f†j = 0 holds and
∂z ∧ E† =
∑
j,k
f†k ∧ f†j∂zkEcj =
∑
j 6=k
f†k ∧ f†j∂zkEcj =
∑
j<k
f†k ∧ f†j
(
∂zkEcj − ∂zjEck
)
= 0
in view of Lemma 3(v). Again, the computations for (vii) and (viii) proceed along similar
lines. 
From the above results, it is readily seen that 2E(z) = 4
a2n
z
r2n
and 2E†(z) = 4
a2n
z†
r2n
are the fundamental solutions of the respective operators (∂z•) and (∂z†•). Furthermore,
note that the operator ∂z†∧ is the Hermitean Clifford analysis counterpart of the well-known
differential operator “dee-bar” ∂ in several complex variables theory (see [19]).
The results of Proposition 3 may now also be recovered by adding the appropriate formulae
of the foregoing proposition. In particular one also finds:
∂zE + ∂z†E† = ∂z • E + ∂z ∧ E + ∂z† • E† + ∂z† ∧ E†
=
1
2
δ +
∑
j
f†j ∧ fj
(
1
n
δ +
2
a2n
Fp
1
r2n
)
−
∑
j,k
f†k ∧ fj
(
2n
a2n
Fp
zjz
c
k
r2n+2
)
+
1
2
δ +
∑
j
fj ∧ f†j
(
1
n
δ +
2
a2n
Fp
1
r2n
)
−
∑
j,k
fk ∧ f†j
(
2n
a2n
Fp
zkz
c
j
r2n+2
)
,
which reduces to the fundamental formula ∂zE + ∂z†E† = δ since the bivector terms simply
cancel out!
Moreover, considering the particular circulant (2× 2) matrices
D(z,z†) =
(
∂z ∂z†
∂z† ∂z
)
, E =
( E E†
E† E
)
, and δ =
(
δ 0
0 δ
)
,
it is seen to hold that
D(z,z†)E(z) = δ(z)
(see [11, 27], meaning that E may be considered as a fundamental solution of D(z,z†). It is
precisely this simple observation which has then lead us to the idea of a matrix approach to
arrive at a Cauchy integral formula in the Hermitean setting (see [11]). Also note, as another
remarkable fact, that the Dirac matrix D(z,z†) factorizes the matrix Laplacian, since
4D(z,z†)
(D(z,z†))† = ( ∆2n 00 ∆2n
)
=: ∆2n ,
a formula which is deeply similar to the factorization of the two-dimensional Laplace operator
by the Cauchy-Riemann operator and its complex conjugate in the complex plane.
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