It suffices to show that (a) if a given y (= H M S ) implies a unique h, it must also imply a unique s, and (b) if a given y ( = S M~) implies a unique s, it must also imply a unique h.
from noisy observations is proposed, valid for both finite and infinite lattices and for any kind of boundary conditions. Starting from a suitable ''local'' representation of the GMRF and taking into account the symmetry property of so-called field potentials, a linear equation set relating the model parameters to the 2-D autocorrelation function (known or estimated) of the observed field is derived. Its solution gives the parameter estimates of the GMRF together with the estimate of the (possibly unknown) variance of the observation noise.
I. REPRESENTATION AND SOME PROPERTIES OF 2-D NONCAUSAL GMRF Parameter identification of multidimensional noncausal Markov random fields is an important paradigm in multidimensional signal processing and modeling, and the solutions to this problem are employed in many applicative image processing areas [l] , [2] .
In order to derive a representation for a 2-D noncausal GMRF, we introduce the following: 
Example of partition of the neighborhood system q ( d ) in the subsets I" ( q ( d ) ) ) is stationary zero-mean Gaussian and satisfies the follow-
The so-called field potentials {~( I I ) 
for every 11 E q ( d ) . In this way, (1) can be rewritten as
s E I " ( T ( 4 ) 13) and the relationship in (2) still holds with
Many partitions of q ( d ) satisfying the above property could be devised, all of them being equivalent for the purposes of the present work. An example is shown in Fig. 1 .
The representation of the GMRF must be completed by specifying the imposzd boundary conditions (bc), i.e., the statistics of the random vector ax constituted by the random variables (ms) extracted from the random field { X ( s ) } at the boundary sites 2 E d l ( q ( d ) ) . In the case of infinite lattice (i.e., for
is empty for any assigned q ( d ) , so that the representation in ( 3 ) is valid on the whole lattice I and the bc must not be explicitly assigned. In the case of finite lattice and periodic (or cyclic) bc it is again d I ( q ( d ) ) 0, but the operations of sum (s + E ) and the difference (5 -E) in the model in (3) must be considered defined as "periodic" [4] . I? the case of finite lattice and nonperiodic bc it is assumed that dX is a zero-mean Gaussian random vector with 
E. BASIC EQUATIONS FOR THE MODEL PARAMETERS
Let us assume now that the noncausal homogeneous GMRF {X(s),s E I } is corrupted by a 2-D stationary zero-mean additive white noise process {W(s) E R 1 , g E I } independent from { X ( s ) } and with (unknown) variance U: ; the resulting observation process
+ w(s) and its acf is given by where { R x ( s ; t ) E { X ( s ) X ( t ) } , s,$ E I } is the (generally, nonstationary) acf of { X ( s ) ) and 6(m) is the Kronecker delta; from (3) and from the previously mentioned orthogonality property of the GMRF it follows that the acf {Ex (2; t)} satisfies the relationship
so that from (4) and (5) we have directly From (9) the following matrix linear algebraic equation system is directly derived: Fig. 2 . Some realizations of the three GMRFs as described in Table I 
RP'(2) = E{?~(s)??(g)}, $)(s)

E{Y(z)?l(s)} with
sites satisfying the two following properties:
U Q} = 0. Solving (10) w.r.t. % the unknown field potentials { $ ( E ) } are obtained. Writing (7) for any ~LI. E v -( d ) such that 4(=) # 0, the noise variance .
$ is then calculated; the parameter K , is computed from (8). The system (10) can be considered the extension to the case of 2-D noncausal GMRF's of the so-called high-order Yule-Walker equations [7] for the parameter identification of noisily observed 1-D causal AR processes.
We observe that, in principle, for every fixed site 5 the set B L (~) (8) can be arbitrarily chosen among those satisfying the above properties, provided that the system in (10) is nonsingular. The coefficient matrix of the system in (10) is the sum of two intervariance matrices, so that the positive definite property of the acf { R Y (~; t)} does not guarantee such nonsingularity. As a practical general rule, B L (~) (2) can be chosen such that the mean Euclidean distance between the sites of the set and the origin of the lattice I is a minimum, so that acf samples of the observed process at minimum distance are involved in the system (10). A similar criterion is also suggested in 
acf { R x ( s ; t ) } .
From its solution, the parameter K , can be then calculated as in (12).
Regarding the system in (11)-(E), we assume that the G W model with the associated bc is well-posed, i.e., the acf { Rx (5; c)} is assumed positive semidefinite for s,t E I and strictly positive definite for 5,t E I o ( q ( d ) ) ; this implies that the model parameters li, and {~ ( T ) , T E q-(d) } assume values in the so-called valid parameter space [l] , [4] . In fact, the coefficient matrix in (11) is the sum of the covariance matrix RI") (3 and the intervariance matrix
Ep'(g); from the Schwartz inequality, it follows that in general it is positive definite for 5 E I"(q(d)) so that the system in (11) is nonsingular.
THE ESTIMATION ALGORITHM AND SOME EXAMPLES
The model parameters {4(~)}, IC, (and U ; , for the case of noisy observations with unknown variance) can be computed from (7), (8), and (10) (or simply from (11) and (12) in the noiseless case) if TABLE 1 the acf ( R y ( 5 ; t)} (or (Rx(5; $)}, respectively) is known or can be accurately estimated from many realizations of the same field. However, in practice the acf must be in general estimated from a unique available realization of the process {Y(s)} (or { X ( s ) } ) . In this case, although the GMRF may be nonstationary, we can assume for it a local stationarity and then estimate its acf by averaging dot products from the available realization.
This procedure has been implemented via computer, analyzing some small synthetic fields in order to test the local nature of the algorithm (see Tables I-IV and Fig. 2 ). From our experiments it has been verified that the procedure is consistent, i.e., if the acf IS estimated by averaging over many realizations, or large fields are employed, then the bias and variance of the parameter esbmates become negligible. The algorithm for the noiseless case is robust (see Table I ) and works well even for moderately noisy fields, although in this case the estimate of IC, may have a less accurate result (see Table 11 ). The algorithm for the noisy case also gives accurate results (see Tables 111 and N) , although G; may be difficult to estimate when it is much smaller than K,. Some performance degradation (due to Fig. 4 . Map of I<, (upper left) and { 14(~)}1 (upper right) for the image Lenna, modeled as a second-order GMRF, estimated over blocks of size 21 x 21 pixels with 50% overlapping; image predicted on the basis of the estimated field parameters (lower). The mean square error between the original and predicted images is 37.68. numerical problems) could occur when the values of {d(r)} are small andlor IC, is large, so that the resulting field exhibits the structure of a 2-D white noise field; in this case the acf samples estimated at large distances could be very small and the coefficient matrix in (10) could be difficult to invert. In general this is not critical for the noiseless algorithm, where acf samples at smaller distances are employed.
It is also noted that the local nature of the algorithm allows the segmentation of the assigned field into small subfields, where a local stationarity of the GMRF can be assumed; the minimum size of the subfields (which are not necessarily squared) is limited only by the need for an accurate acf estimate. As a practical example, the test image Lenna has been modeled as a noiseless second-order GMRF. Its parameters have been calculated after estimating the acf over the whole image and then employed to predict the image pixels (from the adjacent pixels) as suggested by (3) (see Fig. 3 ). The same procedure has also been repeated by estimating the field parameters over small blocks of size 21 x 21 pixels, with a 50% overlapping (see Fig. 4); a better visual quality (in particular, sharper details) is obtained in this case, and the resulting reconstruction mean square error is much lower.
IV. CONCLUSION
The solution proposed in this paper for the identification of 2-D noncausal GMRF's exhibits some improvements over alternative methods available in the literature. known, the simpler system in (1 1) directly allows the computation of the field potentials by estimating the acf of the observed process and then expressing the acf of the GMRF in terms of it and of a i , according to (4). The procedure is not iterative and its computational complexity does not depend on the field size. On the other hand, the solution in [l] is based on the global description of the GMRF given by the so-called potential matrix, and the estimates of the model parameters are obtained IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL 44, NO. 3, MARCH 1996 from the available observation by means of time-consuming iterative search algorithms; as a consequence, its computational complexity is propoptional to the analyzed field size. The procedure in [2] for noiseless observations, does not exploit the symmetry property of the field potentials [2, (70)] so that, for every assigned value of d, the algebraic system in [2, (78) (2L(d) + l) ), while the coefficient matrix of the system in (11) is not symmetric, thus implying that the system in (1 1) cannot be obtained from the former. Furthermore, employing the system in (1 1) also ensures that the symmetry property 4 (c) = q5 ( -E) is automatically satisfied even when an acf estimate is employed in place of the true acf.
Finally, the proposed procedure can be easily extended to the case of n-dimensional fields (with n > 2) and to the case of multivariate fields (i.e., { X ( g ) E Rm} with m > 1). Furthermore, whenever the GMRF degenerates into a 1-D homogeneous first-order noncausal GhlRF, it can be shown that the solutions found for the present 2-D reduce to those reported in [SI.
