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Nu´mero de Pa´ginas: 144.
Este trabalho apresenta um estudo a respeito de protocolos para barramentos de co-
municac¸a˜o, enfatizando os aspectos de parametrizac¸a˜o e sincronizac¸a˜o vistos em tais pro-
tocolos. De acordo com estas caracter´ısticas e sua influeˆncia na modelagem e verificac¸a˜o
de sistemas que utilizam os barramentos, buscaram-se me´todos e ferramentas adaptados
a sistemas embarcados, s´ıncronos e parametrizados. A abordagem utilizada neste traba-
lho consiste na especificac¸a˜o de protocolos em duas perspectivas distintas para ressaltar
tanto os aspectos da arquitetura dos sistemas com barramento quanto o comportamento
descrito pelos protocolos. A modelagem de arquitetura foi realizada com a utilizac¸a˜o da
linguagem de descric¸a˜o de arquitetura AADL. A modelagem de comportamento utilizou a
linguagem s´ıncrona LUSTRE para permitir a criac¸a˜o de um modelo de fa´cil compreensa˜o
e simulac¸a˜o. O me´todo Event-B foi escolhido para a modelagem e verificac¸a˜o compor-
tamental e sua semaˆntica orientada a refinamentos permitiu a criac¸a˜o de um modelo de
base abstrato e gene´rico que pode ser reutilizado em protocolos s´ıncronos com arbitrac¸a˜o
centralizada. A partir deste modelo, os protocolos PCI e AMBA foram utilizados como
estudo de caso para especificac¸a˜o e verificac¸a˜o.
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This dissertation presents a study of communication bus protocols, with emphasis
on parameterization and synchronization aspects seen in such protocols. According to
these characteristics and their influence in the modeling and verification of systems that
use buses, suitable methods and tools were sought to fulfill the needs of synchronous,
embedded systems with parameterization. This work describes an approach based on
the specification of protocols from two distinct perspectives in order to underline the
architecture of bus systems and the protocol behavior. The system architecture was
modeled with the architecture description language AADL. The protocol behavior was
modeled firstly with the LUSTRE synchronous language, in order to have a specification
which is easy to understand and simulate. The Event-B method was used to the behavioral
specifications and verification – its refinement-oriented semantics was used to create an
abstract, generic model that can be reused as a basis to synchronous bus protocols with
centralized arbitration. The PCI and AMBA bus protocols were used as case studies for
specification and verification using this abstract model.
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O barramento de comunicac¸a˜o e´ um elemento fundamental na arquitetura dos sistemas
embarcados, dada sua importaˆncia tanto na arquitetura f´ısica quanto lo´gica dos sistemas:
• Do ponto de vista da arquitetura de hardware, ele constitui um elemento de base
para o dimensionamento da configurac¸a˜o do sistema: os perife´ricos f´ısicos devem
estar em conformidade com o protocolo f´ısico definido pelo barramento, ale´m disso,
o desempenho dos perife´ricos (medido com indicadores tais como velocidade de
transmissa˜o de dados e tempo de lateˆncia) sera´ determinado pelo desempenho do
barramento.
• Na arquitetura de software, o barramento define uma topologia de comunicac¸a˜o
e uma estrutura de configurac¸a˜o dinaˆmica dos componentes de software que se
comunicam atrave´s dele.
Barramentos de comunicac¸a˜o sa˜o caracterizados por terem protocolos comumente es-
pecificados sem que o nu´mero de dispositivos conectados no barramento seja conhecido
com antecedeˆncia. Isso faz com que os barramentos sejam caracterizados como siste-
mas parametrizados: “sistemas que sa˜o formados por um nu´mero potencialmente alto de
instaˆncias de mo´dulos simples” [45]. Visto que sistemas parametrizados sa˜o comumente
encontrados no domı´nio de projeto de protocolos e circuitos eletroˆnicos [31], seu estudo
esta´ em voga na concepc¸a˜o de sistemas embarcados.
1.1.1 Os projetos TOPCASED e SPICES
O projeto Toolkit in OPen-source for Critical Application & SystEms Development
(TOPCASED) [57] tem como objetivo a criac¸a˜o de me´todos e ferramentas open-source
para o desenvolvimento de sistemas cr´ıticos, com os seguintes princ´ıpios em mente [58]:
2• O ciclo de vida das ferramentas deve ser longo, ao contra´rio da tendeˆncia atual
imposta pelas ferramentas proprieta´rias que sa˜o criadas e extintas de acordo com
interesses econoˆmicos e estrate´gicos dos desenvolvedores.
• Os custos de aquisic¸a˜o das ferramentas devem ser minimizados. As ferramentas
proprieta´rias costumam ter o custo de aquisic¸a˜o proporcional ao nu´mero de usua´rios
que as utilizam numa empresa, e as ferramentas TOPCASED devem ter custos mais
constantes por terem o co´digo aberto.
• Os avanc¸os obtidos no meio acadeˆmico devem ser integrados ao projeto rapidamente.
Diversas empresas e instituic¸o˜es acadeˆmicas, incluindo o Departamento de Automac¸a˜o
e Sistemas da UFSC, tomam parte no projeto TOPCASED. Algumas ferramentas desen-
volvidas do escopo deste projeto ja´ encontram-se dispon´ıveis no site TOPCASED.
O projeto Support for Predictable Integration of mission Critical Embedded Systems
(SPICES) [53] busca desenvolver metodologias para o desenvolvimento de sistemas em-
barcados cr´ıticos para sistemas de aviac¸a˜o, voˆo espacial e telecomunicac¸o˜es. Empresas
francesas, belgas e israelenses esta˜o envolvidas neste projeto, que utiliza a linguagem
AADL [1] como ponto central: a partir de especificac¸o˜es feitas nesta linguagem, deseja-
se fazer ana´lises de escalonabilidade e comportamento, simulac¸a˜o e gerac¸a˜o de co´digo
[54]. Tambe´m busca-se a integrac¸a˜o das ferramentas desenvolvidas no projeto com as
ferramentas TOPCASED.
1.2 Objetivos
O trabalho aqui apresentado situa-se no contexto dos projetos TOPCASED e SPICES,
e possui como objetivo o desenvolvimento de uma abordagem de modelagem e verificac¸a˜o
parametrizada de protocolos de barramentos de comunicac¸a˜o, utilizando me´todos e ferra-
mentas atualmente dispon´ıveis.
Especificamente, deseja-se estudar os barramentos e seus protocolos em dois aspectos:
Arquitetura A modelagem e ana´lise da arquitetura de sistemas com barramentos per-
mite que seus componentes e conexo˜es sejam descritos com precisa˜o. Neste ponto,
utiliza-se a linguagem AADL para descrever e analisar arquiteturas t´ıpicas de siste-
mas com barramentos.
3Comportamento A modelagem e verificac¸a˜o do comportamento dos protocolos utili-
zados pelos dispositivos conectados ao barramento tem como objetivo validar o
funcionamento destes protocolos atrave´s da verificac¸a˜o formal de suas propriedades
desejadas. Tenciona-se analisar a viabilidade de utilizac¸a˜o do me´todo Event-B para
a modelagem e verificac¸a˜o parametrizada dos protocolos que descrevem o compor-
tamento destes barramentos.
1.3 Organizac¸a˜o do Documento
Esta dissertac¸a˜o conte´m cinco partes: a parte I consiste nesta introduc¸a˜o, a parte II
conte´m a base teo´rica utilizada no trabalho, a parte III expo˜e os estudos de caso realizados,
a parte IV apresenta as concluso˜es do trabalho e a parte V conte´m o co´digo completo das
especificac¸o˜es criadas.
A parte II e´ composta de quatro cap´ıtulos. As definic¸o˜es ba´sicas de barramentos
de comunicac¸a˜o sa˜o vistas no cap´ıtulo 2, que tambe´m conte´m descric¸o˜es dos protocolos
utilizados como estudos de caso e caracter´ısticas do problema de modelagem deste tipo
de sistema, bem como trabalhos anteriores que sa˜o relacionados a esta dissertac¸a˜o. O
cap´ıtulo 3 conte´m explicac¸o˜es relevantes a` teoria de arquitetura de sistemas, a`s linguagens
de descric¸a˜o de arquitetura (ADLs) e aprofunda-se na descric¸a˜o da linguagem AADL,
utilizada posteriormente. O cap´ıtulo 4 apresenta o paradigma das linguagens s´ıncronas
de programac¸a˜o e modelagem, juntamente com a linguagem LUSTRE. O me´todo B e sua
variac¸a˜o Event-B sa˜o apresentados no cap´ıtulo 5.
A parte III tambe´m e´ composta de quatro cap´ıtulos. O cap´ıtulo 6 introduz a abor-
dagem utilizada para os estudos de caso dos cap´ıtulos seguintes. O cap´ıtulo 7 expo˜e as
especificac¸o˜es de arquitetura criadas em AADL e analisadas com as ferramentas desta
linguagem. O cap´ıtulo 8 apresenta as especificac¸o˜es realizadas em LUSTRE e Event-
B para descrever o comportamento dos protocolos estudados, bem como as verificac¸o˜es
necessa´rias para garantir a correc¸a˜o destas especificac¸o˜es.
A parte IV conte´m o cap´ıtulo 9, que expo˜e as concluso˜es dos trabalhos realizados e
poss´ıveis trabalhos futuros.
A parte V conte´m dois apeˆndices: o apeˆndice A conte´m o co´digo AADL do exemplo
de fluxo de dados visto no cap´ıtulo 3 e do estudo de caso do barramento PCI, e o apeˆndice
B conte´m todas as especificac¸o˜es feitas em Event-B ao longo deste trabalho.
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Fundamentos teo´ricos
52 Barramentos de Comunicac¸a˜o
2.1 Introduc¸a˜o
Um barramento e´ um caminho que dois ou mais dispositivos utilizam para se co-
municar [55]. Este caminho e´ compartilhado por todos os dispositivos nele conectados,
assim, todos teˆm a possibilidade de ler as informac¸o˜es transmitidas e tambe´m de trans-
mitir suas pro´prias informac¸o˜es. A consequeˆncia evidente deste tipo de estrutura e´ que
o acesso ao barramento deve ser controlado, para que apenas um dispositivo transmita
uma informac¸a˜o em um dado instante, ja´ que a sobreposic¸a˜o de sinais no barramento iria
corromper as informac¸o˜es recebidas pelos dispositivos que as aguardam.
Normalmente, um barramento e´ composto por um conjunto de linhas de comunicac¸a˜o,
onde cada uma transmite um valor bina´rio. Estas linhas podem ser de treˆs tipos:
Linhas de dados As linhas de dados sa˜o utilizadas para a transmissa˜o de informac¸o˜es
de um dispositivo para outro. A velocidade de transmissa˜o de dados depende dire-
tamente da quantidade de linhas de dados dispon´ıveis.
Linhas de enderec¸o As linhas de enderec¸o sa˜o utilizadas para a transmissa˜o de in-
formac¸o˜es relativas aos enderec¸os e portas de entrada e sa´ıda dos dispositivos que
participam das trocas de dados, permitindo que eles possam reconhecer seu pro´prio
enderec¸o quando forem solicitados a participar de uma transfereˆncia.
Linhas de controle As linhas de controle sa˜o utilizadas para o gerenciamento do acesso
ao barramento. Atrave´s dessas linhas sa˜o transmitidas as requisic¸o˜es e autorizac¸o˜es
de utilizac¸a˜o das linhas de dados e de enderec¸o.
Os barramentos podem ser classificados de acordo com suas caracter´ısticas f´ısicas e
lo´gicas. Neste trabalho, adota-se a classificac¸a˜o utilizada por Stallings [55], que distingue
os barramentos de acordo com o tipo de utilizac¸a˜o de suas linhas, o me´todo de arbitrac¸a˜o
6do acesso, a temporizac¸a˜o das ac¸o˜es, a largura dos barramentos e os tipos de operac¸o˜es
permitidas.
Tipos de Barramentos As linhas de um barramento podem ser dedicadas a realizar
sempre a mesma func¸a˜o, ou a trocar de func¸a˜o de acordo com a fase de uma trans-
fereˆncia, caracterizando a multiplexac¸a˜o no tempo. Um exemplo t´ıpico de multi-
plexac¸a˜o e´ a utilizac¸a˜o do mesmo conjunto de linhas para realizar as func¸o˜es de
linhas de enderec¸o, no in´ıcio de uma transfereˆncia, e para a transmissa˜o dos dados
em seguida. Neste caso, uma linha auxiliar e´ usada para a confirmac¸a˜o de que o
enderec¸o dado foi reconhecido por algum dispositivo.
Me´todos de Arbitrac¸a˜o O acesso a`s linhas de dados e controle de um barramento pode
ser gerenciado por um dispositivo centralizado, usualmente conhecido como a´rbitro,
mas tambe´m pode ser gerenciado de forma conjunta por todos os dispositivos de
acordo com algum processo deciso´rio para conceder o controle do barramento a um
deles.
Temporizac¸a˜o das ac¸o˜es O comportamento temporal de um barramento pode ser s´ıncro-
no ou ass´ıncrono. Em barramentos s´ıncronos, todos os dispositivos teˆm suas ac¸o˜es
coordenadas por um relo´gio comum. A leitura dos valores do barramento ocorre
no in´ıcio do ciclo de relo´gio, e em seguida novos valores podem ser atribu´ıdos para
serem lidos no ciclo seguinte. Em barramentos ass´ıncronos, os dispositivos podem
realizar ac¸o˜es em qualquer instante, ocasionando eventualmente reac¸o˜es de outros
dispositivos.
Largura dos barramentos A largura do barramento tem influeˆncia direta na taxa de
transmissa˜o de dados e na quantidade de enderec¸os que podem ser representados.
Tipos de transfereˆncias Ale´m das operac¸o˜es ba´sicas de leitura e escrita, os barramen-
tos podem permitir operac¸o˜es mais elaboradas, tais como leitura seguida de escrita
e transfereˆncia de um bloco de informac¸o˜es.
O funcionamento de um protocolo de barramento pode-se dividir em duas fases: ar-
bitrac¸a˜o e transfereˆncia. Na arbitrac¸a˜o, um dos dispositivos recebe a autorizac¸a˜o para
enviar sinais a`s linhas de dados e enderec¸o, tornando-se o dispositivo “mestre”; na trans-
fereˆncia, o mestre envia um comando (como leitura ou escrita) e o enderec¸o do dispositivo
que deve lhe enviar ou receber dados (o “escravo”), para em seguida realizar a troca
7de dados. Deste modo, a fase de transfereˆncia pode ser dividida em duas outras fases:
enderec¸o e dados.
Para facilitar a especificac¸a˜o destes protocolos, conve´m identificar as caracter´ısticas
que esta˜o presentes em diferentes n´ıveis de abstrac¸a˜o. A temporizac¸a˜o do barramento
pode ser tratada como o elemento de mais alto n´ıvel, ja´ que todos os dispositivos (in-
cluindo o a´rbitro, se este for centralizado) devem ter seu comportamento baseado no fato
do barramento ser ou na˜o s´ıncrono. O segundo elemento mais abstrato e´ o me´todo de arbi-
trac¸a˜o, pois este define a inclusa˜o ou na˜o de um a´rbitro no barramento. Em um n´ıvel algo
mais baixo, tem-se o tipo de transfereˆncia, que define o modelo da fase de transfereˆncia
do protocolo. O tipo e a largura do barramento sa˜o estudados e detalhados em modelos
mais pro´ximos da implementac¸a˜o, ja´ que lidam com varia´veis concretas e aspectos f´ısicos
do sistema.
Considerando que a estrutura de um protocolo de barramento muda fundamental-
mente de acordo com sua temporizac¸a˜o e seu comportamento de alto n´ıvel depende do
me´todo escolhido para arbitrac¸a˜o, a metodologia apresentada neste trabalho sera´ focada
para um tipo espec´ıfico de temporizac¸a˜o e um me´todo espec´ıfico de arbitrac¸a˜o. Assim,
foram escolhidos os protocolos de temporizac¸a˜o s´ıncrona e arbitrac¸a˜o centralizada, que
sa˜o amplamente utilizados em sistemas embarcados e comumente utilizados como casos
de estudos em metodologias de projeto e verificac¸a˜o. Para facilitar a nomenclatura, o
dispositivo responsa´vel pela arbitrac¸a˜o sera´ chamado de “a´rbitro”, e os dispositivos que
desejam realizar transfereˆncias atrave´s do barramento sera˜o chamados de “controladores”.
2.2 O Protocolo PCI
O protocolo PCI (Peripheral Component Interconnect [47]) foi criado em 1992, com
o objetivo de ligar perife´ricos de microcomputadores aos processadores e dispositivos de
memo´ria destes. De acordo com a classificac¸a˜o vista anteriormente, o PCI e´ um protocolo
s´ıncrono, com arbitrac¸a˜o centralizada, com possibilidade de leituras/escritas simples ou
em bloco, com linhas multiplexadas para dados e enderec¸o, e largura de 32 ou 64 bits.
Dada a disponibilidade de sua especificac¸a˜o e sua popularidade em arquiteturas conhecidas
de microcomputadores1, este protocolo foi escolhido para ser o principal caso de estudo
deste trabalho.
1Os controladores de v´ıdeo dos microcomputadores atuais costumam ser conectados atrave´s de barra-
mentos PCI Express. Esta dissertac¸a˜o utiliza a versa˜o PCI Local Bus.
8Um controlador em conformidade com o protocolo PCI possui no mı´nimo 47 linhas,
se na˜o precisar receber o controle do barramento, ou 49, se puder exercer a func¸a˜o de
“mestre” de uma transfereˆncia. Para o escopo deste estudo, assume-se que todos os
controladores podem assumir o papel de mestre e de escravo. Para simplificar o funcio-
namento do protocolo, sera˜o descartadas as linhas de registro de erros PERR e SERR,
assim como a linha de paridade PAR, a linha de interrupc¸a˜o de transmissa˜o STOP, a
linha de reinicializac¸a˜o RST e a linha IDSEL, utilizada para configurac¸a˜o na inicializac¸a˜o
do sistema. Portanto, os controladores especificados nesta dissertac¸a˜o utilizam 43 linhas:
REQ Linhas de controle que indicam requisic¸o˜es feitas pelos controladores. Cada con-
trolador possui, portanto, direito de escrita sobre uma linha REQ, e o a´rbitro tem
direito de leitura sobre todas as linhas REQ.
GNT Linhas de controle que indicam concesso˜es de acesso ao barramento feitas pelo
a´rbitro. Cada controlador possui direito de leitura sobre uma linha GNT e o a´rbitro
tem direito de escrita sobre todas as linhas GNT.
AD Conjunto de 32 linhas utilizadas tanto para enderec¸o quanto para dados. Todos os
controladores teˆm acesso de leitura e escrita a este conjunto de linhas.
C/BE Quatro linhas de controle utilizadas para a transmissa˜o do comando desejado de
transfereˆncia e, durante a transfereˆncia, para enviar a quantidade de bits da linha
AD que devem ser levados em conta. Neste estudo, apenas a func¸a˜o de comando e´
relevante. Todos os controladores podem acessar estas linhas, tanto para ler quanto
para escrever.
IRDY, TRDY Linhas de controle que indicam, respectivamente, que os controladores
mestre e escravo esta˜o preparados para iniciar ou prosseguir uma transfereˆncia.
Todos os controladores podem acessar e modificar estas linhas.
FRAME Linha de controle utilizada para indicar o in´ıcio e a durac¸a˜o de uma trans-
fereˆncia. Todos os controladores podem acessar e modificar esta linha.
DEVSEL Linha de controle utilizada para indicar que o enderec¸o dado na linha AD foi
reconhecido por um controlador. Todos os controladores podem acessar e modificar
esta linha.
CLK Linha que transmite o sinal do relo´gio do sistema.
9Um barramento PCI pode possuir outras linhas para acrescentar funcionalidades ao
protocolo. Uma implementac¸a˜o 64 bits, por exemplo, tem necessidade de outras 32 linhas
AD, quatro linhas C/BE, uma nova linha de paridade, uma linha REQ64 para requerer
uma transfereˆncia 64 bits, e uma linha ACK64 que e´ usada pelo escravo para sinalizar
que ele reconheceu seu enderec¸o para uma transfereˆncia que utilizara´ 64 bits.
A arbitrac¸a˜o no PCI e´ caracterizada por ser baseada em acesso (ao contra´rio de
protocolos baseados em fatias de tempo para cada controlador) e por ser “oculta”, isto
e´, na˜o consumir ciclos somente com arbitrac¸a˜o, exceto quando o barramento encontra-se
ocioso. Quando o barramento esta´ ocioso e algum controlador faz uma requisic¸a˜o atrave´s
de sua linha REQ, o a´rbitro concede o acesso enviando um sinal pela linha GNT deste
controlador no per´ıodo seguinte. Se o barramento esta´ ocupado e o controlador que o
ocupa retira o sinal da linha REQ, no per´ıodo seguinte o a´rbitro acionara´ a linha GNT de
algum controlador que esteja aguardando o acesso (sinalizando esta situac¸a˜o atrave´s de
um pedido pela linha REQ), realizando assim uma troca de mestres sem perda de ciclos
com arbitragem, ou ficara´ ocioso se nenhum controlador estiver aguardando a concessa˜o
de acesso. A pol´ıtica de fornecimento de acesso em caso de haver va´rios controladores
requerendo acesso na˜o e´ estabelecida no protocolo, podendo assim ser escolhida de acordo
com sua aplicac¸a˜o.
Apo´s a arbitrac¸a˜o, segue-se a fase de transfereˆncia do protocolo. Neste trabalho
sa˜o abordadas as operac¸o˜es de leitura e a escrita simples, por sua maior facilidade de
compreensa˜o. Uma operac¸a˜o de leitura normal inicia-se quando o controlador mestre
recebe o acesso ao barramento. Assim que ele faz a leitura de uma autorizac¸a˜o em sua
linha GNT, ele aciona as linhas FRAME, sinalizando o in´ıcio de transfereˆncia, e AD,
com o enderec¸o do controlador escravo que deve lhe enviar dados. No ciclo seguinte, as
linhas AD entram em espera para serem utilizadas pelo escravo, procedimento que sempre
ocorre em linhas que devem ser utilizadas por mais de um controlador. Neste mesmo
ciclo, o mestre aciona a linha IRDY, sinalizando que esta´ pronto para a transfereˆncia.
Em seguida, o escravo ativa a linha DEVSEL para sinalizar que foi encontrado, a linha
TRDY para indicar que esta´ pronto, e envia o primeiro dado na linha AD. Os outros
envios de dados seguem normalmente enquanto IRDY e TRDY estiverem ativados, e o
mestre, possuindo conhecimento do nu´mero de dados a serem enviados, desativa as linhas
REQ e FRAME enquanto recebe seu penu´ltimo dado. Assim, no per´ıodo seguinte, o
controlador escravo envia seu u´ltimo dado e o a´rbitro ativa a linha GNT do controlador
que for determinado por sua pol´ıtica de arbitrac¸a˜o. Por fim, as linhas IRDY, TRDY e
DEVSEL sa˜o desativadas e as linhas C/BE, AD e FRAME teˆm um ciclo de espera.
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A operac¸a˜o de escrita apresenta algumas diferenc¸as em relac¸a˜o a` sequeˆncia anterior:
apo´s o ciclo em que o mestre coloca o comando e o enderec¸o do escravo, ele envia imedi-
atamente o primeiro dado na linha AD, ja´ que na˜o e´ necessa´rio um ciclo de espera pois
esta linha continua sendo controlada pelo mesmo controlador. Enquanto isso, o escravo
deve ativar as linhas DEVSEL para mostrar que foi reconhecido, e TRDY para sinalizar
que esta´ preparado para receber dados. No ciclo seguinte, o mestre nota que TRDY esta´
acionado e envia um novo dado, repetindo a operac¸a˜o ate´ o penu´ltimo, onde a operac¸a˜o
e´ efetuada normalmente enquanto a linha REQ e´ desativada. Ao enviar seu u´ltimo dado,
o mestre desativa a linha FRAME para sinalizar ao escravo de que na˜o ha´ mais dados,
enta˜o, no ciclo seguinte, as linhas que sa˜o desativadas ou postas em espera sa˜o as mesmas
da operac¸a˜o de leitura.
2.3 O Protocolo AMBA
O protocolo Advanced Microcontroller Bus Architecture (AMBA [7]) foi desenvolvido
em 1995 pela empresa ARM [6]. Inicialmente utilizado nos processadores ARM, atu-
almente o protocolo AMBA difundiu-se principalmente no desenvolvimento de sistemas
computacionais completos fabricados em um u´nico chip (SoCs). Neste trabalho e´ utili-
zada a versa˜o 2 do protocolo, que tem como caracter´ısticas o sincronismo, a arbitrac¸a˜o
centralizada, transfereˆncias ba´sicas ou em bloco, linhas dedicadas (que podem ser mo-
dificadas para multiplexac¸a˜o das linhas de leitura e escrita) e largura de 32 bits. Nesta
versa˜o, o protocolo AMBA pode ser implementado como um barramento de sistema nor-
mal (ASB), de alta performance (AHB) ou um barramento para perife´ricos (APB); a
descric¸a˜o de comportamento apresentada nesta sec¸a˜o corresponde ao barramento AMBA
AHB. As principais linhas deste barramento sa˜o:
HBUSREQ Linhas de controle que indicam requisic¸o˜es feitas pelos controladores, de
modo ana´logo a`s linhas REQ do protocolo PCI.
HGRANT Linhas de controle semelhantes a`s linhas GNT do protocolo PCI.
HMASTER Linha de controle utilizada pelo a´rbitro para indicar o controlador que esta´
efetuando uma transfereˆncia no barramento.
HTRANS Duas linhas de controle utilizadas pelo controlador mestre, elas indicam o
tipo de transfereˆncia que esta´ sendo executado.
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HADDR 32 linhas de enderec¸o utilizadas para que o controlador mestre indique qual
sera´ o controlador escravo na transfereˆncia.
HWDATA 32 linhas de dados utilizadas para operac¸o˜es de escrita.
HRDATA 32 linhas de dados utilizadas para operac¸o˜es de leitura, pode-se ampliar a lar-
gura do barramento para 64 bits multiplexando-se as linhas HWDATA e HRDATA.
HREADY Linha de controle utilizada pelo controlador escravo para sinalizar se esta´
pronto para receber ou enviar dados.
CLK Linha que transmite o sinal do relo´gio do sistema.
Assim como no protocolo PCI, a arbitrac¸a˜o e´ “oculta” no protocolo AMBA, portanto,
sempre que um controlador estiver ocupando o barramento e outro estiver em espera, as
mudanc¸as nos sinais HGRANT de ambos sa˜o feitas ao mesmo tempo, evitando ciclos
de espera devidos a` arbitrac¸a˜o. Os controladores pedem acesso ao barramento atrave´s
das linhas HBUSREQ e um deles recebe o controle atrave´s de sua linha HGRANT. Al-
guns tipos de transfereˆncia sa˜o realizados com uma durac¸a˜o pre´-estabelecida em ciclos, e
outros exigem a constante manutenc¸a˜o de um sinal na linha HBUSREQ do controlador
mestre. No fim de uma transfereˆncia, o a´rbitro passa o controle a algum controlador que
esteja aguardando, ou na auseˆncia de controladores que tenham feito uma requisic¸a˜o para
utilizar o barramento, o controle e´ passado para um controlador definido como “mestre
padra˜o”. Neste caso, o mestre padra˜o utiliza as linhas HTRANS para sinalizar que na˜o
esta´ realmente ocorrendo uma transfereˆncia.
Uma operac¸a˜o ba´sica de transfereˆncia e´ bastante simples devido a`s linhas dedica-
das do barramento. No per´ıodo seguinte a` recepc¸a˜o do controle do barramento por um
controlador, este coloca o enderec¸o do escravo na linha HADDR e o a´rbitro coloca seu
enderec¸o na linha HMASTER. Nos per´ıodos seguintes, o mestre coloca dados nas linhas
HWDATA e o escravo coloca dados nas linhas HRDATA. No in´ıcio do per´ıodo da u´ltima
transfereˆncia de dados, o a´rbitro realiza a troca de mestres, assim, numa transfereˆncia
de tamanho na˜o informado, o mestre em operac¸a˜o deve desativar sua linha HBUSREQ
quando estiver enviando o antepenu´ltimo pacote de dados, para que o a´rbitro leia este
sinal no per´ıodo seguinte e desative o respectivo sinal HGRANT em seguida.
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2.4 Modelagem e Verificac¸a˜o de Protocolos de Bar-
ramentos
2.4.1 Modelagem e Ana´lise da Arquitetura
A modelagem de arquitetura tem como objetivo descrever os componentes e ligac¸o˜es
de hardware e software do sistema, assim como o mapeamento hardware-software. Um
bom modelo de arquitetura deve ser capaz de exprimir com facilidade as caracter´ısticas
f´ısicas dos componentes de hardware e relaciona´-los aos mo´dulos de software que sa˜o ne-
les executados. Ale´m disso, o modelo deve ser expresso com formalismos poderosos o
suficiente para que a representac¸a˜o dos componentes seja similar a` vista no sistema real.
Para que o modelo seja u´til, ele deve ser adequado, no mı´nimo, para ser submetido a ve-
rificac¸o˜es ba´sicas em sua arquitetura: por exemplo, deve-se verificar que os componentes
esta˜o corretamente conectados e que os mapeamentos esta˜o de acordo com o desejado. No
contexto de barramentos de comunicac¸a˜o, deve-se mostrar claramente no modelo que to-
dos os componentes de hardware sa˜o conectados atrave´s de um componente “barramento”,
caracterizando-o com o maior nu´mero poss´ıvel de detalhes sobre suas caracter´ısticas f´ısicas
e de desempenho.
Para a criac¸a˜o de modelos de representac¸a˜o da arquitetura dos protocolos de bar-
ramento, este trabalho utiliza o paradigma das linguagens de descric¸a˜o de arquitetura
(ADLs), que sera˜o estudadas no cap´ıtulo 3. Tais linguagens surgiram com o propo´sito de
facilitar a especificac¸a˜o de arquiteturas de sistemas computacionais, e algumas delas sa˜o
voltadas para os sistemas embarcados, assim, sendo opc¸o˜es via´veis para a representac¸a˜o
de sistemas que utilizam barramentos. Outros tipos de linguagens tambe´m poderiam ser
utilizados para modelar arquiteturas de sistemas com barramentos: entre as linguagens
de modelagem, destacam-se os perfis UML-RT [60] e MARTE [46], que enfatizam os as-
pectos de tempo-real dos sistemas. Linguagens comumente utilizadas para a descric¸a˜o de
hardware tambe´m teˆm evolu´ıdo para permitir a descric¸a˜o de sistemas em n´ıveis abstratos,
assim, ha´ tambe´m a possibilidade de descrever arquiteturas com as linguagens SystemC
[56] e SystemVerilog [37].
2.4.2 Modelagem e Verificac¸a˜o do Comportamento
A modelagem do comportamento enfatiza os aspectos espec´ıficos do protocolo que os
controladores respeitam para utilizar o barramento. Os aspectos de hardware sa˜o abs-
tra´ıdos aqui e apenas o comportamento do software do sistema deve ser levado em conta.
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Os modelos de comportamento devem ser feitos de modo que possam ser analisados por
ferramentas de verificac¸a˜o formal, com o intuito de provar que eles realmente respeitam
as propriedades desejadas pelos projetistas – deve-se provar, por exemplo, que um proto-
colo de barramento impede que dois controladores enviem sinais ao mesmo tempo para
as linhas de dados ou enderec¸o.
Uma dificuldade adicional vista em sistemas com barramento e´ que sua verificac¸a˜o
comportamental precisa ser parametrizada, isto e´, o protocolo deve ser validado indepen-
dentemente da quantidade de controladores nele conectados. Isto reduz significativamente
a quantidade de me´todos e ferramentas adequadas para a modelagem e verificac¸a˜o do
comportamento, ja´ que muitas na˜o sa˜o capazes de realizar verificac¸o˜es parametrizadas.
A te´cnica de verificac¸a˜o automa´tica por model-checking [14], bastante utilizada para
verificac¸o˜es formais, na˜o e´ adequada para todos os casos de verificac¸a˜o parametrizada [5],
por levar a um problema indecid´ıvel. Para algumas topologias, tais como a configurac¸a˜o
em anel, foi provado que o resultado para o caso geral pode ser obtido a partir de um
determinado caso espec´ıfico [19]. A utilizac¸a˜o de model-checking para verificac¸a˜o parame-
trizada precisa ser avaliada separadamente para cada sistema espec´ıfico, a fim de provar
que o problema e´ decid´ıvel para o caso em questa˜o. Emerson e Namjoshi fazem uso de
model-checking para especificar o protocolo de barramento SAE-J1850 [20]. Neste traba-
lho, a parametrizac¸a˜o ocorre tanto no nu´mero de controladores conectados ao barramento
quanto no atraso que pode ocorrer nos circuitos que detectam mudanc¸as de estado no
barramento. A verificac¸a˜o parametrizada para o nu´mero de controladores e´ feita atrave´s
da divisa˜o do sistema em um processo de controle e va´rias instaˆncias de um processo
de usua´rio, e o me´todo permite a verificac¸a˜o de fo´rmulas CTL separadamente para o
processo de controle, para todas as instaˆncias do processo de usua´rio, ou para todos os
pares distintos de instaˆncias do processo de usua´rio. A utilizac¸a˜o de model-checking tem
a grande vantagem de ser automa´tica, pore´m as propriedades que podem ser verificadas
devem ser dos tipos acima mencionados.
Pal et al criaram a linguagem BUSpec para descrever protocolos de barramentos [43].
Ela permite a modelagem parametrizada e hiera´rquica de protocolos s´ıncronos, e sua
compilac¸a˜o gera ma´quinas de estados finitos. A linguagem e´ bastante interessante para
a modelagem de protocolos de barramentos, ja´ que e´ especificamente voltada para tal,
pore´m este trabalho na˜o aborda o tema de verificac¸a˜o parametrizada, visto que o sistema
pode ser modelado de forma parametrizada mas exige a especificac¸a˜o dos paraˆmetros para
compilac¸a˜o e verificac¸a˜o.
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Zimmermann utilizou o me´todo Event-B para modelar, verificar e gerar co´digo VHDL
para circuitos eletroˆnicos, utilizando um protocolo de barramento como estudo de caso
[63]. Event-B apresenta a desvantagem de suas te´cnicas de prova na˜o apresentarem o
grau de automatizac¸a˜o dispon´ıvel no model-checking, mas esta limitac¸a˜o na˜o e´ crucial na
especificac¸a˜o de um protocolo de barramento de comunicac¸a˜o, pois este tipo de protocolo
na˜o costuma ser excessivamente complexo. Visto que seu trabalho e´ voltado ao desen-
volvimento de circuitos eletroˆnicos em geral, e na˜o de barramentos, na˜o ha´ um foco em
aspectos espec´ıficos a` modelagem de protocolos de barramentos.
Franc¸a et al [24] propuseram uma abordagem incremental de modelagem de protoco-
los de barramentos utilizando o Anexo Comportamental AADL e a linguagem de lo´gica
temporal TLA+ [32]. Neste trabalho, a modelagem comportamental do sistema foi feita
com eˆnfase no comportamento individual dos componentes, de modo que na˜o sa˜o tratados
os aspectos de verificac¸a˜o parametrizada. Outra dificuldade encontrada no uso do Anexo
Comportamental e´ que sua semaˆntica ainda na˜o esta´ completamente definida.
Oumalou et al [42] realizaram a modelagem, verificac¸a˜o e implementac¸a˜o do protocolo
PCI utilizando UML [59], ASM [11] e SystemC. O modelo abstrato dos componentes do
barramento e suas interac¸o˜es foi feito com o uso de diagramas UML, em seguida, tanto
o modelo do sistema quanto as propriedades que deseja-se verificar sa˜o especificados em
ASM, permitindo sua verificac¸a˜o com um model-checker. Por fim, e´ feita uma traduc¸a˜o
das especificac¸o˜es em ASM para SystemC, permitindo sua implementac¸a˜o. Este mesmo
me´todo foi empregado com sucesso em [40], mas o problema da falta de parametrizac¸a˜o
do model-checking na˜o e´ abordado.
Esta dissertac¸a˜o utiliza Event-B, descrito no cap´ıtulo 5, para a modelagem compor-
tamental de protocolos de barramento, principalmente devido a` sua orientac¸a˜o a refina-
mentos (que facilita a especificac¸a˜o passo-a-passo de um sistema) e sua naturalidade para
representar sistemas parametrizados. A abordagem incremental de Event-B e´ utilizada
para delinear os n´ıveis de abstrac¸a˜o que podem ser desejados na modelagem destes proto-
colos. Tambe´m utiliza-se nesta dissertac¸a˜o a linguagem LUSTRE [13] para criar e simular
proto´tipos de protocolos s´ıncronos, dada a natureza s´ıncrona desta linguagem.
2.5 Conclusa˜o
Neste cap´ıtulo, foram estudados os princ´ıpios dos barramentos de comunicac¸a˜o em
sistemas computacionais. Visto que os barramentos sa˜o compartilhados pelos dispositivos
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que sa˜o neles conectados, seus projetos devem ser corretamente especificados e validados,
para manter a integridade das informac¸o˜es transmitidas e garantir um bom desempenho
do sistema. Tambe´m foram apresentados os protocolo PCI e AMBA, que sa˜o os casos de
estudo para a metodologia de modelagem e verificac¸a˜o que e´ apresentada em cap´ıtulos
posteriores.
Dada a importaˆncia do barramento tanto nos aspectos de hardware quanto de soft-
ware, seu estudo deve abranger tanto a arquitetura do sistema que o conte´m quanto o
comportamento de seu protocolo. Para o estudo da arquitetura, o paradigma das lin-
guagens de descric¸a˜o de arquitetura (ADLs) e´ interessante, por ser voltado a resolver
exatamente este problema. Para o estudo de comportamento, as te´cnicas conhecidas de
model-checking foram preteridas a favor da utilizac¸a˜o da verificac¸a˜o parametrizada pro-
piciada pelo me´todo Event-B e suas ferramentas, devido a` dificuldade de emprega´-las
sem a necessidade de provar a sua decidabilidade para cada caso espec´ıfico. A verificac¸a˜o
de propriedades em Event-B apresenta a desvantagem de ser menos automatizada, mas
possui vantagens importantes: e´ adaptada a` verificac¸a˜o parametrizada e a modelagem e´
orientada a refinamentos, permitindo um desenvolvimento bastante seguro do ponto de
vista metodolo´gico.
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3 Linguagens de Descric¸a˜o de
Arquitetura
3.1 Introduc¸a˜o
As linguagens de descric¸a˜o de arquitetura (ADLs) surgiram como uma consequeˆncia
dos conceitos de arquitetura de sistemas: a utilizac¸a˜o de arquiteturas para representar
sistemas complexos incentivou a busca de linguagens que aplicassem tais conceitos facil-
mente.
O termo “arquitetura” e´ bastante familiar, atualmente, aos projetistas de sistemas
embarcados e softwares. Ainda assim, na˜o ha´ uma definic¸a˜o de arquitetura de sistemas
aceita universalmente. Neste trabalho, utiliza-se a definic¸a˜o vista em [29]: “a organizac¸a˜o
fundamental de um sistema aplicada em seus componentes, as relac¸o˜es entre eles e tambe´m
entre eles e o ambiente, e os princ´ıpios que guiam seu projeto e evoluc¸a˜o”. Uma definic¸a˜o
bastante similar, para arquitetura de software, ja´ era aceita por Garlan em 1995 [26]: “A
estrutura de um programa, seus inter-relacionamentos, princ´ıpios e refereˆncias que gover-
nam seu projeto e evoluc¸a˜o ao longo do tempo”. Uma definic¸a˜o mais breve, pore´m u´til
para o entendimento dos fundamentos das linguagens de arquitetura, e´ dada por Luckham
[36]: “a especificac¸a˜o de um sistema, identificando seus componentes e as interac¸o˜es entre
eles, por meio de interfaces, conexo˜es e restric¸o˜es”.
O uso da noc¸a˜o de arquitetura na informa´tica para o projeto de sistemas complexos ja´
e´ estudado ha´ mais de duas de´cadas. Em 1987, Zachman [62] propoˆs um “framework” para
representar a arquitetura de um sistema de informac¸a˜o sobre diversos pontos de vista dife-
rentes, a fim de ter as informac¸o˜es necessa´rias para as diversas equipes de desenvolvimento
de um sistema. Tal uso da arquitetura do sistema e´ baseado no uso tradicionalmente feito
de arquiteturas de outros ramos, tais como edificac¸o˜es. A aplicac¸a˜o da arquitetura em
va´rios pape´is de um projeto e´ tambe´m mencionada por Clements [17] como uma so´lida
base para comunicac¸a˜o entre o pessoal envolvido no projeto, assim como um padra˜o para
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projetos e um meio de ratificar deciso˜es de projeto feitas no in´ıcio do desenvolvimento do
sistema.
3.2 Linguagens de Descric¸a˜o de Arquitetura
As linguagens de descric¸a˜o de arquitetura visam formalizar os princ´ıpios vistos na
sec¸a˜o anterior e criar representac¸o˜es adequadas para estas arquiteturas. Nos anos 1990,
va´rias ADLs foram desenvolvidas e aprimoradas para tentar satisfazer as necessidades de
projetistas e desenvolvedores de diversos tipos de sistemas. Dadas as diferenc¸as destas
necessidades, na˜o ha´ um consenso no tocante a` complexidade e ao escopo que uma ADL
deve ter; a escolha de uma determinada ADL para um projeto de sistemas depende da
complexidade do pro´prio sistema.
Distinguir as ADLs de outros paradigmas de linguagem nem sempre e´ uma tarefa
trivial, mas as ADLs possuem, de fato, algumas caracter´ısticas particulares. Medvidovic
[38] destaca a utilizac¸a˜o de “conectores” nas ADLs, enquanto outros tipos de linguagem
na˜o costumam representar explicitamente as conexo˜es entre as partes. Clements [17]
compara as ADLs com outros tipos de linguagem para delinear outras diferenc¸as:
• As ADLs se diferenciam de linguagens de requisitos pois estas se concentram em des-
crever problemas, enquanto as ADLs descrevem arquiteturas de sistemas no espac¸o
da soluc¸a˜o.
• Em relac¸a˜o a`s linguagens de programac¸a˜o, pode-se constatar que as ADLs buscam
uma descric¸a˜o ta˜o clara e u´til quanto necessa´ria da arquitetura do sistema, enquanto
as linguagens de programac¸a˜o sa˜o utilizadas para dar soluc¸o˜es espec´ıficas e concretas.
• Tradicionalmente, as linguagens de modelagem se preocupam com o comportamento
do sistema como um todo, enquanto ADLs representam a arquitetura componente
a componente.
Com a evoluc¸a˜o das linguagens de modelagem, torna-se ainda mais dif´ıcil distingui-las
das ADLs, ja´ que linguagens modernas de modelagem, tais como UML2 [59], agregaram
noc¸o˜es vistas em ADLs, tais como “portas” em componentes, utilizadas para interac¸a˜o
com o exterior. Ainda assim, o paradigma das ADLs pode ser distinto por seus elementos
de base, descritos por Medvidovic [38]:
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Componentes Unidades de computac¸a˜o ou armazenamento de dados. Componentes
possuem interfaces que permitem sua comunicac¸a˜o com o ambiente. E´ comum que
as ADLs possuam declarac¸o˜es separadas de tipos e implementac¸o˜es de componen-
tes: cada tipo de componente possui uma interface definida, mas pode ser imple-
mentado de va´rias maneiras diferentes, possuindo diferentes estruturas internas. E´
importante que os componentes de uma ADL sejam extens´ıveis e reutiliza´veis, e
tambe´m que eles sejam capazes de conter outros componentes, para que possam ser
declaradas hierarquias de componentes. As ADLs diferem entre si na capacidade e
no modo de representar o comportamento interno de seus componentes.
Conectores Os conectores sa˜o entidades t´ıpicas das ADLs. Tais conectores formam as
ligac¸o˜es entre as interfaces dos componentes, e, de acordo com a ADL, podem ser
entidades simplificadas ou ter o mesmo n´ıvel de complexidade de um componente.
Configurac¸o˜es Sa˜o grafos conectados de componentes e conectores, descrevendo uma
estrutura de arquitetura. Uma ADL deve ser capaz de representar claramente as
diferentes combinac¸o˜es de componentes e conectores, bem como seus respectivos
comportamentos. Va´rios sistemas apresentam configurac¸o˜es que podem variar du-
rante o funcionamento do sistema e as ADLs devem ser capazes de representar tais
configurac¸o˜es dinaˆmicas.
As ADLs podem ser voltadas para hardware ou software. ADLs de hardware, tambe´m
conhecidas como MDLs (Machine Description Languages), “buscam descrever detalhada-
mente a estrutura e o comportamento de arquiteturas de processadores” [39]. Linguagens
como nML [21], ISDL [27], LISA [44] e EXPRESSION [28] sa˜o bastante utilizadas para
descrever tais componentes e arquiteturas de hardware.
Neste trabalho, tal n´ıvel de detalhamento do hardware na˜o e´ necessa´rio, e, por ou-
tro lado, deseja-se obter uma representac¸a˜o da arquitetura e do mapeamento hardware-
software dos sistemas com barramento. Assim, optou-se pela utilizac¸a˜o de uma ADL de
software, pois as ADLs de software proporcionam uma visa˜o mais completa de todos os
componentes presentes em sistemas embarcados.
Entre as principais ADLs de de software utilizadas atualmente, destacam-se algu-
mas linguagens que representam arquiteturas de um modo mais abstrato e gene´rico, e
outras que possuem tipos pre´-definidos de componentes, apropriados para determinadas
aplicac¸o˜es. A linguagem Rapide [35] representa as interac¸o˜es dos elementos de uma ar-
quitetura atrave´s de conjuntos de eventos parcialmente ordenados. Seus componentes sa˜o
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de uma categoria gene´rica e seus conectores sa˜o representados de maneira simplificada
em declarac¸o˜es de arquiteturas, que representam configurac¸o˜es do sistema. Na linguagem
ACME [2], as arquiteturas sa˜o representadas com componentes, conectores e configurac¸o˜es
bastante gene´ricos a fim de facilitar a representac¸a˜o de um sistema descrito em ACME
em outras linguagens, atrave´s de mapeamentos. Os componentes ACME podem conter
propriedades em qualquer linguagem, os conectores sa˜o representados como elementos da
mesma complexidade que componentes, e as configurac¸o˜es sa˜o representadas por sistemas,
os quais agregam componentes, conectores e outros sistemas. EmWright [4], componentes
e conexo˜es sa˜o vistos como elementos gene´ricos de mesma complexidade e a hierarquia de
componentes e´ feita inserindo-se configurac¸o˜es nas descric¸o˜es internas de componentes. A
linguagem MetaH [61] apresenta caracter´ısticas mais espec´ıficas de sistemas embarcados
e de tempo-real, apresentando categorias pre´-definidas de componentes para descrever
elementos t´ıpicos de hardware e software, assim como tipos pre´-definidos de conectores e
uma biblioteca de propriedades adaptada a este contexto.
Levando-se em conta a orientac¸a˜o deste trabalho para sistemas embarcados cr´ıticos,
a linguagem MetaH mostrou-se a mais interessante destas, por ter seu foco neste tipo de
sistema, apresentando uma se´rie de facilidades na representac¸a˜o de componentes, conec-
tores e propriedades. Assim, o estudo das ADLs sera´ focado na linguagem AADL, uma
evoluc¸a˜o da linguagem MetaH, que foi escolhida para modelar arquiteturas dos sistemas
que aqui sera˜o descritos.
3.3 Architecture Analysis and Design Language - AADL
3.3.1 Histo´rico
A criac¸a˜o da AADL teve in´ıcio em 1993, nos laborato´rios Honeywell1, onde ja´ tinha
sido criada a linguagem MetaH. Nesta e´poca, pretendia-se criar uma linguagem baseada
em MetaH e voltada para o desenvolvimento de sistemas embarcados para a aerona´utica
– inicialmente, a sigla AADL significava “Avionics Architecture Description Language”.
Assim, seu desenvolvimento, efetivamente, teve in´ıcio com a criac¸a˜o da linguagem MetaH
e suas ferramentas no fim da de´cada de 1980. Esta linguagem era voltada especificamente
para sistemas embarcados, apresentando uma semaˆntica temporal bastante precisa e ade-
quada para descrever tarefas e restric¸o˜es de tempo real. Optou-se por utilizar MetaH
como base para a AADL apo´s constatar-se que o uso da linguagem e suas ferramentas
1www.honeywell.com
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era de grande valia para desenvolver novos projetos, e os benef´ıcios na manutenc¸a˜o e
atualizac¸a˜o de projetos existentes eram ainda maiores [49].
A AADL comec¸ou a ser padronizada em 2001, e em novembro de 2004 foi criado seu
primeiro “standard”. Atualmente, um novo “standard” esta´ em curso de desenvolvimento,
assim como anexos que estendem a capacidade da linguagem, tais como o modelo de erros
[48], que permite uma representac¸a˜o detalhada de eventuais falhas que possam atingir
o sistema, e o anexo comportamental [23] [25], que auxilia na descric¸a˜o detalhada do
comportamento interno de componentes.
Ale´m da indu´stria aerona´utica, a AADL tambe´m tem como campos de interesse a
indu´stria me´dica (equipamentos com alto grau de exigeˆncia de confiabilidade e seguranc¸a),
controle automotivo, robo´tica e motores [61] – sistemas embarcados com restric¸o˜es tem-
porais e exigeˆncias que precisam ser respeitadas.
3.3.2 Especificac¸o˜es AADL
A arquitetura de um sistema e´ descrita em AADL com uma especificac¸a˜o AADL. Tal
especificac¸a˜o conte´m declarac¸o˜es de componentes e pode eventualmente conter refereˆncias
a especificac¸o˜es globais AADL: packages e property sets. Packages sa˜o estruturas globais
semelhantes a pacotes vistos em outras linguagens: componentes nele declarados podem
ser referenciados por todas as especificac¸o˜es AADL que teˆm acesso a ele. A func¸a˜o dos
property sets sera´ vista posteriormente.
Conforme ja´ mencionado, o nu´cleo da linguagem AADL pode ser estendido por meio
de anexos. Assim, os componentes de um sistema podem ter descric¸o˜es referentes a anexos
utilizados pelo projeto.
As hierarquias de componentes em AADL devem ter todas as instaˆncias de compo-
nentes declaradas individualmente, assim, na˜o e´ poss´ıvel fazer uma especificac¸a˜o para-
metrizada. Para especificar sistemas que utilizam barramentos de comunicac¸a˜o, deve-se
conhecer previamente todos os dispositivos que sera˜o conectados nele. Tal necessidade
de um sistema completamente especificado impede verificac¸o˜es parametrizadas mas na˜o
atrapalha o estudo de sua arquitetura, ja´ que esta deve ser especificada de acordo com o
modo que o sistema realmente sera´ implementado.
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3.3.2.1 Componentes
Um componente e´ “alguma entidade de hardware ou software que e´ parte de um
sistema modelado em AADL” [50]. Um componente de uma especificac¸a˜o AADL nor-
malmente e´ descrito em duas partes: uma declarac¸a˜o de tipo (type) que descreve sua
interface, e uma ou mais declarac¸o˜es de implementac¸a˜o (implementation) que represen-
tam as diferentes caracter´ısticas que o componente pode possuir internamente.
Descric¸o˜es de componentes em AADL sa˜o iniciadas com a categoria do componente
(uma dentre as pre´-definidas na linguagem, tais como system ou memory), a palavra
reservada implementation se for uma implementac¸a˜o de componente, e o nome deste
componente. As caracter´ısticas do componente sa˜o descritas com palavras reservadas
AADL referentes a categorias de caracter´ısticas – tais como interfaces externas, proprie-
dades e subcomponentes – seguidas de sequeˆncias de asserc¸o˜es referentes a` categoria de
caracter´ısticas desejada.Um exemplo desta sintaxe pode ser visto na figura 1.
Normalmente, os tipos de componentes possuem declarac¸o˜es de features. Features
representam pontos de comunicac¸a˜o na interface de um componente, podendo ser portas
(ports) que transmitem ou recebem dados e/ou eventos, acesso a componentes (access)
que podem ser fornecidos ou requeridos, ou sub-rotinas que podem ser chamadas por ou-
tros componentes. As features que representam portas e acessos devem ser direcionadas:
no caso de ports, como entrada (in), sa´ıda (out) ou ambos (in out) e no caso de features
de access, o acesso pode ser fornecido (provides access) ou pedido (requires access). Os
types tambe´m podem conter declarac¸o˜es de fluxo de dados (flows) em suas interfaces e
propriedades (properties) aplica´veis para todas as suas poss´ıveis implementac¸o˜es. Ty-
pes podem ser declarados como extenso˜es de outros types, herdando sua especificac¸a˜o e
podendo agregar novas caracter´ısticas de modo semelhante ao visto em programac¸a˜o ori-
entada a objetos, ale´m de refinar caracter´ısticas que na˜o foram completamente definidas
no type original, e alterar valores de propriedades.
A implementac¸a˜o de um componente define seus aspectos internos: subcomponentes
(subcomponents), conexo˜es (connections) entre as interfaces dos subcomponentes ou entre
a interface de um subcomponente e a interface do componente que o conte´m, propriedades
espec´ıficas da implementac¸a˜o e descric¸o˜es internas de fluxos de dados. Os subcomponentes
sa˜o caracterizados por um nome de instaˆncia e um componente, que pode ser um type ou
uma implementac¸a˜o. Visto que a implementac¸a˜o pode tambe´m conter subcomponentes,
ha´ a possibilidade de formar uma hierarquia de componentes.
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Na figura 1 pode-se ver um exemplo simples de componentes em AADL: o componente
s2 estende o componente s1, s1.i implementa s1 e s2.i implementa s2. Pode-se ver que
s2 refina uma feature de s1 e altera um valor de propriedade. Na notac¸a˜o gra´fica AADL,





3 p1 : in event port ;
4 p2 : in event data port ;
5 properties
6 Load Time => 5 sec . . 6 s ec ;
7 end s1 ;
8
9 system s2 extends s1
10 features
11 p2 : refined to in event data port Behavior : : I n t eg e r ;
12 properties
13 Load Time => 5 sec . . 8 s ec ;
14 end s2 ;
15
16 system implementation s2 . i
17 end s2 . i ;
18
19 system implementation s1 . i
20 end s1 . i ;
(b) Especificac¸a˜o textual
Figura 1: Relac¸o˜es de extensa˜o e implementac¸a˜o
Os componentes AADL podem ser do tipo hardware, software, ou h´ıbridos. A u´nica
categoria de components h´ıbrida e´ system, que representa um sistema inteiro composto
de hardware e software. O mapeamento de componentes de software para componentes
de hardware e´ feito atrave´s de conexo˜es e propriedades dentro da implementac¸a˜o de um
sistema. Um sistema pode conter componentes de todas as categorias, tanto de hardware
quanto de software.
Componentes de Software A AADL conte´m as seguintes categorias de componentes
de software: data, subprogram, thread, thread group e process. A representac¸a˜o gra´fica
destes componentes pode ser vista na figura 2.
Figura 2: Componentes de software AADL
Data Representa todas as estruturas de dados que sa˜o transmitidas, armazenadas ou
compartilhadas numa especificac¸a˜o AADL. Podem conter outras estruturas de dados
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Figura 3: Componentes de hardware AADL
como subcomponentes, e sub-rotinas como “features”. Neste caso, a semaˆntica
AADL e´ similar a` orientac¸a˜o a objetos: o componente data e´ visto como uma classe
e as sub-rotinas sa˜o vistas como os me´todos desta classe, podendo ler ou modificar
os dados.
Subprogram Sub-rotinas do software do sistema. Interfaces de subprogram podem conter paraˆmetros
de entrada e sa´ıda (um parameter e´ o equivalente a uma data port), assim como
ports para enviar eventos. As implementac¸o˜es de subprogram podem conter e cha-
mar outros subprogram.
Thread Uma thread representa uma unidade escalona´vel que executa instruc¸o˜es no espac¸o
virtual de memo´ria ocupado pelo processo (process) que a conte´m. A interface de
uma thread pode conter ports, acesso a dados e sub-rotinas – sub-rotinas declaradas
na interface de uma thread podem ser chamadas remotamente por threads executa-
das em outros processadores. Uma implementac¸a˜o de thread pode conter estruturas
de dados e pode realizar chamadas a sub-rotinas.
Thread Group Este componente possui a mesma interface de uma thread, e sua implementac¸a˜o
pode conter estruturas de dados, threads e outros thread groups para melhor orga-
nizar as especificac¸o˜es AADL.
Process Um process e´ um espac¸o virtual onde threads sa˜o executadas. Sua interface e´
semelhante a` das threads e sua implementac¸a˜o pode conter estruturas de dados,
threads e thread groups.
Componentes da Plataforma de Execuc¸a˜o Os componentes de hardware em
AADL sa˜o: processor, device, memory e bus. A figura 3 mostra sua representac¸a˜o gra´fica.
Processor Categoria de componente responsa´vel por escalonar e executar threads como um
processador. Sua interface pode se comunicar com outros componentes atrave´s de
ports e acesso a barramentos (bus); sua implementac¸a˜o pode conter subcomponentes
da categoria memory.
Device Componentes da categoria device correspondem a dispositivos que se comunicam
com o ambiente f´ısico externo ao sistema. Interfaces de device podem conter ports,
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acesso a bus e acesso remoto a sub-rotinas. Devices na˜o podem conter subcompo-
nentes.
Memory Unidades de armazenamento que representam um tipo gene´rico de memo´ria. Comunicam-
se com processadores via acesso a barramento comum, ou diretamente se a memo´ria
em questa˜o estiver contida no processador. Internamente, pode conter outros com-
ponentes do tipo memory.
Bus Componentes bus sa˜o abstrac¸o˜es de hardware e software responsa´veis pela comu-
nicac¸a˜o entre os outros componentes de hardware. A interface do componente
bus pode possuir somente acesso a outros barramentos. Suas implementac¸o˜es na˜o
conteˆm outros subcomponentes, assim, as ligac¸o˜es de um componente bus com os
outros e´ feita por meio de declarac¸o˜es de propriedades. Uma visa˜o mais aprofundada
deste componente e sua utilidade e´ vista no cap´ıtulo 7.
3.3.2.2 Conectores AADL
Os componentes AADL sa˜o ligados por meio de conectores simples, que sa˜o declara-
dos diretamente nas implementac¸o˜es dos componentes que os conteˆm – subcomponentes
tambe´m sa˜o declarados nas implementac¸o˜es de componentes, mas os componentes que
os instanciam sa˜o declarados independentemente de outros componentes. Estas ligac¸o˜es,
f´ısicas ou lo´gicas, sa˜o chamadas connections e podem representar conexo˜es de ports por
onde passam dados e/ou eventos, paraˆmetros de sub-rotinas ou acesso a dados e barra-
mentos (respectivamente bus access e data access). As conexo˜es sa˜o direcionadas: sub-
componentes sa˜o ligados na direc¸a˜o out port - in port e provides access - requires access,
conexo˜es de um subcomponente para seu componente de out port para out port e provides
access para provides access, e conexo˜es de um componente para um subcomponente sa˜o
realizadas de in port para in port e requires access para requires access. A figura 4 ilustra
um componente contendo todos os tipos de ports encontrados em AADL. A nomeac¸a˜o
das conexo˜es e´ opcional, mas estas so´ podem ser referenciadas na especificac¸a˜o se tiverem
nomes.
Para simplificar a criac¸a˜o das conexo˜es, ports podem ser agrupadas em conjuntos cha-
mados port group, que sa˜o declarados da mesma forma que componentes, pore´m possuem
apenas features. Assim, uma u´nica conexa˜o pode ligar va´rios pontos – uma feature pode
ser um port group normal ou invertido (isto e´, todas as ports nele contidas sa˜o as mes-
mas, pore´m em direc¸o˜es opostas). Conexo˜es entre port groups de subcomponentes podem
ser feitas se ambos conteˆm instaˆncias do mesmo port group, mas em sentidos opostos, e
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Figura 4: Tipos de ports dispon´ıveis em AADL
conexo˜es entre um componente e um subcomponente podem ser feitas se forem entre port
groups ideˆnticos e de mesmo sentido.
A figura 5 ilustra o modo correto de se conectar componentes: na declarac¸a˜o da imple-
mentac¸a˜o s.i, os subcomponentes sender e receiver sa˜o ligados por conexo˜es que va˜o das
portas out do sender para as portas in do receiver. Dentro do componente que instancia
receiver, ha´ conexo˜es que ligam suas portas in a`s portas in de seu subcomponente.
(a) Visa˜o gra´fica
1 system implementation s2 . i 2
2 subcomponents
3 son : system s2 . i ;
4 connections
5 event port p1 −> son . p1 ;
6 event data port p2 −> son . p2 ;




11 p1 : out event port ;
12 p2 : out event data port behavior : : i n t e g e r ;
13 end s3 ;
14
15 system implementation s3 . i
16 end s3 . i ;
17
18 system s
19 end s ;
20
21 system implementation s . i
22 subcomponents
23 sender : system s3 . i ;
24 r e c e i v e r : system s2 . i 2 ;
25 connections
26 event port sender . p1 −> r e c e i v e r . p1 ;
27 event data port sender . p2 −> r e c e i v e r . p2 ;
28 end s . i ;
(b) Especificac¸a˜o Textual
Figura 5: Exemplo de conexo˜es em AADL
A AADL tambe´m permite a declarac¸a˜o de flows, entidades que na˜o teˆm um signifi-
cado concreto e ilustram o fluxo de informac¸o˜es atrave´s de componentes e conexo˜es. Em
muitas especificac¸o˜es esta noc¸a˜o e´ interessante para que sejam feitas ana´lises (tais como
propagac¸a˜o de erros e qualidade de servic¸o) ao longo do caminho que os dados percorrem.
As interfaces de componentes podem conter declarac¸o˜es de flow : in´ıcios de fluxo (flow
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sources) podem ser associados a ports de sa´ıda, caminhos de fluxo (flow paths) podem
ser associados a um caminho de uma port de entrada a outra de sa´ıda, e fins de fluxo
(flow sinks) podem ser associados a ports de entrada.
Nas implementac¸o˜es de componentes cujas interfaces possuem especificac¸o˜es de flow,
este fluxo pode ser descrito internamente, seja utilizando as mesmas features utilizadas
na especificac¸a˜o de interface, seja detalhando o fluxo interno, descrevendo a passagem dos
dados por subcomponentes (que, por sua vez, devem ter especificac¸o˜es de fluxo em suas
interfaces) e conexo˜es. O fluxo completo e´ declarado na implementac¸a˜o de componente
que o conte´m, sob a forma de um end to end flow.
A figura 6 mostra um exemplo de fluxo ao longo de componentes. O fluxo inicia-se
no subcomponente first, atravessa o subcomponente second e termina no subcomponente
third. Na implementac¸a˜o do fluxo inteiro, so´ sa˜o “vistas” as especificac¸o˜es de fluxo das
interfaces destes subcomponentes e as conexo˜es que os ligam; o detalhamento de como o
fluxo atravessa o subcomponente second e´ visto na implementac¸a˜o do componente que o
instancia. Na figura 6(a), somente a especificac¸a˜o do componente exterior e´ mostrada, o
co´digo completo encontra-se no apeˆndice A. O caminho percorrido pelo fluxo, conside-
rando todos os n´ıveis hiera´rquicos, e´ visto em destaque na imagem.
1 system big
2 end big ;
3
4 system implementation big . i
5 subcomponents
6 f i r s t : system f l owsource . i ;
7 second : system f lowpath . i ;
8 th i rd : system f l ows ink . i ;
9 connections
10 source2path : event port f i r s t . exit −> second . entry ;
11 path2s ink : event port second . exit −> th i rd . entry ;
12 flows
13 event pas sage : end to end flow f i r s t . s t a r t −>
14 source2path −> second . going −> path2s ink −>
15 th i rd . f i n i s h ;
16 end big . i ;
(a) Especificac¸a˜o do componente exterior (b) Ilustrac¸a˜o do percurso dos da-
dos
Figura 6: Um exemplo de flow
3.3.2.3 Configurac¸o˜es em AADL
O mecanismo elementar para representar configurac¸o˜es de componentes e conectores
em AADL e´ a cla´usula de modos de operac¸a˜o (modes), utiliza´vel nas implementac¸o˜es de
componentes. A representac¸a˜o de modos de operac¸a˜o utiliza estruturas semelhantes a
autoˆmatos finitos: um dos modos e´ declarado como inicial, e a passagem de um modo
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para outro e´ feita quando a condic¸a˜o de guarda (uma in event port acionada) e´ satis-
feita. As outras cla´usulas vistas em implementac¸o˜es podem ser dependentes do modo de
operac¸a˜o, para isto, basta terminar suas declarac¸o˜es com a expressa˜o in modes e os modos
de operac¸a˜o em que se deseja ativar a cla´usula. A figura 7 mostra um pequeno sistema com
modos de operac¸a˜o: a implementac¸a˜o de sistema car.i ilustra a comunicac¸a˜o do computa-
dor de bordo de um carro com a interface vista pelo usua´rio, atrave´s de um barramento.
Seus subcomponentes sa˜o o computador onboard computer, a interface user interface e
os barramentos principal (main bus) e sobressalente (backup bus). No caso da chegada
de um evento failure, o modo de operac¸a˜o passa de normal para “backup”, e, neste novo
modo, a chegada de um evento recovery leva o sistema de volta ao modo normal. Nas
linhas 16-19, pode-se ver que a propriedade Actual Connection Binding, que descreve o
mapeamento de um hardware para uma conexa˜o de software, tem como valor a refereˆncia
do barramento principal para o modo normal, e do barramento sobressalente para o modo
“backup”.
1 system implementation car . i
2 subcomponents
3 onboard computer : system computer ;
4 u s e r i n t e r f a c e : system gui ;
5 main bus : bus ;
6 backup bus : bus ;
7 connections
8 comp2gui : port group onboard computer . IO −>
9 u s e r i n t e r f a c e . OI ;
10 modes
11 normal : i n i t i a l mode ;
12 backup : mode ;
13 normal −[f a i l u r e]→ backup ;
14 backup −[r e covery]→ normal ;
15 properties
16 Actual Connect ion Binding => reference main bus
17 applies to comp2gui in modes ( normal ) ;
18 Actual Connect ion Binding => reference backup bus
19 applies to comp2gui in modes ( backup ) ;
20 end car . i ;
Figura 7: Modos de operac¸a˜o em AADL
3.3.2.4 Propriedades em AADL
Componentes e conexo˜es podem receber caracter´ısticas adicionais com a inserc¸a˜o de
propriedades nas especificac¸o˜es. A linguagem ba´sica da AADL ja´ possui uma se´rie de pro-
priedades pre´-definidas que podem ser utilizadas, devendo-se apenas respeitar as restric¸o˜es
de componentes que sa˜o especificadas. Dada a eˆnfase da AADL em sistemas cr´ıticos e
de tempo-real, boa parte das propriedades pre´-existentes servem para dar caracter´ısticas
temporais ao sistema, tais como tempos de computac¸a˜o e deadlines para tarefas, tempos
de propagac¸a˜o em barramentos e frequ¨eˆncia de processadores. Na figura 7, ha´ o uso de
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uma propriedade que define um elemento de hardware responsa´vel por realizar uma deter-
minada conexa˜o de software. Conforme mostrado na figura, apo´s o nome da propriedade,
deve ser dado um valor a ela e uma refereˆncia ao elemento ao qual a propriedade se aplica,
apo´s as palavras reservadas applies to. Na omissa˜o desta u´ltima parte, presume-se que o
valor de propriedade aplica-se ao pro´prio componente onde ela e´ declarada. As restric¸o˜es
de aplicac¸a˜o das propriedades sa˜o dadas na forma vista na figura 8: seu valor deve ser
uma lista de refereˆncias a barramentos, dispositivos ou sistemas, e ela pode ser aplicada
a conexo˜es de ports, sistemas, processos, threads ou grupos de threads. A palavra re-
servada inherit atesta que se a propriedade for especificada para um componente e na˜o
for especificada para algum subcomponente seu mas sua aplicac¸a˜o a ele e´ sintaticamente
poss´ıvel, o valor dado ao componente sera´ herdado pelo subcomponente.
1 Actual Connect ion Binding : inherit l i s t
2 of reference (bus , processor , device )
3 applies to (port connections , thread ,
4 thread group , process , system ) ;
Figura 8: Descric¸a˜o de uma propriedade AADL
Com o uso desta sintaxe, usua´rios podem criar suas pro´prias propriedades, em especi-
ficac¸o˜es globais AADL chamadas property sets. Para referenciar propriedades de property
sets criados pelo usua´rio, bem como componentes declarados em packages, deve-se utilizar
o nome da especificac¸a˜o global seguido de “::” e o nome da propriedade ou componente.
3.3.3 Anexos em AADL: o Anexo Comportamental
O Anexo Comportamental da AADL foi criado para suprir a careˆncia de mecanismos
adequados para a representac¸a˜o de comportamentos internos dos componentes AADL.
Ele inclui um package com declarac¸o˜es de tipos de dados para serem usados como as
estruturas vistas em outras linguagens (tais como inteiros e booleanos), um property set
com propriedades u´teis na declarac¸a˜o das novas estruturas de dados, e uma sintaxe para
ser usada em declarac¸o˜es de anexo de componentes. O Anexo Comportamental utiliza
ma´quinas de estados mais detalhadas que as ma´quinas vistas nas declarac¸o˜es de modos
de operac¸a˜o, oferecendo classificac¸o˜es para os estados (estados return que representam
poss´ıveis estados de fim de subrotinas, por exemplo), diferentes condic¸o˜es de disparo
das transic¸o˜es (chegada de eventos, verificac¸a˜o de varia´veis ou disparo de timeouts) e
ac¸o˜es associadas a transic¸o˜es, como atribuic¸o˜es de valores a varia´veis e envio de eventos.
Estas ma´quinas de estados tambe´m podem ser usadas para declarar transic¸o˜es de modos
de operac¸a˜o, e podem conter hierarquias, com modos de operac¸a˜o compostos e estados
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compostos ou concorrentes.
A figura 9 ilustra um componente cujo comportamento interno e´ descrito pelo anexo.
Trata-se de uma thread perio´dica, como visto na linha 3. As threads perio´dicas sa˜o
disparadas atrave´s de um evento impl´ıcito na in event port Dispatch, presente em todos
os componentes da categoria thread. Assim, as linhas 12-13 representam a transic¸a˜o do
estado ready para o estado calculating assim que o componente e´ disparado, e a transic¸a˜o
ocasiona uma computac¸a˜o que dura entre 50 e 100 milissegundos. Na linha 14, pode-se
ver que o componente pode voltar para o estado ready sem precisar de alguma condic¸a˜o.
1 thread t1
2 properties
3 Dispatch Protoco l => Per i od i c ;
4 end t1 ;
5
6 thread implementation t1 . i
7 annex behavior specification {∗∗
8 states
9 ready : i n i t i a l complete state ;
10 c a l c u l a t i n g : state ;
11 transitions
12 ready −[Dispatch ?]→ c a l c u l a t i n g
13 {computation (50 ms,100 ms ) ; } ;
14 c a l c u l a t i n g −[]→ ready ;
15 ∗∗} ;
16 end t1 . i ;
Figura 9: Exemplo de uso do Anexo Comportamental
3.3.4 Ferramentas para projeto com AADL
As principais ferramentas existentes para o desenvolvimento de projetos com AADL
encontram-se dispon´ıveis em [1]. Para a criac¸a˜o de especificac¸o˜es textuais, uma ferramenta
bastante usada e´ o OSATE (Open-Source AADL Tool Environment), que consiste numa
se´rie de plug-ins executados na plataforma Eclipse 2. As especificac¸o˜es podem ser criadas
em texto puro ou em arquivos semelhantes ao formato XML, num editor arborescente.
O OSATE conte´m um parser para verificac¸a˜o sinta´xica que tambe´m realiza algumas
verificac¸o˜es semaˆnticas elementares da sintaxe padra˜o AADL. Usua´rios do OSATE podem
instalar tambe´m o plug-in opcional OSATE-BA que conte´m um parser para o Anexo
Comportamental. No OSATE, sistemas podem ser instanciados, e ana´lises podem ser
feitas em componentes e conexo˜es instanciados. A versa˜o mais recente do OSATE possui
algumas ferramentas simples para ana´lise:
• Alocac¸a˜o de recursos (memo´ria, capacidade de processamento, largura de banda
2http://www.eclipse.org
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dispon´ıvel em barramentos), onde os componentes analisados devem possuir pro-
priedades especificando o quanto de memo´ria, processador e largura de banda e´
fornecido ou consumido por eles.
• Seguranc¸a e criticalidade, onde e´ verificado que componentes na˜o enviam informac¸o˜es
a componentes de n´ıvel menos estrito de seguranc¸a ou mais cr´ıticos, evitando que
um componente cr´ıtico seja comandado por um componente menos cr´ıtico ou que
informac¸o˜es confidenciais cheguem em componentes menos seguros.
• Ana´lises de conexo˜es exigidas, onde verifica-se que todos os componentes cujas por-
tas devem estar conectadas (o que pode ser especificado atrave´s da propriedade
Required Connection) realmente possuem estas conexo˜es.
• Lateˆncia em fluxos de informac¸a˜o, onde e´ verificado se a implementac¸a˜o de um fluxo
possui uma lateˆncia menor ou igual a` de sua especificac¸a˜o.
• Inversa˜o de prioridades, onde as threads perio´dicas, mapeadas para o mesmo pro-
cessador e com prioridades especificadas sa˜o analisadas para verificar se ha´ inversa˜o
de prioridades.
As especificac¸o˜es AADL tambe´m podem ser feitas no editor gra´fico ADELE (figura 10,
desenvolvido nos projetos TOPCASED e SPICES. O ADELE tambe´m permite a gerac¸a˜o
de co´digo AADL textual a partir das especificac¸o˜es gra´ficas. Outra ferramenta dispon´ıvel
para edic¸a˜o de especificac¸o˜es AADL e´ a Ocarina: ela permite a criac¸a˜o de especificac¸o˜es
AADL textuais e inclui, ale´m de um parser, um gerador de co´digo para Ada 3.
Outros tipos de ferramentas para AADL incluem o simulador ADeS 4, que simula a
execuc¸a˜o de uma especificac¸a˜o AADL, e softwares variados que trabalham com AADL,
como a ferramenta de ana´lise de escalonabilidade Cheddar 5 e o software Dia 6, utilizado
para construc¸a˜o de diagramas.
Neste trabalho, foram utilizados o OSATE 1.5.5, o OSATE-BA 0.5.2 e o editor gra´fico






Figura 10: A interface da ferramenta ADELE
3.4 Conclusa˜o
Este cap´ıtulo apresentou uma introduc¸a˜o a arquitetura de sistemas, assim como a`s
linguagens de descric¸a˜o de arquitetura e a AADL.
O paradigma das ADLs visa obter representac¸o˜es u´teis da arquitetura dos sistemas,
de modo a facilitar o desenvolvimento e integrac¸a˜o desses sistemas. As arquiteturas
sa˜o normalmente retratadas utilizando-se componentes, conectores e configurac¸o˜es como
“blocos ba´sicos” de montagem.
A linguagem AADL e´ uma ADL bastante focada em sistemas embarcados e cr´ıticos,
possuindo abstrac¸o˜es para representar tanto componentes de hardware quanto de soft-
ware, bem como uma se´rie de propriedades que auxiliam na especificac¸a˜o dos aspectos
temporais do sistema. Os componentes AADL sa˜o extens´ıveis e reutiliza´veis, e a lingua-
gem como um todo e´ extens´ıvel por meio de anexos e property sets. As configurac¸o˜es dos
sistemas especificados com AADL podem ser expressas atrave´s de modos de operac¸a˜o e




O conceito de programac¸a˜o s´ıncrona surgiu na de´cada de 1980 com a intenc¸a˜o de so-
lucionar problemas enta˜o encontrados na concepc¸a˜o de sistemas embarcados complexos.
Tais sistemas sa˜o frequ¨entemente reativos: sua velocidade de interac¸a˜o com o ambiente
e´ determinada pelo pro´prio ambiente, seu comportamento deve ser determin´ıstico e nor-
malmente ha´ operac¸o˜es que sa˜o executadas em paralelo em seus mo´dulos. Assim, a
decomposic¸a˜o destes sistemas em subsistemas deve ser feita com cuidado para manter
o determinismo, ja´ que a mera separac¸a˜o do sistema em tarefas implica na inclusa˜o de
fatores adicionais, como tempo de comunicac¸a˜o, ocasionando um aumento muito grande
na dificuldade de prever o comportamento dos sistemas.
As linguagens s´ıncronas de programac¸a˜o visam simplificar a modelagem de sistemas
reativos concorrentes com o uso de duas hipo´teses sobre seu comportamento temporal:
tanto os tempos de comunicac¸a˜o entre os mo´dulos de um sistema, quanto os tempos inter-
nos de ca´lculo dos valores de sa´ıda a partir dos valores de entrada sa˜o considerados nulos.
Esta aproximac¸a˜o na˜o reflete o comportamento real do sistema, mas pode ser aplicada
sem problemas se for provado que os tempos de ca´lculo e comunicac¸a˜o sa˜o suficientemente
baixos para que possam se manter dentro do intervalo de tempo que existe entre duas
reac¸o˜es do sistema.
A figura 11 ilustra o comportamento temporal de sistemas reativos. Num sistema real,
a sa´ıda Sn = F (En) e´ calculada num tempo que pode sofrer variac¸o˜es, mas que e´ sempre
inferior ao per´ıodo imposto pelo ambiente. Na especificac¸a˜o s´ıncrona do sistema, a sa´ıda
e´ calculada imediatamente e o tempo e´ discretizado, mas se o ca´lculo de Sn no sistema
real for conclu´ıdo em um tempo desprez´ıvel, os comportamentos podem ser considerados
como equivalentes.
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(a) Comportamento real (b) Visa˜o em linguagens
s´ıncronas
Figura 11: Comportamento temporal de sistemas reativos
4.2 Linguagens S´ıncronas de Programac¸a˜o
As linguagens s´ıncronas aplicam na programac¸a˜o o paradigma s´ıncrono, que ja´ era co-
nhecido em outras a´reas, como circuitos ele´tricos (ma´quinas de estados finitos s´ıncronas)
e automac¸a˜o (equac¸o˜es a diferenc¸as, diagramas Ladder). Ale´m dos princ´ıpios de sin-
cronismo e discretizac¸a˜o do tempo, as linguagens s´ıncronas baseiam-se em memo´rias e
iterac¸o˜es necessariamente finitas, e normalmente elas possuem ferramentas para com-
pilac¸a˜o de seu co´digo em alguma linguagem sequ¨encial tradicional de programac¸a˜o. As
linguagens s´ıncronas de programac¸a˜o podem ser imperativas ou declarativas: as lingua-
gens imperativas (como Esterel [10]) apresentam co´digo sequ¨encial semelhante ao visto
em linguagens tradicionais, com a adic¸a˜o de estruturas que permitem a sincronizac¸a˜o
dos mo´dulos do programa. Ja´ as linguagens declarativas, como SIGNAL [33] e LUS-
TRE [13], descrevem os sistemas como conjuntos de equac¸o˜es que representam o fluxo
de dados. Programadores tradicionais teˆm mais facilidade de utilizar as linguagens im-
perativas, enquanto as linguagens declarativas costumam ser a escolha de profissionais
do ramo da automac¸a˜o. Atualmente, as linguagens s´ıncronas teˆm encontrado aplicac¸o˜es
industriais principalmente no projeto de sistemas embarcados de tempo-real [9], grac¸as
aos seus modelos matema´ticos so´lidos e a` disponibilidade de ferramentas para projeto e
verificac¸a˜o.
O uso de linguagens s´ıncronas para a representac¸a˜o comportamental de protocolos de
barramentos de comunicac¸a˜o e´ interessante para enfatizar a concorreˆncia e o sincronismo
vistos nestes protocolos. Dada a utilizac¸a˜o destas linguagens em sistemas determin´ısticos
e bem definidos, seu uso neste trabalho restringe-se a representac¸o˜es simplificadas dos pro-
tocolos para fa´cil compreensa˜o e simulac¸a˜o, ja´ que a especificac¸a˜o (e, consequ¨entemente, a
verificac¸a˜o) parametrizada na˜o e´ poss´ıvel neste tipo de linguagem. A linguagem LUSTRE
e´ utilizada neste trabalho, devido ao seu modelo temporal simplificado e a` disponibilidade
de ferramentas para uso acadeˆmico.
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4.3 A linguagem LUSTRE
LUSTRE e´ uma linguagem declarativa de programac¸a˜o s´ıncrona, desenvolvida para a
programac¸a˜o de sistemas de controle automa´tico e processamento de sinais [13]. Existem
ferramentas acadeˆmicas1 e comerciais2 para o desenvolvimento de LUSTRE, com casos
bem-sucedidos de sua aplicac¸a˜o na indu´stria, como sua utilizac¸a˜o na empresa Airbus para
o desenvolvimento de softwares de calculadores de voˆo.
De acordo com a base das linguagens s´ıncronas, LUSTRE e´ causal e utiliza memo´ria
limitada. Assim, o valor de uma varia´vel no instante t so´ pode depender de seu valor em
instantes inferiores a t e de valores de outras varia´veis em instantes na˜o superiores a t; e
existe um inteiro positivo n tal que nenhuma varia´vel necessita de um nu´mero superior a
n de valores anteriores de qualquer varia´vel para calcular seu valor no instante seguinte.
As varia´veis em LUSTRE sa˜o vistas como sequ¨eˆncias de valores, com um valor para cada
instante de tempo. LUSTRE possui os operadores aritme´ticos e booleanos elementares,
ale´m do condicional “if ... then ... else”. Ale´m disso, possui o operador pre para acessar
valores anteriores de varia´veis, o operador de sequ¨eˆncia “->” que permite atribuir valores
iniciais a varia´veis, o operador when que atribui um valor a uma varia´vel se esta respeitar
a condic¸a˜o de guarda, e o operador current que recupera o valor de uma varia´vel, ou seu
u´ltimo valor definido, se esta na˜o tiver um valor naquele per´ıodo, o que pode ocorrer se
o operador when e´ utilizado para definir seu valor. A semaˆntica temporal de LUSTRE
e´ bastante simples. Um relo´gio de base e´ utilizado para representar o tempo, e outros
relo´gios podem ser derivados deste com o uso de varia´veis auxiliares e a operac¸a˜o when.
A figura 12 mostra um exemplo de programa LUSTRE. Um programa pode conter
uma ou mais func¸o˜es (nodes), as quais possuem paraˆmetros de entrada, sa´ıda e varia´veis
internas. A func¸a˜o sampler recebe como entrada um sinal analo´gico (representado como
booleano para simplificar o exemplo) e fornece um sinal amostrado como sa´ıda, contendo
um contador como varia´vel interna. Na linha 4, o contador e´ iniciado com o valor 0 e
para os outros instantes seu valor passa a ser o seu antecessor acrescido de 1, ou 0 se o
seu antecessor for 9. Na linha 5, o sinal amostrado tem o mesmo valor do sinal de entrada
quando o contador estiver em 0, e na˜o possui valor em outros instantes, retornando o valor
na˜o-definido nil. Se a sa´ıda desta func¸a˜o for aplicada na func¸a˜o zero order hold, o sinal
original sera´ reconstru´ıdo da mesma forma que um filtro de ordem zero o faz, mantendo o




1 node sampler ( an a l o g s i g n a l : bool ) returns ( samp led s i gna l : bool )
2 let
3 var counter : int ;
4 counter = 0 → i f pre ( counter ) = 9 then 0 else pre ( counter ) + 1 ;
5 sampled s i gna l → ana l o g s i g n a l when counter = 0 ;
6 te l
7
8 node z e r o o rd e r ho l d ( samp led s i gna l : bool ) returns ( h e l d s i g n a l : bool )
9 let
10 h e l d s i g n a l = current ( samp led s i gna l ) ;
11 te l
Figura 12: Um programa LUSTRE
4.4 Ferramentas LUSTRE
A distribuic¸a˜o acadeˆmica de LUSTRE possui uma se´rie de ferramentas para com-
pilac¸a˜o, verificac¸a˜o e simulac¸a˜o de seus programas. Seu compilador principal utiliza como
entrada um arquivo LUSTRE (.lus) e o transforma num arquivo de co´digo expandido (.ec),
onde todos os vetores e recurso˜es do co´digo original sa˜o expandidos. A partir dos arqui-
vos .ec, diversas ferramentas da distribuic¸a˜o podem ser usadas. Pode-se converteˆ-los em
arquivos C ou Ada utilizando-se o compilador ec2oc para gerar arquivos de co´digo-objeto
e em seguida os compiladores occ ou ocada para compilar os arquivos de co´digo-objeto.
Ainda a partir dos arquivos de co´digo expandido, tambe´m pode-se utilizar o simulador
luciole, que e´ dotado de uma interface gra´fica e simula a execuc¸a˜o de uma func¸a˜o LUS-
TRE passo-a-passo. O usua´rio deve colocar os valores de entrada da func¸a˜o para cada
ciclo, e o simulador mostra as sa´ıdas correspondentes. Outra ferramenta que faz uso dos
arquivos de co´digo expandido e´ o verificador lesar, que e´ chamado tendo uma func¸a˜o de
sa´ıda booleana como paraˆmetro de entrada. Este verificador gera um autoˆmato com todas
as poss´ıveis sequ¨eˆncias temporais do sistema e assume que a sa´ıda dela corresponde a uma
propriedade (ou uma conjunc¸a˜o de propriedades) a ser verificada, assim, se a sa´ıda tiver
o valor “TRUE” em todas as sequ¨eˆncias, a ferramenta interpretara´ que a propriedade e´
verdadeira. Uma limitac¸a˜o no uso desta ferramenta e´ a obrigac¸a˜o de utilizar somente
varia´veis booleanas na especificac¸a˜o, pois o autoˆmato constru´ıdo trabalha somente com
valores booleanos. Na figura 13(a) pode-se ver que as varia´veis de entrada sa˜o dadas
pelo usua´rio, e quando este aciona o bota˜o “step”, as sa´ıdas sa˜o calculadas e exibidas na
interface. Na figura 13(b), o funcionamento do verificador lesar pode ser visto: ele gera
um autoˆmato com as sequ¨eˆncias que podem ocorrer no sistema e utiliza este autoˆmato
para a verificac¸a˜o, retornando a resposta “True property” se a propriedade for verdadeira,
ou um contra-exemplo se ela for falsa.
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(a) O simulador Luciole (b) O verificador Lesar
Figura 13: Algumas ferramentas da linguagem LUSTRE
4.5 Conclusa˜o
Neste cap´ıtulo, foram vistos os conceitos e aplicac¸o˜es de programac¸a˜o s´ıncrona, assim
como as caracter´ısticas e os elementos ba´sicos de uma linguagem de programac¸a˜o s´ıncrona.
A linguagem LUSTRE foi apresentada com mais detalhes.
A programac¸a˜o s´ıncrona tem se mostrado uma alternativa via´vel para a modelagem
de sistemas embarcados reativos complexos, ja´ que, se estes puderem ter seu comporta-
mento aproximado por tempos de ca´lculo e comunicac¸a˜o nulos, suas especificac¸o˜es podem
ser bastante simplificadas e modularizadas com o uso de linguagens s´ıncronas. As con-
siderac¸o˜es necessa´rias para o uso das linguagens s´ıncronas sa˜o va´lidas em muitos casos,
o que e´ atestado pelas aplicac¸o˜es bem-sucedidas destas linguagens no meio industrial.
Sistemas modelados com linguagens s´ıncronas sa˜o determin´ısticos, concorrentes e podem
ser analisados pelas ferramentas de verificac¸a˜o que cada linguagem possui.
A escolha da linguagem LUSTRE para ilustrar o comportamento de protocolos de
barramento deve-se a` sua simplicidade, ja´ que tais protocolos na˜o fazem uso de meca-
nismos temporais complexos. A utilizac¸a˜o de linguagens s´ıncronas para este estudo na˜o
resolve o problema de verificac¸a˜o parametrizada, mas auxilia na compreensa˜o do funci-
onamento dos protocolos s´ıncronos grac¸as a` simplicidade de representac¸a˜o e simulac¸a˜o
destes protocolos em alto n´ıvel.
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5 O Me´todo Event-B
5.1 Introduc¸a˜o
O me´todo Event-B e´ uma variac¸a˜o do me´todo B, criado por Jean-Raymond Abrial
[3] com o intuito de ser uma alternativa para o desenvolvimento das partes principais do
ciclo de vida de um software. O me´todo B permite a especificac¸a˜o de sistemas atrave´s de
sucessivos refinamentos, obtendo-se uma arquitetura em diversos n´ıveis que usualmente
culminam numa especificac¸a˜o concreta do sistema, que pode enta˜o ser utilizada na gerac¸a˜o
de co´digo em linguagens tradicionais de programac¸a˜o. Este co´digo gerado tem a vantagem
de ja´ ter sido validado durante a especificac¸a˜o do sistema em B, ja´ que uma especificac¸a˜o
B va´lida possui provas matema´ticas de consisteˆncia, tipagem e semaˆntica. Cada refi-
namento da especificac¸a˜o respeita as propriedades de suas abstrac¸o˜es, desta forma, as
implementac¸o˜es do sistema desempenham as func¸o˜es descritas nas especificac¸o˜es abstra-
tas.
O desenvolvimento incremental e a validac¸a˜o rigorosa permitidos pelo me´todo B facili-
taram sua difusa˜o na indu´stria [16]. Entre os casos mais conhecidos de sua utilizac¸a˜o esta˜o
o desenvolvimento da linha 14 do transporte metrovia´rio de Paris, a concepc¸a˜o de sistemas
automa´ticos de protec¸a˜o em trens da companhia francesa de estradas de ferro SNCF, e o
projeto de sistemas de direc¸a˜o automa´tica para ve´ıculos do aeroporto de Paris-Roissy.
O sucesso da utilizac¸a˜o do me´todo B no desenvolvimento de softwares levou a` criac¸a˜o
de variac¸o˜es no me´todo original para possibilitar seu uso em a´reas diferentes. Alguns
pesquisadores, incluindo o pro´prio Abrial, desenvolveram uma variac¸a˜o chamada Event-B
[30] para que sistemas em geral (tais como sistemas embarcados) tambe´m possam ser
concebidos em B.
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5.2 Desenvolvimento Seguro de Sistemas
O me´todo B (e suas derivac¸o˜es) foi batizado com o termo “me´todo” por abranger todo
um caminho de construc¸a˜o de softwares e sistemas em geral. Ele possui uma linguagem
(conhecida como linguagem B) para especificac¸a˜o de sistemas, utiliza uma noc¸a˜o de refi-
namento que permite um desenvolvimento passo-a-passo e e´ dotado de uma semaˆntica de
validac¸a˜o formal que assegura a correc¸a˜o das especificac¸o˜es. O me´todo tambe´m compre-
ende ferramentas associadas que simplificam a especificac¸a˜o e a validac¸a˜o. No entanto,
ao contra´rio do que se supo˜e da utilizac¸a˜o do termo “me´todo”, na˜o ha´ um modo r´ıgido
de utilizac¸a˜o de B no desenvolvimento de sistemas [15].
Apesar da auseˆncia de um procedimento padronizado para desenvolver softwares,
existem alguns passos fundamentais para a utilizac¸a˜o do me´todo B:
Especificac¸a˜o e validac¸a˜o abstrata Em um primeiro momento, deve-se especificar as
funcionalidades e propriedades fundamentais do software utilizando a linguagem
B. Neste n´ıvel, o comportamento esperado, na˜o necessariamente determin´ıstico, e´
descrito e as propriedades especificadas sa˜o verificadas para que a visa˜o abstrata do
software seja validada.
Refinamento da especificac¸a˜o abstrata Este passo consiste em gerar uma nova es-
pecificac¸a˜o a partir da anterior, introduzindo aspectos mais concretos ao modelo
abstrato. Para que um refinamento seja va´lido, ele deve respeitar as propriedades
do modelo que ele refina, ale´m de desempenhar as mesmas funcionalidades. Este
passo pode ser realizado va´rias vezes no desenvolvimento de um sistema, gerando
va´rios n´ıveis de refinamento.
Obtenc¸a˜o de um modelo de implementac¸a˜o O u´ltimo n´ıvel de refinamento no de-
senvolvimento de um software e´ chamado de implementac¸a˜o. Ele deve correspon-
der ao n´ıvel de abstrac¸a˜o visto em linguagens tradicionais de programac¸a˜o, per-
mitindo assim a traduc¸a˜o da especificac¸a˜o B para uma linguagem tradicional de
programac¸a˜o. Esta especificac¸a˜o deve ser determin´ıstica e as estruturas de dados
nela usadas devem estar presentes na linguagem de programac¸a˜o na qual deseja-se
realizar a traduc¸a˜o.
Nota-se que existem provas matema´ticas necessa´rias em todos os passos. Em espe-
cificac¸o˜es mais complexas, realizar todas estas provas manualmente pode ser uma tarefa
39
demorada. Portanto, a utilizac¸a˜o de ferramentas automa´ticas de gerac¸a˜o e prova de teo-
remas e´ de fundamental importaˆncia para projetos utilizando o me´todo B.
5.3 Fundamentos do Me´todo B
5.3.1 Tipos de dados e notac¸o˜es
A linguagem utilizada no me´todo B apo´ia-se na teoria dos conjuntos e na lo´gica de
primeira ordem; os tipos de dados sa˜o vistos como conjuntos aos quais as varia´veis perten-
cem. Os conjuntos pre´-definidos no me´todo B original definem os tipos booleanos, natu-
rais, inteiros, e suas variantes finitas, que representam os nu´meros utiliza´veis em ma´quina.
Implementac¸o˜es devem obrigatoriamente utilizar os conjuntos matema´ticos finitos, elimi-
nando assim a possibilidade de overflow. Tambe´m ha´ os conjuntos CHAR e STRING, onde
o primeiro representa um conjunto de 255 caracteres e o segundo representa o conjunto
de todas as sequ¨eˆncias de caracteres. Desenvolvedores podem criar seus pro´prios tipos,
enumerando seus elementos num conjunto finito. Os conjuntos nume´ricos podem ter seus
elementos comparados atrave´s dos comparadores matema´ticos tradicionais, e modifica-
dos atrave´s de operac¸o˜es matema´ticas triviais, tais como soma, multiplicac¸a˜o, sucessor e
mo´dulo de divisa˜o. O me´todo B tambe´m possui sequ¨eˆncias, formadas atrave´s de func¸o˜es
que mapeiam inteiros de 1 a n (onde n e´ o comprimento da sequ¨eˆncia) para elementos de
um conjunto qualquer.
Os conjuntos em B podem ser constru´ıdos como conjuntos simples ou como produtos
e conjuntos das partes de outros conjuntos. Os predicados de pertineˆncia e inclusa˜o sa˜o
dispon´ıveis para os conjuntos, assim como os operadores de unia˜o, intersecc¸a˜o e diferenc¸a.
A unia˜o e a intersecc¸a˜o podem ser generalizadas ou quantificadas, sendo assim aplicadas
em mais de dois conjuntos. Relac¸o˜es (conjuntos de pares) tambe´m podem ser utilizadas
para a construc¸a˜o de conjuntos, possuindo numerosas operac¸o˜es. Se as relac¸o˜es formam
func¸o˜es, podem ser descritas diretamente como func¸o˜es parciais, totais, sobrejetoras, in-
jetoras ou bijetoras.
Os predicados do me´todo B sa˜o constru´ıdos a partir dos operadores e quantificadores










Tabela 1: Operadores e quantificadores lo´gicos
5.3.2 Ma´quinas e Refinamentos
As ma´quinas sa˜o os componentes onde sa˜o escritas as especificac¸o˜es B. No me´todo B
cla´ssico, as ma´quinas sa˜o divididas em treˆs tipos: abstratas (que representam os sistemas
em alto n´ıvel), refinamentos (que detalham a visa˜o destes sistemas) e implementac¸o˜es,
que fornecem as especificac¸o˜es concretas.
Uma ma´quina e´ composta de uma parte esta´tica e uma parte dinaˆmica. Na parte
esta´tica, definem-se todas as estruturas que formam um estado do sistema representado,
e na parte dinaˆmica, sa˜o descritos os mecanismos responsa´veis pelas mudanc¸as de estado.
Os principais elementos da parte esta´tica de uma ma´quina sa˜o:
SETS Na cla´usula SETS sa˜o especificados os conjuntos definidos pelo usua´rio. Estes
podem ser abstratos ou enumerados.
CONSTANTS Lista de nomes das constantes da ma´quina.
PROPERTIES Axiomas referentes a`s constantes e conjuntos especificados nas cla´usulas
anteriores.
VARIABLES Esta cla´usula conte´m os nomes das varia´veis de estado da ma´quina.
INVARIANT Um predicado que especifica os tipos das varia´veis e outras restric¸o˜es
destas. Normalmente, propriedades dinaˆmicas do sistema sa˜o expressas neste inva-
riante.
A parte dinaˆmica de uma ma´quina e´ composta pelas operac¸o˜es que ela pode efetuar.
Uma operac¸a˜o consiste num conjunto de substituic¸o˜es (atribuic¸a˜o de valores a varia´veis
da ma´quina), e, se necessa´rio, no retorno de um paraˆmetro de sa´ıda. Operac¸o˜es podem ter
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paraˆmetros de entrada e pre´-condic¸o˜es de execuc¸a˜o. Toda ma´quina possui uma operac¸a˜o
pre´-definida de inicializac¸a˜o das varia´veis, que na˜o possui paraˆmetros nem pre´-condic¸a˜o.
Uma substituic¸a˜o pode ser descrita atrave´s de um predicado “antes-depois”, que re-
laciona os valores das varia´veis de estado antes e depois da substituic¸a˜o. A substituic¸a˜o
x := x+2, por exemplo, tem como predicado antes-depois a expressa˜o x′ = x+2. A forma
geral deste predicado, e de qualquer outro que envolva as varia´veis x e x′, e´ Q(x, x′).
A validac¸a˜o de uma ma´quina consiste na verificac¸a˜o dos seu invariante quando uma
operac¸a˜o e´ executada: assume-se que o estado do sistema antes da execuc¸a˜o da operac¸a˜o
respeita o invariante, e deve-se provar que se a pre´-condic¸a˜o for satisfeita, a execuc¸a˜o
da operac¸a˜o na˜o levara´ a um estado onde o invariante seja invalidado. A verificac¸a˜o
de invariantes e´ feita atrave´s da te´cnica de “pre´-condic¸a˜o mais fraca”: a substituic¸a˜o
vista na operac¸a˜o e´ inserida no predicado do invariante e a expressa˜o resultante e´ a
condic¸a˜o necessa´ria e suficiente para assegurar que a substituic¸a˜o na˜o invalida o invariante.
A equac¸a˜o 5.1 mostra a utilizac¸a˜o desta te´cnica para a substituic¸a˜o x := x + 2 e o
invariante (x ≥ 0). Este ca´lculo e´ feito automaticamente pelas ferramentas de provas de
teoremas, que tentam realizar as provas procurando hipo´teses que confirmem o predicado
encontrado, neste caso, x ≥ −2.
[x := x+ 2](x ≥ 0) (5.1)
x+ 2 ≥ 0
x ≥ −2
No contexto deste trabalho, e´ importante ressaltar que as provas podem naturalmente
conter refereˆncias a conjuntos abstratos, permitindo assim a realizac¸a˜o de verificac¸o˜es
parametrizadas sem a necessidade de esforc¸os adicionais.
Numa definic¸a˜o informal, uma ma´quina refina outra se a utilizac¸a˜o da ma´quina re-
finada no lugar da original for impercept´ıvel ao usua´rio exterior. Os refinamentos sa˜o
transitivos, assim, numa cadeia de refinamentos de ma´quinas, basta validar os refina-
mentos entre n´ıveis adjacentes para provar que todos os n´ıveis mais baixos refinam os
n´ıveis mais altos. Para que uma ma´quina refine outra, todas as suas operac¸o˜es devem
ser refinadas. No refinamento, o espac¸o de varia´veis pode mudar, desde que exista uma
correspondeˆncia entre valores de varia´veis refinadas e das varia´veis originais. Do mesmo
modo, uma substituic¸a˜o refina outra se, para cada atribuic¸a˜o de varia´vel existente na
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operac¸a˜o refinada, existir uma correspondeˆncia na operac¸a˜o original. Como exemplo,
pode-se pensar numa operac¸a˜o que contenha a substituic¸a˜o x :∈ BOOL (a varia´vel x
assume um valor aleato´rio do conjunto de booleanos) e e´ refinada por uma operac¸a˜o que
contenha a substituic¸a˜o x := FALSE (x assume o valor booleano FALSE). Neste caso,
o refinamento fez com que a substituic¸a˜o se torne determin´ıstica, o que e´ esperado, visto
que os refinamentos va˜o na direc¸a˜o de obter uma especificac¸a˜o concreta.
5.4 B para sistemas
O me´todo B orientado a eventos, conhecido como Event-B ou System-B, e´ uma
adaptac¸a˜o do me´todo B para sistemas a eventos discretos em geral, ja´ que o me´todo B
original foi criado para o desenvolvimento de sistemas de software. Para tornar o me´todo
mais adequado para a concepc¸a˜o de sistemas, algumas mudanc¸as foram feitas nas estrutu-
ras de ma´quinas vistas em B. Ale´m disso, o pro´prio me´todo Event-B apresenta variac¸o˜es
de acordo com as ferramentas escolhidas para o desenvolvimento dos sistemas. Neste
trabalho, o me´todo Event-B e´ apresentado do modo como e´ utilizado com a ferramenta
Rodin [41].
O desenvolvimento de sistemas em Event-B e´ bastante similar a` proposta original do
me´todo B, com a diferenc¸a de que seu objetivo na˜o costuma ser a gerac¸a˜o de co´digo em
linguagens de programac¸a˜o. Com isso, as exigeˆncias de determinismo e varia´veis similares
a varia´veis de programac¸a˜o sa˜o dispensadas em especificac¸o˜es Event-B.
5.4.1 Contextos Event-B
Em Event-B, as declarac¸o˜es de conjuntos, constantes, axiomas e propriedades refe-
rentes a estes foram separadas das ma´quinas e passam a fazer parte de um contexto.
Contextos conteˆm as partes constantes dos sistemas, possuindo as seguintes cla´usulas:
SETS Declarac¸o˜es dos nomes de conjuntos utilizados.
CONSTANTS Lista de nomes das constantes da ma´quina. Elementos de conjuntos
enumerados sa˜o declarados como constantes.
AXIOMS Axiomas referentes a`s constantes e conjuntos especificados nas cla´usulas an-
teriores. Cada constante deve ter seu tipo declarado, e conjuntos enumerados teˆm
seus elementos declarados nesta cla´usula. Axiomas que relacionam constantes e
conjuntos tambe´m sa˜o declaradas aqui.
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THEOREMS Teoremas sa˜o declarados para exprimir propriedades que devem ser pro-






axm1 : CONTROLLERS→ CTR STATES 6= ∅
END
Figura 14: Exemplo de contexto em Event-B
A figura 14 mostra um contexto que conte´m dois conjuntos e um axioma. Visto que
na˜o ha´ nenhuma declarac¸a˜o de elementos para estes conjuntos, ambos sa˜o abstratos.
Event-B e´ um pouco mais restrito que o me´todo B tradicional no tocante a tipos e
estruturas de dados. Os tipos CHAR e STRING, assim como as sequ¨eˆncias, na˜o esta˜o pre´-
definidos e devem ser declarados manualmente se forem necessa´rios. Abrial [3] descreve
em seu livro a representac¸a˜o matema´tica de diversas estruturas de dados. Ainda assim,
um grande nu´mero de operadores esta´ presente na linguagem de Event-B. A tabela 2





; Composic¸a˜o de func¸o˜es
7→ Mapeamento (gerac¸a˜o de tuplas)
− Overriding de uma relac¸a˜o
 Restric¸a˜o sobre o domı´nio
Tabela 2: Alguns dos s´ımbolos usados em Event-B
5.4.2 Ma´quinas Event-B
As ma´quinas de Event-B possuem varia´veis e um invariante como uma ma´quina B
tradicional e fazem refereˆncia a contextos atrave´s de uma cla´usula chamada SEES. O
invariante em Event-B e´ descrito na cla´usula INVARIANTS: o invariante normalmente e´
dividido em va´rios invariantes ligados por conjunc¸o˜es, para facilitar a leitura e a validac¸a˜o
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das partes separadas. As ma´quinas possuem uma cla´usula THEOREMS onde teoremas
podem ser declarados e provados com o uso dos invariantes. O uso dos teoremas tem
como intenc¸a˜o facilitar a leitura, separando as provas intermedia´rias das provas realmente
desejadas.
A diferenc¸a fundamental de uma ma´quina Event-B para uma ma´quina B tradicional
esta´ na parte dinaˆmica. Ao inve´s de operac¸o˜es, ha´ a noc¸a˜o de eventos, compostos por
substituic¸o˜es sem pre´-condic¸o˜es ou paraˆmetros de entrada e sa´ıda. Esta representac¸a˜o
simplificada e´ mais adequada para especificar sistemas reativos em geral, por outro lado,
perde-se poder de expressa˜o em modelos de software. Existem treˆs tipos de substituic¸o˜es
em Event-B:
BEGIN...END Substituic¸a˜o para eventos sem guarda, e´ composta somente de atri-
buic¸o˜es de valores a varia´veis. Um exemplo de sua utilizac¸a˜o e´ no evento de inicia-
lizac¸a˜o.
WHEN...THEN...END Substituic¸a˜o para eventos cuja guarda utiliza as varia´veis da
ma´quina.
ANY...WHERE...THEN...END Substituic¸a˜o para eventos cuja guarda utiliza varia´veis
locais. Se as varia´veis locais (declaradas apo´s o termo ANY ) puderem ser instanci-
adas de modo a satisfazer o predicado dado apo´s o termo WHERE, o evento pode
ser disparado.
Estas substituic¸o˜es podem atribuir valores precisos ou aleato´rios a varia´veis, conforme
o exposto na tabela 3. A figura 15 mostra exemplos de eventos com os treˆs tipos de guar-
das. O evento INITIALISATION simplesmente atribui valores a varia´veis, sem verificac¸a˜o
de guarda. O evento generic arbiter action deve ser ativado de acordo com o valor de uma
varia´vel espec´ıfica da ma´quina, portanto possui uma guarda do tipo WHEN. O evento
generic controller action na˜o e´ disparado sobre uma varia´vel espec´ıfica, assim, a guarda
ANY...WHERE e´ utilizada para selecionar quaisquer varia´veis C e ns que atendam a`s
condic¸o˜es especificadas.
Expressa˜o Significado
x := y x assume o valor y
x :∈ S x assume o valor de um elemento aleato´rio do conjunto S
x : ‖P x assume um valor que satisfaz o predicado P





ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini prearbbusy : prearbbusy := FALSE
ini pgstate : pregstateCtr :∈ CONTROLLERS→ CTR STATES
ini gstate : gstateCtr := ∅
END
EVENT generic arbiter action
REFINES generic arbiter action
WHEN
arb ready : finishedArb = FALSE
THEN
arb done : finishedArb := TRUE
update status : arbbusy :∈ BOOL
END





some ctrls : C ∈ P(CONTROLLERS)
didnt act : C ∩ dom(stateCtr) = ∅
new states : ns ∈ C→ CTR STATES
THEN
statechange : stateCtr := stateCtr ∪ ns
END
END
Figura 15: Exemplos de eventos em Event-B
Para validar um evento, deve-se provar que ele e´ fact´ıvel (se sua guarda for satisfeita,
ele pode ser disparado a partir de qualquer estado do sistema) e que ele respeita o in-
variante especificado. Seja M uma ma´quina com um conjunto v de varia´veis, que faz
refereˆncia a um contexto C que possui um conjunto s de conjuntos e um conjunto c de
constantes. Assume-se que ha´ um conjunto P (s, c) de axiomas e um invariante I(s, c, v)
que regem estas varia´veis e constantes. Seja E um evento de guarda G(s, c, v) e predicado
antes-depois R(s, c, v, v′). Para que o evento E seja fact´ıvel, deve-se provar que v′ existira´
para estes invariantes, axiomas, varia´veis, conjuntos e constantes. Intuitivamente, esta
condic¸a˜o de factibilidade pode ser vista como a necessidade de que o disparo deste evento
sempre leve a um estado poss´ıvel no sistema. Formalmente, tem-se o predicado da equac¸a˜o
5.2, que sera´ mencionado neste trabalho como a condic¸a˜o FIS (do ingleˆs feasibility).
O passo seguinte de prova e´ verificar que o invariante e´ mantido: assumindo que a
condic¸a˜o FIS e´ satisfeita, deve-se provar que o invariante se mante´m va´lido para o novo
valor de v. O predicado que representa a satisfac¸a˜o do invariante pode ser visto na equac¸a˜o
5.3. Esta condic¸a˜o de respeito ao invariante sera´ mencionada como a condic¸a˜o INV.
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P (s, c) ∧ I(s, c, v) ∧G(s, c, v)⇒ ∃v′ ·R(s, c, v, v′) (5.2)
P (s, c) ∧ I(s, c, v) ∧G(s, c, v) ∧R(s, c, v, v′)⇒ I(s, c, v′) (5.3)
Para maior compreensa˜o destas equac¸o˜es, elas sera˜o usadas para validar a ma´quina
da figura 16. Visto que ela na˜o utiliza um contexto, a condic¸a˜o FIS para o evento evt1
torna-se I(v) ∧G(v)⇒ ∃v′ ·R(v, v′). Aplicando-se o invariante da ma´quina e a guarda e
o predicado antes-depois de evt1, tem-se o predicado
x ∈ BOOL ∧ y ∈ BOOL ∧ ¬(¬x ∧ y) ∧ (x ∧ ¬y)⇒ ∃x′, y′ · (x′ ∧ y′)
que e´ trivialmente verdadeiro devido a` tipagem das varia´veis. A condic¸a˜o INV gera o
predicado I(v) ∧G(v) ∧R(v, v′)⇒ I(v′), que neste caso e´ escrito como
x ∈ BOOL ∧ y ∈ BOOL ∧ ¬(¬x ∧ y) ∧ (x ∧ ¬y) ∧ (x′ ∧ y′)⇒ ¬(¬x′ ∧ y)
e pode ser facilmente verificado como verdadeiro. Deve-se notar que, embora o evento
na˜o indique explicitamente que x′ := TRUE, esta ac¸a˜o pode ser deduzida, pois o valor
de x e´ dado na guarda e na˜o e´ modificado na ac¸a˜o.
5.4.3 Refinamentos em Event-B
Em Event-B, as ma´quinas podem ser refinadas e os contextos podem ser estendidos.
Uma extensa˜o de contexto preserva todos os elementos do contexto original e pode adi-
cionar novos. O refinamento de ma´quinas e´ mais complexo: assume-se em um primeiro
momento que os conjuntos de varia´veis da ma´quina abstrata e da ma´quina refinada sa˜o
disjuntos, e a correlac¸a˜o entre elas e´ feita atrave´s de um invariante chamado “invariante
de colagem”. Invariantes de colagem podem ser feitos somente entre n´ıveis adjacentes
de refinamento. Na plataforma Rodin, os invariantes de colagem entre varia´veis que sa˜o
refinadas para varia´veis com o mesmo nome e tipo sa˜o impl´ıcitos. No caso de mudanc¸as
de varia´veis, devem ser declarados predicados chamados witnesses nos refinamentos de
eventos que utilizam varia´veis que foram modificadas durante os refinamentos. Tais pre-
dicados representam a relac¸a˜o entre as varia´veis dos dois n´ıveis e devem ser condizentes








inv1 : x ∈ BOOL
inv2 : y ∈ BOOL




act1 : x := TRUE




grd1 : x = TRUE
grd2 : y = FALSE
THEN
act1 : y := TRUE
END
END
Figura 16: Um exemplo de ma´quina para verificac¸a˜o
Todos os eventos da ma´quina abstrata devem ser refinados. SejaM a mesma ma´quina
especificada nas equac¸o˜es 5.2 e 5.3, e seja N um refinamento de M , com um conjunto
w de varia´veis e um invariante de colagem J(s, c, v, w). N deve possuir no mı´nimo um
evento F que refina o evento E da ma´quina M , e F possui uma guarda H(s, c, w) e
um predicado antes-depois S(s, c, w, w′). Para que o evento F seja va´lido, treˆs condic¸o˜es
devem ser satisfeitas:
• F deve ser fact´ıvel. Do mesmo modo que e´ provada a factibilidade de E, deve-se
verificar que no novo conjunto de varia´veis tambe´m existira´ um conjunto de valores
que satisfac¸a o predicado antes-depois do evento. Esta condic¸a˜o e´ vista na equac¸a˜o
5.4.
• A guarda de F na˜o pode ser menos restritiva que a guarda de E. Em outras palavras,
na˜o pode existir um conjunto de valores de varia´veis que satisfac¸am a guarda de
F e que, quando aplicados na ma´quina M atrave´s do invariante de colagem, na˜o
satisfac¸am a guarda de E. Esta condic¸a˜o e´ vista na equac¸a˜o 5.5.
• Se os eventos E e F forem executados sobre conjuntos de valores equivalentes do
ponto de vista do invariante de colagem, os novos conjuntos de valores tambe´m
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devem apresentar esta equivaleˆncia. Esta condic¸a˜o e´ vista na equac¸a˜o 5.6.
P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w)⇒ ∃w′ · S(s, c, w, w′) (5.4)
P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w)⇒ G(s, c, v) (5.5)
P (s, c) ∧ I(s, c, v) ∧ J(s, c, v, w) ∧H(s, c, w) ∧ S(s, c, w, w′)⇒ (5.6)
∃v.′ · (R(s, c, v, v′) ∧ J(s, c, v′, w′))
Um evento pode refinar mais de um evento, desde que os eventos abstratos tenham
as mesmas substituic¸o˜es e a guarda do evento refinado seja a disjunc¸a˜o das guardas dos
eventos abstratos. Novos eventos podem ser adicionados em refinamentos de ma´quinas.
Para isso, deve-se provar que os novos eventos refinam o evento impl´ıcito skip e que eles
na˜o divergem, isto e´, na˜o sa˜o disparados indefinidamente sem que algum evento original da
ma´quina abstrata seja disparado. O evento skip na˜o possui guarda e na˜o altera nenhum
valor de varia´veis, assim, a equac¸a˜o 5.5 torna-se sempre verdadeira e a implicac¸a˜o da
equac¸a˜o 5.6 e´ simplificada, ja´ que R(s, c, v, v′) e´ verdadeiro quando v′ = v.
A na˜o-divergeˆncia e´ atestada se todos os eventos novos modificam alguma expressa˜o
de modo que ela sempre convirja para um valor em que somente eventos abstratos possam
ser executados. Tal expressa˜o e´ chamada de variante, e costuma ser descrita atrave´s de
uma expressa˜o nume´rica natural que tem seu valor decrementado por todos os eventos
novos: deve-se provar que a expressa˜o nunca deixara´ de ter um valor natural, indicando
que um nu´mero finito de eventos novos e´ disparado e em seguida o sistema na˜o podera´
mais avanc¸ar por meio de eventos novos ate´ que um evento original da ma´quina abstrata
seja disparado.
Para compreensa˜o destas condic¸o˜es, o exemplo da figura 16 sera´ retomado. Um
poss´ıvel refinamento dele e´ visto no contexto da figura 17 e na ma´quina da figura 18.
O contexto c0 conte´m dois conjuntos enumerados de dois elementos, DOOR STATES e
CAR STATES. A ma´quina m1 possui treˆs varia´veis, e, observando-se seus invariantes,
nota-se que as varia´veis door e car fazem parte destes dois respectivos conjuntos e pos-
suem correspondeˆncias com as varia´veis x e y de m0. Para todos estes eventos, e´ trivial
verificar a condic¸a˜o FIS, ja´ que todas as varia´veis recebem atribuic¸o˜es de valores per-
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tencentes a seus tipos. A verificac¸a˜o formal da condic¸a˜o do refinamento da guarda para
o evento evt1 e´ mais trabalhosa, mas intuitivamente pode-se observar que a guarda do
evento refinado e´ equivalente a` do evento abstrato, apenas com valores e varia´veis reno-
meados. Esta observac¸a˜o tambe´m permite que se verifique a validade do invariante de
colagem.
Por fim, resta o novo evento evt2 para verificar. A condic¸a˜o de refinar o evento skip
pode ser vista na pra´tica com a na˜o-alterac¸a˜o de varia´veis que ja´ existiam no modelo
abstrato: visto que skip na˜o altera nenhum valor de varia´vel na especificac¸a˜o abstrata,
evt2 tambe´m na˜o o pode fazer. Como somente uma varia´vel nova e´ alterada, esta condic¸a˜o
e´ satisfeita. A condic¸a˜o de na˜o-divergeˆncia pode ser observada neste caso atrave´s de uma
comparac¸a˜o entre a guarda e a ac¸a˜o do evento, ja´ que ele e´ o u´nico novo evento. Visto
que sua ac¸a˜o causa a na˜o-satisfac¸a˜o da guarda (impedindo assim sua execuc¸a˜o) e´ trivial
concluir que este evento na˜o pode ser executado duas vezes consecutivas. Para simplificar a
verificac¸a˜o desta especificac¸a˜o, todas as provas foram feitas automaticamente no ambiente
Rodin. Em sistemas de grande porte, onde as condic¸o˜es de verificac¸a˜o formam expresso˜es
complexas, a observac¸a˜o da especificac¸a˜o na˜o e´ ta˜o simples quanto nestes exemplos e as











axm1 : DOOR STATES = {open, closed}
axm2 : open 6= closed
axm3 : CAR STATES = {moving, stopped}
axm4 : moving 6= stopped
END
Figura 17: O contexto utilizado para refinar a ma´quina m0
5.4.4 O ambiente Rodin
A plataforma de desenvolvimento open-source Rodin comec¸ou a ser desenvolvida em










inv1 : door ∈ DOOR STATES
inv2 : car ∈ CAR STATES
inv3 : (door = closed⇔ x = TRUE) ∧ (door = open⇔ x = FALSE)
inv4 : (car = moving⇔ y = TRUE) ∧ (car = stopped⇔ y = FALSE)




act1 : door := closed
act2 : car := stopped





grd1 : door = closed
grd2 : car = stopped
THEN




grd1 : car = moving
grd2 : lights = FALSE
THEN
act1 : lights := TRUE
END
END
Figura 18: O refinamento da ma´quina m0
especificac¸o˜es em Event-B, a plataforma possui alguns assistentes que facilitam a criac¸a˜o
de conjuntos enumerados, eventos e varia´veis, ale´m da funcionalidade de nomear todos
os predicados da especificac¸a˜o, tais como axiomas, teoremas e guardas de eventos. A no-
meac¸a˜o e´ u´til para facilitar a refereˆncia a estes predicados durante o processo de validac¸a˜o
da especificac¸a˜o. Outra facilidade dispon´ıvel para a especificac¸a˜o de ma´quinas e´ a co´pia
automa´tica do co´digo de uma ma´quina abstrata para seu refinamento, ja´ que o editor na˜o
permite a co´pia de blocos de linhas de uma especificac¸a˜o para outra. Apo´s o te´rmino da
especificac¸a˜o, um parser verifica a sintaxe da especificac¸a˜o.
Apo´s a verificac¸a˜o sinta´tica, o pro´prio ambiente gera as obrigac¸o˜es de prova necessa´rias
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para validar a especificac¸a˜o, de acordo com as equac¸o˜es vistas anteriormente. Diversos
provadores de teoremas esta˜o dispon´ıveis no ambiente Rodin, e um deles (ML) e´ lanc¸ado
automaticamente para tentar resolver as obrigac¸o˜es de prova. As provas que na˜o forem
conclu´ıdas sera˜o sinalizadas na lista gerada pelo ambiente, e o usua´rio podera´ utilizar
outros provadores automa´ticos ou tentar finalizar a prova manualmente. Um plug-in
adicional permite a exportac¸a˜o de especificac¸o˜es de ma´quinas e contextos para o formato
tex. A interface do ambiente Rodin pode ser vista na figura 19.
Figura 19: O ambiente de desenvolvimento Rodin
5.5 Conclusa˜o
Este cap´ıtulo apresentou o me´todo B e sua variante Event-B, utilizada neste trabalho.
O me´todo B e´ uma abordagem formal e rigorosa para o desenvolvimento de softwares, uti-
lizando uma so´lida base matema´tica e uma metodologia incremental de especificac¸a˜o. Os
tipos de dados e as propriedades que se deseja provar sa˜o especificados com a utilizac¸a˜o de
um invariante, normalmente formado por uma conjunc¸a˜o de invariantes. Softwares desen-
volvidos em B costumam ter uma ma´quina abstrata, va´rios refinamentos desta ma´quina e
uma implementac¸a˜o que e´ utilizada para gerar co´digo devidamente verificado pelo me´todo.
O me´todo Event-B caracteriza-se por perder a eˆnfase no desenvolvimento de sistemas
de software ate´ a gerac¸a˜o de co´digo, optando por uma representac¸a˜o mais simples e
gene´rica de sistemas orientados a eventos. A verificac¸a˜o de uma especificac¸a˜o Event-
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B ocorre em diversos n´ıveis: primeiramente verifica-se a correta formac¸a˜o (expresso˜es
sintaxicamente corretas, varia´veis corretamente inicializadas) e a tipagem de todos os
predicados e varia´veis, em seguida deve-se provar que todos os eventos abstratos sa˜o
fact´ıveis e respeitam o invariante. Nos refinamentos, deve-se verificar que os invariantes de
colagem sa˜o respeitados, todos os eventos abstratos sa˜o refinados e todos os novos eventos
refinam o evento impl´ıcito skip e na˜o divergem. O ambiente de desenvolvimento Rodin e´
u´til para a gerac¸a˜o e resoluc¸a˜o automa´tica de todas as obrigac¸o˜es de prova necessa´rias para





6 Introduc¸a˜o aos Estudos de
Caso
Este cap´ıtulo apresenta estudos de caso realizados com o intuito de criar uma abor-
dagem de especificac¸a˜o e verificac¸a˜o de protocolos s´ıncronos de barramento. Conforme o
exposto no cap´ıtulo 2, o estudo e´ dividido em modelagem e verificac¸a˜o, tanto de arquite-
tura quanto de comportamento. O protocolo PCI e´ utilizado como exemplo para ambas
as partes, e o protocolo AMBA AHB e´ utilizado na parte de comportamento. A utilizac¸a˜o
de apenas um dos protocolos para a modelagem de arquitetura deve-se a` similaridade de
representac¸a˜o dos diferentes barramentos numa arquitetura de sistema embarcado.
A modelagem de arquitetura, exposta no cap´ıtulo 7, e´ feita com AADL em dois n´ıveis
distintos de abstrac¸a˜o: no n´ıvel aadlpci0, o barramento e´ inserido num sistema completo
e suas caracter´ısticas sa˜o dadas pelas propriedades dispon´ıveis na linguagem, enquanto
no n´ıvel aadlpci1, mais baixo, o componente AADL system e´ utilizado para representar
cada elemento do barramento, e assim permitir uma representac¸a˜o mais detalhada de sua
arquitetura. Os modelos AADL criados sa˜o baseados nas especificac¸o˜es de protocolos
feitas pelo autor [22].
A utilizac¸a˜o das propriedades AADL levou a uma contribuic¸a˜o adicional deste traba-
lho: visto que suas propriedades nem sempre teˆm sua semaˆntica completamente verificada,
foram criadas especificac¸o˜es em Event-B com o objetivo de modelar e verificar estas pro-
priedades. A criac¸a˜o de um framework completo para representac¸a˜o da semaˆntica AADL
na˜o faz parte do escopo deste trabalho, por esta raza˜o foi criada uma especificac¸a˜o simpli-
ficada para descrever as partes essenciais da AADL para a representac¸a˜o da semaˆntica de
suas propriedades. A especificac¸a˜o e´ feita em quatro contextos Event-B, que descrevem
quatro n´ıveis de detalhamento da linguagem. A noc¸a˜o de componentes e suas catego-
rias e´ vista no n´ıvel aadl c0, subcomponentes e refereˆncias sa˜o descritos no n´ıvel aadl c1,
a semaˆntica individual das propriedades e´ descrita no n´ıvel aadl c2 e a semaˆntica de
dependeˆncia de propriedades que se desejava representar e´ especificada no n´ıvel aadl c3.
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A modelagem do comportamento, descrita no cap´ıtulo 8 e´ feita com LUSTRE e
Event-B. Inicialmente, a linguagem LUSTRE e´ utilizada para a elaborac¸a˜o de um modelo
s´ıncrono simples para o protocolo PCI, com a finalidade de possuir uma especificac¸a˜o de
fa´cil compreensa˜o e que ilustra com clareza os aspectos ligados a` concorreˆncia vista num
protocolo de barramento.
O me´todo Event-B e´ utilizado para a modelagem e verificac¸a˜o parametrizada do pro-
tocolo. Dada a orientac¸a˜o a refinamentos vista em Event-B, a especificac¸a˜o foi feita de
modo incremental, a fim de permitir a criac¸a˜o de uma plataforma de base para a es-
pecificac¸a˜o de protocolos s´ıncronos em Event-B. Esta plataforma de base e´ inspirada no
conceito de patterns, bastante visto em projetos de softwares em geral e atualmente sendo
investigado em Event-B . Patterns teˆm o objetivo de simplificar alguns aspectos da espe-
cificac¸a˜o do sistema, por meio de um conjunto de especificac¸o˜es que executam uma func¸a˜o
que pode estar presente em va´rios tipos de sistema. Alguns trabalhos ilustram exemplos
interessantes de patterns: Ball e Butler [8] criaram patterns para especificar mecanismos
de toleraˆncia a falhas em sistemas multiagente, Cansell et al [12] desenvolveram patterns
para incluir aspectos temporais numa especificac¸a˜o Event-B, e Lliasov [34] criou patterns
para diversos tipos de sistemas e desenvolveu um plug-in que opera em conjunto com a
ferramenta Rodin para automatizar a inclusa˜o de patterns numa especificac¸a˜o.
Enquanto patterns em Event-B costumam ser especificados com eventos e invariantes
que sa˜o inclu´ıdos nos sistemas atrave´s de refinamentos, o modelo aqui apresentado serve
como uma especificac¸a˜o abstrata para a especificac¸a˜o dos protocolos, ja´ que a especificac¸a˜o
de um protocolo e´ um refinamento desta base.
Nesta dissertac¸a˜o, utilizam-se quatro n´ıveis para representar um protocolo: o n´ıvel 0
e´ utilizado para a expressa˜o do invariante de alto n´ıvel, e os outros treˆs sa˜o utilizados para
descrever protocolos espec´ıficos com uma representac¸a˜o abstrata (n´ıvel 1), um refinamento
para a fase de arbitrac¸a˜o (n´ıvel 2) e um refinamento para a fase de transfereˆncia (n´ıvel
3). O interesse desta modelagem e´ concentrado na verificac¸a˜o de um invariante abstrato,
assim, somente o protocolo PCI teve sua fase de transfereˆncia detalhada, ja´ que esta e´
muito mais complexa que a fase de arbitragem e na˜o tem influeˆncia no modelo de alto
n´ıvel.
Visto que a especificac¸a˜o do protocolo vai se tornando bastante intrincada ate´ mesmo
com o desenvolvimento incremental permitido pelo me´todo Event-B, algumas simpli-
ficac¸o˜es foram feitas durante a modelagem. A fase de arbitrac¸a˜o de ambos os protocolos
foi especificada utilizando as seguintes hipo´teses:
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• Uma requisic¸a˜o de um controlador na˜o pode ser cancelada.
• O a´rbitro na˜o pode interromper uma transfereˆncia em curso. Como sera´ visto nos
eventos, o fim de uma transfereˆncia e´ anunciado pelo mestre.
• Na˜o sera´ implementada uma pol´ıtica para escolha do mestre, pois especificac¸o˜es de
protocolos normalmente deixam esta parte a` escolha dos projetistas.
Ale´m disso, a modelagem do protocolo PCI na˜o inclui medidas concretas para os
instantes em que nenhum controlador requer o controle do barramento – num protocolo
PCI real, o a´rbitro possui um procedimento para controlar o barramento enquanto este
esta´ inativo. Esta simplificac¸a˜o na˜o foi necessa´ria na modelagem do protocolo AMBA
pois o a´rbitro deste atribui automaticamente o controle ao “mestre padra˜o” em caso de
inatividade.
A modelagem da fase de transfereˆncia do protocolo PCI tambe´m foi simplificada com
a considerac¸a˜o de que na˜o ocorrem erros durante a transfereˆncia, pois a especificac¸a˜o
do funcionamento do protocolo na presenc¸a de erros possui uma complexidade que foge
ao escopo deste trabalho. Assume- se tambe´m que os dados transmitidos na linha de
barramento sa˜o nu´meros naturais, a fim de simplificar a especificac¸a˜o utilizando-se um
tipo de dados ja´ dispon´ıvel em Event-B.
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7 Modelagem e Ana´lise da
Arquitetura do Protocolo PCI
7.1 Especificando barramentos com AADL
7.1.1 Nı´vel aadlpci0 – O componente bus AADL
Conforme visto no cap´ıtulo 3, a linguagem AADL possui a categoria pre´-definida bus
para representar barramentos de comunicac¸a˜o. Os componentes da categoria bus possuem
implicitamente uma interface de conexa˜o que proveˆ acesso do tipo barramento (bus access)
aos componentes de hardware que o compartilham. O u´nico tipo de interface externa que
componentes do tipo bus podem possuir representa o acesso destes a outros barramentos
(requires bus access). Assim, os barramentos conectam as partes do sistema atrave´s de
conexo˜es de acesso para elementos de hardware, e os componentes de software executados
em diferentes partes do hardware utilizam o barramento implicitamente atrave´s de seu
mapeamento para componentes de hardware, e tambe´m atrave´s da propriedade de mapea-
mento de conexo˜es exposta nas figuras 7 e 8. A figura 20 mostra a arquitetura simplificada
do hardware de um sistema computacional que utiliza o barramento PCI: o barramento
principal system bus e´ acessado pelos dispositivos audio controller e video controller e
pelos barramentos bridge e peripheral, que possuem interfaces para realizar este acesso.
Os barramentos auxiliares, por sua vez, sa˜o acessados por outros dispositivos e todas as
conexo˜es da figura sa˜o do tipo bus access. O co´digo AADL desta especificac¸a˜o encontra-se
no apeˆndice A.
As caracter´ısticas de um componente bus sa˜o dadas pelas propriedades dispon´ıveis na
linguagem, assim, a descric¸a˜o de barramentos com este componente sa˜o feitas conforme
a figura 21. Na definic¸a˜o do tipo pci, sa˜o dadas propriedades gerais do barramento, e
nas definic¸o˜es de implementac¸o˜es, o tamanho de mensagem transmitida no barramento e´
fornecido de acordo com cada implementac¸a˜o.
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Figura 20: Componentes bus ligando elementos de hardware
1 bus pc i
2 properties
3 Al lowed Connect ion Protoco l => Data Connection ;
4 Al lowed Acces s Protoco l => ( Device Access , Memory Access ) ;
5 Hardware Source Language => VHDL;
6 end pc i ;
7
8 bus implementation pc i . b32b i t s
9 properties
10 Al lowed Message Size => 1 B . . 4 B;
11 end pc i . b32b i t s ;
12
13 bus implementation pc i . b64b i t s
14 properties
15 Al lowed Message Size => 1 B . . 8 B;
16 end pc i . b64b i t s ;
Figura 21: Especificac¸a˜o AADL de um componente bus
As seguintes propriedades esta˜o dispon´ıveis no standard da AADL [50] para serem
aplicadas em barramentos:
Allowed Connection Protocol Define se o barramento pode ser utilizado para ligar
componentes de software que possuem conexo˜es de dados, eventos ou ambos.
Allowed Access Protocol Define se o barramento pode ser utilizado para ligar dispo-
sitivos (devices), componentes de memo´ria ou ambos.
Allowed Message Size Especifica os tamanhos mı´nimo e ma´ximo de mensagens que
podem ser transmitidas no barramento.
Transmission Time Especifica um par de intervalos de tempo para trac¸ar um modelo
linear de tempos de transmissa˜o.
Propagation Delay Fornece o tempo decorrido entre o envio do primeiro bit de dados
ao barramento e o recebimento deste pelo barramento.
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Hardware Description Source Text Especifica um conjunto de arquivos que conteˆm
a descric¸a˜o do hardware do barramento.
Hardware Source Language Especifica a linguagem utilizada para descrever o hard-
ware do barramento.
Assign Time, Assign Byte Time, Assign Fixed Time Estas treˆs propriedades jun-
tas especificam o tempo requerido para mover um bloco de N bytes no barramento.
A propriedade Assign Time, que representa o tempo total, e´ calculada atrave´s da
soma de uma parcela fixa para todas as transfereˆncias com uma parcela proporcional
ao nu´mero de bytes transmitidos: (N ∗Assign Byte T ime)+Assign Fixed T ime.
Propriedades adicionais podem ser inclu´ıdas em property sets criados pelos usua´rios.
O property set SEI, criado pelo instituto de engenharia de software da universidade Carne-
gie Mellon [52] e ja´ integrado ao OSATE, possui as seguintes propriedades que se aplicam
a barramentos:
PowerCapacity, PowerBudget Estas propriedades definem, respectivamente, a capa-
cidade fornecida ou consumida por um barramento, com valores dados em Watts.
BandWidthCapacity, BandWidthBudget Estas propriedades definem, respectiva-
mente, a largura de banda fornecida ou consumida por um barramento, com valores
dados em mu´ltiplos de bits por segundo.
Treˆs outras propriedades utilizam os barramentos como refereˆncia na descric¸a˜o de
outros componentes. A propriedade Allowed Connection Binding Class define as cate-
gorias de componentes que podem ser usados para realizar uma determinada conexa˜o
ou conjunto de conexo˜es, ja´ que componentes das categorias processor e device tambe´m
podem ser vistos como dispositivos de conexa˜o em certos casos. A propriedade Allowed
Connection Binding fornece um conjunto de refereˆncias a componentes que podem reali-
zar uma conexa˜o, e a propriedade Actual Connection Binding define o componente que
realmente realiza a conexa˜o. Estas propriedades podem ser utilizadas em especificac¸o˜es
incrementais de sistemas, onde somente a implementac¸a˜o concreta de um componente
utiliza refereˆncias concretas a outros componentes.
7.1.2 Nı´vel aadlpci1 – O barramento detalhado
A representac¸a˜o anterior de barramentos de comunicac¸a˜o e´ interessante para a arqui-
tetura de um sistema como um todo, mas e´ limitada para descrever a arquitetura interna
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do barramento, pois na˜o se pode representar as linhas que o compo˜em ou outros elementos
espec´ıficos de um protocolo. Para representar a arquitetura de um barramento em um
n´ıvel mais concreto, optou-se por utilizar componentes da categoria system para repre-
sentar o barramento, o a´rbitro e os dispositivos que utilizam o barramento. Esta soluc¸a˜o
e´ aprovada por uma nova versa˜o (ainda na˜o oficial) do standard AADL [51]. Atrave´s
desta representac¸a˜o, pode-se descrever as linhas do barramento e tambe´m as permisso˜es
de acesso em cada linha, conforme mostra a figura 22. Visto que o a´rbitro tem acesso
a todas as linhas, mas so´ pode enviar dados a`s linhas GNT, seu acesso e´ descrito como
restrito a` leitura nas outras. As definic¸o˜es de tipos de dados fornecidas pelo Anexo Com-
portamental sa˜o utilizadas para especificar que as linhas do barramento sa˜o modeladas
como varia´veis booleanas no componente.
1 system p c i a r b i t e r
2 features
3 frame : requires data access behavior : : boolean {
4 Required Access => access r ead on ly ; } ;
5 r eq 1 : requires data access behavior : : boolean {
6 Required Access => access r ead on ly ; } ;
7 r eq 2 : requires data access behavior : : boolean {
8 Required Access => access r ead on ly ; } ;
9 gnt 1 : requires data access behavior : : boolean {
10 Required Access => access r e ad wr i t e ; } ;
11 gnt 2 : requires data access behavior : : boolean {
12 Required Access => access r e ad wr i t e ; } ;
13 i rdy : requires data access behavior : : boolean {
14 Required Access => access r ead on ly ; } ;
15 trdy : requires data access behavior : : boolean {
16 Required Access => access r ead on ly ; } ;
17 dev s e l : requires data access behavior : : boolean {
18 Required Access => access r ead on ly ; } ;
19 ad : requires data access behavior : : i n t e g e r {
20 Required Access => access r ead on ly ; } ;
21 command : requires data access data types : : command {
22 Required Access => access r ead on ly ; } ;
23 end p c i a r b i t e r ;
Figura 22: Um a´rbitro PCI descrito com um system AADL
Deste mesmo modo, podem ser descritas as outras partes do sistema. Os dispositivos
conectados ao barramento teˆm direito de escrita em todas as linhas, excetuando-se as
linhas GNT, e na˜o teˆm direito de leitura sobre as linhas REQ e GNT dos outros dispo-
sitivos. As especificac¸o˜es de dispositivos sa˜o gene´ricas, dispositivos concretos podem ser
especificados estendendo-se o componente gene´rico.
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7.2 Ana´lise Semaˆntica das Propriedades AADL uti-
lizando Event-B
Durante a utilizac¸a˜o de propriedades AADL para a especificac¸a˜o da arquitetura do
protocolo PCI, poˆde-se notar que o parser dispon´ıvel no OSATE verifica a sintaxe de todas,
mas o mesmo nem sempre acontece com a semaˆntica destas. Enquanto as propriedades de
acesso sa˜o verificadas para que o acesso requerido seja compat´ıvel com o acesso fornecido
(um erro e´ gerado caso um componente fornec¸a acesso apenas para leitura e outro tente
um acesso de leitura e escrita), na˜o ha´ nenhuma verificac¸a˜o em certas propriedades que
tambe´m dependem de outras propriedades, como no caso das propriedades de mapeamento
Allowed Connection Binding Class, Allowed Connection Binding e Actual Connection
Binding. Neste contexto, decidiu-se especificar formalmente alguns aspectos da semaˆntica
AADL com Event-B para possibilitar a criac¸a˜o de uma base adequada para expressa˜o e
verificac¸a˜o da semaˆntica das propriedades referentes aos barramentos e tambe´m a outros
componentes.
Conforme o que foi visto no cap´ıtulo 3, as propriedades conteˆm treˆs informac¸o˜es
ba´sicas: o componente onde ela e´ declarada (impl´ıcito numa especificac¸a˜o AADL), o valor
atribu´ıdo a ela, e o nome do componente que tera´ este valor de propriedade associado a
ele. Este componente pode ser o pro´prio componente em que a propriedade e´ declarada
(caso em que a cla´usula applies to e´ dispensada), ou em qualquer membro da hierarquia
de componentes contida no componente onde e´ declarada a propriedade. Neste caso, o
nome de componente dado e´ composto pelos nomes de todos os componentes percorridos
ao longo da hierarquia. A figura 23 mostra um exemplo do uso de propriedades AADL
numa hierarquia de componentes, nas linhas 32-34 pode-se ver como propriedades sa˜o
atribu´ıdas a componentes em n´ıveis hiera´rquicos mais distantes. A linha 33 mostra a
atribuic¸a˜o de uma propriedade ao pro´prio componente onde ela e´ declarada, portanto,
sem a cla´usula applies to.
Para fazer o melhor uso poss´ıvel da metodologia de Event-B, a parte da semaˆntica
AADL necessa´ria para a expressa˜o de propriedades e´ especificada em va´rios n´ıveis, cada
um especificado com um contexto Event-B. Primeiramente, um contexto Event-B aadl c0
e´ criado para definir as noc¸o˜es de categorias, tipos e implementac¸o˜es de componentes.
O n´ıvel seguinte (aadl c1) possui um contexto onde o mecanismo de subcomponentes e´
descrito de modo a tornar poss´ıvel a obtenc¸a˜o de hierarquias de componentes em forma
de a´rvore. No terceiro n´ıvel de abstrac¸a˜o (aadl c2), as propriedades AADL desejadas
sa˜o especificadas e e´ feita a descric¸a˜o do mecanismo de verificac¸a˜o individual de cada
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5 i : in event port ;
6 o : out event port ;
7 end s1 ;
8
9 system s2 end s2 ;
10
11 system implementation s2 . i
12 subcomponents
13 b1 : bus b ;
14 end s2 . i ;
15
16 bus b end b ;
17
18 system implementation s1 . i
19 subcomponents
20 son : system s2 . i ;
21 end s1 . i ;
22
23 system implementation s . i
24 subcomponents
25 sub1 : system s1 . i ;
26 sub2 : system s1 . i ;
27 connector : system s2 . i ;
28 connections
29 conn1 : event port sub1 . o −> sub2 . i ;
30 conn2 : event port sub2 . o −> sub1 . i ;
31 properties
32 Actual Connect ion Binding => reference sub2 . son . b1 applies to sub1 ;
33 Actual Connect ion Binding => reference sub2 . son . b1 ; −−app l i e s to s e l f
34 Actual Connect ion Binding => reference sub2 . son . b1 applies to conn1 ;
35 end s . i ;
Figura 23: Um exemplo de uso de propriedades AADL numa hierarquia
propriedade, e no n´ıvel aadl c3, sa˜o descritas as dependeˆncias entre as propriedades.
Todos os n´ıveis sa˜o feitos utilizando-se apenas os contextos Event-B, ja´ que a especificac¸a˜o
AADL na˜o sofre mudanc¸as enquanto e´ verificada.
Nestes quatro contextos, somente quatro provas (num total de 18 geradas) precisaram
ser feitas com um provador de teoremas mais potente, e sem qualquer outro tipo de
interfereˆncia do usua´rio. Isto se deve ao fato de que somente duas propriedades (expressas
em teoremas) precisaram ser verificadas. As verificac¸o˜es feitas em axiomas resumem-se
a assegurar a tipagem correta das constantes e a boa formac¸a˜o das expresso˜es, o que
normalmente e´ feito de forma automa´tica por qualquer ferramenta de prova.
7.2.1 Nı´vel aadl c0: Noc¸o˜es ba´sicas de componentes AADL
Conforme visto no cap´ıtulo 3, os componentes AADL fazem parte de categorias pre´-
definidas. Estas categorias sa˜o definidas em Event-B atrave´s de um conjunto enumerado,
cujos elementos sa˜o declarados como constantes e axiomas atestam que os elementos sa˜o
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diferentes entre si. O ambiente Rodin gera automaticamente as constantes e axiomas
necessa´rios atrave´s de um assistente para a criac¸a˜o de conjuntos enumerados. Parte da
















axm1 : CATEGORIES = {system, processor, device,memory, bus,
process, thread group, thread, subprogram, data}
axm2 : system 6= processor
axm3 : system 6= device
...
axm45 : thread 6= data
axm46 : subprogram 6= data
END
Figura 24: Categorias de componentes AADL
Neste n´ıvel tambe´m e´ criado um conjunto de componentes, que representa todos os
tipos e implementac¸o˜es de componentes vistos numa especificac¸a˜o AADL. O conjunto de
componentes e´ formado pela unia˜o dos conjuntos disjuntos c types e c impls, que repre-
sentam os conjuntos de tipos e implementac¸o˜es da especificac¸a˜o fornecida. A relac¸a˜o de
implementac¸a˜o e´ descrita atrave´s da func¸a˜o total typeof, que relaciona um tipo para cada
implementac¸a˜o. Tambe´m e´ criada a func¸a˜o total categoryof, que mapeia cada compo-
nente a uma categoria. Visto que uma implementac¸a˜o deve pertencer a` mesma categoria
de componentes que o tipo que a originou, um axioma deve ser criado para declarar que
a composic¸a˜o das func¸o˜es categoryof e typeof numa implementac¸a˜o de componente deve
gerar o mesmo resultado que a aplicac¸a˜o direta da func¸a˜o typeof. Todas estas definic¸o˜es











axm47 : categoryof ∈ COMPONENTS→ CATEGORIES
axm48 : typeof ∈ c impls→ c types
axm49 : COMPONENTS = c impls ∪ c types
axm50 : c impls ∩ c types = ∅
axm51 : c impls typeof ; categoryof = c impls categoryof
END
Figura 25: Definic¸o˜es ba´sicas de componentes AADL
7.2.2 Nı´vel aadl c1: Definic¸a˜o da semaˆntica de subcomponentes
Neste n´ıvel, os conceitos de subcomponentes e de hierarquia de componentes sa˜o inse-
ridos na especificac¸a˜o. Eles sa˜o necessa´rios para que as propriedades possam ser aplicadas
em qualquer elemento interior ao componente em que uma propriedade e´ declarada, assim,
e´ importante compreender como os componentes sa˜o instanciados em AADL.
Uma especificac¸a˜o AADL pode ser vista como uma “floresta” de componentes: alguns
deles na˜o sa˜o subcomponentes de nenhum outro, enta˜o a floresta comec¸a com a criac¸a˜o de
uma instaˆncia para cada componente que na˜o seja subcomponente de outro. A partir da´ı,
seus subcomponentes sa˜o instanciados como “filhos” em cada a´rvore, percorrendo toda
a hierarquia ate´ que sejam encontrados todos os componentes “folha”, que na˜o possuem
subcomponentes. Partindo-se do princ´ıpio de que uma especificac¸a˜o AADL e´ finita, tem-se
a garantia de que este processo e´ finito se a hierarquia de componentes realmente for uma
floresta: deve-se provar que na˜o ha´ hierarquias c´ıclicas de componentes. Esta floresta
pode ser transformada numa a´rvore com a inclusa˜o de uma origem comum a todos os
componentes-raiz.
Neste trabalho, define-se como “a´rvore de componentes” uma estrutura em forma
de a´rvore que mostra as relac¸o˜es hiera´rquicas entre os componentes. Define-se tambe´m
“a´rvore de instaˆncias” como uma estrutura em forma de a´rvore que representa como
seria um sistema formado a partir da instanciac¸a˜o de todos os componentes que na˜o sa˜o
subcomponentes de outros.
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A figura 29 mostra as a´rvores de componentes e instaˆncias formadas pela especi-
ficac¸a˜o AADL da figura 23. Enquanto a a´rvore de instaˆncias mostra toda a especificac¸a˜o
AADL, a a´rvore de componentes restringe-se a mostrar as relac¸o˜es hiera´rquicas entre os
componentes.
Neste n´ıvel, dois novos conjuntos abstratos sa˜o criados: o conjunto NAMES conte´m
todos os nomes de refereˆncia utilizados numa especificac¸a˜o qualquer, e o conjunto RE-
FERENCES representa todas as refereˆncias a componentes numa instanciac¸a˜o da especi-
ficac¸a˜o. Para facilitar a representac¸a˜o, foi criada uma refereˆncia especial chamada root,
que servira´ para unir todas as a´rvores numa so´ que tera´ esta refereˆncia como raiz. O
conjunto de nomes tambe´m tem um elemento especial, chamado self, que representa um
nome abstrato para todos os componentes que originalmente eram ra´ızes das a´rvores de
componentes e, por na˜o serem subcomponentes, na˜o tinham nenhuma instaˆncia nomeada.
A relac¸a˜o entre componentes e subcomponentes foi modelada como uma func¸a˜o que liga
uma implementac¸a˜o de componente a um nome e um componente, ja´ que a relac¸a˜o de
subcomponente em AADL na˜o leva diretamente a uma instaˆncia, e sim a um conjunto de
instaˆncias que tera˜o o mesmo nome e instanciara˜o o mesmo componente. A cardinalidade
deste conjunto e´ dada pela quantidade de instaˆncias da implementac¸a˜o que conte´m este
par. Uma refereˆncia completa deve possuir, ale´m de um nome e um componente, uma
outra refereˆncia que representa o componente que a instanciou.
A figura 26 ilustra os conjuntos e axiomas aqui descritos. Do axioma axm1 ao axm6,
sa˜o definidas as constantes e func¸o˜es. O axioma axm7 define que somente implementac¸o˜es
podem ser imagens da func¸a˜o parentof, pois somente implementac¸o˜es podem conter sub-
componentes. O axioma axm8 define que os descendentes do componente root sa˜o aqueles
componentes que na˜o figuram como subcomponentes de outros.
A partir da definic¸a˜o das refereˆncias oriundas da raiz da a´rvore de instaˆncias, pode-se
incluir seus subcomponentes como descendentes na a´rvore. A figura 27 mostra os axiomas
axm9 e axm11 que definem o mecanismo de inclusa˜o de novas refereˆncias na a´rvore. O
axioma axm10 garante que na˜o existem duas refereˆncias com o mesmo nome, mesmo
componente e que sa˜o subcomponentes da mesma refereˆncia. O axioma axm12 descreve
as restric¸o˜es impostas pela linguagem quanto a`s categorias de subcomponentes permitidas
para cada categoria de componente.
Para tornar poss´ıvel a especificac¸a˜o de caminhos ao longo de uma hierarquia, a de-
finic¸a˜o de sequeˆncia do me´todo B tradicional vista em [3] foi adaptada para representar













axm1 : self ∈ NAMES
axm2 : subcomponentsof ∈ c impls→ (NAMES 7→ COMPONENTS)
axm3 : root ∈ REFERENCES
axm4 : nameof ∈ REFERENCES→NAMES
axm5 : componentof ∈ REFERENCES \ {root}→ COMPONENTS
axm6 : parentof ∈ REFERENCES \ {root}→REFERENCES
axm7 : ∀r ·(r 6= root ∧ parentof(r) 6= root⇒ componentof(parentof(r)) ∈ c impls)
axm8 : ∀c·(∀n·(n ∈ NAMES ∧ {n 7→ c} /∈ ran(subcomponentsof)⇒
(∃r ·(r ∈ REFERENCES \ {root} ∧ parentof(r) = root ∧
nameof(r) = n ∧ n = self ∧ componentof(r) = c))))
Figura 26: Definic¸o˜es de subcomponentes AADL
axm9 : ∀r1, r2·(r2 ∈ (REFERENCES \ {root}) ∧ r1 ∈ (REFERENCES \ {root}) ∧ r2 =
parentof(r1)⇒ (nameof(r1) 7→ componentof(r1) ∈ subcomponentsof(componentof(r2))))
axm10 : ∀r1, r2·(r2 ∈ (REFERENCES \ {root}) ∧ r1 ∈ (REFERENCES \ {root}) ∧ nameof(r1) =
nameof(r2) ∧ parentof(r1) = parentof(r2)⇒ r1 = r2)
axm11 : ∀r1, n, c·(r1 ∈ (REFERENCES \ {root}) ∧ componentof(r1) ∈ c impls ∧ n 7→ c ∈
subcomponentsof(componentof(r1))⇒ (∃r2·(r2 6= root∧ nameof(r2) = n∧ componentof(r2) = c∧ parentof(r2) = r1)))
axm12 : ∀n, c2, c1·((c1 ∈ c impls ∧ n 7→ c2 ∈ subcomponentsof(c1) ∧ categoryof(c1) = data)⇒ categoryof(c2) =
data ∧ categoryof(c1) 6= subprogram ∧ categoryof(c1) 6= bus ∧ categoryof(c1) 6= device ∧ (categoryof(c1) =
thread ⇒ categoryof(c2) = data) ∧ (categoryof(c1) = thread group ⇒ categoryof(c2) = data ∨ categoryof(c2) =
thread ∨ categoryof(c2) = thread group) ∧ (categoryof(c1) = process⇒ categoryof(c2) = thread ∨ categoryof(c2) =
data ∨ categoryof(c2) = thread group) ∧ (categoryof(c1) = processor⇒ categoryof(c2) = memory) ∧ (categoryof(c1) =
memory ⇒ categoryof(c2) = memory) ∧ (categoryof(c1) = system ⇒ categoryof(c2) = system ∨ categoryof(c2) =
data ∨ categoryof(c2) = process ∨ categoryof(c2) = processor ∨ categoryof(c2) = memory ∨ categoryof(c2) =
bus ∨ categoryof(c2) = device))
Figura 27: Mais definic¸o˜es de subcomponentes AADL
para criar, modificar e comparar caminhos na˜o e´ trivial, ja´ que as propriedades podem ser
especificadas em va´rios componentes diferentes e ainda assim apontar para uma mesma
instaˆncia, assim, a criac¸a˜o um algoritmo que compare valores de propriedades dadas em
componentes diferentes (mas que apontem para a mesma instaˆncia) e´ uma tarefa de com-
plexidade muito maior do que sua importaˆncia no escopo deste trabalho. Portanto, o
uso de sequeˆncias neste trabalho e´ feito de forma abstrata: o axioma axm13, visto na
figura 28, define um caminho de modo ana´logo a` definic¸a˜o de sequeˆncia. O axioma axm14
define que a a´rvore de subcomponentes de um componente e´ um conjunto de caminhos,
axm15 define que o primeiro elemento de um caminho de subcomponentes e´ o pro´prio
componente que os conte´m, e axm16 define a func¸a˜o pathleaf, que fornece o componente
(que pode ser um tipo ou uma implementac¸a˜o) do u´ltimo elemento de um caminho.
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axm13 : path = (
⋃
n·(n ∈ N)|(1 .. n)→NAMES)
axm14 : subtree ∈ COMPONENTS→ P(path)
axm15 : ∀p, name, num·((p ∈ path ∧ num 7→ name ∈ p ∧ num = 1)⇒ name = self)
axm16 : pathleaf ∈ path→ COMPONENTS
Figura 28: Definic¸o˜es de caminhos para a hierarquia
Por fim, deve-se verificar que a hierarquia de componentes realmente forma uma
a´rvore, algo que na˜o e´ feito no parser do OSATE. A auseˆncia de ciclos na a´rvore de
componentes e´ verificada utilizando-se o me´todo apresentado por Damchoom et al. [18]
para verificar a auseˆncia de ciclos em sistemas arborescentes de arquivos. A figura 30
mostra nos axiomas axm17 a axm20 como a a´rvore de componentes e´ feita. Os axiomas
axm21 a axm25 descrevem a func¸a˜o “fechamento transitivo” (a menor relac¸a˜o transitiva
que conte´m uma outra relac¸a˜o) para a func¸a˜o parentcompof, que e´ a adaptac¸a˜o da func¸a˜o
parentof para implementac¸o˜es de componentes. Somente implementac¸o˜es de componentes
sa˜o usadas para fazer a a´rvore, pois tipos de componentes na˜o teˆm subcomponentes e
assim na˜o podem formar ciclos. O axioma axm26 atesta a auseˆncia de ciclos, ja´ que
nenhum componente e´ relacionado a si mesmo atrave´s da func¸a˜o fechamento transitivo.
O teorema thm2 descreve a conclusa˜o desejada com a verificac¸a˜o de auseˆncia de ciclos:
se ha´ um nu´mero finito de componentes e de nomes (isto e´, se ha´ um nu´mero finito de
subcomponentes), o conjunto de refereˆncias formado a partir destes tambe´m sera´ finito.
(a) A´rvore de instaˆncias (b) A´rvore de com-
ponentes
Figura 29: A´rvores de instaˆncias e componentes
7.2.3 Nı´vel aadl c2: Especificac¸a˜o da semaˆntica individual de
propriedades
Neste n´ıvel, pode-se declarar as propriedades desejadas. Um fator complicador na
AADL e´ a falta de rigor na tipagem destas propriedades: algumas delas podem se aplicar
tanto a componentes quanto a conectores, o que viola a tipagem rigorosa estabelecida
em Event-B. Por esta raza˜o, escolheu-se o conjunto de propriedades referentes ao mape-
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axm17 : rootcomp ∈ c impls
axm18 : parentcompof ∈ c impls \ {rootcomp}→ c impls
axm19 : ∀c, d·(c ∈ c impls \ {rootcomp} ∧ d ∈ c impls \ {rootcomp} ∧ (d ∈ ran(subcomponentsof(c)) ⇔
parentcompof(d) = c))
axm20 : ∀d·(d ∈ c impls \ {rootcomp} ∧ (¬(∃c·(c ∈ c impls \ {rootcomp} ∧
(d ∈ ran(subcomponentsof(c))))⇔ parentcompof(d) = rootcomp)))
axm21 : comprel = c impls↔ c impls
axm22 : tclcomp ∈ comprel→ comprel
axm23 : ∀c·(c ∈ comprel⇒ c ⊆ tclcomp(c))
axm24 : ∀c·(c ∈ comprel⇒ c; tclcomp(c) ⊆ tclcomp(c))
axm25 : ∀c, t·(c ∈ comprel ∧ c ⊆ t ∧ c; t ⊆ t⇒ tclcomp(c) ⊆ t)
axm26 : tclcomp(parentcompof) ∩ id(c impls) = ∅
THEOREMS
thm2 : finite(COMPONENTS) ∧ finite(NAMES)⇒ finite(REFERENCES)
END
Figura 30: Verificac¸a˜o de ciclos na hierarquia de componentes
amento de software para componentes de memo´ria, ja´ que estas propriedades envolvem
apenas componentes. A figura 31 mostra a semaˆntica da propriedade Allowed Memory
Binding Class com a definic¸a˜o da sintaxe no axioma axm1. O valor fornecido deve ser um
subconjunto do conjunto system, processor,memory e deve ser aplicado num caminho
cujo componente final deve pertencer ao conjunto especificado no axioma axm2. Outras








axm1 : Allowed Memory Binding Class ∈
COMPONENTS↔ (P({system, processor,memory})× path)
axm2 : ∀cat, p, c·(c 7→ (cat 7→ p) ∈ Allowed Memory Binding Class⇒
p ∈ subtree(c) ∧ categoryof(pathleaf(p)) ∈
{thread, thread group, process, system, device, subprogram, processor})
Figura 31: Semaˆntica individual de uma propriedade
7.2.4 Nı´vel aadl c3: Especificac¸a˜o de dependeˆncias entre pro-
priedades
Apo´s a definic¸a˜o da semaˆntica de cada propriedade AADL individualmente, pode-se
finalmente descrever as dependeˆncias entre propriedades. No caso das propriedades de ma-
peamento para memo´ria, sabe-se que a lista de componentes especificada na propriedade
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Allowed Memory Binding deve conter somente componentes das categorias especificadas
na propriedade Allowed Memory Binding Class, caso ambas sejam aplicadas ao mesmo
componente. Esta propriedade e´ dada pelo axioma axm1 da figura 32. O axioma axm2
declara que o componente especificado na propriedade Actual Memory Binding deve es-
tar contido na lista fornecida na propriedade Allowed Memory Binding e o axioma axm3
declara que o componente especificado na propriedade Actual Memory Binding deve per-
tencer a uma das categorias especificadas na propriedade Allowed Memory Binding Class.
Os treˆs axiomas sa˜o necessa´rios pois a declarac¸a˜o de cada uma destas propriedades e´




axm1 : ∀trgt, c, listref, cats·((c 7→ (cats 7→ trgt) ∈ Allowed Memory Binding Class ∧ c 7→ (listref 7→
trgt) ∈ Allowed Memory Binding)⇒ (pathleaf ; categoryof)[listref ] ⊆ cats)
axm2 : ∀trgt, c, ref, cats·((c 7→ (cats 7→ trgt) ∈ Allowed Memory Binding Class ∧ c 7→ (ref 7→ trgt) ∈
Actual Memory Binding)⇒ (pathleaf ; categoryof)[{ref}] ⊆ cats)
axm3 : ∀trgt, c, ref, listref ·(c 7→ (listref 7→ trgt) ∈ Allowed Memory Binding ∧ c 7→ (ref 7→ trgt) ∈
Actual Memory Binding)⇒ (ref ∈ listref)
END
Figura 32: Dependeˆncias entre propriedades
7.3 Conclusa˜o
Este cap´ıtulo apresentou a modelagem da arquitetura de um protocolo de barramento,
utilizando o barramento PCI como exemplo. A linguagem AADL foi utilizada para es-
pecificar os componentes t´ıpicos de um sistema com barramento em dois n´ıveis: o n´ıvel
aadlpci0 retrata a visa˜o de um barramento como um componente inserido numa arquite-
tura de sistema embarcado e o n´ıvel aadlpci1 mostra com mais detalhes a estrutura do
barramento e a interface utilizada para conecta´-lo ao a´rbitro e aos controladores que o
acessam.
Para que a ana´lise de arquitetura seja mais apurada, e´ importante que a semaˆntica
das propriedades dos componentes AADL seja formalizada. Com este fim, foi proposto
um modelo simplificado da semaˆntica AADL em Event-B e um conjunto de propriedades
dependentes teve suas dependeˆncias especificadas formalmente neste modelo.
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8 Modelagem e Verificac¸a˜o do
Comportamento
8.1 Modelagem e Verificac¸a˜o com LUSTRE
Apesar das limitac¸o˜es da linguagem LUSTRE na modelagem e verificac¸a˜o de siste-
mas parametrizados, sua utilizac¸a˜o para especificar o comportamento de alto n´ıvel de
sistemas s´ıncronos auxilia na compreensa˜o do modelo, ja´ que o sincronismo inerente a`
linguagem simplifica a representac¸a˜o de tais protocolos. Uma especificac¸a˜o LUSTRE foi
criada para representar o comportamento de alto n´ıvel de um protocolo s´ıncrono e visua-
liza´-lo com o simulador luciole. O sistema aqui especificado e´ composto por um a´rbitro e
dois controladores que disputam o acesso ao barramento.
A especificac¸a˜o e´ composta por quatro func¸o˜es: uma func¸a˜o principal, uma subfunc¸a˜o
de arbitrac¸a˜o, uma subfunc¸a˜o para ca´lculo de estados de controladores e uma func¸a˜o utili-
zada para verificac¸a˜o. Conforme ja´ visto, todas as func¸o˜es utilizam paraˆmetros booleanos
para permitir a utilizac¸a˜o do verificador lesar.
A func¸a˜o principal e´ vista na figura 33. Ela recebe como entrada um vetor com duas
varia´veis que simbolizam solicitac¸o˜es internas dos dispositivos, que sera˜o usadas para a
mudanc¸a de estado. Suas sa´ıdas representam os treˆs poss´ıveis estados (ocioso, requerendo
controle e mestre) para cada um dos dois controladores modelados, ale´m das varia´veis de
arbitrac¸a˜o owner, que define o dispositivo que esta´ controlando o barramento, e hasOwner,
que e´ utilizada para sinalizar se o barramento esta´ ocupado ou livre. Nas linhas 4 e 5, as
varia´veis de arbitrac¸a˜o sa˜o inicializadas para valores que manteˆm o barramento livre e sa˜o
calculadas nos per´ıodos seguintes atrave´s da func¸a˜o de arbitrac¸a˜o, chamada arbitration.
Nas linhas 6-11, as varia´veis dos controladores sa˜o inicializadas de modo a manter ambos
os controladores no estado ocioso, e para os per´ıodos seguintes, sa˜o calculadas com o uso
da func¸a˜o calculate states.
A func¸a˜o de arbitrac¸a˜o (figura 34) recebe os estados de ambos os controladores e cal-
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1 node h i l v l p r o t o c o l ( r eqs : bool ˆ2) returns ( owner , i d l e 0 , request0 , master0 ,
2 id l e1 , request1 , master1 , hasOwner : bool ) ;
3 let
4 ( owner , hasOwner ) = a r b i t r a t i o n ( id l e0 , request0 , master0 ,
5 id l e1 , request1 , master1 ) ;
6 ( i d l e0 , request0 , master0 ) = ( true , f a l s e , f a l s e ) →
7 c a l c u l a t e S t a t e ( f a l s e , owner , pre ( i d l e 0 ) , pre ( r eques t0 ) ,
8 pre ( master0 ) , r eqs [ 0 ] , hasOwner ) ;
9 ( i d l e1 , request1 , master1 ) = ( true , f a l s e , f a l s e ) →
10 c a l c u l a t e S t a t e ( true , owner , pre ( i d l e 1 ) ,
11 pre ( r eques t1 ) , pre ( master1 ) , r eqs [ 1 ] , hasOwner ) ;
12 te l
Figura 33: A func¸a˜o principal do protocolo
cula os valores das varia´veis de arbitrac¸a˜o. Nas linhas 5-7, o a´rbitro verifica as requisic¸o˜es
feitas pelos dispositivos, para escolher a mais priorita´ria. Nas linhas 8-15, o dispositivo
mestre e´ escolhido. No primeiro per´ıodo o a´rbitro na˜o seleciona nenhum mestre, nos outros
ele escolhe o dispositivo mais priorita´rio que tiver feito uma requisic¸a˜o, se o barramento
estiver livre, ou manteˆm o mestre atual caso este continue no estado de mestre. Pode-se
observar que todas as deciso˜es sa˜o feitas sobre valores anteriores das varia´veis, ja´ que um
sinal so´ e´ lido pelos dispositivos no per´ıodo seguinte ao que ele foi transmitido.
1 node a r b i t r a t i o n ( id l e0 , request0 , master0 , i d l e1 , request1 , master1 : bool )
2 returns ( owner , hasOwner : bool ) ;
3 var f i r s t r e q : int ;
4 let
5 f i r s t r e q = −1 → i f pre ( r eques t0 ) then 0
6 else i f pre ( r eques t1 ) then 1
7 else −1;
8 ( owner , hasOwner ) = ( f a l s e , f a l s e ) →
9 i f pre ( hasOwner ) and ( ( pre ( owner)= f a l s e and not pre ( i d l e 0 ) )
10 or ( pre ( owner ) = true and not pre ( i d l e 1 ) ) )
11 then ( pre ( owner ) , pre ( hasOwner ) )
12 else i f f i r s t r e q = −1 then ( f a l s e , f a l s e )
13 else i f f i r s t r e q = 0 then ( f a l s e , t rue )
14 else ( true , t rue ) ;
15 te l
Figura 34: A func¸a˜o de arbitrac¸a˜o
A func¸a˜o de tomada de decisa˜o por parte dos controladores e´ bastante simples e
pode ser vista na figura 35. Estando no estado ocioso, um dispositivo pode passar ao
estado de requisic¸a˜o se tiver recebido um evento interno para fazeˆ-lo. A partir do estado
de requisic¸a˜o, um controlador pode manter-se no mesmo estado ou passar ao estado de
mestre, se receber o acesso pela varia´vel owner. Por fim, a partir do estado de mestre,
o dispositivo pode manter-se no mesmo estado ou passar ao estado de ocioso quando o
evento interno de requisic¸a˜o for retirado.
A func¸a˜o de verificac¸a˜o tem a finalidade de provar que as propriedades desejadas no
sistema sa˜o satisfeitas. Aqui, deseja-se que a exclusa˜o mu´tua seja respeitada (isto e´, so´
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1 node c a l c u l a t e S t a t e ( index , owner , p r e i d l e , prereq , premaster ,
2 i n t e rna l r e q , hasOwner : bool )
3 returns ( newidle , newreq , newmaster : bool )
4 let
5 ( newidle , newreq , newmaster ) = i f p r e i d l e and not pre ( i n t e r n a l r e q )
6 then ( true , f a l s e , f a l s e )
7 else i f p r e i d l e and pre ( i n t e r n a l r e q ) then ( f a l s e , true , f a l s e )
8 else i f prereq and pre ( hasOwner ) and
9 ( ( pre ( owner ) = f a l s e and index = f a l s e )
10 or ( pre ( owner ) = true and index = true ) )
11 then ( f a l s e , f a l s e , t rue )
12 else i f prereq and
13 ( ( pre ( owner ) = f a l s e and index = true )
14 or ( pre ( owner ) = true and index = f a l s e )
15 or not pre ( hasOwner ) )
16 then ( f a l s e , true , f a l s e )
17 else i f premaster and not pre ( i n t e r n a l r e q )
18 then ( true , f a l s e , f a l s e )
19 else ( f a l s e , f a l s e , t rue ) ;
20 te l
Figura 35: A func¸a˜o de decisa˜o dos controladores
um dispositivo pode estar no estado de mestre em um instante qualquer) e que os estados
de cada controlador sejam va´lidos, com uma e somente uma das treˆs varia´veis de estado
booleanas tendo o valor verdadeiro. Conforme a figura 36 mostra, esta func¸a˜o recebe
os eventos internos de requisic¸a˜o como entrada e fornece um valor booleano “ok” como
sa´ıda. O verificador validara´ o sistema se este valor sempre for verdadeiro, assim, ele deve
corresponder a um predicado que represente as propriedades desejadas. O mecanismo da
func¸a˜o de verificac¸a˜o consiste em executar a func¸a˜o principal do protocolo, e com os valores
de sa´ıda desta, verificar se as propriedades de estados coerentes (linhas 7-14) e exclusa˜o
mu´tua (linha 15) sa˜o respeitadas. A conjunc¸a˜o destas duas varia´veis e´ transmitida como
paraˆmetro de retorno na linha 16. A execuc¸a˜o do verificador Lesar nesta func¸a˜o gera
um autoˆmato com todos os estados alcanc¸a´veis do sistema e verifica se em todos eles o
paraˆmetro de sa´ıda e´ verdadeiro, o que ocorre neste caso.
1 node v e r i f ( r eqs : bool ˆ2) returns ( ok : bool ) ;
2 var owner , i d l e0 , request0 , master0 , i d l e 1 , request1 ,
3 master1 , hasOwner , v a l i d s t a t e s , mutex : bool ;
4 let
5 ( owner , i d l e0 , request0 , master0 ,
6 id l e1 , request1 , master1 , hasOwner ) = pc i n0 ( r eqs ) ;
7 v a l i d s t a t e s =
8 ( ( i d l e 0 and not r eques t0 and not master0 )
9 or (not i d l e 0 and r eques t0 and not master0 )
10 or (not i d l e 0 and not r eques t0 and master0 ) )
11 and
12 ( ( i d l e 1 and not r eques t1 and not master1 )
13 or (not i d l e 1 and r eques t1 and not master1 )
14 or (not i d l e 1 and not r eques t1 and master1 ) )
15 mutex = not ( master0 and master1 ) ;
16 ok = va l i d s t a t e s and mutex ;
17 te l
Figura 36: A func¸a˜o de verificac¸a˜o
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Apesar da falta de parametrizac¸a˜o impedir que a verificac¸a˜o seja suficiente para o
escopo deste trabalho, pode-se constatar que o modelo obtido e´ bastante simples e conciso.
A compreensa˜o do funcionamento de um protocolo num ambiente s´ıncrono e´ importante
para que um ambiente similar seja especificado em formalismos como Event-B, que na˜o
possuem este sincronismo inerente.
8.2 Modelagem e Verificac¸a˜o com Event-B
8.2.1 Um modelo ba´sico para protocolos s´ıncronos
Para especificar o comportamento de protocolos s´ıncronos de barramento em Event-B,
deve-se raciocinar em termos de partes esta´ticas e dinaˆmicas do sistema. Deste modo, e´
natural utilizar contextos, varia´veis e invariantes para definir as varia´veis e propriedades
do protocolo, e representar as mudanc¸as de estado de cada parte do sistema com eventos.
Entretanto, percebe-se rapidamente que a especificac¸a˜o de eventos na˜o pode ser feita de
modo direto, ja´ que dois eventos na˜o podem ocorrer simultaneamente. Por esta raza˜o,
optou-se pela criac¸a˜o de especificac¸o˜es Event-B que permitam representar o mecanismo
de sincronizac¸a˜o visto fisicamente nos protocolos s´ıncronos, onde os dispositivos (contro-
ladores e a´rbitro) tomam deciso˜es em instantes na˜o necessariamente iguais, mas leˆem os
dados enviados por outros no in´ıcio do per´ıodo seguinte. Estas especificac¸o˜es de base
podem enta˜o ser refinadas para descrever diferentes protocolos s´ıncronos.
O modelo ba´sico criado e´ composto por um contexto chamado synchronous c0, onde
sa˜o descrito os conjuntos necessa´rios para a especificac¸a˜o, e duas ma´quinas synchro-
nous m0 e synchronous m1. A ma´quina synchronous m0 mostra a visa˜o mais abstrata
poss´ıvel de um protocolo, com um processo de decisa˜o s´ıncrono e abstrato. A ma´quina
synchronous m1 refina synchronous m0 atrave´s da criac¸a˜o de eventos que representam
o processo ass´ıncrono de tomada de decisa˜o por parte de cada dispositivo conectado no
barramento.
A especificac¸a˜o do contexto synchronous c0 pode ser vista na figura 37. Nele sa˜o
declarados os conjuntos abstratos CONTROLLERS e CTR STATES, que representam
os controladores e seus poss´ıveis estados. O conjunto de controladores deve ser sempre
abstrato para garantir a parametrizac¸a˜o do modelo, e o conjunto de estados deve ser enu-
merado quando um protocolo espec´ıfico for escolhido para refinar as especificac¸o˜es de base.
Um axioma e´ dado para atestar que os conjuntos sa˜o na˜o-nulos, hipo´tese evidentemente







axm1 : CONTROLLERS→ CTR STATES 6= ∅
END
Figura 37: Conjuntos do modelo ba´sico
Para descrever um protocolo s´ıncrono da forma mais abstrata poss´ıvel, optou-se por
criar uma primeira ma´quina com apenas duas varia´veis de interesse: o estado do barra-
mento arbbusy e o estado do conjunto de controladores gstateCtr. Visto que um barra-
mento pode estar livre ou ocupado, seu estado pode ser guardado numa varia´vel booleana,
enquanto o estado dos controladores deve ser uma func¸a˜o total que liga cada controlador
a um estado.
Entretanto, somente estas varia´veis na˜o sa˜o suficientes, pois e´ necessa´rio armazenar
os valores anteriores delas, ja´ que estes sa˜o usados como dados de entrada no processo de
decisa˜o de cada dispositivo. Assim, foram criadas as varia´veis prearbbusy e pregstateCtr
para armazenar os estados do per´ıodo anterior. Para que o sistema seja sincronizado,
supo˜e-se que todos os dispositivos agem antes do ciclo de relo´gio em que a leitura de
dados (e consequente sincronizac¸a˜o) e´ feita por todos os dispositivos. Assim, tambe´m e´
necessa´rio criar a varia´vel booleana finishedArb que indique que o a´rbitro ja´ realizou uma
ac¸a˜o no per´ıodo. Uma varia´vel similar para os controladores na˜o e´ necessa´ria, pois seu
valor esta´ impl´ıcito na definic¸a˜o de estados de controladores: a varia´vel e´ uma func¸a˜o
parcial que conte´m os estados dos controladores que ja´ realizaram uma ac¸a˜o no per´ıodo,
assim, quando todos ja´ tomaram uma ac¸a˜o, basta verificar que a func¸a˜o se tornou total.
A declarac¸a˜o destas varia´veis e seus tipos encontra-se na figura 38.
As mudanc¸as de estado desta especificac¸a˜o sa˜o dadas por quatro eventos, cujo co´digo
na linguagem de Event-B e´ dado na figura 39:
INITIALISATION Evento obrigato´rio de inicializac¸a˜o de todas as varia´veis do sistema.
As varia´veis prearbbusy e arbbusy sa˜o iniciadas com o valor booleano falso para
simbolizar um barramento livre, a varia´vel pregstateCtr e´ inicializada como uma
func¸a˜o total aleato´ria, pois ela sempre deve assumir um valor de func¸a˜o total; em











typinv fa : finishedArb ∈ BOOL
typinv gstate : gstateCtr ∈ CONTROLLERS 7→ CTR STATES
typinv arbbusy : arbbusy ∈ BOOL
typinv pgstate : pregstateCtr ∈ CONTROLLERS→ CTR STATES
typinv parbbusy : prearbbusy ∈ BOOL
Figura 38: Parte esta´tica da ma´quina synchronous m0
todos os controladores tivessem agido, o que contraria a hipo´tese de sincronizac¸a˜o
feita. A varia´vel gstateCtr e´ inicializada como uma func¸a˜o vazia, para simbolizar
que nenhum dispositivo tomou uma ac¸a˜o no per´ıodo, e a varia´vel finishedArb e´
inicializada com o valor falso para indicar que o a´rbitro ainda na˜o realizou uma
ac¸a˜o no per´ıodo.
controllers sync Evento que representa tomadas de ac¸o˜es de todos os controladores
simultaneamente. Ele pode ser disparado quando a varia´vel gstateCtr e´ o conjunto
vazio, transformando-a em uma func¸a˜o total aleato´ria.
generic arbiter action Evento que representa uma tomada de ac¸a˜o por parte do a´rbitro.
Ele pode ser disparado quando a varia´vel finishedArb e´ falsa, e sua execuc¸a˜o atribui
o valor verdadeiro a esta varia´vel e fornece um valor aleato´rio a` varia´vel arbbusy.
next step Evento de sincronizac¸a˜o do sistema, que pode ser disparado quando o a´rbitro
e os controladores ja´ realizaram suas ac¸o˜es. Ele atribui os valores das varia´veis
de estado a`s suas auxiliares “pre” (representando assim o avanc¸o de um ciclo) e
reinicializa as varia´veis finishedArb e gstateCtr.
A separac¸a˜o das ac¸o˜es dos controladores e´ feita na ma´quina synchronous m1, que
refina synchronous m0. Este refinamento utiliza as mesmas varia´veis do n´ıvel abstrato e
adiciona uma nova varia´vel, chamada stateCtr, que possui o mesmo tipo e a mesma func¸a˜o
de gstateCtr, com a diferenc¸a de que sua passagem de func¸a˜o vazia para func¸a˜o total pode
ser feita em va´rios passos, como sera´ visto nos novos eventos deste n´ıvel. As adic¸o˜es na





ini parbbusy : prearbbusy := FALSE
ini arbbusy : arbbusy := FALSE
ini pgstate : pregstateCtr :∈ CONTROLLERS→ CTR STATES
ini gstate : gstateCtr := ∅




arb done : finishedArb = TRUE
ctr sync : gstateCtr ∈ CONTROLLERS→ CTR STATES
THEN
update states : pregstateCtr := gstateCtr
update arb : prearbbusy := arbbusy
reset gstate : gstateCtr := ∅
reset fa : finishedArb := FALSE
END
EVENT generic arbiter action
WHEN
arb rdy : finishedArb = FALSE
THEN
arb done : finishedArb := TRUE




not sync : gstateCtr = ∅
THEN
ctr sync : gstateCtr :∈ CONTROLLERS→ CTR STATES
END
Figura 39: Eventos da ma´quina synchronous m0
synchronous m0 permanecem, com algumas modificac¸o˜es, ja´ que o evento de inicializac¸a˜o
deve possuir uma ac¸a˜o a mais para inicializar a varia´vel stateCtr com o conjunto vazio, o
evento next step possui uma ac¸a˜o adicional para reiniciar esta mesma varia´vel e o evento
controllers sync possui agora uma guarda adicional para verificar se a varia´vel stateCtr e´
uma func¸a˜o total, e uma ac¸a˜o adicional para atribuir a` varia´vel gstateCtr os valores de
stateCtr. Assim, a varia´vel global de estado continua sendo modificada em apenas um
passo.
Um novo evento, visto na figura 41, foi criado para representar ac¸o˜es gene´ricas tomadas
por um nu´mero qualquer de controladores. Este evento atribui a` varia´vel stateCtr um
conjunto de pares formados por controladores e estados, descrevendo de forma abstrata
ac¸o˜es que estes controladores tomaram. Evidentemente, somente controladores que ainda
na˜o fazem parte do domı´nio de stateCtr podem fazer parte do conjunto de controladores
que disparam este evento.









typinv stateCtr : stateCtr ∈ CONTROLLERS 7→ CTR STATES
Figura 40: Parte esta´tica da ma´quina synchronous m1
EVENTS





some ctrls : C ∈ P(CONTROLLERS)
didnt act : C ∩ dom(stateCtr) = ∅
new states : ns ∈ C→ CTR STATES
THEN
statechange : stateCtr := stateCtr ∪ ns
END
Figura 41: O novo evento da ma´quina synchronous m1
utilizando-se eventos para representar ac¸o˜es de grupos de controladores e do a´rbitro. Para
protocolos com arbitrac¸a˜o distribu´ıda, pode-se usar estas especificac¸o˜es, mas elas devem
ser adaptadas para que o dispositivo de arbitrac¸a˜o seja retirado e suas varia´veis sejam
modificadas pelos controladores.
8.2.2 Especificac¸o˜es de protocolos utilizando o modelo ba´sico
Para exemplificar o uso do me´todo proposto, foram feitas as especificac¸o˜es dos pro-
tocolos PCI Local Bus e AMBA AHB. O protocolo PCI foi modelado nos n´ıveis de com-
portamento abstrato (n´ıveis 0 e 1), refinamento da arbitrac¸a˜o (n´ıvel 2) e refinamento da
transfereˆncia (n´ıvel 3), e o protocolo AMBA foi modelado nos n´ıveis 0, 1 e 2. Nos dois
protocolos, deseja-se verificar a propriedade de exclusa˜o mu´tua: apenas um controlador
pode enviar dados ao barramento durante um per´ıodo.
Ambos os protocolos possuem o n´ıvel 0 composto por um contexto e uma ma´quina,
Visto que os protocolos PCI e AMBA podem ser modelados com os mesmos estados abs-
tratos, o n´ıvel 0 e´ ideˆntico para ambos. Estes estados sa˜o definidos no contexto da figura
42, e assim o conjunto CTR STATES passa a ter os elementos idle, request e master, que
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representam, respectivamente, os estados em que um controlador esta´ ocioso, aguardando
permissa˜o do a´rbitro ou controlando o barramento (mestre). Com estes estados, e´ poss´ıvel
expressar a propriedade desejada na forma de um invariante: deseja-se que somente um
controlador esteja no estado de mestre.







axm1 : CTR STATES = {idle, request,master}
axm2 : idle 6= request
axm3 : idle 6= master
axm4 : request 6= master
END
Figura 42: Contexto comum aos protocolos PCI e AMBA
A especificac¸a˜o do invariante e´ feita na ma´quina pci amba m0. Esta ma´quina conta
com as mesmas varia´veis vistas anteriormente e adiciona uma nova, chamada owner, que
e´ utilizada pelo a´rbitro para indicar o dispositivo que tem o controle do barramento. Do
mesmo modo que as varia´veis globais de estado, a varia´vel owner precisa da uma varia´vel
auxiliar preowner para armazenar seu valor anterior. Com estas varia´veis, a propriedade
de exclusa˜o mu´tua pode ser definida pelo invariante singlemaster visto na figura 43. Este
invariante atesta que o conjunto de controladores que encontram-se no estado mestre
deve estar contido no conjunto formado pela varia´vel owner, que e´ unita´rio de acordo
com a definic¸a˜o da varia´vel. Deve-se enfatizar que a varia´vel preowner, e na˜o owner,
deve ser utilizada na definic¸a˜o do invariante, pois os controladores leˆem as informac¸o˜es
no barramento no per´ıodo seguinte ao que elas foram transmitidas; os invariantes devem
ser especificados com cuidado para que tenham um significado correto. Ale´m disso, deve-
se levar em conta limitac¸o˜es da ferramenta: o invariante de exclusa˜o mu´tua pode ser
expresso como card(stateCtr−1[{master}]) ≤ 1 mas os provadores dispon´ıveis na˜o teˆm a
capacidade de lidar com a operac¸a˜o de cardinalidade card, por isso deve-se evitar utiliza´-la.
Os eventos vistos nesta ma´quina sa˜o os mesmos vistos anteriormente, modificados
para interagir com as novas varia´veis. Ambas devem ser inicializadas no evento INITI-
ALISATION, preowner e´ atualizada no evento next step e owner modificac¸a˜o no evento
generic arbiter action). No ponto de vista da modelagem, estas modificac¸o˜es parecem su-
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MACHINE pci amba m0
REFINES synchronous m1






typinv owner : owner ∈ CONTROLLERS
typinv preowner : preowner ∈ CONTROLLERS
singlemaster : stateCtr−1[{master}] ⊆ {preowner}
Figura 43: Especificac¸a˜o do invariante de exclusa˜o mu´tua
ficientes, pore´m a utilizac¸a˜o das ferramentas de verificac¸a˜o da plataforma Rodin mostra
que a especificac¸a˜o na˜o pode ser validada, pois na˜o se pode provar que o evento generic
controller action respeita o invariante de exclusa˜o mu´tua. Por este motivo, ele tambe´m
precisa ser modificado, com a adic¸a˜o da guarda correct master vista na figura 44. Esta
guarda garante que algum dos controladores do conjunto selecionado passara´ ao estado
de mestre somente se ele for o valor da varia´vel preowner. Conforme o que foi visto no
cap´ıtulo 5, todos os eventos que refinarem este evento gene´rico tambe´m devera˜o refinar a
guarda correct master, assim, eles preservara˜o a propriedade de exclusa˜o mu´tua verificada
neste n´ıvel.
EVENTS
EVENT generic controller action





some ctrls : C ∈ P(CONTROLLERS)
didnt act : C ∩ dom(stateCtr) = ∅
new states : ns ∈ C→ CTR STATES
correct master : ns−1[{master}] ⊆ {preowner}
THEN
statechange : stateCtr := stateCtr ∪ ns
END
Figura 44: Modificac¸a˜o no evento generic controller action
8.2.3 Especificac¸a˜o do protocolo PCI
8.2.3.1 Nı´vel 1 – Protocolo Abstrato
Apo´s a especificac¸a˜o do invariante no modelo gene´rico de protocolo, pode-se especificar
individualmente cada protocolo. Em um primeiro momento, deseja-se apenas modelar as
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mudanc¸as de estado em cada controlador. Tais mudanc¸as ocorrem durante a fase de
arbitrac¸a˜o do protocolo, assim, os eventos de transfereˆncia de dados so´ sera˜o modelados
em um n´ıvel mais pro´ximo da implementac¸a˜o.
Para a especificac¸a˜o das mudanc¸as de estado no protocolo PCI, na˜o e´ necessa´rio
criar outras varia´veis. A nova ma´quina criada utiliza o contexto visto anteriormente e
sua parte esta´tica permanece a mesma, com excec¸a˜o de novas propriedades que deseja-
se provar neste n´ıvel. O protocolo foi especificado de modo que, na auseˆncia de um
controlador que requeira o controle do barramento, este permanece inativo e sem algum
controlador que o controle, enta˜o deseja-se provar que se o barramento estiver ocupado,
somente o dispositivo autorizado pelo a´rbitro estara´ no estado de mestre, e se o barramento
estiver livre, nenhum dispositivo estara´ no estado de mestre. Estas duas propriedades sa˜o
expressas pelos teoremas da figura 45.
MACHINE pci m1
REFINES pci amba m0
SEES pci amba c0
THEOREMS
singlemastertheorem : dom(stateCtr) = CONTROLLERS ∧ prearbbusy = TRUE⇒
stateCtr−1[{master}] ⊆ {preowner}
nomastertheorem : dom(stateCtr) = CONTROLLERS ∧ prearbbusy = FALSE⇒
stateCtr−1[{master}] = ∅
Figura 45: Propriedades desejadas no comportamento abstrato do protocolo PCI
O evento gene´rico dos controladores visto na ma´quina pci amba m0 e´ refinado para
dar origem a quatro outros eventos. Treˆs deles representam as mudanc¸as de estados
vistas na figura 46 e um descreve a situac¸a˜o em que o estado de um controlador na˜o
muda. Em todos estes eventos, somente o estado de um controlador e´ alterado, portanto
faz-se necessa´ria a criac¸a˜o de witnesses para associar as varia´veis do evento gene´rico de
pci amba m0 a`s novas varia´veis dos eventos desta ma´quina. A figura 47 mostra um des-
tes novos eventos. O evento req2master tem como objetivo colocar em estado de mestre
um controlador que esteja aguardando para utilizar o barramento e tenha recebido a
autorizac¸a˜o do a´rbitro. A guarda is req denota o estado que o componente deve estar
para disparar o evento, enquanto a guarda is owner mostra a condic¸a˜o de autorizac¸a˜o
do a´rbitro. Esta condic¸a˜o pode ser vista tambe´m como o refinamento da guarda cor-
rect master do evento gene´rico de controladores, ja´ que representa uma condic¸a˜o ainda
mais restritiva de disparo. As duas witnesses declaradas atestam que o conjunto C forne-
cido no evento gene´rico agora e´ representado por um conjunto formado pelo elemento c, e
que o conjunto de pares ns e´ representado pelo par {c 7→ master}. O evento master2idle
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possui forma similar e pode ser disparado quando um controlador esta´ em estado de mes-
tre mas o a´rbitro retirou sua autorizac¸a˜o para utilizar o barramento. O evento idle2req
e´ modelado como na˜o-determin´ıstico, pois as requisic¸o˜es dos controladores na˜o podem
ser previstas. Assim, ele pode disparar sempre que existirem controladores ociosos. O
evento defaultCtrlEvent pode ocorrer sempre que existirem controladores ociosos ou que
na˜o possam disparar os eventos req2master ou master2idle. Com isso, garante-se que
sempre e´ poss´ıvel disparar um destes eventos para cada controlador durante um per´ıodo.
Figura 46: Estados de um controlador no modelo abstrato do PCI
EVENTS
EVENT req2master




a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
WITNESSES
C : C = {c}
ns : ns = {c 7→ master}
THEN
going master : stateCtr := stateCtr ∪ {c 7→ master}
END
Figura 47: Um evento de controlador PCI na especificac¸a˜o pci m1
O a´rbitro tambe´m passa a possuir quatro eventos neste refinamento: o evento idle2busy
atribui o controle do barramento livre a um controlador, o evento busy2busy altera o con-
trolador que tem acesso ao barramento, o evento busy2idle retira a autorizac¸a˜o do con-
trolador em estado de mestre e deixa o barramento ocioso, e o evento defaultArbEvent
mante´m os valores do per´ıodo anterior nas varia´veis de arbitragem. O evento busy2busy,
descrito na figura 48, pode alterar a varia´vel owner sempre que houver ao menos um
controlador a` espera para utilizar o barramento. Se houver mais de um, o novo mestre e´
escolhido de forma aleato´ria. Tanto o instante em que este evento realmente e´ disparado
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(o evento defaultArbEvent tambe´m pode disparar com a mesma guarda) quanto o novo
mestre sa˜o deixados de forma na˜o-determinista pois somente em n´ıveis mais concretos que
estas questo˜es passam a ter importaˆncia.
EVENTS
EVENT busy2busy




arb ready : finishedArb = FALSE
old owner : prearbbusy = TRUE
a req : c2 ∈ pregstateCtr−1[{request}]
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c2
Figura 48: Um evento do a´rbitro na especificac¸a˜o pci m1
Apo´s a especificac¸a˜o destes novos eventos, deve-se validar a ma´quina. Nem sempre as
obrigac¸o˜es de prova sa˜o triviais, e as ferramentas automa´ticas de prova tambe´m possuem
limitac¸o˜es em suas ta´ticas de prova, assim, muitas vezes deve-se provar invariantes auxi-
liares que devem enta˜o ser utilizados como hipo´teses para realizar as obrigac¸o˜es de prova
mais complexas. Os invariantes auxiliares criados para finalizar as obrigac¸o˜es de prova
dos teoremas desta ma´quina encontram-se dispon´ıveis no apeˆndice B.
8.2.3.2 Nı´vel 2 – Refinamento da Arbitrac¸a˜o
Com a ma´quina pci m1 modelada e verificada, pode-se realizar um novo refinamento
para mostrar o funcionamento concreto da arbitrac¸a˜o do protocolo PCI.
O mecanismo concreto de arbitrac¸a˜o e´ modelado com a inclusa˜o das varia´veis boolea-
nas REQ e GNT, assim como as auxiliares preREQ e preGNT. As varia´veis abstratas de
arbitrac¸a˜o sa˜o mantidas pois elas na˜o podem ser traduzidas diretamente para estas novas
varia´veis. Um novo evento, chamado end master, e´ adicionado para representar o instante
em que o mestre retira o sinal de sua linha REQ, para avisar o a´rbitro que ira´ finalizar
o uso do barramento. Este evento pode ser visto na figura 49. Ele e´ um refinamento do
evento “default” de controlador, ja´ que o controlador que o dispara na˜o tem seu estado
alterado.
Todos os eventos, exceto controllers sync, devem ser levemente modificados para que
utilizem tambe´m as novas varia´veis. A figura 50 mostra os refinamentos para os eventos
req2master e busy2busy. No evento req2master, duas condic¸o˜es de guarda sa˜o adicionadas











a ctrl : c ∈ CONTROLLERS
is master : pregstateCtr(c) = master
has req : preREQ(c) = TRUE
didnt act : c /∈ dom(stateCtr)
is owner : preowner = c ∧ prearbbusy = TRUE
concrete owner : preGNT (c) = TRUE
THEN
stop req : REQ := REQ− {c 7→ FALSE}
keep states : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
END
Figura 49: O novo evento da especificac¸a˜o pci m2
na situac¸a˜o descrita por suas varia´veis abstratas de estado. No evento busy2busy, as
mudanc¸as sa˜o mais significativas: ale´m da junc¸a˜o de duas condic¸o˜es (concrete old owner
e concrete new req) que representam de forma concreta a guarda abstrata, ha´ a criac¸a˜o
da condic¸a˜o extra de guarda concrete old not req, que torna este evento determin´ıstico,
ja´ que ele so´ sera´ disparado se o mestre retirar seu sinal REQ.
Apo´s a inclusa˜o das novas varia´veis nos eventos, deve-se verificar que elas possuem
o comportamento esperado. Para isto, foram criados dois invariantes, mostrados na fi-
gura 51 que relacionam as variantes concretas e abstratas de arbitrac¸a˜o. O invariante
nomaster concrete mostra as equivaleˆncias entre a varia´vel concreta GNT e as varia´veis
abstratas owner e arbbusy, deve-se notar que a relac¸a˜o muda de acordo com o estado do
barramento, dificultando a criac¸a˜o de um invariante de colagem adequado. Ainda assim,
posto que estes invariantes puderam ser provados, as varia´veis concretas sa˜o va´lidas.
8.2.3.3 Nı´vel 3 – Refinamento da Transfereˆncia
Por fim, pode-se detalhar a fase de transfereˆncia do protocolo PCI. Um contexto
adicional deve ser criado para auxiliar na representac¸a˜o de novas linhas do barramento.
Este contexto, chamado pci c1 e mostrado na figura 52, define o conjunto enumerado
COMMANDS, que conte´m dois elementos que representam as operac¸o˜es ba´sicas de leitura
e escrita. Os axiomas axm3 e axm4 sa˜o declarados para representar hipo´teses vistas em











a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
is req concrete : preREQ(c) = TRUE
is owner concrete : preGNT (c) = TRUE
THEN








arb ready : finishedArb = FALSE
old owner : prearbbusy = TRUE ∧ preowner = c1
a req : c2 ∈ pregstateCtr−1[{request}]
concrete old owner : preGNT (c1) = TRUE
concrete old not req : preREQ(c1) = FALSE
concrete new req : preREQ(c2) = TRUE
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c2
concrete newowner : GNT := (CONTROLLERS × {FALSE})− {c2 7→ TRUE}
END
Figura 50: Exemplos de eventos refinados na especificac¸a˜o pci m2
MACHINE pci m2
REFINES pci m1
SEES pci amba c0
INVARIANTS
nomaster concrete : (arbbusy = FALSE ⇔ GNT−1[{TRUE}] = ∅) ∧ (prearbbusy = FALSE ⇔
preGNT−1[{TRUE}] = ∅)
singlemaster concrete : (arbbusy = TRUE ⇔ GNT−1[{TRUE}] = {owner}) ∧ (prearbbusy =
TRUE⇔ preGNT−1[{TRUE}] = {preowner})
Figura 51: Invariantes verificados para validar as novas varia´veis
A ma´quina pci m3, utilizada para descrever a especificac¸a˜o com detalhamento da fase
de transfereˆncia, possui va´rias novas varia´veis (figura 53 que correspondem a`s principais
linhas do barramento PCI. As varia´veis DEVSEL, IRDY, TRDY e FRAME correspondem
a`s linhas homoˆnimas explicadas no cap´ıtulo 2, sendo representadas com valores boolea-
nos. A varia´vel command representa a linha C/BE, e pertence ao tipo COMMANDS.
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CONTEXT pci c1







axm1 : COMMANDS = {read, write}
axm2 : read 6= write
axm3 : CONTROLLERS→ N 6= ∅
axm4 : ∀c·(c ∈ CONTROLLERS⇒ CONTROLLERS \ {c} 6= ∅)
END
Figura 52: Contexto utilizado na ma´quina pci m3
As varia´veis busdata e address representam a linha multiplexada AD, elas devem ser se-
paradas por serem de tipos diferentes. A varia´vel hasAddress e´ utilizada para indicar se
a transfereˆncia encontra-se em fase de enderec¸o ou dados, pois durante a fase de dados,
a varia´vel address na˜o tem significado f´ısico. A varia´vel buffers representa os buffers de
entrada de cada controlador, e a varia´vel slave representa um conjunto de booleanos que

















Figura 53: Novas varia´veis da ma´quina pci m3
Neste n´ıvel, os eventos que representam ac¸o˜es do a´rbitro permanecem os mesmos
e os eventos de ac¸o˜es dos controladores sa˜o refinados para ilustrar os mecanismos de
transfereˆncia. O evento req2master e´ refinado pelos eventos req2write e req2read, que
86
descrevem o in´ıcio das operac¸o˜es ba´sicas de escrita e leitura, respectivamente. A figura
54 mostra o evento req2write. Ale´m da mudanc¸a de estado, outras quatro ac¸o˜es sa˜o
adicionadas: a ac¸a˜o start writing representa o posicionamento do comando de escrita
na linha C/BE, a ac¸a˜o call slave descreve a utilizac¸a˜o da linha AD para transmissa˜o do
enderec¸o do escravo, a ac¸a˜o frame on aciona a linha FRAME para sinalizar o in´ıcio de
uma transfereˆncia e a ac¸a˜o addressphase atribui o valor verdadeiro a` varia´vel hasAddress






a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
is req concrete : preREQ(c) = TRUE
is owner concrete : preGNT (c) = TRUE
THEN
going master : stateCtr := stateCtr ∪ {c 7→ master}
start writing : command := write
call slave : address :∈ (CONTROLLERS \ {c})
frame on : FRAME := TRUE
addressphase : hasAddress := TRUE
END
Figura 54: O evento concreto req2write
Outros eventos sa˜o adicionados para ilustrar as diferentes etapas da fase de dados
das transfereˆncias. Todos refinam o evento default, pois o dispositivo mestre que pode
dispara´-los na˜o muda seu estado. Um destes eventos e´ visto na figura 55. Este evento
representa um per´ıodo normal da operac¸a˜o de escrita, onde o mestre envia dados e mante´m
suas varia´veis de controle com os mesmos valores, pois ainda tem mais dados a enviar.
Ale´m das condic¸o˜es vistas no evento default, a guarda possui uma condic¸a˜o is writer para
confirmar que o mestre encontra-se numa operac¸a˜o de escrita, e a condic¸a˜o a slave or
start, que verifica que a transfereˆncia encontra-se no primeiro bloco de dados (condic¸a˜o
preIRDY = FALSE) ou que o escravo ja´ esta´ pronto para receber o bloco seguinte de
dados (condic¸a˜o preDEV SEL = TRUE ∧ preTRDY = TRUE), no caso de ja´ terem
sido enviados outros blocos anteriormente. Suas ac¸o˜es incluem a manutenc¸a˜o das varia´veis
de estado e REQ, a escrita de um valor no barramento, a asserc¸a˜o da linha IRDY para
sinalizar que um dado foi enviado, e a atribuic¸a˜o do valor falso a` varia´vel hasAddress para
sinalizar que a transfereˆncia encontra-se em fase de dados.
O evento master2idle tambe´m deve ser dividido em dois, para representar as ac¸o˜es
tomadas pelo mestre em seu u´ltimo per´ıodo de transfereˆncia, ja´ que esta pode ser de
escrita ou leitura.
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a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is owner : prearbbusy = TRUE ∧ preowner = c
has request : preREQ(c) = TRUE
is writer : precommand = write
a slave or start : (preDEV SEL = TRUE ∧ preTRDY = TRUE) ∨ preIRDY = FALSE
concrete owner : preGNT (c) = TRUE
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
write data : busdata :∈ N
irdy : IRDY := TRUE
dataphase : hasAddress := FALSE
END
Figura 55: O evento concreto normal master write
A especificac¸a˜o da transfereˆncia e´ completa atrave´s da adic¸a˜o de eventos para re-
presentar o comportamento de um controlador escravo. O evento normal slave write,
utilizado na fase de dados de uma operac¸a˜o de escrita, e´ visto na figura 56. A sua guarda
verifica que ele encontra-se como escravo de uma transfereˆncia (condic¸a˜o is slave), que
ha´ uma transfereˆncia em curso (transfer going), que o mestre esta´ preparado e enviando
dados (master ready), ale´m das condic¸o˜es de guarda do evento abstrato. Se a guarda
e´ satisfeita, o escravo armazena as informac¸o˜es da linha AD em seu buffer e sinaliza
que a recepc¸a˜o foi bem-sucedida atrave´s da linha TRDY. Seu sinal REQ e seu estado
permanecem inalterados.





a ctrl : c ∈ CONTROLLERS
is slave : preslave(c) = TRUE
transfer going : preFRAME = TRUE
master ready : preIRDY = TRUE
didnt act : c /∈ dom(stateCtr)
write transfer : precommand = write
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
notgnt : preGNT (c) = FALSE
THEN
save data : buffers(c) := prebusdata
trdy : TRDY := TRUE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
END
Figura 56: O evento concreto normal slave write
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8.2.4 O Protocolo AMBA
8.2.4.1 Nı´vel 1 – Protocolo Abstrato
O comportamento do protocolo AMBA em um n´ıvel abstrato e´ similar ao comporta-
mento do PCI, com um conjunto de eventos bastante similar devido aos estados abstratos
ideˆnticos. Na especificac¸a˜o abstrata, a u´nica mudanc¸a refere-se ao procedimento utilizado
na auseˆncia de um dispositivo que esteja esperando o barramento. No AMBA, sempre
deve haver um controlador em estado de mestre, assim, na falta de requisic¸o˜es, atribui-se
o controle do barramento a um controlador “default”, enta˜o a ma´quina de estados de um
controlador deve conter uma transic¸a˜o a mais, para ligar o estado idle ao estado master,
conforme a figura 57.
Figura 57: Estados abstratos de um controlador AMBA
No n´ıvel abstrato, o controlador que sera´ o mestre do barramento quando este esti-
ver ocioso e´ escolhido aleatoriamente, assim, o evento busy2idle disparado pelo a´rbitro
permanece o mesmo. O comportamento do controlador mestre default sera´ como o de
um mestre normal, mas a varia´vel arbbusy sera´ mantida com o valor falso, para indicar
que nenhuma transfereˆncia esta´ ocorrendo e que o barramento encontra-se dispon´ıvel. O
evento criado para representar esta passagem direta de um controlador do estado ocioso
para mestre pode ser visto na figura 58.
8.2.4.2 Nı´vel 2 – Refinamento da Arbitrac¸a˜o
No n´ıvel 2, a necessidade de manter um dispositivo mestre tornou a modelagem mais
simples, pois sempre ha´ um dispositivo mestre, assim, o sinal HGRANT sempre estara´
verdadeiro para um dispositivo e pode-se trac¸ar uma correspondeˆncia direta entre este
sinal e a varia´vel abstrata owner. A correspondeˆncia, formalizada atrave´s de um invari-
ante de colagem, e´ vista na figura 59, nos invariantes inv2 e inv4: a varia´vel HGRANT
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EVENT idle2defmaster




grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = idle
grd4 : preowner = c
WITNESSES
C : C = {c}
ns : ns = {c 7→ master}
THEN
act1 : stateCtr := stateCtr ∪ {c 7→ master}
END
Figura 58: Um controlador ocioso passando diretamente a mestre
deve mapear todos os componentes ao valor falso, exceto para o componente correspon-
dente a` varia´vel abstrata owner. Uma correspondeˆncia ana´loga e´ feita para a varia´vel
auxiliar preHGRANT. Em meio a`s varia´veis introduzidas neste n´ıvel, nota-se a criac¸a˜o
de duas varia´veis com o prefixo prepre, ambas teˆm a func¸a˜o de armazenar valores de um
instante de tempo anterior ao referenciado pelas varia´veis pre. Este me´todo de armazena-
mento de valores anteriores em sistemas s´ıncronos e´ inspirado na semaˆntica de LUSTRE,














inv1 : HGRANT ∈ CONTROLLERS→BOOL
inv2 : HGRANT = (CONTROLLERS × {FALSE})− {owner 7→ TRUE}
inv3 : preHGRANT ∈ CONTROLLERS→BOOL
inv4 : preHGRANT = (CONTROLLERS × {FALSE})− {preowner 7→ TRUE}
Figura 59: Invariantes de colagem no refinamento do AMBA
Devido a` troca de varia´veis feita neste refinamento, a inicializac¸a˜o das varia´veis e´
ligeiramente diferente a` vista em outras especificac¸o˜es. Devem ser dadas witnesses que
tornem expl´ıcita a correspondeˆncia entre a inicializac¸a˜o das varia´veis abstratas e concre-
tas, quando as varia´veis abstratas sa˜o inicializadas de modo na˜o-determin´ıstico e suas
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equivalentes concretas apresentam valores concretos. Assim, como pode-se ver na figura
60, a inicializac¸a˜o comec¸a com correspondeˆncias para as varia´veis owner′ e preowner′. O
valor DefCtr e´ definido como uma constante no conjunto dos controladores, representando





owner′ : owner′ = DefCtr
preowner′ : preowner′ = DefCtr
ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini HGRANT : HGRANT := (CONTROLLERS × {FALSE})− {DefCtr 7→ TRUE}
act2 : gstateCtr := ∅
act4 : HMASTER := DefCtr
...
END
Figura 60: Inicializac¸a˜o no refinamento do AMBA
Os outros eventos sa˜o refinados atrave´s da substituic¸a˜o das varia´veis abstratas pelas
concretas, com a validac¸a˜o do refinamento sendo efetuada atrave´s da verificac¸a˜o do in-
variante de colagem. Um novo evento, visto na figura 61 e´ inclu´ıdo para representar o
comportamento da varia´vel HMASTER, este evento precisa de valores dos dois per´ıodos
anteriores ao corrente para verificar se o per´ıodo atual e´ o segundo de uma transfereˆncia.
A disjunc¸a˜o vista na guarda grd2 e´ utilizada para os casos de ociosidade ou de uma
transfereˆncia real.




grd1 : finishedArb = FALSE
grd2 : ((prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅) ∨ (prearbbusy = TRUE)) ∧ (preprearbbusy =
FALSE ∨ prepreHGRANT 6= preHGRANT )
grd3 : preHGRANT (c) = TRUE
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := prearbbusy
act3 : HGRANT := preHGRANT
act4 : HMASTER := c
END
Figura 61: O evento de arbitrac¸a˜o que configura a varia´vel HMASTER
8.3 Balanc¸o das Provas Realizadas
Conforme a discussa˜o do cap´ıtulo anterior, os provadores de teoremas dispon´ıveis
na ferramenta Rodin ainda na˜o teˆm a capacidade de concluir automaticamente todas
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as provas necessa´rias para validar uma especificac¸a˜o Event-B. Devido a esta limitac¸a˜o,
e´ importante verificar a quantidade de provas que podem ser feitas automaticamente,
e assim ter uma noc¸a˜o do tempo necessa´rio para validar um modelo de protocolo de
barramento.
A tabela 4 mostra o balanc¸o geral de provas. Constata-se que cerca de 60% das provas
foram realizadas de maneira automa´tica, e que nas ma´quinas onde as propriedades abstra-
tas sa˜o inseridas nos protocolos (pci m1, amba m1, amba m2) a proporc¸a˜o de obrigac¸o˜es
de prova manuais e´ particularmente alta. Isto se deve principalmente ao fato do provador
“default”, lanc¸ado automaticamente, na˜o ser capaz de realizar algumas provas elementa-
res, tornando suficiente a troca do mecanismo de prova para a validac¸a˜o. Nas ma´quinas
de base, somente invariantes de tipo sa˜o criados, e o provador “default” pode finalizar
as provas automaticamente. Na ma´quina pci amba m0, e´ necessa´rio um provador de te-
oremas mais potente para provar o invariante de exclusa˜o mu´tua sem a interfereˆncia do
usua´rio. Na ma´quina pci m1, a grande quantidade de invariantes auxiliares criados para a
prova dos teoremas gerou muitas provas que so´ puderam ser conclu´ıdas com um provador
mais forte, e em alguns casos, foi necessa´rio realizar parte da prova manualmente. Nesta
especificac¸a˜o, os invariantes e teoremas na˜o apresentam grande complexidade, assim, cada
prova feita parcialmente com interfereˆncia do usua´rio levava no ma´ximo uma dezena de
minutos. Na ma´quina pci m2, as provas realizadas com interfereˆncia do usua´rio tambe´m
deveram-se a` introduc¸a˜o de novos invariantes, e apresentaram complexidade similar a`s da
ma´quina pci m1. A especificac¸a˜o pci m3 conte´m 14 provas que na˜o puderam ser feitas
automaticamente, pore´m todas sa˜o referentes a refinamentos de guardas ou verificac¸o˜es
de “boa definic¸a˜o” de predicados, onde o provador “default” na˜o conseguiu provar au-
tomaticamente que as expresso˜es sa˜o bem-formadas e sem erros de tipagem. Cada uma
destas provas requer apenas a troca do provador de teoremas e poucos cliques para ser
finalizada. De modo ana´logo, a especificac¸a˜o amba m1 possui praticamente metade das
provas feitas com a interfereˆncia do usua´rio, mas todas puderam ser feitas em poucos
cliques. As provas manuais da ma´quina amba m2 tambe´m foram feitas rapidamente mas
e´ necessa´rio o bom uso das witnesses, pois as witnesses que o ambiente Rodin gera auto-
maticamente (quando o usua´rio na˜o as insere) nem sempre efetuam a correta ligac¸a˜o entre
as varia´veis abstratas e concretas. Assim, constata-se que as especificac¸o˜es aqui apresen-
tadas na˜o apresentam provas manuais demasiadamente intrincadas, mas e´ necessa´rio que
o usua´rio tenha o conhecimento ba´sico das equac¸o˜es utilizadas nas provas para que estas
sejam finalizadas rapidamente quando alguma interfereˆncia manual e´ necessa´ria.
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Especificac¸a˜o Provas Automa´ticas Provas Manuais
synchronous m0 8 0
synchronous m1 4 0
pci amba m0 5 1
pci m1 75 33
pci m2 34 10
pci m3 60 14
amba m1 14 13
amba m2 37 23
Total 237 94
Tabela 4: Provas realizadas nas especificac¸o˜es de protocolos
8.4 Conclusa˜o
Este cap´ıtulo apresentou os modelos criados em LUSTRE e Event-B para estudar
e validar o comportamento de protocolos de barramento. LUSTRE foi utilizada para
a criac¸a˜o de um modelo comportamental s´ıncrono de fa´cil compreensa˜o, devido a` sua
simplicidade, e o me´todo Event-B foi utilizado para exprimir o comportamento detalhado
dos protocolos.
A especificac¸a˜o abstrata de protocolo criada em LUSTRE tem utilidade reduzida para
fins de verificac¸a˜o, dada a auseˆncia de parametrizac¸a˜o em LUSTRE. Apesar disto, a mo-
delagem e´ interessante para que os aspectos de sincronizac¸a˜o sejam bem compreendidos.
O interesse deste modelo s´ıncrono pode ser visto na criac¸a˜o de um modelo s´ıncrono de
base num ambiente ass´ıncrono como Event-B: algumas das adaptac¸o˜es necessa´rias para
representar este sincronismo foram baseadas na sintaxe e semaˆntica LUSTRE.
A modelagem detalhada com Event-B permitiu a realizac¸a˜o de uma verificac¸a˜o formal
parametrizada e incremental, bem como a especificac¸a˜o de protocolos de barramento em
diversos n´ıveis de abstrac¸a˜o. Ale´m de facilitar a compreensa˜o dos protocolos, o me´todo
permitiu a criac¸a˜o de um modelo de base gene´rico para protocolos e a validac¸a˜o da pro-
priedade de exclusa˜o mu´tua num n´ıvel abstrato. A noc¸a˜o de refinamento em Event-B






Este trabalho apresentou uma abordagem para especificac¸a˜o e validac¸a˜o de protocolos
s´ıncronos de barramentos de comunicac¸a˜o enfatizando seus aspectos de arquitetura e
comportamento. Deste modo, poˆde-se descrever os protocolos tanto no n´ıvel de hardware
quanto no n´ıvel de software, atrave´s da atribuic¸a˜o de propriedades de hardware em alto
n´ıvel, do mapeamento de componentes de hardware para executar os mo´dulos do software,
e da descric¸a˜o da arquitetura e do comportamento do software para que este seja verificado
de forma parametrizada. Visto que tanto a arquitetura quanto o comportamento dos
barramentos de comunicac¸a˜o aqui estudados foram especificados e validados de forma
satisfato´ria com as linguagens escolhidas, os objetivos deste trabalho foram alcanc¸ados,
provendo ao projeto TOPCASED uma abordagem de projeto e validac¸a˜o de protocolos
s´ıncronos.
A modelagem da arquitetura de sistemas com barramento foi realizada com a lingua-
gem AADL, permitindo que elementos de hardware e software fossem representados com
componentes que se assemelham a` sua forma real (como processadores, memo´rias e pro-
cessos de software), facilitando a especificac¸a˜o e compreensa˜o dos sistemas. Visto que a
semaˆntica de algumas propriedades AADL ainda na˜o esta´ completamente formalizada nas
ferramentas atualmente dispon´ıveis, um modelo simples para expressa˜o de dependeˆncias
e restric¸o˜es de propriedades AADL foi criado com o me´todo Event-B, conhecido por seu
rigor na especificac¸a˜o e verificac¸a˜o de propriedades.
O estudo e utilizac¸a˜o da linguagem LUSTRE numa especificac¸a˜o comportamental
abstrata foi de interesse para a compreensa˜o do funcionamento de protocolos (e siste-
mas em geral) s´ıncronos. Este trabalho estuda protocolos s´ıncronos de barramento com
arbitrac¸a˜o centralizada dada sua ampla aplicac¸a˜o em sistemas embarcados.
O emprego do me´todo Event-B para a modelagem e verificac¸a˜o parametrizada do
comportamento dos protocolos trouxe diversas vantagens: a necessidade de realizar uma
verificac¸a˜o parametrizada na˜o implicou qualquer limitac¸a˜o para a modelagem, as provas
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formais necessa´rias foram geradas e parcialmente provadas automaticamente, e a possi-
bilidade de especificar os protocolos atrave´s de refinamentos sucessivos permitiu que as
propriedades desejadas fossem expressas num n´ıvel abstrato de especificac¸a˜o e mantidas
nos modelos concretos, mais complexos. O trabalho adicional necessa´rio para representar
protocolos s´ıncronos num ambiente ass´ıncrono foi bastante reduzido atrave´s da criac¸a˜o do
modelo abstrato visto na sec¸a˜o 8.2.1, que realiza a sincronizac¸a˜o dos eventos individuais
de cada controlador e do a´rbitro. Neste sentido, a principal contribuic¸a˜o deste trabalho
consiste neste modelo abstrato que e´ gene´rico o suficiente para ser reutilizado em ou-
tras especificac¸o˜es de protocolos s´ıncronos com arbitrac¸a˜o centralizada. Outros sistemas
s´ıncronos, tais como circuitos eletroˆnicos, podem ter seu comportamento especificado e
verificado em Event-B de modo similar: as ma´quinas abstratas sera˜o diferentes mas pos-
sivelmente va˜o conter eventos semelhantes ao evento sincronizador controllers sync visto
no cap´ıtulo 8.
Como limitac¸o˜es deste trabalho, verifica-se que os resultados aqui obtidos podem
ainda ser enriquecidos com um estudo mais aprofundado de um protocolo de barramento
em um sistema a ser desenvolvido e que necessita de ana´lises de arquitetura e compor-
tamento. O poder de expressa˜o da AADL poderia ser usado para analisar, por exemplo,
se um mapeamento especificado garante que todos os barramentos va˜o operar dentro de
seus limites de largura de banda. O comportamento validado em Event-B pode ser ainda
mais refinado, para incluir aspectos pro´ximos a` implementac¸a˜o, tais como a pol´ıtica de
arbitrac¸a˜o. O estudo de pol´ıticas de arbitrac¸a˜o combinado com a especificac¸a˜o de requi-
sitos e prioridades para cada controlador pode culminar com novas propriedades a serem
verificadas.
Trabalhos futuros na a´rea de arquiteturas de barramentos podem abordar o tema de
parametrizac¸a˜o de componentes nas especificac¸o˜es AADL e tambe´m na criac¸a˜o de um fra-
mework completo para formalizac¸a˜o da semaˆntica das propriedades. Um fator adicional
para motivar a parametrizac¸a˜o de componentes AADL e´ a utilizac¸a˜o do Anexo Compor-
tamental para a descric¸a˜o (e poss´ıvel verificac¸a˜o) do comportamento dos componentes.
Na a´rea de verificac¸a˜o formal, um tema interessante para trabalhos futuros e´ a busca
por maior automatizac¸a˜o nas provas de teoremas, seja com provadores mais potentes,
seja com a criac¸a˜o de caminhos de prova t´ıpicos para propriedades, como a exclusa˜o
mu´tua. Assim, poderia-se utilizar ta´ticas pre´-definidas de provas para reduzir a interac¸a˜o





APEˆNDICE A -- Especificac¸o˜es AADL
A.1 Exemplo de flow
system big
end big ;
system implementation big . i
subcomponents
f i r s t : system f l owsource . i ;
second : system f lowpath . i ;
t h i rd : system f l ows ink . i ;
connections
source2path : event port f i r s t . exit −> second . entry ;
path2s ink : event port second . exit −> th i rd . entry ;
flows
event pas sage : end to end flow f i r s t . s t a r t −>
source2path −> second . going −> path2s ink −>
th i rd . f i n i s h ;
end big . i ;
system f l owsource
features
exit : out event port ;
flows
s t a r t : flow source exit ;
end f l owsource ;
system implementation f l owsource . i
flows
s t a r t : flow source exit ;
end f l owsource . i ;
system f l ows ink
features
entry : in event port ;
flows
f i n i s h : flow sink entry ;
end f l ows ink ;
system implementation f l ows ink . i
flows
f i n i s h : flow sink entry ;
98
end f l ows ink . i ;
system f lowpath
features
entry : in event port ;
exit : out event port ;
flows
going : flow path entry −> exit ;
end f lowpath ;
system implementation f lowpath . i
subcomponents
subsubsystem : system subsubsystem . i ;
connections
tosubentry : event port entry −> subsubsystem . entry ;
f romsubex i t : event port subsubsystem . exit −> exit ;
flows
going : flow path entry −> tosubentry −>
subsubsystem . going −> f romsubex i t −> exit ;
end f lowpath . i ;
system subsubsystem
features
entry : in event port ;
exit : out event port ;
flows
going : flow path entry −> exit ;
end subsubsystem ;
system implementation subsubsystem . i
flows
going : flow path entry −> exit ;
end subsubsystem . i ;




Al lowed Connect ion Protoco l => Data Connection ;
Al lowed Acces s Protoco l => ( Device Access , Memory Access ) ;
Hardware Source Language => VHDL;
end pc i ;
bus implementation pc i . b32b i t s
properties
Allowed Message Size => 1 B . . 4 B;
end pc i . b32b i t s ;
bus implementation pc i . b64b i t s
properties
Allowed Message Size => 1 B . . 8 B;
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end pc i . b64b i t s ;
system computer
end computer ;
system implementation computer . o ld
subcomponents
v i d e o c o n t r o l l e r : device g ene r i c ;
a u d i o c o n t r o l l e r : device g ene r i c ;
system bus : bus pc i . b32b i t s ;
br idge : bus gene r i c bu s ;
p e r i ph e r a l : bus gene r i c bu s ;
proc : processor g en e r i c p r o c ;
mem: memory generic mem ;
monitor : device g en e r i c ;
keyboard : device g en e r i c ;
mouse : device g ene r i c ;
connections
bus access system bus −> v i d e o c o n t r o l l e r . IO ;
bus access system bus −> aud i o c o n t r o l l e r . IO ;
bus access system bus −> br idge . IO ;
bus access system bus −> pe r i ph e r a l . IO ;
bus access br idge −> proc . IO ;
bus access br idge −> mem. IO ;
bus access pe r i ph e r a l −> monitor . IO ;
bus access pe r i ph e r a l −> keyboard . IO ;
bus access pe r i ph e r a l −> mouse . IO ;
end computer . o ld ;
device g en e r i c
features
IO : requires bus access ;
end g ene r i c ;
bus gene r i c bu s
features
IO : requires bus access pc i . b32b i t s ;
end gene r i c bu s ;
processor g en e r i c p r o c
features
IO : requires bus access gene r i c bu s ;
end g en e r i c p r o c ;
memory generic mem
features
IO : requires bus access gene r i c bu s ;
end generic mem ;
A.2.2 Nı´vel aadlpci1
system p c i a r b i t e r
features
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frame : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
r eq 1 : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
r eq 2 : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
gnt 1 : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
gnt 2 : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
i rdy : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
trdy : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
d ev s e l : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
ad : requires data access behavior : : i n t e g e r {
Required Access => access r ead on ly ; } ;
command : requires data access data types : : command {
Required Access => access r ead on ly ; } ;
end p c i a r b i t e r ;
system pc i bus
features
frame : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
r eq 1 : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
r eq 2 : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
gnt 1 : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
gnt 2 : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
i rdy : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
trdy : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
d ev s e l : provides data access behavior : : boolean {
Provided Access => access r e ad wr i t e ; } ;
ad : provides data access behavior : : i n t e g e r {
Provided Access => access r e ad wr i t e ; } ;
command : provides data access data types : : command {
Provided Access => access r e ad wr i t e ; } ;
end pc i bus ;
system p c i d e v i c e
features
frame : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
req : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
gnt : requires data access behavior : : boolean {
Required Access => access r ead on ly ; } ;
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i rdy : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
trdy : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
d ev s e l : requires data access behavior : : boolean {
Required Access => access r e ad wr i t e ; } ;
ad : requires data access behavior : : i n t e g e r {
Required Access => access r e ad wr i t e ; } ;
command : requires data access data types : : command {
Required Access => access r e ad wr i t e ; } ;
end p c i d e v i c e ;
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APEˆNDICE B -- Especificac¸o˜es Event-B



















typinv fa : finishedArb ∈ BOOL
typinv gstate : gstateCtr ∈ CONTROLLERS 7→ CTR STATES
typinv arbbusy : arbbusy ∈ BOOL
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typinv pgstate : pregstateCtr ∈ CONTROLLERS→ CTR STATES




ini parbbusy : prearbbusy := FALSE
ini arbbusy : arbbusy := FALSE
ini pgstate : pregstateCtr :∈ CONTROLLERS→ CTR STATES
ini gstate : gstateCtr := ∅




arb done : finishedArb = TRUE
ctr sync : gstateCtr ∈ CONTROLLERS→ CTR STATES
THEN
update states : pregstateCtr := gstateCtr
update arb : prearbbusy := arbbusy
reset gstate : gstateCtr := ∅
reset fa : finishedArb := FALSE
END
EVENT generic arbiter action
WHEN
arb rdy : finishedArb = FALSE
THEN
arb done : finishedArb := TRUE




not sync : gstateCtr = ∅
THEN
ctr sync : gstateCtr :∈ CONTROLLERS→ CTR STATES
END
END

















ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini prearbbusy : prearbbusy := FALSE
ini pgstate : pregstateCtr :∈ CONTROLLERS→ CTR STATES
ini gstate : gstateCtr := ∅
END





some ctrls : C ∈ P(CONTROLLERS)
didnt act : C ∩ dom(stateCtr) = ∅
new states : ns ∈ C→ CTR STATES
THEN





actions taken : gstateCtr ∈ CONTROLLERS→ CTR STATES
arb done : finishedArb = TRUE
THEN
arb ready : finishedArb := FALSE
update states : pregstateCtr := gstateCtr
update arbiter : prearbbusy := arbbusy
reset state : stateCtr := ∅
reset gstate : gstateCtr := ∅
END
EVENT generic arbiter action
REFINES generic arbiter action
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WHEN
arb ready : finishedArb = FALSE
THEN
arb done : finishedArb := TRUE





ctr done : stateCtr ∈ CONTROLLERS→ CTR STATES
not sync : gstateCtr = ∅
THEN
ctr sync : gstateCtr := stateCtr
END
END
B.1.4 Contexto com os estados abstratos do protocolo







axm1 : CTR STATES = {idle, request,master}
axm2 : idle 6= request
axm3 : idle 6= master
axm4 : request 6= master
END
B.1.5 Nı´vel 0 – Especificac¸a˜o do Invariante
MACHINE pci amba m0
REFINES synchronous m1












typinv owner : owner ∈ CONTROLLERS
typinv preowner : preowner ∈ CONTROLLERS




ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini prearbbusy : prearbbusy := FALSE
ini owner : owner :∈ CONTROLLERS
ini preowner : preowner :∈ CONTROLLERS
ini pgstate : pregstateCtr :∈ CONTROLLERS→ CTR STATES
ini gstate : gstateCtr := ∅
END
EVENT generic controller action





some ctrls : C ∈ P(CONTROLLERS)
didnt act : C ∩ dom(stateCtr) = ∅
new states : ns ∈ C→ CTR STATES
correct master : ns−1[{master}] ⊆ {preowner}
THEN





actions taken : gstateCtr ∈ CONTROLLERS→ CTR STATES
arb done : finishedArb = TRUE
THEN
arb ready : finishedArb := FALSE
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update states : pregstateCtr := gstateCtr
update arbiter : prearbbusy := arbbusy
reset states : stateCtr := ∅
update owner : preowner := owner
reset gstate : gstateCtr := ∅
END
EVENT generic arbiter action
REFINES generic arbiter action
WHEN
arb ready : finishedArb = FALSE
THEN
arb done : finishedArb := TRUE
update status : arbbusy :∈ BOOL





ctr done : stateCtr ∈ CONTROLLERS→ CTR STATES
not sync : gstateCtr = ∅
THEN
ctr sync : gstateCtr := stateCtr
END
END
B.2 O Protocolo PCI
B.2.1 Nı´vel 1 – Especificac¸a˜o Abstrata
MACHINE pci m1
REFINES pci amba m0












typinv preho : prearbbusy ∈ BOOL
typinv po : preowner ∈ CONTROLLERS
typinv owner : owner ∈ CONTROLLERS
typinv hasowner : arbbusy ∈ BOOL
singlemaster : prearbbusy = TRUE ∧ preowner ∈ dom(stateCtr)⇒
(stateCtr−1[{master}]) = {preowner}
nomaster : prearbbusy = FALSE⇒ (stateCtr−1[{master}]) = ∅
singlemaster2 : (prearbbusy = TRUE ∧ preowner /∈ dom(stateCtr))⇒
(stateCtr−1[{master}]) = ∅
inv1 : prearbbusy = TRUE⇒ pregstateCtr(preowner) ∈ {request,master}
inv2 : arbbusy = TRUE ∧ finishedArb = TRUE⇒
pregstateCtr(owner) ∈ {request,master}
inv3 : ∀c·(c ∈ CONTROLLERS ∧ c ∈ dom(stateCtr) ∧ pregstateCtr(c) = idle⇒
stateCtr(c) ∈ {idle, request})
inv4 : ∀c·(c ∈ CONTROLLERS ∧ c ∈ dom(stateCtr) ∧ pregstateCtr(c) = request⇒
stateCtr(c) ∈ {master, request})
inv5 : ∀c·(c ∈ CONTROLLERS ∧ c ∈ dom(stateCtr) ∧ pregstateCtr(c) = master⇒
stateCtr(c) ∈ {idle,master})
inv6 : stateCtr−1[{master}] ⊆ {preowner}
inv7 : arbbusy = TRUE ∧ prearbbusy = TRUE ∧ owner 6= preowner⇒
pregstateCtr(owner) = request
inv8 : arbbusy = TRUE ∧ prearbbusy = TRUE ∧ finishedArb = TRUE ∧ owner = preowner⇒
pregstateCtr(owner) ∈ {request,master}
inv9 : arbbusy = TRUE ∧ prearbbusy = FALSE⇒ pregstateCtr(owner) = request
inv10 : gstateCtr ∈ CONTROLLERS→ CTR STATES⇒ gstateCtr = stateCtr
THEOREMS
singlemastertheorem : dom(stateCtr) = CONTROLLERS ∧ prearbbusy = TRUE⇒
stateCtr−1[{master}] ⊆ {preowner}





ini pregstateCtr : pregstateCtr := CONTROLLERS × {idle}
ini stateCtr : stateCtr := ∅
ini owner : owner :∈ CONTROLLERS
ini arbbusy : arbbusy := FALSE
ini fa : finishedArb := FALSE
ini preho : prearbbusy := FALSE
ini po : preowner :∈ CONTROLLERS
act1 : gstateCtr := ∅
END
EVENT idle2req





a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is idle : pregstateCtr(c) = idle
WITNESSES
C : C = {c}
ns : ns = {c 7→ request}
THEN
going req : stateCtr := stateCtr ∪ {c 7→ request}
END
EVENT req2master




a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
WITNESSES
C : C = {c}
ns : ns = {c 7→ master}
THEN
going master : stateCtr := stateCtr ∪ {c 7→ master}
END
EVENT master2idle




a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is not owner : ¬(prearbbusy = TRUE ∧ preowner = c)
WITNESSES
C : C = {c}
ns : ns = {c 7→ idle}
THEN
going idle : stateCtr := stateCtr ∪ {c 7→ idle}
END
EVENT idle2busy




arb ready : finishedArb = FALSE
is idle : prearbbusy = FALSE
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a req : c ∈ pregstateCtr−1[{request}]
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c
END
EVENT busy2busy




arb ready : finishedArb = FALSE
old owner : prearbbusy = TRUE
a req : c2 ∈ pregstateCtr−1[{request}]
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c2
END
EVENT busy2idle
REFINES generic arbiter action
WHEN
arb ready : finishedArb = FALSE
oldowner : prearbbusy = TRUE
no reqs : pregstateCtr−1[{request}] = ∅
THEN
arb done : finishedArb := TRUE
going idle : arbbusy := FALSE
dontcare : owner :∈ CONTROLLERS
END
EVENT defaultArbEvent
REFINES generic arbiter action
WHEN
defaultGuard : (prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅)
∨ (prearbbusy = TRUE)
arb ready : finishedArb = FALSE
THEN
owner unchanged : owner := preowner
arbbusy unchanged : arbbusy := prearbbusy
arb done : finishedArb := TRUE
END
EVENT defaultCtrlEvent




a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
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defaultGuard : pregstateCtr(c) = idle ∨
(pregstateCtr(c) = request ∧ ¬(prearbbusy = TRUE ∧ preowner = c)) ∨
(pregstateCtr(c) = master ∧ prearbbusy = TRUE ∧ preowner = c)
WITNESSES
C : C = {c}
ns : ns = {c 7→ pregstateCtr(c)}
THEN





arb ok : finishedArb = TRUE
ctrl ok : gstateCtr ∈ CONTROLLERS→ CTR STATES
THEN
update owner : preowner := owner
update hasowner : prearbbusy := arbbusy
update states : pregstateCtr := gstateCtr
reset arb : finishedArb := FALSE
reset states : stateCtr := ∅





ctr done : stateCtr ∈ CONTROLLERS→ CTR STATES
not sync : gstateCtr = ∅
THEN
ctr sync : gstateCtr := stateCtr
END
END
B.2.2 Nı´vel 2 – Especificac¸a˜o concreta da arbitrac¸a˜o
MACHINE pci m2
REFINES pci m1
















typinv req : REQ ∈ CONTROLLERS→BOOL
typinv gnt : GNT ∈ CONTROLLERS→BOOL
typinv prereq : preREQ ∈ CONTROLLERS→BOOL
typinv pregnt : preGNT ∈ CONTROLLERS→BOOL
nomaster concrete : (arbbusy = FALSE⇔GNT−1[{TRUE}] = ∅)∧(prearbbusy = FALSE⇔preGNT−1[{TRUE}] =
∅)





inigstate : gstateCtr := ∅
ini pgstate : pregstateCtr := CONTROLLERS × {idle}
ini state : stateCtr := ∅
ini owner : owner :∈ CONTROLLERS
ini arbbusy : arbbusy := FALSE
ini aw : finishedArb := FALSE
ini preab : prearbbusy := FALSE
ini po : preowner :∈ CONTROLLERS
ini req : REQ := CONTROLLERS × {FALSE}
ini gnt : GNT := CONTROLLERS × {FALSE}
ini prereq : preREQ := CONTROLLERS × {FALSE}







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is idle : pregstateCtr(c) = idle
is idle concrete : preREQ(c) = FALSE
THEN
going req : stateCtr := stateCtr ∪ {c 7→ request}








a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
is req concrete : preREQ(c) = TRUE
is owner concrete : preGNT (c) = TRUE
THEN







a ctrl : c ∈ CONTROLLERS
is master : pregstateCtr(c) = master
has req : preREQ(c) = TRUE
didnt act : c /∈ dom(stateCtr)
is owner : preowner = c ∧ prearbbusy = TRUE
concrete owner : preGNT (c) = TRUE
THEN
stop req : REQ := REQ− {c 7→ FALSE}







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is not owner : ¬(prearbbusy = TRUE ∧ preowner = c)
is not owner concrete : preGNT (c) = FALSE
THEN







arb ready : finishedArb = FALSE
is idle : prearbbusy = FALSE
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a req : c ∈ pregstateCtr−1[{request}]
concrete req : preREQ(c) = TRUE
concrete idle bus : preGNT−1[{TRUE}] = ∅
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c








arb ready : finishedArb = FALSE
old owner : prearbbusy = TRUE ∧ preowner = c1
a req : c2 ∈ pregstateCtr−1[{request}]
concrete old owner : preGNT (c1) = TRUE
concrete old not req : preREQ(c1) = FALSE
concrete new req : preREQ(c2) = TRUE
THEN
arb done : finishedArb := TRUE
going busy : arbbusy := TRUE
newowner : owner := c2





arb ready : finishedArb = FALSE
oldowner : prearbbusy = TRUE
no reqs : pregstateCtr−1[{request}] = ∅
owner not req : preREQ(preowner) = FALSE
oldowner concrete : preGNT (preowner) = TRUE
THEN
arb done : finishedArb := TRUE
going idle : arbbusy := FALSE
dontcare : owner :∈ CONTROLLERS





defaultGuard : (prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅ ∧
preREQ−1[{TRUE}] = ∅) ∨ (prearbbusy = TRUE ∧ preREQ(owner) = TRUE)
arb ready : finishedArb = FALSE
THEN
owner unchanged : owner := preowner
arbbusy unchanged : arbbusy := prearbbusy
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arb done : finishedArb := TRUE







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
defaultGuard : (preREQ(c) = FALSE ∧ preGNT (c) = FALSE ∧
pregstateCtr(c) = idle) ∨ (preREQ(c) = TRUE ∧ preGNT (c) = FALSE ∧
pregstateCtr(c) = request ∧ ¬(prearbbusy = TRUE ∧ preowner = c)) ∨ (pregstateCtr(c) = master ∧
prearbbusy = TRUE ∧ preowner = c ∧ preREQ(c) = TRUE ∧ preGNT (c) = TRUE)
THEN
samestate : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}





arb ok : finishedArb = TRUE
ctrl ok : gstateCtr ∈ CONTROLLERS→ CTR STATES
THEN
update owner : preowner := owner
update arbbusy : prearbbusy := arbbusy
update states : pregstateCtr := gstateCtr
reset arb : finishedArb := FALSE
update REQ : preREQ := REQ
update GNT : preGNT := GNT
reset states : stateCtr := ∅





grd1 : stateCtr ∈ CONTROLLERS→ CTR STATES
grd2 : gstateCtr = ∅
THEN




B.2.3 Contexto da especificac¸a˜o concreta
CONTEXT pci c1







axm1 : COMMANDS = {read, write}
axm2 : read 6= write
axm3 : CONTROLLERS→ N 6= ∅
axm4 : ∀c·(c ∈ CONTROLLERS⇒ CONTROLLERS \ {c} 6= ∅)
END







































typinv devsel : DEV SEL ∈ BOOL
typinv irdy : IRDY ∈ BOOL
typinv trdy : TRDY ∈ BOOL
typinv predevsel : preDEV SEL ∈ BOOL
typinv preirdy : preIRDY ∈ BOOL
typinv pretrdy : preTRDY ∈ BOOL
typinv command : command ∈ COMMANDS
typinv precommand : precommand ∈ COMMANDS
typinv busdata : busdata ∈ N
typinv prebusdata : prebusdata ∈ N
typinv buffers : buffers ∈ CONTROLLERS→ N
typinv prebuffers : prebuffers ∈ CONTROLLERS→ N
typinv frame : FRAME ∈ BOOL
typinv preframe : preFRAME ∈ BOOL
typinv address : address ∈ CONTROLLERS
typinv preaddress : preaddress ∈ CONTROLLERS
typinv hasaddress : hasAddress ∈ BOOL
typinv preha : prehasAddress ∈ BOOL
typinv slave : slave ∈ CONTROLLERS→BOOL




act1 : gstateCtr := ∅
ini pregstateCtr : pregstateCtr := CONTROLLERS × {idle}
ini stateCtr : stateCtr := ∅
ini owner : owner :∈ CONTROLLERS
ini arbbusy : arbbusy := FALSE
ini aw : finishedArb := FALSE
ini preab : prearbbusy := FALSE
ini po : preowner :∈ CONTROLLERS
ini req : REQ := CONTROLLERS × {FALSE}
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ini gnt : GNT := CONTROLLERS × {FALSE}
ini prereq : preREQ := CONTROLLERS × {FALSE}
ini pregnt : preGNT := CONTROLLERS × {FALSE}
ini devsel : DEV SEL := FALSE
ini irdy : IRDY := FALSE
ini trdy : TRDY := FALSE
ini predevsel : preDEV SEL := FALSE
ini preirdy : preIRDY := FALSE
ini pretrdy : preTRDY := FALSE
ini command : command :∈ COMMANDS
ini precommand : precommand :∈ COMMANDS
ini busdata : busdata :∈ N
ini prebusdata : prebusdata :∈ N
ini buffers : buffers :∈ CONTROLLERS→ N
ini prebuffers : prebuffers :∈ CONTROLLERS→ N
iniframe : FRAME := FALSE
ini preframe : preFRAME := FALSE
ini address : address :∈ CONTROLLERS
ini preaddress : preaddress :∈ CONTROLLERS
ini hasaddress : hasAddress := FALSE
ini preha : prehasAddress := FALSE
ini slave : slave := CONTROLLERS × {FALSE}







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is idle : pregstateCtr(c) = idle
is idle concrete : preREQ(c) = FALSE
THEN
going req : stateCtr := stateCtr ∪ {c 7→ request}







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
is req concrete : preREQ(c) = TRUE
is owner concrete : preGNT (c) = TRUE
THEN
going master : stateCtr := stateCtr ∪ {c 7→ master}
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start writing : command := write
call slave : address :∈ (CONTROLLERS \ {c})
frame on : FRAME := TRUE







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is req : pregstateCtr(c) = request
is owner : prearbbusy = TRUE ∧ preowner = c
is req concrete : preREQ(c) = TRUE
is owner concrete : preGNT (c) = TRUE
THEN
going master : stateCtr := stateCtr ∪ {c 7→ master}
start reading : command := read
call slave : address :∈ (CONTROLLERS \ {c})
frame on : FRAME := TRUE
addressphase : hasAddress := TRUE
END





a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is owner : prearbbusy = TRUE ∧ preowner = c
has request : preREQ(c) = TRUE
is writer : precommand = write
a slave or start : (preDEV SEL = TRUE ∧ preTRDY = TRUE) ∨ preIRDY = FALSE
concrete owner : preGNT (c) = TRUE
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
write data : busdata :∈ N
irdy : IRDY := TRUE
dataphase : hasAddress := FALSE
END





a ctrl : c ∈ CONTROLLERS
is master : pregstateCtr(c) = master
is owner : prearbbusy = TRUE ∧ preowner = c
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has request : preREQ(c) = TRUE
is reader : precommand = read
starting : preDEV SEL = FALSE
concrete owner : preGNT (c) = TRUE
didnt act : c /∈ dom(stateCtr)
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
irdy : IRDY := TRUE
dataphase : hasAddress := FALSE
END





a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is owner : prearbbusy = TRUE ∧ preowner = c
has request : preREQ(c) = TRUE
is reader : precommand = read
concrete owner : preGNT (c) = TRUE
trdy : preTRDY = TRUE
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
irdy : IRDY := TRUE
save data : buffers(c) := prebusdata
END





a ctrl : c ∈ CONTROLLERS
is master : pregstateCtr(c) = master
has req : preREQ(c) = TRUE
didnt act : c /∈ dom(stateCtr)
is owner : preowner = c ∧ prearbbusy = TRUE
concrete owner : preGNT (c) = TRUE
is writer : precommand = write
trdy : preTRDY = TRUE
THEN
stop req : REQ := REQ− {c 7→ FALSE}
keep stateCtrs : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
write data : busdata :∈ N
irdy : IRDY := TRUE
END






a ctrl : c ∈ CONTROLLERS
is master : pregstateCtr(c) = master
has req : preREQ(c) = TRUE
didnt act : c /∈ dom(stateCtr)
is owner : preowner = c ∧ prearbbusy = TRUE
concrete owner : preGNT (c) = TRUE
trdy : preTRDY = TRUE
THEN
stop req : REQ := REQ− {c 7→ FALSE}
keep stateCtrs : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
irdy : IRDY := TRUE







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is not owner : ¬(prearbbusy = TRUE ∧ preowner = c)
is not owner concrete : preGNT (c) = FALSE
trdy : preTRDY = TRUE
THEN
going idle : stateCtr := stateCtr ∪ {c 7→ idle}
write data : busdata :∈ N
irdy : IRDY := TRUE







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
is master : pregstateCtr(c) = master
is not owner : ¬(prearbbusy = TRUE ∧ preowner = c)
is not owner concrete : preGNT (c) = FALSE
is reader : precommand = read
THEN
going idle : stateCtr := stateCtr ∪ {c 7→ idle}
save data : buffers(c) := prebusdata
irdy : IRDY := TRUE








didnt act : finishedArb = FALSE
is idle : prearbbusy = FALSE
a req : c ∈ pregstateCtr−1[{request}]
concrete req : preREQ(c) = TRUE
concrete idle bus : preGNT−1[{TRUE}] = ∅
THEN
action taken : finishedArb := TRUE
arbbusy : arbbusy := TRUE
newowner : owner := c








didnt act : finishedArb = FALSE
old owner : prearbbusy = TRUE ∧ preowner = c1
a req : c2 ∈ pregstateCtr−1[{request}]
concrete old owner : preGNT (c1) = TRUE
concrete old not req : preREQ(c1) = FALSE
concrete new req : preREQ(c2) = TRUE
THEN
action taken : finishedArb := TRUE
arbbusy : arbbusy := TRUE
newowner : owner := c2





didnt act : finishedArb = FALSE
oldowner : prearbbusy = TRUE
no reqs : pregstateCtr−1[{request}] = ∅
owner not req : preREQ(preowner) = FALSE
oldowner concrete : preGNT (preowner) = TRUE
THEN
action taken : finishedArb := TRUE
noowner : arbbusy := FALSE
dontcare : owner :∈ CONTROLLERS






defaultGuard : (prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅ ∧ preREQ−1[{TRUE}] = ∅) ∨
(prearbbusy = TRUE ∧ preREQ(owner) = TRUE)
didnt act : finishedArb = FALSE
THEN
owner unchanged : owner := preowner
arbbusy unchanged : arbbusy := prearbbusy
action taken : finishedArb := TRUE







a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
idleorreq : (preREQ(c) = FALSE ∧ preGNT (c) = FALSE ∧ pregstateCtr(c) = idle) ∨ (preREQ(c) =
TRUE ∧ preGNT (c) = FALSE ∧ pregstateCtr(c) = request ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
notcalled : ¬(prehasAddress = TRUE ∧ preaddress = c)
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}





arb ok : finishedArb = TRUE
ctrl ok : gstateCtr ∈ CONTROLLERS→ CTR STATES
THEN
update owner : preowner := owner
update arbbusy : prearbbusy := arbbusy
update stateCtrs : pregstateCtr := gstateCtr
reset arb : finishedArb := FALSE
update REQ : preREQ := REQ
update GNT : preGNT := GNT
update IRDY : preIRDY := IRDY
update TRDY : preTRDY := TRDY
update address : preaddress := address
update hasAddress : prehasAddress := hasAddress
update DEV SEL : preDEV SEL := DEV SEL
update buffers : prebuffers := buffers
update busdata : prebusdata := busdata
update FRAME : preFRAME := FRAME
update command : precommand := command
update slave : preslave := slave
reset states : stateCtr := ∅








inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
a ctrl : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
addressphase : prehasAddress = TRUE
is called : preaddress = c
write transfer : precommand = write
not gnt : preGNT (c) = FALSE
transfer started : preFRAME = TRUE
THEN
going slave : slave(c) := TRUE
selected : DEV SEL := TRUE
ready : TRDY := TRUE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}







a ctrl : c ∈ CONTROLLERS
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
didnt act : c /∈ dom(stateCtr)
addressphase : prehasAddress = TRUE
is called : preaddress = c
read transfer : precommand = read
not gnt : preGNT (c) = FALSE
transfer started : preFRAME = TRUE
THEN
going slave : slave(c) := TRUE
selected : DEV SEL := TRUE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
turnaround : TRDY := FALSE
END





a ctrl : c ∈ CONTROLLERS
is slave : preslave(c) = TRUE
transfer going : preFRAME = TRUE
master ready : preIRDY = TRUE
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didnt act : c /∈ dom(stateCtr)
write transfer : precommand = write
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
notgnt : preGNT (c) = FALSE
THEN
save data : buffers(c) := prebusdata
trdy : TRDY := TRUE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
END





a ctrl : c ∈ CONTROLLERS
notgnt : preGNT (c) = FALSE
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
didnt act : c /∈ dom(stateCtr)
is slave : preslave(c) = TRUE
transfer going : preFRAME = TRUE
read transfer : precommand = read
master ready or start : (preDEV SEL = TRUE ∧ preTRDY = FALSE) ∨ preIRDY = TRUE
THEN
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ
ready : TRDY := TRUE







a ctrl : c ∈ CONTROLLERS
is slave : preslave(c) = TRUE
trasfer end : preFRAME = FALSE
master ready : preIRDY = TRUE
didnt act : c /∈ dom(stateCtr)
write transfer : precommand = write
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
notgnt : preGNT (c) = FALSE
THEN
save data : buffers(c) := prebusdata
trdy : TRDY := TRUE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ








a ctrl : c ∈ CONTROLLERS
notgnt : preGNT (c) = FALSE
is slave : preslave(c) = TRUE
didnt act : c /∈ dom(stateCtr)
inactive : (pregstateCtr(c) = idle ∧ preREQ(c) = FALSE) ∨ (pregstateCtr(c) = request ∧ preREQ(c) =
TRUE ∧ ¬(prearbbusy = TRUE ∧ preowner = c))
trasfer end : preFRAME = FALSE
read transfer : precommand = read
master ready or start : (preDEV SEL = TRUE ∧ preTRDY = FALSE) ∨ preIRDY = TRUE
THEN
write data : busdata :∈ N
not slave anymore : slave(c) := FALSE
samestateCtr : stateCtr := stateCtr ∪ {c 7→ pregstateCtr(c)}
samereq : REQ := REQ





grd1 : stateCtr ∈ CONTROLLERS→ CTR STATES
grd2 : gstateCtr = ∅
THEN
act1 : gstateCtr := stateCtr
END
END
B.3 O Protocolo AMBA
B.3.1 Nı´vel 1 – Especificac¸a˜o abstrata do protocolo
MACHINE amba m1
REFINES pci amba m0














ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini prearbbusy : prearbbusy := FALSE
ini owner : owner :∈ CONTROLLERS
ini preowner : preowner :∈ CONTROLLERS
act1 : pregstateCtr :∈ CONTROLLERS→ CTR STATES
act2 : gstateCtr := ∅
END
EVENT samestateCtr




some ctrls : c ∈ CONTROLLERS
didnt act : c /∈ dom(stateCtr)
grd1 : (pregstateCtr(c) = idle ∧ preowner 6= c) ∨ (pregstateCtr(c) = request ∧ ¬(prearbbusy = TRUE ∧
preowner 6= c)) ∨ (pregstateCtr(c) = master ∧ preowner = c)
WITNESSES
C : C = {c}
ns : ns = {c 7→ pregstateCtr(c)}
THEN





actions taken : gstateCtr ∈ CONTROLLERS→ CTR STATES
arb done : finishedArb = TRUE
THEN
arb ready : finishedArb := FALSE
update states : pregstateCtr := gstateCtr
update arbiter : prearbbusy := arbbusy
reset states : stateCtr := ∅
update owner : preowner := owner
act1 : gstateCtr := ∅
END
EVENT samestateArb
REFINES generic arbiter action
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WHEN
arb ready : finishedArb = FALSE
grd1 : (prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅) ∨ (prearbbusy = TRUE)
THEN
arb done : finishedArb := TRUE
update status : arbbusy := prearbbusy





grd1 : stateCtr ∈ CONTROLLERS→ CTR STATES
grd2 : gstateCtr = ∅
THEN
act1 : gstateCtr := stateCtr
END
EVENT idle2req




grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = idle
grd4 : preowner 6= c
WITNESSES
C : C = {c}
ns : ns = {c 7→ request}
THEN
act1 : stateCtr := stateCtr ∪ {c 7→ request}
END
EVENT idle2defmaster




grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = idle
grd4 : preowner = c
WITNESSES
C : C = {c}
ns : ns = {c 7→ master}
THEN
act1 : stateCtr := stateCtr ∪ {c 7→ master}
END
EVENT req2master





grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = request
grd4 : preowner = c
WITNESSES
C : C = {c}
ns : ns = {c 7→ master}
THEN
act1 : stateCtr := stateCtr ∪ {c 7→ master}
END
EVENT master2idle




grd1 : c ∈ CONTROLLERS
grd2 : pregstateCtr(c) = master
grd3 : preowner 6= c
grd4 : c /∈ dom(stateCtr)
WITNESSES
C : C = {c}
ns : ns = {c 7→ idle}
THEN
act1 : stateCtr := stateCtr ∪ {c 7→ idle}
END
EVENT idle2busy




grd1 : c ∈ pregstateCtr−1[{request}]
grd2 : finishedArb = FALSE
grd3 : arbbusy = FALSE
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := TRUE
act3 : owner := c
END
EVENT busy2busy




grd1 : c ∈ pregstateCtr−1[{request}]
grd2 : finishedArb = FALSE
grd3 : prearbbusy = TRUE
THEN
act1 : arbbusy := TRUE
act2 : finishedArb := TRUE




REFINES generic arbiter action
WHEN
grd1 : arbbusy = TRUE
grd2 : pregstateCtr−1[{request}] = ∅
grd3 : finishedArb = FALSE
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := FALSE
act3 : owner :∈ CONTROLLERS
END
END
B.3.2 Contexto para arbitrac¸a˜o concreta
CONTEXT amba c1




axm1 : DefCtr ∈ CONTROLLERS
END



















inv1 : HGRANT ∈ CONTROLLERS→BOOL
inv2 : HGRANT = (CONTROLLERS × {FALSE})− {owner 7→ TRUE}
inv3 : preHGRANT ∈ CONTROLLERS→BOOL
inv4 : preHGRANT = (CONTROLLERS × {FALSE})− {preowner 7→ TRUE}
inv5 : prepreHGRANT ∈ CONTROLLERS→BOOL
inv6 : ∀c·(preHGRANT (c) = TRUE⇔ preowner = c)
inv7 : ∀c·(HGRANT (c) = TRUE⇔ owner = c)
inv8 : ∀c·(preHGRANT (c) = FALSE⇔ preowner 6= c)
inv9 : ∀c·(HGRANT (c) = FALSE⇔ owner 6= c)
inv10 : prearbbusy = FALSE⇒ preowner = DefCtr
inv11 : arbbusy = FALSE⇒ owner = DefCtr
inv12 : preprearbbusy ∈ BOOL
inv13 : HMASTER ∈ CONTROLLERS





owner′ : owner′ = DefCtr
preowner′ : preowner′ = DefCtr
ini fa : finishedArb := FALSE
ini state : stateCtr := ∅
ini arbbusy : arbbusy := FALSE
ini prearbbusy : prearbbusy := FALSE
ini HGRANT : HGRANT := (CONTROLLERS × {FALSE})− {DefCtr 7→ TRUE}
ini preHGRANT : preHGRANT := (CONTROLLERS × {FALSE})− {DefCtr 7→ TRUE}
act1 : pregstateCtr :∈ CONTROLLERS→ CTR STATES
act2 : gstateCtr := ∅
ini prepreHGRANT : prepreHGRANT := (CONTROLLERS × {FALSE})− {DefCtr 7→ TRUE}
act3 : preprearbbusy := FALSE
act4 : HMASTER := DefCtr







some ctrls : c ∈ CONTROLLERS
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didnt act : c /∈ dom(stateCtr)
grd1 : (pregstateCtr(c) = idle ∧ preHGRANT (c) = FALSE) ∨ (pregstateCtr(c) = request ∧ ¬(prearbbusy =
TRUE ∧ preHGRANT (c) = FALSE)) ∨ (pregstateCtr(c) = master ∧ preHGRANT (c) = TRUE)
THEN





actions taken : gstateCtr ∈ CONTROLLERS→ CTR STATES
arb done : finishedArb = TRUE
THEN
arb ready : finishedArb := FALSE
update states : pregstateCtr := gstateCtr
update arbiter : prearbbusy := arbbusy
act3 : preprearbbusy := prearbbusy
reset states : stateCtr := ∅
update owner : preHGRANT := HGRANT
act1 : gstateCtr := ∅
act2 : prepreHGRANT := preHGRANT





arb ready : finishedArb = FALSE
grd1 : ((prearbbusy = FALSE∧pregstateCtr−1[{request}] = ∅)∨(prearbbusy = TRUE))∧¬(preprearbbusy =
FALSE ∨ prepreHGRANT 6= preHGRANT )
THEN
arb done : finishedArb := TRUE
update status : arbbusy := prearbbusy







grd1 : finishedArb = FALSE
grd2 : ((prearbbusy = FALSE ∧ pregstateCtr−1[{request}] = ∅) ∨ (prearbbusy = TRUE)) ∧ (preprearbbusy =
FALSE ∨ prepreHGRANT 6= preHGRANT )
grd3 : preHGRANT (c) = TRUE
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := prearbbusy
act3 : HGRANT := preHGRANT






grd1 : stateCtr ∈ CONTROLLERS→ CTR STATES
grd2 : gstateCtr = ∅
THEN







grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = idle
grd4 : preHGRANT (c) = FALSE
THEN







grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = idle
grd4 : preHGRANT (c) = TRUE
THEN







grd1 : c ∈ CONTROLLERS
grd2 : c /∈ dom(stateCtr)
grd3 : pregstateCtr(c) = request
grd4 : preHGRANT (c) = TRUE
THEN







grd1 : c ∈ CONTROLLERS
grd2 : pregstateCtr(c) = master
grd3 : preHGRANT (c) = FALSE
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grd4 : c /∈ dom(stateCtr)
THEN







grd1 : c ∈ pregstateCtr−1[{request}]
grd2 : finishedArb = FALSE
grd3 : arbbusy = FALSE
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := TRUE







grd1 : c ∈ pregstateCtr−1[{request}]
grd2 : finishedArb = FALSE
grd3 : prearbbusy = TRUE
THEN
act1 : arbbusy := TRUE
act2 : finishedArb := TRUE





grd1 : arbbusy = TRUE
grd2 : pregstateCtr−1[{request}] = ∅
grd3 : finishedArb = FALSE
WITNESSES
owner′ : owner′ = DefCtr
THEN
act1 : finishedArb := TRUE
act2 : arbbusy := FALSE


























axm1 : CATEGORIES = {system, processor, device,memory, bus,
process, thread group, thread, subprogram, data}
axm2 : system 6= processor
axm3 : system 6= device
axm4 : system 6= memory
axm5 : system 6= bus
axm6 : system 6= process
axm7 : system 6= thread group
axm8 : system 6= thread
axm9 : system 6= subprogram
axm10 : system 6= data
axm11 : processor 6= device
axm12 : processor 6= memory
axm13 : processor 6= bus
axm14 : processor 6= process
axm15 : processor 6= thread group
axm16 : processor 6= thread
axm17 : processor 6= subprogram
axm18 : processor 6= data
axm19 : device 6= memory
axm20 : device 6= bus
axm21 : device 6= process
axm22 : device 6= thread group
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axm23 : device 6= thread
axm24 : device 6= subprogram
axm25 : device 6= data
axm26 : memory 6= bus
axm27 : memory 6= process
axm28 : memory 6= thread group
axm29 : memory 6= thread
axm30 : memory 6= subprogram
axm31 : memory 6= data
axm32 : bus 6= process
axm33 : bus 6= thread group
axm34 : bus 6= thread
axm35 : bus 6= subprogram
axm36 : bus 6= data
axm37 : process 6= thread group
axm38 : process 6= thread
axm39 : process 6= subprogram
axm40 : process 6= data
axm41 : thread group 6= thread
axm42 : thread group 6= subprogram
axm43 : thread group 6= data
axm44 : thread 6= subprogram
axm45 : thread 6= data
axm46 : subprogram 6= data
axm47 : categoryof ∈ COMPONENTS→ CATEGORIES
axm48 : typeof ∈ c impls→ c types
axm49 : COMPONENTS = c impls ∪ c types
axm50 : c impls ∩ c types = ∅
axm51 : c impls typeof ; categoryof = c impls categoryof
END






















axm1 : self ∈ NAMES
axm2 : subcomponentsof ∈ c impls→ (NAMES 7→ COMPONENTS)
axm3 : root ∈ REFERENCES
axm4 : nameof ∈ REFERENCES→NAMES
axm5 : componentof ∈ REFERENCES \ {root}→ COMPONENTS
axm6 : parentof ∈ REFERENCES \ {root}→REFERENCES
axm7 : ∀r ·(r 6= root ∧ parentof(r) 6= root⇒ componentof(parentof(r)) ∈ c impls)
axm8 : ∀c·(∀n·(n ∈ NAMES ∧ {n 7→ c} /∈ ran(subcomponentsof)⇒
(∃r ·(r ∈ REFERENCES \ {root} ∧ parentof(r) = root ∧
nameof(r) = n ∧ n = self ∧ componentof(r) = c))))
axm9 : ∀r1, r2·(r2 ∈ (REFERENCES \ {root}) ∧ r1 ∈ (REFERENCES \ {root}) ∧ r2 = parentof(r1) ⇒
(nameof(r1) 7→ componentof(r1) ∈ subcomponentsof(componentof(r2))))
axm10 : ∀r1, r2·(r2 ∈ (REFERENCES \ {root})∧ r1 ∈ (REFERENCES \ {root})∧nameof(r1) = nameof(r2)∧
parentof(r1) = parentof(r2)⇒ r1 = r2)
axm11 : ∀r1, n, c·(r1 ∈ (REFERENCES\{root})∧componentof(r1) ∈ c impls∧n 7→ c ∈ subcomponentsof(componentof(r1))⇒
(∃r2·(r2 6= root ∧ nameof(r2) = n ∧ componentof(r2) = c ∧ parentof(r2) = r1)))
axm12 : ∀n, c2, c1·((c1 ∈ c impls ∧ n 7→ c2 ∈ subcomponentsof(c1) ∧ categoryof(c1) = data)⇒ categoryof(c2) =
data ∧ categoryof(c1) 6= subprogram ∧ categoryof(c1) 6= bus ∧ categoryof(c1) 6= device ∧ (categoryof(c1) = thread⇒
categoryof(c2) = data)∧(categoryof(c1) = thread group⇒categoryof(c2) = data∨categoryof(c2) = thread∨categoryof(c2) =
thread group) ∧ (categoryof(c1) = process ⇒ categoryof(c2) = thread ∨ categoryof(c2) = data ∨ categoryof(c2) =
thread group)∧(categoryof(c1) = processor⇒categoryof(c2) = memory)∧(categoryof(c1) = memory⇒categoryof(c2) =
memory) ∧ (categoryof(c1) = system⇒ categoryof(c2) = system ∨ categoryof(c2) = data ∨ categoryof(c2) = process ∨
categoryof(c2) = processor ∨ categoryof(c2) = memory ∨ categoryof(c2) = bus ∨ categoryof(c2) = device))
axm13 : path = (
⋃
n·(n ∈ N)|(1 .. n)→NAMES)
axm14 : subtree ∈ COMPONENTS→ P(path)
axm15 : ∀p, name, num·((p ∈ path ∧ num 7→ name ∈ p ∧ num = 1)⇒ name = self)
axm16 : pathleaf ∈ path→ COMPONENTS
axm17 : rootcomp ∈ c impls
axm18 : parentcompof ∈ c impls \ {rootcomp}→ c impls
axm19 : ∀c, d·(c ∈ c impls \ {rootcomp} ∧
d ∈ c impls \ {rootcomp} ∧ (d ∈ ran(subcomponentsof(c))⇔ parentcompof(d) = c))
axm20 : ∀d·(d ∈ c impls \ {rootcomp} ∧ (¬(∃c·(c ∈ c impls \ {rootcomp} ∧
(d ∈ ran(subcomponentsof(c))))⇔ parentcompof(d) = rootcomp)))
axm21 : comprel = c impls↔ c impls
axm22 : tclcomp ∈ comprel→ comprel
axm23 : ∀c·(c ∈ comprel⇒ c ⊆ tclcomp(c))
axm24 : ∀c·(c ∈ comprel⇒ c; tclcomp(c) ⊆ tclcomp(c))
axm25 : ∀c, t·(c ∈ comprel ∧ c ⊆ t ∧ c; t ⊆ t⇒ tclcomp(c) ⊆ t)
axm26 : tclcomp(parentcompof) ∩ id(c impls) = ∅
THEOREMS
thm1 : ∀r ·(r 6= root ∧ r ∈ REFERENCES⇒ r ∈ dom(parentof) ∧ r ∈ dom(componentof))
thm2 : finite(COMPONENTS) ∧ finite(NAMES)⇒ finite(REFERENCES)
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END








axm1 : Allowed Memory Binding Class ∈ COMPONENTS↔ (P({system, processor,memory})× path)
axm2 : ∀cat, p, c·(c 7→ (cat 7→ p) ∈ Allowed Memory Binding Class⇒
p ∈ subtree(c) ∧ categoryof(pathleaf(p)) ∈
{thread, thread group, process, system, device, subprogram, processor})
axm3 : Allowed Memory Binding ∈ COMPONENTS↔ (P(path)× path)
axm4 : ∀ref, listref, trgt, c·(ref ∈ listref ∧ c 7→ (listref 7→ trgt) ∈ Allowed Memory Binding⇒ ref ∈ subtree(c) ∧
trgt ∈ subtree(c)∧categoryof(pathleaf(ref)) ∈ {memory, system, processor}∧categoryof(pathleaf(trgt)) ∈ {thread, thread group, process, system, device, subprogram, processor})
axm5 : Actual Memory Binding ∈ COMPONENTS↔ (path× path)
axm6 : ∀ref, trgt, c·(c 7→ (ref 7→ trgt)) ∈ Actual Memory Binding⇒categoryof(pathleaf(ref)) ∈ {memory, system, processor}∧
categoryof(pathleaf(trgt)) ∈
{thread, thread group, process, system, device, subprogram, processor}
axm7 : ∀c·(Actual Memory Binding[{c}] ⊆ subtree(c)× subtree(c))
END




axm1 : ∀trgt, c, listref, cats·((c 7→ (cats 7→ trgt) ∈ Allowed Memory Binding Class ∧ c 7→ (listref 7→ trgt) ∈
Allowed Memory Binding)⇒ (pathleaf ; categoryof)[listref ] ⊆ cats)
axm2 : ∀trgt, c, ref, cats·((c 7→ (cats 7→ trgt) ∈ Allowed Memory Binding Class∧c 7→ (ref 7→ trgt) ∈ Actual Memory Binding)⇒
(pathleaf ; categoryof)[{ref}] ⊆ cats)
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