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LINEAR FUNCTIONS PRESERVING GREEN’S
RELATIONS OVER FIELDS
ALEXANDER GUTERMAN 1,2,3, MARIANNE JOHNSON 4,
MARK KAMBITES 4 AND ARTEM MAKSAEV 1,3
Abstract. We study linear functions on the space of n × n matrices
over a field which preserve or strongly preserve each of Green’s equiva-
lence relations (L, R, H and J ) and the corresponding pre-orders. For
each of these relations we are able to completely describe all preservers
over an algebraically closed field (or more generally, a field in which
every polynomial of degree n has a root), and all strong preservers and
bijective preservers over any field. Over a general field, the non-zero
J -preservers are all bijective and coincide with the bijective rank-1 pre-
servers, while the non-zero H-preservers turn out to be exactly the in-
vertibility preservers, which are known. The L- and R-preservers over
a field with “few roots” seem harder to describe: we give a family of
examples showing that they can be quite wild.
Keywords: Green relations, linear preservers
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1. Introduction
The investigation of linear transformations preserving natural functions,
invariants and relations on matrices has a long history, dating back to a re-
sult of Frobenius [4] describing maps which preserve the determinant. The
maps preserving minors of a certain order r were characterised by Schur
[19], while the singularity preservers were described by Dieudonne´ [3]. The
characterisation of invertibility preservers goes back to the famous Kaplan-
sky problem; see [18] for details. The results for complex matrices are due
to Marcus and Purves [12], who proved that every linear unital invertibil-
ity preserving map on square complex matrics is either an inner automor-
phism or inner anti-automorphism. The same result does not hold if we
replace complex matrices by real matrices. Indeed, the map T defined by
T
(
a b
c d
)
=
(
a b
−b a
)
is linear, unital, and preserves invertibility, but is not
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an automorphism or anti-automorphism. More recent work of de Seguins
Pazzis [17] has given a characterisation of the invertibility preservers over
an arbitrary field. In general, understanding the linear maps which preserve
a given relation helps to better understand the relation, and also to pro-
duce new sets of related elements from known ones. For further results and
applications see the survey [16] and the monograph [13].
Green’s relations are a number of equivalence relations and pre-orders
which are defined upon any semigroup; they encapsulate the ideal structure
of the semigroup, and play a central role in almost every aspect of semigroup
theory. In particular, they are natural relations to define upon the set of
n × n matrices over any field (or indeed, any semiring), when viewed as a
semigroup under matrix multiplication. It is therefore natural to consider
maps which preserve Green’s relations on matrices. In [6], motivated by
recent interest in the structure of the tropical semifield, three of the present
authors classified bijective linear maps which preserve (or strongly preserve)
each of Green’s relations on the space of n×n matrices over an anti-negative
semifield (that is, any semifield which is not a field - see Proposition 2.1
below).
Much research on semifields attempts in some sense to extend or generalise
existing (indeed, often classical) knowledge about fields. The results of [6]
are rather unusual in this respect since they solved a very natural problem
for all semifields except fields, while the corresponding question for fields
remained open. The purpose of the present paper is to address this problem
for fields (and hence, in combination with [6], for semifields in complete
generality).
Working over a field, we completely classify the bijective L-preservers
(and hence L-order preservers), and we show that strong preservers are
automatically bijective so this also serves to classify the strong preservers.
In the case that the field is algebraically closed (or more generally, has roots
for every polynomial of degree the dimension of the matrices) we are able to
classify all L-preservers, but we give examples (in every even dimension over
the real numbers, and in every dimension greater than 1 over the rational
numbers) suggesting that L-preservers are hard to classify in general when
the field does not have enough roots. Dual results apply to R and R-order
preservers.
For the H relation, we show that a non-zero linear map preserves H if and
only if it preserves invertibililty; this combines with known results [17] to give
a complete description over arbitrary fields. We are also able to completely
describe the maps which preserve the J -relation (which coincides with the
D-relation for semigroups of matrices over fields); it turns out that non-zero
J -preservers are all bijective.
Our paper is organised as follows. In Section 2 we recall some necessary
preliminary definitions, results and notions on the topics important for our
paper, including semifields, Green’s relations and linear preservers. Sections
3, 4, and 5 give results and associated examples relating respectively to
the L,R,≤L, and ≤R relations, to the H and ≤H relations, and to the J
(equivalently, D) and ≤J relations.
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2. Preliminaries
While this paper is primarily concerned with matrices over fields, we shall
at times refer also to semifields. By a semifield we mean a set S equipped
with two associative, commutative binary operations + and × such that ×
distributes over +, there is an element 0 which acts as an identity element for
+ and a zero element for ×, and S \{0} forms a group under × with identity
element denoted 1. Thus, a semifield is an algebraic structure which satisfies
all of the standard field axioms except perhaps for the presence of additive
inverses (that is, negatives). Notable examples, apart from fields, include
the tropical semifield (R ∪ {−∞} under operations “max” and +) and the
boolean semifield ({TRUE,FALSE} under operations “or” and “and”). We
often write multiplication as juxtaposition. An S-module is a commutative
monoid M (written additively) with an action of S upon it (written s · x
for s ∈ S and x ∈ M), satisfying 1 · x = x, s · (x + y) = (s · x) + (s · y),
(s+ t) ·x = (s ·x)+(t ·x) and s · (t ·x) = (st) ·x for all s, t ∈ S and x, y ∈M .
A semifield is termed anti-negative if no non-zero element has an additive
inverse (in other words, a + b = 0 implies a = b = 0). The following
dichotomy is well known but for completeness we include a brief proof.
Proposition 2.1. Let S be a semifield. Then either S is a field or S is
anti-negative.
Proof. Suppose S is not anti-negative. Then it has a non-zero element a
with an additive inverse, say b such that a+ b = 0. But now for any element
c we have c + a−1bc = a−1(a + b)c = a−10c = 0 so a−1bc is an additive
inverse for c. Thus, S is a field. 
For a semifield S and a natural number n, we denote by Mn(S) the set
of n×n matrices over S, which we view both as an S-module (which means
just a K-vector-space if S = K is a field) and a monoid under matrix
multiplication. We write 0n×n for the n×n zero matrix, which forms a zero
element in Mn(S). We write GLn(S) for the subgroup of multiplicatively
invertible matrices (which is the usual general linear group when S is a field,
and the group of monomial matrices when S is an anti-negative semifield).
For x1, . . . , xn ∈ S we write diag(x1, . . . , xn) for the diagonal matrix with
entry xi in the ith diagonal position and the zero element of the semifield
elsewhere. For M ∈ Mn(S) we write RowS(M) and ColS(M) for the row
space and column space respectively of M (that is, the S-module generated
by the rows or columns of M viewed as elements of the free S-module Sn).
If S is a field we write rk (M) for the rank of M in the usual sense.
If ≡ is a binary relation on Mn(S), then a linear function f : Mn(S) →
Mn(S) is called:
• a (weak) ≡-preserver if (A ≡ B) =⇒ (f(A) ≡ f(B)) for all
A,B ∈Mn(S);
• a strong ≡-preserver if (A ≡ B) ⇐⇒ (f(A) ≡ f(B)) for all
A,B ∈Mn(S).
We say also that a function f (weakly) preserves or strongly preserves ≡
with the obvious meaning. For another binary relation ∼= on Mn(S) we say
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that f exchanges ≡ with ∼= if for all A,B ∈Mn(S) we have
(A ≡ B) ⇐⇒ (f(A) ∼= f(B)) and (A ∼= B) ⇐⇒ (f(A) ≡ f(B)).
For a set X ⊆ Mn(S), we say that f (weakly) preserves X if (A ∈ X) =⇒
(f(A) ∈ X).
The following relations, which are due to Green [5], are of fundamen-
tal importance in the study of semigroups. (For general semigroups the
definitions are slightly more complex than those given below, but since all
the semigroups we consider here are monoids we are able to use a slightly
simplified form of the definition.)
Definition 2.2. Let M be a monoid. For a, b ∈M, we say that:
(i) a ≤R b if and only if aM⊆ bM, that is, if there exists s ∈ M with
a = bs. We say that aRb if a ≤R b and b ≤R a, or in other words if
a and b generate the same principal right ideal of M.
(ii) a ≤L b if and only if Ma ⊆Mb, that is, if there exists s ∈ M with
a = sb. We say that aLb if a ≤L b and b ≤L a, or in other words if
a and b generate the same principal left ideal of M.
(iii) a ≤J b if and only ifMaM⊆MbM, that is, if there exist s, t ∈ M
with a = sbt. We say that aJ b if a ≤J b and b ≤J a, or in other
words if a and b generate the same principal two-sided ideal of M.
(iv) a ≤H b if and only if a ≤R b and a ≤L b. We say that aHb if aRb
and aLb (or equivalently, if a ≤H b and b ≤H a).
We note that the relations L, R, J and H are equivalence relations, while
≤L, ≤R, ≤J and ≤H are pre-orders. We are concerned with characterising
those bijective linear maps on monoids Mn(S) which preserve or strongly
preserve the relations defined above. For S an anti-negative semifield (which
by Proposition 2.1 means any semifield which is not a field) this was accom-
plished in [6]; the present paper addresses the corresponding question for
S a field, and hence, in combination with [6], for semifields in complete
generality.
When S = K is a field, it is well known (see for example [8, Chapter 2,
Exercise 19]) that the relations J and ≤J are completely determined by
rank : specifically A ≤J B if and only if rk(A) ≤ rk(B), so AJB if and only
if rk(A) = rk(B). A further relation, D, is also usually defined on a monoid
M by aDb if and only if there exists c ∈ M such that aRc and cLb, and
was considered in [6]. However, it is well known (see [8, Chapter 2, Exercise
19] again) that when S = K is a field, the relations D and J on Mn(K)
coincide, so we have no need to consider D here. The relation we have called
≤H is less standard and less widely studied than the others, but since it is
natural to define and it is handled by our arguments for H, it makes sense
to include it here. For A ∈Mn(S), we write HA,LA,RA and JA to denote
the equivalence classes of A with respect to the H-, L-, R-, and J -relations,
respectively.
The following celebrated theorem will be one of the main tools in our
further investigations. There are many different formulations and proofs
going back to the work by L. K. Hua [9, Theorem 2]; see also the book [20,
Chapter 3] by Z.-X. Wan. We need the following formulation from [11].
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Theorem 2.3. [11, Theorem 2] Let K be a field and T : Mn(K)→Mn(K)
be a bijective linear map that preserves the set of rank 1 matrices. Then
there exist P,Q ∈ GLn(K) such that either:
• T (A) = PAQ for all A ∈Mn(K) or
• T (A) = PATQ for all A ∈Mn(K).
The following statement is standard for linear preservers.
Lemma 2.4. Let K be a field and P,Q ∈ GLn(K). Then
(i) the bijective linear transformation T : Mn(K) → Mn(K) defined by
T (A) = PAQ for all A ∈Mn(K) preserves each of Green’s relations
L,R,H,J and the orders ≤L, ≤R, ≤H, and ≤J ; and
(ii) the bijective linear transformation T : Mn(K) → Mn(K) defined by
T (A) = PATQ for all A ∈Mn(K) preserves the relations H,J and
the orders ≤H, and ≤J . It exchanges L with R and exchanges ≤L
with ≤R.
Proof. (i) It suffices to show that each of the orders is preserved, from which
it will follow that the corresponding relation must be preserved. If A ≤L B,
then A = XB for some X ∈Mn(K), and so
T (A) = PAQ = PXBQ = (PXP−1)PBQ = (PXP−1)T (B).
Similarly, for ≤R, ≤J and ≤H.
(ii) The transpose map A → AT on Mn(K) is easily seen to exchange L
with R and ≤L with ≤R, from which it follows that it preserves H and ≤H.
This map also preserves J and ≤J since it preserves rank. The claim now
follows from the fact that each map of the given form is the composition of
the transpose map with a map of the form in part (i). 
We shall see below that the transformations described by Lemma 2.4
are the only bijective linear transformations which preserve any of Green’s
relations. It is more complex to describe the non-bijective linear transfor-
mations preserving the various relations in complete generality. We provide
characterisations in the case where the field is algebraically closed.
3. The L and R relations
We recall a characterisation of Green’s L and R relations for matrix
semigroups. Further we consider the elements of Kn as row vectors v =
(v1, . . . , vn). The following proposition is well known and can be found in
the literature for example as [14, Lemma 2.1] in the field case or [7, Propo-
sition 4.1] in greater generality.
Proposition 3.1. Let S be a semifield. For A,B ∈Mn(S), we have:
(i) ALB if and only if RowS(A) = RowS(B);
(ii) ARB if and only if ColS(A) = ColS(B);
(iii) A ≤L B if and only if RowS(A) ⊆ RowS(B);
(iv) A ≤R B if and only if ColS(A) ⊆ ColS(B).
In particular, if S = K is a field then the set of invertible matrices in Mn(K)
forms a single L-class and a single R-class, and hence also a single H-class
(because H = L∩R) and a single J -class (because J = D when S is a field,
and D is the transitive closure of L ∪R).
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3.1. Bijective linear L and R relation preservers.
Lemma 3.2. Let K be a field, and suppose V ⊆Mn(K) is both a non-trivial
linear subspace and a union of L-classes (or R-classes). Then V contains a
rank 1 matrix.
Proof. We treat the case where V is a union of L-classes, the case where it is
a union of R-classes being dual. Since V is non-trivial, we may choose some
non-zero A ∈ V . If A has rank 1 then we are done. Otherwise, A has two
linearly independent rows, say, rows i and j. Let P denote the permutation
matrix swapping i and j. Then (PA)LA so PA ∈ V (since V is a union of
L-classes), and hence A− PA ∈ V (since V is a linear subspace). But it is
easy to see that rk (A − PA) = 1 since its ith and jth rows differ only in
sign whilst all other rows are zero. 
Lemma 3.3. Let K be a field and A ∈Mn(K). The following are equivalent:
(i) A has rank 1;
(ii) LA ∪ {0n×n} is a linear subspace of Mn(K) of dimension n;
(iii) RA ∪ {0n×n} is a linear subspace of Mn(K) of dimension n.
Proof. To see that (ii) implies (i), we prove the contrapositive. It is clear
that if A has rank 0, then LA ∪ {0n×n} = {0n×n}, which is not a subspace
of dimension n. When A has rank at least 2, LA ∪ {0n×n} is a union of L-
classes containing no rank 1 matrices, so by Lemma 3.2 it is not a subspace
at all.
To see that (i) implies (ii), suppose that A has rank 1. Thus the row space
of A is 1-dimensional. Recalling from Proposition 3.1 that two matrices are
L-related if and only if they have the same row space, we see that there
exists v ∈ Kn r {0} such that
LA ∪ {0n×n} = {u
T v : u ∈ Kn}.
This is clearly a linear subspace of dimension n.
The equivalence of (i) and (iii) is dual. 
We are now ready to establish our first main result. In fact, the statement
exactly mirrors a result in the anti-negative semifield case from [6] and hence
applies to semifields in complete generality, although the proof for fields is
completely different.
Theorem 3.4. Let S be a semifield and T : Mn(S) → Mn(S) a bijective
linear map. The following are equivalent:
(i) T preserves L;
(ii) T preserves R;
(iii) T preserves ≤L;
(iv) T preserves ≤R;
(v) there exist P,Q ∈ GLn(S) such that T (A) = PAQ for all A ∈
Mn(S).
Proof. The case where S is an anti-negative semifield is [6, Theorem 3.5],
so by Proposition 2.1 we may assume S is a field K. It is clear from the
definitions that (iii) implies (i), and (iv) implies (ii). Moreover, it follows
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immediately from Lemma 2.4 that (v) implies (i)-(iv). We shall show that
(i) implies that rank 1 is preserved by T−1.
Suppose then that T preserves L and let B ∈ Mn(K) be a matrix of
rank 1. Write L for the union of all those L-classes which are mapped by
T into LB. Since T is surjective we see that T (L ∪ {0n×n}) = LB ∪ {0n×n}.
By Lemma 3.3 the latter is an n-dimensional subspace of Mn(K), and so,
since T is a linear isomorphism, we must have that L ∪ {0n×n} is an n-
dimensional subspace of Mn(K) too. Notice that if every element of L were
of rank greater than 1, then Lemma 3.2 would mean that L ∪ {0n×n} was
not a subspace, so we may choose a matrix X ∈ L of rank 1. By Lemma 3.3
we see that LX ∪ {0n×n} is an n-dimensional subspace of Mn(K). Since L
is a union of L-classes notice that LX ∪ {0n×n} must also be a subspace of
L ∪ {0n×n}. But since both of these spaces have dimension n we conclude
that L = LX . Hence for each rank 1 matrix B we have shown that T
−1(B)
is also of rank 1.
Therefore (i) implies that T−1 preserves the set of rank 1 matrices. From
our argument it is clear that replacing L-classes byR-classes throughout also
shows that (ii) implies that rank 1 is preserved by T−1. Since T is bijective,
this means that T must also preserve rank 1, so Theorem 2.3 yields that (v)
holds.

Proposition 3.5. Let K be a field and T : Mn(K) → Mn(K) be a linear
map which strongly preserves either L or R. Then T is bijective.
Proof. If T (A) = 0n×n then T (A) = T (0n×n). Since T strongly preserves L
or R but 0n×n is neither L- nor R-related to any other matrix, this means
A = 0n×n. Thus T must be injective, and since Mn(K) is finite dimensional
and T is linear, it must be a bijection by the rank-nullity theorem. 
3.2. Non-bijective maps. Note that there exist non-zero linear maps pre-
serving L that are not bijective.
Example 3.6. Each linear map A 7→ AX where X ∈ Mn(K) clearly pre-
serves L and ≤L (by the definitions of L and ≤L); taking X to be singular
yields a map that is not bijective. Dually, the map A 7→ XA preserves R.
Corollary 3.7. Each map of the form
A 7→ PAX where P ∈ GLn(K), X ∈Mn(K) (1)
preserves L and ≤L.
Proof. This follows from Theorem 2.4 and Example 3.6. 
The main aim of this subsection is to prove that if K is algebraically
closed, or more generally if K has roots for all polynomials of degree exactly
n, then the maps of the form in (1) are the only maps which preserve L
and/or ≤L. Before proceeding to do this, we remark that if polynomials of
degree n do not have roots inK then there are non-bijective maps preserving
L having quite another structure, as we shall see in Section 3.3 below.
We need some auxiliary lemmas to prove the main result of this subsec-
tion.
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Lemma 3.8. Let n, k ≥ 2 and K be a field in which every polynomial of
degree exactly n has a root. Let B1, . . . , Bn ∈Mn(K) be matrices of rank k
lying in the same L-class. Then some non-trivial linear combination of the
Bis has rank less than k.
Proof. Since B1 has rank k we may write B1 = C1X, where C1 ∈Mn×k(K),
X ∈ Mk×n(K) are matrices of rank k. Since the matrices Bi (i = 2, . . . , n)
are L-related to B1, it follows that we have Bi = CiX for all i = 1, . . . , n,
where Ci ∈ Mn×k(K) and rkBi = rkCi = k. It therefore suffices to find
λ1, . . . , λn ∈ K such that rk (
∑n
i=1 λiCi) < k.
Let uij be the jth column of Ci, (i = 1, . . . , n, j = 1, . . . , k). If u
1
j , u
2
j , . . . , u
n
j
are linearly dependent for some j, then we have λ1u
1
j+λ2u
2
j+ · · ·+λnu
n
j = 0
for some λi not all zero, in which case it is clear that rk (
∑n
i=1 λiCi) < k.
Suppose then that for each j = 1, . . . , k the vectors u1j , u
2
j , . . . , u
n
j are
linearly independent. For j = 1, 2, let Aj ∈Mn(K) be the invertible matrix
with ith column uij . Consider the polynomial f(x) = det(A1 + xA2) ∈
K[x]. The coefficient of xn and constant term of f are equal to det(A2)
and det(A1), respectively. Since A1 and A2 are invertible, this means f has
degree exactly n and a non-zero constant term, and so by the assumption
on K there is a non-zero root, say λ ∈ K \ {0} with f(λ) = 0. This shows
that the columns of A1 + λA2 are linearly dependent. Thus there exist
λ1, . . . , λn ∈ K not all zero and λ 6= 0 such that
λ1(u
1
1 + λu
1
2) + · · ·+ λn(u
n
1 + λu
n
2 ) = 0.
But this means
∑n
i=1 λiu
i
1 = −λ
∑n
i=1 λiu
i
2, in other words, the first col-
umn of
∑n
i=1 λiCi is equal to a multiple of the second column. Thus
rk (
∑n
i=1 λiCi) < k, as desired. 
Example 3.9. The conclusion of Lemma 3.8 need not hold if we replace
B1, . . . , Bn by a strictly smaller collection of L-equivalent matrices inMn(K),
as we shall now show. Let u, v ∈ Kn be two linearly independent vectors.
For i = 1, 2, . . . , n − 1, let Bi denote the n× n matrix (of rank 2) with row
i equal to u, row i+1 equal to v, and all remaining rows 0. It is easy to see
that each non-trivial linear combination of B1, . . . , Bn−1 is also of rank 2.
Corollary 3.10. Let n ≥ 1, let K be a field in which every polynomial of
degree exactly n has a root, and let T : Mn(K) → Mn(K) be a linear map
preserving L. If A is a matrix of rank 1, then T (A) has rank at most 1.
Proof. Let u ∈ Kn be a fixed non-zero vector, and for i = 1, . . . , n let Bui
denote the matrix whose ith row is u with all remaining rows equal to 0.
Since T preserves L, the matrices T (Bui ), i = 1, . . . , n, have the same row
space, and hence in particular the same rank k. If k ≥ 2 then n ≥ 2 and
Lemma 3.8 applies to give rk (
∑n
i=1(λiT (B
u
i ))) < k for some λ1, . . . , λn ∈ K
not all zero. However, since the matrix
∑n
i=1 λiB
u
i is L-equivalent to each
Bui , we obtain a contradiction. This shows that the rank of each T (B
u
i ) is
at most 1. Since every rank 1 matrix is L-equivalent to a matrix of the form
Bu1 for some non-zero vector u, the result follows. 
The previous corollary plays a key role in proving that (in particular) for
algebraically closed fields K, the linear maps preserving L have the form
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prescribed in (1). To describe the other key ingredients we require another
definition. For each subspace V of Kn let
ρ(V ) := {A ∈Mn(K) : RowK(A) ⊆ V }.
The proof of the following proposition is omitted since it can be directly
verified from the definitions.
Proposition 3.11. Let V be a subspace of Kn, and let v1, . . . , vk be a basis
for V (hence dimV = k). Then
(i) ρ(V ) = {
∑k
j=1 x
T
j vj : x1, . . . , xk ∈ K
n};
(ii) ρ(V ) is a subspace of Mn(K);
(iii) ρ(V ) has dimension nk with the basis
{eTi vj : 1 ≤ i ≤ n, 1 ≤ j ≤ k},
where e1, . . . , en denotes the standard basis of K
n.
The next statement follows immediately from the above.
Proposition 3.12. Let U, V be subspaces of Kn such that Kn = U ⊕ V .
Then Mn(K) = ρ(U)⊕ ρ(V ).
Proof. We show first that ρ(U) ∩ ρ(V ) = {0n×n}. Indeed, assume the
contrary, that is, that A ∈ ρ(U) ∩ ρ(V ) for some A ∈ Mn(K). Then
RowK(A) ⊆ U and RowK(A) ⊆ V . Hence A = 0n×n, since U and V
share no vectors in common apart from the zero vector. Furthermore, by
Proposition 3.11(iii), dim ρ(U) + dim ρ(V ) = n(dimU + dimV ) = n2. Thus
Mn(K) = ρ(U)⊕ ρ(V ). 
We shall use the following two technical lemmas, the first of which holds
without any assumptions on K. Let T :Mn(K)→Mn(K) be a linear map.
We shall need to consider the set
VT := {v ∈ K
n : v is a row of some A ∈Mn(K) with T (A) = 0n×n}.
Lemma 3.13. Let K be a field and T : Mn(K) → Mn(K) be a linear map
preserving L. Then
(i) the set VT is a subspace of K
n;
(ii) ρ(VT ) = ker(T );
(iii) if U is a subspace of Kn with Kn = VT ⊕ U then
Mn(K) = ker(T )⊕ ρ(U),
and in particular T is injective on ρ(U).
Proof. (i) Let v,w ∈ VT . Thus v is a row of A and w is a row of B where
T (A) = T (B) = 0n×n. For λ ∈ K it is clear that λv is a row of λA and
T (λA) = 0n×n, showing that λv ∈ VT . Since T preserves L we may assume
(by permuting rows and applying Proposition 3.1(i)) that v is the first row
of A and w is the first row of B. Now T (A+B) = 0n×n and A+B has first
row v + w, so v + w ∈ VT . Thus, VT is a subspace of K
n.
(ii) It is clear from the definitions and (i) that ker(T ) ⊆ ρ(VT ). We prove
the other inclusion. Let v1, . . . , vk be a basis for VT . By Proposition 3.11(iii),
{eTi vj : 1 ≤ i ≤ n, 1 ≤ j ≤ k} is a basis for ρ(VT ). Hence it suffices to show
that each matrix eTi vj ∈ ker(T ). Furthermore, for each fixed j, it suffices to
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show that eTi vj ∈ ker(T ) for some i, since T preserves L and all the matrices
{eTi vj : i = 1, . . . , n} are L-equivalent.
For n = 1 it is clear, so let n ≥ 2. Since vj ∈ VT there exists a matrix
A with some row equal to vj , say row p, and T (A) = 0n×n. The matrix A
′
obtained from A by adding vj to row i for some i 6= p then has the same row
space as A that is, A′LA. Since T preserves L this gives T (A′) = T (A) =
0n×n. By the linearity of T we see that the matrix e
T
i vj = A
′ − A satisfies
T (eTi vj) = T (A
′ −A) = T (A′)− T (A) = 0n×n.
Part (iii) is a direct consequence of (ii) and Proposition 3.12. 
Remark 3.14. An interesting algebraic consequence of Lemma 3.13 is that
the kernel of any linear L-preserver on Mn(K) is a principal left ideal of
Mn(K) (regarded either as a non-commutative ring, or as a multiplicative
semigroup). Indeed, by the lemma the kernel has the form ρ(VT ) where VT
is a subspace of Kn and hence has dimension at most n. If we choose a
matrix X whose rows form a spanning set for VT then it is easy to verify
that ρ(VT ) is exactly the principal left ideal Mn(K)X.
For each row vector u ∈ Kn write Lu to denote the L-class of Mn(K)
whose elements have row space 〈u〉. Thus L0 = {0n×n}, and for each non-
zero u, the class
Lu = {x
Tu : x ∈ Kn, x 6= 0} = ρ(〈u〉) \ {0n×n}
is a set of rank 1 matrices. Corollary 3.10 tells us that when K contains a
root for every polynomial of degree n, a linear map preserving L must map
each Lu into some Lw. The following lemma helps to make precise the ways
in which this can happen.
Lemma 3.15. Let n ≥ 1 and let K be a field in which every polynomial
of degree exactly n has a root. Let T : Mn(K) → Mn(K) be a linear map
preserving L. Let Kn = VT ⊕U and {u1, . . . , us} be a basis for U . Then the
following properties hold.
(i) For v ∈ Kn, T (Lv) = {0n×n} if and only if v ∈ VT .
(ii) For each i = 1, . . . , s, there exists a non-zero vector wi such that
T (Lui) = Lwi. The vectors wi are determined up to scalar factors.
(iii) The subspace W := 〈w1, . . . , ws〉 (which does not depend upon the
choice of non-zero vectors from part (ii)) has dimension s.
(iv) T (ρ(U)) = ρ(W ).
(v) For each vector wi given in part (ii), the map ϕi : K
n → Kn defined
by ϕi(x) = y whenever T (x
Tui) = y
Twi, is a linear isomorphism.
(vi) For each i = 1, . . . , s, there exists ci ∈ K \ {0} such that ϕ1 = ciϕi.
Proof. (i) If T (Lv) = {0n×n}, then in particular T (A) = 0n×n where A is
the matrix with all rows equal to v, and so v ∈ VT . Conversely, if v ∈ VT we
have Lv ⊆ ρ(〈v〉) ⊆ ρ(VT ) = ker(T ), where the inclusions follow from the
definition of ρ and the equality is given by part (ii) of Lemma 3.13. Thus
T (Lv) = {0n×n}.
(ii) For each i = 1, . . . , s it follows from Corollary 3.10 that T (Lui) ⊆ Lwi
for some wi ∈ K
n. Recalling that L0 = {0n×n}, part (i) gives that each wi
is non-zero. Thus
T (Lui ∪ {0n×n}) ⊆ Lwi ∪ {0n×n} 6= {0n×n}
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and, by Lemma 3.3, Lui∪{0n×n} and Lwi∪{0n×n} are linear subspaces of the
same dimension n. By part (iii) of Lemma 3.13 we have that T is injective
on ρ(U). Since Lui ∪ {0n×n} ⊆ ρ(U) it now follows that T (Lui) = Lwi .
It is clear from the definition that Lx = Ly if and only if x is a non-zero
scalar multiple of y, and so the elements wi are determined up to scalar
multiplication.
(iii) Suppose that
∑s
i=1 λiwi = 0 for some λ1, . . . , λs ∈ K. For each i
let Bi denote the matrix in Lwi with all rows equal to wi. By part (ii) we
have T (Lui) = Lwi , and hence there exists an element of Lui mapping to Bi
under T . Since each ui 6= 0, we have that Lui = {x
Tui : x ∈ K
n, x 6= 0} and
hence for each i there exists a non-zero vector xi such that T (x
T
i ui) = Bi.
Thus
T
(
s∑
i=1
λix
T
i ui
)
=
s∑
i=1
λiT (x
T
i ui) =
s∑
i=1
λiBi = 0n×n.
Now,
∑s
i=1 λix
T
i ui ∈ ρ(U) ∩ ker(T ) and so, by part (iii) of Lemma 3.13,
s∑
i=1
λix
T
i ui = 0n×n.
Since the ui are linearly independent and the xi are non-zero, it is straight-
forward to verify that λi = 0 for all i.
(iv) Recall that U has basis {u1, . . . , us}. By Proposition 3.11(iii) it fol-
lows that ρ(U) has basis
{eTi uj : 1 ≤ i ≤ n, 1 ≤ j ≤ s}
and for all j = 1, 2, . . . , s, Luj ∪ {0n×n} = ρ(〈uj〉) has basis {e
T
i uj : 1 ≤ i ≤
n}, where e1, . . . , en denotes the standard basis of K
n. Thus
T (ρ(U)) = 〈T (eTi uj) : 1 ≤ i ≤ n, 1 ≤ j ≤ s〉 = 〈Lw1 ∪ · · · ∪ Lws〉 ⊆ ρ(W ).
By Lemma 3.13(iii) T is injective on ρ(U), and so the result will follow by
observing that ρ(U) and ρ(W ) have the same dimension. By assumption U
has dimension s, and by part (iii) W also has dimension s. It now follows
from Proposition 3.11(iii) that ρ(U) and ρ(W ) both have dimension ns,
giving T (ρ(U)) = ρ(W ).
(v) Recall that for a non-zero u ∈ Kn, Lu = {x
Tu : x ∈ Kn, x 6= 0}.
Thus it follows from the definition of wi (in part (ii)) that a map ϕi with the
given property is well defined. Let x, v, y, z ∈ Kn with T (xTui) = y
Twi and
T (vTui) = z
Twi. By linearity of T we have T ((x+ v)
Tui) = (y+ z)
Twi and
T ((λx)Tui) = (λy)
Twi. Thus ϕi(x+v) = ϕi(x)+ϕi(v) and ϕi(λx) = λϕi(x).
By definition ϕi(x) = 0 if and only if T (x
Tui) = 0n×n. Since x
Tui ∈ ρ(U)
and ρ(U) ∩ ker(T ) = {0n×n} (by Lemma 3.13 (iii)), we find that ϕi(x) = 0
if and only if x = 0. Thus ϕi is a linear injection, and hence a linear
isomorphism.
(vi) Clearly we can take c1 = 1. Suppose then that 2 ≤ i ≤ s. Let
x ∈ Kn \ {0} and consider
T (xT (u1 + ui)) = T (x
Tu1) + T (x
Tui) = ϕ1(x)
Tw1 + ϕi(x)
Twi.
By Corollary 3.10, the image of xT (u1 + ui) under T must have rank 0 or
1. Since x is non-zero and both ϕ1 and ϕi are linear isomorphisms, we must
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have that ϕ1(x) 6= 0 6= ϕi(x). Since w1 and wi are linearly independent, in
order for ϕ1(x)
Tw1+ϕi(x)
Twi to have rank 0 or 1, we require that ϕ1(x) =
cxϕi(x) for some cx ∈ K \ {0}. We show that this scalar is independent of
x.
If y = λx for λ 6= 0, then
ϕ1(y) = λϕ1(x) = λcxϕi(x) = cxϕi(y)
and so we deduce that cx = cy.
Suppose then that x and y are linearly independent. Since ϕi is an iso-
morphism, we see that ϕi(x) and ϕi(y) are linearly independent too. Then
cyϕi(y) + cxϕi(x) = ϕ1(y) + ϕ1(x) = ϕ1(y + x)
= cy+xϕi(y + x) = cy+xϕi(y) + cy+xϕi(x),
giving cy = cx = cy+x. Thus for all x, y ∈ K
n\{0} we found that cx = cy 6= 0.
In other words, ϕ1 = cϕi for some c ∈ K \ {0}. 
We are now in position to prove the main result of this section.
Theorem 3.16. Let n ≥ 1 and let K be a field in which every polynomial of
degree n has a root. The linear maps preserving the L relation on Mn(K) are
precisely those of the form A 7→ PAX, where P ∈ GLn(K) and X ∈Mn(K).
Proof. We have already observed in Corollary 3.7 that each such map pre-
serves L. We show that if T : Mn(K) → Mn(K) is a linear map preserving
L, then there exist P ∈ GLn(K) and X ∈ Mn(K) such that T (A) = PAX
for all A ∈ Mn(K). Let VT ⊆ K
n be the subspace defined before Lemma
3.13, and let U be a subspace satisfying Kn = VT ⊕U . Let {v1, . . . , vk} be a
basis of VT and {u1, . . . , us} (where s = n− k) be a basis of U . By Lemma
3.15(ii) there exist non-zero vectors w1, . . . , ws ∈ K
n with T (Lui) = Lwi . For
i = 1, . . . , s, let ϕi be the linear isomorphisms described in Lemma 3.15(v).
By Lemma 3.15(vi) there exist non-zero scalars ci such that ϕ1 = ciϕi.
Since {u1, . . . , us, v1, . . . , vk} is a basis for K
n, we can define a linear map
χ : Kn → Kn by χ(ui) = c
−1
i wi for i = 1, . . . , s and χ(vi) = 0 for
i = 1, . . . , k.
Since ϕ1 : K
n → Kn is a linear isomorphism there exists a unique P ∈
GLn(K) with ϕ1(y) = yP
T for all y ∈ Kn. Likewise, since χ : Kn → Kn is
a linear map there exists X ∈Mn(K) such that χ(y) = yX for all y ∈ K
n.
We claim that T (A) = PAX for all A ∈Mn(K). Since both sides of the
equation are linear in A, it will suffice to show that T (A) = PAX for all A
in some basis for Mn(K). Since {u1, . . . , us, v1, . . . , vk} is a basis for K
n, we
have a basis {eTj ui | 1 ≤ j ≤ n, 1 ≤ i ≤ s} ∪ {e
T
j vi | 1 ≤ j ≤ n, 1 ≤ i ≤ k}
for Mn(K). Now for 1 ≤ j ≤ n and 1 ≤ i ≤ k we have
P (eTj vi)X = Pe
T
j (viX) = Pe
T
j χ(vi) = Pe
T
j 0 = 0n×n = T (e
T
j vi),
since eTj vi ∈ ρ(VT ) = ker(T ) by Lemma 3.13(ii). Furthermore, for 1 ≤ j ≤ n
and 1 ≤ i ≤ s we have
P (eTj ui)X = (Pe
T
j )(uiX) = ϕ1(ej)
Tχ(ui) = c
−1
i ϕ1(ej)
Twi
= ϕi(ej)
Twi = T (e
T
j ui),
using Lemma 3.15 parts (v) and (vi). 
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By a left-right dual arguments (replacing row spaces with with column
spaces throughout the above) one obtains:
Theorem 3.17. Let n ≥ 1 and let K be a field in which every polynomial of
degree n has a root. The linear maps preserving the R relation onMn(K) are
precisely those of the form A 7→ XAP , where P ∈ GLn(K) and X ∈Mn(K).
Remark 3.18. For K = R every polynomial of odd degree has a root in
R. Thus in odd dimensions Theorems 3.16 (respectively, Theorem 3.17)
completely describes the linear preservers of L (respectively, R) on Mn(R).
We shall see below (Example 3.21) that when n is even there are L-preservers
on Mn(R) of other kinds.
3.3. Some examples. Next we provide some examples of non-bijective lin-
ear L-preservers that do not fit the conditions of the above theorems. We
shall use the following lemma to construct these examples, and also later to
give a general description of H-preservers (Theorem 4.3).
Lemma 3.19. Let n ≥ 2 and matrices C1, C2, . . . , Cn ∈ Mn(K) be a basis
for a subspace of Mn(K) whose non-zero elements lie in single L-class LX .
Let T : Mn(K) → Mn(K) be the linear map defined by T (A) =
∑n
i=1 ai1Ci
for all A = (aij) ∈Mn(K). Then:
(i) T preserves L;
(ii) if rkX > 1, then T is not of the form given in (1);
(iii) if rkX = n, then T also preserves H.
Proof. (i) To show that T preserves the L relation, consider matrices A =
(aij), B = (bij) ∈Mn(K) such that ALB. Then the conditions a11 = a21 =
. . . = an1 = 0 and b11 = b21 = . . . = bn1 = 0 either both hold or both do
not hold. If they both hold, then T (A) = T (B) = 0n×n. Otherwise, T (A)
and T (B) are both contained in LX . In both cases we have T (A)LT (B).
Hence, T preserves L.
(ii) Let rkX > 1 and suppose for a contradiction that there exist P ∈
GLn(K) and X ∈ Mn(K) such that for all A ∈ Mn(K), T (A) = PAX.
Then there exists Y ∈ Mn(K) such that Y X has rank 1 (for example, if
row i of X is non-zero, then the matrix with first row equal to the standard
basis element ei and all other rows equal to zero has this property). But
now T (P−1Y ) has rank 1, contradicting the fact that the image of T lies in
LX ∪ {0}.
(iii) If X has rank n, then LX = HX = GLn(K), and the argument given
in part (i) demonstrates that T preserves H. 
Of course, there is an obvious dual statement which yields a construction
of maps preserving R (and where appropriate also H). The following is a
very concrete example of the construction in Lemma 3.19.
Example 3.20. Let T : M2(R)→M2(R) be the following linear map:
T
(
a b
c d
)
=
(
a a− c
c a+ c
)
= a
(
1 1
0 1
)
+ c
(
0 −1
1 1
)
.
Note that det
(
a a−c
c a+c
)
= a2+ c2 ≥ 0 with equality if and only if a = c = 0.
Hence, by Lemma 3.19, T preserves L and H but is not of the form given
in (1).
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The following example is based on a construction of Petrovic´ [15].
Example 3.21. Let K be R (or indeed any ordered field), and let n be
even. Consider the matrices:
C2k−1 = E2k−1,1 + E2k,2 and C2k = E2k,1 − E2k−1,2
for k = 1, . . . , n2 where Ei,j denotes the element of Mn(K) with 1 in position
(i, j) and zeros elsewhere.
It can be directly verified that these matrices are linearly independent
and generate a subspace V in which all non-zero matrices have rank 2; see
[15, Proposition 1] in the case K = R and the proof given there goes through
unchanged for any ordered field (since ordered fields have the property that
x2 + y2 = 0 only if x = y = 0). Moreover, all the matrices Ci, and hence
all matrices in V , have row spaces contained in the span of the row vectors
e1 and e2. Since the non-zero matrices in V have rank 2, their row space
must be equal to this span, so they must all be L-related. Thus, the map
T :Mn(K)→Mn(K) given by
T (A) =
n∑
i=1
ai1Ci =


a1,1 −a2,1 0 · · · 0
a2,1 a1,1 0 · · · 0
a3,1 −a4,1 0 · · · 0
a4,1 a3,1 0 · · · 0
...
...
...
...
...
a2m−1,1 −a2m,1 0 · · · 0
a2m,1 a2m−1,1 0 · · · 0


for all A = (aij) ∈Mn(K), satisfies the conditions of Lemma 3.19 and hence
is an L-preserver not of the form obtained in Theorem 3.16.
The following class of examples was considered by Botta [2, Theorem 3
and proof thereof, on page 48].
Example 3.22. Suppose that there exists an irreducible polynomial f(x) ∈
K[x] of degree n ≥ 2. Let C be any matrix in Mn(K) whose minimal
polynomial is f(x). (For example, one could take C to be the companion
matrix of f(x)). Then I, C,C2, . . . , Cn−1 satisfy
det(λ1I + λ2C + λ3C
2 + · · ·+ λnC
n−1) = 0 ⇐⇒ λ1 = λ2 = . . . = λn = 0,
and hence by Lemma 3.19 the linear transformation T defined as T (A) =∑n
i=1 ai1C
i−1, where A = (aij) ∈ Mn(K), preserves L and H, and T is not
of the form obtained in Theorem 3.16.
Corollary 3.23. Let K = Q be the field of rationals. Then for each n ≥
2 there exist non-bijective linear L and H-preservers that do not fit the
conditions of Theorem 3.16.
4. The H relation
In this section we consider linear maps on Mn(K) preserving the H-
relation. A linear map on Mn(K) is called an invertibility preserver (or
by some authors, a non-singularity preserver) if it preserves the set of in-
vertible matrices. Our main result is that non-zero H-preservers coincide
exactly with invertibility preservers. When the field is algebraically closed,
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it is well known that the only invertibility preservers are the maps of Lemma
2.4. Over an arbitrary field, linear maps preserving invertibility have been
fully described by de Seguins Pazzis [17] in the following theorem:
Theorem 4.1. [17, Theorem 2] Let n ≥ 2, K be any field, and T : Mn(K)→
Mn(K) be a linear non-singularity preserver. Then:
(i) either T is bijective and then there exist P,Q ∈ GLn(K) such that
T (A) = PAQ for all A ∈Mn(K) or T (A) = PA
TQ for all A ∈Mn(K);
(ii) or there exist an n-dimensional subspace V of Mn(K) contained in
GLn(K) ∪ {0n×n}, an isomorphism α : K
n → V , and a non-zero x ∈ Kn
such that
T (M) = α(MxT ) ∀M ∈Mn(K) or T (M) = α(M
TxT ) ∀M ∈Mn(K).
Our strategy is to prove directly that non-zero H-preservers also preserve
invertibility, and then use Theorem 4.1 to show that every invertibility pre-
server also preserves H. First we prove the following lemma.
Lemma 4.2. Let K be any field and R :Mn(K)→Mr(K) be a linear map
such that R(GLn(K)) ⊆ GLr(K). Then n ≤ r.
Proof. Let k be such that r2 − k is the dimension of the image of R (that
is, the rank of R). Then, by the rank-nullity theorem, the kernel of R has
dimension n2− r2+k. Let V be an (r2− r)-dimensional subspace of Mr(K)
consisting entirely of singular matrices (for example, the set of matrices with
first row equal to 0). Since Im(R) has codimension k in Mr(K) and V has
dimension r2−r, the intersection Im(R)∩V has dimension at least r2−r−k.
Consider the subspace U = R−1(Im(R)∩V ) of Mn(K). The image R(U)
is contained in V , so it consists of singular matrices. Since R(GLn(K)) ⊆
GLr(K), the space U must therefore consist of singular matrices. The great-
est dimension of a subspace of singular matrices in Mn(K) is n
2−n (by for
example [17, Theorem 4(a)]), so we must have dim(U) ≤ n2 − n. On the
other hand, since U is defined as the preimage under R of a subspace of
dimension at least r2− r− k, it contains the kernel of R (which has dimen-
sion n2 − r2 + k) and has image with dimension at least r2 − r − k, so the
rank-nullity theorem applied to the restriction of R to U gives dim(U) ≥
(n2−r2+k)+(r2−r−k) = n2−r. Thus we find that n2−n ≥ dim(U) ≥ n2−r,
giving n ≤ r. 
Theorem 4.3. Let K be any field and T : Mn(K) → Mn(K) be a lin-
ear map. Then T preserves H if and only if either T = 0 or T preserves
invertibility.
Proof. For the direct implication, suppose for a contradiction that T pre-
serves H, but is non-zero and does not preserve invertibility. Since GLn(K)
is a single H-class we have T (GLn(K)) ⊆ HX for some matrix X of rank
r, where 0 < r < n because T is non-zero and does not preserve invert-
ibility. Without loss of generality, we may assume that X is equal to the
partial identity In(r) := diag(1, . . . , 1︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
n−r
). Indeed, if not, then there
exist P,Q ∈ GLn(K) such that PXQ = In(r), and using Lemma 2.4(i) we
may replace T with the map Mn(K)→Mn(K), A 7→ PT (A)Q.
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It is easy to see that HIn(r) consists of the set of n × n matrices with an
r × r invertible matrix in the top left corner, and zeros elsewhere. Thus T
determines a linear map R :Mn(K)→Mr(K) with R(GLn(K)) ⊆ GLr(K).
By Lemma 4.2, n ≤ r, which is a contradiction.
For the converse implication, we use the results of de Seguins Pazzis [17].
It is clear that the zero map preserves H. By Theorem 4.1(i) the bijective
invertibility preservers are the standard maps shown in Lemma 2.4 to be
H-preservers. By Theorem 4.1(ii) the non-bijective invertibility preservers
have one of the following forms:
T (M) = α(MxT ) ∀M ∈Mn(K) or (2)
T (M) = α(MTxT ) ∀M ∈Mn(K), (3)
where V is an n-dimensional subspace of Mn(K) contained in GLn(K) ∪
{0n×n}, x is a non-zero element of K
n and α : Kn → V is an isomorphism.
If we set Ci = α(ei) for each i, then the Cis form a basis for V (and thus
satisfy the conditions in Lemma 3.19 above, recalling that GLn(K) is an
L-class of Mn(K)) and equations (2) and (3) may be rewritten as:
T (M) =
n∑
i=1
(MxT )iCi ∀M ∈Mn(K) or
T (M) =
n∑
i=1
(MTxT )iCi ∀M ∈Mn(K).
Let P be any invertible matrix such that PeT1 = x
T . In the first case,
T decomposes as the composition of the H-preserving (by Lemma 2.4)
map M 7→ MP , with the H-preserving (by Lemma 3.19) map f : A 7→∑n
i=1(Ae
T
1 )iCi =
∑n
i=1 ai,1Ci, where A = (aij) ∈ Mn(K). The second
case is similar, with T decomposing as the composition of the H-preserver
M 7→ MTP , and map f from the first case. Thus in all cases T preserves
H. 
A precise description of the maps which preserve invertibility, and there-
fore of the non-zero H-preservers, is given in Theorem 4.1, which is [17,
Theorem 2].
In the case of bijective maps, we once again obtain a statement which
mirrors a result in the anti-negative semifield case [6], and therefore applies
to semifields in general.
Theorem 4.4. Let S be a semifield and T : Mn(S)→Mn(S) be a bijective
linear map. Then the following are equivalent:
(i) T preserves H;
(ii) T preserves ≤H;
(iii) there exist P,Q ∈ GLn(S) such that either T (A) = PAQ for all
A ∈Mn(S) or T (A) = PA
TQ for all A ∈Mn(S).
Proof. The case where S is an anti-negative semifield follows from [6, Corol-
lary 4.4] so by Proposition 2.1 we may assume that S is a field K. That (iii)
implies (ii) is Lemma 2.4, while that (ii) implies (i) is immediate from the
definition. Finally, if (i) holds, so T preserves H, then by Theorem 4.3 T
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preserves invertibility, and since T is bijective Theorem 4.1(i) ensures that
it has the form given in (iii). 
Over an algebraically closed field, or more generally in a field with enough
roots, we obtain a very simple description of the H-preservers.
Corollary 4.5. Let n ∈ N and let K be a field in which every polynomial
of degree n has a root. Let T : Mn(K) →Mn(K) be a linear map. Then T
preserves H if and only if one of the following holds:
• T = 0;
• there exist P,Q ∈ GLn(K) such that T (A) = PAQ for all A ∈
Mn(K);
• there exist P,Q ∈ GLn(K) such that T (A) = PA
TQ for all A ∈
Mn(K).
Proof. If n = 1 then every linear map T : M1(K) → M1(K) clearly has
one of the required forms, so suppose n ≥ 2. If T preserves H then by
Theorem 4.3 either T = 0 or T preserves invertibility. In the latter case, if
T is bijective then it has one of the required forms by Theorem 4.1(i). If T
is not bijective then by Theorem 4.1(ii) it has the form
T (M) = α(MxT ) ∀M ∈Mn(K) or T (M) = α(M
TxT ) ∀M ∈Mn(K),
(4)
where V is an n-dimensional subspace of Mn(K) contained in GLn(K) ∪
{0n×n}, x is a non-zero element of K
n and α : Kn → V is an isomorphism.
We prove that such a subspace V cannot exist. Indeed, if it does, choose a
basis {B1, . . . , Bn} for V . Then by Lemma 3.8 some non-trivial combina-
tion of the basis elements has rank strictly less than n, which contradicts
either the linear independence of the basis or the fact that V is contained
in GLn(K) ∪ {0n×n}.
The converse follows from Lemma 2.4 and the obvious fact that the zero
map preserves H. 
As a corollary, we obtain a slight strengthening of a theorem of Botta
[2, Theorem 2], which to the best of our knowledge has not appeared in the
literature before. (The original form requires the slightly stronger hypothesis
that the field is algebraically closed.)
Corollary 4.6. Let n ∈ N and let K be a field in which every polynomial
of degree n has a root. If T : Mn(K) → Mn(K) is linear and preserves
invertibility, then T is bijective and also preserves singularity.
Proof. If T preserves invertibility then clearly it is non-zero and by Theo-
rem 4.3 it preserves H, so it has either the second or the third form given
in Corollary 4.5. It is easy to see that each of these forms gives a bijective
map which also preserves singularity. 
The situation is more complicated in the case of non-bijectiveH-preservers
over a field which is not algebraically closed. Indeed, as noted in [18], the rep-
resentation of complex numbers, quaternions, and octonions, respectively,
by matrices over the real numbers provide examples of non-zero linear non-
bijective maps on M2(R), M4(R) and M8(R), respectively, that preserve
invertibility, and hence, the H relation. By applying the celebrated “1,2,4,8
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Theorem” of Bott, Kervaire and Milnor [1, 10], de Seguins Pazzis [17, Propo-
sition 8] showed that invertibility preservers in Mn(R) are bijective for all n
except 2, 4 and 8. Combining with Theorem 4.3 we have:
Corollary 4.7. If n /∈ {2, 4, 8} then every linear H-preserver on Mn(R) is
either zero or bijective.
5. The J relation
Two elements of Mn(K) are J -related precisely if they have the same
rank and the J -order corresponds exactly to the natural order on ranks
(see [14, Lemma 2.1]). For r = 0, . . . , n we denote the set of matrices of
rank r by Jr.
Lemma 5.1. Let K be a field and n a natural number.
(i) For 0 ≤ r ≤ k ≤ n, every rank r matrix in Mn(K) can be written as
a sum of two rank k matrices.
(ii) For 3 ≤ r ≤ n, every rank r matrix in Mn(K) can be written as a
sum of two rank r − 1 matrices.
Proof. A rank r matrix A can be written as A = PIn(r)Q, where In(r) =
diag(1, . . . , 1︸ ︷︷ ︸
r
, 0, . . . , 0︸ ︷︷ ︸
n−r
) is a partial identity and P,Q ∈ GLn(K). Thus it
suffices to show that each partial identity In(r) can be written as a sum of
two matrices of appropriate rank. In both parts, we consider separately the
case where K is the 2-element field.
(i) Suppose first that K has more than 2 elements. Then for all 0 ≤ r ≤
k ≤ n we may choose any h ∈ K \ {0, 1} and write
In(r) = diag(1− h, . . . , 1− h︸ ︷︷ ︸
r
, 1, . . . , 1︸ ︷︷ ︸
k−r
, 0, . . . , 0) +
diag(h, . . . , h︸ ︷︷ ︸
r
,−1, . . . ,−1︸ ︷︷ ︸
k−r
, 0, . . . , 0).
It is clear that these two diagonal matrices are of rank k.
If K is the 2-element field then for all 0 ≤ r ≤ k < n, we have
In(r) =
(
In(r) +
k∑
i=1
Ei,i+1
)
+
(
k∑
i=1
Ei,i+1
)
,
where Ex,y denotes the matrix with 1 in the (x, y) position and 0 elsewhere.
It is clear that each of the bracketed expressions in the equation above is
a matrix with exactly k non-zero rows, and straightforward to verify that
both matrices have rank k. In the case where k = n, we have that
In(r) =
(
In(r) + In(1) + En,1 +
n−1∑
i=1
Ei,i+1
)
+
(
In(1) + En,1 +
n−1∑
i=1
Ei,i+1
)
.
Again, it is easy to see that the two matrices have n non-zero rows and a
straightforward calculation reveals that both have rank n. This completes
the proof of part (i).
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(ii) If K has more than 2 elements, then for all 3 ≤ r ≤ n and choosing
any h ∈ K \ {0, 1} we have
In(r) = diag(1− h, . . . , 1− h︸ ︷︷ ︸
r−2
, 1, 0, 0, . . . , 0︸ ︷︷ ︸
n−r
) + diag(h, . . . , h︸ ︷︷ ︸
r−2
, 0, 1, 0, . . . , 0︸ ︷︷ ︸
n−r
).
and it is clear that these two matrices have rank r − 1.
If K is the 2-element field then for all 3 ≤ r ≤ n we may write
In(r) =
(
A1 0
0 B1
)
+
(
A2 0
0 B2
)
where
A1 =

1 1 01 1 0
0 0 1

 , A2 =

0 1 01 0 0
0 0 0

 ,
and B1, B2 are (n−3)×(n−3) matrices of rank r−3 which sum to In−3(r−3).
Such matrices exist by part (i). Since A1 and A2 have rank 2, it is easy to
see that this writes In(r) as a sum of two rank r − 1 matrices. 
Once again, the following statement applies to semifields in general, be-
cause the result we establish here for fields mirrors the existing result for
anti-negative semifields.
Theorem 5.2. Let S be a semifield and T : Mn(S)→Mn(S) be a bijective
linear map. Then the following are equivalent:
(i) T preserves J ;
(ii) T preserves ≤J ;
(iii) T preserves H;
(iv) T preserves ≤H;
(v) there exist P,Q ∈ GLn(K) such that either T (A) = PAQ for all
A ∈Mn(K) or T (A) = PA
TQ for all A ∈Mn(K).
Proof. The equivalence of (iii), (iv) and (v) is Theorem 4.4 above. The case
where S is an anti-negative is [6, Corollary 4.4]. It will thus suffice to show
the equivalence of (i), (ii) and (v) in the case that S = K is a field. That (v)
implies (ii) is given by Lemma 2.4, while that (ii) implies (i) is immediate
from the definitions. It remains only to show that (i) implies (v). We shall
do this by proving that (i) implies T preserves rank 1 matrices, at which
point Theorem 2.3 gives (v).
Suppose then that T preserves J . Then for each r = 0, . . . , n we have
T (Jr) ⊆ Jσ(r) where σ maps {0, . . . , n} to itself. In fact, since T is bijective,
we must have that σ is a permutation and T (Jr) = Jσ(r) for each r. Since
T is linear we have σ(0) = 0. We claim that σ(1) = 1. If n = 1 this is clear,
so suppose from now on that n ≥ 2.
Suppose for contradiction that k = σ−1(1) > 1. (That is, T (Jk) = J1,
where k > 1.) Let Y be a non-zero matrix of rank strictly less than k. By
Lemma 5.1(i) we can write Y as a sum of two matrices of rank k and hence
T (Y ) as a sum of two matrices of rank 1. It follows that T (Y ) has rank at
most 2. Since we have already observed that T (J0) = J0 and T (Jk) = J1,
we must therefore have that T (Y ) has rank 2. If k > 2 this immediately
gives a contradiction, since multiple J -classes (namely, J1, . . . ,Jk−1) will
20 A. GUTERMAN, M. JOHNSON, M. KAMBITES, A. MAKSAEV
be mapped to J2. Thus we must have k = 2, or in other words T (J2) = J1,
and by the argument just given, T (J1) = J2.
For n ≥ 3, Lemma 5.1(ii) allows us to express a matrix of rank 3 as a
sum of two matrices of rank 2. Since T (J2) = J1 this means that the image
of any rank 3 matrix can be expressed as the sum of two rank 1 matrices,
and hence has rank at most 2. Thus, T (J3) ⊆ J0 ∪ J1 ∪ J2. But this gives
a contradiction since we have already seen that T permutes J -classes and
T (J0) = J0, T (J2) = J1 and T (J1) = J2 and so we cannot map J3 to any
J -class of lower rank.
For n = 2, we use two more arguments to obtain a contradiction, the
first of which applies only in the case where the field contains at least five
elements. Let Ω be a set of 2 × 2 matrices, and consider the following
question: do there exist two matrices A and B (not necessarily in Ω) such
that the set of scalars {λ | A + λB ∈ Ω} has cardinality in {1, 2}? Clearly
this is a purely linear property of Ω as a subset of M2(K), so the answer to
this question must be the same for Ω = J1 and Ω = J2 = T (J1) since T is
a linear isomorphism.
For Ω = J1 the answer to this question is positive. For example, taking
A =
(
1 0
0 1
)
and B =
(
0 1
1 0
)
we have that A + λB ∈ J1 if and only
if λ = 1 or λ = −1 so the given set has cardinality 1 (if the field has
characteristic 2) or 2 (otherwise).
On the other hand, if the field has at least 5 elements then for Ω =
J2 = GL2(K) the answer is negative. Indeed, the non-singularity condition
det(A + λB) 6= 0 is quadratic in λ, so either the determinant is identically
zero (in which case the cardinality of the given set is 0) or else it has at most
two roots (in which case at least 3 = 5 − 2 values of λ do not satisfy it, so
the cardinality of the given set is at least 3).
Thus, we cannot have T (J1) = J2 where the field has 5 or more elements.
There remain only the three finite fields with strictly fewer than 5 elements
and in each case the fact that T (J1) 6= J2 can be seen by simple counting
arguments. Over the 2-element or 4-element fields the number of non-zero
2 × 2 matrices is odd, so J1 and J2 (whose union gives the set of all such
non-zero matrices) cannot have the same cardinality. Over the 3-element
field it is well known and easy to calculate that |J1| = 32 and |J2| = 48.
Thus in each of these remaining small cases there cannot be any bijective
map taking J1 to J2, even without the linearity condition. 
Theorem 5.3. Let K be any field. Then a linear map T : Mn(K)→Mn(K)
preserving J is either the zero map or a bijection.
Proof. If T (J1) = J0, then T is the zero map, since each matrix is a sum of
rank one matrices. Suppose then that there exists A ∈ J1 with T (A) 6= 0n×n.
By part (i) of Lemma 5.1, for each 1 ≤ r ≤ n there exist matrices Br and
Cr of rank r such that A = Br + Cr. Applying T we find that
0n×n 6= T (A) = T (Br) + T (Cr)
and hence for each 1 ≤ r ≤ n we see that T (Jr) 6= J0. Since T preserves J
we deduce that the kernel of T is trivial, so by the rank-nullity theorem T
is bijective. 
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Corollary 5.4. Let K be any field. Then a linear map T : Mn(K) →
Mn(K) preserving ≤J is either the zero map or a bijection.
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