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1．まえがき
組合せ最適化問題の代表的なものとして巡回セールスマン問題（TravelingSalesmanProblem,TSP）が
ある．このＴＳＰの近似解を比較的短時間に求める解法が数多く提案されいる．その中にGeneticA1gorithm，
SimulatedAnnealing，AntSystemTabuSearchなどがあり，これらの解法の多くは，局所探索法（Local
Search,ＬＳ）に対して，自然界のふるまいを巧みに導入することで実現される．このＬＳを用いて得られた
局所解を複数個利用する解法として，遺伝的局所探索法（GeneticLS，GLS）などがある．ＧＬＳは，有限
個の局所解の集合に対して遺伝的操作（選択，交叉，突然変異）を適用し，より優れた局所解へ探索を進め
ることができる．特に，Boeseら1)の観測結果を利用したＧＬＳは，極めて良好な近似解を算出可能である
ことが知られている．
BoeseらはＴＳＰにおいて近傍構造，及び近傍探索オペレーターを用いることにより「BigValley
Structure」が発現することを明らかにした．この構造を巧妙に利用したものとしてＭｅｒｚら5)，Katayama
M)の解法がある．また，Wolpertら2)の「一定条件のもとではどんなアルゴリズムであっても，あらゆる
目的関数について平均をとればアルゴリズムの性能はどれもみな等しい」とする主張を認めると，一般にど
んな問題に対しても優れた解法というのは存在しえない．すなわち優れた解法とは，対象となる問題の性質
を的確に活用したものといえる．こうした観点から本研究では，ＴＳＰに対する優れた解法を構築するには，
問題の性質，または探索空間の構造上の特性を調査する必要があると考え，次の三つの解法で得られた解と
最適解の間に存在する関係について解析する．
ａ）ランダムに生成された解に２－Opt法を実施して算出した局所解．
ｂ）NearestNeighbor法で算出した解．
ｃ）NearestNeighbor法で算出された解に対して，さらに２－Opt法を実施して算出した局所解．
2．ＴＳＰの概要
ＴＳＰとは，〃個の点（都市）
点をただ一度経由する巡回路汀
{c,,c2,…,C,,}，および各二都市間の長さ。(c,,cﾉ)が与えられた時，すべての
(ハミルトン閉路）において，次式を最小化する問題である．
〃－１
ﾉ(汀)=Ｚ
ｊ＝１
α(c宛(j),c"('十,))＋α(c燕("),c宛(1)）
本研究で扱うＴＳＰは，１≦ｊ,/≦〃において，二点cj，ｃﾉ間の双方向の長さが等しい（‘(cj,cﾉ)＝ルノ,ci)）
対称巡回セールスマン問題であり，実行可能解の数は("－１)!/２になる．図lにＴＳＰの簡単な問題例を示す．
図１の節点Ａ～Ｈおよび閉路は，それぞれ都市およびある巡回路を表す．また，枝の重みは都市間の距離
を表す．なお，図に示した巡回路を形成するもの以外の枝は省略している．
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図１８都市（〃＝８）のＴＳＰの例
３．大谷構造（BigVblneyStructure）
大谷構造とは，ある目的関数を最小にする問題を考えるとき，対象となる問題に応じた近傍構造，およ
び近傍探索オペレーターを用いることにより，地形が大局的に見ると真の最適解である極小値に向かって１
つの大きな谷を持つような構造していることである．図２に「BigValleyStructure」を示す．
地形とは，探索空間の構造の複雑さを表す尺度である．直感的には′(Jr)の最適化におけるｙ＝八x)のグラ
フの様子と考えることが出来る．たとえばグラフがすり鉢状で唯一の極値を持つとき′の地形は単純で，
簡単な降下法によって容易に最適解が求まる．このような観点から地形Ａは探索空間Ｓと目的関数′の間
の関係と定義できる．しかし実際には特に組合せ問題の場合，問題の複雑さ，難解さが，解法に用いられる
探索オペレータにも依存するため，Ｓと′だけでは不十分である．そこでReevesら6)は地形Ａを探索空間
Ｓ，目的関数（そして探索空間上に定義された距離ｄの組としてＡ＝(S,八.)と表現した．本研究では，ＴＳＰ
を題材とした探索空間とする．
もし探索空間の地形Ａが大谷構造を持っていれば，局所解は集団となって存在する．したがって，１つ
優秀な解が発見されれば，さらに優秀な解が，その解の比較的近くに存在すると考えられる．つまり，対象
となる問題が大谷構造の性質を持つならば，現在までに得られている最良の解をもとに，新しい解を構築す
ることが有効であると考えられる．
図２BigValleyStructure（大谷構造）
4．局所探索法
実行可能領域に含まれる解の集合Ｆを与えたとき，その近傍Ⅳは以下の写像と定義される3)．
Ⅳ：Ｆ→２Ｆ
ｘＥＦで′(x)≦′(〃ｗｅⅣ(jr)を満足するｘを局所解と呼ぶ．局所探索法の戦略は，現在の解ｘｅＦに対し
てその近傍/v(x)から選ばれる解ｘｉＥⅣ(x)を生成し，その近傍が現在の解よりよい解′(x')＜八x)であれば，
その解に改善｡＝x，)する処理を繰り返すものである最終的に得られる解は局所解になる．
ＴＳＰにおける有名な局所探索法として２－Ｏｐｔ法がある．図３に２０ｐｔ近傍を示す．これは二本の枝を他
の二本の枝と置き換えるものである．
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図３２－Opt近傍の一例
5．ＴＳＰにおけるNeareBtNeighbor法
ＴＳＰにおけるNearestNeighbor法は，〃個の点(Ｃｌ,c2,…,C,,)からランダムに開始点Cjを選ぶ．ここ
で，－度選ばれた点は未使用の点群から使用済の点群に移すものとする．次に未使用の点群の中
から点９に最も近い点cﾉを選び，点Cjとcﾉをつなぎ，ノーノとする．前述の操作を，未使用の点群
が無くなるまで繰り返し，未使用の点群が無くなった場合，現在の点cjと開始点をむすび，ハミ
ルトン閉路を形成して終了する．
前章の局所探索法とは異なり，開始点となることができる点は〃個なので，NearestNeighbor法
で得られる解の個数は最大〃個と限られることがわかる．
本研究では，与えられた問題例に対し，各点（都市）を開始点として，NearestNeighbor法を実施し，
与えられた問題例の点の数（都市数）と同数の解を用いるものとする．
6．ＴＳＰの性質を利用した解法
ＴＳＰの性質を利用している解法としてKatayamaらの遺伝的反復局所探索法と，比較の対象として従来
の反復局所探索法を簡単に説明する．これらの解法の詳細に関しては文献4)を参照．
6.1．反復局所探索法
局所探索法を用いて、優れた近似解を得るためのもっとも簡単な方法は、ランダムな解を発生させ、その
ランダム解に対して局所探索法を許容される時間内に複数回実行する方法がある。これは“ランダム多点局
所探索法'，と呼ばれ、実用上良好な近似解を算出可能である。しかし、全く新しいランダム解から局所探索
法を繰り返したのでは、効率の面での無駄が多い。そこで局所探索法から得られた局所解に適切な変化を与
えて、局所解ではない解にし、その解から再び局所探索法を実施し局所解を得る解法を“反復局所探索法,,
（IteratedLocalSearch,ILS）とよぶ。
6.2．遺伝的反復局所探索法
遺伝的反復局所探索法（GeneticlLS，ＧＬＳ）４)は，従来のILSとは異なり，二つの近似解に含まれる情
報を利用し，最良の局所解からの脱出を行う方法として，遺伝的変換（GeneticTransfbrmation，ＧＴ）を
用いる．ＧＴは，二つの近似解に対して遺伝的な操作を行うことで－つの新しい近似解を生成する．ＧＴの
過程で生成される解は，後に局所探索法によって改善されるため，局所解でない解に変換されると共に異な
る探索空間へ移動する処理が施される．
7．実験方法
TSPLIBから選んだ１００，５３２，７８３都市の問題例（kroA100，kroB100，kroC100，kroD100，kroE100
rdlOOJin318，att532，rat783）に対し，以下の三つの方法を用いてＴＳＰの解の構造を解析する．
ａ）ランダムに生成された解に２－Ｏｐｔ法を実施し，これを２０００回行う．このとき生成された２０００個の
解（局所解）を最適解と比較する．同時に２０００個の局所解のうち，解質が良好な順に１０，５０，１００
個の解を選択する．それらの解の巡路がもつすべての枝を列挙し，すべてに共通する枝がある場合，
それが最適巡路の枝を何％含んでいるか等を調べる．
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b）すべての各点（都市）を出発点としてNearestNeighbor法を実施し，得られた解を最適解と比較す
る．同時に得られた解の内，解質の良好な順に１０，５０，１００個の解を選択する．それらの解の巡路が
もつすべての枝を列挙し，すべてに共通する枝がある場合，それが最適巡路の枝を何％含んでいるか
等を調べる．
c）既にｂ）において，得られているすべての解に２－Ｏｐｔ法を実施し，得られた解（局所解）と最適解を
比較する．ｂ）と同様に選択を行いそれらの解の巡路がもつすべての枝を列挙し，すべてに共通す
る枝がある場合，それが最適巡路の枝を何％含んでいるか等を調べる．
ここで，解質は次式で与えられる．
得られた解長一最適解長解質 ×１００（％）最適解長
また，ｂ)，ｃ）において，NearestNeighbor法を実施して得られる解の個数は問題例の都市数に依存す
るため，ａ）とは異なり，得られた解の個数だけで比較を行うものとする．
8．実験結果
TSPLIBから選んだ１００，５３２，７８３都市の問題例（kroA100，att532，rat783）に対して，それぞれラ
ンダムに生成された解にz0pt法を実施して得られた２０００個の局所解と最適解を比較した結果を図４（a）
～（c）に示す．同様に，同じ問題例に対してNearestNeighbor法を実施し，その得られたすべての解と
最適解を比較した結果を図５（a）～（c）に，更に，それらの解に２－Opt法を実施して得られた解を最適
解と比較した結果を図５（a）～（c）に示す．各図は縦軸が局所解と最適解との長さの差（cost)，横軸は
最適巡路と共通していない枝の本数（edge）とする．
表lの（a）～（c）の内容は，TSPLIBから選んだ１００，５３２，７８３都市の各問題例（上段からkroA100
kroB100，kroC100，kroD100，kron100，rdlOO，lin318，att532，rat783）において．前章で示した三
つの方法で得られた解に対し，良好な解質の順に選択された１０，５０，１００個の局所解を平均した解質をそ
れぞれ示したものである．
表２の（a）～（c）は，表１と同様に各問題例に対して，選択された解の巡路において，すべてに共通
する枝の本数を算出し，その共通する枝と最適巡路の枝との一致率（％)，それらの解において，共通する
枝を含む含有率（％）を示したものである．
9．考察
本実験では，Reevesら6)の地形Ａを表すものとして，探索空間ＳをＴＳＰの実行可能解の集合とし，目的
関数′は最適解と近似解の解長の差，距離ｄは最適解と近似解の差（近似解の枝のうち，最適巡路に含まれ
ない枝の数）にそれぞれ対応している．つまり図４（a）～（c)，図５（a）～（c)，図６（a）～（c）の縦軸
は目的関数′，横軸は距離ｄに対応している．
図４（a）～（c）より，ランダムに生成された解に２－Ｏｐｔ法を実施された局所解は，最適巡路で構成され
る枝を約５０％以上含んでいることがわかった．また，解質が良くなるにつれて最適巡路の枝を多く共有し
ていくことがわかった．よって局所解が最適解に構造的に近づいていくにつれ；解質が良くなる傾向から
大谷構造を持つことが確認できる．
表１（a)，表２（a）より，解質が良くなるにつれ共通な枝は高い確率で最適巡路に含まれるが，表２の
att532rat783の場合のように，共通する枝がすべて最適巡路と一致しない場合が生じた．この理由とし
て，小規模な問題例に比べ，平均の解質が良くなかったことと，局所解の選択数が少ないことなどが考えら
れる．これらの理由から，局所解の選択数を２個とした場合，共通する枝の含有率は上がるかもしれない
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が，最適巡路との一致率は下がると考えられる．つまり，ＧＬＳではいくつかの局所解の集合から，二つの
解を親として選ぶ．このとき，共通する枝を継承する交叉法等を利用する場合，その二つの局所解の巡路に
はいくつかの共通する枝が存在するが，最適巡路ではない枝を子に遺伝させてしまう恐れがある．このよう
な枝が原因で，解が改善されにくくなる可能性があることも考慮できる．
図５（a）～（c）より，NearestNeighbor法で算出された解の巡路は，最適巡路で構成される枝を大体
約７０％程度含んでいることが確認できた．また，NearestNeighbor法で算出された解は，その時点で解の
枝の約７０％は最適巡路に含まれる枝である．これらの解に２－Opt法を実施すると，図６（a）～（c）から，
前時点より最適解の枝を含む比率が引き上げられる傾向がある．これらから，最適解の枝を多く取りいれて
生成した解に，２.Opt法を実施すると大体比率を保つか，もしくは引き上げる効果が期待できる．
ここで，ＴＳＰの性質を的確に利用した解法との違いとして，ＧＬＳとＩＬＳの性能の差について考える．
どちらの解法も現在得られている最良の解を用いて，解を再構成していることから，大谷構造の特性を
利用していることがわかる．よって，ＧILSとＩＬＳの性能の差は，ＧILSが局所解の特性を利用してＩＬＳ
より積極的に最適巡路に近づける点だと考えられる．ＧILSは，局所解どうしに共通する枝は最適巡路に含
まれる枝である確率が高いことから，二つの解にある枝の中から最適巡路の枝を遺伝的操作により選定し，
それをもとにＧＴ技法によって新しい解を構成している．ＧＴ技法とNearestNeighbor法は解を構成する
操作が類似していることから，NearestNeighbor法と同じ様な特性を持つと予想される．そうすると，ＩＬＳ
と比べた場合，ＧILSのほうが多くの最適巡路に含まれる枝を含んでいる局所解を算出すると思われる．こ
れがＩＬＳよりＧILSのほうが高品質な解を算出可能な理由の一つであると思われる．
１０むすび
本論文では，２－Opt法により算出された局所解，NearestNeighbor法により算出された解，Nearest
Neighbor法により算出された解に２－Opt法を実施した局所解，これら三つの方法で得られた解と最適解の
間に存在する関係の解析を行った．解析の結果から，NearestNeighbor法により算出された解の性質，ま
た２－Ｏｐｔ法により算出された局所解の性質を知ることができた．そしてこれらの性質から，ＴＳＰの探索空
間における大谷構造の存在を確認し，ＧＬＳにおける遺伝的操作として，共通する枝を継承する交叉法等を
使用したときの問題点を提示することができた．また，ＴＳＰの性質を多く取り入れた解法が有効であるこ
とを，ＩＬＳとＧＩＬＳの比較によって考察した．
他の組合せ最適化問題に対する大谷構造の存在の有無に関する研究は，最近行われ始めたばかりであり，
効率的に問題を解くための有益なカギになり得る．今後，更に解析を行い，ＴＳＰや他の最適化問題に対す
る新しいまたは既存する解法の改良を模索する予定である．
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表１（a）ランダムに発生させた解に２－Opt法を実施して算出した
解の集合から，解質の良好な順に各選択数で選出したときの平均解質(％）
表１（b)NearestNeighbor法により算出した
解の集合から，解質の良好な順に各選択数で選出したときの平均解質(％）
表１（c）NearestNeighbor法で算出した解に２－Opt法を実施して算出した
解の集合から，解質の良好な順に各選択数で選出したときの平均解質(％）
1０ 5０ 1００ 2000
kroA100 1．３７１ 2.189 2．７６２ ８．９２２
kroB100 1．６５１ 2.725 3.340 8．４５１
kroC100 1．１７４ 2.362 3.033 9.730
kroD100 2．１５０ 3.243 3.730 9.041
kronlOO 2．２７９ 3.214 ３．６９６ 8.793
rdlOO 1.862 3．１９１ 3.972 1０．０７１
ｌｉｎ３１８ 5．８４４ 6.449 6.849 1０．５４０
att532 7.136 7．７４１ 8.080 1０．９９１
rat783 9．７８１ 1０．２７６ 1０．５４４ 1２．７６２
1０ 5０ 100 全体
kroA100 2０．７２ 2３．９６ 27.09
kroB100 1７．８０ 21.86 26.05
kroC100 1５．２６ 2０．４３ 2６．１８
kroD100 1７．９３ 2４．８５ 29.00
kroE100 14.04 1９．４２ 24.09
rdlOO 2１．０５ 2４．４７ 2７．８２
ｌｉｎ３１８ 1８．６７ ２１．０５ 22.04 2５．３０
att532 2０．８９ 2２２９ 2３．２８ 2７．２１
rat783 1９．８３ ２１．８３ 2３．０１ 2７．３１
1０ 5０ 100 全体
kroA100 3．１２ 4．２４ 6.02
kroB100 3.03 4．６５ 6．３９
kroC100 3．６６ 5．８７ 7．３０
kroD100 ３．９９ 6．９４ 9．１６
kroE100 1．８７ 4．０２ 6.05
rdlOO 4.07 5．６５ 7．７６
lｉｎ３１８ ５．５３ 6．４７ 6．９３ 8．５５
att532 ５．８６ 6．３５ 6．６９ 8．１８
rat783 ６．６６ 6．９７ 7．１９ 8．４３
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表２（a）ランダムに発生させた解に２－Opt法を実施して算出した解の集合から，解質の
良好な順に各選択数で選出したとき，それらすべてに共通した枝と最適巡路の枝との関係
ｋＡ１００６２１０００６２０４２１０００４２０３０１０００３００
ｋＢ1００４８１０００４８０２７１０００２７０２１１０００２１０
ｋＣ1００６９１０００６９０３６１０００３６０３２１０００３２０
ｋ，1００４５１０００４５０３１１０００３１０２５１０００２５０
ｋⅡ１００４７１０００４７０２４１０００２４０２０１０００２００
．１００５７１０００５７０２８１０００２８０１８１０００１８０
１３１８１３６１０００４２８７３１０００２３０５３１０００l６７
ｔｔ５３２１２４９８４２３３５８１０００１０９３７１０００７０
ｔ7８３１４１９９３１８０５３１０００６８３９１０００５０
表２（b）NearestNeighbor法により算出した解の集合から，解質の
良好な順に各選択数で選出選出したとき，それらすべてに共通した枝と最適巡路の枝との関係
ｋＡ１００５８８７９３５８０４２９２８６４２０３０９３３３３００
ｋＢ１００７４８５１４７４５１９２１６５１０３１９６７８３１００
ｋc１００８５７８８２８５０４５９３３３４５０３４１００００ＭＯ
ｋＤ１００８５７２９４８５４８８１２５４８０３３９０９１３３０
ｋⅡ１００６９７８２６６９０４４９５４５４４０３３９６９７３３０
．１００６４７０３１６４０３８８６８４３８００３０８６６７３００
１，３１８２１２８８６８６６６７１８８９０９６５９１２１５７９６８２４９３７
ｔt５３２３９８７７３９７４８１３０７８４６９５７７１２８９８５１２５４３２
ｔ7８３７４３７２４１９４８９４３９８８３８５６０７４０８８９２２５２１１
表２（c）NearestNeighbor法で算出した解に２－Opt法を実施して算出した解の集合から，解質の
良好な順に各選択数で選出したとき，それらすべてに共通した枝と最適巡路の枝との関係
ｋＡ１００８０９２５８００５１１０００５１０３７１０００３７０
ｋＢ１００６５９８５６５０３８１０００３８０２３１０００２３０
ｋＣ1００６４９６９６４０３６１０００３６０２５１０００２５０
ｋ，１００６１９３４６１０３７１０００３７０２６１０００２６０
ｋ回１００８０７７５８００３５１０００３５０３０１０００３００
．１００５５９２７５５０３３１０００３３０１８１０００１８０
１，３１８１８３９９５５７５１３４１０００４２１１１４１０００３５８
ｔt５３２２８４５３４９３０１３３９９３２５０９５１０００１７９
ｔ7８３３２３９５０４１３１６８９８８２１５１３６９９３１７４
1０
本数 一致率(％）
含有率
(％）
5０
本数 一致率(％）
含有率
(％）
1００
本数 一致率(％）
含有率
(％）
kroA100 6２ 100.0 62.0 4 100.0 4２．０ 3０ 100.0 30.0
kroB100 4８ 100.0 4８．０ 2 100.0 27.0 2１ 100.0 21.0
kroC100 6９ 100.0 6９．０ 3 100.0 36.0 3２ 100.0 32.0
kroD100 4５ 100.0 45.0 3 100.0 ３１．０ 2５ 100.0 25.0
kroE100 4７ 100.0 47.0 2 100.0 24.0 2０ 100.0 ２ ．０
rdlOO 5７ 100.0 57.0 2 100.0 28.0 1８ 100.0 18.0
318 1３６ 100.0 4２．８ 7３ 100.0 2 ．０ 5３ 100.0 1６．７
att532 1２４ 98.4 2３．３ 5８ 100.0 1０．９ 3 100.0 7.0
rat783 1４ 99.3 1８．０ 5３ 100.0 ６．８ 3９ 1 ０． 5.0
1０
本数 一致率(％）
含有率
(％）
5０
本数 一致率(％）
含有率
(％）
1００
本数 一致率(％）
含有率
(％）
kroA100 5８ 87.93 58.0 4 92.86 42.0 3０ 93.33 30.0
kroB100 7４ 8５．１４ 7４ 5１ 9２．１６ 5１．０ 3１ 9６．７８ 31.00
kroC100 8５ 7８．８２ 85.0 4 ９３．３３ 45.0 3４ 1００．００ 34.0
kroD100 8５ 7２．９４ 8５ 4８ 8１．２ 48.0 3３ 9０．９１ 3３．０
kroE100 6９ 7８．２６ 69.0 4 9５．４５ 4４．０ 3３ 9６．９７ 3３．０
rdlOO 6４ 7０． １ 64.0 3８ 8６．８４ 38.00 3０ 8６．６７ 30.0
318 2１２ 8 ．６８ 66.67 1８８ 9０．９６ 5９．１２ 1５７ 9６．８２ 49.37
att532 398 7７．３９ 7４．８１ 307 84.69 5７．７１ 2８９ 8５．１２ 5４．３２
rat783 7４３ 7 ． １ 94.89 439 88.38 56.07 408 8９．２２ 5２．１１
1０
本数 一致率(％）
含有率
(％）
5０
本数 一致率(％）
含有率
(％）
1００
本数 一致率(％）
含有率
(％）
kroA100 8０ 9２．５ 80.0 5１ 100.0 51.0 3７ 100.0 37.0
kroB100 6５ 9８．５ 65.0 3８ 100.0 38.0 2３ 100.0 23.0
kroC100 6４ 9６．９ 64.0 3６ 100.0 3６．０ 2５ 100.0 25.0
kroD100 ６１ 9３．４ ６ ．０ 3７ 100.0 3７．０ 2６ 100.0 26.0
kroE100 8０ 7７．５ 8 ．０ 3５ 100.0 35.0 3０ 100.0 30.0
rdlOO 5５ 9 ．７ 55.0 3３ 100.0 33.0 1８ 1００．０ 18.0
318 1８３ 9９．５ 5７．５ 1３ 100.0 4２． 114 100.0 3５．８
att532 284 5３．４ 93.0 1３３ 9９．３ 25.0 9５ 1００．０ 1７．９
rat783 3２３ 95.0 4１．３ 1６８ 9８．８ ２１．５ 1３ 9９．３ 1７４
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図４ランダムに発生させた解に２－Opt法を実施
して算出した解の集合と最適解との関係
図５すべての都市を開始点としたNearest
Neighbor法で算出した解の集合と最適解との関係
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図６NearestNeighbor法により算出した解に２－Opt法
を実施して算出した解の集合と最適解との関係
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Analysiso歪LocalOptimaStructureinthemPaveling
SalesmanProblem
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TheTravelingSalesmanProblem（TSP）ｉｓｏｎｅｏｆｔｈｅｍｏｓｔｗｅｌｌｋｎｏｗｎｃｏｍｂｉｎａtorialoptimization
problems・Manyheuristicalgorithmshavebeendevelopedtofindnear-optimalsolutionswithin
reasonabletimes,fbrexampletheGeneticA1gorithm，SimulatedAnnealing,AntSystem，TabuSearch，
etc・GenerallythesealgorithmsarebasedonaLocalSearch(LS).ＡＧｅｎｅｔｉｃＬＳ(GLS)isanalgorithm
thatincorporatestheLSintoaGeneticA1gorithm・GLSalgorithmsareabletofindgoodlocaloptimaby
applyinggeneticoperators（selection，crossover,mutation）toseverallocaloptimamapopulation・
Particularly，GLSthatuseanobservationresultoｆＢｏｅｓｅｅｔａＬａｒｅｋｎｏｗｎｔｏｂｅａｂｌｅｔｏｆｉndexcellent
solutiona
Boeseetal・havereportedthatthesolutionspaceoftheTSPhasacharactercalled“bigvalley
structure，,､ThealgoｒｉｔｈｍｓｐｒｏｐｏｓｅｄｂｙＭｅｒｚｅｔａＬａｎｄＫａｔａｙａｍａｅｔａｌ・utilizethischaractertoobtain
muchimprovedsolutions・However,accordingtoWolpertetal.,therearenoalgorithInsthatcanobtain
verygoodsolutionswithoututilizingsuitablecharacteristicsofaspecificproblem・Ｆｒｏｍｔｈｉｓｐｏｉｎｔｏｆ
ｖｉｅｗ,ｉｔｉsimportanttoknowthecharacteristicsoftheTSEInthispaper,weanalyzerelationsbetween
thegloballyoptimalsolutionsandeachsolutionobtainedbythefbllowingthreealgorithms：
ａ）Thelocaloptimalsolutionsobtainedbya2-Optlocalsearchstartingfromrandom
solutions．
ｂ）Thesolutionsobtainedbyanearestneighborheuristic．
ｃ）Thelocaloptimalsolutionsobtainedbya2-Optlocalsearchstartingfromsolutions
obtainedbyanearestneighborheuristic．
