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I. INTRODUCTION 
An important concern during the past decade has been the numerical 
solution of the ordinary initial value problem 
y'(x) = ?(x, y(x)), X e [a, b] c R (1.1) 
y(a) = Yq, a < b 
where y, ? e R^ and y'(x) = dy/dx. It is assumed that the function f is 
continuous and uniformly Lipschitzian with respect to the second argument, 
i.e., there exists a constant L such that 
I|?(x, y(x)) - ?(x, z(x))I I 1 L||y(x) - z(x)|| (1.2) 
for all X e [a, b] ,  y, z e R^, and some vector norm 1 | • | |. It is known 
that (1.1) has a unique solution y(x) on [a, b] if (1.2) holds; see 
Henrici (1962, p. 112) for systems. 
The numerical methods that will be discussed here for the solution of 
(1.1) are discrete variable methods. The exact solution y(x) is approxi­
mated at discrete grid points. These methods will be aimed specifically 
at solving stiff differential equations. Stiffness in ordinary differen­
tial equations is not a simple concept to define precisely. It is not 
only dependent on the problem to be solved but also on the method used to 
solve the problem; see Shampine (1981). 
One rather typical stiff system of ordinary differential equations 
has a Jacobian matrix J = 9?/3y whose eigenvalues are situated in the 
left-hand complex plane. In addition, these eigenvalues often have real 
parts which are widely separated in modulus. This results in components 
of the solution having decay rates that vary greatly. One measure of the 
stiffness of a system is 
2 
S = max 
i.j 
Re(X^) 
Re(Xj) 
where the are the eigenvalues of J. S is called the stiffness ratio. 
Clearly, the stiffness ratio may vary over the interval [a, b] if J is not 
constant. There are other kinds of stiff ordinary differential equations; 
see Gear (1971). 
Stiff differential equations occur in the analysis of electrical net­
works, chemical reactors and the solution of partial differential equa­
tions by the method of lines; see Byrne and Hindmarsh (1975). 
A simple example of a stiff system of equations is found in Gear 
(1971, p. 209). 
y'(x) = 
998 1998 
-999 -1999 
The exact solution is 
y(x), y(0) = 
y(x) = 
2 
-1 
exp(-x) 
exp(-lOOOx) 
The eigenvalues of the Jacobian matrix are -1000 and -1 which have a 
stiffness ratio of 1000. One can see it is not always easy to recognize a 
stiff system. 
It is the desire to solve stiff systems which motivates this study. 
This introduction will set up some of the basic concepts to be used 
throughout the discussion. In Chapter II, reasons are provided for using 
the a-type variable step variable formula method (a-type VSVFM). Families 
of this type of method are derived in Chapters III, IV and V. In Chapter 
VI, certain members of these families are selected for numerical testing 
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which is done in Chapter VII. Some conclusions and directions for future 
work are also contained in Chapter VII. 
A. The General Linear K-Step Formula 
A basic knowledge of the multistep method in the solution of (1.1) is 
assumed on the part of the reader. Two references that have become 
classics are Henrici (1962) and Gear (1971). 
To simplify the discussion, consider the case where (1.1) contains a 
single equation, i.e., N = 1. The generalizations to systems are 
straightforward but notationally more complex. It will also be assumed 
without stating so that y(x) is' sufficiently differentiable. 
Let a = Xg < < ... < = b and y^ denote the calculated value of 
the true solution, y(x ). Let h=x -x .l<n<M, f =f(x,y)0< 
n n n-1 — — n n n — 
n ^  M and k ^  1 be a fixed integer. The following defines the general 
discrete variable method which will be used. 
Definition The general linear k-step formula for solving (1.1) is 
k k 
^^Q^ijU^n+i ^n+k ^^Q^i,n^n+i n = 0, 1, 2, ..., M-k (1*3> 
where a. ,3. eRfori=0, 1, 2, ...,k and are functions of k and i,n' i,n ' 
the previous k step sizes. It is assumed that a, f 0 and lotp. I + |3r> k,n ' 0,n' ' 0,n 
>  0 .  
Remark Method (1.3) will also be referred to as a multistep 
formula. If ^ f 0 for all n, then the operator is implicit and is 
called a corrector formula. If ^ = 0 for all n, then it is explicit 
and is called a predictor formula. 
4 
Define inductively y. =0 and v .  =  Y -  i + h for 1 < i < 
0,n 'i,n 1-1,n n+i — — 
and each n. The associated difference operator L of (1.3) is 
n 
L„[y(x): + Ti,„) - + -'i.n'] (1-4) 
where y = (y , y ..., y ). By Taylor's theorem 
n u ) n JL y n K^n 
L^[y(x); = \^yM +°p,ny^^^(^^ + ••• 
where 
^0,n "Ojn "l,n ^  ^ \,n 
°l,n = (%n^l,n + + '" + %n^k,n) 
- \+k(^0,n + ^ l,n + '" + ^ k.n) (l'^) 
^q,n q! (^I,n7l,n °'2,n^2,n ^  ^ ^k.n^k.n^ 
~ (q ^  1) ! (Gl,nYl,n ^2,n^2,n + ••• + ^k,n^k,n^ 
for q 2 2. 
Definition The general linear k-step formula (1.3) is said to be 
order p if D„ = D, = ... = D =0 and D ., 0 for each n. 
^ 0,n l,n p,n p+1 
For determination of order, equations (1.5) can be made to depend 
only on the step size ratios, i.e., h /h ., rather than on the actual 
n n—1 
values of h . Consider the following substitution. Let h ,. = A. , 
n ° n+i 1-1,n 
h T for some A. , e R and i = 2, 3, ..., k. Then, define X_ = 0, 
n+i-1 1-1,n ' ' 0,n 
i-1 
A, = 1 and X .  = A. , + II A. for 1=2, 3, ..., k. (It is assumed 
l,n i,n 1-1,n j,n 
that A. > 0.) This results in y. = X. h ,_ for i = 0, 1, 2, ..., k 
i,n 'i,n i,n n+1 ' 
and each n. Making this substitution into (1.5) and factoring out the 
term of in q 2 1> yields the following: (1.3) is order p if 
and only if for each n 
5 
°0,n = (*0,n + *l,n + + =k,n) = ^ 
- (\,n - ^k-l,n)(9o,n + ^ l,n + + \,r? = ° (!'*) 
°q,n " qT "2,n^2,n + •*• + \,n^k,n^ 
- 82,n*2:i + " ' ' " « 
for 2 < q < p and D ,, f 0. 
— — p+l,n 
Remark If (1.3) is order p and the solution y(x) is a polynomial 
in X of degree p or less, then (1.3) will solve (1.1) exactly. This 
assumes infinite precision and exact starting values for y^, y^, ..., 
y 
k-l" 
When the case occurs that h,T=h,„=...=h,, for each n, then 
n+1 n+2 n+k 
the resulting formula of (1.3) is called the underlying multistep formula. 
Its coefficients are constant. In this case, equations (1.6) reduce to 
the more standard ones found in Henrici (1962, p. 221). One way of com­
paring two different underlying multistep formulas of the same order is 
by their error constants. 
Definition The error constant of an underlying multistep formula 
of order p is 
c = 
O.n + ®l,n •"•••+ Vn 
for any n. Note that the error constant is indeed constant since the 
coefficients of an underlying multistep formula are constant and inde­
pendent of n. 
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Remark Without loss of generality, it will be assumed from here 
on that = 1 for each k and n in (1.3). Also, assume hu > 0 Vi. 
Three types of multistep formula will be defined. 
Definition In (1.3), if for each n, a, , =-1, a. = 0, i = 0, 
k-l,n i,n 
1, 2, ..., k - 2 and the 3. are calculated so as to maintain an order of 
x,n 
k + 1 if 3, 0 and order k if 3, = 0, then the resulting multistep 
K, n K 9 ti 
formula is called the Adams-Moulton formula of order k + 1 (AMF - k + 1) 
or the Adams-Bashforth formula of order k (ABF - k), respectively. The 
Adams formulas (AF) refers to both the AMFs and ABFs. 
Definition In (1.3), if for each n, 3_. .. = 0, i = 0, 1, ..., k - 1 
ijii 
and the remaining k + 1 free coefficients are calculated so as to maintain 
order k, then the resulting multistep formula is the backward differentia­
tion formula of order k (BDF - k). 
Definition In (1.3), if for each n, a, ^ _ = -(a, , + 1), 
K—/,n k—i,n 
- 2  <  a ,  -  <  0 ,  a .  = 0  f o r  i  =  0 ,  1 ,  k  -  3  a n d  t h e  3 ,  ,  i  =  0 ,  1 ,  
K.~" XyTi ) n i ) 
2, ..., k are calculated so as to maintain an order of at least 1, then 
the resulting multistep formula is an a-type formula (a - TF). If ^ 
= -1 for each n, then it is an Adams type formula (ATF). 
Remark AF c ATF c a - TF 
In the solution of nonstiff equations, the Adams formulas are often 
used. In the solution of stiff equations, the BDFs are commonly used. 
B. Consistency, Stability and Convergence 
Three concepts which are basic to a multistep operator are consis­
tency, stability and convergence. A multistep method is consistent if it 
7 
is at least order 1. Stability intuitively means that small disturbances 
in the calculated solution at cause only small perturbations in the 
calculated solution at & > n, for small step sizes. Convergence in­
tuitively means that the calculated solution approaches the true solution 
as all step sizes approach zero. 
Let y^ be the calculated solution of (1.1) given by (1.3). Let y^ be 
a perturbed solution of y^ defined by 
_ k-1 k 
^n+k ^^Q^ijU^n+i ^n+k ^^^^i.n^^^n+i' ^n+i^ ^ ^n+k 
n = 0, 1, 2, ..., M - k. Assume that the starting values are provided and 
6. = y. - y. for i = 1, 2 k-1. Let y„ = y^ and h = max {h.}. 
I l l  u  u  ^  
The following are defined as in Gear and Tu (1974). 
Definition A multistep formula (1.3) is stable if there exists a 
constant u > 0, and for any e > 0, there is a ô(e) such that if 
M 
Z 16.1 < 5(E) 
i=l 1 
uniformly with x^ e [a, b] and h < u, then |y^ - y^| £ e. 
Definition A multistep formula is convergent if the calculated 
solution y^ converges to the true solution y(x) for any,x e [a, b] as 
h -> 0, x^ ->• X and the starting errors tend to zero. 
Theorem 1.1 If the multistep formula (1.3) is stable and con­
sistent, and if its coefficients are uniformly bounded, then (1.3) is 
convergent. 
8 
Proof See Gear and Tu (1974, p .  1036). It is assumed that if (1.3) 
is implicit, then the resulting corrector equation is solved exactly. 
Thus, the predictor formula used is unimportant. 
C. Changing Step Size 
In the numerical integration of (1.1), one would like to find the 
solution as efficiently as possible. When using a multistep operator, one 
way of doing this is to take step sizes as large as possible and still 
satisfy some error criterion. Typically in stiff equations, the step size 
is initially small and then allowed to increase as the integration prog­
resses. In order to do this, one must have the capability to change step 
size. Also, one might want to increase efficiency by being able to change 
formula. 
There are two techniques which are commonly used to change step size. 
One technique is based on equal spacing between the grid points. When the 
step size is changed, the values necessary to ensure equal spacing are 
found by interpolation. In this implementation, only the underlying 
multistep formula of (1.3) is used and the coefficients are always the 
same, i.e., constant. The GEAR package (Hindmarsh, 1972) and the ISU 
package (Buls, 1981) are two codes based on fixed coefficient formulas. 
The second technique uses variable coefficient formulas which do not re­
quire equal spacing between the grid points. The coefficients are ad­
justed at each step according to the spacing of past grid points so as to 
maintain a certain order. EPISODE (Byrne and Hindmarsh, 1975) is a code 
based on variable coefficient formulas. Both the GEAR package and EPISODE 
9 
use the BDFs for stiff equations exclusively. The I SU package uses the 
BDFs for orders 1-4 and the operators derived by Cooper (1978) for orders 
5-7. 
Deciding which of these two step size changing techniques to use 
requires at least two considerations. First, the amount of work required 
at each step differs between the two methods. In the fixed coefficient 
implementation, little or no effort is expended in finding the coefficients. 
However, when step size is changed, new values must be interpolated for 
each equation. This makes the amount of work performed dependent on N, 
the number of equations in (1.1), In the variable coefficient method, if 
the step size has changed during the last k steps, the coefficients are 
recalculated. (If the step size has not changed in k steps, the coeffi­
cients will remain the same and do not need to be recalculated.) This 
calculation only needs to be performed once for each step tried and is in­
dependent of N, since the same formula is used to solve all N equations. 
One can analyze this consideration further by realizing that when a multi-
step formula solves (1.1) for a single step an NxN system of equations is 
being solved, usually by some type of iteration scheme. In finding the 
variable coefficients, a linear system of equations whose size is dependent 
on the step number k of (1.3) and not on N is also being solved. As N 
becomes large compared to k, the time expended on coefficient calculation 
will become relatively small. Gear and Tu (1974) recommend that variable 
coefficient methods be used for large N and fixed coefficient methods with 
a Nordsieck vector for small N. It is also pointed out that if frequent 
10 
step size changes are expected, then the variable coefficient method will 
be faster even for small N. 
The second consideration is the theoretical and empirical results. 
It has been proved theoretically and demonstrated empirically that the 
Adams formulas are more stable with a variable coefficient implementation. 
For stiff methods based on BDFs, there is empirical evidence that this re­
sult also holds. (See Byrne and Hindmarsh (1975) and Jackson and Sacks-
Davis (1980) for further explanations and bibliographies of this phenom­
ena.) For fixed coefficient interpolation methods, there is theoretical 
and empirical evidence to show that certain methods will not always remain 
stable if k or more steps are not allowed to pass without a step size 
change; see Gear and Tu (1974) and Gear (1971). In intervals of diffi­
culty, this criterion of taking k unaltered steps can conflict directly 
with the error control. However, it might be added that the general 
understanding of stability during step size changes is incomplete. 
D. Concepts for Analyzing Stability 
The following definitions are important in analyzing the stability of 
a multistep formula. 
Definition The associated p^-polynomial of (1.3) is 
Definition The associated a^-polynomial of (1.3) is 
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In the study of using (1.3) to solve stiff equations, the test equa­
tion y' = Xy where À e C with Re(A) < 0 is used. Sometimes, the values for 
X are limited, e.g., X < 0. If the test equation is applied to (1.3), the 
result is 
- W^i.n'W = » (1-7) 
This provides motivation for the following definition. 
Definition The associated p^-polynomial of (1.3) is p^^G) = p ^ ^ C )  
The true solution of the test equation tends to zero as x 
Ordinary stability ensures that the calculated solution will approach the 
true solution if all step sizes tend to zero. To solve the test equation 
efficiently, it is important that the calculated solution tends to zero 
even though the step size does not. One measure of the underlying multi-
step formula's capability of dampening the solution is its damping at in­
finity. 
Definition Let d denote the modulus of the largest root of o^(c) 
of the underlying multistep formula of (1.3). The decay rate at infinity 
is d and it is said to be damped at infinity if d < 1. 
Let {y^(y)}jj_j^ denote the calculated solution of an underlying multi-
step formula on the test equation y' = Xy with y = hX a constant. It can 
. Clearly, having d < 1 is a good char-be shown that d = lim lim 
y-X» n-x» 
yn+l'") 
y„(M) 
acteristic to help ensure dampening of the solution for large step sizes. 
The BDFs are unsurpassed in their damping at infinity since d = 0. 
12 
Let p(x) = + a^ ^x^ ^ + ... + a^ be a polynomial of degree j. 
Definition p(x) satisfies the root criterion if all of its roots 
are of modulus less than or equal to one and its roots of modulus one are 
simple. p(x) satisfies the strong root criterion if p(x) satisfies the 
root criterion and its only root of modulus one is 1. 
In the fixed step size case of (1.3), stability of the underlying 
formula is ensured if Pj^(?) satisfies the root criterion. Stability and 
consistency are then necessary and sufficient for convergence. However, 
operators that satisfy only the root criterion and not the strong root 
criterion are seldom used. This is because in practice, the step size 
does not tend to zero, which in this case, may be necessary in order to 
ensure stability. The problem of stability is often the result of approx­
imating a first order differential equation with a kth order difference 
equation. These extraneous roots, which occur as a result, do not dampen 
out if they have modulus greater than one. As a result, the calculated 
solution can grow in an unbounded fashion and thereby jeopardize con­
vergence. 
Definition p(x) satisfies the damped root criterion (DRC) if all 
of its roots have modulus less than one. 
Definition The associated p^-polynomial of (1.3) satisfies the 
damped root criterion for the angle 6 > 0 (DRC(6)) if p^(ç) satisfies DRC 
whenever |Arg(-X)| < 0. 
Definition The associated p^-polynomial of (1.3) satisfies the 
damped root criterion for all X < 0 (DRCq) if p^(%) satisfies DRC whenever 
X < 0. 
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Definition The underlying multistep formula of (1.3) is A-stable 
if its associated p^ -polynomial, p^ (ç), satisfies DRC(Tr/2), A(9)-stable if 
p^(ç) satisfies DRC(0), and A^-stable if satisfies DRCq. 
Theorem 1.2 If satisfies DRCq, then (1.3) must be implicit, 
i.e., 4 0. (Assume P^(C) f p(ç).) 
Proof Assume this is not the case. Then, 
.f <°i.n -
(Assume ^ = 1.) By letting X -»• -«>, |^ "• Thus, a root of P^(?) 
must become unbounded since la. -u,,3- 1-^» for some i = 0, 1, 2, 
' x,n '^n+k i,n' 
• ••, Ic — 1. Q.E.D. 
E. A Test for DRCg 
The following test will be used to determine if p^^%) satisfies DRC^. 
Consider the Mobius transformation which maps the ç-plane into the z-
plane. 
Define 
r^(z) = 
1=0 
8JZ) = ' b 
1=0 
Bn(z) = r^(2) - y^+k"„(z) where < 0 
14 
Transformation (1.8) maps the unit disk {ç e c||ç| < 1} onto the negative 
half plane, and the circle {ç e c||ç| = 1} onto the imaginary axis, ç = 
-1 is mapped to z = <» and Ç = 1 to z = 0; see Henrici (1962). 
Definition A polynomial is a Hurwitz polynomial if all of its 
roots have negative real parts. 
Thus, p^(s) satisfies DRC^ if and only if B^(z) is a Hurwitz poly­
nomial for all < 0; see Strasburger (1980). The following algorithm 
due to Duffin (1969) will be used to test whether a polynomial is a 
Hurwitz polynomial. 
2 
Algorithm 1.1 Let p(x) be a polynomial, p(x) = a^ + a^x + a^x + 
a^x^ + a^x^ + ..., of degree n 0 and a^ e R for i = 0, 1, 2, ..., n. 
Let p^(x) be the reduced polynomial defined by 
2 3 
p^(x) = a^a^ + (a^ag - aQa2)x + a^a^x + (a^a^ - a^a^yx + ... 
^1^2j+f ^ ^^1^2j+2~ ^ 0^2j+3^^ ^ 
of degree n - 1. Then, p(x) is a Hurwitz polynomial if and only if 
(i) a^a^ > 0, i = 1, 2, ..., n and 
(ii) p^(z) is a Hurwitz polynomial. 
Note that the reduced polynomial for n = 1 vacuously satisfies (ii) if 
(i) holds. 
F. The General Linear Multistep VSVFM 
This chapter is concluded with the following generalization of the 
general linear k-step formula (1.3) by Zlatev (1978). 
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Definition A general linear multistep variable step variable 
formula method (LM VSVFM) for (1.1) is 
k(n) k(n) 
y + E a 
n .---I 
(1.9) 
where a. 
i.n' 
g. e R, |a„ I + |g„  ^ 1 >0 and k(n) _< n is a positive in­
teger dependent on the formula used at step n = 1, 2, ..., M. The a. 
i>n 
step sizes. (Note that if k(n) > n, there would not be enough back points 
calculated to complete the formula.) 
It will be assumed that a LM VSVFM uses the variable coefficient 
technique to change step sizes. The LM VSVFM is different from the method 
of (1.3) using variable coefficients in that it allows for a change in 
formula during integration. A common reason for changing k(n) is the need 
to change to a formula with a different order. If the LM VSVFM only uses 
the BDFs, it will be referred to as the BD VSVFM. The following are de­
fined analogously: Adams VSVFM, Adams type VSVFM, and the a-type VSVFM. 
and 3. are functions of the formula used at step n and the previous k(n) 
i>n 9 
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II. MOTIVATION FOR a-TYPE VSVFM FOR STIFF PROBLEMS 
In this chapter, a question is posed that concerns a multistep formu­
la when step size changes are implemented using the variable coefficient 
technique. A partial solution is proposed and reasons for it are given. 
First, the question of why the a-type VSVFM is important is answered. 
A. Why Use the a-Type VSVFM? 
The notions of consistency, stability and convergence apply equally 
as well to the LM VSVFM. In order to ensure stability of the a-type VSVFM, 
the following is usually assumed about the step size selection scheme: 
h . = x . - x . -  i  =  1 ,  2 ,  . . . ,  M ,  h  =  m a x { h . } ,  h M  <  s  
^ ^ 1<j<M ^ 
lim (hM) = s 
Mx» 
h-»-0 
where s is a constant. Also, 
h 
0 < £ < —r— < L < « for all i, la, , . ^ + l| < r < 1, 
h^ ' k(n)-l,n ' — 
(3^ ^[ _< q < «> for n = 1, 2, ..., M - k and j = 1, 2, ..., k(n) 
where i, L, q and r are all constants. See Zlatev (1978). 
Under these assumptions, it was first shown by Piotrowski (1969) 
that the Adams VSVFM is stable and convergent. Gear and Watanabe (1974) 
also proved this as a corollary to a more general theorem. Zlatev (1978) 
proves a similar result for the a-type VSVFM which is inclusive of the 
Adams VSVFM. Zlatev (1981) proves the same result for an even more general 
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class of operators. However, implementation of this more general class 
seems more complicated. 
These results by Zlatev give an excellent mathematical foundation for 
the use of the a-type VSVFM. They state that this method will remain 
stable not only for reasonable step size changes but also for changes in 
formulas. A similar theorem does not exist for the BD VSVFM. Gear and Tu 
(1974) prove that if the underlying multistep formula is stable, then it 
will also be stable in the variable coefficient implementation for a step 
selection scheme which produces small step size changes in the sense that 
^i+l^^i ~ ^  0(b) as h ^  0. This implies that the step size ratios must 
approach 1 for stability to occur. This is a much weaker statement than 
that made by Zlatev for the a-type VSVFM. 
The a-type VSVFM has been used to solve nonstiff equations by Zlatev 
and Thomsen (1979) . They were used as a substitute for the Adams VSVFM 
because, although their underlying multistep formulas have slightly larger 
error constants, they can be made to have increased ranges of stability 
when solving the test equation. There has been work done on the under­
lying multistep formulas of the Adams type formulas in the solution of 
stiff equations by Feinberg (1982) and Strasburger (1980). Since the a-
type VSVFM is a generalization of the Adams type formulas, it is a natural 
extension of this previous work to investigate the use of a-type VSVFM in 
the solution of stiff equations. 
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B. The Question of Free Parameters 
There is a question that arises in the implementation of the general 
LM VSVFM that does not occur in the implementation of the BD VSVFM or the 
Adams VSVFM. In the general case, there are extra coefficients whose val­
ues have not been predetermined by maintaining order. If only the under­
lying multistep method is considered, then these free parameters are usual­
ly used to increase stability and/or reduce the error constant. However, 
during step size changes, what should be done with these free parameters? 
Should they be left constant or be changed? And if changed, how? In 
Zlatev and Thomsen (1979), the single free parameter is kept constant, but 
this was for the nonstiff case only. The following example is designed to 
give some insight into these questions. 
Example 2.1 Consider the difference equation 
W - + V2>W + %+fn • ° 
a^ e R for all i, n = 0, 1, 2, ... (2.1) 
given starting values of y^, y^. Its associated p^-polynomial is p^^C) = 
(ç - l)(ç - induction, it can be shown for n 2 
^n " (^n^n-1 * ' * ^2 *n-l^n-2 * * * ^2 " + ^ 2^ '•^l ~ ^ 0^ ^1 
First, suppose |a^| _< r < 1 for each i. Then, 
|y^| < ( Z ri)|yi - y^l + |yj 
X=1 
-  ^ ol + I ' l l 
which is bounded for all n. Now suppose |a^| ^  r > 1 for each i. Then, 
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n-1 . 
|ynl:ll(r )(yi - Yg) + y^l (2.2) 
The limit as n -> «> of the right side of (2.2) exists and is bounded only 
if - y^. 
The difference equation (2.1) corresponds to an a-type formula solving 
y' = 0 given initial values of y^ and y^. The a^^^ is the extraneous 
root of p^(ç). If the product of the extraneous roots grows unbounded, 
then the solution will be stable only for exact starting values, i.e., 
y^ = y^. The following theorems will demonstrate this and other phenomena 
more formally. 
First, some notation will need to be developed. Apply the test equa­
tion y' = Ay to the multistep formula (1.3). This results in 
^\-l,n ^k-l,n^n+k^ ^"0,n ^0,n^n+k^ _ _ 
fn+k (1 _ ''' (1 - Gk.n^n+k) " 
(2.3) 
provided 1-3, y ,, f 0. Define 
k,n n+k 
— (°^i,n ^i,n^n+k^ 
a. 
for i = 0, 1, 2, ..., k - 1. Then, (2.3) becomes 
^n+k + Vl.nWl * (2.4) 
Now form the associated p -polynomial, i.e., 
= S' + «k_l,nS^"' + + *0,, 
Define 
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P = 
n 
and 
^n = 
0 
0 
'n+1 
1 
0 
"O.n "l,n 
n 
e R 
0 
1 
0 
0 
k-l,n 
'n+k-1 
is the kxk companion matrix of and is a k-vector containing 
the previous ordinate values necessary to solve the multistep formula. 
Using these definitions, (2.4) can be written in a modified form as 
1=0 
(2.5) 
where is completely determined by the initial values given to (2.4). 
Remark For the remainder of this chapter, it will be assumed that 
as n -i- CO also, i.e., as the number of steps taken becomes un­
bounded, so does the value of the independent variable. 
When the test equation is solved, it is desired that y^ 5 as n °o, 
independent of the step size and initial values contained in y^. For this 
n 
to occur, it is necessary and sufficient that lira II P. = 0 where 0 is the 
n-^ i=0 ^  
kxk null matrix. 
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Definition Let A be a nxn complex matrix with eigenvalues r^, 
1 £ i £ n. Then, r(A) = max |r.| is the spectral radius of the matrix 
l<i<n ^ 
Lemma 2.1 If A is a nxn complex matrix, then lim A^ = 0 if and 
n-x» 
only if r(A) < 1. 
Proof See Varga (1962). 
Lemma 2.2 Let A be a nxn complex matrix. If r(A) > 1, then 
lim I Ia'^xI I = " for some nonzero vector x and vector norm | | • | | • 
Proof Let be an eigenvalue such that Ir^j = r(A). Let x f 0 
be its associated eigenvector. Then, lim {|A^^x|| = lim |rQ|^||x|| = ». 
n->oo n-Ko 
Q.E.D. 
n 
Theorem 2.1 Let y and P be defined as in (2.5). If r( 11 P.) 
n ^  n ^ i=l 1 
> e > 0 for all n, then lim y f ^  for some y_. 
Proof If n P. does not converge, then lim y ^ d for some y„. 
i=0 ^ n-x" 
n 
Assume 11 p. converges to A. Since r( n P.) is uniformly bounded away from 
i=0 ^ i=l ^ 
zero, it follows that r(A) > 0. Thus, A f 0 and Ay^ f ^  for some y^, 
Q.E.D. 
Theorem 2.2 states that if the spectral radius of the product of the 
P^ matrices does not tend to zero as n -> «, then the calculated solution 
to the test equation may not dampen out for certain y^. 
Corollary 2.1 Suppose in (2.4) [mq ^| >_ 1 for n = 0, 1, 2 
Then, the solution of (2.4) does not converge to zero as n for some 
yg. Also, if IcIq > 1 for all n, the solution will become unbounded as 
n ->• 00 for some y^. 
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n 
Proof Write the solution of (2.4) as in (2.5). Now |det( II P_)| 
i=0 ^ 
n _ n 
=  n |a„.|>^l->r( l l p . ) ^ l > 0  f o r  a l l  n .  B y  T h e o r e m  2 . 1 ,  t h e  f i r s t  
i=0 i=0 ^ 
_ n 
part is done. Now suppose |a„ | > 1 for each n. Then, r( H P.) becomes 
i=0 1 
n 
unbounded as n But this implies that || IIP.|| as n for 
i=0 ^ 
some matrix norm ||*1|. Thus, the solution of (2.5) becomes unbounded for 
some YQ. Q.E.D. 
Theorem 2.2 Let &be a fixed positive integer. Suppose for each 
positive integer p = 1, 2, 3 The solution of (2.5) can be written 
as 
Denote the eigenvalues of P^ by r^^ for j = 1, 2, 3, ..., k. Then, a 
necessary condition for lira y^ = 8^ for all values of y^ is that 
n-Ko 
£-1 k 
n n  |r..I < 1 
i=0 j=l 
2-1 k 
Proof Assume II II |r..| >1. Let A = P. iP. o ... P„. Since 
i=0 j=l - A-1 A-2 0 
&-1 k 
|det(A)| = n n lr..j ^  1, r(A) 2 1- Now lim y = ^  for all starting 
i=0 j=l n^ " 
values y„ only if II A converges to the null matrix. By Lemma 2.1, A does 
i=l 
not converge to 0. Also by Lemma 2.2, the solution can become unbounded 
if r(A) > 1. Q.E.D. 
By Lemma 2.1, if the solution of (2.5) is generated by a repeated 
step size sequence as in (2.6), then the corresponding product of 
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p. matrices must have a spectral radius that is less than one. Repeated 
step sequences can occur any time during the integration. An occasion 
where they are likely to occur with consecutive step increases is when 
either = 0 in which case P^(Ç) = or is "large" in modulus 
in which case p (ç) = -p ,,a (?)• In either case, the roots of p (ç) and 
n n+K n n 
the solution of the difference equation (2.4) are independent of A 
repetitious sequence of step size ratios will cause a repetition in the 
calculation of the coefficients. This will result in a repetition of a 
sequence of matrices. 
If the step size is constant, then & = 1, and equation (2.6) de­
scribes the calculated solution. However, the case £ = 1 includes more 
than the constant step size case. For example, solve y' = 0 while chang­
ing the step size by a constant ratio at each step. This is the limiting 
case of when y ,, =0. 
n+k 
Theorem 2.3 Suppose for the multistep formula (1.3), there exists 
a sequence of step size ratios that causes |oIq >1 for n = 0, 1, 2, 
.... Then, the multistep formula is not stable. 
Proof Assume that the formula is stable. Then, it is stable on 
the problem y' ==0, y(0) = 0 whose exact solution is y(x) = 0. Let M, an 
arbitrary positive integer, and u, a positive constant, be given. Let e 
= 1 be picked and a corresponding ô(e) > 0 be given. Let the h^ be 
calculated from the sequence of step size ratios which causes |cq > 1. 
Find an initial step size, h^, such that hu < u for i = 0, 1, 2, ..., 
M. The formula will be correct for exact starting values. Now, let 
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for i = 1, 2, k - 1 where |e^| < 6(e)/k is arbitrary. 
The calculated solution at can be expressed as y^_^ 
M-k-1 ^ M-k-1 M-k-1 
= ( H P.)y_; see (2.5). Define A = IT P.. Now |det(A)| = n |a^ | . 
i=0 ^ ^ i=0 ^ i=0 
By picking M large enough, |det(A)| becomes unbounded and so does || A | |  
for any matrix norm || • | | • Now ||y^ | can be made arbitrarily large for 
some nonzero y^ and so ~ y^| > e = 1 for some n ^  M. Thus, the 
method cannot be stable. Q.E.D. 
If [oQ ^ 1 >1 for each n, then P^(?) has a root which is greater than 
one in modulus. In order to ensure stability in the general variable co­
efficient case, it is necessary to satisfy some type of root criterion 
just as it is in the fixed-h case. Note also that Example 2.1 is a spe­
cific case of Theorem 2.3. 
C. A Partial Solution 
It becomes clear from the previous discussion that the eigenvalues of 
the P^ matrices play an important role in the dampening of the solution to 
the test equation as n It is not computationally practical to calcu­
late the eigenvalues of the P^ matrices during integration. Also, merely 
maintaining <1 does not appear to be a good solution since it does 
not even ensure the A^-stability of the underlying multistep formula. 
The following partial solution is proposed. For each P^ matrix, 
maintain r(P^) < 1 for a "large" set of and "wide" range of step size 
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ratios. Since in stiff equations, it often occurs that >> 1, it is 
also proposed that in the limit as || "» r(P^) < 1. This implies 
that the underlying multistep is damped at infinity. 
This partial solution will be necessary and sufficient for the solu­
tion of (2.6) to dampen to zero in the case of £ = 1 for suitable and 
step size ratios. (This includes the fixed-h case.) Also, if the coeffi­
cients of the multistep formula are continuous functions of the step size 
ratios (and usually they are), then by continuity, it is expected that the 
proposed solution will be necessary and sufficient in cases where the step 
size ratios are kept "nearly" constant. By keeping r(P^) < 1, the prob­
lems referred to in Corollary 2.1 and Theorem 2.2 cannot occur. 
The proposed solution is equivalent to making P^(?) of a multistep 
formula satisfy the damped root criterion for the angle 6 > 0, DRC(0), at 
each step n for a "large" 0 and wide range of step size ratios, and making 
CT(ç) satisfy DRC. The free parameters will be used toward this goal. 
Remark Theorem 1.2 states that if p^(G) of a multistep formula is 
going to satisfy DRCq, then it should be implicit. For the remainder of 
this discussion, only a-type formulas which are implicit and order k will 
be considered. This will leave two coefficients as free parameters. 
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III. THE ORDER 2 a-TYPE FORMULA 
This chapter will be concerned with the 2-step a-type formula in the 
form of 
yn+2 " Vn+1 " l^^n " ^n+2^^2,n^n+2 ^l,nVl ^0,n^n^ 
where it is always assumed that 0 < < 2 in order to ensure stability; 
see Zlatev (1978). Also, it is assumed that (3.1) is order 2. For sim­
plicity in notation, the subscripted n will be suppressed whenever it is 
not ambiguous. The purpose of this chapter will be to derive necessary 
and sufficient conditions for a(ç) to satisfy DRC and p(ç) to satisfy DRC^ 
and DRC(n/2). 
A. Conditions for DRC and DRC^ 
Using equations (1.6), it can be seen that for (1.3) to have order 2, 
the following two equations must be maintained. (Let A^ 
suppress the subscripts.) 
D^ = ((1 + A) - a) - A(6Q + + 52) = 0 
D2 = I ((1 + A)^ - a) - A(g^ + BgCl + A)) = 0 (3.2) 
Equations (3.2) have the following solution: 
eo = «2-^-4p^ "-3) 
where and a are the two free parameters. 
2 
Lemma 3.1 If p(x) = a^x + a^x + a^ where a^ e R for i = 0, 1, 2 
and a^ f 0, then p(x) is a Hurwitz polynomial if and only if either the 
a_'s are all positive or all negative. 
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Proof Algorithm 1.1 is applied to p(x). Let p^(x) = a^a^ + 
be the reduced polynomial of p(x). Then, p(x) is a Hurwitz polynomial if 
and only if 
(i) a^a^ > 0, a^a^ > 0 and 
(ii) p^(x) is a Hurwitz polynomial. 
If p(x) is a Hurwitz polynomial, then (i) implies that the a^'s are all of 
the same sign. Conversely, if all the a_'s are of the same sign, then (i) 
clearly holds. If a^/ag > 0, then x = -a^/a^ < 0 is the only root of 
p^(x). Thus, (ii) also holds. Q.E.D. 
Theorem 3.1 In any k-step a-type formula, if a(ç) satisfies DRC 
and p(ç) satisfies DRC^, then p(-l)/a(-l) > 0. 
Proof Since a(ç) satisfies DRC, a(-l) f 0 and so the ratio is 
always defined. Moreover, p(-l)/o(-l) = 0 -<->• p(-l) = 2a = 0. (Note that 
p(ç) =  ^ + (a - 1)G^ ^  for any k-step formula.) But a ^ 0 in any 
a-type formula. Now suppose p(-l) / a(-l) = Pq < 0. Then, p(-l) = p(-l) 
- Li^af-l) = 0 which contradicts the fact that p(ç) must satisfy DRC^. 
Thus, p(-l)/a(-l) > 0. Q.E.D. 
Corollary 3.1 In the a-type formula of (3.1), if a(ç) satisfies 
DRC and p(ç) satisfies DRCQ, then 3^ ~ + 3q > 0. 
Proof In (3.1), p(-l) = 2a and o(-l) ~ ^2 ~ ^1 ^  ^0' Theorem 
3.1, p(-l)/o(-l) = 2a/(32 - + 3q) > 0. Since a > 0, gg " + Gg > 0 
also. Q.E.D. 
Remark Corollary 3.1 will be used to exclude the possibility that 
$2 - 3^1^ + 3q 0 since the purpose of this section is to have a(ç) satisfy 
DRC and p(ç) satisfy DRC^. 
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Theorem 3.2 In the a-type formula of (3.1), if 32 ~ 3^^ + > 0 
and a(ç) satisfies DRC, then p(ç) satisfies DRC^. 
Proof Make the following transformations of a(ç) and p(ç). 
s(z) = 
= |[(1 + 2)^6% + (1 - z)(l + z)Bi + (1 - z)^3q] 
~ ~ ^1 ^0)2^ + 2(3^ - 3q)z + (^2 + + Pg)] 
= + s^Z + Sq) 
where s^, s^, S2 are the obvious substitutions. 
r(E) = (i^)2p(i^) 
= ^{(1 + z)^ + (1 - z)(l + z)(-a) + (1 - z)2(a - 1)] 
= •^[2az^ + (4 - 2a)z] 
Let peR, v= |y| >0 and form 
r(z) = 4[r(z) + vs(z)] 
= [2a + + [(4 - 2a) + vs^jz + vs^ 
= 1^=2 + r^z + r^ 
where r^, r^, r^ are the obvious substitutions. 
Now a(ç) satisfies DRC if and only if s(z) is a Hurwitz polynomial and 
p(ç) satisfies DRC^ if and only if r(z) is a Hurwitz polynomial for all 
v > 0. Thus, it remains to be shown that if s(z) is a Hurwitz polynomial, 
then r(z) is one also for any v > 0, assuming S2 > 0. 
By Lemma 2.1, s(z) is a Hurwitz polynomial if and only if its coeffi­
cients are either all positive or all negative. Since > 0, this im­
plies that > 0 and > 0. Moreover, v > 0 and a > 0 implies that 
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i\ > 0 for i = 0, 1, 2. Applying Lemma 3.1 to r(z) completes the proof. 
Q.E.D. 
The following two simple lemmas are immediate and stated without 
proof. 
Lemma 3.2 Let 0 < A < 1 and 0 < a < 2. Then, 
1) i Sax! - I)* If « ^  1 - A. 
2) i < zlcl ' I)* If « < 1 - A. 
Lemma 3.3 If A > 1 and 0 < a < 2, then 
1 A^ - 1 + g 
2 ^ 2A(A - 1) 
Theorem 3.3 In the a-type formula of (3.1), gg " ^ and 
a(ç) satisfies DRC if and only if one of the following hold. 
3A. 1) A = 1, Gg > 1/2 
3A.2) A > 1, 1/2 < 62 < ^ 
3A.3) A < 1 and either 
3A.3a) 1-A_<a<l + A, > 1/2 or 
3A.3b) „ < 1 - A, «2 > £(1 " T)" 
This will be referred to as Condition Set 3A. 
Proof If gg - + 3q > 0, then by the proof of Theorem 3.2, 
a(ç) satisfies DRC if and only if 
a) 62 + + 3q > 0 
b) gg - Gg > 0 
Thus, it remains to derive necessary and sufficient conditions for g^ - g^ 
+ gg > 0 and a) and b) to hold. Making use of (3.2) and (3.3) yields the 
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following results. 
(i) Bg - Gi + Bo = (292 - 1)(A + 1) > 0 > 1/2 
(ii) ^ 2 ^  ^1 ^  ^0 " ^ A ^ 0 a < 1 + A Note that this is al­
ways true for A ^  1 since a < 2. 
2 
(iii) Bg - Gg = BgCl - A) + ^  2A " > 0 
*2 < 2A(A - 1) ' A > 1 or 
^2 ^ 2A(A -I)" ' A < 1 or 
A = 1 (It is always true if A = 1.) 
Using Lemma 3.2 and simplifying (i), (ii) and (iii) yields Condition Set 
3A. Q.E.D. 
Remark Lemma 3.3 guarantees that an interval for to be picked 
from in (3A.2) exists for any A > 1. 
Corollary 3.2 The underlying multistep formula of (3.1) is A^-
stable if and only if 3^ — 1/2. 
Proof By the proof of Theorem 3.2, p(ç) of the underlying multi-
step formula satisfies DRCq, i.e., A^-stability, if and only if r^, r^, r^ 
are all of the same sign for any v > 0, Since 0 < a < 2, this occurs if 
and only if ^ 0, ^ 2 ~ ® ^2 ^  ^1 ^  ^0 ^  (i)" 
(iii) in the proof of Theorem 3.3 with A = 1, this occurs if and only if 
gg _> 1/2. Q.E.D. 
Corollary 3.3 In (3.1) a(ç) satisfies DRC and p(ç) satisfies DRC^ 
if and only if Condition Set 3A holds. 
31 
Proof By Corollary 3.1, + Gg > 0. By Theorem 3.3, Condi­
tion Set 3A holds. Conversely, by Theorem 3.3, o(ç) satisfies DRC and 
#2 - #2 + Bg > 0. By Theorem 3.2, p(ç) satisfies DRCQ. Q.E.D. 
B. Conditions for DRC and DRC (it/2) 
The first part of the purpose of this chapter is completed by Corol­
lary 3.3. It remains to derive necessary and sufficient conditions for 
p(ç) to satisfy DRC(n/2) and a(ç) to satisfy DRC. First, six lemmas are 
given which will be used later. 
Lemma 3.4 In (3.1), 3^ + (a - 1)^2 £ 0 if and only if one of the 
following hold. 
3B.1) A = 1, 32 1 1/2 
A > 1. @2 < 
3B.3) A < 1 and either 
2 
3B.3a) 1 - A < ., B, 1 t 11)2" 
2 
3B.3b) . < 1- A. @2 2 + fa 
This will be referred to as Condition Set 3B. 
Proof Using equations (3.3), 
2 
pQ + (a - 1)32 1 0 ^  ggCA + « - 1) < ^ 2A " (3-4) 
Note that if a = 1 - A, then the right side of (3.4) holds A ^  1. 
Thus, this case is not included in 3B.3. Condition Set 3B follows imme­
diately. 
Lemma 3.5 In (3.1), a(32 - 3^^ + 3q) _> 4[3q + (a - 1)32] if and 
only if one of the following hold. 
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3C.1) A = 1 (If A = 1, it is always true.) 
3C.2) A> 1, 8; < 1/2 + 
3 C . 3 ) A < 1 ,  @ 2  >  1 / 2  +  
This will be referred to as Condition Set 3C. 
Proof Using equations (3.3) 
0(^2 ~ ~ i)^^] <-» 
^2(20 - 4)(A - 1)A > {A - l)((a - 2)A + 2(a - 1)) 
If A = 1, this is always true. If A > 1, then 
(g - 2)A + 2(a - 1) 1 (g - 1) 
h - 2 (g - 2)A 2 •*" (g - 2)A 
Similarly, if A < 1, then gg 2. Y (g - 2)A' 
The following four lemmas are easily verified, so the proofs have 
been omitted. 
Lemma 3.6 If A > 1 and a > 1, then 
inax{l/2, 1/2 + _ 2)k' (A + g -1)2A^ " 
Lemma 3.7 If A > 1 and a < 1, then 
. ; , A^ - 1 + g 1 ( g  - 1) s A^ - 1 + g. _ 1 , (g - 1) 
min{max(^^ + g -1)2A' 2 (g - 2)A^' 2A(A - 1) ^ 2 (g - 2)A 
Lemma 3.8 Let 0 < A < 1. Then, 
2 ^ (A + g^- 1)2A ^ ^ 
Lemma 3.9 Let 0 < A < 1 and g < 1 - A. Then, 
rA - 1 + g . xl , (g - 1) A + g - 1 \ i _ 1 , (ot ~ 1) 
™^*^2A(A - 1) ' "^'^^2 (g - 2)A' (A + g - 1)2A^^ 2 (g - 2)A 
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In order to derive necessary and sufficient conditions for a(ç) to 
satisfy DRC and p(ç) to satisfy DRC(n/2), a technique developed by Liniger 
(1968) will be applied. 
This technique was used to establish A-stable criterion for under­
lying multistep formulas. This technique gives necessary and sufficient 
conditions for p(ç) to satisfy DRC(n/2) provided a(ç) satisfies DRC. 
Liniger only applies this to the fixed-h case, i.e., the case when A = 1. 
This technique will be applied to p(ç) of (3.1) for a fixed n. Liniger's 
criterion is stated for our purpose in the following theorem. 
Theorem 3.4 In the multistep formula of (1.3), suppose a(ç) 
satisfies DRC. Then, p (ç) satisfies DRC(tt/2) for a fixed n if and only if 
2 
P,(ç) = Z y-T-(Ç) 2 0 for -1 < G < 1 where 
j=0 J J 
^0 - ^,-lh 
2-j 
I'j " 
T^(ç) is the jth Chebyshev polynomial. 
Proof See Liniger (1968). 
This final theorem completes the second part of the purpose of the 
chapter. 
Theorem 3.5 In the a-type formula of (3.1), a(ç) satisfies DRC 
and p(ç) satisfies DRC(it/2) if and only if one of the following conditions 
hold. 
3D.1) A = 1, GG > 1/2 
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(g - 1) 
3D.2) A > 1, a < 1, 1/2 < ^2 < 1/2 + 
3D.3) A < 1 and either 
3D.3a) 1 £ a < 1 + A, g > 1/2 or 
3D. 3b) a < 1, 3o > 1/2 + ~ 
'2 - ' (a - 2)A 
This will be referred to as Condition Set 3D. 
Proof Form PgCc) for (3.1) as in Theorem 3.5. 
Tl = + GzBz+i) = -G(G2 - Gi + Go) 
u=Q 
0 
^2 ^  °'Z^Z+2^ = Pq + (ot - 1)^2 
z.=o 
Using the fact that TQ(ç) = 1, T^(ç) = ç and T2(ç) = 2ç^ - 1 gives 
?%(;) = 2[3q + (a - DBg];^ - a($2 - + Bq)ç 
+ [2(^2 ~ Bq) + "(Bq ~ ^1 ~ ^2^^ 
Evaluating P(ç) at ç = ±1 yields 
P2(-l) = 20(62 - 3i + Bq) > 0 
P2(l) = 0 
It is desired that P2(ç) 2. ^  for -1 < G < 1. ^2^^^ ^ parabola in 
Ç. Since ^^(-l) > P2(l), one way to ensure P2(C) ^  0 for -1 £ ç £ 1 is to 
make PgCs) either linear or concave down. This occurs when + (0-1)32] 
£ 0. Now suppose ^2^^^ is concave up. Since ^^(-1) > P2(l), the vertex 
of ^2^^^ cannot be located at Çq _< -1. If the vertex is located at -1 
< ÇQ < 1, then P(ÇQ) < P(l) = 0 which contradicts our goal. Now suppose 
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the vertex is located at Çq _> 1. Then, PgC-l) > PgCl) 2 and PgCs) 
2 0 for -1 ^  G < 1. Thus, PgCc) 2 ^ -1 _< ç _< 1 if and only if either 
a) Pq + (a - 1)^2 £ 0 or 
ci(^2 ~ ^1 ^0^ 
^0 " 4[3q + (a - DBgJ - ^ 
Now a(ç) satisfies DRC and > 0 if and only if Condition 
Set 3A holds. If a(ç) satisfies DRC, then p(ç) satisfies DRC(it/2) if and 
only if PgCs) _> 0 for -1 £ Ç 1 if and only if a) or b) from above hold. 
Thus, necessary and sufficient conditions for this theorem to hold are 
that Condition Set 3A holds and either Condition Set 3B or 3C also holds. 
It remains to be shown that these conditions simplify to Condition Set 3D. 
The cases A = 1, A > 1 and A < 1 are considered separately. 
(i) A = 1 This is immediate since 3C.1 always holds. 
(ii) A > 1 If a 2 1, then Lemma 3.6 shows that there exists no 
interval for to be picked from. Thus, there is no solution if 
a 2 1" If a < 1, then in order to pick the largest possible in­
terval for gg to be chosen from. Lemma 3.7 is applied and 3D.2 is 
the result. 
(iii) A < 1 If 1 - A < a < 1, then Lemma 3.8 states that 3A.3a and 
3B.3a cannot hold simultaneously. Thus, for 1 - A ^  a < 1, the 
conditions reduce to g^ >_ 1/2 + _ 2)a' 0 < a < 1 - A, 
Lemma 3.9 states that the conditions can be reduced to g^ 2 1/2 
+ [l I 2)a- For 1 < a < 1 + a since 1/2 > 1/2 + the 
conditions reduce to g^ > 1/2. Q.E.D. 
Remark Condition 3D.1, although equivalent to that given by 
Liniger, is in a much simpler form. 
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Remark In the variable coefficient BDF-2 method, a = ^ ^ > 1 
and ^2 " ^ + 2A ^ by equations (3.3). Thus, this method will satisfy 
Theorem 3.5 whenever A _< 1 but cannot satisfy it whenever A > 1. Also, 
, 2  
= a - 1 = If A > 1 + /l, then la^l > 1. Thus, the BDF-2 
method is not stable for consecutive step size ratios that exceed 1+^2 
by Theorem 2.3. 
37 
IV. THE ORDER 3 a-TYPE FORMULA 
The concern of this chapter will be the 3-step a-type formula which 
takes the form of 
^n+3 " Vn+2 '"n " ^'''n+1 ' ''n+s'®3,n'n+3 ^2,n^n+2 ®l,n^n+l 
where 0 < a <2 and it is assumed that (4.1) is order 3. The subscripted 
n 
n will be suppressed whenever it is not ambiguous. Necessary and suffi­
cient conditions will be derived for a(ç) to satisfy DRC and p(ç) to 
satisfy DRC^. In addition, these conditions will be simplified to provide 
sufficient conditions in the variable coefficient case. 
A. Necessary and Sufficient Conditions 
° "W" ^2,a ° ^ S.n 
+ A^B^ and suppress the subscripted n. By using equations (1.6), the 
operator of (4.1) has order 3 if the following 3 equations hold. 
= ((A3 - 1) + a(l - Xg)) - (^3 - AgJCGo + 61 + 6% + 83) = 0 
°2 " I ((A3 - 1) + a(l - Xg)) - (^3 - + BgXg + G3X3) = 0 
D3 = "I" ((^3 - 1) + a(l - A^)) - ^ ^^3 - ^2^ (^1 + ^ 2^2 ^  ^3^3^ ~ ^ 
(4.2) 
The following equations are a solution to (4.2). 
= (1 + B)2(3 + 2A + 2AB) - a(2A + 3) _ (1 + A + AB)(1 + B) 
^2 6B(1 + A) ^3 (1 + A) 
. (I - .)» + A) -^B^(3A + 3 + 2AB) ^  + & + 43)» 
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^ ^ - - 3, - Bo - 3^ (4.3) 
"0 B "1 "3 
and a are two free parameters. 
3 2 
Lemma 4.1 Let p(x) = a^x + a^x + a^x + a^ where au E R for i 
= 0, 1, 2, 3 and f 0. Then, p(x) is a Hurwitz polynomial if and only 
if the following two conditions both hold. 
1) a^ > 0 for i = 0, 1, 2, 3 or a^ < 0 for i = 0, 1, 2, 3 
2) - a^a, > 0 
2 
Proof Let p^(x) = a^a^ 4- (a^ag - + a^a^x be the reduced 
polynomial of p(x). By Algorithm 1.1, p(x) is a Hurwitz polynomial if and 
only if 
(i) a^a^ > 0 for i = 1, 2, 3 and 
(ii) p^(x) is a Hurwitz polynomial. 
By Theorem 3.1, p^^x) is a Hurwitz polynomial if and only if all of its 
coefficients are of the same sign. Since a^a^ is never negative, it fol­
lows that Pj^(x) is a Hurwitz polynomial if and only if a^a^ > 0, a^ag 
- a^a^ > 0 and a^a^ > 0. Thus, (i) and (ii) are equivalent to 1) and 2). 
Q.E.D. 
Lemma 4.2 In the a-type formula of (4.1), if a(ç) satisfies DRC 
and p( Ç )  satisfies DRCq, then 3^ - 32 + " Gg > 0-
Proof By Theorem 3.2, p(-l)/o(-l) = — , ^ „—r-^- is posi-
-33 + 32 - 3^ + 3q 
tive. Since a > 0, it follows that 3^ ~ 32 + - 3q > 0. Q.E.D. 
Remark Lemma 4.2 will be used to eliminate the possibility that 
83 - 32 + ^1 - BQ 0 ill the next theorem. 
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Theorem 4.1 In the a-type formula of (4.1), a(ç) satisfies DRC 
and p(ç) satisfies DRC^ if and only if all of the following conditions 
hold. 
4A.1) CI = BG - GG + - GG > 0 
4A.2) C2 = 333 - GG - + 3BQ > 0 
4A.3) C3 = 36^ + GG - - 3^0 > 0 
4A.4) C4 = GJ + ^2 + + BG > 0 
4A.5) C5 = C2'C3 - C1-C4 > 0 
4A.6) C6 = [4+vC2][(4 - 2a) + vC3] - [vC4][2a + vCl] > 0 
V > 0 
This will be referred to as Condition Set 4A. 
Proof The following transformations are applied to a(ç) and p(ç) 
S ( z )  =  
= ^ {(83 " ^ 2 + + (33^ " ^2 ~ ^1 
+ (333 + 3% - - 33q)z + (B3 + 3% + + Bg)] 
= i[Cl-z^ + C2'z^ + C3'z + C4] 
O 
r(z) -
= •|-[2az^ + 4z^ + (4 - 2a)z] 
Let V  > 0. Then, 
r(z) = 8[r(z) + vs(z)] 
= [2a + vCljz^ + [4 + vC2]z^ + [(4 - 2a) + vC3]z + vC4 
3 2 
= r3Z + r^z + r^z + r^ 
where r^, i = 0, 1, 2, 3, is the obvious substitution. 
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It remains to be shown that Condition Set 4A holds if and only if 
s(z) and r(z) for all v > 0 are Hurwitz polynomials. Let Condition Set 4A 
hold. By Lemma 4.1, s(z) is a Hurwitz polynomial. Also, since r^r^ -
r^r^ = C6 > 0, 0 < a < 2, v > 0, r(z) is a Hurwitz polynomial for all v 
by Lemma 4.1. Conversely, let s(z) and r(z) for all v > 0 be Hurwitz 
polynomials. By Lemma 4.2, CI > 0. Since s(z) is a Hurwitz polynomial, 
from Lemma 4.1, it follows that 4A.1-4A.5 all hold. Since r(z) is a 
Hurwitz polynomial for all v > 0, C6 = ^ 2^2 ~ ^^0^3 ^ Q-E-D-
Theorem 4.1 gives necessary and sufficient conditions for o(ç) to 
satisfy DRC and p(ç) to satisfy DRC^. However, Condition Set 4A is not 
usable in its present form. The task of simplifying is now undertaken. 
First, simplified necessary and sufficient conditions for the underlying 
formula to satisfy Theorem 4.1 are derived. 
Theorem 4.2 In the underlying multistep formula of (4.1), a(ç) 
satisfies DRC (is damped at infinity) and p(ç) satisfies DRC^ (is A^-
stable) if and only if both of the following conditions hold. 
4B.1) a > 1/2 
4B.2) < . < " -
24 ^3 24(2 - a) 
This will be called Condition Set 4B. 
Proof For the underlying multistep formula, A = B = 1. Equations 
(4.3) become 
62 - - 3S3 
= 22 ^3 
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where 3^ and a are free parameters. By Theorem 4.1, it is necessary and 
sufficient to have Condition Set 4A satisfied. Using equations (4.4), the 
following is found. 
(i) CI = g, _ e, + Gi - gq = 8g, _ > 0 ++ 6, > 
(ii) C2 = 33^ - 3% - &!+ 33q = > 0 a > ^ 
(iii) C3 = 3gj + 3% - - 33o = 2 > 0 
(iv) C4 = 3^ + #2 + ^ 2 + gg = 2 - a > 0 for 0 < a < 2 
(v) C5 = C2'C3 - C1-C4 
- (8a - 16)63 ° 83 ' llli-'i) 
(vi) C6 = [4 + vC2][(4 - 2a) + vC3] - [vC4][2a + vCl] 
= 4(4 - 2a) + v[(4 - 2a)'02 + 4-C3 - 2a-C4] + v^-C5 (4.5) 
Now 
[(4 - 2a)-02 + 4-C3 - 2a.C4]= (4 - 2a) (^^^^) + 8 - 2a(2 - a) 
2 8 - 4a > 0 
Thus, C6 > 0 for all v > 0 and 0 < a < 2 C5 > 0. Simplifying (i)-(vi) 
results in Condition Set 4B. Q.E.D. 
Corollary 4.1 The underlying formula of (4.1) is A^-stable if and 
only if both of the following conditions hold. 
4C.1) a >_ 1/2 
4C.2) < e, < " -
24 — 3 ~ 24(2 — a) 
This is Condition Set 4C. 
Proof From the proof of Theorem 4.1 and since C3 = 2 > 0, it 
follows that r(z) is a Hurwitz polynomial for all v > 0 if and only if 
> 0, i = 0, 1, 2, 3 and r^rg - r^r^ > 0. Now i\ > 0 for i = 0, 1, 2, 3, 
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Vv > 0 Cl > 0, C2 > 0, C4 > 0. Also, r^r- - r^r. > 0 -<->• C6 > 0. Now, 
— — 1 z u j 
C6 > 0 C5 ^  0 by (vi) in the proof of Theorem 4.2. Using (i)-(v) in 
the proof of Theorem 4.2, Condition Set 4C follows. Q.E.D. 
B. Simplified Sufficient Conditions 
The following theorem provides a method for the simplification of 
Condition Set 4A. Note that throughout this section, C1-C6 will be de­
fined as in Theorem 4.1. 
Theorem 4.3 If C3 ^  C4 > 0 and C2 > CI > 0, then Condition Set 
4A holds. 
Proof Clearly 4A.1-4A.5 are all satisfied. By (4.5) 
C6 = 4(4 - 2a) + v[(4 - 2a)•C2 + 4'C3 - 2a'C4] + v^'C5 
Since 0 < a < 2 and C3 ^  C4, it can be seen that all terms of C6 are 
positive. Q.E.D. 
The following two lemmas will be used to help find sufficient condi­
tions to satisfy C3 ^  C4 > 0. 
Lemma 3.3 If 0 < A ^  2.5 and 0 < B < 2.5, then 
(2 + B) + (2 + 2B)A - BA^ (4.6) 
is positive. 
Proof Consider (4.6) as a quadratic in A. It is concave down 
for B > 0. The zeros occur at 
(1 + B)±/2B^ + 4B + 1 
B 
Now (4.6) is positive between its zeros. One zero is always positive and 
the other is always negative. For B > 0, 
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d /I + B , /2B^ + 4B + 1, _ ,1 , 2B + 1 , , „ 
_ + ) _ _( + ) < 0 
B/2B + 4B + 1 
Thus, the position of the positive zero is a decreasing function in B. 
Moreover, the positive zero is minimized by maximizing B. Letting B = 
2.5, the positive zero becomes approximately 3.34. Thus, for 0 < B ^ 2.5 
and 0 < A _< 2.5, (4.6) is positive. Q.E.D. 
Lemma 3.4 If either 1 < A < 2.5, 0 < B ^  2.5 or 0 < A < 1, 
0 < B _< 1.5, then 
(5 - 2B) + (5 - 4B - 3B^)A + (2B + 3B^)A^ >0 (4.7) 
Proof Let 1 _< A _< 2.5 and 0 < B < 2.5. Then, (4.7) holds if and 
only if 
5 + 5A + 2BA^ + 3B^A^ > 2B + 4BA + 3B^A 
which is true since 
5 > 2B, 3B^A^ > 3B^A, 5A + 2BA > 4BA 
Now, let 0 < A < 1 and 0 < B _< 1.5. Consider (4.7) as a quadratic in A. 
2 2 
The abscissa of the vertex is located at (3B + 4B - 5)/(6B + 4B) . Since 
3B^ + 4B - 5 < 0 for B e (0, 3/4), the minimum of the left side of (4.7) 
occurs at B = 0. At B = 0, (4.7) holds. 
It remains to be shown that (4.7) is true for B e [3/4, 3/2]. Sub­
stituting the abscissa of the vertex into (4.7) yields 
(5 - 2B) + (5 - 4B - 3B^) (^^ % - 5) + (2B + 3B^)(^^ > 0 
6B + 4B 6B + 4B 
(4.8) 
After simplifying, (4.8) becomes 
-9B^ - 48B^ + 58B^ + BOB - 25 > 0 
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Define f(B) = -9B^ - 48B^ + 58B^ + 8OB - 25. Then, f"(B) = -108B^ - 288B 
+ 116 which is clearly negative for B ^  3/4. Thus, f'(B) cannot switch 
from negative to positive when B ^  3/4. Since f(3/4) > 0 and f(3/2) > 0, 
it follows that f(B) > 0 for B e [3/4, 3/2] . Q.E.D. 
Theorem 4.4 C3 > C4 > 0 if all of the following conditions hold. 
4D.1) 1 < a < 1 + B 
4D.2) 1/3 < < 5/6 
— j — 
4D.3) Either 
4D.3a) 0 < B £ 2.5, 1 £ A ^  2.5 or 
4D.3b) 0 < B £ 1.5, 0 < A < 1. 
This is called Condition Set 4D. 
Proof Using equations (4.3) 
C3 - C4 = 6g^ + 432 ^^1 ~ 4(1 + % " °) 
Substituting for and gives 
C3 - C4 = 6B 
. , r(l + B)2(3 + 2A + 2AB) - a(2A + 3) „ (1 + A +AB) (1 + B)^ 
+ 6B(1 + A) ^3 (TTT) J 
+ 2[(1 - + A) -^B(3A + 3 + 2AB) + A + AB)B] 
- 4 (1 + B - O) , (4.9) 
Multiplying (4.9) by 6B(1 + A) and simplifying results in 
6B(1 + A)(C3 - C4) = 12B[(1 - B) + (1 - 2B - B^)A + (B + 
+ [6 + 8A - 2A^]a 
+ [(6B^ - 6) + (4B^ + 12B^ - 8)A 
+ (2 - 6B^ - 4B^)A^] (4.10) 
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The right hand side of (4.10) is linear in If [6 + 8A - 2A^]a is mini­
mized and the right hand side of (4.10) is nonnegative when = 1/3, 5/6 
and for allowed values of A and B, then the conclusion of the theorem 
follows directly. 
2 2 
Since [6 + 8A  -  2 A  ]  > 0  for A e [0, 5/2], [6 + 8A - 2A ]a is minimum 
when a is minimum, i.e., a = 1. Substituting = 1/3 and a = 1 into 
(4.10) yields 
6B(1 + A)(C3 - C4) = (2B^ + 4B) + (4B + 4B^)A - (2B^)A^ (4.11) 
Dividing (4.11) by 2B and applying Lemma 3.3, the right side of (4.11) is 
positive. 
Now, substituting 3^ ~ 5/6 and a = 1 into (4.10) gives 
6B(1 + A)(C3 - C4) = (10 - 4B) + (10 - SB - 6B^)A + (4B + 6B^)A^ 
(4.12) 
Dividing (4.12) by 2 and applying Lemma 4.4, the right side of (4.12) is 
nonnegative. Also, C4 = ^ ^  ^ — > 0-^a < 1+B. Thus, C3 ^  C4 > 0 
if Condition set 4D holds. Q.E.D, 
The following two lemmas will be used to help find sufficient condi­
tions for C2 > CI > 0. 
Lemma 4.5 C2 > CI if and only if 
6B[(B - 1) + (B^ + 2B - 1)A + (3B^ + + (1 - a)[3A^ + 4A + 3] 
- [3B^ + (2B^ + 6B^)A + (6B^ + 9B^)A^] < 0 
Proof Substituting for CI, C2 and using (4.3) gives 
j- (CI - C2) = gg + 232 ^^1 " 
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XI + B)^(3 + 2A + 2AB) - a(2A + 3) (1 + A + AB) (1 + B), 
^ 6B(1 + A) " "^3 (1 + A) ^ 
+ 3 [O - «)(3 + ^0 - B'(3A + 3 + 2AB) + 3^(1 + 4 + ^ ,b, 
-2 + g ' G] (4.13) 
Multiplying (4.13) by 6B(1 + A) and simplifying results in 
3B(1 + A)(CI - C2) = 6B[(B - 1) + (B^ + 2B - 1)A + (3B^ + 3B)A^]e2 
+ (1 - a)[3A^ + 4A + 3] 
- [3B^ + (2B^ + 6B^)A + (6B^ + 9B^)A^] 
The conclusion now follows easily. Q.E.D. 
Lemma 4.6 CI > 0 if and only if 
3 > (3B^ + 3B) + (2B^ + 3B^ - 1)A + aA 
^ 6B[(1 + B) + (B + B^)A] 
Proof Using (4.3) results in 
CI = 2^3 + 23^ - (1 + g - *) 
= 233 
+ 2[(1 - + A) - B(3A + 3 + 2AB) ^ + A + AB)B] 
oB J 
- * B " °) (4.14) 
Multiplying (4.14) by 3B gives 
3B'C1 = 6B[(1 + B) + (B + B^)A]33 
- [(3B^ + 3B) + (2B^ + 3B^ - 1)A + aA] 
The conclusion is immediate. Q.E.D. 
Theorem 4.5 Define 
, _ 3B^ + (2B^ + 6B^)A + (6B^ + 9B^)A^ + (a - 1) (3A^ + 4A + 3) 
Hign p 2 2 
6B[(B - 1) + (B + 2B ~ 1)A + (3B 4- 3B)A ] 
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Low = (3B^ + 3B) + (2B^ + 3B^ - 1)A + aA 
6B[(1 + B) + (B + B^)A] 
for a > 1. C2 > CI > 0 if one of the following conditions hold. 
4E.1) ^ Low, High < 0 or undefined 
4E.2) Low < < High 
This is called Condition Set 4E. 
Proof By Lemma 4.5, 
C2 > CI ++ 6B[(B - 1) + (B^ + 2B - 1)A + (3B^ + SBjA^jg^ 
+ (1 - a)[3A^ + 4A + 3] 
- [3B^ + (2B^ + 6B^)A + (6B^ + 9B^)A^] < 0 
If the g^-term is nonpositive, then C2 > CI for a > 1. If the g^-term is 
positive, then C2 > CI gg < High. By Lemma 4.6, CI > g^ > Low. 
Thus, if Condition Set 4E holds, then C2 > CI > 0. Q.E.D. 
Remark Comparing Condition Set 4D and 4E, one can verify that 
Low ^  1/3 for all positive A and B. However, there is no such easy rela­
tionship between High and 5/6, the alternative upper bound for g^. As A 
and B become small. High becomes unbounded and then negative. For larger 
values of A and B, High < 5/6. 
Condition Sets 4D and 4E give sufficient conditions for a(ç) to 
satisfy DRC and p(ç) to satisfy DRCg. There are at least two questions 
that might be posed at this point. First, for the specified values of A 
and B, does there always exist an interval for g^ to be picked from? By 
numerical calculation, it can be shown that as A and B increase, the 
interval for g^ becomes smaller. Also, picking a large a for large A and 
B creates a larger interval for g^. If A and B are picked too large, no 
interval will exist. It has been shown numerically by taking A and B in 
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increments of 1/64 that there exist solutions satisfying both C1-C6 and 
Condition Sets 4D and 4E for 1 _< A ^  2 3/8, 0 < B^2 3/8 and 0 < A < 1, 
0 < B £ 3/2. 
Second, a question arises as to how many solutions have been elimi­
nated by this simplification of Condition Set 4A. Although this question 
is difficult to answer in general, some specific things will be discussed. 
Through numerical methods, it has been shown that High is a good 
upper bound except when A and B are near 1. In this case. High is not 
large enough. Low, however, appears to be the actual lower bound for Bg. 
If A < 1, then the previous step taken by (4.1) failed to pass some 
error criterion. Thus, requiring B < 3/2 on the next step is not par­
ticularly restrictive since most implementations of multistep methods do 
not allow a step increase (B > 1) after a step failure (A < 1). Also, 
most of the difficulty in finding solutions arises when A and B are both 
large. The sufficient conditions contain solutions that allow both A and 
B to be 2 3/8. The following theorem puts an upper limit on these values 
for A and B. 
Theorem 4.6 In the a-type formula of (4.1), if A > 2.6 and B 
2 2.6, then Condition Set 4A cannot be satisfied. 
Proof It will be shown that for A 2 2.6 and B ^ 2.6, CI > 0 and 
C2 > 0 cannot hold simultaneously for any or a e (0, 2). By Lemma 4.6, 
CI > 0 
(3B^ + 3B) + (2B^ + 3B^ - 1)A + oA 
6B[(1 + B) + (B + B )A] 
(4.15) 
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Now 
C2 = 3B^ - gg - 6i + 3^0 
= -4^2 - 46^ + 3(1 + g -  ") 
Sub stituting for 3^ and and then multiplying by 6B(1 + A) results in 
6B(1 + A)C2 = (24B + 24AB - 24A^B^ -
+ (a - 1)(6 + 6A + 4A^) 
+ (-6B - 6AB + (12B^ + 8B^)A^) 
upon simplification. If it is assumed that A ^  1 and B 1, then C2 > O-w-
„ . 3B + 3BA - (6B^ + 4B^)A^ + (1 - a)(3 + 3A + 2A^) 
3„ < 2 fl (4.16) 
^ 12B(1 + A - A B - A B ) 
gg can satisfy both (4.15) and (4.16) if and only if 
(3B^ + 3B) + (B^ + 6B^ + 3B)A + (3B^ - B^ - 2B^)A^ 
+ (a - 1)[(3 + 3B) + (5 + 6B + 3B^)A + (3B^ + 5B + 4)A^] > 0 (4.17) 
The left side of (4.17) is maximized if a = 2. Letting a = 2 and di-
2 3 
viding by A B (4.17) becomes 
(-^ H—^ + — - 1 - 2B) > 0 (4.18) 
B B 
Evaluating at A = B = 2.6, (4.18) is false. Clearly, larger values of A 
and B will only make the left side of (4.18) more negative. Q.E.D. 
The following theorem relates to the BDF-3 for a comparison of upper 
limits on A and B. 
Theorem 4.7 In the variable coefficient BDF-3, if A, B ^  1.62 at 
each step, then the method is unstable. 
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Proof In the BDF-3, = 1 and ~ ~ ^2 ~ ~ 
X2 = 1 + A and = 1 + A + AB. Then, in order to maintain order 3, one 
can see from equations (1.6) that the following must hold. 
Dg = 1 + «2 + 4- = 0 
°1 ~ ^"1 ^ "2^2 ^3^ ~ ^ (^3) ~ 0 
°2 " i (^1 + «2^2 ^  ^3) " ^(^3^3) = 0 
Dg = % (a^ + OgXg + ^3) - I ABCBjXg) = 0 
Solving these equations for results in 
2 3 4 3 
-(B^ + 2B^ + B )A^ 
a„ = ' 
° (1 + 2B) + (2 + 6B + 3B^)A + (1 + 4B + 3B^)A^ 
Now, IOqI > 1 -M-
(B^ + 2B^+B^)A^ > (1 + 2B) + (2 + 6B + 3B^)A + (1 + 4B + 3B^)A^ (4.19) 
2 3 
Dividing (4.19) by A B results in 
For A = B = 1.62, (4.20) is true. Cleanly, if A, B > 1.62, (4.20) will 
continue to be true. Thus, by Theorem 2.3, the method cannot be stable 
for consecutive step size ratios greater than or equal to 1.62. Q.E.D. 
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V. THE ORDER 4 AND 5 a-TYPE FORMULAS 
This chapter will consider only the underlying multistep formulas. 
In this chapter, the 4-step a-type formula of order 4 where the step 
size is fixed will be examined. This a-type formula takes the form of 
^+4 - "'.+3 + - "%+2 = 
®3^n+3 ^2^n+2 ®l^n+l 
where 0 < a < 2 and it is assumed that (5.1) is order 4. In this case, 
the a and i = 0, 1, 2, 3, 4, are constant at each step and independent 
of n. Using (5.1), necessary and sufficient conditions for a(ç) to satis­
fy DRC and p(ç) to satisfy DRC^ will be derived in this chapter. This is 
equivalent to having (5.1) be A^-stable and damped at infinity. In addi­
tion, it will also be shown that there does not exist an order 5 a-type 
formula which is A^-stable. 
A. The Order 4 Underlying Multistep Formula 
By using equations (1.6), the operator of (5.1) can be made to be 
order 4 if the following 4 equations all hold. 
= 2(a - 1) + 3 (-a) + 4 - (g^ + = 0 
Dg = Y (4(a - 1) + 9(-a) + 16) - (g^ + 2^^ + Sg^ + 40^) = 0 
D3 = I (8(a - 1) + 27(-a) +64) - |(g^ + 4$^ + 9g^ + 16g^) = 0 
= -^ (16(a - 1) + 81(-a) + 256) - ^  (g^ + Sg^ + 27^^ + 643^) = 0 
(5.2) 
(Note that since all step size ratios are 1, it follows in equations (1.6) 
= 1, = 2, Xg = 3 and = 4.) The following will be used as a 
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solution to (5.2) 
64 - 9a 
- 4g, 
"-^3 24 *^4 
«2 - % -
- " h  
®o • "4 " ^~êr (5.3) 
and a are two free parameters. 
1 
Lemma 5.1 If p(x) = Z a,x where a. E R for i = 0, 1, 2, 3, 4 
1=0 ^  ^ 
and a^ f 0, then p('x) is a Hurwitz polynomial if and only if all of the 
following three conditions hold. 
1) a^ > 0 for i = 0, 1, 2, 3, 4 or < 0 for i = 0, 1, 2, 3, 4 
V2 - V3 ' " 
3) (A^AJ - AGAGIA^A, - AJA^ > 0 
2 3 
Proof Let p^(x) = a^a^ + (a^ag - aQag)x + a^a^x + a^a^x be the 
reduced polynomial of p(x). By Algorithm 1.1, p(x) is a Hurwitz polynomial 
if and only if 
(i) a^a^ >0, i = 1, 2, 3, 4 and 
(ii) Pj^(x) is a Hurwitz polynomial. 
By Lemma 4.1, p^(x) is a Hurwitz polynomial if and only if 
(iia) all of its coefficients are either all positive or all nega­
tive, and 
3 (iib) (a^a^ - > 0. 
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Now, let p(x) be a Hurwitz polynomial; then, (i) ->• 1), (iia) ^  2), 
(iib) 4- 3). Conversely, let l)-3) all hold. Then, 1) (i), 1) and 2) -» 
(iia), 3) 4- (iib). Q.E.D. 
Theorem 5.1 In the a-type formula of (5.1), a(ç) satisfies DRC 
if and only if both of the following two conditions hold. 
5A.1) a > 1 
5A.2) < 8, < 12° 
^ 24(4 - a) 
This will be called Condition Set 5A. 
4 3 2 
Proof Apply the usual transformation to a(ç) = 
+ BiG + Bo-
s(z) = (^ 2 ^ )g(j^ ^  ^) 
~ ^  ^^4 ~ ^ 3 ^2 ~ ^ 1 (4^4 - 23^ + 23^^ - 43q)Z^ 
+ (63^ - 202 + 63o)z^ + (43* + 23^ - 23^ - 43q)z 
+ (3^ + 3^ + ^ 2 + 3]^ + 3g)] 
= ^ [S^Z^ + SGZ^ + SGZ^ + s^z + SQ] 
The s^'s, i = 0, 1, 2, 3, 4, are the obvious substitutions. Now, a(ç) 
satisfies DRC if and only if s(z) is a Hurwitz polynomial. By Lemma 5.1, 
s(z) is a Hurwitz polynomial if and only if 
(i) s^ > 0 for i = 0, 1, 2, 3, 4 
(ii) S^Sg - SgSg > 0 
3 
(iii) (s^sg - SqS2)s^S2 - S]S^ > 0. 
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(Note that since = 3^ + 6^ + ^ 2 + 6^ + 3g = 2 - a > 0, it follows that 
all the s^'s are positive.) Using equations (5.3), the following is 
easily derived. 
1 = 
^34 + 2g^ - 23I - 43q = 4 - a > 0 
2 = 634 - 232 + 6BQ = 4/3(1 + a) > 0 
3 = 434 - 233 + 26^ - 4Bg = 4/3(a -1) -^Sg>0-H-a>l 
=4 - «4 - «3 + ®2 - Sl + «0 • "®4 - ° 
(ii) S^Sg - SgSg = 8 > 0 
3 
(iii) Since s^ > 0, (s^^g ~ ®o=3^®l®3 ~ ®1®4 ^  ® 
" <^=2 - =0=3''3 - S1S4 ' " 
Moreover, 
2 2a^ + 2a2 _ 80a + 256 ,, ,2 
(31=2 - =0=3)93 " ®1®4 3 16*4(4 -
So 
(SlSg - S0S,)S, - > 0 +» 
< - 40a + 128 
^ 24(4 - a)2 
It now follows immediately that (i)-(iii) all hold if and only if Condi­
tion Set 5A holds. Q.E.D. 
The following two lemmas will be helpful in proving Theorem 5.2, 
Lemma 5.2 Let 
„ a^ + a^ - 26a + 64 Q 
^ 24(a - 2)^ 
lla^ + 20a2 _ 368a + 832 Qo = 
'2 288 (a - 4) (a - 2) 
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a + a - 40a + 128 
Qg = 2 
24(4 - a) 
If 1 _< a < 2, then inin(Q^, Q^, Q^) = Q^-
Proof Q < Q -2a^(a^ - 11a + 2) + 265(2 - a) > 0. Since j 
2 
a - 11a + 2 < 0 and 2 - a > 0 for 1 £ a <2, Qg < Q^. Also, £ Qg 
-<->• -a^(a^ + 8a - 104) - 32(13a^ - 16a - 32) ^  0. Since + 8a - 104 < 0 
and 13a^ - 16a - 32 < 0 for 1 £ a < 2, £ Qg. Q.E.D. 
Lemma 5.3 Let 1 j< a < 2. If 
„ - 40a + 128 
4 — 9 
^ 24(4 - ar 
then both of the following hold. 
1) Y (4a^ + 4a^ - 104g + 256) - 8g (4a^ - 16a + 16) > 0 
2) I (lla^ + 20a^ - 368a + 832) - 83^(4a^ - 24a + 32) > 0 
Proof 1) will hold if and only if 
fi X a^ + a^ - 26a + 64 
4 — 2 4 24(a - 2)^ 
2) will hold if and only if 
lla^ + 20a^ - 368a + 832 
•^4 - 288(0 - 4) (a - 2) 
Applying Lemma 5.2, the proof is complete. Q.E.D. 
Theorem 5.2 In the a-type formula of (5.1), p(ç) satisfies DRC^ 
if and only if the following two conditions both hold. 
5B.1) a > 1 
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SB 9 + g p - 40a + 128 
' 24 _ .)2 
This will be referred to as Condition Set 5B. 
Proof Let s(z) be defined as in the proof of Theorem 5.1. Form 
4 3 2 
P(ç) = Ç - gÇ + (g - 1)Ç and apply the following transformation. 
r(2) = 
= [2az^ + (4 + 2g)z^ + (8 - 2a)+ (4 - 2a)z] 
Let V > 0 and form 
r(z) = 16[r(z) + vs(z)] 
= (2a + vs^)z^ + (4 + 2a + vSg)z^ 
2 
+ (8 - 2a + vs2)z + (4 - 2a + vs^)z + VSq 
4 3 2 
= r^z + r^z + r^z + r^z + r^ 
where r^ for i = 0, 1, 2, 3, 4 is the obvious substitution. Now p(ç) 
satisfies DRC^ if and only if r(z) is a Hurwitz polynomial for all v > 0. 
Note that v > 0 and Sq > 0 r^ > 0. Thus, by Lemma 5.1, r(z) is a 
Hurwitz polynomial if and only if 
(i) r. > 0 i = 0, 1, 2, 3, 4 
(ii) - tgr, > 0 
(ill) (r^r^ - > 0 
all hold for any v > 0. Now (i) holds if and only if s^ > 0, Sj. ^ 0 for 
2 
i = 1, 2, 3, 4. Also, since r^ > 0, (iii) ->• (s^sg - ^ o®3^®3 ~ ®1^4 
>0. By the proof of Theorem 5.1, 5B.1 and 5B.2 follow. Thus, if 
r(z) is a Hurwitz polynomial for all v > 0, then Condition Set 5B 
must hold. 
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Conversely, suppose Condition Set 5B holds. Then, by the proof of 
Theorem 5.1, > 0, s^ ^  0 for i = 1, 2, 3, 4 and (i) holds. 
r^rg - r^r^ = (8 - 2a + vSg) (4 - 2oi + vs^) - vSq(4 + 2a + vs^) 
= (4 - 2a)(8 - 2a) + [(4 - 2a)s2 + (8 - 2a)s^ 
2 
- (4 + 2a)sQ]v + [s^sg - SqS^IV 
Since s^s^ -  =  8  >  0  an d  ( 8  -  2a ) s ^  -  ( 4  +  2 a ) =  24  -  8 a  >  0 ,  i t  i s  
immediate that r^rg - r^r^ is always positive. Thus, (ii) holds if Condi­
tion Set 5B holds. 
It remains to be shown that if Condition Set 5B holds, then (iii) 
also holds. Since r^ > 0 for all v > 0, (iii) holds <-» 
(^1^2 " " ^1^4 
is positive. Substituting into (5.4) for r^, i = 0, 1, 2, 3, 4, gives the 
following result. 
{(4 - 2a) (8 - 2a) + [ (4 - 2a) S2 + (8 - 2a) s^ 
-(4 + 2a)sQ]v + [s^sg - SqS2]V^}{4 + 2a + vs^} 
-{(4 - 2a) - vs^}^{2a + vs^} (5.5) 
Substituting for s for i = 0, 1, 2, 3, 4 and upon simplification, (5.5) 
yields 
[(64 - 32a) + y (4a^ + 4a^ - 104a + 256) 
2 3 
+ ^ (lla^ + 20a^ - 368a + 832) + ^  (a^ + a^ - 40a 
+ 128)] - 8B,[v(4a2 - 16a + 16) + v^(4a^ - 24a + 32) 
+ v^(a^ - 8a + 16) (5.6) 
Now (5.6) will be positive for all v > 0 if 
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(iv) Y (4a^ + 4a^ - 104a + 256) - 83^(4a^ - 16a + 16) > 0 
(v) "I (lla^ + 20a^ - 368a + 832) - 86(40^ - 24a + 32) ^  0 
(vi) Y (a^ + a^ - 40a + 128) - 88 (a^ - 8a + 16) > 0 
all hold. Moreover, (vi) holds if and only if 
- 40a + 128 
4 — ? 
^ 24(4 - a)^ 
By Lemma 5.3, if (vi) holds, then (iv) and (v) also hold. Thus, if Condi­
tion Set 5B holds, then (iii) will hold. Q.E.D. 
Remark Theorem 5.2 completely characterizes the A^-stability of 
(5.1). Letting a = 1 results in the unique A^-stable Adams type formula 
found by Strasburger (1980). This operator, however, is not damped at 
infinity. 
The following corollary completes the first section of this chapter. 
Corollary 5.1 In the a-type formula of (5.1), a(ç) satisfies DRC 
and p(ç) satisfies DRC^ if and only if Condition Set 5A holds. 
Proof This is immediate by combining the results of Theorem 5.1 
and Theorem 5.2. 
B. The Order 5 Underlying Multistep Formula 
In this section, the underlying multistep formula of the 5-step a-
type formula will be examined. It takes the following form: 
''n+5 " °^n+4 * " '''®5^n+5 * ^4^n+4 * ®3^n+3 * ®2^n+2 
+ (5-7) 
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where 0 < a < 2 and (5.7) is assumed to be order 5. Using equations (1.6), 
the formula of (5.7) will be order 5 if the following 5 equations all 
hold. 
= 3(a - 1) + 4(-a) + 5 - (3^ ^2 ^  ^3 ^  ^4 Bg) ~ 0 
= I (9(a - 1) + 16(-(x) + 25) - (g^ + 2g^ + 3$^ + + 5$^) = 0 
i (27(a - 1) + 64(-a) + 125) " |(3^ + 4$^ + 93^ + 163^ 
+ 256 ) = 0 
i (81(a - 1) + 256(-a) + 625) - ^  (3^ + 83^ + 273^ + 64g^ 
+ 1253:) = 0 
= jIq (243(0 - 1) + 1024(-a) + 3125) " (3^ + 163% + Slg^ 
+ 2563, + 6253c) = 0 (5.8) 
Equations (5.8) have the following solution. 
" - 2152 - 251a _ 
= 103 
720 ^5 
2128 - 646a 
3 ^5 720 
«0 - "'720"° - 65 
3[. and ot are free parameters. 
^ 5 
(5.9) 
Lemma 5.4 Let p(x) = E a.x^ where a. e R and a f 0. If p(x) is 
i=0 ^  ^ 
a Hurwitz polynomial, then its coefficients are either all positive or all 
negative. 
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Proof This is immediate by (i) in Algorithm 1.1. Q.E.D. 
Theorem 5.3 In the a-type formula of (5.7), p(ç) cannot satisfy 
DRCq. That is, no A^-stable operator in the form of (5.7) exists. 
5 4 3 
Proof Performing a transformation on ff(ç) = 
2 
4- BgS + + 3q results in 
s(z) = 
= ^  [(05 - 04 + ^ 3 - ^ 2 + 3i -
+ (5Bg - 38^ + 63 + Gg - 33I + 
+ (lOgg - 26^ - 233 + 2B2 + 20^ - 103q)Z^ 
+ (1033 + 23^ - 233 - 2^2 + 23^ +103q)Z^ 
+ (53^ + 33^ ^3 ~ ^ 2 ~ ^ ^1 ~ 53Q)z 
+ (3^ + 3^ + 33 + 02 + 3^ + 3Q ) ]  
= ^  [syz^ + s^z^ + SgZ^ + S2Z^ + s^z + Sq] 
where s^^, i = 0, 1, ...» 5, is the obvious substitution. Transforming 
p(ç) = - aç^ + (a - l)ç^ gives this result. 
r(z) = (^^)^P(f^) 
= ^  [2az^ + (4 + 4a)z^ + 12z^ + (12 - 4a)z^ + (4 - 2a)z] 
For v > 0, form 
r(z) = 32[r(z) + vs(z)] 
5 4 3 
= (2a + s^)z + (4 + 4a + vs^)z + (12 + vS3)z 
2 
+ (2 - 4a + vs2)z + (4 - 2a + vs^)z + vs^ 
5 4 3 2 
= r^z + r^z + r^z + r2Z + r^z + r^ 
61 
where the r.'s are the obvious substitutions. Now p(ç) satisfies DRC if 
X o 
and only if r(z) is a Hurwitz polynomial for all v > 0. 
Assume that r(z) is a Hurwitz polynomial. Since r^ = v(3^ + 3^ 
+ gg + ^ 2 + + gg) = v(2 - a) >0, it follows from Lemma 5.4 that r^ > 0. 
However, 
r, = 4 + 4a + vs. 
4 4 
= 4 + 4a + v(56g - 36^ + + 6% - 33^ + 53^) 
. 4 + 4. + ,[™£Lyj68, 
So, r^ >0 for all v > 0 ++ a > 2. Since a < 2 is required, this is a 
contradiction. Q.E.D. 
One might note that in order for p(ç) to satisfy DRCg, the allowable 
values for a become more restrictive for the underlying multistep formulas 
as order increases. In the order 2 case, there was no restriction other 
than 0 < a < 2. In the order 3 case, one must have a ^  1/2. For order 4, 
it was required that a 1 and for order 5, a ^  2. If patterns mean any­
thing, it appears doubtful than an investigation of higher orders than 5 
for the a-type formulas will be worthwhile. 
The question still remains as to whether or not there exists a gen­
eral a-type formula of order 4 that can allow step size changes and have 
a(ç) satisfy DRC and p(ç) satisfy DRCq. The answer is yes. However, 
finding such a multistep formula will be saved until the next chapter. It 
will be done empirically on the computer. The primary reason for this is 
that the algebra becomes unmanageable. 
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VI. SELECTION OF a-TYPE FORMULAS 
In this chapter, the task of selecting a particular a-type formula 
for each order (1-4) is undertaken. As in other chapters, the subscripted 
n will be suppressed whenever it is not ambiguous. 
The first step in choosing a formula is the selection of the under­
lying multistep method. One would like to minimize the error constant, 
maintain damping at infinity and maximize the 0 in DRC(0). However, there 
is often a trade off in this process. 
The second step in picking a variable coefficient method is to de­
termine how the coefficients are to be altered during step size changes so 
that p(ç) will satisfy DRC(0) for a large 0 and wide range of step size 
ratios. Determination of this 0 for any sequence of step size ratios is 
done using the method described in the next section. 
A. A Method to Determine 0 in DRC(0) 
A convenient way to find 6 in DRC(0) is by the boundary locus 
method. Suppose one is given a  multistep formula as in (1.3). Let p ( ç )  
= p(ç) - ija(ç), y e C, be its associated p-polynomial. Define 
B = {y e  c|p(e^^) = 0 for some ^  e [0, 2n)} 
The curve B partitions the complex plane into regions where p ( ç )  either 
satisfies DRC or does not satisfy DRC for every y in a particular region. 
To determine which case a region represents, one only has to select a 
single y from that region and substitute it into p(ç). By looking at the 
modulus of the roots of p(ç), one can quickly determine the status of that 
region. 
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The curve B can be approximated by calculating and plotting values of 
' " î A  
for suitably spaced (j) e [0, 2ir) . By examining the calculated points and 
the resulting regions, one can readily approximate 0 in DRC(0). A region 
where p(ç) satisfies DRC for all p in that region is called a stable 
region. A region which is not stable is called an unstable region. See 
Figure 6.1 for an example. 
B. Selection of the Order 1 a-Type Formula 
The order 1 formula is used to take the first step in solving the 
ordinary initial value problem (1.1). It must, therefore, be a 1-step 
method, i.e., have a = 1, and take the form of 
>'„+l - y. " ''n+l^l'n+l + 
In order for (6.1) to be order 1, = 1 must hold. The coefficients 
of (6.1) are constants and independent of n. 
If g- > 1/2, then (6.1) will be A-stable. The error constant can be 
1 
determined by c = 1/2 - g^ and its damping at infinity is d = j-g^/g^l . 
In the BDF-1, g^ = 1, d = 0 and c = -1/2. In the trapezoidal rule, 
= 1/2, d = 1 and c = 0. In some sense, these two methods represent two 
extremes. For this reason, a compromise method was chosen. For the 
order 1 method, = 5/8 was picked. It follows that d = 3/5, c = -1/8 
and the method is A-stable. 
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y-plane 
stable 
region 
unstable 
region 
Figure 6.1. A boundary locus plot that satisfies DRC(e) 
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C. Selection of the Order 2 a-Type Formula 
The order 2 formula takes the form of (3.1). By Condition Set 3D, 
the underlying formula of (3.1) will be A-stable and damped at infinity if 
and only if > 1/2. Table 6.1 lists data relating to possible under­
lying formula of (3.1). 
For the underlying order 2 a-type formula a = .75 and = .56 was 
chosen. This results in c = -.13 and d = .57. One might note that the 
underlying BDF-2 has gg = 2/3, c = -1/3 and d = 0. 
During step size changes, it is desired that (3.1) satisfies Theorem 
3.6 for all acceptable step size ratios A. For this general case, a = .75 
if A_> 1 and a = 1 if A < 1 was picked. Also, = .58 - .02A was chosen 
where A was arbitrarily restricted to the interval (0, 3]. A simple check 
shows that this solution does indeed satisfy Theorem 3.6. 
Some explanation of this solution may be helpful. One might note 
that the solution for a becomes discontinuous at A = 1. This was done for 
simplicity. This discontinuity is mostly academic since in the case where 
a small step size reduction is calculated, e.g., .9 ^  A < 1, many software 
packages do not even reduce the step size for reasons of efficiency. The 
movement in a is relatively small and can easily be thought of as being 
continuous if very small reductions in step size are not implemented. 
There is a simple reason for wanting a = 1 for large reductions in 
step size. The local truncation error of the method (1.3) of order p is 
— ^n"fk — 
estimated by D in (1.5). As ^  >- 0, then D •> 0 also. Having 
n+k-1 
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Table 6.1. A list of some properties for underlying formulas of (3.1) 
which are A-stable 
a gg c da gg c d 
.25 .55 -.11 .88 1.00 .65 -.23 00
 
.25 . 60 -.14 .89 1.00 .70 -.28 .53 
.25 .65 -.17 .90 1.25 .55 -.15 .70 
.25 .70 -.20 .91 1.25 .60 -.22 .40 
.50 .55 -.12 .74 1.25 .65 -.28 .20 
.50 .60 -.15 .76 1.25 .70 -.35 .33 
.50 .65 -.18 .78 1.50 .55 -.18 .75 
.50 .70 -.22 .80 1.50 .60 -.28 .54 
.75 .55 -.12 .56 1.50 .65 -.38 .43 
.75 .60 -.16 .61 1.50 .70 — .48 .40 
.75 .65 -.20 .65 1.75 .55 -.28 .79 
.75 .70 -.24 .68 1.75 .60 — .48 .74 
1.00 .55 -.13 .56 1.75 .65 -.68 .74 
1.00 .60 -.18 .41 1.75 .70 — .88 .73 
hn^k 
D ^ + 0 as T >• 0 implies that if one takes an arbitrarily small step 
P n+k-1 
size, one can also make the estimated local error arbitrarily small. This 
seems to be a desirable characteristic at any order. 
One may wonder why is altered at all. It was found empirically 
that the boundary locus plots for different step size ratios remained as a 
simple closed curve if increased from .56 when A < 1 and decreased 
when A > 1. Having a simple closed curve made it easier to identify the 
stable regions. The same phenomena held true for orders 3 and 4. How­
ever, for these orders, it was also found that movement in g and a could 
k 
increase the 0 in DRC(0) for a wider range of step size ratios. 
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A comparison of the above formula and the BDF-2 (with variable co­
efficients) during step size changes is instructive. Table 6.2 lists the 
0 in DRC(0) for the BDF-2 with different A. Note that for the above a-
type order 2 formula, 0 = 90° for any A e (0, 3]. 
Table 6.2. List of 0 in DRC(0) for different A in the BDF-2 with variable 
coefficients 
A 1/2 1 3/2 2 5/2 3 
0 90° 90° 76° 52° x 
^An X indicates that no positive 0 exists. 
D. Selection of the Order 3 a-Type Formula 
The order 3 a-type formula takes the form of (4.1). If the under­
lying formula of (4.1) satisfies Condition Set 4B, it will be A^-stable 
and damped at infinity. Table 6.3 lists data relative to these underlying 
formulas. 
For the underlying formula, a = 1.4 and = .486 was chosen. The 
resulting method has c = -.16, d = .84 and 0 = 86°. The underlying BDF-3 
has c = -.25, d = 0 and 0 = 86°. 
For the general a-type formula of (4.1), a = .4B + 1 and g. = Low 
h 
+ .02 - .009B was picked where B = 7- . Low is the lower bound for 
n+2 
and is defined as in Theorem 4.5. It has been numerically shown that for 
this proposed solution, p(ç) satisfies DRC^ and a(ç) satisfies DRC for 
0 < A, B £ 2 where A and B were taken in increments of 1/64 and A = 
^n+2/^n+l* Also, it has been shown that this solution keeps the boundary 
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Table 6.3. A list of some properties for underlying formulas of (4.1) 
a 
S 
c d 0 
1.00 .51 .46 .63 -.13 .81 78° 
1.00 .56 .46 .63 -.18 .91 74" 
1.00 .61 .46 .63 -.23 .98 67° 
1.25 .52 .47 .80 -.18 .65 84° 
1.25 .57 .47 .80 -.24 .77 83° 
1.25 .62 .47 .80 -.31 .85 81° 
1.50 .53 .48 1.15 -.27 .53 87° 
1.50 .58 .48 1.15 -.37 .62 87° 
1.50 .63 .48 1.15 -.47 .70 86° 
1.75 .54 .49 2.16 -.53 .75 89° 
1.75 .59 .49 2.16 -.73 .75 89° 
1.75 .64 .49 2.16 -.93 .75 89° 
and H are used 
2 
in Condition Set 4B and defined as L = 
10 + 
24 
a 
9 
16 - a 
n — 
24(2 - a)2' 
locus plots as a simple closed curve for 0 < A, B £ 2 where A and B were 
taken in increments of 1/4. 
A comparison between the BDF-3 with variable coefficients and the 
above solution is made in Table 6.4. It compares the 0 in DRC(9) for 
different step size ratios. Note that 0^ refers to the 6 for the a-type 
formula and 6 refers to the 0 for the BDF-3. 
D 
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Table 6.4. A comparison of 0 in DRC(6) for the order 3 a-type formula 
and the BDF-3 with variable coefficients 
.5 .5 90° 90° 1.5 .5 90° 90° 
.5 1.0 88° 84° 1.5 1.0 83° 83° 
.5 1.5 72° 47° 1.5 1.5 63° 26° 
.5 2.0 52° 1.5 2.0 48° x 
1.0 .5 90° 90° 2.0 .5 90° 90° 
1.0 1.0 86° 86° 2.0 1.0 80° 72° 
1.0 1.5 68° 46° 2.0 1.5 59° x 
1.0 2.0 54° X 2.0 2.0 42° x 
^An X indicates that no positive 6 exists. 
E. Selection of the Order 4 a-Type Formula 
The underlying formula of the order 4 a-type formula takes the form 
of (5.1). If Condition Set 5A holds, then (5.1) will be A^-stable and 
damped at infinity. Table 6.5 lists data related to these underlying 
formulas. 
For the underlying formula , a = 1.6 and = .44416 was picked. 
This results in c = -.20, d = .87 and 6 = 67°. The underlying BDF-4 has 
c = -.20, d = 0 and 0 = 73°. 
In order to empirically determine a general order 4 a-type formula, 
one must first look at the solution for the order 3 case. It was found in 
the order 3 selection that picking 3^ near its lower bound was advan­
tageous. Also, increasing a on step size increases and decreasing a on 
step size decreases helped to increase the 0 in DRC(0). 
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Table 6.5. A list of some properties of (5.1) 
a L* c d 0 
1.25 .430 .427 .449 -.100 .898 50° 
1.25 .435 .427 .449 -.105 .927 50° 
1.25 .440 .427 .449 -.113 .954 48° 
1.25 .445 .427 .449 -.119 .979 44° 
1.50 .440 .438 .491 -.156 .796 64° 
1.50 .445 .438 .491 -.166 .824 64° 
1.50 .450 .438 .491 -.176 .849 64° 
1.50 .455 .438 .491 -.186 .872 64° 
1.75 .450 . .448 .547 -.328 .907 71° 
1.75 .455 .448 .547 -.348 .749 72° 
1.75 .460 .448 .547 -.368 .762 73° 
1.75 .465 .448 .547 -.388 .784 73° 
and H are used in Condition Set 5B. They are defined as 
9 + a „ - 40a + 128 
o/ . H = n . 
Following this logic for the order 4 case, it was decided empirically 
2 h • / 
that a = -.15C + .75C + 1 where C =-r and Ce (0, 1.15]. Now g, was 
n+3 
determined in the following manner. First, its lower bound was calculated 
by using the 4 equations necessary to maintain order 4, i.e., 
= Dg = = 0 in (1.6), along with the equation + Gg = 0 
which determined the lower bound. These 5 equations were solved to deter­
mine g^. The resulting value for g^ was called Low. g^ was then in­
creased slightly above this lower bound by setting g^ = Low + .0025. Now 
a and g^ were known and the solutions for g^, g^, g^, g^ could be found in 
the usual manner using equations (1.6). The resulting algorithm is the 
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subroutine C0EFF4 listed in the Appendix. It makes use of a Vandermonde 
inverse in order to solve the equations. 
It was found by calculating the boundary locus plots that this solu­
tion kept the plot as a simple closed curve for step size ratios up to 
1.15. For this solution, it can be shown numerically that p(ç) satisfies 
DRCQ and a(ç) satisfies DRC for all 0 < A, B, C 1.15 where A = h^^2/ 
h  B  =  h  ,_ / h  a n d  A ,  B ,  C  w e r e  t a k e n  i n  i n c r e m e n t s  o f  1 / 2 0 .  
n+X n-rj n+z 
One obvious question at this point concerns time. How long does it 
take to calculate the coefficients for the order 4 a-type formula using 
this algorithm? A timing was made using the NAS AS/6 computer at Iowa 
State University. This computer is functionally equivalent to the IBM 
370/168 III. It was found by an averaging technique that a single calcu­
lation of all the coefficients took approximately 1/10,000 of a second 
excluding the subroutine call. 
In Table 6.6, a comparison of the 0 in DRC(0) is made between the 
above order 4 formula and the BDF-4 with variable coefficients. As in 
Table 6.4, 0 refers to the a-type formula and 0_ refers to the BDF-4. 
a B 
One comment is necessary. The step size ratio A has the least effect on 
the boundary locus plot, whereas C has the greatest effect. For reasons 
of space. Table 6.6 assumes that A = 1. 
F. Some Comments 
In calculating the boundary locus plots for the nonstiff Adams 
formulas (orders 1-5), one will find that step size ratios less than one 
will usually increase the area of the stable region and step size ratios 
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Table 6.6. A comparison of the 0 in DRC(6) for the order 4 a-type formula 
and the BDF-4 with variable coefficients; this table assumes 
A = 1 
B C 8 
a S B C 0 a S 
.50 .50 90° 90° 1.10 .50 86° 90° 
.50 1.00 84° 77° 1.10 1.00 63° 68° 
.50 1.10 81° 69° 1.10 1.10 58° 55° 
.50 1.15 79° 64° 1.10 1.15 55° 47° 
1.00 .50 87° 90° 1.15 .50 85° 90° 
1.00 1.00 67° 73° 1.15 1.00 61° 64° 
1.00 1.10 62° 62° 1.15 1.10 55° 50° 
1.00 1.15 60° 56° 1.15 1.15 52° 42° 
greater than one will decrease the area of the stable region. If one 
plots the BDFs (orders 1-5), one usually finds that step size ratios less 
than one will increase the 6 in DRC(0) and step size ratios greater than 
one will decrease this 0. That is, step size increases decrease stability 
whereas step size decreases increase stability. This result for the BDFs 
agrees with some related work done by Skelboe (1977). This change in 
stability is usually proportionate to the relative change in step size. 
Also, in general, the higher the order the more quickly these instabili­
ties occur. 
When one has free parameters it is not quite so simple. If one does 
not alter these parameters properly, then both increases and decreases in 
step size will cause drastic and undesirable changes in the stability 
characteristics of the boundary locus plots. However, it was found to be 
generally easier to maintain good stability characteristics on step size 
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decreases than on step size increases. As with other methods, it was 
found that higher order methods are more difficult to control. Some of 
the theorems in previous chapters show these results more formally. 
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VII. NUMERICAL TESTING, CONCLUSIONS AND FUTURE WORK 
In this final chapter, numerical testing of the a-type formulas 
selected in Chapter VI is performed. Comparisons are made to methods 
which use the BDFs. The last two sections contain some conclusions and 
directions for future work. 
A. Instabilities in the Variable Coefficient BDFs 
During Continual Step Size Changing 
In this section. Theorem 2.3 will be demonstrated numerically. The 
only type of BDFs considered in this section is the variable coefficient 
methods for orders 2-4. All tests were done in double precision. 
Let the test problem be y' = Ay with y^ = 1. Pick h^ to be small and 
X = -1. Suppose a sequence of step size ratios is taken which causes 
|a„ I > 1 in (1.3) for each n. Since y = h X and h is initially small, 
' 0,n' n n n 
it follows that = 0. The test problem becomes approximately y' = 0, 
y^ = 1 during the early steps of integration. By Theorem 2.3, the method 
is unstable. 
For the order 2 method, y^ and h^ must be specified. Suppose h^ 
= 10 and let ^ 2n^^2Ti-l ~ ^  ^2n+l'''^2n " 3.5 for n ^  1. Continue 
this until h > 10 ^  for some m > 1. For the BDF-2, a„ alternates be-
m — 0,n 
tween the values of 1.78 and 1.53. For the order 2 a-type formula, Oq ^ 
= -.25 for all n. First, suppose y^ = e •*•. In this case, both methods 
-6  
will return a calculated solution which is within 10 of the true solu­
tion. Next, suppose the starting value y^ is perturbed from the true 
solution by 6, i.e., y^ = e + 6 where 6 = 10 The error generated by 
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both methods is listed in Table 7.1. One can see that the BDF-2 is 
demonstrating an instability. (Note that error = calculated solution -
true solution.) 
In the order 3 case, h^, h^, y^, y^ must all be specified in order to 
begin integration. For this case, let h^ = 10 and have ^ 2xJ^la 1 
— 2  
= 2.25 and h„ ,i/h„ = 2 for n > 1. Continue this until h > 10 for 
2n+l 2n — m — 
some m > 1. For the BDF-3, ^ alternates between 2.55 and 2.41. For 
the order 3 a-type formula, =0 and a. alternates between 0.8 and 
0,n l,n 
0.7. If exact starting values are provided, both methods have errors 
—y —111 
which are less than 10 in absolute value. Now let y^ = e •'• + 6 and 
y^ = e (hi+h2) 2g where ô = 10 The resulting errors generated by 
each method have been tabulated in Table 7.2. Note the large oscillations 
in the error of the BDF-3. This is a classic indication of instability. 
In the order 4 case, h^, y^ for i = 1, 2, 3 must all be specified. 
_ 12 
Let h, = 10 and h ,./h = 1.5 for all n > 1. Continue this until the 
1 n+1 n — 
step size reaches 0.01. For the BDF-4, Gg ^  = 1.9 for each n. For the 
order 4 a-type formula, a. = = 0 and a„ =0.8. When exact 
0,n l,n 2,n 
starting values are used, both methods have errors which are less than 
10 ^  in absolute value. Now let y^ = e + 6, y^ = e (^1"^^2)+ 26 and 
y^ = e (^l'*'^2"^^3) + 35 where 6 = 10 The resulting errors are listed in 
Table 7.3. Note the drastic oscillations that develop in the error of the 
BDF-4. 
Remark The instabilities in the BDFs will occur for nearly all 
perturbations of the initial solution. Also, these instabilities will 
become even more significant if larger step size ratios are taken. 
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Table 7.1. Comparing the stability of the BDF-2 and the order 2 a-type 
formula for moderate, continual step size increases 
Error in Error in Error in Error in 
Step BDF-2 a-type Step BDF-2 a-type 
2 2.7x10"^ 7.5x10"^ 14 1.8x10"^ 8.0x10"* 
3 5.5x10"^ 8.1x10"^ 15 2.9x10"^ 8.0x10"* 
4 1.0xl0"4 8.0x10"* 16 4.9x10"^ 8.0x10"* 
5 1.7xl0"4 8.0x10"^ 17 7.8xlO"2 8.0x10"* 
6 3.0xlO"4 8.0x10"^ 18 1.3x10"! 8.0x10"* 
7 5.1xlO"4 8.0x10"* 19 2.1x10"! 8.0x10"* 
8 8.7xlO"4 8.0x10"* 20 3.6x10"! 8.0x10"* 
9 1.4x10"^ 8.0x10"* 21 5.8x10"! 8.0x10"* 
10 2.4x10"^ 8.0x10"* 22 9.8x10"! 8.0x10"* 
11 3.9x10"^ 8.0x10"* 23 1.5x10° 8.0x10"* 
12 6.5x10"^ 8.0x10"* 24 2.6x10° 8.0x10"* 
13 1.1x10"^ 8.0x10"* 25 4.3x10° 7.9x10"* 
Table 7.2. Comparing the stability of the BDF-3 and the order 3 a-type 
formula for moderate, continual step size increases 
Error in Error in Error in Error in 
Step BDF-3 a-type Step BDF-3 a-type 
4 -1.4xl0"4 3.4xlO"4 24 -4.7x10° 6.0xl0"4 
6 -1.6x10"^ 4.4x10"^ 26 5.6x10° 6.0x10"^ 
8 -3.3xlO"4 5.0xl0"4 28 3.2xlo! 6.0xl0"4 
10 9.2x10"^ 5.3xlO"4 30 -1.6xlo! 6.0x10"^ 
12 7.2x10"^ 5.6xl0"4 32 -2.1x10^ 6.0xl0"4 
14 -5.3x10"^ -4 5.7x10 34 -2.6xlo! 6.0x10"^ 
16 -7.6x10"^ 5.8xl0"4 36 1.3x10^ 6.0x10"^ 
18 2.8x10"! 5.9x10"^ 38 9.1x10^ 6.0xl0"4 
20 6.3x10"! 5.9xl0"4 40 -7.3x10^ 6.0x10"^ 
22 -1.4x10° 6.0x10"^ 42 -9.8x10^ 6.0xl0"4 
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Table 7.3. Comparing the stability of the BDF-4 and the order 4 a-type 
formula for moderate. continual step size increases 
Error in Error in Error in Error in 
Step BDF—4 a-type Step BDF-4 a-type 
4 3.8xl0"4 3.8x10"^ 32 5.7x10"^ 7.0X10"4 
6 4.6xlO"4 5.0x10"^ 34 -3.7x10"^ 7.0x10"* 
8 -4 6.3x10 5.6xl0"4 36 2.4x10° 7.0x10"* 
10 8.6x10"^ 6.1xl0"4 38 5.7x10° 7.0x10"* 
12 -4 3.6x10 -4 6.5x10 ^  40 -3.1x10° 7.0x10"* 
14 1.2x10"^ 6.7xl0'4 42 -1.8x10^ 7.0x10"* 
16 2.0x10"^ -4 6.8x10 44 5.5x10^ 7.0x10"* 
18 -3.0x10"^ 6.9x10"^ 46 -5.1x10^ 7.0x10"* 
20 5.4x10"^ 6.9x10"^ 48 -1.2x10^ 7.0x10"* 
22 7.8x10"^ 6.9xlO"4 50 5.0x10^ 7.0x10"* 
24 -3.4x10"^ 7.0x10"'^ 52 -6.6x10^ 7.0x10"* 
26 5.4x10"^ 7.0xlO"4 54 -6.3x10"^ 7.0x10"* 
28 3.0x10"^ 7.0xlO"4 56 4.3x10^ 6.9x10"* 
30 -3.0x10"^ -4 7.0x10 58 -7.4x10^ 6.8x10"* 
B. Keeping the Free Parameters Constant 
What happens if the free parameters in the a-type formulas are kept 
constant? Since the a-type formulas are stable, fixed parameters will 
perforin well when = h^X = 0. However, if is very large (as it often 
is in stiff systems), then p(ç) = o(ç). In this case, fixed parameters 
will cause instabilities. 
To demonstrate this, the order 3 a-type formula was considered. It 
was assumed that p(ç) = a(ç). Let r^ = ^ 2^^2x1-1 ^2 ^  ^2n+l''''^2n 
n > 1. Suppose the corresponding companion matrices P from (2.5) for 
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p(ç) = a(ç) are formed. For a 2-step sequence like this, there would be 
two distinct matrices Pq and P^. The solution could be expressed as 
fzm = (PlPo)"So 
for even subscripted where is the initial starting values. If 
r(PiPo) > 1, then the 2-step sequence of step size ratios r^ and r^ will 
result in an unbounded solution of the test equation as m ^  for most y^. 
For the order 3 a-type formula, rfP^) < 1 and r(P^) < 1 whenever a(ç) 
satisfies DRC. If r^ and r^ are taken in increments of 1/4 over the 
interval (0, 2], then rCP^P^) < 1 for all of the 64 possibilities. How­
ever, if the free parameters are kept constant, then rfPg) and r(P^) are 
not necessarily less than 1 and 43 of the 64 possibilities result in 
rCP^Pg) > 1. 
The same test was performed for 3-step sequences of step size ratios. 
In this case, part of the solution can be expressed as 
^3m " (^2^1^o) ^0 
In the order 3 a-type formula, f(P2^1^o) < 1 in all of the 512 possibili­
ties. If the free parameters are kept constant, then f(P2^1^0^ > 1 in 
335 of the 512 possibilities. 
C. Numerical Testing of the a-Type Formulas 
In order to test the performance of the a-type formulas on stiff 
equations, a general software package was developed. It has many of the 
features that modern software packages of this type have. These include 
automatic error control and step size selection. The user only needs to 
supply an error tolerance (EPS) and an initial step size. If the initial 
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step size is too large to pass the error tolerance, it will automatically 
be reduced to the proper step size. For simplicity, the entire program 
has been listed in the Appendix. Documentation and explanations of the 
code have been included in the form of comments. This software package 
will be referred to as ROCK. 
To get an estimation of the performance of ROCK, four problems were 
tested. The same problems were run on the two available packages at Iowa 
State University. They are the GEAR package and the ISU package. In 
addition, a fourth package was made by changing the operators in ROCK to 
the variable coefficient BDFs for orders 1-4. The only other alteration 
was to limit the maximum step size ratios to 4, 2, 1.5 and 1.15 for orders 
1-4, respectively. This fourth package will be referred to as ROCKBDF. 
The testing done was in no way an attempt to give a complete compari­
son of the above methods. Such a comparison is nontrivial; see Enright, 
Hull, and Lindberg (1975). The GEAR package is a highly developed produc­
tion grade code that has been tested extensively over the past decade. It 
is one of the best codes available for solving any general stiff system 
for a variety of error tolerances. The GEAR package represents a norm of 
excellence. 
Four problems were selected and each problem was run at 3 different 
—2 "A "6 
error tolerances, i.e., EPS =10 ,10 ,10 . EPS represents an error 
per step rather than an error per unit step tolerance. An error per step 
tolerance is more rigorous and puts a lower order package at a disadvan­
tage; see Enright, Hull, and Lindberg (1975). High orders are also impor-
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tant when EPS is small. GEAR has orders 1-5, ISU has orders 1-7, and 
ROCK has orders 1-4. The initial step size was arbitrarily chosen to be 
equal to EPS. 
Problem 1 This problem can be found in Gear (1971, p. 210). It 
is also given in the introduction of this thesis. This problem is a 2x2 
linear system with real eigenvalues. Its eigenvalues are -1000 and -1. 
It was integrated over the interval [O, 2]. 
Problem 2 This problem was proposed by Krogh and can be found in 
Gear (1971, p. 218). It is a 4x4 nonlinear system with real eigenvalues. 
Its eigenvalues are initially -1002, -802, 8 and -2.001. When the inde­
pendent variable x satisfies .OOlx » 1, they become -1000, -800, -10 and 
-.001. It was integrated over the interval [O, 5]. 
Problem 3 This is problem B3 from Enright, Hull, and Lindberg 
(1975). It is a 6x6 linear system which takes the form of 
-lOy^ + 8yg yi(0) = 1 
-8y^ -
- lOyg y2(0) = 1 
^3 " -4y3 ygCO) 
= 1 
^4 " -^4 y4(0) 
= 1 
II -
 m
 
-.5y5 y^CO) = 1 
^6- -"1)6 ygCO) 
= 1 
Its eigenvalues are -0.1, -0.5, -1, -4, -10±8i. It was integrated over 
the interval [O, 20]. 
Problem 4 This problem is highly oscillatory with all of its 
eigenvalues near the imaginary axis. Of the four problems, this problem 
is the most difficult for a multistep method to solve. It has the 
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following form. 
= -lOy^ + SOy^ 
Yg = -50y^ - lOy^ 
y^ = -AOy^ + 200y^ 
= -ZOOy^ - 40y^ 
= -.Zy^ + Zpg 
fe = -2)5 - 'Zfe 
y^(0) = 0 
YgfO) = 1 
yyCO) = 0 
y^CO) = 1 
y^(0) = 0 
yg(0) = 1 
The eigenvalues of the resulting Jacobian are -10±50i, -40±200i and 
-.2±2i. It was integrated on the interval [O, 20]. 
The number of steps taken and the maximum global error was recorded 
for each problem. The results are listed in Tables 7.4-7.7. 
and ISU become "locked" on order 4 and experience step increases followed 
by step decreases. As a result, the average step remains small and a 
large number of steps is required. ISU experiences this at a smaller step 
size than GEAR and this results in the abnormally large number of steps. 
ROCKBDF seems to experience this for every EPS. ROCK, however, experi­
ences only step increases which results in significantly fewer steps. 
Since GEAR, ISU, and ROCKBDF all use the BDF-4, whereas ROCK does not, one 
becomes more suspicious of the stability of the operator than of the 
packages themselves. 
-4 
One comment about Table 7.7 is helpful. For EPS = 10 , both GEAR 
D. Conclusions 
In order to have a good numerical method, at least two criterion must 
be satisfied. First, the method must have a strong mathematical founda-
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Table 7.4. Results of numerical testing of GEAR, ISU, ROCKBDF, and ROCK 
on Problem 1 
Package EPS Steps Error 
GEAR icT* 123 5.7x10"^ 
10-4 73 3.3x10-4 
10"^ 33 3.0x10-2 
ISU lO-G 163 5.5x10-^ 
10-4 107 8.8x10-^ 
10-2 52 1.2x10-3 
ROCKBDF 10-G 119 1.3x10-^ 
10-4 83 4.2x10-4 
10-2 39 2.1x10-2 
ROCK IQ-* 134 4.5x10-* 
10-4 63 3.4x10-4 
10-2 26 1.5x10-2 
tion. The a-type formulas have such a foundation. From the theorems 
proved in previous chapters, it appears that multistep formulas are often 
allowed to take step size increases that are larger than are mathematical­
ly justifiable. The a-type formulas maintain good stability character­
istics for moderate step size changes. Second, the method must perform 
well on a wide range of rigorous problems. Although a comprehensive 
testing of a method takes years, it has been demonstrated that the a-type 
formulas indeed have a definite potential for solving stiff equations. 
It is doubtful that any single method can be optimal for all types of 
stiff systems. For systems with extremely large stiffness ratios, it is 
difficult to improve on the BDFs. For systems that require few step size 
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Table 7.5. Results of numerical testing of GEAR, ISU, ROCKBDF, and ROCK 
on Problem 2 
Package EPS Steps Error 
GEAR IQ-^ 192 8.0x10-6 
10*4 109 6.1x10-4 
IQ-^ 48 3.5x10-2 
ISU 10-6 237 4.5x10-5 
ë
 1 
151 9.2x10-4 
10 2 73 4.2x10-2 
ROCKBDF 10-6 194 4.5x10-5 
10-4 98 2.0x10-3 
10-2 48 4.8x10-2 
ROCK 10-6 203 4.5x10-5 
ë
 1 JS
 
104 5.6x10-4 
10-2 34 2.1x10-2 
changes and very high accuracy, high order methods like the ISU package 
are often superior. For large systems that require frequent step size 
changes, especially for large error tolerances, the low order a-type 
formulas are often superior. They also perform well on problems with 
eigenvalues near the imaginary axis. Having different methods available 
to the user is an important way to ensure reliability. 
E. Future Work 
The code ROCK is clearly not a production grade code. In order to 
become competitive, it would require rewriting to improve its execution 
time. There are at least two ways that ROCK could be developed. One way 
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Table 7.6. Results of numerical testing of GEAR, ISU, ROCKBDF, and ROCK 
on Problem 3 
Package EPS Steps Error 
GEAR 10 ^  168 6.5x10"* 
10-4 83 3.4x10-4 
10~^ 38 2.3x10"^ 
ISU 10-6 178 l.oxio"^ 
10-4 110 2.5X10"4 
10"^ 51 2.9x10'^ 
ROCKBDF 10-* 153 9.2x10"* 
10"4 67 3.7X10"4 
10"^ 30 2.8x10"^ 
ROCK 10-* 147 7.8x10"* 
10"4 65 -4 2.7x10 
10-2 25 7.6x10"^ 
would be to make it a higher order package by finding an order 5 operator 
from the three-ordinate variable step size formulas proposed by Zlatev 
(1981). The other way would be to keep ROCK as a low order package and 
design it to be an efficient, reliable, lower accuracy method. 
There also remains a theoretical question. For certain situations, 
having p(ç) satisfy DRC^ is necessary and sufficient for the dampening of 
the solution to the test equation. However, given a multistep formula and 
an interval for step size ratios to be picked from, will p(ç) satisfying 
DRCQ be sufficient for the solution to the test equation to be damped for 
all possible sequences of step size ratios? 
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Table 7.7. Results of numerical testing of GEAR, ISU, ROCKBDF, and ROCK 
on Problem 4 
Package 
GEAR 
ISU 
ROCKBDF 
ROCK 
EPS Steps Error 
10-G 1184 1.6x10-5 
ë
 1 
824 1.5x10"^ 
10 2 150 l.lxlQ-l 
10-G 1176 7.7x10-5 
10-4 3644 3.2x10-3 
10-2 174 7.2x10-2 
10-G 1176 2.9x10-5 
10-4 983 1.0x10-3 
10"^ 903 2.3x10-1 
10-G 826 3.1x10-5 
10-4 308 1.8x10-3 
10-2 127 6.3x10-2 
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X. APPENDIX 
L I S T E D  B E L O W  I S  T H E  F O R T R A N  C O M P U T E R  P R O G R A M  R E F E R R E D  
T O  A S  R O C K .  I T  W A S  U S E D  I N  C H A P T E R  7  T O  G E N E R A T E  T H E  R E ­
S U L T S  F O R  P R O B L E M S  1 - 4 .  S L I G H T  M O D I F I C A T I O N S  W E R E  M A C E  
I N  T H E  M A I N  R O U T I N E  A N D  T H E  S U B R O U T I N E S  D I F F U N  A N D  P E C E R V  
F O R  P R O B L E M S  2 - 4 .  
C  T H E  F O L L O W I N G  I E  D E S I G N E D  T O  B E  A  G E N E R A L  C O D E  T O  
C  S O L V E  S Y S T E M S  O F  O R D I N A R Y  D I F F E R E N T I A L  E Q U A T I O N S .  I T  I S  
C  W R I T T E N  I N  A  S T R U C T U R E D  P R O G R A M M I N G  S T Y L E  W H I C H  L E N D S  
C  I T S E L F  T O  E A S Y  A L T E R A T I O N S  A N D  C O R R E C T I O N S .  I T  I S  N O T  
C  I N T E N D E D  T O  H A V E  A  F A S T  E X E C U T I O N  T I M E .  T H E  U S E R  M U S T  
C  S U P P L Y  T H E  M A I N  R O U T I N E  A L O N G  W I T H  T H E  S U B R O U T I N E S  
C  D I F F I N  A N D  P E D E R V .  T H E S E  R O U T I N E S  A R E  M O D E L E D  A F T E R  T H E  
C  G E A R  P A C K A G E .  T H E  M A X I M U M  N U M B E R  O F  E Q U A T I O N S  I S  C U R -
C  R E N T L Y  1 0 .  T H E  U S E R  C A L L S  D R I V E  A F T E R  E A C H  S U C C E S S F U L  
C  S T E P .  T H E  C O D E  H A S  P R O B L E M  1  F R O M  C H A P T E R  7  S E T  U P  
C  A S  A N  E X A M P L E .  I T  U S E S  L I N P A C K  T O  S O L V E  T H E  C O R R E C T O R .  
C  U S E D H  I S  T H E  S T E P  S I Z E  T A K E N  A F T E R  A  S U C C E S S F U L  
C  S T E P .  O N  T H E  F I R S T  C A L L  T O  D R I V E  I T  M U S T  E E  I N I T I A L I Z E D .  
C  X  I S  T H E  I N D E P E N D E N T  V A R I A B L E .  O N  T H E  F I R S T  C A L L  T O  
C  D R I V E ,  X  S H O U L D  B E  S E T  T O  I T S  I N I T I A L  V A L U E .  M A X K  I S  
C  T H E  M A X I M U M  O R D E R  A L L O W E D  B Y  T H E  U S E R .  I T S  V A L U E S  A R E  
C  1 - 4 .  E P S  I S  T H E  A L L O W E D  T R U N C A T I O N  E R R O R .  N  I S  T H E  N U M -
C  B E R  C F  E Q U A T I O N S  I N  T H E  S Y S T E M  O F  D I F F E R E N T I A L  E Q U A T I O N S .  
C  U S E D K  I S  T H E  O R D E R  U S E D  C N  T H E  L A S T  S U C C E S S F U L  S T E P .  
C  N S T E F  I S  T H E  C U R R E N T  N U M B E R  O F  S T E P S  T A K E N .  O N  F I R S T  
C  C A L L  T O  D R I V E  I T  S H O U L D  B E  S E T  T O  Z E R O .  
C  F L A G  I S  A N  E R R C R  F L A G  A N D  H A S  T H E  F O L L O W I N G  V A L U E S :  
C  0 - N C R M A L  R E T U R N ,  
C  - 1 - S I N G U L A R  J A C O B I A N ,  
C  - 2 - F A I L U R E  O F  T H E  C O R R E C T O R  T O  C O N V E R G E .  
C  - 3 - F A I L U R E  T O  P A S S  T H E  E R R O R  T E S T .  
C  Y  I S  A  D A T A  S T O R A G E  M A T R I X .  Y d , J )  F O R  1 = 1 , 2 , . . . , 9  
C  I S  T H E  B A C K  Y  V A L U E S  F O R  E Q U A T I O N S  J = 1 , 2 , . . . , N .  Y d , J )  
C  C O N T A I N S  T H E  M O S T  C U R R E N T  V A L U E S  O F  Y  F O R  E A C H  E Q U A T I O N .  
C  Y d ,  J) 1 =  1 0 , 1 1 , . . . , 1 8  C O N T A I N S  T H E  B A C K  Y *  V A L U E S  F O R  
C  J  =  I , 2 , . . . , N .  Y d O . J )  C O N T A I N S  T H E  M O S T  C U R R E N T  V A L U E S  O F  
C  Y '  F C R  E A C H  E Q U A T I O N .  T H E  U S E R  M U S T  I N I T I A L I Z E  Y d , J )  
C  F C R  . = 1 , 2 , . . . , N  B E F O R E  C A L L I N G  D R I V E  F O R  T H E  F I R S T  T I M E .  
C  
R E A L « 8  U S E D H , X , Y ( 1 8  , 1 0 )  , E P S  
R E A L M S  O L D H , R A T I O , E R R O R 1 . E R R O R 2  
90 
I N T E G E R  I  , U S E D K , N S T E P t F L A G . N t  M A X K , J  
D A T A  F L A G / 0 / , N S T E P / 0 / , U S E D K / 1 / , Y / 1 8 0 * 0 . D O /  
E X A C T l ( X ) = 2 . D 0 * D E X P ( - 1 . D 0 * X ) - D E X P ( - 1 0 0 0 . D O * X )  
E X A C T 2 ( X ) = D E X P ( - 1 0 0 0 * X ) - D E X P ( - l . D O * X )  
C  
E P S = 1 . D - 8  
D O  3 0  J = 1 , 3  
E P S = E P S * 1 0 0 . D O  
U S E D H = E P S  
C  
W R I T E ( 6 , 4 )  F P S  
4  F O R M A T C O * .  ' T H E  C U R R E N T  V A L U E  O F  E P S  I S :  » » F 1 0 . 4 )  
N S T E P = 0  
U S E D K  =  1  
Y ( l , l ) = 1 . D O  
Y ( 1 , 2 ) = 0 . D 0  
N = 2  
X = O . D O  
M A X K  =  4  
1=1 
O L D H = U S E D H  
C  
1 0  I F  ( F L A G . L T . O  . O R .  I . G T . 8 0 0  . O R .  X . G T . 2 . D 0 )  G O T O  2 , "  
C A L L  D R I V E ( N . X . Y , E P S . M A X K , U S E D K , U S E D H . N S T E P , F L A G )  
E R R 0 P 1 = Y ( 1 , l ) - E X A C T l ( X )  
E R P 0 R 2 = Y ( 1 , 2 ) - E X A C T 2 ( X )  
W R I T E ( 6 , 1 )  X , Y ( 1 , 1 )  , Y ( 1 , 2 ) , N S T E P  , U S E D K  
1  F O R M A T  (  •  0 ' , ' X = ' , E 1 4 . 8 , 2 X , ' Y l = ' , E 1 4 . 8 , 2 X , ' Y 2 = ' , E 1 4 . e , 2 X  
O  , • S T E P =  • , I 4 , 3 X , • O R D E R = » , I 1 )  
W R I T E ( 6 , 2 )  U S E D H . E R R O R l . E R R 0 R 2  
2  F O R M A T ( »  ' , ' H = ' , E 1 4 . 8 , 2 X , ' E R R 0 R 1  =  ' , E 1 4 . 8 , 3 X , ' E R R 0 P 2 = ' ,  
E l  4 .  8 ,  3  X , )  
4 0  1 = 1 + 1  
G O T O  1 0  
C  
2 0  W R I T E ( 6 , 3 )  F L A G  
3  F O R M A T C  •  , ' F L A G =  •  ,  1 5  )  
C  
3 D  C O N T I N U E  
S T O P  
E N D  
C  
C  
C  T H E  S U B R O U T I N E  D I F F U N  I S  U S E R  S U P P L I E D  A N D  U S E D  T O  
C  C A L C U L A T E  T H E  D E R I V A T I V E  F O R  E A C H  E Q U A T I O N  A T  A  P A R T I C U L A R  
C  S T E P .  T H E  O N L Y  P A R A M E T E R  A L T E R E D  I S  F .  
C  N U M E Q  I S  T H E  N U M B E R  O F  E Q U A T I O N S .  X O  I S  T H E  V A L U E  O F  
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C  T H E  I N D E P E N D E N T  V A R I A B L E .  Y O  I S  T H E  V E C T O R  C O N T A I N I N G  T H E  
C  C U R R E N T  V  V A L U E S  A T  T H E  P R E S E N T  S T E P .  F  I S  A  V E C T O R  W H I C H  
C  C O N T A I N S  T H E  D E R I V A T I V E S  F O R  E A C H  E Q U A T I O N  A T  X O .  
C  
S U B R O U T I N E  D I F F U N ( N U M E Q t X O t Y O . F )  
R E A L M S  X O t Y O d O )  . F (  1 0  )  
I N T E G E R  N U M E O  
F ( 1 )  =  9 9 8 . D 0 * Y 0 ( 1 ) + 1 9 9 8 . D 0 * Y 0 ( 2 )  
F ( 2 ) = - 9 9 9 . D D * Y O ( 1 ) - 1 9 9 9 . D 0 * Y 0 ( 2 )  
R E T U R N  
E N D  
C  
C  
C  P E D E R V  I S  U S E R  S U P P L I E D .  I T  I S  U S E D  T O  D E T E R M I N E  T H E  
C  J A C O B I A N  A T  X O  F O R  E A C H  E Q U A T I O N .  T H E  O N L Y  P A R A M E T E R  
C  A L T E R E D  I S  J  W H I C H  R E P R E S E N T S  T H E  J A C O B I A N  O F  T H E  S Y S T E M .  
C  T H E  O T H E R  P A R A M E T E R S  A R E  S I M I L A R  T O  T H O S E  I N  D I F F U N .  
C  
S U B R O U T I N E  P E D E R V ( M . N U M E Q . X 0 . Y O . J )  
R E A L * 8  X O  . Y  0 {  1 0 )  .  J d O  . 1 0 )  
I N T E G E R  M , N U M E Q  
J ( 1 , 1 ) = 9 9 8 . D 0  
J ( 1 , 2 ) = 1 P 9 8  . D O  
J ( 2 , l ) = - 9 9 9 . D O  
J ( 2 . 2 ) = - 1 9 9 9 . D 0  
R E T U R N  
E N D  
C  
C  
C  S U B R O U T I N E  D R I V E  I S  T H E  M A I N  D R I V I N G  R O U T I N E  O F  T H E  
C  P A C K A G E .  I T  I S  C A L L E D  B Y  T H E  U S E R .  I T  U P D A T E S  X ,  Y  ,  
C  U S E D K .  U S E D H ,  N S T E P  A N D  F L A G .  A L L  O T H E R  P A R A M E T E R S  A R E  
C  U N C H A N G E D .  D R I V E  R E T U R N S  T O  T H E  U S E R  A F T E R  E A C H  S U C -
C  C E S S F U L  S T E P .  
C  A L P H  C O N T A I N S  T H E  A L P H A  C O E F F I C I E N T S  O F  T H E  C U R R E N T  
C  C O R R E C T O R .  B E T A  C O N T A I N S  T H E  B E T A  C O E F F I C I E N T S  O F  T H E  
C  C U R R E N T  C O R R E C T O R .  N E  W Y  C O N T A I N S  T H E  P R E S E N T  P R E D I C T E D  
C  Y  V A L U E S .  N E W Y  I S  U P D A T E D  U N T I L  T H E R E  I S  C O R R E C T O R  
C  C O N V E R G E N C E .  N E W D E R  H O L D S  T H E  C U R R E N T  Y *  V A L U E S .  
C  N E W D E R  I S  A L S O  U P D A T E D  U N T I L  C O R R E C T O R  C O N V E R G E N C E .  
C  N E W H  I S  T H E  S T E P  S I Z E  W H I C H  W I L L  B E  T R I E D  O N  T H E  N E X T  
C  S T E P .  I T  I S  D E T E R M I N E D  B Y  T H E  E R R O R  T E S T I N G  R O U T I N E S .  
C  Y M A X  I S  T H E  M A X I M U M  A B S O L U T E  V A L U E  O F  T H E  Y  V A L U E S  F C R  
C  E A C H  E Q U A T I O N  F O U N D .  I T  I S  I N I T I A L I Z E D  T O  1 .  
C  H  I S  A  V E C T O R  W H I C H  C O N T A I N S  T H E  P R E V I O U S  S T E P  
C  S I Z E S .  H ( l )  C O N T A I N S  T H E  P R E S E N T  S T E P  S I Z E  B E I N G  T R I E D .  
C  I T  I S  A L T E R E D  I F  T H E  S T E P  F A I L S .  K  R E P R E S E N T S  T H E  P R E -
C  S E N T  O R D E R .  E R R C N T  C O U N T S  H O W  M A N Y  T I M E S  T H E  E R R O R  T E S T  
C  H A S  F A I L E D  O N  A  S I N G L E  S T E P .  C O N C N T  I S  A  C O U N T  O F  H O W  
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C  M A N Y  T I M E S  C O N V E R G E N C E  O F  T H E  C O R R E C T O R  F A I L E D .  E P R F L G  
C  I S  A  F L A G  U S E D  B Y  L I N P A C K  I N  F O R M I N G  T H E  L U  D E C O M P O S I T I O N  
C  O F  T H E  J A C O B I A N .  N E W K  I S  T H E  O R D E R  W H I C H  W I L L  B E  T R I E D  
C  O N  T H E  N E X T  S T E P .  K C N T  I S  A  C O U N T E R  O F  H O W  M A N Y  S T E P S  
C  T H E  P R E S E N T  O R D E R  H A S  B E E N  U S E D .  
C  C O N V  I S  T R U E  I F  T H E  C O R R E C T O R  C O N V E R G E S .  P A S S l  I S  
C  T R U E  I F  T H E  C O D E  S H O U L D  C O N T I N U E  A F T E R  C O N V  I S  F A L S E .  
C  P A S S 2  I S  T R U E  I F  T H E  C O D E  S H O U L D  C O N T I N U E  A F T E R  T H E  E R R O R  
C  T E S T  F A I L E D .  F A I L E D  I S  T R U E  I F  T H E  P R E V I O U S  S T E P  D I D  N O T  
C  O A S S  T H E  E R R O R  T E S T  O N  I T S  F I R S T  A T T E M P T .  P A S S E D  I S  T R U E  
C  I F  T H E  E R R O R  T E S T  P A S S E D .  
C  
S U B R O U T I N E  D R I V E  (  N .  X  ,  Y  .  E P S  .  M A  X K  .  U S E D K  t  U S E D H .  N S T E  P  
0  . F L A G )  
R E A L 2 8  X , Y (  1 8 . 1 0  )  . E P S  . U S E D H  . A L P H ( 8 ) . B E T A ( 8 )  
I N T E G E R  N . M A X K  . U S E D K .  N S T E P .  F L A G  
R E A L * 8  N E W Y ( I O ) . N E W D E R ( 1 0 ) . N E W H . Y M A X ( 1 0 ) . H ( 8 )  
I N T E G E R  K . E R R C N T . C D N C N T  . E R R F L G . N E W K , K C N T  
L O G I C A L  C O N V . P A S S I . P A S S  2 . F A I L E D . P A S S E D  
D A T A  F A I L E D / . F A L S E . / . K C N T / 3 / . H / 8 * - l . D O /  
C  
F L A 6 = C  
E R R C N T = 0  
C 0 N C N T = 0  
N S T E P = N S T E P + 1  
I F  ( N S T E P . E Q . l )  C A L L  I N I T ( N . X . Y . H . U S E D H , M A X K . K . Y M A X )  
C  
1 0  C A L L  S T E P U P ( N , X , H , Y , K , K C N T , C O N V , N E W Y , N E W D E R , A L P H , B E T A ,  
E R R F L G ,  Y M A X  , E P S , N S T E P )  
I F  ( C O N V )  G O T O  2 0  
I F  ( E P R F L G . E Q . O )  G O T O  1 5  
F L A G = - 1  
R E T U R N  
1 5  C A L L  R E C O V l  ( H  ,  K  ,  C O N  C N T  .  P A S S  1 )  
I F  ( P A S S l )  G O T O  1 0  
F L A G = - 2  
R E T U R N  
C  
2 0  C A L L  E R R T S T  ( N , H , Y  , K  , A L P H , B E T A  , N E W Y , N E W D E R , N E W H , N E K K ,  
= : =  M A X K , E P S , K C N T , P A S S E D , Y M A X )  
I F  ( E R R C N T . E Q . O )  F A I L E D = . N O T . P A S S E D  
I F  ( F A I L E D . A N D . P A S S E D . A N D . N E W H . G T . H ( 1 ) )  N E W H = H ( 1 )  
I F  ( P A S S E D )  G O T O  3 0  
C A L L  R E C 0 V 2  ( H , K , N E W H , N E W K , E R R C N T  , P A S S 2 , U S E D H )  
I F  ( P A S S 2 )  G O T O  1 0  
F L A G = - 3  
R E T U R N  
C  
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30  CALL UPDATE (N .XtH .Y  .K  ,KCNT,NEWHtNEWK.NEWY,Nf :WDEP,USFDK ,  
USEDH.MAXK.YMAX.EPS)  
R E T U R N  
E N D  
C  
C  
C  T H E  S U B R O U T I N E  I N I T  I S  C A L L E D  O N  T H E  F I R S T  S T E P  T C  
C  I N I T I A L I Z E  T H E  C O D E .  Y M A X  I S  S E T  T O  1  A N D  T H E  Y  M A T R I X  
C  I S  U P D A T E D .  F I R S T H  I S  T H E  U S E R  S U P P L I E D  I N I T I A L  S T E P  
C  S I Z E ,  Y V E C T  I S  A  V E C T O R  C O N T A I N I N G  T H E  I N I T I A L  U S E R  
C  S U P P L I E D  Y  V A L U E S .  F  C O N T A I N S  T H E  I N I T I A L  Y  '  V A L U E S .  
C  
S U B R O U T I N E  I N I T ( N , X , Y , H . F I R S T H , M A X K . K , Y M A X )  
R E A L * 8  X , Y ( 1 8 , 1 0 ) , H ( 8 ) , F  1 R S T H , Y M A X ( 1 0 )  
I N T E G E R  N , M A X K . K  
R E A L * 8  Y V E C T (  1 0  )  , F (  1 0 )  
I N T E G E R  I  
C  
K = 1  
I F  ( M A X K . G T . 4 )  M A X K = 4  
I F  ( M A X K . L T . l )  M A X K = 1  
D O  1 0  1 = 1 , N  
Y V E C T { I ) = Y ( 1 , I )  
1 0  C O N T I N U E  
H  ( 1  ) = F I R S T H  
C A L L  D I F F U N ( N , X , Y V E C T , F )  
D O  2 0  1 = 1  , N  
Y ( 1 0 , I ) = F ( I )  
Y M A X (  I  ) = 1  . D O  
I F  ( D A B S ( Y V E C T ( I ) ) . G T . Y M A X {  I ) )  Y M A X ( I ) = D A B S ( Y V E C T ( I )  )  
2 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  P E C O V l  I S  C A L L E D  W H E N  T H E  C O R R E C T O R  F A I L S  T O  C O N -
C  V E R G E .  I T  W I L L  A L T E R  T H E  S T E P  S I Z E  A N D / O R  O R D E R  T O  H E L P  
C  E N S U R E  C O R R E C T O R  C O N V E R G E N C E .  
C  
S U B R O U T I N E  P E C O V l ( H , K , C O N C N T , P A S  S I )  
R E A L * 8  H ( 8 )  
I N T E G E R  K . C C N C N T  
L O G I C A L  P A S S l  
C  
C C N C N T = C 0 N C N T + 1  
I F  (  C O N C N T . G E  . 3 )  G O T O  1 0  
P A S S  1  =  . T R U E  .  
H ( l ) = H ( l ) / 4  . D O  
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RETURN 
C 
1 0  I F  ( C D N C N T . G E  . 5 )  G O T O  2 0  
K=1 
H ( l ) = H ( l ) / 8 . D O  
P A S S 1 = . T R U E .  
R E T U R N  
C  
2 0  P A S S 1 = . F A L S E ,  
W R I T E ( 6 . 3 0 )  
3 0  F O R W A T ( • 0 » . ' F A I L U R E  O F  C O R R E C T O R  T O  C O N V E R G E . * )  
R E T U R N  
E N D  
C  
C  
C  T H E  S U B R O U T I N E  R E C 0 V 2  I S  C A L L E D  W H E N  T H E  E R R O R  T E S T  
C  F A I L S .  I T  C A N  A L T E R  B O T H  T H E  O R D E R  A N D  S T E P  S I Z E .  
C  
S U B R O U T I N E  P E C 0 V 2 ( H , K . N E W H  . N E W K . E R R C N T . P A S S 2 t U S E D H )  
R E A L M S  H ( 8 ) . N E W H . U S E D H  
I N T E G E R  K , E R R C N T , N E W K  
L O G I C A L  P A S S 2  
C  
I F  ( N E W H . G T  . U S E D H )  N E W H = U S E D H  
E R P C N T = E R R C N T + 1  
C  
I F  ( E R R C N T . G E . 4 )  G O T O  1 0  
P A S S 2 = . T R U E .  
K = N E W K  
H  ( 1  ) = N E W H  
R E T U R N  
C  
1 0  I F  ( E R R C N T . G E . e )  G O T O  2 0  
P A S S 2 = . T R U E .  
K = 1 
H  ( 1 ) = H ( 1 ) / 1 6 , D 0  
R E T U R N  
r 
2 0  P A S S 2 = . F A L S E .  
W R I T E ( e . 3 0 )  
3 0  F O R M A T C O » ,  ' F A I L E D  T O  P A S S  E R R O R  T E S T . ' )  
R E T U R N  
E N D  
C  
C  
C  T H E  S U B R O U T I N E  U P D A T E  I S  C A L L E D  A F T E R  A  S U C C E S S F U L  
C  S T E P .  I T  W I L L  U P D A T E  A L L  N E C E S S A R Y  V A L U E S  B E F O R E  D R I V E  
C  R E T U R N S  T O  T H E  U S E R .  
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C 
S U B R O U T I N E  U P D A T E  ( N , X , H , Y , K , K C N T t N E W H t N E W K , N E W Y t N E W D E R  «  
: :  U S E D K t U S E D H . M A X K . Y M A X . E P S )  
R E A L M S  X . H { 8 ) . Y ( 1 8 . 1 0 ) . N E W H  . N E W Y (  1 0 ) . N E W D E R ( 1 0 ) . U S E D H  
R E A L 2 8  Y M A X  ( 1 0  )  . R A T  . E P S  
I N T E G E R  N . K . K C N T . N E W K . U S E D K . M A X K  
I N T E G E R  I . J . K P L U S l  
C  
X = X + H ( 1 )  
U S E D H = H ( 1 )  
C  
D O  1 0  1 = 1 . M A X K  
H ( M A X K + 2 - I ) = H ( M A X K + l - I )  
1 0  C O N T I N U E  
H ( 1 ) = N E W H  
C  
K P L U S 1 = K + 1  
D O  2 0  J = 1 , N  
D O  3 0  1 = 1 . K  
Y ( K P L U S  l - I  +  l . J ) = Y { K P L U S 1 - I . J )  
Y ( K P L U S I - I  +  I O  , J ) = Y ( K P L U S 1 - I  +  9 . J )  
3 0  C O N T I N U E  
Y ( 1 . J ) = N E W Y ( J )  
Y ( 1 0 . J ) = N E W D E R ( J )  
I F  { D A B S ( N E W Y ( J ) ) . G T . Y M A X ( J ) )  Y M A X ( J ) = D A B S ( N E W Y ( J ) )  
2 0  C O N T I N U E  
C  
K C N T = K C N T - 1  
I F  ( K . N E . N E W K )  K C N T = K P L U S 1  
U S E D K = K  
K = N E W K  
R E T U R N  
E N D  
C  
C  
C  S T E P U P  A T T E M P T S  T O  T A K E  A  S T E P  A T  T H E  C U R R E N T  O R D E R  
C  A N D  S T E P  S I Z E .  T H E  M A X I M U M  N U M B E R  O F  C O R R E C T O R  I T E R A T I O N S  
C  I S  3 .  T H E  J A C O B I A N  I S  P R E S E N T L Y  U P D A T E D  E V E R Y  1 0  S T E P S .  
C  C O N V  I S  S E T  T O  T R U E  I F  C O R R E C T O R  C O N V E R G E N C E  I S  A C H I E V E D .  
C  O L D K  I S  T H E  O R D E R  U S E D  O N  T H E  P R E V I O U S  S U C C E S S F U L  
C  S T E P .  C O R C O N  I S  T H E  C O N S T A N T  P A R T  O F  T H E  C O R R E C T O R  U S E D  
C  I N  T H E  M O D I F I E D  N E W T O N  I T E R A T I O N .  T O L E R  I S  T H E  T O L E K E N C E  
C  A L L O W E D  F O R  E A C H  E Q U A T I O N  I N  O R D E R  T O  O B T A I N  C O R R E C T O R  
C  C O N V E R G E N C E .  J C  R E P R E S E N T S  I - H ( 1 ) * B E T A ( K  +  1  X U  W H E R E  J  
C  I S  T H E  J A C O B I A N  O F  T H E  S Y S T E M .  J C  I S  U S E D  I N  T H E  N E k T O N  
C  I T E R A T I O N .  M C I T E R  I S  T H E  M A X I M U M  N U M B E R  O F  C O R R E C T O R  
C  I T E R A T I O N S  P E R M I T T E D .  M J I T E R  I S  T H E  N U M B E R  O F  S T E P S  
C  T R I E D  B E T W E E N  J A C O B I A N  U P D A T E S .  I P V T  I S  A  P E R M U T A T I C N  
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C  M A T R I X  U S E D  B Y  L I N P A C K  I N  S O L V I N G  A  S Y S T E M  O F  E Q U A T I O N S .  
C  I F  S M E S T P  I S  T P U E  T H E  C O E F F I C I E N T S  O F  T H E  O P E R A T O R S  
C  D O  N O T  N E E D  T O  B E  R E C A L C U L A T E D .  
C  
SUBROUTINE STEPUP(N.X.H.Y.K.KCNTtCONV.NEWV,NEWDER ,ALPH, 
• BETA.ERRFLGtYMAX.EPS.NSTEF) 
REAL08 X.H(8).Y(ie.10).NEWY(IO).NEWDER(10),ALPH(8) 
REALMS YMAX (10).EPS.BETA(8) 
I N T E G E R  N  . K  . O L D K  .  K C  N T  , E  R R F L G .  N S T E P  
L O G I C A L  C O N V  
R E A L M S  N E X T X . C O R C O N ( I O )  . T G L E R  ( 1 0  ) . B C O N .  J C C I O  . 1 0 )  
I N T E G E R  C O U N T l . C 0 U N T 2 . M C I T E R . M J I T E R . I P V T ( 1 0 )  
L O G I C A L  R E T R Y . F A I L . S M E S T P  
D A T A  C L D K / 0 /  
D A T A  M C I T E R / 3 / . M J I T E R / l 0 / . C 0 U N T 2 / 9 / . J C / 1 0 0 * 0 . D O /  
C O M M O N / B L K l / S M E S T P  
C  
C O N V = . F A L S E  .  
R E T R Y = . F A L S E .  
C O U N T  1 = 0  
C 0 U N T 2 = C 0 U N T 2 + 1  
I F  ( N S T E P . E Q . l )  C C U N T 2 = M J I T E R  
N E X T X  =  X  +  H ( 1  )  
CALL EQUALH(H.FAIL.K+1) 
SMESTP=(.NOT.FAIL).AND.(K.EQ.OLDK).AND.(KCNT.LT.0) 
C  
C A L L  P R E D I K ( N . H . Y . N E W Y . K )  
I F  ( S M E S T P )  G O T O  5 0  
C A L L  C O E F F { H . A L P H . B E T A . K )  
5 0  C A L L  C O N T ( N  . H . Y . K . E P S . A L P H . B E T A . C O R C O N . T O L E R . B C O N . Y M A X  )  
C  
I F  ( C 0 U N T 2 . L T . M J I T E R )  G O T O  2 0  
C A L L  J A C O B ( E R R F L G . I P V T . J C . N E W Y . B E T A . N E X T X . N . H . K )  
C 0 U N T 2 = 0  
I F  ( E R R F L G . E Q . O )  G O T O  2 0  
W R I T E ( 6 . 1 0 )  N E X T X  
1 0  F O R M A T C O » . ' S I N G U L A R  J A C O B I A N  A T  X = * . E 1 6 . 8 )  
G O T O  4 0  
C 
2 0  I F  ( C O U N T l . G E . M C I T E R . O R . C O N V )  G O T O  3 0  
C A L L  D I F F U N  ( N  . N E X T X  . N E W Y . N E W D E R )  
C A L L  S O L V E C  N . J C . I P V T . N E W Y . N E W D E R . C O N V . C O R C O N . T O L E R . B C O N )  
C 0 U N T 1 = C 0 U N T 1  +  1  
G O T O  2 0  
C  
3 0  I F  ( C O N V . O R  . R E T R Y )  G O T O  4 0  
R E T R Y = . T R U E  .  
C A L L  J A C O B (  E R R F L G . I P V T .  J C . N E W Y . B E T A . N E X T X . N . H . K  )  
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COUNT1=0  
COUNT2=0  
GOTO 20  
C  
4 0  C O N T I N U E  
O L D K = K  
R E T U R N  
E N D  
C  
C  
C  P R E D I K  P R E D I C T S  T H E  N E W  Y  V A L U E S  F O R  E A C H  E Q U A T I O N  
C  F O P  T H E  N E X T  S T E P .  I T  U S E S  T H E  V A R I A B L E  C O E F F I C I E N T  
C  A D A M S - B A S H F O R T H  F O R M U L A S  O F  O R D E R S  1 - 4 .  
C  
S U B R O U T I N E  P R E D I K ( N  f H . Y . N E W Y . O R D E R )  
R E A L M S  H ( 8 ) f Y ( 1 8 , 1 0 ) . N E W Y ( 1 0 )  
I N T E G E R  N . O R D E R  
R E A L M S  P B O .  P B l  . P B 2 t  P B 3 , A , B , C , L 2 , L 3 , L 4  
I N T E G E R  I  
L O G I C A L  S M E S T P  
C Q M M O N / B L K l / S M E S T P  
C  
I F  ( S M E S T P )  G O T O  ( 1 0 , 2 2 , 3 2 , 4 2 ) ,  O R D E R  
C  
G O T O  ( 1 0  , 2 0 , 3 0 , 4 0 ) ,  O R D E R  
C  
1 0  D O  1 1  1 = 1 , N  
N E W Y d  ) = Y ( 1 , I ) + H ( 1 ) * Y ( 1 0 , I )  
1 1  C O N T I N U E  
R E T U R N  
C  
2 0  A = H ( 1 ) / H ( 2 )  
P B 0 = - A / 2 . D O  
P B 1  =  1 . D O - P B  0  
2 2  D O  2 1  1 = 1 , N  
N E W Y ( I ) = Y ( 1 , I ) + H ( 1 ) * ( P B 1 * Y ( 1 0 , I ) + P B 0 * Y ( 1 1 , I ) )  
2 1  C O N T I N U E  
R E T U R N  
C  
3 0  B = H ( 1 ) / H ( 2 )  
A = H ( 2 ) / H ( 3 )  
L 2 = l . D O + A  
L 3 = L 2 + A * B  
P P 1  =  (  ( L 2 + L 3 + L 3 ) * ( L 2 - L 3 )  ) / ( 6 . D 0 * A  )  
P B 2 = (  ( L 3 - L 2  ) -  ( P B l + P B l  ) ) / ( L 2 + L 2  ) + l . D O  
P P 0 = 1 . D O - P B  1 - P P 2  
3 2  D O  3 1  1  =  1  , N  
N E W Y d  ) = Y  ( 1  ,  I  ) + H (  1 ) * (  P B 2 * Y (  1 0 , 1  ) + P B l * Y (  1 1  ,  I ) + P B C «  
O  Y  (  1 2  ,  I  )  )  
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31  CONTINUE 
RETURN 
C  
4 0  C = H ( 1 ) / H ( 2 )  
B  = H  (  2  )  / H  (  3  )  
A = H ( 3 ) / H ( 4 )  
L 2 = l . D O + A  
L 3 = L 2 + A » B  
L 4 = L 3 + A * B * C  
P B 2 = ( L 3 * ( 2 . D 0 - L 3 ) * ( L 4 + L 3 ) + L 4 * L 4 * ( 3 . D 0 » L 4 - L 3 - 4 . D 0 ) ) /  
( 1 2 . D 0 * L 2 * A * ( L 2 - L 3 ) )  
P B 1 = ( ( 2 . D 0 * L 4 * L 4 - L 3 * L 4 - L 3 * L 3 ) / 6 . D 0 + P B 2 2 L 2 * ( L 3 - L 2 ) ) /  
O  ( 1 . D 0 - L 3 )  
P B 3 = ( ( L 4 + L 3  ) / 2 . D 0 - P B 2 * L 2 - P B l ) / L 3  
P E 0 = 1 . D O - P B  1 - P B 2 - P B 3  
4 2  D O  4 1  1 = 1 , N  
N E W Y d  ) = Y  ( 1 .  I ) + H (  1 ) * ( P B 3 » Y (  1 0 ,  I )  +  P B 2 * Y (  1 1 .  I ) + P B  U -
O  Y ( 1 2 , I ) + P B 0 * Y ( 1 3 , I ) )  
4 1  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  C D E F F  C A L C U L A T E ?  T H E  C O E F F I C I E N T S  F O R  T H E  A L P H A - T Y P E  
C  F O R M U L A S  O F  O R D E R S  1 - 4 .  F O R  O R D E R  4  I T  C A L L S  C 0 E F F 4 .  I T  
C  I S  W R I T T E N  S O  T H A T  O T H E R  O P E R A T O R S  C A N  E A S I L Y  E E  I N P L T F D .  
C  I T  I S  A S S U M E D  T H A T  A L P H ( K + 1 ) = 1 .  
C  
S U B R O U T I N E  C O E F F ( H .  A L P H . B E T A , O R D E R )  
R E A L M S  H ( 8 )  , A L P H ( 6 )  , B E T A ( 8 )  
I N T E G E R  O R D E R  
R E A L » 8  A , B , L 2 , L 3 . E 1 . E 2 . K 1 , K 2 , K 3 , A L P H A  
R E A L M S  P R 0 D . L 2 2 . L 3 2  
C  
G O T O  ( 1 0 . 2 0 . 3 0 . 4 0 ) .  O R D E R  
C  
1 0  A L P H A = 1 . D 0  
A L P H d  ) = - A L P H A  
B E T A  ( 2  )  =  . 6 2 5 D 0  
B E T A  (  1  )  =  . 3 7  5 D 0  
R E T U R N  
C  
2 0  A = H ( 1 ) / H ( 2 )  
L 2 = l  . D O  +  A  
A L P H A = . 7 5 D 0  
I F  ( A . L T . l . D O )  A L P H A = 1 , D 0  
A L P H ( 2 ) = - A L P H A  
A L P H ( 1 ) = A L P H A - 1 . D O  
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B F T A ( 3 ) = . 5 8 P 0 - . 0 2 D 0 * A  
B E T A  ( 2 ) =  ( L 2 : : : L 2 - A L P H A ) / (  A + A )  - B E T A  ( 3 ) : : : L 2  
B E T A ( 1 ) = { L 2 - A L P H A ) / A - B E T A ( 2 ) - B E T A ( 3 )  
R E T U R N  
C  
3 0  B = H ( 1 ) / H ( 2 )  
A = H ( 2 ) / H ( 3 )  
P R O D = A * B  
L 2 = l . D O + A  
L 3 = L 2 + P R 0 D  
L 2 2 = L 2 * L 2  
L 3 2 = L 3 * L 3  
A L P H A = . 4 D 0 * B + 1 . D O  
I F  ( A L P H A , G T . 1  . 8 D 0 )  A L P H A  =  1 . 8 D 0  
E 1  =  ( B + B  +  B ) : : : ( B  +  1  . D O )  +  ( B < : B : : : ( B + B + 3 . D 0 )  + A L P H A - 1 . D 0  ) : : : A  
E 2 = 6 . D 0 * B * (  l . D O + B ) * ( l . D O + P R O D  )  
K  1 = ( L 3 + A L P H A * ( 1 . D 0 - L 2 ) - l  . D O ) / P R O D  
K : 2 = ( L 3 2 - 1 . D 0 + A L P H A * ( 1  . D 0 - L 2  2 )  ) / (  P R O D + P R O D  )  
K : 3 = ( L 3 2 * L 3 - 1 . D 0 + A L P H A * (  1 . D 0 - L 2 2 2 L 2 )  ) / C  P R O D + " = R D D + P  R O D  )  
A L P H ( 3 ) = - A L P H A  
A L P H ( 2 ) = A L P H A - 1 . D O  
A L P H ( 1 ) = 0 . D 0  
B E T A ( 4 ) = E 1 / E 2 + . 0 2 D 0 - B * . 0 0 9 D 0  
B E T A  ( 3 ) = ( K 3 - K 2 + B E T A ( 4  ) : : : ( L 3 - L 3 2 )  )  / ( L 2 2 - L 2  )  
S E T A ( 2 )  =  K 2 - P E T A ( 3  ) : : : L 2 - B E T A ( 4 ) * L 3  
B E T A d  ) = K 1 - B E T A ( 2 ) - B E T A ( 3 ) - B E T A ( 4 )  
R E T U R N  
C  
4 0  C = H ( 1 ) / H ( 2 )  
B = H ( 2 ) / H ( 3 )  
A = H ( 3 ) / H ( 4 )  
A L P H A = C * ( . 7 5 D 0 * C - . 1 5 D 0 ) + 1 . D 0  
I F  ( A L P H A  . G T . 1 . B D O )  A L P H A = 1 . 8 D 0  
C A L L  C 0 E F F 4  ( A L P H A  , A  , B . C  # B E T A .  A L P H )  
R E T U R N  
E N D  
C  
C  
C  C 0 E F F 4  C A L C U L A T E S  T H E  C O E F F I C I E N T S  O F  T H E  O R D E R  4  
C  A L P H A - T Y P E  F O R M U L A .  I T  U S E S  A  V A N D E R M O N D E  I N V E R S E ,  I N V ,  
C  T O  C A L C U L A T E  B E T A d )  F O R  1 = 1 , 2 , 3 , 4  I N  T E R M S  O F  B E T A ( F ) .  
C  
S U B R O U T I N E  C 0 E F F 4 ( A L P H A , A 1 , B 1  , C 1 , B , A )  
R E A L * 8  A L P H A , A 1 , B l . C l , B ( 8 ) , A ( 8 )  
R E A L 0 8  I N V (  = , 5 ) , L ( 5 , 5 ) , K ( 5 ) , F ( 4 )  
R E A L M S  N U M , D E N , P R O D , I I , L O W  
L ( l , 1 ) = 1 . D O  
L ( 2 , l  ) = L ( 1 ,  1 ) + A 1  
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L  ( 3 , 1 ) = L ( 2 ,  1 ) + A 1 * E 1  
P R 0 D = A 1 * B 1 * C 1  
L ( 4 , 1 ) = L ( 3 ,  1 ) + P R 0 D  
D O  1 0 0  1 = 2 , 4  
D O  1 0 1  J = 2 , 4  
L ( I , J ) = L ( I , J - 1 ) * L ( 1 , 1 )  
1 0  1  C O N T I N U E  
1 0 0  C O N T I N U E  
D O  1 0 2  1 = 1 , 4  
I I = D F L O A T ( I )  
K ( I )  =  ( L ( 4 , I ) + A L P H A * ( L ( 2 , I ) - L ( 3  ,  I )  ) - L ( 2 , I ) ) / ( I I*PPOD) 
1 0 2  C O N T I N U E  
D E N = L ( 2 , 1 ) * L ( 3 , 1 )  
I N V ( 1 , 2 )  =  - ( L ( 2 , l ) + L ( 3  , 1 ) + L ( 2 , 1 ) « L ( 3 , 1 )  ) / D E N  
I N V ( 1 , 3 ) = ( 1 . D O + L ( 2 , 1 ) + L ( 3 , 1 ) ) / D E N  
I N V ( 1 , 4 ) = - l  . D O / D E N  
D E N = (  1  . D O - L  ( 2 , 1 )  ) * (  l . D 0 - L ( 3 , l  ) )  
I N V ( 2 , 2 ) = L ( 2 , 1 ) : : : L ( 3  , 1  ) / D E N  
I N V ( 2 , 3 ) = - ( L ( 2 , l ) + L ( 3 , 1 ) ) / D E N  
I N V ( 2 , 4 ) = 1 . D 0 / D E N  
D E N = L ( 2 , 1 ) * ( L ( 2 , 1 ) - l . D O ) * ( L ( 2 , 1 ) - L ( 3 , l ) )  
I N V ( 3 , 2 ) = L ( 3 , 1 ) / D E N  
I N V ( 3 , 3 ) = - ( l . D O + L  ( 3  , 1  ) ) / D E N  
I N V ( 3 , 4 ) = 1 . D O / D E N  
D E N = L ( 3 , 1 ) * ( L ( 3 , 1 ) - 1 . D O ) * ( L ( 3 , 1 ) - L ( 2 , 1 ) )  
I N V ( 4 , 2 ) = L ( 2 , 1 ) / D E N  
I N V ( 4 , 3 ) = - ( l . D O + L ( 2 , 1 ) ) / D E N  
I N V ( 4 , 4 ) = 1 . D O / D E N  
F f l )  =  I N V ( 4 , 2 ) - I N V ( 3 , 2 ) + I N V ( 2 , 2 ) - I N V ( 1 ,  2 )  
F ( 2 ) = I N V ( 4 , 3 ) - I N V ( 3 , 3 ) + I N V ( 2 , 3 ) - I N V ( 1 , 3 )  
F ( 3 ) = I N V ( 4 . 4 ) - I N V ( 3 , 4 ) + I N V ( 2 , 4 ) - I N V ( l , 4 )  
N U M = - K ( 1  ) + F ( l ) : : : K ( 2 ) + F ( 2  ) * K (  3 ) + F ( 3 ) * K ( 4 )  
D E N = F ( 1 ) « L ( 4 , 1 ) + F ( 2 ) * L ( 4 , 2 ) + F ( 3 ) « L ( 4 . 3 )  
L O W = N U M / D E N  
B ( 5 ) = L 0 W + . 0 0 2 5 D 0  
D O  1 0 5  1 = 3 , 4  
B ( I ) = ( I N V (  I , 2 ) * K ( 2  )  +  I N V ( I , 3 ) * K (  3 )  +  I N V ( I , 4 ) : : : K ( 4 ) )  
- B ( 5 ) * ( I N V ( I , 2 ) * L ( 4 ,  1 ) + I N V  ( I  ,  3  )  : S L  (  4  , 2  )  + I N V  (  I  ,  4  )  ^ ^  (  4  ,  3  )  )  
1 0 5  C O N T I N U E  
B ( 2 ) = K ( 3 ) - B ( 5 ) * L ( 4 , 2 ) - B ( 4 ) * L ( 3 , 2 ) - B ( 3 ) * L ( 2 , 2 )  
B ( 1 ) = K ( 1 ) - B ( 5 ) - B ( 6 ) - B ( 3 ) - B ( 2 )  
A ( 5 ) = 1 . D 0  
A  ( 4 )  =  - A L P H A  
A ( 3 ) = A L P H A - 1 . D 0  
A ( 2 ) = 0 . D 0  
A ( 1 ) = 0 . D 0  
R E T U R N  
E N D  
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c 
c 
c  J A C O B  F O R M S  J C = I - H ( 1 ) * B E T A ( K + 1 ) * J  A N D  U S E S  L I N P A C K  
C  T O  F O R M  I T S  L U  D E C O M P O S I T I O N .  
C  
S U B R O U T I N E  J A C O B ( E P R F L G , I P V T , J C . N E W Y . B E T A , N E X T X , N , H , K )  
R E A L M S  J C ( 1 0 , 1 0 ) , N E W Y ( 1 0 ) , B E T A ( 8 )  ,  N E X T  X .  H  ( 8 )  
I N T E G E R  E R R F L G . I P V T ( 1 0 ) . N . K  
R E A L M S  C O N  
I N T E G E R  I ,  J  
C  
C A L L  P E D E R V ( 1 0 . N f N E X T X . N E W Y  , J C )  
C O N = - H ( 1 ) * B E T A ( K + 1 )  
D O  1 0  1 = 1 , N  
D O  2 0  J  =  1  , N  
J C ( I , J ) = C O N * J C ( I , J )  
2 0  C O N T I N U E  
J C ( I , I ) = 1 . D O + J C ( I , I )  
1 0  C O N T I N U E  
C A L L  D G E F A (  J C ,  1 0 , N ,  I P V T  . E R R F L G )  
R E T U R N  
E N D  
C  
c  
C  C O N T  C A L C U L A T E S  T H E  C O N S T A N T  P A R T  O F  T H E  C C R R E C T C R .  
C  I T  A L S O  C A L C U L A T E S  T H E  T O L E R E N C E ,  T O L E R ,  F O R  E A C H  E O L A T I O N  
C  F O R  C O R R E C T O R  C O N V E R G E N C E .  
C  
S U B R O U T I N E  C O N T  ( N , H  , Y , K , E P S  , A  L ^ H  ,  B E  T A  ,  C O R C O N  .  T O L E  r . .  
: : :  B C O N , Y M A X )  
R E A L 0 8  H ( 8 )  , Y ( 1 8 , 1 0 ) , E P S , A L P H ( 8 )  , B E T A ( 8 ) , C O R C C N ( 1 0 )  
R E A L O e  T O L E R ( I O )  , B C O N , Y M A X (  1 0  )  
I N T E G E R  N , K  
R E A L 0 6  T O L , Y S U M (  I C )  . F S U M C l 0  ) ,  K N  
I N T E G E R  I . J  
r 
K N = D F L 0 A T ( N = ; : ( K  +  2  )  )  
T 0 L = E P S * . 5 D 0 / K N  
B C 0 N  =  B E T A ( K + 1 ) * H ( 1 )  
D C  1 0  J = 1 , N  
Y S U M ( J ) = 0  . D O  
F S U M (  J ) = 0  . D O  
D O  2 0  1  =  1  . K  
Y S U M C  J )  = Y S U M ( J ) + A L P H ( K + 1 - I ) * Y ( I  , J )  
F S U M ( J ) = F S U M ( J ) + B E T A ( K + 1 - I ) * Y ( 9 + I , J )  
2  0  C O N T I N U E  
C C R C C N ( J )  = Y S U M (  J )  - H ( l  ) * F S U M  ( J )  
T O L E R ( J ) = T O L * Y M A X  ( J )  
1 0  C O N T I N U E  
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RETURN 
END 
C 
c  
C  T H E  S U B R O U T I N E  S O L V E  U S E S  T H E  M O D I F I E D  N E K T O N  
C  I T E R A T I O N  I N  O P D E P  T C  S O L V E  T H E  C O R R E C T O R .  I T  
C  L I M P A C K  T O  A C T U A L L Y  S O L V E  T H E  S Y S T E M .  I T  I S  U S U A L L Y  
C  C A L L E D  R E P E A T E D L Y  U N T I L  C O R R E C T O R  C O N V E R G E N C E  I S  
C  A C H I E V E D .  
C  
S U B R O U T I N E  S O L V E ( N » J C »  I P V T t N E W Y , N E W D E R . C O N V , C O R C O N .  
T O L E R . B C O N )  
P E A L 0 8  J C ( 1 0 , 1 0 )  , N E W Y ( 1 0 ) , N E W D E R ( 1 0 ) . T O L E R ( 1 0 )  
R E A L M S  C O R C O N  (  1 0 )  , B C O N  
I N T E G E R  I P V T ( 1 0 ) , N  
L O G I C A L  C O N V  
R E A L 0 8  K V E C T (  1 0 ) , Y D E L T A  ( 1 0 )  
I N T E G E R  I , N T  
C  
D O  1 0  1 = 1 , N  
K V E C T ( I )  =  B C O N * N E W D E R (  I ) - N E W Y ( I  ) - C O R C O N ( I )  
1 0  C O N T I N U E  
C  
C A L L  D G E S L ( J C . I O , N . I P V T . K V E C T , 0 )  
D O  2 0  1 = 1  , N  
Y D E L T A  (  I )  = K V E C T ( I  )  
2 0  C O N T I N U E  
C  
N T = N  
D O  3 0  1 = 1  , N  
I F  ( D A B S (  Y D E L T A  ( I  )  )  . L E . T O L E R d  )  )  N T = N T - 1  
3 0  C O N T I N U E  
I F  ( N T . E Q . O )  C O N V = . T R U E .  
C  
D O  4 0  1 = 1 , N  
N E W Y ( I ) = N E W Y ( I ) + Y D E L T A ( I )  
4 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  T H E  S U B R O U T I N E  E R R T S T  I S  T H E  M A I N  D R I V I N G  R O U T I N E  C F  
C  T H E  E R R O R  T E S T I N G .  I F  K C N T  I S  G R E A T E R  T H A N  0  N C  I N C R E A S E  
C  I N  O R D E R  I S  A L L O W E D .  O R D E R  I S  O N L Y  A L L O W E D  T O  C H A N G E  U P  
C  O R  D O W N  B Y  O N E .  T H E  E R R O R  E S T I M A T E D  I S  T H E  G E N E R A L  L O C A L  
C  T R U N C A T I O N  E R R O R  D E R I V E D  B Y  T A Y O R ' S  S E R I S  F O R  A  V A R I A B L E  
C  G R I D  S P A C I N G .  ( S E E  C H A P T E R  1 . )  
C  D E R  C O N T A I N S  A N  E S T I M A T I O N  O F  T H E  H I G H E R  D E R I V A T I V E S  
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C  P O t ?  E A C H  E Q U A T I O N .  D E R d . J )  C O N T A I N S  T H E  E S T I M A T I O N  F O R  
C  T H E  I + l  D E R I V A T I V E  F O R  T H E  J T H  E Q U A T I O N .  T H E  H I G H E R  D E R I V -
C  A T I V E S  A R E  E S T I M A T E D  B Y  D I V I D E D  D I F F E R E N C E S  W I T H  U N E G U A L  
C  S P A C I N G .  C O N S T  C O N T A I N S  T H E  C O N S T A N T  T E R M  F O R  E A C H  C R D l R .  
C  S T E P R ( I )  C O N T A I N S  T H E  R E C O M M E N D E D  S T E P  S I Z E  R A T I O  F O R  
C  O P D E P  I .  I F  S T E P R ( I ) = 1 ,  N O  S T E P  S I Z E  C H A N G E  I S  T A K E N .  
C  
S U B R O U T I N E  E R R T S T ( N  , H , Y  t K  t  A  L P H  . B E T A  . N E  W Y  t  N E  W D E R  .  N  E W  H  .  
N E W K  . M  A X K .  E P S  . K C N T .  P A S S E D .  Y M  A X )  
R E A L * e  H ( 8 ) , Y ( 1 8 . 1 0 ) . A L P H ( 8  ) . B E T A ( e ) . N E W Y ( 1 0 )  
R E A L 0 8  N E W D F R  ( 1 0 )  . N E W H .  E P S  .  Y M  A X  (  1 0 )  
I N T E G E R  N . K . N E W K , K A X K . K C N T  
L O G I C A L  P A S S E D  
R E A L * 8  D E R ( 7 . 1 0 )  , C D N S T ( 7 Î . S  T E  P R ( 8 )  .  H M A X  
I N T E G E R  H I G H K . L O W K  
L O G I C A L  F A I L  
D A T A  H M A X / I O . D O /  
C  
H I G H K = K + 1  
L 0 W K = K - 1  
I F  ( M A X K . E Q . K  . O R .  K C N T . G T . O )  H I 6 H K = K  
I F  ( K . E Q . l )  L O W K = K  
C  
G O T O  ( 1 0 . 2 0  , 3 0 . 4 0 ) .  K  
C  
1 0  C A L L  E C O N K N . H . Y . D E R . C O N S T . N E W D E P )  
I F  ( H I G H K . E C . l )  G O T O  5 0  
C A L L  E C 0 N 2 ( N . H . Y . K . A L P H . B E T A . D E R . C O N S T . N E W D F R )  
G O T O  5 0  
C  
2 0  C A L L  E C O N K  N . H  . Y  . D E R . C O N S T .  N E W D E R )  
C A L L  E C 0 N 2 ( N . H . Y . K . A L P H . B E T A , D E R . C O N S T . N E W D E R )  
I F  ( H I G H K . E Q . 2 )  G O T O  5 0  
C A L L  E C 0 N 3 ( N . H . Y . K . A L P H . B E T A , D E R . C O N S T . N E W D E R )  
G O T O  5 0  
C  
3 0  C A L L  E C 0 N 2 ( N . H . Y . K . A L P H . B E T A . D E R . C O N S T . N E W D E F )  
C A L L  E C 0 N 3 ( N . H . Y . K . A L P H . B E T A . D E R  . C O N S T . N E W D E R )  
I F  ( H I G H K . E C . 3 )  G O T O  5 0  
C A L L  E C 0 N 4 ( N . H . Y . K . A L P H . B E T A . D E R  . C O N S T . N E W D E P )  
G O T O  5 0  
C  
4 0  C A L L  E C 0 N 3 ( N . H . Y . K . A L P H . B E T A . D E R . C O N S T . N E W D E R )  
C A L L  E C 0 N 4 ( N . H . Y . K . A L P H  . B E T A . D E R . C O N S T . N E W D E R )  
C  
5 0  C A L L  E R R ( N . E P S . K . L O W K . H I G H K  . D E R . C O N S T . S T E P R . Y M A X )  
C A L L  S E L E C T ( H . K . L O W K . H I G H K . S T E P R . N E W H . N E W K . P A S S E D )  
I F  ( N E W H . G T  . H M A X )  N E W H = H M A X  
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RETURN 
END 
C  
C  
C  E C O N l  C A L C U L A T E S  T H E  C O N S T A N T  T E R M  A N D  E S T I M A T E S  T H E  
C  S E C O N D  D E R I V A T I V E  F O P  T H E  O R D E R  1  O P E R A T O R .  
C  
S U B R O U T I N E  E C O N l ( N , H , Y , D E R , C O N S TTNEWDER) 
R E A L * e  H ( 8 )  . Y ( 1 8 . 1 0 ) » D E R ( 7 ,  1 0  )  t C O N S T ( 7 ) . N E W D E P (  1 0  )  
I N T E G E R  N  
R E A L M S  A L P ( 8 ) . B E T ( 8 )  
I N T E G E R  I  
L O G I C A L  S M E S T P  
C O M M O N / B L K l / S M E S T P  
C  
I F  ( S M E S T P )  G O T O  2 0  
C A L L  C O E F F ( H . A L P . B E T . 1 )  
C C N S T d  )  =  ( . 5 D 0 - B E T ( 2 )  ) * H ( 1 ) * H ( 1 )  
20 DO 10 1=1.N 
D E P  ( 1 , I ) = ( N E W D E R {  I ) - Y ( 1 0 . I ) ) / H { 1 )  
1 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  E C 0 N 2  C A L C U L A T E S  T H E  C O N S T A N T  T E R M  A N D  E S T I M A T E S  T H E  
C  T H I R D  D E R I V A T I V E  F O R  T H E  O R D E R  2  O P E R A T O R .  
C  
S U B R O U T I N E  E C 0 N 2 { N . H , Y , K . A L P H  . B E T A . D E R , C O N S T , N E W D E R )  
R E A L * 8  H ( 8 ) . Y ( 1 8 . 1 0 ) . A L P H ( 8  ) . B E T A ( 8  )  . D E R ( 7 . 1 0 )  
R E A L 0 8  C 0 N S T ( 7 ) . N E W D E R ( 1 0 )  
INTEGER N.K 
R E A L 0 8  A L P { 8 ) . P E T ( 8 ) . K K ( 3 ) . L ( 2 . 3 )  
INTEGER I  
L O G I C A L  S M E S T P  
C C M M O N / B L K l / S M E S T P  
C  
I F  ( S M E S T P )  G O T O  6 0  
C  
I F  ( K . E Q . 2 )  G O T O  1 0  
C A L L  C O E F F ( H . A L P . B E T , 2 )  
G C T O  2 0  
C  
10 ALP(2)=ALPH(2)  
EET(3)=BETA(3)  
B E T ( 2 ) = B E T A ( 2 )  
C  
20 L(1,1)=H(2)  
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L  ( 2 . 1  )  =  L ( 1 f  1 ) + H (  1  )  
L ( 1 . 2 > = L (  1 ,  1 ) - : : L (  1  , 1  )  
L ( 2 , 2 ) = L ( 2 , 1 ) * L ( 2 , 1 )  
L ( 1 . 3 ) = L  ( 1 , ? ) * L ( 1  . 1  )  
L ( 2 , 3 ) = L ( 2 , 2 ) : : : L ( 2 , 1  )  
C  
C O N S  T  (  2  )  =  (  A  L P  (  2  )  (  1  .  3  )  + L  {  2  . 3  )  )  /  6  . D O  - H  (  1  )  = : =  
( B E T ( 2 ) * L (  1  . 2 )  + B E T  ( 3 ) * L ( 2 , 2 ) ) / 2  . 0 0  
K K ( 1  ) = 2 . D 0 / ( L ( 1 , 1 ) ! : : L ( 2 . 1 ) )  
K K ( 2 )  =  2 . D 0 / ( L ( 1 , 1 ) : : : ( L ( 1 , 1 ) - L ( 2 , 1 ) ) )  
K K ( 3 ) = 2 . D 0 / ( L ( 2 , 1 ) * ( L ( 2 , 1 ) - L ( 1 , 1 ) ) )  
C  
6 0  D O  5 0  1 = 1  , N  
D E  R  (  2  .  I  )  =  K K  (  3  )  î ?  N E  W D  E R  (  I  )  +  K K  (  2  )  : ; : Y  (  1 0  ,  I  )  + K K  ( 1 ) * Y ( 1 1 , I )  
5 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  E C 0 N 3  C A L C U L A T E S  T H E  C O N S T A N T  T E R M  A N D  E S T I M A T E S  T H E  
C  c ^ U R T H  D E R I V A T I V E  F O R  T H E  O R D E R  3  O P E R A T O R .  
C  
S U B R O U T I N E  E C 0 N 3 ( N , H . Y , K . A L P H , B E  T A , D E R . C O N S T , N E W D E R )  
R E A L M S  H ( 8 )  . Y ( 1 8 . 1 0 ) , A L P H ( 8 ) , B E T A ( 8 )  
R E A L M S  D E R ( 7 , 1 0 ) . C O N S T ( 7 ) . N E W D E R ( 1 0 )  
I N T E G E R  N , K  
R E A L M S  A L P ( e ) . B E T ( 8 ) , K K ( 4 ) , L ( 3 , 4 )  
I N T E G E R  I  
L O G I C A L  S M E S T P  
C C M M O N / B L K l / S M E S T P  
C  
I F  ( S M E S T P )  G O T O  6 0  
C  
I F  ( K . E 0 . 3 )  G O T O  1 0  
C A L L  C 0 E F F ( H , A L P , B E T , 3 )  
G O T O  2 0  
1 0  A L P ( 3 ) = A L P H ( 3 )  
A L P ( 2 ) = A L P H ( 2 )  
8 E T ( 4  ) = B E T A  ( 4 )  
B E T ( 3 ) = B E T A  ( 3 )  
B E T ( 2 ) = B E T A ( 2 )  
C  
2 0  L f l , l ) = H ( 3 )  
L ( 1 » 3 ) = L ( 1 . I ) * * 3 . r 0  
L ( 1 . 4 ) = L ( 1 . 3 ) * L ( 1 . 1 )  
L ( 2 . 1 ) = L ( 1 , 1 ) + H ( 2 )  
L  ( 2 , 3 ) = L ( 2 . 1 ) * * 3 . D 0  
L ( 2 , 4 ) = L ( 2 . 3 ) * L ( 2 , 1 )  
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L  ( 3 , 1 ) = L ( 2 ,  1 ) + H (  1  )  
L { 3 . 3 ) = L ( 3 . 1 ) * * 3 . D 0  
L ( 3 , 4 ) = L ( 3 , 3 ) * L ( 3 , 1 )  
C 
C O N S T ( 3 ) = ( A L P ( 2 ) % L ( 1 , 4 ) + A L P ( 3 ) • L ( 2 , 4 ) + L ( 3 . 4 ) ) / 2 4 . : 0 -
O  H ( 1 ) * ( B E T ( 2 ) * L ( 1 , 3 ) + B E T ( 3 ) * L ( 2 , 3 ) + B E T ( 4 ) * L ( 7 . 3 ) ) / e . D O  
K K ( 1  ) = 6 . D 0 / ( - L ( l  ,  1 ) * L ( 2 , 1 ) * L ( 3 , 1  ) )  
K K ( 2 ) = 6 . D 0 / ( L ( 1 , 1 ) * ( L ( l , 1 ) - L ( 2 , 1 ) ) » ( L ( 1 , 1 ) - L ( 3 . 1 ) ) )  
K K ( 3 ) = 6 . D 0 / ( L ( 2 , 1 ) * ( L ( 2 , 1 ) - L ( 1 , 1 ) ) * ( L ( 2 , 1 ) - L ( 3 , 1 ) ) )  
K K ( 4 )  =  6 . D 0 /  { L ( 3 .  1  ) - . : - . ( L ( 3 . 1 ) - L (  1  , 1  > ) ^ ( L (  3 . 1 ) - L  ( 2  , 1  )  ) )  
C  
6 0  D O  5 0  1  =  1  , N  
D E R ( 3 . I ) = K K ( 4 ) * N E W D E R ( I ) + K K ( 3 ) » Y ( 1 0 , I ) + K K { 2 ) * Y ( 1 1 , I )  
»  + K K ( 1 ) * Y ( 1 2 , I )  
5 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  E C 0 N 4  C A L C U L A T E S  T H E  C O N S T A N T  T E R M  A N D  E S T I M A T E S  T H E  
C  F I F T H  D E R I V A T I V E  F O R  T H E  O R D E R  4  O P E R A T O R .  
C  
SUBROUTINE EC0N4(NIH.Y.K.ALPH,BE TA.DER.CONST,NEWDER) 
REAL*8 H(8)  .Y(18.10) .DER(7.10) .CONST(7) .NEWDER(10)  
REAL*8 ALPH C8) .BETA (8)  
I N T E G E R  N . K  
R E A L * 8  H 4 . A L P ( 8 ) . B E T ( 8 ) . K K ( 5 ) . L ( 5 . 5 )  
I N T E G E R  I  
L O G I C A L  S M E S T P  
C O M M O N / B L K l / S M E S T P  
C  
I F  ( S M E S T P )  G O T O  6 0  
C  
I F  ( K . E Q . 4 )  G O T O  1 0  
C A L L  C 0 E F F ( H . A L P . B E T . 4 )  
GOTO 20 
C  
1 0  A L P ( 4 ) = A L P H ( 4 )  
A L P ( 3 ) = A L P H ( 3 )  
A L P ( 2 ) = A L P H ( 2 )  
BET(5)=BETA(5)  
BET(4)=BETA(4)  
B E T ( 3 ) = B E T A ( 3 )  
B E T ( 2 ) = 3 E T A ( 2 )  
B E T d  ) = B E T A  ( 1  )  
C  
2 0  L ( 1 . 1 )  =  H ( 4 )  
L (  1  .  4 )  =L (1  .  1 )  ::: : : :4  .  DO 
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L f l , 5 ) = L ( 1 , 4 ) * L ( 1 , 1 )  
L ( 2 . 1  ) = L ( 1 .  1 ) + H ( 3 )  
L ( 2 , 4 ) = L ( 2 .  1 ) * * 4 . D O  
L ( 2 , 5 ) = L ( 2 , 4 ) * L ( 2 , 1 )  
L ( 3 . 1 ) = L ( 2 . 1 ) + H ( 2 )  
L ( 3 , 4 ) = L ( 3 ,  1 ) * * 4 . P 0  
L ( 3 , 5 ) = L ( 3 , 4 ) * L ( 3 . 1 )  
L ( 4 , l ) = L ( 3 ,  1 ) + H ( 1  )  
L ( 4 , 4 ) = L ( 4 , 1 ) * * 4 . D 0  
L ( 4 , 5 ) = L ( 4 , 4 ) * L ( 4 , 1 )  
C  
C 0 N S T ( 4 ) = ( A L P ( 2 ) * L (  1  . 5 ) + A L P ( 3  ) : : : L  (  2  .  5  )  +  A L P  ( 4  )  (  3  t  5 )  
O  + L ( 4 , 5 )  ) /  1 2 0 . D 0 - H  ( 1  ) * ( B E T  ( 2  ) * L ( 1  .  4  )  +  B E T  ( 3  )  •  
*  L ( 2  , 4 ) + B E T ( 4 ) * L  ( 3  . 4  )  +  B E T ( 5 ) * L ( 4 . 4  )  ) / 2 4 . 0 0  
K K ( 1 ) = 2 4 . D 0 / ( L ( 1 , 1 ) * L ( 2 , 1 ) * L ( 3 , 1 ) * L ( 4 , 1 ) )  
K K ( 2 ) = 2 4  . D 0 / ( L ( 1 , 1 ) * ( L ( 1 , 1 ) - L ( 2 , 1 ) ) * ( L ( 1 , 1 ) - L ( 3 . 1 ) ) *  
(  L  (  1  ,  1  )  - L  (  4  .  1  )  )  )  
K K ( 3 ) = 2 4 . D 0 / ( L ( 2 , 1 ) * ( L ( 2 , 1 ) - L  (  1  .  1  )  )  •  (  L  (  2  .  1  ) - L  (  3  .  1  ) ) = : ;  
( L ( 2 . 1 ) - L ( 4 .  1  )  )  )  
K K ( 6 ) = 2 4  . D 0 / ( L ( 3  ,  1 ) « ( L (  3 .  1  ) - L  (  1  .  1  )  ) : S ( L  ( 3 ,  1 ) - L  ( 2 .  1  ) ) = : =  
::: ( L ( 3 . 1 ) -L ( 4 . 1 ) ) ) 
K K ( 5 )  =  2 4 . D 0 / ( L ( 4 , 1 ) * ( L ( 4 , 1 ) - L ( 1 , 1 ) ) * ( L ( 4 , 1 ) - L ( 2 , 1 ) ) *  
0  ( L ( 4 , 1 ) - L { 3 . 1 ) ) )  
6 0  O C  3 0  1 = 1 , N  
D E R ( 4 , I ) = ( K K ( 5 ) * N E W D E R ( I ) + K K ( 4  ) * Y ( 1 0 , I ) + K K ( 3 ) * Y ( 1 1 , 1  )  
0  + K K ( 2 ) * Y ( 1 2 , I ) + K K ( 1 ) * Y ( 1 3 , I ) )  
3 0  C O N T I N U E  
P E T U R N  
E N D  
C  
C  
C  S U B R O U T I N E  E Q U A L H  D E T E R M I N E S  I F  T H E  S T E P  S I Z E  H A S  
C  N O T  C H A N G E D  F O R  A N  A D E Q U A T E  N U M B E R  O F  S T E P S .  I F  T H E  
C  S P A C I N G  I S  E Q U A L  T H E  C O E F F I C I E N T S  M A Y  N O T  H A V E  T O  B E  
C  R E C A L C U L A T E D .  
C  
S U B R O U T I N E  E Q U A L H  ( H , F A I L , O R D E R )  
R E A L O B  H ( 8 )  
I N T E G E R  O R D E R  
L O G I C A L  F A I L  
I N T E G E R  I , N T  
C  
N T = D P D E R  
F A I L = . T R U E .  
D O  1 0  I = 1 , 0 P D E R  
I F  ( H ( I ) . E Q . H ( I + l ) )  N T = N T - 1  
1 0  C O N T I N U E  
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I F  (NT .EQ.O)  FAIL= .FALSE.  
RETURN 
END 
C  
c 
C  E R R  C A L C U L A T E S  T H E  S T E P  S I Z E  R A T I O S  F O R  E A C H  O R P E K .  
C  I T  I S  B I A S E D  S O  A S  T O  G E N E R A L L Y  K E E P  T H E  C H A N G E S  I N  S T E P  
C  S I Z E  C O N S E R V A T I V E  W I T H  R E S P E C T  T O  T H E  E R R O R  T E S T .  T H E  
C  E R R O R  I S  E S T I M A T E D  A C C O R D I N G  T O  T H E  L 2 - N 0 R M  D I V I D E D  B Y  T H E  
C  S Q U A R E  R O O T  O F  T H E  N U M B E R  O F  E Q U A T I O N S ,  T H E  E R R O R  F O R  
C  E A C H  E Q U A T I O N  I S  N O R M A L I Z E D  T O  Y M A X ( J ) .  
C  E R R O R ( I )  C O N T A I N S  T H E  E S T I M A T E D  E R R O R  O F  U S I N G  C R D E R  
C  I .  M A X S T P ( I )  C O N T A I N S  T H E  M A X I M U M  S T E P  S I Z E  R A T I O  A L L O W E D  
C  F O R  O R D E R  I .  B I A S  A L L O W S  T H E  U S E R  T O  B I A S  T H E  E R R O R  D I F -
C  F E R E N T L Y  F O R  D I F F E R E N T  O R D E R S .  I F  E R R O R ( I ) / E P S  I S  L E S S  
C  T H A N  L O T O L L  T H F  S T E P  S I Z E  W I L L  B E  R E D U C E D  A T  O R D E R  I .  I F  
C  E R R O R ( I ) / E P S  I S  G R E A T E R  T H A N  H I T O L L  T H E  S T E P  S I Z E  W I L L  
C  B E  I N C R E A S E D  A T  O R D E R  I .  
C  
S U B R O U T I N E  E R R ( N  . E P S . K t L O W K  , H I G H K . D E R , C O N S T , S T E P R , Y M A X )  
R E A L M S  E P S . D E R ( 7 . 1 0 ) . C O N S T ( 7 ) . S T E P R ( 8 ? . Y M A X (  1 0 )  
I N T E G E R  N . K  . L O W K . H I G H K  
R E A L M S  M A X S T P ( 7 ) . B I A S ( 7 ) . Q . E R R O R ( 1 0 ) , F N  
R E A L 0 8  R A T I O . L O T O L L ( 7 ) . H I T O L L { 7 )  
I N T E G E R  I . J  
D A T A  M A X S T P / 4 . D 0 , 3 . D O . 2 . D O , 1 . 1 2 5 D 0 /  
D A T A  B I A S / 7 : : : 1  . 0 0 /  
D A T A  L O T O L L / . 9 D 0 . . 8 D 0 . . 7 D 0 , . 6 D 0 /  
D A T A  H I T 0 L L / 3 . 5 D 0 , 6 . D 0 , 6 . D 0 . 8  . D O /  
C  
F N = D F L 0 A T ( N )  
D O  1 0  I = L O W K . H I G H K  
E R R O R ( I ) = 0 . D 0  
D O  2 0  J  =  1  , N  
E R R O R ( I ) = E R R O P ( I ) + ( D A B S ( D E R ( I , J ) ) / Y M A X ( J ) ) * * 2 . D O  
2 0  C O N T I N U E  
E R R O R { I ) = D S Q R T ( E R R O R ( I ) / F N )  
E R R O R ( I )  =  r A B S (  C O N S T ( I ) • E R R O R (  I ) « B I A  S ( I )  )  
I F  ( E R R O R ( I ) . L T . l . D - 1 6 )  E R R O R ( I ) = 1 . D - 1 6  
R A T I O  =  E P S / E R R O R  ( I  )  
I F  ( R A T I O  . L T . L O T O L L d  )  )  G O T O  3 0  
I F  ( R A T I O  . G T . H I T O L L d  ) )  G O T O  4  0  
S T E P R ( I ) = 1 . D O  
G O T O  1 0  
3 0  Q = D F L O A T ( I )  
G O T O  5 0  
4 0  0 = 2 . D 0 » D F L 0 A T ( I + 1 )  
5 0  S T E P R ( I ) = R A T I 0 * * ( 1 . D 0 / Q )  
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I F  ( S T E P R  ( D . G T . M A X S T P d )  )  S T E P R  (  I  )  =  M A X S T P  (  I )  
1 0  C O N T I N U E  
R E T U R N  
E N D  
C  
C  
C  S U B R O U T I N E  S E L E C T  S E L E C T S  T H E  N E W  O R D E R  A N D  S T E F  
C  S I Z E .  I F  T H E  E R R O R  T E S T  F A I L E D .  I . E .  I F  T H E  S T E P  S I Z E  
C  R A T I O  O F  T H E  C U R R E N T  O R D E R  I S  L E S S  T H A N  1 ,  A N  I N C R E A S E  
C  I N  O R D E R  I S  N O T  A L L O W E D  N O R  I S  A N  I N C R E A S E  I N  S T E P  
C  S I Z E  A T  A  L O W E R  O R D E R .  O N  S T E P  F A I L U R E S  T H E  S T E P  S I Z E  
C  I S  R E D U C E D  B Y  A N  A D D I T I O N  F A C T O R  O F  . 0 5  T O  E N S U R E  T H A T  
C  I T  W I L L  P A S S  O N  F U T U R E  S T E P S .  S E L E C T  G E N E R A L L Y  A T T E M P T S  
C  T O  S E L E C T  T H E  O R D E R  T H A T  A L L O W S  T H E  L A R G E S T  S T E P  S I Z E .  
C  
S U B R O U T I N E  S E L E C T ( H t K . L O W K . H I G H K  . S T E P R , N E W H . N E W K , P A S S E C )  
R E A L M S  H ( 8 )  , S T E P R ( 8 ) . N E W H  
I N T E G E R  K . L O W K . H I G H K . N E W K  
L O G I C A L  P A S S E D  
R E A L * 8  M A X R  
C  
P A S S E D = . F A L S E .  
I F  ( S T E P R ( K ) , G E . 1  . D O )  P A S S E D = . T R U E .  
I F  ( P A S S E D )  G O T O  2 0  
I F  ( S T E P R ( L O W K ) . G T . l . D O )  S T E P R ( L O W K ) = 1 . D O  
I F  ( S T E P R ( L O W K ) . E G . l . D O )  G O T O  5  
I F  ( S T E P R  ( K ) . G E . S T E P R ( L O W K ) )  G O T O  1 0  
C  
5  N E W H = H ( 1 ) * S T E P R ( L C W K )  
NEWK=LOWK 
GOTO 30 
C  
1 0  N E W H = H ( 1 ) * S T E P R ( K )  
NEWK=K 
GOTO 30 
C  
2 0  M A X R  =  D M A X 1 ( S T E P R ( L O W K  ) . S T E P R ( K ) . S T E P R ( H I G H K ) )  
I F  ( M A X R . E Q  . S T E P R ( K  ) )  G O T O  1 0  
I F  ( M A X R . E Q  . S T E P R  ( L O W K )  )  G O T O  5  
N E W H  =  H ( 1  ) * S T E P R ( H I G H K )  
N E W K = H I G H K  
C  
3 0  I F  ( N E W H . L T  . H ( 1 ) )  N E W H = N E W H * . 8 5 D 0  
R E T U R N  
END 
