Introduction
Radial symmetry occurs naturally in a variety of applied and geometric problems. Even when the problem is not inherently symmetric such solutions are often sought as the beginning of a perturbation argument (see also [9] for a different type of equation). Their place in the theory has taken new importance in view of the recent results of Gidas, Ni and Niremberg [6] and work in the direction of determining the existence of positive radially symmetric solutions to equations of the form
Au + f(\x\,u) = 0,
where xelR* and \x\ is the Euclidean norm, has appeared in [1, 3] . This paper deals with the existence and uniqueness of radially symmetric solutions of a nonlinear boundary value problem Au + /(|x|,u) = 0, xeQ (1.1) a(|x|)u~p, with p in the open interval (0,1), was considered in [5] . This type of nonlinearity for positive and negative exponents is well documented in physics [1, 2, 7, 8, 11, 12] (some of these papers base their applications on ordinary differential equations). The negative exponent gives a nonlinear singularity which seems to thwart the usual perturbation schemes or the more standard fixed point arguments; it should be noted, however, that singular problems of this type, for ordinary differential equations, have been studied in [7, 8, 10, 11] , among others. The search for radially symmetric solutions of (1.1) leads to the following problem in ordinary differential equations:^Z
which is the problem to be studied in this paper.
Concerning the function f(x, y), the following hypothesis will be adopted throughout: lim f(x, y) = oo y->0 + y~* oo both limits being uniform on compact subsets of (0,1).
Note that in the case f(x,y) = y~p, 0<p< 1, the integral condition is trivially satisfied. In the case when f{x,y) = a(x)y~p, (H-4) holds for all 0>O if and only if it holds for 0=1.
By a solution of (1. In the discussion that follows we will consider only the case n = 2 but the general case follows in the same way. The basic idea is to convert Problem (1.2) into an integral equation of the form
and seek a fixed point in an appropriate setting. Unfortunately, the fact that the function f(x, y) is not defined for _y = 0 precludes a direct approach. Instead, one will replace f{x, y) by f n (x, y) where /" has a certain "geometric" property. It will be possible to find a fixed point </ >" for (1.3) with / replaced by /". The crucial arguments then involve estimates of the set of fixed points {<£": n = l,2,...} from which a fixed point of (1.3) is obtained.
The set of fixed points
Let -tln(r), -tln(x), t^xT his is the Green function for the boundary value problem Note that i^n(x)>0 for xe[0,1), i// n+1 (x)^ip n (x) and lim,,^ i^n(x) = 0, uniformly on compact subsets of (0,1). Given the sequence {iA n (x)} define a sequence of functions of two variables by
and a sequence of mappings T n :K->K by Since the nonnegative cone in X is normal, Lemma 2.2 implies that T n has a fixed point, (p n , which belongs to K. The hypotheses on / yield that <p n (x)>0 for xe[0,1). It is from this sequence of fixed points of the operators T n that a solution will be obtained. The important properties of the set of fixed points {<p n } are contained in the next section.
Two properties of the set of fixed points
In this section we provide two technical lemrnas which are important in carrying out the proof of Theorem 1.1. n-* oo n-* oo Let u n (x) = x(p n (x) and note that u n is a function which is concave down with Mn (0) = u n (l) = 0, u' n (0) = 9n(0)-As in [10] (see also [4] ), «"(*)^««"(*") for x e [ a , l -a ] for any a between 0 and 1/2, where z n is the unique maximum of u n (x). For xe[a, 1 -a], so that lim n _ 00 ||w n || = oo. By (H-3) one can choose A/ 1 = A/ 1 (a) such that f{x,y)^l for xe[a, 1-a] and y^N^ Since 11w n 11 -• oo for each fixed a there exists iV 2 (<*) such that (a/1 -<x)j|M n ||^Af t for n^N 2 , and hence ^(xJ^A/! forxe[a, 1-a] for n^N 2 .
From the definition of <p n one has that <p n (x) = 7> n (x)
G(x,t)f{t,<p n {t))dt.
-a
The middle integral is easily estimated for n sufficiently large (by the above argument) by M(a) [l -2a] where M(a) is the maximum of G on [a, 1 -a] 
On [1-a, 1] it follows that u n (x)^(l-x)/a)u(l-a) since u is concave down. Hence:
f(t,(p n (t))dt^ I G(x,t)f(t,K(l-t))dt
l-x l-x (O) and we are assuming that rim n _ 00 <p n (0) = oo. We will assume, without loss of generality, that there exists n 0 >0 such that <p n (0)> n 0 + 1 and for each « e N we will let r\ n be the unique element of (0,1) for which <p n {t] n ) = 1. If it should happen that inf n6N »/">() then we pick a = inf neN^n and observe that by the continuity of /, f(t, 1) must be bounded (as a function of t) in [0, a] and therefore, for n e N
\G(x,t)f{t,K(1-t))dt
obtaining the contradiction that the functions q> n must be uniformly bounded. The only case left is when inf neN >j n =O. In this case, again by going to a subsequence if necessary, it may be assumed without loss of generality that t] n ->0 monotonically. Then the following must occur:
Observe that c is independent of n. Now one has:
for some y n between 0 and r\ n . Since (p n (0)>n o + 1, we get or Choosing n so large as to have {n o /r] n )>c yields a contradiction.
Since this was the last remaining case, the proof of Lemma 3.2 is complete.
Proof of the main results
Proof of Theorem 1.1. Note first that This (p* will be a solution to (1.2) . One must show that
= )G(x,t)f n (t,q> n {t))dt
Since \im n _ ao T(p n = <p*, one needs only that (p n (x) converges to <p*(x). This is contained in the next lemma whose proof we defer until the end of the proof of Theorem 1.1.
Lemma 4.1. (p n (x) converges to cp*(x) (uniformly on compact subsets of (0,1)).
Proof of Theorem 1.1 (continued). Applying T to cp* yields that Thus, q>* is the desired fixed point of T and the proof of existence in Theorem 1.1 is complete (as soon as a proof of Lemma 4.1 is given).
T<p*(x) = \G(x,t)f(t,<p*(i))dt o = \G(x,t)f(t,\imcp n (t))dt o = \G(x,t)\imf(t,(p n (t))dt.
The proof of the boundedness (in the supremum norm) of the set of positive solutions proceeds in the same way as the proof of Lemma 3.2.
Proof of Lemma 4.1. Let Cs(0,1) be compact and let e>0. Pick ae(0,1/2) such that C s [ a , 1 -a] and such that
Pick M such that for n ^ M ij/ n (x) ^6 0 {l-x), x e [a, 1 -a]. For n ^ M and x e [a, 1 -a] one sees that
Thus: Since Cs(0,1) was an arbitrary compact set, the proof of Lemma 4.1 is complete. Proof of Theorem 1.2. Suppose that there are two distinct solutions of (1.2), labelled (Pi(x) and <p 2 (x). Observe that the Lipschitz condition implies that the initial value problem is well posed for any x o e(0,1) and This implies that q> l is not equal to q> 2 on any interval. Furthermore, q> l (x)xp 2 {x) for all xe(0,1) is not possible, since <j» 1 (x) = jG(x,t)/(r,q» 1 
(O)A o <]<Hx,t)f(t,<p 2 (t))dt =

0
Hence <p x (x) and <p 2 (x) must cross in (0,1). Let 0<x l^x2^\ be any two consecutive "crossings" with (p 2 (x)><py(x) for X j < x < x 2 . Then if w(x) = q> 2 (x)~<Pi(x) we have that w(x)>0 on (x,,x 2 ) and w(x,) = w(x 2 ) = 0, concluding that there must exist a point of maximum ^e(x,,x 2 ). At any such point of maximum: >o and this contradicts the fact that E, is a maximum.
This completes the proof of Theorem 1.2.
