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Abstract
To what extent does the lack of access to formal nancial services impede business growth
in low-income countries? While most research on this issue has so far focused on credit market
failures, this paper focuses on the role of access to formal saving services. We conducted a eld
experiment in which a randomly selected sample of self-employed individuals in rural Kenya got
access to an interest-free bank account. As the bank charged substantial withdrawal fees, the de
facto interest rate on the account was negative. Despite this, take-up and usage of the account
was high among market vendors, especially women. Access to an account had a substantial,
positive impact on levels of productive investments among market women, and, within 6 months,
led to higher income levels, as proxied by expenditures. These results imply that a substantial
fraction of women entrepreneurs have di¢ culty saving and investing as much as they would like,
and have a demand for formal saving devices  even those that o¤er negative interest rates.
Our results also imply a relatively high rate of return to capital for the women in our sample,
estimated at 5.5% per month at the median.
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1 Introduction
Hundreds of millions of people in developing countries earn their living through small-scale busi-
nesses (World Bank, 2004; de Soto, 1989). Recent evidence combining data from 13 countries shows
that about a quarter of households living below the poverty threshold of US $2 per person per day
have at least one self-employed household member (Banerjee and Duo, 2007). These microenter-
prises are typically extremely small-scale, the majority starting with no employees other than the
owner and very low levels of working capital (Liedholm and Mead, 1987, 1993 and 1998).
Enabling such small-scale entrepreneurship has long been identied as a potential mechanism
for poverty alleviation. Substantial attention has been paid to relieving credit market constraints
among small entrepreneurs, particularly through microcredit (see Armendáriz and Morduch, 2005,
for a review). However, despite 30 years of practice, many fundamental questions remain unan-
swered about the role that nancial services can play in moving people out of poverty. In particular,
little is known about the impact of nancial services for the poorest of the poor.
The existing evidence raises some questions about the role that microcredit can play in fostering
business growth. The few studies that are able to cleanly identify the e¤ects of microcredit give
somewhat mixed results. Kaboski and Townsend (2010) use a structural model to predict, evaluate
and explain the impact of a major microcredit initiative, the Thai Million Baht Village Fund
program. They nd that consumption increased as a result of the credit program, but they cannot
detect any e¤ect on average investment. Banerjee et al. (2009) study the randomized expansion
of a micronance institution (MFI) to new neighborhoods in urban India, and nd that this led
to an increase of only 8.3 percentage points in the likelihood of MFI borrowing. The authors do
not observe statistically signicant impacts on household consumption or on prots for existing
businesses, at least in the medium term. While the expansion may have been highly benecial for
the relatively small fraction of individuals who chose to take out loans to start a new business, the
credit expansion left the great majority of people totally una¤ected. In urban Philippines, Karlan
and Zinman (2010a, b) also exploit randomized access to credit, but estimate the impact of loans
made at much higher interest rates to relatively richer individuals. They see no e¤ect of microcredit
access on business investment; rather, they nd some evidence that the size and scope of businesses
shrink when their owner gets a loan.1
Furthermore, many banks that target the poor realize low or negative prots (Morduch, 1999).
1The authors explain this negative impact as follows: increased access to credit reduced the need for favor-trading
within family or community networks and thereby enabled business owners to shed unproductive workers.
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Consequently, micronance has been moving increasingly towards for-prot ventures that focus on
relatively richer clientele (Malkin, 2008). In addition, since the size of the average loan given out
by micronance banks is small, even the most pro-poor micronance banks must charge relatively
high interest rates in order to recoup operating expenses, and such rates may exceed the returns to
capital for many entrepreneurs. From this, it is not clear that it will ever be protable for banks
to dramatically increase their lending to the poorest of the poor, which means that access to such
credit may never come.
In this context, some have argued that the focus should be put on enabling savings instead of
credit,2 particularly since the vast majority of the poor still lack access to formal banking services
of any kind (Banerjee and Duo, 2007). Emphasizing savings has strong theoretical and empirical
underpinnings. Standard theory suggests that individuals should be able, over time, to save their
way out of credit constraints (Basu, 1997; Bewley, 1977). In addition, a wealth of (largely anecdotal)
evidence suggests that poor people are willing to pay a premium to be able to save securely. For
example, many women in West Africa receive a negative interest on money they deposit with the
local susu,or informal banker (Besley, 1995). People throughout the developing world participate
in rotating savings and credit associations (ROSCAs), despite the fact that ROSCA agreements may
collapse. The fact that people take up these costly saving devices suggest that the private returns
to holding cash at home are even lower, possibly because of the risk of theft, appropriation by ones
spouse or other relatives, or because individuals or households have present-biased preferences and
over-consume cash on hand.
In this paper, we study the importance of these potential savings constraints in rural Kenya,
using a eld experiment that provided a random sample of small business owners, both women and
men, with formal accounts in a village bank. The bank accounts were interest-free, and included
substantial withdrawal fees, so the de facto interest rate on deposits was negative (even before
accounting for ination).3 In the absence of savings constraints, the demand for such accounts
would be zero, and we would expect to nd no e¤ect of having an account on either business or
individual outcomes. To test this hypothesis, we make use of a unique dataset collected from 279
daily logbooks kept by individuals in both the treatment and control groups. These logbooks include
detailed information on many outcomes, including business investment, expenditures, and health
shocks, which makes it possible to examine the impact of the accounts along a variety of dimensions
2See, for example, Marguerite Robinson (2001).
3 Ination in Kenya was between 10 and 14% between 2006 and 2009, which is the time period of this study (IMF,
2010).
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that typically are not easily measured. We supplement this information with administrative data
from the bank on account activity.
There are four main ndings. First, bank accounts had large positive impacts on the total
amount saved by women (all market vendors), but not for men (80% of whom were bicycle-taxi
drivers and 20% were market vendors). The fact that women voluntarily saved in their accounts
at negative interest rates suggests that women vendors face negative private returns on the money
they save informally.
Second, four to six months after they were o¤ered, bank accounts had substantial positive
impacts on business investment for women, but not for men. Our most conservative estimate of
the e¤ect is equivalent to a 45% increase in average daily investment for market women. While
very large on average, this treatment e¤ect is also quite heterogeneous: only 57% of women in the
treatment group made at least one deposit within the rst 6 months of opening the account, and
only 43% made at least two deposits within that timeframe. Note that this is still a much higher
take-up than that of microcredit loans observed so far, such as in urban India by Banerjee et al.
(2009).
Third, four to six months after having gained access to the account, the daily private expendi-
tures of women vendors in the treatment group were 27% to 40% higher than those of women in the
comparison group. Consistent with the business investment results, we see no e¤ect of the accounts
on mens expenditures. These results can be interpreted as an indication that the higher business
investment level observed among those market women who received access to an account led to
higher incomes.4 This, in turn, implies a relatively high rate of return to capital for the women in
our sample, estimated at 5.5% per month at the median. These very high returns are similar to
those found by de Mel, McKenzie, and Woodru¤ (2008) among a sample of micro-entrepreneurs in
Sri Lanka but are much higher than for the females in their sample, who had returns which were
close to zero (de Mel, McKenzie, and Woodru¤, 2009b).
Fourth, we nd some suggestive evidence that the accounts made market women less vulnerable
to illness shocks. These shocks are common and not fully insured: our logbooks show that, over the
period of study, market women in the control group were forced to draw down their working capital
in response to health shocks.5 In contrast, women in the treatment group did not have to reduce
their business investment levels, and were better able to smooth their labor supply over illness.
4A possible alternative would be that consumption is lumpy and the accounts allowed them to save for consumption
directly. This is unlikely since we observe increases in spending on everyday items such as food.
5This is in line with the substantial literature on risk-coping in developing countries showing that individuals are
not fully protected from income risk (Townsend, 1994; Paxson, 1992).
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Overall, our results show that the informal savings mechanisms available in rural Kenya are
ine¤ective in allowing a sizeable fraction of women to save (and subsequently invest) as much as
they would like. Why is the private return to informal savings so highly negative for a large fraction
of the women in our sample? There are two possible explanations. First, market women may have
present-biased preferences, meaning they may be tempted to spend any cash money that they
hold (Laibson, 1997; Gul and Pesendorfer, 2001; Gul and Pesendorfer, 2004). Second, women may
face regular demands on their income from relatives or neighbors (Platteau, 2000), or from their
husbands (Ashraf, 2009). It may be di¢ cult to refuse such requests for money if the cash is readily
available in the house, but less so if the cash is locked up in a bank. Our experiment sheds only
tentative light on the relative importance of these mechanisms, and future research is warranted on
this issue. But we present suggestive evidence that present bias may play only a minor role: women
exhibiting time-inconsistent preferences in survey questions were actually somewhat less likely to
use their accounts. Also, women who used their account regularly tended to make relatively large
deposits at relatively infrequent intervals, rather than small daily deposits. This suggests that
women were able to save at home over small periods of time something that those with extreme
hyperbolic preferences would not be able to do. Instead, the di¢ culty the bank account helped
surmount appears to be saving at home over a longer time period (such as a few weeks).
Intra-household conicts in preferences also seem to play a minor role in our study sample:
women in the treatment group did not reduce transfers to their spouses. We also nd no di¤erence
in take-up of the account between married and (the few) single women in our sample. The residual
explanation thus seems to be the risk of appropriation by members of ones extended social network
(relatives, neighbors/friends). Consistent with this, we nd that women in the treatment group
transfer less of their revenues outside of the household, though this e¤ect is imprecisely estimated
and not signicant.
Given that we nd that women vendors in our study use their bank savings at least in part to
grow the size of their business, and given that the implied rate of return to capital is high (much
larger than the negative return to savings in the bank), why dont women simply invest directly
in their business, instead of routing the money through a formal bank account with a negative
interest rate? We propose three possible reasons. The rst is that investment may be lumpy,
so that women must save up over time to reinvest. The second is that business prots may be
variable. In particular, there might be some periods during which the expected risk may be so
large or average expected returns may be so low that saving at home is the better option. The
third is that liquidating business inventory quickly might not be possible, therefore women may
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need to save at least a minimum amount in cash in order to deal with negative shocks (such as
health shocks). In all three cases, women without a bank account are compelled to save at home,
where the returns are highly negative, for some periods of time. Formal bank accounts o¤er women
a less negative return on their assets during those periods.
Our results are generally consistent with earlier studies suggesting that there exists signicant
demand for formal saving services in developing countries. Johnston and Morduch (2008) show
that over 90% of Bank Rakyat Indonesia clients save but do not borrow. Bauer, Chytilová, and
Morduch (2010) argue that some women in India take up microcredit schemes as a way of forcing
themselves to save through required installment payments (rather than to access credit for use in
a business). Our results are also related to studies which have shown that commitment savings
products can be e¤ective in increasing savings, both in the Philippines (Ashraf, Karlan, and Yin,
2006) and in the United States (Thaler and Benartzi, 2004).
Our ndings also t into a larger, mostly non-experimental, literature which studies the impact
of nancial services on the poor. Kaboski and Townsend (2005) nd that pledged savings accounts
have a signicant impact on long-term asset growth in Thailand. Burgess and Pande (2005) nd
that the rapid expansion of a rural banking program in India (which o¤ered access to both saving
and credit products) in the 1980s caused a signicant decrease in rural poverty. Aportela (1999)
shows that the expansion of a Mexican savings institute targeted at low-income people increased
the average savings rate of households by ve percentage points. However, Aportela is not able to
estimate the impact of the program on business investment or other outcomes. Bruhn and Love
(2009) exploit the expansion of a Mexican bank which targeted informal and poor workers, and
which o¤ered both saving and credit products. They estimate that the new bank opening led to
higher income levels for both men and women by about 7 percent.
While our paper adds to this literature by providing experimental evidence on the role of saving
services on their own, and on the channels through which saving services may contribute to poverty
alleviation, our ndings also raise a number of issues that remain to be explored. First, the increases
in investment and in expenditures we observed for market women in the treatment group may have
come at some cost to others. While the private return on savings at home appears to be negative,
the social return is likely zero every dollar given out to a relative or social contact who asks for it
is ultimately spent. This implies that the welfare implications of increasing access to formal saving
services to a subset of the population are ultimately unclear while women in the treatment group
were clearly better o¤ (both because they were able to realize sizeable returns to capital with their
added investment, and because they were able to protect their money from others), the impact on
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members of their network is uncertain. They could benet in the long run from the higher resources
generated by women through their expanded businesses, but they may su¤er in the short run from
receiving lower transfers.
Second, although we nd that treatment e¤ects vary by gender, even among market vendors, it
is not clear that these di¤erences are due to gender itself. Occupation is clearly a choice variable,
and the heterogeneity we observe in treatment e¤ects could be due to di¤erences in background
characteristics of male and female vendors other than gender.
Third, although our experiment clearly establishes that an important share of rural market
women are savings constrained, our design does not allow us to estimate how much these constraints
matter for business development and income growth in general equilibrium terms. While we nd
that relaxing the constraint for a subsample of women had a positive e¤ect on their investment and
income levels, these results might not hold if everyone were given access to formal saving services.
It is possible that the market women in our treatment group grew their business at the expense of
those in the control group. To estimate the general equilibrium e¤ects, one would have to randomize
access to nancial services at the village level (rather than the individual level), or to exploit gradual
expansion of formal saving services across villages (which is di¢ cult since bank expansion typically
bring both saving and credit services at the same time, as in Burgess and Pande, 2005, or Bruhn
and Love, 2009). This is outside the scope of this study, which aimed to rst establish the extent
to which saving constraints are binding at the individual level, but we believe that studying the
importance of savings constraints at a more aggregate level is an important issue for future work.
The remainder of the paper is as follows. We rst present a simple theoretical framework in
Section 2. We then describe the experiment and the data in Section 3, before presenting the main
results in Section 4. Section 5 discusses the implications of the results in terms of the likely rate
of return to capital for women in our sample, and Section 6 presents the panel data evidence on
risk-coping. Section 7 concludes.
2 Theoretical framework
In this section, we present a basic model with which to interpret our results. The setup is meant
to capture some of the key stylized facts that we nd in the empirical section: (1) that market
women use the accounts despite a negative interest rate, (2) that the average returns to capital
are much higher than the (de facto negative) returns on the accounts, and (3) that market women
with the accounts were somewhat better at coping with health shocks than women in the control
6
group. The framework is primarily meant to explain why market women would ever choose to save
in the account, rather than simply invest the money into their business, since the average returns
to capital appear very high.
We consider three possible reasons why business owners may have to save at home or in a bank
account, even if the returns are negative, rather than continuously reinvest in their business. The
rst is that investment may be lumpy, so that entrepreneurs cannot reinvest in their business until
they have saved up for the next discrete unit. Instead, they must save outside of the business for
some time before they can reinvest. The second is that business prots may be variable, but at
least partially foreseeable by entrepreneurs, so that there are periods in which it is optimal to save
money outside the business. The third is that it might not be possible to quickly and costlessly
liquidate working capital if a shock were to occur. If people face credit constraints, the liquidity
costs of holding capital uniquely in the business might make it necessary for people to save against
unanticipated expenditures shocks (such as illness) outside the business.
We formalize this as follows. At time t, individuals have utility over consumption u(ct). We
assume that the utility function is standard (increasing and concave). Individuals have two invest-
ment options: invest in their business or save the money. Individuals devote a share t of their
wealth Wt to the business and 1   t to savings. We call the amount of capital invested in the
business kt = tWt. The production function for the business is f(kt), where f 0 > 0 and f 00 < 0.
We assume that individuals live for an innite number of discrete periods.
Gross returns to savings are constant over time and equal to Rs, where Rs = Rb if the money is
saved in a bank account and Rs = Rh if the money is saved at home. We assume Rh < Rb < 1. That
is, both bank savings and home savings give a negative interest rate, but bank savings depreciate
less quickly than home savings. The negative interest on bank savings is because of ination and
withdrawal fees, while the negative interest on home savings is because of ination and demands
made on ones savings by relatives.
To capture that business is risky, we assume that business income in any period is t1f(kt) +
t2"t(kt), where "t is normally distributed and "t(0) = 0. To capture that risk and returns may
vary across periods, we index the s by t. This will be important below, when entrepreneurs can
forecast the s.
Finally, we assume that individuals may be hit with shocks which are unrelated to the business,
which are indexed by Zt (for example, a sickness).







s(1  t)Wt + Zt (1)
The value function for the entrepreneur is therefore
Vt(Wt) = max
ct;t
fu(ct) + EtVt+1(Wt+1)g (2)
under the following constraints
kt=q 2 N (3)
At  0 (4)
Equation (3) is that investment is lumpy: entrepreneurs may only invest in increments of q. Equa-
tion (4) is a credit constraint: individuals are not able to borrow. It is possible that either of these
two constraints are removed in a particular context.
We can now write out the various motivations for why the optimal t (the share of wealth
invested in the business) might be strictly below 1, despite the low returns on savings and the high
returns to capital.
1. First, if investment is lumpy (i.e, if the constraint (3) holds), and if individuals face borrowing
constraints such as (4), then they must save up for the next lump q at home. When entre-
preneurs access a formal bank account, they are able to save up this amount more quickly
(since Rb > Rh), which allows for faster reinvestment, higher prots, and higher wealth.
2. Second, we consider the possibility that the returns to the business, and the shocks facing the
entrepreneur, are at least somewhat predictable. To make the setup as simple as possible, we






2) for i = g; b. We





b > Rh for all possible values of
"t. In other words, in the good periods, the returns to the business always exceed the returns
to savings (no matter the realization of "t). However, in bad periods, the distribution of the
returns to the business may include many values below Rh: If the entrepreneur knows the 0s
at time t 1, she will choose to invest all her wealth in the business in good periods, while she
will want to keep at least some money saved outside the business in bad periods. Thus, raising
Rs from Rh to Rb will increase the returns to savings in bad periods. Consequently, those
with an account will see their savings depreciate less during bad periods, and will therefore
have more cash to invest in the business during good periods.
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3. Finally, since individuals face risk, they will want to save in anticipation of future negative
shocks. If entrepreneursutility functions are further characterized by prudence (i.e., u000(c) >
0), or if they face credit constraints such as (4), they will also have a precautionary motive
to save (Deaton, 1991; Kimball, 1990). If liquidating business inventory quickly is di¢ cult,
people will want to save a bu¤er stock in cash at home they will not want to invest all their
wealth in the business (even in good periods). In this context, raising Rs from Rh to Rb will
increase returns to bu¤er savings. Here again, this implies that those with an account will
see their savings depreciate less quickly, and thus will have more cash on hand to deal with
negative shocks when they occur.
In summary, if one or more of these three scenarios (lumpiness in investment, volatile but
predictable business returns, or costs to savings against shocks in the business) is at play, then it
will be optimal for business owners to hold at least some savings outside their business for at least
some periods of time, and thus gaining access to a formal bank account, if it raises the returns to
savings, will increase wealth and business investment over time.
In the experiment we describe below, we provided a free account at a local bank to a random
sample of individuals. The bank did not pay any interest on savings, and withdrawals from the
account were subject to a withdrawal fee, making the real interest rate on the account negative
(Rb < 1). As such, if Rh were at least 1 (if home savings did not depreciate in nominal terms),
people should not have taken up the accounts. For anybody that used the account, it must be that
Rh < Rb < 1. Furthermore, nding that access to an account led to business growth will imply
that at least one of the three scenarios above is at play.
We conducted the experiment with two types of self-employed individuals: market vendors
(whose production function is typically lumpy, since they need to purchase inventory in bulk);
and bicycle-taxi drivers (locally called bodas) who need almost no working capital except for
maintenance and repair of their bicycle. The production function of bodas is thus very di¤erent
from the production function for vendors (which more closely parallels that described above).
Within our framework, we consider bodas as potential entrepreneurs  they do not yet own a
vending business, but they might be trying to start one, since vending appears more lucrative than
bicycle-taxi driving (bodas earn much less than vendors in our data). Since starting a business
is particularly lumpy, the framework above is relevant to bodas when examining the decision to
start a new business. However, as we will discuss below, di¤erential attrition among bodas in our
experiment prevents us from making sharp conclusions about the e¤ects of the accounts for bodas.
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For this reason, we center our analysis and discussion on business growth (focusing on market
vendors, most of whom are females).
3 Experimental Design and Data Collection
3.1 Background on formal and informal savings in Western Kenya
Most self-employed individuals in rural Kenya do not have a formal bank account. At the onset of
this study, only 2.2% of individuals we surveyed had a savings account with a commercial bank.
The main reasons given for not having an account were that formal banks typically have high
opening fees and have minimum balance requirements (often as high as 500 Ksh, or around US $7).
Savings accounts are also o¤ered by savings cooperatives, but the cooperatives are usually urban
and employment based, and therefore rarely available for rural self-employed individuals.
Instead, individuals typically save in the form of animals or durable goods, or in cash at their
homes, or through Rotating Savings and Credit Associations (ROSCAs), which are commonly
referred to as merry-go-rounds.6 Most ROSCAs have periodic meetings, at which members make
contributions to the shared saving pool, called the pot. The pot money is given to one member
every period, in rotation until everyone has received the pot. ROSCA participation is high in Kenya,
especially among women, and many people participate in multiple ROSCAs (Gugerty, 2007).
In our sample, 87% of respondents report that it is hard to save money at home, and ROSCA
participation, as in Gugerty (2007), is widespread, especially among women (Table 1).
3.2 The Village Bank
We worked in collaboration with a village bank (also called a Financial Services Association, or
FSA) in Bumala market, a rural market center located along the main highway connecting Nairobi,
Kenya, to Kampala, Uganda. The Bumala FSA is a community-owned and operated entity that
receives support (in the form of initial physical assets and ongoing audit and training services)
from the Kenya Rural Enterprise Development Agency, an a¢ liate of the Kenyan micronance
organization KREP.
At the time of the study, opening an account at the village bank cost 450 Ksh (US $6.50).
The village bank did not pay any interest on the savings account. However, the bank charged a
withdrawal fee (of US $0.50 for withdrawals less than US $8, $0.80 for withdrawals between $8 and
6 It is very common for people around the developing world to use these types of mechanisms as primary savings
mechanisms (Stuart Rutherford, 2000).
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$15, and $1.50 for larger withdrawals), thus generating a de facto negative interest rate on savings.
The bank was open from Monday to Friday from 9am to 3pm, and did not provide debit cards or
any opportunity to deposit or withdraw money at any time outside these working hours, making
bank savings somewhat illiquid - savings could not be accessed for emergencies which occured on
the weekend or after 3pm.
The village bank opened in Bumala market in October, 2004. By the time this study began
in early 2006, only 0.5% of the daily income earners that we surveyed around Bumala market had
opened an account at the village bank. The main reasons given by respondents for why they did
not already have an account were inability to pay the account opening fee, and lack of information
about the village bank and its services.
3.3 Sampling
Trained enumerators identied market vendors and bicycle-taxi drivers operating around Bumala
market, and administered a background survey to these individuals. Those that already had a
savings account (either at the village bank itself or some other formal bank) were excluded from the
sample. This criterion excluded very few individuals: as mentioned above, only 2.2% of individuals
had accounts in a commercial bank and 0.5% had accounts in the FSA.
The scale of operations for the individuals in our nal sample is quite small. For those involved
in vending, the mean number of items traded is just below 2, and the median is 1 (the majority of
vendors sell just one item such as charcoal or a food item, such as dried sh or maize). Mean daily
investment is just US $5 per day. For bicycle-taxi drivers, mean investment is limited to bicycle
repairs, which amount to only US $1 per day on average.
Sampled individuals were randomly divided into treatment and control groups, stratied by
gender / occupation (gender and occupation are very highly correlated in the sample, since all
women are market vendors and 88% of market vendors are female). Those sampled for treatment
were o¤ered the option to open an account at the village bank at no cost to themselves we paid
the account opening fee and provided each individual with the minimum balance of 100 Ksh (US
$1.5), which they were not allowed to withdraw. Individuals still had to pay the withdrawal fees,
however. Those individuals that were sampled for the control group did not receive any assistance
in opening a savings account (though they were not barred from opening one on their own).7
The sampling was done in three waves, in 2006, 2007 and 2008, respectively. In Wave 1, a
7Within the study period, three individuals in the control group opened accounts in the village bank on their own.
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background survey was administered in February and March 2006, and accounts were opened for
consenting individuals in the treatment group in May 2006. In Wave 2, the background survey
was administered in April and May 2007 and accounts were opened in June 2007. In Wave 3, the
background survey was administered in July and August 2008 and accounts were opened in June
2009. In addition, individuals assigned to the control group in wave 1 were o¤ered an account in
April 2007.8 For this reason, control individuals in Wave 1 appear twice in the dataset: in the
control group in 2006 and in the treatment group in 2007. After the project was over, control
individuals in Waves 2 and 3 were also given savings accounts as compensation for participating in
the study, but this was not announced to them in advance.9
3.4 Data
We use four sources of data. First, our background survey includes information on the baseline
characteristics of participants, such as marital status, household composition, assets, and health.
Second, we have administrative data from the village bank on every deposit and withdrawal made
in all of the treatment accounts.10 Third, we elicited time and risk preferences from respondents,
as well as cognitive ability measures. The time preferences asked respondents to decide between
40 Ksh now (US $0.61) and varying amounts in one month, and between 40 Ksh in 1 month and
varying amounts in 2 months. The risk preference questions were similar to Charness and Genicot
(2009) and asked respondents how much of 100 Ksh they would like to invest in an asset that pays
o¤ four times the amount invested with probability 0.5, and that pays o¤ 0 with probability 0.5.11
Our measures of cognitive ability are similar to those collected in de Mel, McKenzie, and Woodru¤
(2008, 2009b): respondents completed a Ravens Matrixin which they had to recognize patterns
in a series of images; were asked to complete several simple math questions, and were asked to
recall a series of digits forward and backward. This data was collected from all study participants
in 2008. This means that, for respondents in Waves 1 and 2, the data was collected after the
treatment had been implemented, whereas for respondents in Wave 3 it was collected at baseline.
Since the treatment (getting a bank account) might have a¤ected risk and time preferences among
subjects, we do not make any strong conclusions regarding the heterogeneity of the treatment e¤ect
8This was not anticipated by the wave 1 controls. Neither the bank sta¤ nor the local research team were aware
that the accounts would be rolled out to the control group until after the wave 1 data collection had been completed.
9 In total, 173 people were sampled for an account over the 3 Waves. Ten (5.6%) of these could not be found to
open the account. Those who could not be traced had typically moved out of the area.
10We obtained consent from respondents to collect these records from the bank.
11To encourage truth-telling, one of the risk and time preference questions was randomly selected for actual payment.
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by these measures, but instead consider them as purely suggestive.
Fourth, and most importantly, we collected detailed data on respondents through daily, self-
reported logbooks. These logbooks included detailed income, expenditure, health, and business
modules, as well as information on labor supply and on all transfers given and received (including
between spouses). The logbooks also included questions on adverse income shocks (such as illness
or the death of a friend or family member).
Because the logbooks were long and complicated to keep, trained enumerators met with the
respondents twice per week to verify that the logbooks were being lled correctly. One signicant
challenge was that many respondents could neither read nor write (31% of women and 9% of men
that agreed to keep the logbooks could not read or write Swahili). To keep these individuals in the
sample, enumerators visited illiterate respondents every day to help them ll the logbook.
To keep data as comparable as possible, respondents kept logbooks during the same time period
in each wave, from mid-September to mid-December. Logbooks were kept in 2006 for Wave 1, 2007
for Wave 2, and 2009 for Wave 3. Individuals assigned to the control group in Wave 1 lled logbooks
twice: once as controls in 2006 and once as treatment in 2007. To encourage participation, the
logbooks were collected every four weeks, and respondents were paid 50 Ksh ($0.71) for each week
the logbook was properly lled (as determined by the enumerator).12 Though respondents were
asked to ll the logbooks for up to 3 months, some were only willing to keep the logbooks for a
shorter period, and so we do not have 3 full monthsworth of data for all respondents.
The logbook data makes up the bulk of the analysis. First, for each respondent, we compute
the average daily business and household expenditures across all the days that the respondent lled
the logbook, and then compare these averages between the treatment and control groups. Second,
we use the panel structure of the logbook data to measure the e¤ect of health shocks on labor
supply and expenditures, and the di¤erential impact of shocks between the treatment and control
groups. Specically, we aggregate the daily data by week, and examine week-to-week variations in
outcomes in response to weekly health shocks.
The logbooks included a module designed to estimate respondentsinvestment, sales, and prots.
The data on business investments (mostly wholesale purchases) is somewhat noisy but relatively
reliable. However, the quality of the data on revenues from the business (mostly retail sales) is very
poor. Many respondents did not keep good records of their sales during the day, in part because
they did not have time to record each small retail transaction that they had. For this reason, we
12This gure is equivalent to about 1/3 of daily total expenditures for respondents in this sample.
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cannot compute reliable prot gures. Instead, we focus on investment data.13
As might be imagined from the length of the logbooks and the relatively small compensation
given to participants, not all individuals agreed to ll the logbooks. We examine attrition in
Appendix Table A1. There were two sources of attrition. The rst is that, since the logbooks
started approximately four months after account opening, 9% of respondents could not be found
and asked to keep the logbooks (because they had moved or could not otherwise be traced). The
second is that some respondents refused to keep the logbooks when asked: of those who could
be traced and o¤ered logbooks, 12% refused to ll the books (11% of women and 15% of men).
Among female vendors, neither type of attrition was di¤erential: the coe¢ cient on sampled for
an account (row 1 of Table A1) is essentially zero. But bodas, who were much more likely to
attrit than women, attrited di¤erentially: bodas in the treatment group were both more likely to be
found, and more likely to accept to ll the logbooks if found, than those in the control group. Male
vendors were also more likely to attrit from the control group, though the di¤erence is insignicant.
As we show in the next section, the post-attrition treatment and control groups that make it into
the nal analysis do not di¤er along most observable characteristics, but the di¤erential attrition
patterns make it impossible to rule out unobservable di¤erences between treatment and control
groups among bodas, who represent 80% of the men in our sample. For this reason, the sample
of men for whom we have data likely has lower validity (both internally and externally) than our
sample of women, and so we focus most of our analysis on women.
3.5 Final Sample Characteristics and Balance Check
Table 1 presents baseline characteristics of men and women that lled the logbooks by treatment
status, and the p-values of tests that the di¤erences between treatment and control are zero.14 We
have 279 logbooks in total, 92 of which were lled by men and 187 of which were lled by women.15
The background variables are mostly self-explanatory, but some of the risk preference, time pref-
erence and cognitive ability measures require some explanation. First, we dene as somewhat
patientany respondent who preferred 55 Ksh (or less) in 1 month to 40 Ksh today. For measures
of time consistency, we assign people to one of four categories: (1) present-biased individuals
13 It is notoriously di¢ cult to measure prots for such small-scale entrepreneurs, especially since most do not keep
records (Liedholm, 1991; Daniels, 2001; de Mel, McKenzie, and Woodru¤, 2009).
14Standard errors of the di¤erences are clustered at the individual level to account for the fact that Wave 1 control
individuals appear twice (as controls in 2006 and treatment in 2007).
15We have fewer observations for the time preference, risk preference, and cognitive ability module. In total, we
have 248 observations for these variables.
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who exhibit a higher discount rate in the present than in the future; (2) respondents who exhibit
maximum possible discount rates in both the present and future (these individuals preferred 40
Ksh to 500 Ksh in 1 month, and 40 Ksh in 1 month to 500 Ksh in 2 months); (3) respondents who
are more patient in the future than in the present; and (4) time-consistentindividuals who have
the same discount rate in the present and the future. Finally, we standardize scores on the digits
forward and Ravens Matrix modules so that they have mean 0 and standard deviation 1.
As can be seen in Table 1, 4% of men and 22% of women were actually more patient in the
present than in the future. Though this seems counter-intuitive, previous studies have found similar
results: about 10% of respondents from India in Bauer, Chytilová, and Morduch (2010) and 15% of
respondents from the Philippines in Ashraf, Karlan and Yin (2006) had preferences of this type.16
For both men and women, the treatment and control groups are balanced along most back-
ground characteristics. For women, the p-value of the di¤erence between treatment and control
is above 0.10 for all 21 baseline characteristics presented in Table 1. Combined with the attri-
tion results in Appendix Table A1, these gures suggest that attrition during the logbook exercise
was not di¤erential along observable characteristics for women, and performing the analysis on
the restricted sample for which we have data will not bias our estimates of the treatment e¤ect.
Nevertheless, to deal with any potential unobservable baseline di¤erences, we include, in all of our
regression specications, controls for years of education, marital status, age, literacy, and ROSCA
contributions in the last year.17
There is more reason for concern among men. Even though there are only 2 out of 21 back-
ground characteristics with statistically signicant di¤erences between treatment and control men
(occupation, and extreme impatience in both present and future), we know from Table A1 that
there was di¤erential attrition among bodas (which explains the imbalance between groups in terms
of occupation). This di¤erential attrition means that there may well be unobservable di¤erences
between treatment and control bodas, and thus our estimates of the treatment e¤ects on bodas may
su¤er from selection bias. To deal with this issue, we perform all our analyses with interaction
terms between experimental treatment, gender and occupation.
16At the same time, many respondents in our Kenya sample were extremely impatient compared to the samples
in those two studies. This does not appear to be solely because people did not understand the questions they were
asked, or because they did not trust that payouts in the future would be delivered (if chosen): in general, respondents
showed similar levels of impatience in the future as in the present, even though all payouts for the future questions
would be delivered later (in 1 or 2 months, depending on the answer to the question).
17All the results are robust to not including these controls. Note that we do not control for income in the week
prior to the baseline as this variable was missing for several respondents. Including this control does not change the





A total of 163 respondents had the opportunity to open a savings account through this program.
Eight percent (8%) refused to even open an account, while another 39% opened an account but
never made a single deposit. Figure 1 shows the histogram of the number of transactions made by
treatment individuals at the village bank within the rst 6 months of being o¤ered the account 
as can be seen, many individuals never used the account or only used it rarely, though others used
it regularly.
An interesting result is that usage of the account di¤ered greatly between men and women.
Figure 2 plots the cumulative distribution functions of the total amount deposited in the account
in the rst 6 months, separately by gender. For readability, Panel A plots the CDFs below the
75th percentile while Panel B plots the CDFs above the 75th percentile. The distribution for men
is clearly dominated by the distribution for women, especially at the upper end of the distribution.
While median deposits are not that di¤erent (50 Ksh for men and 100 Ksh for women), the 75th
and 90th percentiles of total deposits are 400 Ksh and 2,000 Ksh for men, but 1,000 Ksh, and
11,400 Ksh for women.18
To study the determinants of account take-up, we restrict the sample to those ever o¤ered an
account, and regress the sum of total deposits in the rst six months (in thousands of Kenyan
shillings) on baseline characteristics. The results are presented in Table 2. The coe¢ cients on
male and boda are large but never signicant, and their magnitude (and sometimes sign) change as
covariates are added, suggesting that most of the gender e¤ects can be explained by other observable
characteristics.
Account usage is very strongly correlated with wealth (measured in the value of animals owned),
suggesting that the accounts were mostly useful for people somewhat further above subsistence.
Usage is also very strongly positively correlated with ROSCA participation. A respondent who
saved an extra 1,000 Ksh in a ROSCA in the past year saves about 500 Ksh more in the account.
This is a big e¤ect, since average ROSCA contributions are around 1,660 Ksh for men and 4,700
Ksh for women. This correlation between participation in ROSCAs and take-up of the account can
help shed some light on several of the theories which have been proposed to explain why ROSCA
participation is so prevalent in poor countries, particularly among women. Besley, Coate, and Loury
18Formally, a Kolmogorov-Smirnov test of the equality of the two distributions returns a p-value of 0.12.
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(1993) argue that individuals who do not have access to credit may choose to join a ROSCA to
nance the purchase of indivisible durable goods, taking advantage of the gains from intertemporal
trade between individuals. Anderson and Baland (2002) argue that ROSCA participation is a
strategy used by married women to force their household to save towards consumption of indivisible
durable products that she values more than her husband. Finally, Gugerty (2007) suggests that
ROSCA participation is a commitment device used by sophisticatedpresent-biased individuals
to compel themselves to save: once in a ROSCA, women are required to make regular contributions
to the savings pot and often incur at least some social cost if they fail to make their contributions.
The fact that ROSCA participation is so strongly correlated with account usage in our sample
suggests that either of the last two theories could be relevant for the individuals in our sample that
took up the accounts. However, since the coe¢ cient on married in the determinants of take-up
in Table 2 is essentially zero, a pure intra-household conict story appears unlikely in our context.
Instead, it may be that women face demands on their income from their extended family rather
than just from their husbands.
We include controls for risk and time preferences in Column 3. Risk aversion is correlated
with usage less risk-averse individuals were less likely to use the accounts, pointing to a possible
consumption smoothing rationale for usage. However, none of the time preference coe¢ cients can
be distinguished from zero. One surprising result is that more patient people appear less likely to
save (though not signicantly so). While this seems odd, it may be that the people who appear
patient (who prefer a larger amount in the future) may have lower returns to capital on average
than those who prefer a smaller amount now. In any case, the coe¢ cient is not signicant. In terms
of the time consistency measures, if anything, we nd that respondents who exhibit present-biased
preferences were slightly less likely to deposit money than the omitted time-consistent group. This
comes in contrast to the ndings of Ashraf, Karlan, and Yin (2006), who study a commitment
savings product in the Philippines, and Bauer, Chytilová, and Morduch (2010), who observe that
present-biased Indian women who lack suitable saving devices tend to borrow from microcredit
institutions, as a way to commit themselves to (costly) saving, by way of mandated, structured
weekly repayments. This di¤erence might be explained by the fact that the savings account used
in our program o¤ered a commitment device to avoid spending money once it had been deposited,
but was not accompanied by a commitment to make regular deposits. Present-biased individuals
might have had a di¢ cult time committing themselves to making regular trips to the bank. This
is also evident from the way in which the accounts were used. As can be seen from Figure 1, the
frequency of transactions was relatively low. The median deposit size was also relatively big (the
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average deposit size for the median women who actively used the account was equivalent to 1.6
days of average expenditures we will discuss the interpretation of these ndings in more detail
later).
4.2 Impact on savings, business investment, and expenditures
This section estimates the e¤ect of the savings account on average daily savings, business invest-
ment, and expenditures. For each outcome, there are two level e¤ects of interest: the intent-to-treat
e¤ect (ITT), the average e¤ect of being assigned to the treatment group; and the average e¤ect for
those that actively used the account.
We rst estimate the overall average e¤ect of being assigned to the treatment group (the intent-
to-treat e¤ect) on a given outcome Y using the following specication:







it + #1Mi  yearkit + 1Mi Bi  yearkit) + "1it
where Tit is an indicator which is equal to 1 if individual i had been assigned to the treatment group
(sampled for an account) in year t, Xi is a vector of baseline characteristics (including gender and
occupation), and yearkit is a dummy equal to 1 if the logbook data was collected in year k (2006,
2007 or 2009 in our data). Since the randomization was done after stratifying by occupation,
gender and wave/year, we follow Bruhn and McKenzie (2009) and include the strata dummies
yearkit, Mi yearkit, and MiBi yearkit, where Mi is an indicator equal to 1 for men and Bi is an
indicator equal to 1 for bike-taxis/bodas. Finally, since some individuals appear twice (the controls
in 2006 received the treatment in 2007), we cluster the error term at the individual level.
We then add the interaction terms between the treatment and the occupation/gender cells:
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where Vi is an indicator equal to 1 if the respondent is a male market vendor and, as above, Bi is
an indicator equal to 1 if the respondent is a boda (all of whom are males).
In this specication, the coe¢ cient 2 measures the average e¤ect of being assigned to the
treatment group for women; the sum 2 + 2 measures the average e¤ect of being assigned to the
treatment group for male vendors, and the sum 2+2 measures the average e¤ect of being assigned
to the treatment group for male bicycle taxi drivers. This specication will give us some ability to
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examine the impacts of treatment by gender, while holding occupation type xed, by comparing
male vendors to female vendors. Given the random assignment to treatment, E("2itjTit = 1) = 0,
and OLS estimates of 2; 2; and 2 will be unbiased as long as attrition is not di¤erential. As
discussed earlier, since attrition was di¤erential for bodas, our estimates of 2 is likely to be biased.
Finally, we estimate the average e¤ect of actively using the account using an instrumental
variable approach. Specically, we instrument actively using the accountwith being assigned to
the treatment group:
Ait = a+ bTit + cTit  Vi + dTit Bi +X
0
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where Ait is an indicator of whether individual i has actively used an account in year t, which we
dene as having made at least 2 deposits within 6 months. The very strong rst stage for the IV
estimation is presented in Appendix Table A2.19
In all the tables that follow, Panel A presents the intent-to-treat estimates, Panel B presents
the IV estimates of the e¤ect of having an active account, and Panel C presents the means and
standard deviations of the dependent variables for each (gender / occupation) cell. For both the
ITT and IV estimates, and for each type of individuals in our sample (female vendors, male vendors
and bodas), the p-value for the test that the treatment e¤ect is zero is provided at the bottom of the
panel. All regressions include the following baseline covariates: marital status, age, education, the
amount of ROSCA contributions in the 12 months preceding the baseline survey, the stratication
cells (gender/ occupation /wave), and the share of days the log was lled in correctly.20
As might be expected, the data from the logbooks is relatively noisy. For this reason, in all
the tables which follow, we present all results from the logbook data using both the raw data and
trimmed data that removes extreme daily values when computing the averages (similar to de Mel,
McKenzie and Woodru¤, 2009a, 2009b and McKenzie and Woodru¤, 2008). For completeness, we
systematically present three levels of trimming: none, 1%, and 5% trimming.
19 In a previous version of this paper, we used a weaker denition for actively using the account (making at least
one deposit). We adopt a stronger approach here because it would be hard to benet from using the account only
once. Results look very similar with the weaker denition of actively using the account, however. (Results available
upon request).
20The mean of this variable is 95.8%, with a standard deviation of 8%, and is indistinguishable between the
treatment and the control groups.
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4.2.1 Savings
Table 3 presents the e¤ects of the account on total savings. Columns 1-4 show results for savings in
a bank (as measured from the logbook, rather than the administrative records from Table 2), while
the rest of the table measures whether bank savings crowded out other types of savings (animals
in Columns 5-8 and ROSCA contributions in Columns 9-12).
The results are quite clear. First, the reported daily average bank savings are signicantly higher
in the treatment group overall (column 1), but the treatment e¤ect is heterogeneous (columns 2-4):
there is an increase for female and male market vendors, but not for bodas. But bank savings
crowded out other forms of savings for male vendors: animal savings somewhat declined, and
ROSCA savings declined signicantly for male vendors who accessed an account (columns 6-12).
In contrast, female vendors who accessed an account did not decrease their savings in animals or
ROSCAs (if anything, they increased their animal stock). Therefore, total savings in the treatment
group increased only among women.
Given the correlation between ROSCA participation and active use of the account, the fact that
ROSCA contributions among women were not crowded out by the accounts could be surprising,
especially since savings are more quickly and reliably accessible when placed in a formal account
than with a ROSCA. We can think of various possible explanations for why this is the case, however.
First of all, ROSCA cycles can be long (up to 18 months), so our data might be too medium-run
to capture changes in participation. Secondly, ROSCAs typically o¤er more than just savings to
their participants. In particular, they o¤er credit: everyone but the last person in the cycle receives
the pot earlier than if they have to save it on their own. In addition, many ROSCAs o¤er
loans (in addition to the regular pot) to their participants, and often also provide some emergency
insurance. For example, a census of 250 ROSCAs we conducted in the area of study suggests
that 50% of ROSCAs o¤er loans to their members, and 40% o¤er insurance in case of a funeral
or other catastrophic events. Finally, while savings in the village bank are made individually,
ROSCA contributions are made in a group. The social aspect of ROSCAs may provide some
form of commitment, either through social pressure to keep contributing (Gugerty, 2007) or from
the regular schedule of payments. For these reasons, a formal savings account might only be an
imperfect substitute for ROSCA participation.21
21Likewise, animal savings can o¤er some advantages over savings through the bank: they are protected from
ination, they can be put to productive use, and they may carry some prestige value.
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4.2.2 Productive Investment
Table 4 presents estimates of the e¤ect of accessing a village bank account on labor supply and
capital investment in the business. Business investment for vendors is mostly in the form of in-
ventory, but also includes transportation costs associated with traveling to various market centers
or shipping goods. Investment for bicycle taxi drivers includes small improvements and repairs to
their bicycles. (All bodas in our sample already owned their bike at baseline).
We nd no e¤ect of the account on labor supply, measured as the average number of hours
worked per day. However, we nd a sizable e¤ect of the account on the average daily amount
invested in the business. As with the e¤ect on overall savings, this e¤ect is concentrated among
women. In the specication with interactions between treatment and occupation/gender (column
4), the main coe¢ cient is positive, large and signicant, while the interaction terms for male vendors
and bodas are negative, and we cannot reject that the overall e¤ect for those two groups is zero
(the p-values presented at the bottom of panel A for male vendors and bodas are both above 0.3).
Although the untrimmed results are of interest since the accounts seemed to have very large
e¤ects in the right tail of the distribution, our preferred estimate is the one with 5% trimming,
given the noise in the investment measure (as evidenced by the large standard deviation in the
untrimmed or 1% trimmed data shown in panel C). Even this conservative estimate shows a very
large e¤ect for women: the average daily investment of female vendors in the treatment group is
107 Ksh higher than that of female vendors in the control group (with a p-value of 0.054). Given
the baseline average of 240 Ksh in the control group, this e¤ect is equivalent to a 45% increase
in investment. Given that many women in the treatment group did not use the account, the IV
estimate of the e¤ect on active users is much larger (258 Ksh, or 108%) and is also signicant at
the 10% level.
Note that for male vendors, the e¤ects are very imprecisely estimated, even in the presence
of trimming, due to the limited sample size (there are only 20 male vendors with non-missing
investment data in the sample). The condence interval for male vendors thus includes both zero
and very large e¤ects on business investment. Since the e¤ect on other outcomes is so small for
male vendors (overall savings and, as we will show later, expenditures), we do not put much weight
on these gures.
Overall, these results suggest that the treatment had a substantial e¤ect on market womens
ability to invest in their business. Interestingly, this increase in investment for women does not
appear to come from a change in business: we see no change in the category of items traded by
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women in the treatment group. We also did not observe a change in the type (retail vs. wholesale)
of businesses among women in the treatment group. For most women, greater investment thus
simply meant larger quantities being purchased wholesale and sold retail.
The e¤ect also does not seem to come from married women protecting their income from their
spouses. In particular, as seen in Table 2, married women did not use the accounts more than single
women, a result which suggests that intra-household demands are not the primary driver of account
usage. Furthermore, if we add an interaction between marital status of women and treatment to our
regressions, the results on the married interaction are insignicant (results available upon request).
4.2.3 Expenditures
To test whether the e¤ect on investment levels led to increased prots, we examines expenditure
data. We focus on expenditures rather than prots themselves because our measures of prots, as
discussed earlier, were recorded with great error, or were not recorded at all.
Table 5 presents the ITT (Panel A) and IV (Panel B) estimates of the impact of the savings
accounts on the average expenditures reported in the logbooks. The rst four columns present total
expenditures, columns 5-8 present food expenditures, and columns 9-12 present private expendi-
tures (which include meals in restaurants, sodas, alcohol, cigarettes, own clothing, hairstyling, and
entertainment expenses).
Consistent with the investment data, we nd a positive overall treatment e¤ect, but with mas-
sive heterogeneity across categories of individuals. The accounts had a signicant positive impact
on expenditures for market women, but had no e¤ect for men, either for male vendors or bicycle-
taxi drivers. A breakdown by expenditures categories suggests that expenditures increased over
di¤erent subcategories for market women: both food expenditures and private expenditures in-
creased signicantly. The size of the e¤ect on food expenditures is large, ranging from 10% with
5% trimming to 20% with the raw data. The impact on private expenditures is even larger, between
27% and 40%, signicant at 5% or 10% depending on the trimming level.
4.2.4 Transfers
Thus far, we have shown substantial impacts of the accounts on total savings, investment, and
expenditures for women. It is possible, however, that the accounts changed the nature of infor-
mal insurance networks, either between spouses or between households. For instance, the savings
accounts may have crowded out transfers as a form of insurance against risk. Also, if informal
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insurance is constrained by a limited commitment constraint, the accounts could change behavior
by a¤ecting the value of autarky for treatment individuals (Ligon, Thomas, and Worrall, 2000).
To check this, columns 1-6 of Table 6 present estimates of the impact of the treatment on cash
transfers to the spouse (for married respondents), and columns 7-12 present results for all transfers
to individuals outside the household. Transfers include gifts and loans, and both cash and in-kind
transfers. Transfers are coded as positive for outows and negative for inows. We show results for
both net ows (outows minus inows), and for the total volume of ows (outows plus inows).
For both sets of transfer results (intra-household and across households), none of the estimated
coe¢ cients are signicant for women. The coe¢ cient of the impact of the savings account on
transfers to the spouse is positive for women, suggesting that, if anything, treated women transferred
more to their spouse than did control women, but the standard error is large and the e¤ect is not
signicant, and disappears with trimming.
The coe¢ cient on transfers outside of the household is negative and large for women in the
untrimmed data. Though this gure is insignicant and though it disappears with trimming, it
does possibly suggest that the increases in investment and expenditures we observed earlier might
have come at some cost to the larger social network.
For men, the e¤ect of the account varies sharply by occupation type. While we see no e¤ects
for bodas (which is not surprising since they did not use the accounts much), male vendors that got
access to an account signicantly reduced their transfers to their spouses. This result is actually
strengthened with trimming. It is di¢ cult to make sense of it, however: as seen in Table 2,
male vendors increased savings in their account at the expense of other forms of saving (especially
ROSCA participation), and therefore did not increase their total saving rate. They also did not
reallocate spousal transfers to expenditures Table 4 shows no change in total expenditures for
male vendors. It is therefore unclear what male vendors did with the cash they stopped transferring
to their spouse.
4.3 Robustness checks
4.3.1 Excluding those who might have anticipated receiving a loan
Like many micronance institutions, the village bank we study o¤ers both savings and credit
products. Once people have an account with the bank, they can become eligible for a loan, if they
purchase shares in the bank, starting 3 months after they have bought their rst share, and if
their loan application is approved. Clearly, if many treatment individuals had gotten loans during
23
the study period, this would likely bias our estimated impacts. But since only a small number
of individuals in our sample actually got loans (2% of women in the treatment group obtained a
loan within 6 months of opening the account, and 4% within about 1 year), this is not a major
concern. However, even though women did not actually get loans during the study period, it
remains theoretically possible that they expected such loans in the future and were able to borrow
working capital from friends and relatives in the short run, in anticipation of a bank loan (and
presumably, higher future prots) later. This is probably very unlikely in this case, since it is
di¢ cult for people to access credit informally even if they have physical assets as collateral, and
possible future access to credit was not at all guaranteed by getting access to an account.
Nevertheless, we formally explore the impact of these individuals on our estimated impacts in
Appendix Table A3. In this Table, we replicate the analysis presented in Tables 4 and 5, after
excluding from the sample those who received a loan from the bank within a year after account
opening (note that this is overly strong, since the logbooks were collected 4-6 months after opening).
This reduces the sample size and increases the size of the standard errors, but all the coe¢ cients
have the same magnitude and sign as they do in Tables 4 and 5, suggesting that the e¤ects observed
on investment and expenditures are not driven by loans or the anticipation of loans.
4.3.2 Falsication Test: Is there an e¤ect for those that never withdrew money from
their account?
If the observed increase in investment can be attributed to the accounts themselves, then e¤ects
should only kick in after a withdrawal has been made. In Appendix Table A4, we check this
formally. We regress outcomes on a treatment indicator and an interaction between treatment and
having made at least one withdrawal. For all expenditure categories, we nd that the e¤ects are
entirely driven by those who made withdrawals: interactions are positive, large, and signicant in
all specications, whereas the treatment indicator is indistinguishable from 0 in all cases.
The evidence on investment is a bit more mixed. When investment is not trimmed, we nd
a large, positive, and signicant interaction. When we trim at 1%, the interaction becomes even
larger but loses signicance. However, when we trim at 5%, the interaction term remains positive
but becomes much smaller  it is impossible to reject that investment is similar among women
that made withdrawals and women that did not. Since the expenditure results strongly suggest
that e¤ects were driven by those that withdrew, our interpretation of the investment result at 5%
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trimming is sampling variation due to measurement error in investment.22 In any case, while we
cannot reject that the e¤ect for women who did not make withdrawals is the same as those who
did, we can in all cases reject that the e¤ect for women who made withdrawals is zero (all the
p-values are below 0.1 see bottom of Panel A).
As a nal piece of evidence, in a follow-up survey conducted in November 2008 with respondents
in Waves 1 and 2, we asked respondents about the two largest withdrawals they had made at the
village bank and what they did with the money that they withdrew. Overall 44% of respondents
used at least some of the money for business expenses, and on average they reported using 70% of
the money that was withdrawn for business purposes.
4.3.3 Size of Deposits
As can be inferred from Figure 1, even those individuals who actively used the account did not
make many transactions. For instance, the median number of deposits made in the rst 6 months
among women who actively used the account was just 4.7. This means that the average deposit
size was large: the median among active women was about 280 Ksh (US $4), which is equivalent
to about 1.6 days of mean expenditures for women in the sample. For some women, the average
deposit size was much larger than this.
The size of the deposits (as well as the fact that the bank closed at 3 PM, well before work ended
for most women) make it plain that women did not build up savings balances by depositing small
amounts of money every night after work, but instead saved up for some time and then deposited
larger sums. The frequency of deposits, coupled with the lack of correlation between account usage
and time consistency measures, suggest that the accounts were not likely to be useful to solve a
hyperbolic discounting problem. So if women were able to save up some money at home overnight,
why did they use the account at all? A likely possibility is that women were using the accounts to
protect their income from demands from friends and family, and that these demands occur every
few weeks or so, rather than daily. For instance, women may be socially obligated to make large
transfers to extended family when somebody asks for money and the money is saved at home, but
people may ask only every couple of weeks. If so, and if it is costly (in terms of time and e¤ort) to
go to the bank, it might be rational for a woman to not go the bank daily but instead once a week
or once a fortnight.23
22We also check to see whether investment and expenditures grow over time over the 3 months of logbooks, but we
do not nd evidence of a trend (results not shown).
23 In qualitative surveys, people report that it is easier to say noto friends and relatives asking for money when
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There are also several consistency checks which can be made with the deposit size and fre-
quency. One of the potential channels highlighted in our theoretical framework is the indivisibility
of investment. For this channel to be at play, deposits have to be smaller than the investment
lump. To check this, Figure 3 plots a CDF of average deposits, withdrawals, and investment
(excluding zeros) for the individuals in our sample. Average deposits are clearly dominated by
investment (and investment is dominated by withdrawals). This provides some reassuring evidence
that women save up relatively small amounts to deposit, and then withdraw in bigger sums.
A second check is that those who make very large deposits are apparently able to save up
at home, and therefore should not particularly benet from the accounts. To check this, we run
our main regressions while excluding those whose average deposit size was larger than the median
deposit in the sample. The results are presented in Appendix Table A5. Although removing half of
the treatment group considerably reduces statistical power, we obtain coe¢ cients on the treatment
e¤ects of similar magnitude in this specication as in Tables 4 and 5.
5 Backing out the Rate of Return
How plausible are the observed e¤ects on expenditures? What rate of return to capital do they
imply? In this section, we compute a rough back-of-the-envelope calculation of what the rate of
return has to be for our results to be plausible, under the assumption that all of the increase in
expenditures was generated by an increase in business size. We consider that investment is made in
lumps of capital k. Market women in the control group invest a total of n lumps, so their working
capital stock is nk. After having had the account for m months, market women in the treatment
group managed to save up and get an additional lump, so their working capital adjusts upwards
to (n+ 1)k starting at month m+ 1. By the time they lled the logbook (in which we observe the
e¤ects discussed in Section 4), the accounts had been open for about 5 months on average. If we
call the rate of return over one month, then the di¤erence in prots between treatment and control
women at the time the logbook was administered are given by: T   C = k(1 + r)5 m   k. The
the money is saved in a bank than when money is saved in the house. This suggests that generosity towards friends
and relatives might often be involuntarypeople give money to avoid feeling having to lie about money availability
(to avoid a feeling of guilt) but if the money is truly not available at home, people do not feel guilty saying they have
no money available. This is consistent with lab experiments showing that, in dictators games, dictators are willing to
sacrice part of the total prize to opt out of the game, provided that the decision is not revealed to recipients (Dana,
Cain and Dawes, 2006). This opting-out behavior is particularly common among dictators who appear generous
when the silent opt-out option is not available (Broberg, Ellingsen, and Johannesson, 2007), suggesting that guilt or
shame, rather than altruism, is at the source of the high generosity levels typically observed in dictators games.
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monthly rate of return can thus be estimated as follows:






We do not observe prots in our data, but we can approximate the di¤erence in prots by the
observed di¤erence in expenditures for female vendors: T C = 36 Ksh (Table 5, column 2). The
average lumpsize is given by the observed di¤erence in investment: k = 226 Ksh (Table 4, column
4). The last parameter we need to estimate in order to back-out the rate of return is m, the number
of months it took market women in the treatment group to acquire the extra lump of working
capital. The longer it took women in the treatment group to accumulate the extra lump of capital,
the higher the returns to capital will have to be to explain the di¤erence we observe. For example,
if it took them 4 months, the rate of return would have to be: r = (T  C)=k = 36=226 = 15:9%
per month to explain our results. If, on the other hand, it took only one month to accumulate the
extra lump, the rate of return could be lower, at: r = 4
p
(36=226 + 1)   1 = 3:8% per month to
explain our results.
The true rate of return probably falls somewhere in the middle. Our data on the timing of
withdrawals suggests that, for treatment individuals who made a withdrawal within 6 months of
opening the account, the average gap between opening the account and making the rst withdrawal
was 78 days, and the median gap was 68 days. At the median, the implied rate of return is 5:5%
per month. This implied rate of return is line with the recent literature estimating the rates of
returns to capital. Experimental results from Sri Lanka (de Mel, McKenzie and Woodru¤, 2008)
and Mexico (McKenzie and Woodru¤, 2008) found average rates of return of approximately 5%
and 20% per month, respectively. However, our results di¤er from the Sri Lankan study in that
we estimate such large marginal returns for women, whereas the marginal returns for women were
close to zero in the Sri Lanka study, even after controlling for business type, investment rate and
ability (de Mel, McKenzie and Woodru¤, 2009b). A recent replication of the Sri Lanka study in
Ghana nds positive rates of returns for market women, however, of the same order of magnitude
as those we nd for Kenya.24
Because we use expenditures as a proxy for prots, which may be problematic since expenditures
might have increased more than prots (as the accounts may have allowed women to better shield
their other income from their families), our results remain speculative. Also, if entrepreneurs
dont reinvest prots into their business and instead use them for immediate consumption these
24Personal communication with David McKenzie.
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annualized returns may not be attainable. However, the order of magnitude seems plausible given
how similar it is to the existing literature.
6 Risk-coping
6.1 Estimation Strategy
We now turn to the issue of whether the account allowed treatment individuals to better cope with
negative shocks. We use the panel nature of the data to test whether the treatment improved
individuals ability to smooth health shocks. Since serious illnesses last more than a day, we
aggregate our data to the week level and examine the impact of week-to-week variations in health
levels on outcomes. We include lagged malaria shocks to examine the carryover e¤ects in week that
follows a shock. Specically, we estimate the following equation:
Yitw = 0 + 1Malariaitw + 2Malariaitw  Tit + 3MalariaHHitw + 4MalariaHHitw  Tit (5)





it + !tw + it + itw
where Tit is, as before, a dummy for having been sampled to get a free account, Malariaitw is
an indicator for whether individual i had malaria during week w of year t, MalariaHHitw is an
indicator for whether someone else in individual is household had malaria that week, !wt is a week
xed e¤ect, and it is an individual xed e¤ect. We cluster the standard errors at the individual
level since errors are likely to be correlated over time for any particular individual.
In these regressions, we trim investment at 5% and other outcomes at 1%. We choose these
trimming levels because investment is too noisy without signicant trimming while expenditures
are not. Results with alternative trimming levels follow the same general pattern but are less clear
cut.
While the results in this section will suggest an impact of the accounts on consumption smooth-
ing, the estimates remain noisy and the e¤ects are insignicant for some variables. We therefore
view the results in this section as speculative. Future work with bigger samples is required to more
precisely estimate these responses.
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6.2 E¤ects of Health Shocks for Women in the Control Group
We estimate equation (5) for women in Table 7 (we do not discuss the risk-coping results for men
in the text as we did not nd level e¤ects of the accounts for men in the earlier sections, but the
equivalent of Table 7 for men is presented in Appendix Table A6). The rst row in Table 7 gives an
indication of how own health shocks a¤ect the labor supply, investment, and expenditures of women
in the control group. Women lose a signicant number of hours of work (5.9 hours, column 1) and
invest less in their business (column 2) in weeks in which they get malaria.25 Women have higher
medical expenditures (column 3) in weeks they are sick, but lower food and total expenditures
(though not signicantly so).
The third row shows the e¤ect of household sickness on outcomes, where household sickness is
a dummy equal to 1 if somebody else in the household got malaria.26 We nd an even stronger
pattern here. Although women do not reduce their labor supply in response to an illness shock in
the household, their business investment declines signicantly. Medical expenditures go up, and
total expenditures go up too.
The bottom part of the table shows the e¤ect of illness on outcomes in the week after the illness.
While none of the results are signicant, we nd that control individuals have lower expenditures
the week after an illness episode, whether the woman herself or someone in her household was
a¤ected.
Overall, this rst set of coe¢ cient estimates suggests that women in the control group smooth
consumption over negative health shocks by drawing down their working capital. Given how com-
mon malaria is (people have malaria themselves on 15% of the weeks, and somebody else in the
household has malaria on 21% of the weeks, across the entire sample), the fact that working capital
is drawn down due to health shocks could be a primary reason why so many microenterprises have
di¢ culty growing in size.
6.3 E¤ects of Health Shocks for Women in the Treatment Group
Looking at the interaction between having access to an account and these shocks, we nd some
suggestive evidence that the savings account improved the ability of women to smooth consumption
without having to draw on their working capital. For both shocks to own health and shocks in the
25Since there is a mechanical relationship between hours worked and investment (a person cant invest in the
business if theyre not working and somebody who is working needs something to sell), we check if the investment
results remain if hours are included as a control, and they do (results available on request).
26Own malaria and malaria among a household member are positively correlated (the correlation is 0.27).
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household, the estimated e¤ect of the shock on individuals in the treatment group is the sum of
the coe¢ cients for Malaria and the interaction term Malaria Tit. For ease of interpretatin, the
p-values for the tests that the sum is equal to 0 are provided in rows 5-6 and 11-12.
The results in the rst column suggest that women in the treatment group lose fewer hours
of work to own illness than control women do, suggesting faster recovery. There are two possible
explanations for this. First, it could come from an income e¤ect on overall health: the health stock
of women in the treatment group may have increased thanks to their higher average income level.
They would then be better able to absorb shocks (their bodies are stronger and less weakened
by malaria infection). This is speculative, however, as we have no objective health data (such
as abilities to perform activities of daily living) to check that there was a health e¤ect of the
treatment.27 Alternatively, faster recovery could come from better treatment of the illness. We
have some evidence that this might be the case. Medical expenditures are higher in the treatment
group overall, though the e¤ect is only apparent the week following the shock (column 3). This
lagged medical expenditure e¤ect makes sense, however, in that proper treatment for malaria
extends over a week. Women in the treatment group also appear to spend much more on food
throughout the illness episode (column 4). This is important because proper nutrition is important
during illness recovery.
We also nd a di¤erential e¤ect of malaria shocks on business investment for women in the treat-
ment group (column 2). The strongest treatment e¤ect is seen during an illness in the household.
While, as discussed earlier, the control group appears to take money out of their business to cope
with such shocks, the treatment group does not (as a matter of fact, the treatment e¤ect is so big
that it appears that investment actually increases in response to a malaria shock in the household
we attribute this to the imprecision of our estimates). In the week following the malaria shock,
women in the control group still operate their business with reduced working capital, while those
in the treatment group are una¤ected.
Where did women in the treatment group get the money to a¤ord appropriate treatment and
nutrition, without drawing down their business capital? Administrative records from the bank
show that women in the treatment group made large bank withdrawals on the weeks they were
personally hit with malaria (the p-value of the coe¢ cient in Column 7 is 0.12). However, they did
27Another concern is under-reporting of illness episodes by those who cannot a¤ord treatment (i.e. the poorest).
Since the treatment generated a positive income e¤ect, it is possible that individuals in the treatment group are more
likely to report minor illness episodes than those in the control group (see Strauss and Thomas, 1995). However,
since the treatment and control groups reported similar levels of average health, this would have to be coupled with
a decrease in more serious incidents for the treatment group.
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not withdraw when someone else in the household was ill until the week following the shock, which
suggests that some of the di¤erential impact of health shocks between treatment and control groups
might come from a general wealth e¤ect of the bank account.
A nal nding of interest in Table 7 is on the role of social networks in risk-coping. Column 6
presents how net transfers outside the household were a¤ected by shock. The coe¢ cient estimates
in row 1 suggest that, in the control group, net ows outside the household are reduced when there
is a health shock, either to the respondent or to another member of the household (though the
e¤ect is insignicant). This suggests that control women receive more from others (or transfer less)
during a health shock. They seem to pay this back the week after the shock. In contrast, women
in the treatment group see a smaller change in their net transfer patterns during an illness shock
(and in the following week). This might suggest that women in the treatment group have become
somewhat more autarkicalthough this is extremely speculative as the standard errors are large
and none of the coe¢ cients can be distinguished from zero.
7 Conclusion
The experiment described in this paper provides strong evidence that a large fraction of female
micro-entrepreneurs in rural Kenya face major savings constraints. These constraints are so strong
that around 40% of women decided to take up savings accounts which o¤ered a negative real
interest rate. This result suggests that the alternative savings opportunities that women face o¤er
an expected return even more negative.
Women use these accounts to save up to increase the size of their business and, in turn, increase
their income and expenditures. We estimate very large returns to capital for the businesses these
women run, on the order of 5.5% a month. That such large returns cannot be exploited in the
absence of formal bank accounts underscores that savings constraints must be quite severe. Women
also use the accounts to help cope with unexpected household health shocks, and are better able
to maintain inventory levels over shocks than are women without accounts.
The accounts had minimal e¤ects for men, either for male market vendors, who saved in the
accounts but reduced other types of savings, or bicycle-taxi drivers, who did not use the accounts
at all. One interpretation of this nding is that men are able to save at home more securely, and so
do not demand accounts with such low returns. However, we hesitate to make strong conclusions
regarding men, since the male sample su¤ered from di¤erential attrition and therefore we cannot
rule out that there were di¤erences in unobservable characteristics between men in the treatment
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group and men in the control group.
An important nding is that, while many individuals in the treatment group did not use the
accounts much or at all, at least 40% of women used them actively within six months. While this
is still a minority, it is a much larger take-up than that observed in recent randomized microcredit
programs conducted in India (Banerjee et al, 2009) and Morocco, where take-up was only 16%.28
This is consistent with results from Indonesia which show much larger demand for savings than
for credit (Johnston and Morduch, 2008). As such, our results suggest that programs to encourage
savings might reach a larger segment of the population than pure credit programs (at least for
women).
Overall, our ndings suggest that extending basic banking services could have large e¤ects at
relatively small cost, especially relative to credit alone. However, there are several major caveats
to this result. The most important is that while we document savings constraints at the individual
level, the general equilibrium e¤ects of extending savings to everybody remain unclear. It is possible
that some of the increase in prots to treatment individuals in our experiment came at the expense
of neighboring businesses. While this paper is a rst step in showing that savings problems have
welfare consequences, further work is needed to estimate the spillover e¤ects.
Our ndings also raise a number of issues about the pathways through which formal bank
accounts helped women in our sample. First, are the savings constraints implied by our results due
primarily to self-control problems, or to social pressure to share resources? While our data suggests
that the accounts o¤ered in this experiment did not particularly help those with time-inconsistent
preferences, it is possible that our data did not adequately measure self-control. Our preferred
explanation for why women in our sample have di¢ culty saving is that they are under pressure to
share their resources with their extended family, but our evidence on that is far from denitive.
Second, to what extent do intra-household (inter-spousal) conicts in preferences explain our
results? While we do not nd a di¤erential impact for married women compared to unmarried
women, we cannot rule out that this lack of di¤erential comes from a lack of statistical power.
Finally, a particularly important question is why more than half of the individuals in the
treatment group did not actively take up these accounts. Is it because they do not have savings
problems, or is it because this particular saving device was not well suited to their needs? One clue
is that 92% of those that were o¤ered accounts but who did not actively use them report that it
is hard to save at home,which suggests that they, too, face savings constraints. Given the dearth
28Personal communication with Esther Duo and William Pariente.
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of savings and credit opportunities currently available in sub-Saharan Africa, more work is needed
to understand which saving services or devices are best suited to these individuals.
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Notes: Data from 163 individuals sampled for an account. Those who refused to open an account are coded as having 0 
transactions (Figure 1) and deposited 0 (Figure 2). The sample mean of the total deposited in the first six months is around 
2,900 Ksh. The mean among those with a non-zero total is around 5,000 Ksh (median: 675 Ksh).
Figure 1. Number of transactions at village bank in first 6 months
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Figure 3. CDFs of Deposits, Withdrawals, and Investment
Notes: Figure shows average deposits, withdrawals, and investment by individual. Exchange rate was roughly 70 Ksh to $1 
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Table 1. Sample Characteristics and Balance Check
(1) (2) (3) (4) (5) (6)
p -value p -value
Treat = Control Treat = Control
Age 35.47 34.40 0.47 29.42 30.10 0.68
(9.94) (11.43) (8.69) (8.45)
Married 0.65 0.65 0.97 0.85 0.80 0.48
(0.48) (0.48) (0.36) (0.41)
Number of Children 3.41 3.57 0.58 2.74 2.69 0.92
(2.09) (2.18) (2.22) (2.19)
Education 6.04 5.95 0.83 7.34 6.56 0.10
(3.52) (3.02) (2.75) (2.57)
Literate (Swahili) 0.65 0.70 0.44 0.93 0.90 0.55
(0.48) (0.46) (0.27) (0.31)
Participates in ROSCA 0.87 0.88 0.87 0.42 0.41 0.96
(0.34) (0.33) (0.50) (0.50)
5184 4216 0.19 2028 1172 0.16
(6556) (4424) (3751) (2196)
Value of Animals Owned (in Ksh) 3998 4556 0.66 5508 4149 0.44
(8165) (9241) (11334) (5660)
Occupation: Boda 0.00 0.00 - 0.81 0.62 0.04**
(0.40) (0.49)
Total Income in Week Prior to Survey (in Ksh) 1297 1116 0.39 636 564 0.50
   (1594) (1285) (597) (464)
Received Loan from Bank in Past Year 0.08 0.04 0.22 0.02 0.03 0.79
(0.272) (0.206) (0.139) (0.169)
Received Loan from Friend in Past Year 0.39 0.39 0.99 0.33 0.34 0.92
(0.49) (0.49) (0.48) (0.48)
Self-Reported Health Status1 3.37 3.37 0.98 3.53 3.54 0.93
(0.87) (0.88) (0.85) (0.82)
0.89 0.88 0.80 0.83 0.89 0.46
(0.32) (0.34) (0.39) (0.32)
Risk Aversion
Amount invested (out of 100 Ksh) in Risky Asset2 62.94 64.40 0.63 65.61 60.65 0.28
   (20.75) (21.20) (20.13) (24.21)
Patience (current period)
Somewhat Patient 0.08 0.10 0.68 0.22 0.16 0.43
(0.28) (0.30) (0.42) (0.37)
Time-Inconsistency
Present-biased 0.22 0.23 0.97 0.39 0.27 0.68
(0.42) (0.42) (0.49) (0.45)
More Patient in Future than in Present 0.26 0.18 0.16 0.05 0.03 0.75
(0.44) (0.39) (0.22) (0.18)
Maximal Discount Rate in Present and in Future 0.32 0.39 0.26 0.22 0.40 0.07*
(0.47) (0.49) (0.42) (0.50)
Cognitive Skills
Standardized score on digits forward memory test -0.13 -0.28 0.38 0.12 0.22 0.68
   (0.97) (0.85) (1.00) (1.11)
Standardized score on Raven's matrix cognitive test 0.09 -0.04 0.47 -0.01 0.20 0.38
   (1.06) (0.97) (0.98) (1.06)
Number of Observations (Total = 279) 91 96 187 53 39 92
MENWOMEN
Agrees with statement: "It is hard to save at home"
Notes: Sample restricted to respondents for whom we have logbook data. Columns 1, 2, 4 and 5 report means, with standard deviations in parentheses.
Columns 3 and 6 report p-values obtained when testing the hypothesis that the difference between the treatment and the control means is equal to 0. P-
values under 0.1, 0.05, 0.01 are highlighted with *,**,*** respectively. Exchange rate was roughly 70 Ksh to US $1 during the study period. 
"Somewhat Patient" is a dummy equal to 1 if the respondent prefers 55 Ksh (or less) in a month to 40 Ksh now. "Present-Biased" is a dummy equal to 1
if the respondent exhibits a higher discount rate between today and one month from today than between 1 month from today and two months from
today, "More Patient in Future than in Present" is a dummy equal to 1 if the respondent is more patient in 1 month than she is today, and "Maximum
Discount Rate in the Present and in the Future" is a dummy equal to 1 if a respondent prefers 40 Ksh today to 500 Ksh in 1 month and 40 Ksh in 1
month to 500 Ksh in 2 months. The omitted category is "Time Consistent," which is a dummy equal to 1 if the respondent exhibits the same discount
rate between today and 1 month from today. 
1Health Status is coded as: 1-very poor, 2-poor, 3-just OK, 4-good, 5-very good.
2The risky asset paid off 4 times the amount invested with probability 0.5, and 0 with probability 0.5.
ROSCA Contributions in Last Year (in Ksh)




Male 2.157 -1.399 0.129
(3.362) (4.274) (4.433)
Male * Boda -5.629 -1.405 -2.306
(3.540) (3.645) (3.719)
Years of Education -0.093 -0.165
(0.332) (0.346)






Male * Married 1.586 0.768
(4.297) (4.415)
Value of ROSCA Contributions in Year Prior to Baseline 0.479 0.517
     (in 1,000 Ksh) (0.135)*** (0.139)***
Value of Animals Owned (in 1,000 Ksh) 0.390 0.389
(0.088)*** (0.090)***
Risk Aversion








Patient Now, Impatient Later -2.555
(2.895)
Maximal Discount Rate in -1.357
   Present and in Future (2.706)
Observations 163 160 160
R-squared 0.030 0.210 0.250
Mean of Dep. Var. 2.589 2.632 2.632
Total Deposited (in 1,000 Ksh)
Notes: The dependent variable is the sum of all deposits made within six months of account opening. 
Sample restricted to respondents sampled for the accounts, and for whom we have logbook data. The 
risk aversion and time discounting questions are missing for 37 respondents, so we include them by 
assigning them a value of 0 and including a dummy for missing that question. See the notes to Table 1 
for definitions of risk and time preferences variables. The excluded time consistency category is "Time 
Consistent." Exchange rate was approximately 70 Ksh to US $1 during the study period. See Figure 1 
for a histogram of total transactions. Clustered standard errors in parentheses. * significant at 10%; ** 
significant at 5%; *** significant at 1%.
Table 2. Determinants of Account Usage within 6 months of Account Opening
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Table 3. Level Effects on Saving Behavior
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Trimming None None Top 1% Top 5% None None Top 1% Top 5% None None Top 1% Top 5%
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 9.05 10.85 7.19 4.53 18.66 24.52 1.13 0.91 9.80 15.32 2.85 4.27
(3.37)*** (4.38)** (3.22)** (2.19)** (10.90)* (14.83)* (1.71) (1.01) (7.34) (10.23) (4.17) (3.42)
Sampled for Savings Account * Male Vendor 8.39 6.12 2.18 -23.32 -6.31 -3.31 -24.73 -10.45 -10.56
(8.91) (6.10) (4.91) (15.81) (3.58)* (1.90)* (11.68)** (5.29)** (4.30)**
Sampled for Savings Account * Boda -11.15 -7.88 -5.63 -17.24 2.75 2.49 -15.19 -0.42 -4.65
(5.50)** (5.04) (4.37) (16.72) (4.26) (3.47) (12.19) (5.55) (3.73)
Observations 279 279 279 279 279 279 279 279 279 279 279 279
p -value for overall effect = 0 0.008*** 0.088* 0.183
p -value for effect for women = 0 0.014** 0.026** 0.04** 0.100 0.507 0.364 0.135 0.495 0.212
p -value for effect for male vendors = 0 0.017** 0.01** 0.115 0.917 0.103 0.148 0.230 0.014** 0.016**
p -value for effect for bodas  = 0 0.939 0.851 0.760 0.414 0.287 0.275 0.984 0.568 0.860
Panel B. Instrumental Variable Estimates
Account is Active 9.61 20.43 13.55 8.52 23.22 45.69 2.03 1.65 12.66 28.49 5.22 7.91
(3.63)*** (8.23)** (6.01)** (4.09)** (12.27)* (27.37)* (3.18) (1.89) (8.39) (19.06) (7.77) (6.39)
Account is Active * Male Vendor 27.95 19.92 8.42 -42.11 -15.05 -7.73 -51.41 -24.18 -23.44
(23.88) (15.59) (10.24) (33.18) (9.77) (5.12) (25.50)** (12.63)* (11.20)**
Account is Active * Boda -20.16 -14.15 -9.99 -32.88 4.20 3.83 -27.73 -1.29 -8.41
(9.65)** (8.64) (7.34) (29.28) (7.04) (5.71) (21.31) (9.47) (6.59)
Observations 279 279 279 279 279 279 279 279 279
p -value for overall effect = 0 0.009*** 0.06* 0.132
p -value for effect for women = 0 0.014** 0.025** 0.038** 0.096* 0.524 0.383 0.136 0.502 0.217
p -value for effect for male vendors = 0 0.036** 0.02** 0.063* 0.901 0.164 0.213 0.270 0.055* 0.096*
p -value for effect for bodas  = 0 0.966 0.919 0.800 0.369 0.284 0.272 0.941 0.562 0.884
Panel C. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean -2.33 0.70 0.80 3.58 3.17 2.03 33.27 27.30 19.62
                             Std. Dev. (33.78) (10.62) (3.18) (9.13) (7.11) (3.87) (38.76) (29.04) (22.11)
Male Vendors:    Mean -9.03 -5.54 0.08 5.54 5.54 2.00 15.67 12.77 11.82
                             Std. Dev. (21.74) (10.91) (2.22) (10.01) (10.01) (4.43) (23.01) (16.19) (15.16)
Male Bodas :        Mean 3.96 3.96 3.96 3.66 3.66 3.18 5.07 5.07 5.07
                             Std. Dev. (16.61) (16.61) (16.61) (9.01) (9.01) (8.72) (7.25) (7.25) (7.25)
Exchange rate was roughly 70 Ksh to US $1 during the study period.
Standard errors clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
-----------    Animal Savings   ----------- --------  ROSCA Contributions  --------
Notes: Dependent variables are daily averages. Dependent variables expressed in Kenyan shillings. Controls include occupation, ROSCA contributions in year before baseline, marital status, number 
of children, age, education,  the number of weeks in the diary data, and the stratification cells. The first-stage for the IV estimate is presented in Table A2. 
-------------      Bank Savings     ------------
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Table 4. Level Effects on Business Investment
(1) (2) (3) (4) (5) (6)
Trimming None None None None Top 1% Top 5%
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 0.14 0.39 188.04 225.92 152.89 106.57
(0.36) (0.41) (94.99)** (134.65)* (94.49) (55.04)*
Sampled for Savings Account * Male Vendor -0.42 -75.36 37.38 18.02
(1.66) (216.96) (168.31) (129.26)
Sampled for Savings Account * Boda -0.99 -145.15 -57.30 -66.51
(0.81) (180.87) (132.18) (65.93)
Observations 275 275 271 271 271 271
p -value for overall effect = 0 0.695 0.049**
p -value for effect for women = 0 0.340 0.095* 0.107 0.054*
p -value for effect for male vendors = 0 0.989 0.307 0.164 0.283
p -value for effect for bodas  = 0 0.406 0.462 0.350 0.362
Panel B. Instrumental Variable Estimates
Account is Active 0.01 0.74 168.63 416.79 282.15 196.80
(0.38) (0.78) (103.98) (250.74)* (175.80) (104.02)*
Account is Active * Male Vendor -0.76 -114.32 97.75 52.74
(3.68) (416.75) (329.68) (281.01)
Account is Active * Boda -1.65 -272.19 -117.94 -124.99
(1.33) (310.41) (223.31) (115.20)
Observations 275 275 271 271 271 271
p -value for overall effect = 0 0.975 0.106
p -value for effect for women = 0 0.344 0.098* 0.110 0.06*
p -value for effect for male vendors = 0 0.994 0.300 0.167 0.338
p -value for effect for bodas  = 0 0.423 0.406 0.314 0.311
Panel C. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean 5.78 363.84 330.58 239.80
                             Std. Dev. (3.02) (471.69) (406.09) (222.03)
Male Vendors:    Mean 6.17 326.81 250.88 165.21
                             Std. Dev. (2.72) (789.92) (517.13) (275.56)
Male Bodas :        Mean 7.25 11.30 11.30 11.30
                             Std. Dev. (2.68) (8.81) (8.81) (8.81)
-------    Amount invested in Business   ---------
Notes: Dependent variables are daily averages. Dependent variables in columns 3 to 6 expressed in Kenyan shillings. Individual controls include occupation, 
ROSCA contributions in year before baseline, marital status, number of children, age, education,  the number of weeks in the diary data, and the stratification cells. 
Labor supply data is missing for 4 respondents and investment data is missing for 8 respondents. Exchange rate was roughly 70 Ksh to US $1 during the study 
period. Panels A, B: Standard errors clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
 Total Hours Worked
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Table 5. Level Effects on Expenditure
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Trimming None None Top 1% Top 5% None None Top 1% Top 5% None None Top 1% Top 5%
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 29.78 35.87 23.50 15.35 13.51 17.45 12.76 6.71 9.42 8.41 5.08 3.39
(14.53)** (18.23)* (13.28)* (9.07)* (6.03)** (7.98)** (6.52)* (4.88) (3.36)*** (3.68)** (2.39)** (1.87)*
Sampled for Savings Account * Male Vendor -61.39 -48.18 -26.44 -25.92 -21.48 -14.62 -0.40 6.02 5.59
(42.50) (36.17) (26.55) (14.82)* (13.76) (12.35) (11.76) (10.68) (8.53)
Sampled for Savings Account * Boda -3.90 3.51 -0.71 -7.69 -3.29 -0.29 4.61 -0.95 -3.41
(35.44) (26.95) (19.66) (12.95) (11.15) (9.27) (8.49) (6.34) (4.83)
Observations 279 279 279 279 279 279 279 279 279
p -value for overall effect = 0 0.041** 0.026** 0.005***
p -value for effect for women = 0 0.05* 0.078* 0.092* 0.03** 0.051* 0.171 0.023** 0.035** 0.071*
p -value for effect for male vendors = 0 0.506 0.462 0.656 0.500 0.471 0.486 0.471 0.287 0.282
p -value for effect for bodas  = 0 0.290 0.254 0.402 0.338 0.306 0.422 0.107 0.489 0.996
Panel B. Instrumental Variable Estimates
Account is Active 52.44 66.37 43.36 28.40 21.28 32.37 23.63 12.37 11.13 15.65 9.55 6.42
(20.02)*** (33.93)* (24.87)* (17.14)* (8.14)*** (15.07)** (12.28)* (9.19) (4.33)** (6.92)** (4.50)** (3.50)*
Account is Active * Male Vendor -130.00 -105.12 -56.08 -53.28 -45.29 -32.14 4.12 18.16 16.12
(107.67) (95.42) (67.71) (36.79) (35.18) (31.98) (27.34) (24.82) (21.86)
Account is Active * Boda -13.74 0.76 -4.33 -16.04 -7.97 -1.87 5.78 -2.53 -6.17
(59.00) (44.53) (32.43) (21.83) (18.61) (15.37) (14.18) (10.34) (7.96)
Observations 279 279 279 279 279 279 279 279 279 279 279 279
p -value for overall effect = 0 0.009*** 0.009*** 0.011**
p -value for effect for women = 0 0.052* 0.082* 0.099* 0.033** 0.055* 0.179 0.024** 0.035** 0.068*
p -value for effect for male vendors = 0 0.536 0.504 0.674 0.538 0.514 0.522 0.454 0.259 0.300
p -value for effect for bodas  = 0 0.276 0.240 0.384 0.309 0.282 0.407 0.105 0.460 0.973
Panel C. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean 169.14 150.43 123.47 86.96 79.94 68.92 21.08 17.53 12.72
                             Std. Dev. (117.77) (93.56) (66.59) (54.96) (44.15) (36.39) (23.44) (16.84) (12.02)
Male Vendors:    Mean 175.65 151.50 122.89 87.03 78.04 70.30 34.88 33.77 28.93
                             Std. Dev. (148.63) (111.96) (75.71) (67.64) (57.04) (44.29) (19.89) (20.12) (18.67)
Male Bodas :        Mean 131.21 121.54 111.60 59.24 57.97 55.84 25.12 25.12 22.76
                             Std. Dev. (106.84) (82.76) (72.69) (31.43) (30.91) (28.39) (23.77) (23.77) (19.82)
------- Daily Total Expenditure -------- ------  Daily Food Expenditure   ------ -------  Daily Private Expenditure  -------
Notes: Dependent variables are daily averages. Dependent variables expressed in Kenyan shillings. Individual controls include occupation, ROSCA contributions in year before baseline, marital status, 
number of children, age, education,  the number of weeks in the diary data, and the stratification cells. Exchange rate was roughly 70 Ksh to US $1 during the study period. Panels A, B: Standard errors 
clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
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Table 6. Level Effects on Risk-Sharing / Transfers
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)
Trimming None at 1% at 5% None Top 1% Top 5% None at 1% at 5% None Top 1% Top 5%
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 3.82 2.78 -0.25 -4.35 0.47 2.39 -26.41 -0.66 0.48 -28.17 -2.60 2.79
(6.65) (4.58) (4.15) (6.74) (4.51) (4.22) (28.16) (7.21) (2.80) (28.61) (9.71) (4.41)
Sampled for Savings Account * Male Vendor -20.96 -30.39 -23.82 -17.33 -26.36 -32.24 30.04 -4.87 -5.51 5.69 -7.24 -5.52
(19.98) (13.72)** (13.88)* (23.64) (20.92) (16.55)* (29.31) (11.88) (8.13) (33.44) (17.36) (13.99)
Sampled for Savings Account * Boda 3.93 0.99 0.32 6.83 6.86 3.11 16.30 -2.37 -3.60 28.52 7.49 1.90
(9.14) (7.38) (7.04) (9.39) (7.45) (7.12) (23.03) (6.96) (4.10) (24.12) (10.84) (6.74)
Observations 222 222 222 222 222 222 278 278 278 278 278 278
p -value for effect for women = 0 0.566 0.545 0.952 0.519 0.918 0.572 0.349 0.927 0.865 0.326 0.789 0.527
p -value for effect for male vendors = 0 0.362 0.034** 0.07* 0.338 0.205 0.063* 0.809 0.562 0.510 0.297 0.504 0.836
p -value for effect for bodas  = 0 0.188 0.503 0.990 0.697 0.207 0.327 0.229 0.398 0.264 0.971 0.434 0.369
Panel B. Instrumental Variable Estimates
Account is Active 10.51 7.52 -0.92 -12.44 1.00 6.39 -65.96 -1.73 1.12 -70.84 -6.69 6.92
(18.56) (12.82) (11.71) (18.80) (12.74) (12.01) (71.09) (18.05) (7.01) (72.33) (24.34) (11.00)
Account is Active * Male Vendor -61.97 -90.29 -71.15 -52.41 -78.61 -95.85 76.99 -11.86 -13.55 16.30 -17.98 -14.12
(75.44) (67.85) (63.27) (95.18) (94.22) (89.12) (75.12) (31.48) (21.88) (85.47) (42.71) (34.54)
Account is Active * Boda 6.32 0.26 0.32 16.33 14.03 4.97 38.93 -5.24 -8.11 66.23 16.91 3.95
(22.26) (17.48) (16.67) (22.62) (17.59) (16.78) (54.83) (16.08) (9.29) (57.38) (24.92) (15.25)
Observations 222 222 222 222 222 222 278 278 278 278 278 278
p -value for effect for women = 0 0.572 0.558 0.938 0.509 0.938 0.595 0.354 0.924 0.873 0.328 0.783 0.530
p -value for effect for male vendors = 0 0.483 0.216 0.249 0.488 0.407 0.313 0.763 0.599 0.551 0.307 0.491 0.826
p -value for effect for bodas  = 0 0.195 0.526 0.960 0.778 0.232 0.346 0.247 0.405 0.259 0.857 0.473 0.351
Panel C. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean -26.44 -21.85 -14.21 35.34 23.74 17.93 12.03 -6.88 -5.33 67.51 44.66 26.17
                             Std. Dev. (35.68) (25.01) (20.71) (36.74) (24.61) (23.11) (228.14) (48.16) (15.18) (233.41) (70.74) (26.44)
Male Vendors:    Mean 46.88 43.92 37.71 58.42 57.38 51.88 -13.66 -5.65 -3.14 45.10 38.47 30.34
                             Std. Dev. (32.47) (32.57) (31.26) (39.56) (39.32) (33.89) (38.05) (21.01) (14.28) (54.73) (39.14) (37.74)
Male Bodas :        Mean 21.50 21.15 21.15 26.25 26.25 25.90 -0.23 -0.23 -0.82 18.32 18.32 18.32
                             Std. Dev. (18.96) (19.00) (19.00) (19.73) (19.73) (19.85) (10.53) (10.53) (10.29) (15.90) (15.90) (15.90)
1Net transfers are outflows minus inflows.
2Total volume of transfers are the sum of outflows and inflows.
Notes: Dependent variables are daily averages. Dependent variables expressed in Kenyan shillings. Individual controls include occupation, ROSCA contributions in year before baseline, marital status, 
number of children, age, education,  the number of weeks in the diary data, and the stratification cells. Exchange rate was roughly 70 Ksh to US $1 during the study period. Panels A, B: Standard errors 
clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
----   Net Transfers1   ---- Total Volume of Transfers2
Transfers to Spouse Transfers outside Household
----   Net Transfers1   ---- Total Volume of Transfers2
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Table 7. Coping with Illness Shocks (Women Only)











Health Shocks in Current Week
(1) Respondent had Malaria -5.86 -181.87 51.53 -35.64 -23.26 -61.25 -
   this week (δ1) (1.78)*** (111.27) (16.55)*** (25.72) (72.42) (47.75) -
(2) Respondent had Malaria 2.68 69.81 -6.04 128.10 269.09 20.10 216.21
   * Sampled for Account (δ2) (2.40) (175.00) (26.19) (45.72)*** (98.16)*** (76.73) (137.56)
(3) Somebody else in Household had -0.21 -244.18 37.26 57.95 100.83 -42.41 -
  Malaria this week (δ3) (1.61) (122.74)** (15.81)** (33.56)* (58.78)* (50.90) -
(4) Somebody else in Household had 2.67 677.98 39.84 -4.96 123.58 103.17 26.53
  Malaria * Sampled for Account (δ4) (2.14) (206.27)*** (27.17) (43.02) (80.42) (62.60) (69.02)
p-values for effect for treatment group
(5) p-value for test that δ1+δ2 = 0 0.043** 0.44 0.02** 0.016** 0.001*** 0.49 -
(6) p-value for test that δ3+δ4 = 0 0.1* 0.009*** 0.001*** 0.077* 0.001*** 0.042** -
Health Shocks in Past Week
(7) Respondent had Malaria -2.21 133.49 -19.08 -0.84 -13.61 65.84 -
   last week (β1) (1.82) (156.04) (12.61) (28.24) (70.08) (40.40) -
(8) Respondent had Malaria last week 4.81 37.62 50.74 62.37 47.17 -70.72 -7.92
   * Sampled for Account (β2) (2.53)* (212.02) (21.85)** (42.74) (92.77) (69.58) (81.34)
(9) Somebody else in Household had -1.51 -139.90 -25.95 -31.14 -80.54 -35.38 -
  Malaria last week (β3) (1.49) (125.49) (20.57) (26.53) (66.10) (32.31) -
(10) Somebody else had Malaria Last 3.09 211.91 52.50 148.24 226.11 14.07 79.83
  Week * Sampled for Account (β4) (2.35) (168.99) (26.67)* (42.71)*** (86.96)** (47.15) (97.84)
p-values for effect for treatment group
(11) p-value for test that β1+β2 = 0 0.085* 0.24 0.079* 0.071* 0.59 0.93 -
(12) p-value for test that β3+β4 = 0 0.343 0.535 0.134 0.001*** 0.024** 0.568 -
Observations 1591 1601 1613 1614 1614 1607 796
Number of Logbooks 187 186 187 187 187 186 91
Mean of Dependent Variable in Control Group
Mean 37.45 1739.31 81.94 537.85 1073.66 -45.37 137.87
Within-Individual Std. Dev. 16.59 1336.64 140.10 277.28 622.72 406.28 715.12
Notes: All variables are weekly averages. Each column corresponds to one single regression. Regressions estimated by fixed effects with controls for the week. Columns 2-7: units 
are Kenyan Shillings. Exchange rate was roughly 70 Ksh to US $1 during the study period.  
1The regression for withdrawals is presented only for the treatment group (only 3 control individuals opened an account on their own).
Standard errors clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
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Table A1. Attrition
(1) (2) (3) (4) (5) (6)
Sample
Sampled for Savings Account 0.00 0.02 -0.01 0.02 0.00 -0.01
(0.05) (0.04) (0.05) (0.04) (0.05) (0.03)
Occupation: Boda -0.18 -0.18 - - -0.37 -0.28
(0.09)* (0.09)** - - (0.11)*** (0.11)***
Sampled for Savings Account * Boda 0.23 0.12 - - 0.22 0.15
(0.10)** (0.10) - - (0.11)** (0.10)
Male Vendor 0.04 0.01 - - - -
(0.08) (0.08) - - - -
Sampled for Savings Account 0.12 0.08 - - - -
   * Male Vendor (0.08) (0.08) - - - -
Age 0.00 0.00 0.00 0.00 0.00 0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.01)
Married -0.03 -0.02 0.00 0.01 -0.16 -0.11
(0.05) (0.04) (0.06) (0.05) (0.12) (0.10)
Number of Children 0.01 0.00 0.01 0.00 0.04 0.00
(0.01) (0.01) (0.01) (0.01) (0.03) (0.03)
Education 0.00 0.00 0.01 0.00 -0.02 -0.01
(0.01) (0.01) (0.01) (0.01) (0.02) (0.02)
Literate (Swahili) 0.07 0.08 0.01 0.05 0.35 0.27
(0.08) (0.08) (0.09) (0.09) (0.28) (0.24)
ROSCA Contributions in Last Year (in 0.07 -0.03 0.06 -0.02 0.15 0.00
    1,000 Ksh) (0.04)* (0.03) (0.04) (0.04) (0.10) (0.10)
Mean of Dependent Variable 0.80 0.88 0.84 0.89 0.73 0.85
Number of Observations 351 319 224 210 127 109
Notes: The dependent variable is whether the respondent completed a log and appears in our final dataset. In the odd numbered columns, the sample 
includes all those that were in our original sample. In the even numbered columns, the sample includes only those who could be traced to be asked to keep a 
log. The rest could not be located. There are 5 individuals without full background information. For them, we set the missing variable to 0 and include a 
dummy for having missing information.  Standard errors clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** 
significant at 1%.
Dependent Variable: Completed Logbooks
Only those who could 






Only those who 





Only those who 




Table A2. First Stage for Instrumental Variables Regression
(1) (2) (3) (4)







Sampled for Savings Account 0.370 0.376 0.400 0.352
(0.037)*** (0.047)*** (0.158)** (0.065)***
Observations 351 224 27 100
Panel B. Sample of Individuals who Agreed to Keep Logbooks
Sampled for Savings Account 0.424 0.418 0.400 0.442
(0.041)*** (0.052)*** (0.158)** (0.076)***
Observations 279 187 25 67
Dep. Var. : Account is Active
Note: Active is defined as having opened and account and made at least 2 deposits within 6 months of opening the 
account. A total of 10 respondents in the treatment group could not be traced and asked to open an account. They are 
counted as inactive in Panel A. They are omitted in Panel B since they did not fill logbooks.
Clustered standard errors (at the individual level) in parentheses. * significant at 10%; ** significant at 5%; *** significant 
at 1%
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Table A3. Excluding Those Individuals that Were Planning for a Loan
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Trimming None None Top 5% None None None None None None
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 192.68 223.68 107.86 25.84 29.07 12.05 15.14 8.55 6.81
(98.59)* (138.21) (57.77)* (14.22)* (17.55)* (5.82)** (7.61)** (3.35)** (3.59)*
Sampled for Savings Account * Male Vendor -23.31 31.51 -53.80 -22.44 1.09
(214.83) (138.44) (41.80) (14.46) (11.72)
Sampled for Savings Account * Boda -124.71 -51.75 6.14 -5.02 7.13
(176.52) (67.05) (34.48) (12.38) (8.39)
Observations 267 267 267 273 273 273 273 273 273
p -value for overall effect = 0 0.052* 0.07* 0.039** 0.011**
p -value for effect for women = 0 0.107 0.063* 0.099* 0.048** 0.059*
p -value for effect for male vendors = 0 0.184 0.270 0.513 0.550 0.476
p -value for effect for bodas  = 0 0.361 0.204 0.240 0.313 0.085*
Panel B. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean 352.01 240.84 167.13 84.42 21.22
                             Std. Dev. (460.03) (224.20) (115.77) (48.19) (23.66)
Male Vendors:    Mean 326.81 165.21 175.65 87.03 34.88
                             Std. Dev. (789.92) (275.56) (148.63) (67.64) (19.89)
Male Bodas :        Mean 11.30 11.30 131.21 59.24 25.12
                             Std. Dev. (8.81) (8.81) (106.84) (31.43) (23.77)
Amount invested in Business Total Expenditures Food Expenditures Private Expenditures
Notes: Dependent variables are daily averages. Dependent variables expressed in Kenyan shillings. Individual controls include occupation, ROSCA contributions in year before 
baseline, marital status, number of children, age, education,  the number of weeks in the diary data, and the stratification cells. Exchange rate was roughly 70 Ksh to US $1 during 
the study period. Panel A: Standard errors clustered at the individual level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
49
Table A4. Program Effects and Withdrawals
(1) (2) (3) (4) (5) (6) (7) (8) (9)
Trimming None None Top 5% None None None None None None
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 104.96 125.69 97.32 5.86 3.38 4.14 3.40 5.52 2.98
(87.53) (117.76) (66.68) (15.48) (18.36) (6.27) (7.96) (4.01) (4.14)
Sampled for Savings Account 271.14 330.69 42.86 75.33 113.21 29.52 49.09 12.27 19.13
   * Ever Withdrew (156.61)* (236.16) (74.89) (25.15)*** (37.22)*** (10.71)*** (16.23)*** (5.62)** (6.81)***
Sampled for Savings Account * Male Vendor -12.12 73.59 -41.29 -17.04 -2.84
(257.86) (239.61) (38.03) (12.62) (11.31)
Sampled for Savings Account * Male Vendor -193.05 -93.72 -81.71 -36.12 0.50
   * Ever Withdrew (344.79) (242.89) (78.60) (26.89) (20.78)
Sampled for Savings Account * Boda -92.68 -77.48 21.49 6.72 11.10
(121.83) (65.25) (41.53) (15.15) (11.22)
Sampled for Savings Account * Boda -126.57 47.88 -90.06 -47.83 -20.82
   * Ever Withdrew (326.89) (119.03) (52.64)* (21.20)** (13.25)
Observations 273 273 279 279 279
p -value of effect for those who ever withdrew 0.029** 0.001*** 0.001*** 0***
p -value of effect for women who ever withdrew 0.082* 0.028** 0.001*** 0.001*** 0***
p -value of effect for male vendors who ever withdrew 0.043** 0.140 0.926 0.977 0.291
p -value of effect for bodas who ever withdrew 0.309 0.253 0.131 0.297 0.115
Panel B. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean 363.84 239.80 169.14 86.96 21.08
                             Std. Dev. (471.69) (222.03) (117.77) (54.96) (23.44)
Male Vendors:    Mean 326.81 165.21 175.65 87.03 34.88
                             Std. Dev. (789.92) (275.56) (148.63) (67.64) (19.89)
Male Bodas :        Mean 11.30 11.30 131.21 59.24 25.12
                             Std. Dev. (8.81) (8.81) (106.84) (31.43) (23.77)
Amount invested in Business Total Expenditures Food Expenditures Private Expenditures
Notes: "Ever Withdrew" is a dummy equal to 1 if the respondent ever withdrew from the bank. Dependent variables are daily averages. Dependent variables expressed in Kenyan shillings. 
Individual controls include occupation, ROSCA contributions in year before baseline, marital status, number of children, age, education,  the number of weeks in the diary data, and the 
stratification cells. Exchange rate was roughly 70 Ksh to US $1 during the study period. Panel A: Standard errors clustered at the individual level in parentheses. * significant at 10%; ** 
significant at 5%; *** significant at 1%.
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Table A5. Excluding Those Making Large Deposits
(1) (2) (3) (3) (4) (5) (6) (7) (8)
Trimming None None Top 5% None None None None None None
Panel A. Intention-to-Treat Estimates
Sampled for Savings Account 193.01 235.30 111.13 30.68 33.03 12.83 15.19 10.14 8.70
(124.68) (183.71) (71.13) (15.89)* (20.60) (6.27)** (8.60)* (3.96)** (4.48)*
Sampled for Savings Account * Male Vendor -152.00 49.94 -88.23 -35.96 -10.43
(311.47) (240.71) (39.69)** (13.58)*** (10.64)
Sampled for Savings Account * Boda -124.79 -51.06 19.23 2.55 8.70
(225.12) (78.97) (38.65) (13.99) (9.48)
Observations 231 231 231 237 237 237 237 237 237
p -value for overall effect = 0 0.123 0.055* 0.042** 0.011**
p -value for effect for women = 0 0.202 0.120 0.110 0.079* 0.053*
p -value for effect for male vendors = 0 0.726 0.481 0.102 0.048** 0.856
p -value for effect for bodas  = 0 0.359 0.216 0.104 0.102 0.05*
Panel B. Mean and Std. Dev. of Dependent Variable in Control Group
Women:               Mean 363.84 239.80 169.14 86.96 21.08
                             Std. Dev. (471.69) (222.03) (117.77) (54.96) (23.44)
Male Vendors:    Mean 326.81 165.21 175.65 87.03 34.88
                             Std. Dev. (789.92) (275.56) (148.63) (67.64) (19.89)
Male Bodas :        Mean 11.30 11.30 131.21 59.24 25.12
                             Std. Dev. (8.81) (8.81) (106.84) (31.43) (23.77)
Amount invested in Business Total Expenditures Food Expenditures Private Expenditures
Notes: Regressions exclude those whose average deposit size is larger than the sample median (2.1 days of average expenditures). Dependent variables are daily averages. Dependent 
variables expressed in Kenyan shillings. Individual controls include occupation, ROSCA contributions in year before baseline, marital status, number of children, age, education,  the 
number of weeks in the diary data, and the stratification cells. Exchange rate was roughly 70 Ksh to US $1 during the study period. Panel A: Standard errors clustered at the individual 
level in parentheses. * significant at 10%; ** significant at 5%; *** significant at 1%.
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Appendix Table A6. Coping with Illness Shocks (Men Only)











Health Shocks in Current Week
Respondent had Malaria -5.51 376.93 26.80 64.12 63.76 -28.12 -
   this week (δ1) (2.89)* (410.82) (17.02) (60.07) (119.00) (60.27) -
Respondent had Malaria -0.93 -365.67 38.67 -53.29 123.23 -5.21 46.65
   * Sampled for Account (δ2) (3.90) (398.83) (37.51) (87.06) (187.93) (68.86) (35.23)
Somebody else in Household had -0.59 121.05 30.65 -10.72 62.38 -14.53 -
  Malaria this week (δ3) (2.88) (137.05) (17.92)* (26.38) (89.72) (24.26) -
Somebody else in Household had -1.74 -134.95 13.54 67.12 8.76 31.27 17.77
  Malaria * Sampled for Account (δ4) (4.32) (135.43) (24.54) (41.06) (127.77) (50.26) (18.65)
p-values for effect for treatment group
p-value for test that δ1+δ2 = 0 0.012** 0.86 0.051* 0.83 0.24 0.29 -
p-value for test that δ3+δ4 = 0 0.47 0.80 0.014** 0.15 0.47 0.70 -
Health Shocks in Past Week
Respondent had Malaria -2.35 -35.01 27.89 33.57 42.83 14.63 -
   last week (β1) (3.03) (138.63) (19.52) (43.50) (107.29) (69.25) -
Respondent had Malaria last week 3.67 10.45 21.11 74.83 256.40 -38.53 -9.33
   * Sampled for Account (β2) (4.10) (146.03) (32.45) (76.01) (241.35) (78.07) (29.57)
Somebody else in Household had 2.59 -272.83 12.90 -21.69 54.09 -3.13 -
  Malaria last week (β3) (1.97) (179.43) (28.05) (37.52) (106.87) (28.50) -
Somebody else had Malaria Last -0.22 313.34 5.15 46.79 -66.87 16.97 18.12
  Week * Sampled for Account (β4) (3.07) (187.55)* (33.88) (47.93) (139.18) (36.91) (9.76)*
p-values for effect for treatment group
p-value for test that δ1+δ2 = 0 0.59 0.54 0.059* 0.089* 0.18 0.50 -
p-value for test that δ3+δ4 = 0 0.330 0.491 0.358 0.369 0.879 0.567 -
Observations 787 741 838 843 843 843 487
Number of Logbooks 90 87 92 92 92 91 53
Mean of Dependent Variable in Control Group
Mean 37.37 458.02 67.05 437.30 940.32 -29.89 31.06
Within-Individual Std. Dev. 16.59 1336.64 140.10 277.28 622.72 406.28 715.12
Notes: See Table 7. 
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