Abstract: This paper describes a very detailed and comprehensive description of a model predictive controller (MPC) applied to the buck converter working in Continuous Conduction Mode (CCM) to optimize the performance of the converter. The converter is designed for a fixed switching frequency of 1 MHz. The proposed model predictive control technique achieves improved set point tracking with minimal overshoot, offers consistent closed loop performance and has short settling time. Although MPC rejects unmeasured disturbances effectively, but it shows poor load and line regulation. Solution has been suggested in order to robustify the load and line regulation. Further neural network based MPC has also been designed. The impact of the MPC parameters such as prediction and control horizons, performance weights, and constraints on the performance is minutely observed. In order to investigate the effectiveness of the proposed algorithms, MPC is compared with the classical well-known PWM-PID controller. MATLAB/Simulink simulation results validate the control design procedure.
Introduction
Synchronous buck converters are being extensively used in regulated switched-mode power supplies (SMPS) targeted for portable applications. However, toggling of the switching converters among a set of linear or nonlinear circuit topologies during an operation, nonlinearity caused by the switching action, chaosity which underlines the complexity, etc. make the power switching converters quite complex and complicated. Due to its switching characteristics, the control problems associated with such converters still pose theoretical and practical problems and challenges to the control community [1] . Linear control techniques do not always guarantee the required static and dynamic performance. The paper proposes the more advanced robust control technique i.e. the constrained model predictive control (MPC) to comply with the challenges.
The acceptable performance for the power switching converters could be achieved using the well-established and most commonly used control techniques like PID and lead-lag [2, 3] . PID parameters normally need to be tuned efficiently to obtain the excellent transient response and robustly ensure the system stability. Depending on tuning guidelines, the tuning process sometimes becomes quite sticky and laborious to achieve a good trade-off between settling time and percent overshoot, particularly under the load variation or input supply voltage perturbation. Model predictive control, although its derivation is more intricate than that of the PID controllers, however is far more intelligent than PID as it incorporates the constraints within the optimization [4] .
Although many other nonlinear control methods have been studied, such as fuzzy logic control [5] , neural network control [6, 7] and sliding mode control (SMC) [8] to resolve the aforementioned problems and challenges, but we will apply a promising and in real sense an advanced model predictive control (MPC) technique to buck converter to address the issues. Model predictive control (MPC), also known as receding-horizon control (RHC), makes explicit use of the process model and its current measurements to calculate the control signal, at each sampling instant over a finite prediction horizon, by minimizing the cost function. Unlike the conventional control techniques where the designer tunes, often by trial and error, the controller coefficients and gains to indirectly handle the constraints, the sophisticated RHC control technique optimizes the performance index subject to the various hard and soft constraints to meet the best dynamic performance [9] while manifestly amalgamate the additional control information, like the future predicted outputs and the estimates of future disturbances.
Although MPC suffers from the obvious drawbacks like more complex control algorithm derivation as all the computation has to be carried out at every sampling time, need for an appropriate model of the process, difficulties in its implementation although it is now possible to implement MPC with shorter time steps [10, 11] and with the help of FPGA [12] and microcontrollers [13] and its restriction to stable systems [14] but it offers potential advantages including its ability and capability of systematically coping with hard constraints on inputs, outputs and states, its suitability for directly addressing multivariable systems, the ability to systematically handle MIMO control problems subject to constraints, its demonstrability, simplicity, richness, practicality, the on-line solution of an open-loop optimal control problem, need limited knowledge of control, compensation for the measurable disturbances and dead times and its ability to handle non-minimal phase processes.
Historically model predictive control techniques have been extensively used to control constrained multivariable process with complex dynamics [15] . [16] proposes an MPC controller, globally asymptotically stable, that behaves just like a linear controller while optimally dealing with constraints during transients. Distributed model predictive control [17] is suggested to regulate the large scale nonlinear process outputs by considering several distinct sets of manipulated inputs. Although MPC finds its significance for the multi-inputs, multioutputs (MIMO) complex and nonlinear processes, but it can equally be applied to singleinput, single-output (SISO) linear processes which also undergo inequality constraints. On the basis of the discrete-time piecewise affine (PWA) modeling of the power converters where the duty cycle ratio is considered as a constrained manipulated variable, the discrete-time model predictive control (MPC) is familiarized particularly in [18, 19] .
Sanders et al. showed the benefits of MPC compared to a standard PID controller [20] . Further the duty ratio is bounded in the interval [0, 1] in power converters. From an optimization point of view this is a constrained optimization problem. Hence, it is natural to apply the model predictive control (MPC). In addition, during the last decade, neural networks found their extensive use in various control applications [21, 22, 23] . Nonlinear controllers including MPC can be realized using neural networks which use their universal approximation capabilities of the multilayer perceptron [24] . Several studies ensured the promising results of the application of neural network based nonlinear model predictive control to successful industrial applications [25, 26] . Thus this paper investigates comprehensively the design and analysis of the model predictive controller.
Rather than following the complex mathematics to describe the MPC algorithm, the paper mainly focuses on the systematic and detailed description of the design of not only the generalized MPC controller but also of the MPC controller designed on the basis of neural networks for the buck converter to achieve the fast dynamic response. The paper minutely studies the effect of the parameters associated with MPC on the closed-loop performance as well. The MPC controller is then compared with the classical PID to confirm its effectiveness. The paper is organized as follows: The small-signal mathematical model of the buck converter in the form of transfer function and state-space is reviewed in Section II. Section III describes the detailed design procedure of the three control techniques: model predictive control, neural network based model predictive control and PID controller. The simulation results obtained on the basis of these control techniques are given and compared in section IV. Conclusions are drawn in Section V.
Buck Converter Modeling
Model predictive control requires a well-defined linear dynamic model of the plant. In this section, we give the bird's eye view of the buck converter model. A buck converter converts a higher unregulated DC input voltage V in into a lower regulated output voltage V out at a required voltage level. The block diagram incorporating a buck converter and a feedback loop is illustrated in Figure 1 . The converter consists of a power switching network (transistors Q 1 and Q 2 ) and a second order LC low pass filter with parasitics such as inductor DC resistance, R L , and capacitor equivalent series resistance, R C , denoted explicitly. The capacitor ESR, R C, results in introducing a zero frequency to the transfer function [27] . The typical values used for the converter are shown in Table 1 . The open-loop control-to-output voltage transfer function in s-domain is given by [28, 29] :
with
Where, ω 0 , ω ZERO and Q represent the LC filter complex double pole frequency, output capacitor ESR zero frequency and the quality factor, respectively.
The 
Where, u (duty cycle) is the control input, x is the state vector, and y (the output voltage) is the measurement, and the various matrices are
The continuous system is discretized by using the sampling period T s = 1 µs and a zero order hold element. The discrete-time state-space dynamic buck converter system is described by:
( 1) (
Where, ( )
represent the system state, control input and output variable, respectively. The matrices Ф and Γ depend on T s , the sampling period and are defined as: 
This completes the description the buck converter in the form of transfer function and statespace form. The MATLAB toolbox used in the paper may take all forms of the converter.
Controller Design
In this section, we describe the model predictive control and neural network based model predictive control techniques. Main focus is on MPC while PID is just described for comparison purpose.
A. Model Predictive Controller
MPC is a control algorithm, based on numerically computing an on-line finite horizon open-loop "optimal" control signal, which solves the optimization problem typically a constrained optimization problem, at each sampling instant, using the current state of the plant as the initial state.
Although different design procedures depending on the presence of constraints may be adopted to describe the MPC algorithm, but we will use the most generalized design procedure as described in [30] . The algorithm calculates a train of the control signal adjustments minimizing a cost function evaluating the difference between the reference signal and the predicted process output in a given future horizon to take the process to the desired regime.
A.1 Basic Control Strategy
The control strategy applies a receding horizon principle which is schematically presented in Figure 2 for a simplified single-input single-output (SISO) system and is summarized in the following steps:
• At each consecutive sampling instant k, a dynamic process model along with models of constraints is applied to predict the future process outputs for an assumed 
Where, Denoting the current sample of a reference for all the measured and unmeasured outputs by r(k), subject to the model equations and to the inequality constraints: 
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Assuming all the input constraints are hard and all the output constraint are soft. In case the reference r is not known in advance, the current reference r(k) is used over the whole prediction horizon, i.e. ( 1) inductor current described in [31] . In this regard, our approach differs slightly as described in [32] . However this additional soft constraint has negligible effect on the performance. Maximum weight is assigned to the output voltage error in order to achieve the better setpoint tracking.
As can be observed from the cost function that rather than computing the control signal u directly, its gradient,
is actually calculated at each step to calculate u. Accomplishing this actually allows the control signal to reach the desired level to assist in producing the required output voltage without worsening the performance index J. As already remarked that all the remaining samples are rejected and a new optimization problem on the basis of ( 1) y k + is constructed for the next sampling step k+1.
Since the main objective of the MPC is to obtain the fast setpoint tracking, high weight factor is assigned to the error term in the cost function. The control signal variation term usually bears a low weight factor value. In addition, as we have not applied any degree of softness on any of the constraints, the slack variable ε may be dropped so does its weight. We explicitly have used the hard and soft constraints.
To ensure a steady-state operation under a constant non-zero duty cycle, the difference between two consecutive duty cycles, in the differential form, is computed as:
The objective function needs to be minimized in case of buck converter system (SISO) thus reduces to:
( ) 
The constraints on the control input and its gradient and the output signal may be described by the following inequalities: 
The above ISE (Integral of Squared Error) problem can be converted into an IAE (Integral of Absolute Error) problem by replacing the squared terms with absolute values which place less emphasis on the large deviations. As can be seen from the optimization problem that the basic tuning parameters of the algorithm are the prediction and control horizons and the non-negative performance weights in the cost function. Some notions regarding the performance weights have already been highlighted.
A.3 Prediction and Control Horizon Selection
Regarding the choice of N p and N m , there are no specific rules. Insensitivity of controller's performance to small perturbations in horizons gives the notions of the N p and N m values. The selection of prediction horizon N p is highly dependent on the sampling period T s . In order to ensure the guarantee of the stability, the prediction horizon should be chosen in such a way that it must incorporate the steady-state effect of all the previous control moves. In other words, numerically, it must be equal to the plant's open-loop settling time which is approximately, by rule of thumb, 20 -30 times the sampling period. The prediction horizon is usually taken equal to the plant's open-loop settling time. Relatively small value of control horizon as compared to prediction horizon is selected. The optimization problem, if gives imprecise control predictions, should be solved for other values of N p and N m in order to obtain required performance. An approach has been proposed in [33] to calculate the control input for optimized performance even using the lower value of prediction horizon. The parameters used by the model predictive controller for the nominal performance (to be shown in simulations results section) are summarized in Table 2 . 
A.4 Robustification
The simulation results reveal that MPC shows poor load and line regulation (see the simulation results section), means that when there is a change in load current or input voltage, Constrained Model-Based Predictive Controller for a High-Frequency the output voltage does not settle down to its steady-state value, showing some steady-state error. MPC also suffers from the problem in the same way while dealing with the physical limitations, model imperfections, parameter mismatch and unmeasured disturbances. Some methods suggesting the addition of some sort of robustness to MPC can be found in [34, 35] .
[36] employs Kalman filter to adjust the output voltage reference against the unmeasured changes in the load resistor. However, we use the simple but effective method to deal with the problem.
The shortcoming arises due to the fact that the control signal applied to the process depends only on the current state, and not on the past history of the process. Consequently the MPC does not take into account the changes in plant dynamics occurring due to the perturbation in supply voltage or load current, thus creating output voltage convergence problem. The controller thus does not provide any guarantee of steady-state zero offset against the load and line transients. The proposed MPC algorithm can be robustified by introducing an external loop with PI compensator as shown in Figure 4 . With the addition of an external loop, the predicted output voltage error which is not available due to the offline realization of the optimization is processed by the PI compensator before the MPC action to move the reference ref It has been learned that MPC supported by PI controller ensures offset-free tracking. The PI controller in the external loop of the system adjusts the output voltage reference of MPC in such a way that it safeguards the output voltage tracking under the load and line variation. We have used the same integral term of the PID compensator (to be discussed later). The proportional constant is found by a hit and trial method. The integrator assists in eliminating the steady-state tracking error whereas the proportional constant tends to ameliorate the transient response without effectively disturbing the system dynamics. The PI compensator employed in the external loop is: [7] Neural networks based model predictive controller can be realized by employing Neural Network Toolbox [37] which uses a neural network model of a nonlinear plant. The future plant performance can be predicted using the Network. The controller determines the control input that assists in optimizing the plant performance over a specified future time horizon.
B. NN Model Predictive Controller
There involves two steps, namely system identification and predictive control when using neural networks for control of a system.
• The first step involves the training of a neural network by model predictive control in order to perform the system identification. Figure 5 depicts that the prediction error between the plant output and the neural network plant output constitutes the neural network training signal. In order to predict the future values of the plant output, NN plant model uses previous inputs and previous plant outputs. In Figure 6 , the inputs to the neural network, namely y p (t) and u(t) denote the current plant output and the control signal to the plant respectively whereas y m (t+1) denotes the predicted plant output. The output of the network, being the duty cycle, is bounded to values between 0 and 1. This forces the output layer to use a sigmoid transfer function which follows the four hidden layers of sigmoid neurons of feedforward networks in our case. An appropriate weight w is assigned to each input. The sum of the weighted inputs and the bias constitutes the input to the transfer function. Various activation functions are tabulated in Table 3 . The network is trained offline in batch mode using Levenberg-Marquardt (trainlm) training algorithm which optimizes the network weights and biases to minimize the cost function. The cost function to be minimized for feedforward networks is mean square error (MSE) -the average squared error between the network outputs y m (t) and the target outputs y p (t) -is defined as: Any standard numerical optimization algorithm based either on the Jacobian of the network errors with respect to the weights or the gradient of the network performance with respect to the network weights can be employed to minimize the cost function. Backpropagation algorithm is used to calculate the gradient [38] .
The second step involves the determination of receding horizon technique [39] based predictive controller which uses the plant model to predict future performance over a specified time horizon. The numerical optimization program uses the predictions to calculate the control signal that minimizes the following cost function: 
The optimization block which determines the values of the tentative control signal u' (input to the plant) that minimizes the cost function J and the neural network plant model form the controller (see Figure 7 ). The parameters used by the neural network and predictive control for optimal performance, are listed in Table 4 . 
C. PID Controller
Major concentration has been devoted to MPC controllers. For the sake of comparison, most widely used classical PID compensator with filter is presented in this section.
Assuming the derivative term is made implementable by converting it into a lead term, a continuous-time parallel PID controller, the output of which is the sum of the proportional, integral, and derivative actions, weighted according to the independent gain parameters p K , i K , and d K , is generally given by:
where p K , i K and d K are the proportional, integral and the derivative constants respectively.
The filter pole in the derivative action which lies at s = -N is determined by the filter coefficient N. 
Simulation Results
In order to investigate the behavior, performance and effectiveness of the constrained MPC described in section III; simulation results using the MATLAB/Simulink environment are presented. Simulation results demonstrate that the proposed MPC offers potential advantages. For this purpose a voltage-mode controlled, synchronous buck converter system which converts 3.6 V (unless otherwise stated) into 2 V, operating at a switching frequency of 1 MHz, is tested and simulated. The buck converter uses the same component values summarized in Table 1 . All the measurement noises and the measured and unmeasured disturbances are neglected. The performance of the suggested MPC is also compared with the well-tuned traditional PWM-PID controller. Figure 8 exhibits the step response of the buck converter assuming all the initial conditions to be zero. MPC shows an underdamped output voltage response and achieves the performance specifications of maximum overshoot less than 1% and 7 µs settling time whereas PWM-PID shows 6% maximum overshoot and 15 µs settling time. This shows that MPC, compared to the PWM-PID, takes 2.14 times less time to settle down to its steady-state voltage value of 2 V. NN-MPC almost shows the same performance as that of MPC (settling time = 87 µs, overshoot = 3.65%). The compensated system almost shows the zero steady-state error. The constraint imposed particularly on the duty cycle ratio is efficiently respected. The proposed MPC provides fast closed-loop dynamical performance for the startup without overshoots.
A. Nominal Results
Regarding the NN-MPC, at epoch 200 the validation performance achieves its minimum value of 1.05x10 -10 (see Figure 9) . A regression plot shown in Figure 9 clearly ensures the exact linear relationship between the outputs and targets as R = 1. 
B. Effect of Prediction and Control Horizons
The model predictive control strategy is evaluated and investigated using various predictive horizon values. 
C. Effect of Weight Tuning
As mentioned earlier, weighting is one of the tuning parameters to optimize the performance. Well-adjusted tuning weights based controllers lead to optimal control.
The cost function expression incorporates the non-negative performance weights. This clearly shows that the selection of the weights affects the closed-loop performance. The more the weighting, the less active the changes are. As far as the buck converter under consideration is concerned, we have given full weight to the output voltage error in order to ensure the excellent setpoint tracking. Less weight has been assigned to the constrained manipulated variable, ideally zero whereas gradient of the MV gets less weight. Using the nominal values of the prediction and control horizon, the step response clearly shows that sufficiently-weighted control signal drastically deteriorates the setpoint tracking. This observation needs some simple insight. The performance index previously dominated by the steady-state output tracking error where the optimization places all the emphasis on making tracking errors small as control weighting was relatively small , does not remain the same when we give reasonable weight to the gradient of the control signal. This results in poor setpoint tracking. Figure 12 . Performance of MPC with and without constraints. MPC tends to handle the active constraints, soft and hard, in a systematic way even by ensuring, to some extent, the stability margins and closed-loop performance as that of the unconstrained control law. The control algorithm accomplishes this by incorporating the constraints represented by a set of linear inequalities into the optimization problem described by a cost function. From Figure 12 , it is obvious that constrained MPC shows reasonable performance over the whole prediction horizon while meeting constrains imposed on the control as well as on the output signal. However, the unconstrained MPC offers even faster startup response. This is due to the reason that unconstrained control algorithm needs not to calculate the constraints at each sampling time k as does the constrained algorithm. Sometimes, we do not come with well-posed optimization under the given constraints. The constraints may be relaxed gradually, in this case, to find the optimal solution.
D. Effect of Constraints

E. Set Point Tracking
The results point out that MPC can be used effectively to keep good setpoint tracking. Figure 13 shows that MPC follows the changes in the reference voltage when changed from 2 V to 3 V and then from 3 V to 2 V with negligible overshoot in the startup whereas PWM-PID controller shows somewhat increased overshoot in the startup as well as at the time of transients. Thus MPC shows good output voltage tracking characteristics. NN-MPC also demonstrates good tracking of the reference trajectory with low control energy consumption (simulations results are not shown for saving space purposes). 
F. Load Regulation
The MPC algorithm surely depends on the load resistance. In order to investigate the dynamic response of the system, the load resistance is changed from 4.5 Ω to 9 Ω and then from 9 Ω to 4.5 Ω (50% dynamic load change). The simulation results dictate that the output voltage does not converge exactly to the steady-state value, showing the steady state error for the step-up and step-down load changes. However robustification provided to the MPC by adding an external loop ensures the steady-state error free tracking (see Figure 14) . 
G. Line Regulation
The effect of variation in input voltage on the output performance is investigated in Figure  15 . It is learned that like load regulation, MPC shows poor line regulation compared to PWM-PID controller. The line regulation is evaluated by making a step change in the input voltage to 4.6 V from its nominal value of 3.6 V and then from 4.6 V to 3.6 V during the steady-state Simulation results highly recommend the model predictive control as an advanced control technique to adequately achieve the excellent static and dynamic performance when applied to single-input, single-output (SISO) buck converter system.
(a) (b) (c)
Conclusions
In this paper, a model-based predictive control method, based on the general theory and on the neural network model, has been proposed and investigated in a very comprehensive way. The proposed model predictive control scheme successfully minimizes the cost function to achieve better trade-off between fast response and low overshoot for start-up as compared to the PWM-PID. It not only eliminates the maximum overshoot faster but also takes the least time to settle to its steady state value. Effects of constraints, horizons both prediction and control, and performance weights on the closed-loop performance are investigated both theoretically and practically. Excellent load and line regulation have been achieved by introducing an external loop which contains a PI controller.
Compared to the LQR and PWM-PID controllers, MPC handles the constrained problems with complex MIMO structure in an attractive way and shows the well-controlled tuning characteristics. MATLAB/Simulink based simulation results validate the effectiveness of the design. MPC comes with the disadvantage that the potentially intensive computation has to be performed to calculate the sequence of a control signal at each sampling instant for better setpoint tracking. However the computational issue is no longer relevant as today's computer power is at our disposal. Future work involves the experimental verification of the simulation results and implementation and testing of the MPC. The performance of the different cost functions can also be investigated for achieving good performance and robustness.
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