T he generalized minimum spanning tree (GMST) problem occurs in telecommunications network planning, where a network of node clusters needs to be connected via a tree architecture using exactly one node per cluster. The problem is known to be NP-hard, and even finding a constant factor approximation algorithm is NP-hard. In this paper, we present two heuristic search approaches for the GMST problem: local search and a genetic algorithm. Our computational experiments show that these heuristics rapidly provide high-quality solutions for the GMST and outperform some previously suggested heuristics for the problem. In our computational tests on 211 test problems (including 169 problems from the TSPLIB set), our local-search heuristic found the optimal solution in 179 instances and our genetic-algorithm procedure found the optimal solution in 185 instances (out of the 211 instances, the optimal solution is known in 187 instances). Further, on each of the 19 unsolved instances from TSPLIB, both our local-search heuristic and genetic-algorithm procedure improved upon the best previously known solution.
Introduction
The generalized minimum spanning tree (GMST) problem is an important network design problem that arises within the scope of telecommunications network planning. In this problem setting, we are given an undirected graph G = V E , with node set V and edge set E, and a cost vector c ∈ E + on the edges E. We are also given a set of K mutually exclusive and exhaustive node sets V 1 V K (i.e., V i ∩ V j = , if i = j, and K k=1 V k = V ). We wish to find a minimumcost tree that contains exactly one node from each cluster. Figure 1 gives an example of a generalized spanning tree for a network with five clusters. One application of the GMST problem, first introduced in Myung et al. (1995) , is in the regional connection of local area networks (LANs). In this application, several LANs in a region need to be connected with each other. For this purpose, one gateway node needs to be identified within each LAN, and the gateway nodes are to be connected via a minimum-cost spanning tree (MST).
The GMST problem has been studied by only a few researchers. Myung et al. (1995) showed that the problem is NP-hard, and even finding a constant factor approximation algorithm is NP-hard. They also developed a dual-ascent procedure based on a multicommodity flow formulation for the problem and used this within a branch-and-bound framework to solve problems with up to 100 nodes and 4,500 edges to optimality. Feremans et al. (2002) described eight different integer programming (IP) and mixed-integer programming (MIP) formulations for the GMST problem and show that four of these formulations strictly dominate the other four, in terms of the quality of their linear relaxations. Recently, Raghavan (2002) showed that the GMST may be modeled as a Steiner tree problem with degree constraints on some of the nodes. He showed that the resulting formulation is equivalent in strength (in terms of the linear relaxation) to the four tightest formulations identified in Feremans et al. (2002) . Feremans (2001) presented several new classes of valid inequalities and developed a branch-and-cut algorithm for the GMST problem. She reported success in solving, to optimality, instances where the cost function satisfies the triangle inequality with up to 160 nodes in less than two hours of CPU time (these instances are much more difficult than random instances), and random instances (i.e., where the cost function does not satisfy the triangle inequality) with up to 200 nodes in less than two hours of CPU time.
As part of the branch-and-cut procedure, Feremans (2001) employed a tabu-search heuristic to generate an initial upper bound, and a local-search procedure to improve upper bounds found during the course of the branch-and-cut procedure. A subset of these results is included in Feremans et al. (2004) . However, separate computational results of their tabu-search and local-search heuristics, as stand-alone procedures, are not reported. Pop et al. (2000) provided a polynomial-size MIP formulation for the GMST problem. They described a relaxation procedure that seems to provide strong lower bounds in their preliminary computations. Although the GMST is inapproximable to a constant factor, unless P = NP, Pop et al. (2001) described a very interesting result. They showed that when the cluster size is bounded (say by ), then it is possible to provide a constant factor approximation; they described a 2 -approximation algorithm for the GMST with bounded cluster size. Dror et al. (2000) studied a somewhat different variation of the GMST. In their problem, the clusters need not be mutually exclusive (but are collectively exhaustive). Further, instead of having exactly one node from a cluster in the desired tree, they require that at least one node from each cluster be in the tree (thus, allowing multiple nodes from the same cluster to be in the tree). Dror et al. (2000) described several simple heuristics along with a genetic algorithm for their problem. In all the examples considered in their paper, the genetic algorithm provided better solutions than did the simple heuristics. Feremans (2001) compared the genetic-algorithm results against the optimal solution, and found that the genetic-algorithm solutions are, on average, 6.53% from optimality.
In this paper, we describe two heuristic search procedures for the GMST problem. First, we describe a local-search heuristic for the GMST problem. We then describe a more sophisticated genetic algorithm that employs four different genetic operators-two reproductive and two mutative. We test these heuristics on two sets of large problem instances (instances where the cost satisfies the triangle inequality and random instances) and find that the local-search heuristic generates solutions that are, on average, 1.26% from optimality. The genetic algorithm generates solutions that are, on average, 1.18% from optimality. On closer examination, of the 211 problem instances, our localsearch heuristic took an average of 23.1 seconds and found the optimal solution in 179 out of 187 instances for which the optimal solution is known. Our geneticalgorithm procedure took an average of 40.7 seconds and found the optimal solution in 185 out of 187 instances for which the optimal solution is known. Over the 187 instances for which the optimal solution is known, the local-search heuristic generates solutions that are, on average, 0.07% from optimality, while the genetic-algorithm procedure generates solutions that are, on average, 0.01% from optimality. Thus, the value of the gaps (over all the 211 instances) is exaggerated by the fact that, for many of the problem instances where the optimal solution is unknown, the quality of the lower bound is poor.
The remainder of this paper is organized as follows. In §2, we present simple lower and upper bounding heuristics. The lower bound could be useful when it is not possible to obtain lower bounds from the relaxations of the MIP formulations for the GMST problem in a reasonable amount of time. The upper bounding procedure could be used to generate initial solutions for a local-search procedure, or as an upper bound for a branch-and-bound algorithm for the problem. The upper bounding procedures are adaptations of Prim's, Kruskal's, and Sollin's algorithms for the MST (see the text by Ahuja et al. (1993) for a nice description of those algorithms). However, there are some interesting choices that need to be made in the adaptation of these algorithms to the GMST that we explore within this paper. In §3, we describe our local-search procedure. We then develop our genetic algorithm for the GMST problem in §4. Finally, in §5, we report on our computational experience with the two heuristic search procedures. In §6, we provide some concluding remarks.
Simple Lower and Upper Bounds for the GMST
In this section, we describe simple lower and upper bounding procedures for the GMST.
Spanning Tree Lower Bound
A lower bound for the GMST may be obtained by solving the minimum spanning tree problem on the following transformed graph H . Replace each clus-ter by a single node. The cost of an edge between two nodes in the transformed graph is equal to the minimum-cost edge between the two clusters that the two nodes represent. To calculate this lower bound, it is not necessary to contract the graph. Instead, it is fairly easy to modify the greedy algorithm for the MST, to accomplish the same. For completeness, we describe the steps below.
Spanning Tree Lower Bound:
Step 1. Start with a completely disconnected graph T with K clusters defined.
Step 2. Order the edges of the initial graph G in ascending order of their cost.
Step 3. Starting from the beginning of the list, add edges to T provided that this addition does not create a cycle among the clusters, when each cluster is contracted (in concept only) to a single node.
Step 4. Repeat
Step 3 until K − 1 edges have been added.
The cycle condition in Step 3 above can be easily checked in a typical implementation of Kruskal's algorithm by making the following minor modification. Recall, in Kruskal's algorithm, a linked list is used to represent each forest in the network constructed at any stage of the algorithm. In the initialization of Kruskal's, each node is represented as a linked list with a single item. To calculate the lower bound without contracting the graph, we initialize the algorithm with each cluster represented as a linked list containing the items in the cluster. Consequently, the running time of the spanning tree lower bound procedure is identical to Kruskal's and is E + V log V . We note that a slight speedup in Step 2 may be obtained by noting that only the minimum-cost edge between two clusters can be added in Step 3. Thus, by spending an additional E time, we can determine the edges that actually need to be sorted.
Upper Bound Procedures
As noted by Feremans (2001) and Feremans et al. (2004) , an upper bound may be easily obtained by straightforwardly adapting Kruskal's, Prim's, or Sollin's algorithm for the MST to the GMST. However, in an adaptation of Prim's or Sollin's algorithm, there are several choices that could be made, which affect the quality of the results. In this section, we examine the effect of these choices to develop an improved upper bound heuristic.
To elaborate, we briefly review how Kruskal's, Prim's, and Sollin's algorithms operate. Kruskal's algorithm for the MST adds edges greedily (until a spanning tree is obtained) unless the addition of an edge causes a cycle. This may be adapted in a straightforward fashion to the GMST as follows. Add edges in ascending order, unless the edge creates a cycle or is incident to a second node in any cluster. The running time remains the same as Kruskal's for the MST and so is E + V log V time. Prim's algorithm for the MST starts from a node and grows the MST. It does this by considering the partially constructed tree and adding the minimumcost edge from nodes in the tree to nodes not in the partially constructed tree. Thus, the very first step in an adaptation of Prim's algorithm to the GMST requires the choice of a starting node (the choice of the starting node can result in different solutions for the GMST). Next, for the partially constructed tree, we add the minimum-cost edge from nodes within the tree to nodes that are in clusters distinct from the nodes in the partially constructed tree. Since we need to select a starting node for Prim's adaptation to the GMST, one possibility is to select a starting node randomly. A second possibility is to try all V nodes as starting nodes and output the best solution. The running time for Prim's adaptation is the same as Prim's for the MST, so is E + V log V . (Actually, the running time is slightly faster. The number of nodes and edges in the running-time equation can be reduced to the number of nodes and edges in the graph obtained by deleting all nodes, other than the starting node, in the starting node's cluster.)
Sollin's algorithm for the MST starts with each node representing a tree. In each iteration of Sollin's algorithm, it identifies, for each tree in the partial solution, the minimum-cost edge emanating from the tree. It then adds these edges to the partial solution (thus merging trees to build larger trees, and reducing the number of trees in the partial solution). The iterations of the algorithm are repeated until a spanning tree is obtained. We adapt Sollin's algorithm to the GMST as follows. We first sort the edges of the graph into increasing order. In each iteration of the algorithm, for each tree (or cluster, if no edge in the forest constructed so far is incident to any node in the cluster) select as a candidate edge the minimum-cost edge out of the tree (or cluster) whose addition is feasible (i.e., adding the edge will not result in multiple nodes from a cluster in the partial solution). Ties between edges, for selection as candidate edge, are broken by choosing the edge that appears first in the sorted order. Consider the selected edges in sorted order and add an edge to the partial solution if its addition is feasible. (Note that, although the edges were feasible when selected, once we start adding edges to the partial solution, a selected edge may no longer be feasible for addition to the partial solution.) We repeat these iterations until a feasible generalized spanning tree (GST) is obtained. Each iteration of this adaptation takes E + K time as we go through the list of E sorted edges to select the minimum-cost feasible edge out of each tree (or cluster) and then consider at most K − 1 edges to add in an iteration. In each iteration at least one edge is added since it is always feasible to add the first selected edge. Thus there are at most K − 1 iterations. Consequently, the overall running time is E K plus the time for initially sorting the edges. Observe that, with Kruskal's and Sollin's adaptation, the heuristic solution is unique, while with Prim's the solution is dependent on the starting node selected. It is also easy to establish that the tree generated by each of these algorithms is an MST on the nodes in the tree. We conducted some preliminary experiments to compare the quality of the solutions produced by the three adaptations. Specifically, we compared Kruskal's adaptation, Prim's adaptation with a random choice of starting node, and Sollin's adaptation. We found that Kruskal's and Sollin's algorithm outperformed Prim's algorithm. To illustrate the differences, in Table 1 we compare the three algorithms on TSPLIB instances from §5, where the optimal solution is known. We find that, with each of the different clustering types ( §5 provides further details on the dataset and clustering types), on average, Kruskal's and Sollin's outperform Prim's. Further, as the average number of nodes in a cluster increases ( may be thought of as representing the average number of nodes in a cluster), the quality of Kruskal's, Prim's, and Sollin's upper bounds deteriorate.
In Table 1 , we also evaluate the quality of the spanning tree lower bound. We found that the spanning tree lower bound is poor. On average, on the instances reported in Table 1 , the value of the lower bound divided by the value of the optimal solution was 64.06%. In other words, the average error of the spanning tree lower bound was 35.94%. Further, as the average number of nodes in a cluster increases, the quality of the spanning tree lower bound deteriorates.
Kruskal's straightforward adaptation to the GMST is also used by Feremans et al. (2004) to generate upper bounds. We now propose two improvements to the straightforward adaptation of Kruskal's. First, we propose fixing a node to be in the generalized spanning tree and running Kruskal's adaptation (this is somewhat akin to choosing a starting node for Prim's adaptation). This may be accomplished by simply deleting all edges out of other nodes in the cluster, which the selected node is in, prior to the sort operation performed in Kruskal's. We propose running Kruskal's algorithm V times, once for each possible choice of a node to be fixed in the solution, and selecting the best solution obtained.
The second improvement deals with the circumstance where the upper-bound heuristic is unable to find a feasible solution due to the fact that the underlying graph is not complete. Ideally, we would like to add an edge in Kruskal's adaptation only if the addition of the edge does not cause the heuristic to fail (i.e., make the problem infeasible). To do this, we need to answer the following question. Given a graph, clusters, and edges, does it contain a feasible GST? (When we add an edge, we have selected a node in a cluster. Thus, we can delete all other nodes in the cluster and edges emanating from them, and ask the question: Does the modified graph contain a feasible GST?) Unfortunately, in general, from the transformation given in Myung et al. (1995) , even the recognition of whether a graph contains a generalized spanning tree is NP-complete. Consequently, we consider the following heuristic to handle infeasibility. If the algorithm results in an infeasible solution, we propose that the algorithm remove the most expensive edge added to the tree from the problem and run the heuristic again. We repeat this procedure until either a feasible GST is obtained or one cluster has no edges out of it. We call this improved version the improved Kruskal's heuristic (IKH).
If feasibility is not an issue (e.g., if the underlying graph is complete), then IKH runs in V E + V 2 log V time. When feasibility is an issue, a crude running-time bound for a single iteration of IKH is E 2 + E V log V , and thus IKH runs in
However, this bound is somewhat misleading, because when the graph is dense (i.e., E is large), infeasibility is very unlikely. Furthermore, observe that in Kruskal's algorithm the most expensive edge in the tree constructed is the last edge that was added to it. Thus, instead of building a tree from scratch, we may simply delete the last edge added and continue to build the tree from there. We also modified Prim's straightforward adaptation to the GMST to take care of the feasibility issue. In this adaptation, which we call the improved Prim's heuristic (IPH), we propose running Prim's algorithm V times, once for each possible choice of starting node, and selecting the best solution obtained. To deal with the situation where the heuristic is unable to find a feasible solution, we delete the most recently added edge to the current tree and run the heuristic again.
If feasibility is not an issue (e.g., if the underlying graph is complete), then IPH runs in
When feasibility is an issue, arguing as for IKH, a crude running-time bound for IPH is
Again this is somewhat misleading for the very same reason as in the case of IKH. Also, as in the case for IKH, we can delete the most recently added edge and continue to rebuild a tree from there.
In a similar fashion to IKH and IPH, we improved Sollin's adaptation for the GMST by fixing one node to be in the GST, running the adaptation V times (once for each possible choice of a node to be fixed in the solution), and selecting the best solution obtained. To deal with the situation where the heuristic is unable to find a feasible solution, we delete the most recently added edge to the current solution and run the heuristic again. We call this adaptation the improved Sollin's heuristic (ISH). If feasibility is not an issue, then ISH runs in V E K time. When feasibility is an issue, arguing as for IKH, a crude runningtime bound for ISH is E 2 V K . We compared the three upper bound heuristics, IKH, IPH, and ISH, on the 150 TSPLIB instances where the optimal solution is known. 
Local-Search Procedure
Local search has been successfully used to find nearoptimal solutions for a wide variety of combinatorial optimization problems (see Aarts and Lenstra 1997 for an up to date discussion of local search in combinatorial optimization). In this section, we propose a simple local-search heuristic for the GMST problem. The local-search procedure starts with a randomly generated feasible GST (obtained by randomly selecting a node in each cluster and constructing an MST on the selected nodes) and then visits clusters in a wraparound fashion following a randomly defined order. It then replaces the node from the cluster being visited with another node from the same cluster and evaluates the cost of the new MST (any one of the three minimum spanning tree algorithms may be used for this purpose). It repeats this procedure, trying every other node in the same cluster, and selects the lowest-cost solution as the current solution. The local-search procedure stops when no further improvement is possible. This occurs when all clusters are visited in sequence with no improvement in the solution. We apply this local-search procedure using a prespecified number of starting solutions (referred to as X). The steps of the procedure are outlined below.
Local-Search Heuristic (LS):
Step 0. Specify the number of feasible solutions to be generated, X. Repeat Steps 1 through 3 X times.
Step 1. Randomly select a single node from each cluster. If the subgraph defined by the edges between the selected nodes is connected, apply any one of the minimum spanning tree algorithms to the subgraph defined on the selected nodes to build an MST. Otherwise, repeat Step 1.
Step 2. Randomly define an order in which clusters will be searched.
Step 3. Follow the order defined in Step 2 in visiting clusters. Repeat the following steps until K sequential cluster visits result in no improvement.
(a) While visiting a cluster, consider each node in the cluster as a replacement for the current node in the cluster contained in the GST. Compute the cost of the solution for each replacement.
(b) Among the solutions computed in the previous step, identify the one giving the greatest improvement in the objective function (i.e., greatest reduction in solution cost). If there is an improvement, implement it by replacing the node representing the cluster, and update the current tree.
We briefly comment on the complexity of some of the steps of LS. Observe that the subgraph defined on the selected nodes contains K nodes and can be identified in V + E time. With this observation, it is easy to show that Step 1 may be accomplished in E + K 2 + K log K time if Kruskal's and Prim's are used to construct the spanning tree, and in E + K 2 log K time if Sollin's is used to construct the spanning tree. A key part of Step 3 is to compute the cost of a minimum spanning tree when one node from the existing MST is deleted and a new node is added to the graph. Observe that when a node is deleted from an existing spanning tree the resulting forest may contain no edges (it is possible that all the edges in the MST are connected to the node that was deleted). Thus, to find the new MST we need to run an MST algorithm again, and the complexity is K 2 + K log K (assuming Prim's or Kruskal's algorithm is used to generate the tree). If there are V i nodes in the cluster being visited, then Step 3 takes
The running time of Step 3 can be improved based on the following claim. Given a graph G = V E , let T G denote the minimum spanning tree on G. Suppose we add a new node p to the graph, and edges Proof. Without loss of generality, assume all edge costs are distinct. Suppose T G p contains an edge i j from E\T G . Path-optimality conditions for the minimum spanning tree assure us that the cost of every edge on the path, P ij , from node i to node j in T G is less than the cost of edge i j . On the other hand, the cut-optimality conditions for the minimum spanning tree state that the cost of edge i j is less than the cost of every edge in the cut formed by deleting edge i j from T G p . Now, one of the edges in P ij must be in this cut; thus, we have a contradiction. The above result may now be used to improve the running time of Step 3 as follows. First, construct the minimum spanning tree on the nodes other than the cluster being visited. Because there are K − 1 nodes, the running time required for this is K 2 + K log K . Now, determine the minimum spanning tree when we replace the node in the current cluster. Based on the above result, we may compute the MST on a graph that contains the K − 1 edges in the MST just computed, and the edges out of the node now being visited in the current cluster (there are at most K − 1 edges, one to each node representing the other K − 1 clusters). In other words, we need to compute the MST on a graph containing K nodes, and at most 2K − 3 edges. Hence finding this MST takes K + K log K time. Since we perform this calculation V i − 1 times while visiting cluster i, once for each potential replacement node, the overall running time is
We do not comment on the overall worstcase complexity of LS, as, in general, for any neighborhood structure the worst-case complexity analysis for local-search heuristics is bad, while their averagecase complexity is good (see Tovey 1997) .
Feremans (2001) also describes a local-search heuristic for the GMST problem. She uses her heuristic to improve upon feasible solutions found in her branch-and-cut procedure. Her local-search algorithm works as follows.
Feremans Local-Search Heuristic (FLS):
Visit the clusters once in increasing order of cluster number k = 1 K and perform the following steps during a visit to a cluster.
Step 0. Consider the set of nodes in the current solution. For this set, delete the node representing the cluster in the current solution, and add all the other nodes in the cluster to it. Create the graph consisting of this set of nodes and all edges between them.
Step 1. Apply the straightforward adaptation of Kruskal's to the graph defined in Step 0.
Step 2. If a lower-cost solution is found in Step 1, replace the current solution by this lower-cost solution.
Notice that LS explicitly tries every node in a cluster as a substitute for the current node representing the cluster in the solution. On the other hand, FLS considers all the other nodes in the cluster and applies the straightforward adaptation of Kruskal's. However, when Kruskal's is applied, the lowest-cost edge from among the nodes in the cluster will be selected first. Thus, FLS will select the node with the smallestcost edge out of the cluster to represent the cluster being visited. Thus, it effectively tries only one other node in the cluster as a substitute for the current node representing the cluster. Consequently, we expect LS to provide better solutions than FLS. On the other hand, FLS visits the clusters in order once, and performs Kruskal's adaptation at most K times in Step 1. Consequently, we expect the running time of FLS to be significantly faster than LS. These expectations are confirmed in our computational experiments.
Begin
t ←− 0 initialize P (t) while (not termination-condition) do t ←− t + 1 generate αP (t − 1) offspring using crossover operator on parents in P (t − 1) generate βP (t − 1) offspring using tree separator operator on parents in P (t − 1) generate γP (t − 1) offspring using random mutation operator on parents in P (t − 1) generate δP (t − 1) offspring using local search (mutation) operator on parents in P (t − 1) Select/Determine P (t) from generated offspring and P (t − 1) end end Figure 2 Steps of our Genetic Algorithm
Genetic Algorithm
Genetic algorithms are powerful local-search algorithms based on ideas of natural selection and genetics in nature. Genetic algorithms were originally proposed by Holland (1962) , and have been successfully applied to numerous, hard combinatorial optimization problems. In this section, we describe a genetic algorithm that obtains high-quality solutions for the GMST problem. An outline of our genetic algorithm is shown in Figure 2 . We first generate an initial population of feasible solutions. In every generation in the genetic algorithm, we generate new solutions (offspring) using one of four operators-crossover, tree separation, (random) mutation, and local search (mutation). From among the parents and offspring produced in a generation, we select a subset of the solutions to survive to the next generation. This is continued until the termination condition is met, and the best solution obtained so far is output by the genetic algorithm.
We now elaborate on the details of our genetic algorithm.
Representation. We represent a generalized spanning tree by a chromosome that is an array of size K. In this representation, the ith entry (gene value) indicates the node selected to represent cluster i in the generalized spanning tree. Figure 3 shows the chromosome representation of the generalized spanning tree in Figure 1 . We note that there are other possible representations, such as a binary string of size V indicating nodes in the solution, or a binary string of size E indicating the edges in the solution. The representation/schema provided here is compact, and is easy to construct and apply genetic operators to. (It is important to build compact representations, as Goldberg 1989 formally argues that short, low-order schema result in high-quality solutions.) Initial Population. To generate an initial population, we select one node from each cluster randomly. We then construct a minimum spanning tree on these nodes. (Any of the three algorithms for the MST may be used. In our implementation, we use Prim's.) If there is no feasible spanning tree on the selected nodes, the chromosome is discarded. Otherwise, we record the fitness of the chromosome as the cost of the minimum spanning tree and add the chromosome to the initial population. We repeat this procedure until a prespecified initial population size is reached. Notice that the procedure generates an initial population that is feasible, and that this initial population may contain identical chromosomes.
Crossover. Our crossover operation, a standard one-point crossover, takes two parents and combines them to form two new solutions as follows. A crossing site is selected at random-possible crossing-site locations are immediately after the first gene, immediately after the second gene, and so on, until immediately after the K − 1 st gene. Two children are then obtained by taking the contents of the first parent before the crossing site together with the contents of the second parent after the crossing site, and the contents of the second parent before the crossing site together with the contents of the first parent after the crossing site. If there is no feasible tree over the nodes in a child chromosome, the child is discarded. Figure 4 illustrates the crossover operation.
Tree Separation. Tree separation creates two offspring from a single parent. It may be viewed as a self-reproduction genetic operator. The idea behind the tree-separation operator is to create two new children, each preserving some of the tree structure from the parent chromosome. To accomplish this, our genetic operator removes an edge in the parent tree to create two subtrees. Two children are then created by using each of these subtrees as a partial solution. Each one is completed using a straightforward adaptation of Prim's to obtain a generalized spanning tree. To ensure that each child has sufficient genetic material from a parent and contains the lower-cost edges from the parent, we start by removing the most expensive edge in the parent tree. If the number of nodes in each subtree is greater than or equal to a prespecified minimum number of nodes, two new chromosomes are created using the tree-completion procedure. Otherwise, we delete the second most expensive edge, and so on, until we obtain two subtrees, each containing more nodes than does the prespecified minimum. Figure 5 illustrates the tree-separation procedure with the minimum requirement of two nodes per subtree.
Random Mutation. Our random mutation operator randomly selects a gene in the chromosome and replaces it by another node in the same cluster. The replacement node is chosen from among the other nodes in the cluster at random (i.e., with equal probability).
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Local Search. We apply local search on a chromosome as a type of mutation operation. In the localsearch operator, a random ordering of clusters (or genes) is selected and the clusters are visited repeatedly (in the ordering selected initially) until no further improvement is possible (specifically, until all clusters are visited once sequentially without any improvement). When visiting a cluster, the local-search operator considers every other node in the cluster as a replacement for the current node representing the cluster, and it selects the node that provides the greatest improvement in the fitness (cost of the tree) of the chromosome.
Selection/Replacement. The selection procedure is an important step in the genetic algorithm. If the selective pressure is too strong (i.e., only the fittest individuals are selected to survive), then it is possible that some very fit chromosomes will dominate early in the search process and lead the algorithm to a local optimum, thus terminating the search. On the other hand, if the selective pressure is too weak (i.e., even individuals with low fitness survive), then the algorithm will traverse the solution space aimlessly.
Our selection procedure is as follows. At the end of each generation, from the offspring and parents we select a fraction of the population to survive and constitute the next generation based on the following criteria. We employ elitism to select the top 10% of P t . Recall, the chromosome-fitness function is the length of the minimum spanning tree defined over nodes in the chromosome. The remaining 90% of the population to be carried to the next generation is selected based on the ranking-probability distribution function (see Michalewicz 1996) . (For example, if 50 individuals will survive to generation t, 5 are selected by elitism and 45 are selected using the ranking-probability distribution function.) Here the probability with which we select a chromosome with rank r is given by
where q represents a user-defined parameter that controls the selective pressure of the algorithm. This parameter takes values between 0 and 1, where higher values indicate more selective pressure. Note that + + + P t − 1 represents the number of offspring generated using the genetic operators in generation t − 1, and thus the exponent of 1 − q in the denominator represents the size of the total population before the selection step.
Computational Experiments
We now report on our computational experiments with the LS heuristic and the genetic algorithm (GA) procedure. We coded both LS and GA in Microsoft Visual C++ on a Pentium III 800 MHz PC with 256 MB of RAM. We found that, on small instances, both LS and GA always found the optimal solution. Consequently, we tested our heuristics on two classes of large instances-those with edge costs that satisfy the triangle inequality, and those with random edge costs.
The instances where the edge costs satisfy the triangle inequality are from TSPLIB, and are identical to those in Feremans (2001) and Feremans et al. (2004) . These are actually a subset of the instances described in Fischetti et al. (1997) . They contain all problems from TSPLIB 2.1 (see Reinelt 1991) with 48 to 226 nodes (i.e., 48 ≤ V ≤ 226) and two 47 node problems, spain47 and europe47, generated by Fischetti et al. (1997) . (The naming convention of the TSPLIB problems identifies the number of nodes in the problem at the end of the problem name.) Two clustering procedures were used by Fischetti et al. (1997) to generate the clusters. For geographical instances, spain47 (cities in Spain), europe47 (European cities), gr96 (African cities), gr137 (American cities), and gr202 (European cities), clusters are chosen in a natural way where clusters correspond to a country (or region for spain47). For the remaining problems, Fischetti et al. (1997) develop two clustering procedures to simulate geographical regions. The first procedure works roughly as follows. It fixes the number of clusters K to be V /5 and then determines K centers by considering K nodes that are as far as possible from one another. The clusters are then obtained by assigning nodes to their closest cluster. The second procedure, called grid clusterization, works roughly as follows. It constructs an H × H square grid, and nodes contained within a box of this square grid are assigned to a cluster. The size of the square grid H is selected to be the smallest H, so that the number of nonempty boxes in this H × H square grid is ≥ V / (where is a userdefined parameter that may be thought of, roughly, as the average number of nodes in a cluster).
The large random instances were generated using the following procedure, which is similar to the problem-generation technique described in Dror et al. (2000) . We are given the number of nodes V , the number of edges E , and the number of clusters K, as inputs. We first partition nodes into clusters as follows. For each cluster, we generate a random number in the range 0 1 . The ratio of this random number to the sum of random numbers over all clusters defines the percentage of nodes that will be assigned to a given cluster. We then add edges to the graph. First, we arbitrarily construct a feasible generalized spanning tree and create edges corresponding to these edges. We then add E − V + 1 edges (that are between clusters) to the graph. It is ensured that each node has at least one edge incident to it. Edge costs are integer and are generated uniformly in the range 1 to 50. Observe that edge costs can be randomly assigned since edge cost in the random instances does not represent distance between two nodes. Instead, it may represent a cost that depends on compatibility of two nodes to be connected.
Parameter Settings for LS and GA. After initial testing, we selected the GA parameters as follows. The size of the initial population P 0 was set to 500, while , , , and were set to 0.1, 0.1, 0.7, and 0.1, respectively. Thus, in each generation, 500 offspring were generated. In the tree-separation operator, we set 20% of the nodes as the prespecified required number of nodes. Additionally, we considered dropping only the three most expensive edges. If that does not result in a feasible solution, a new parent node is selected for the tree-separation operation. The fraction of the population to survive was set to 0.5, and the userdefined parameter q in the rank-based probability distribution function was set to 0.15. The stopping criterion was 25 generations.
To compare LS fairly with GA, we provided LS the same set of starting solutions as GA. Thus, we set the number of starting solutions X = 500. TSPLIB Instances. We now report on our computational experiences with the TSPLIB instances. For these problems, we obtained the optimal solutions and best lower and upper bounds (when no optimal solution was available) from Feremans (2001) . There are a total of 169 instances, for which optimal solutions are known in 150 instances. The results are presented in Tables 3 through 6. The results of LS and GA on the TSPLIB instances are quite compelling. Of the 150 instances for which the optimal solution is known (see Tables 3  through 5) , GA found the optimal solution in 149 instances, while LS found the optimal solution in 145 out of 150 instances. In all the 19 instances where the optimal solution is not known (see Table 6 ), both LS and GA improved upon the best previously known solutions. In these instances, the percentage improvement ranged from 0.01% to 5.31%, with an average improvement of 2.43% for LS and 2.51% for GA. In 6 of these 19 instances, GA found a better solution than LS. It is interesting to note that, over all 169 instances, LS never found a better solution than GA, while GA improved upon LS in 10 instances. On the other hand, the running time of LS is faster than GA. On average, GA took about twice as long as LS, albeit with very impressive results.
For the 19 instances where the optimal solution is unknown, the average gap of the GA solution compared to the lower bound is 12.35%. On the other hand, on the 150 instances where the optimal solution is known, the GA is 0.0001% above optimality. Given the experience on the 150 instances where the optimal solution is known, we believe that lower bounds for the unsolved instances are quite far from the optimal integer solution. We strongly believe that the optimal solution for these instances is equal to, or very close to, the GA solution.
Large Random Instances. We now report on our computational experience with large random instances. For these instances, to determine the quality of the solution produced by LS and GA, we solved the linear-programming relaxation of the mixed-integer programming formulation proposed by Raghavan (2002) and described in the appendix.
When we solved the linear-programming relaxation, we actually solved the dual of the linear-programming relaxation. The reason for this is twofold. First, in most instances, solving the dual is faster than solving the primal. Second, any feasible solution to the dual is a valid lower bound for the problem. Thus, even if we terminated (due to excessively long running times) Phase II of the simplex method, we have a valid bound for the GMST. Further, since the edge costs in the problem are integer, we may round up the value of the lower bound (as the optimum integer feasible solution will have an integer objective value) to obtain an improved lower bound for the GMST. In Table 7 , we report on our computational experience with large random instances. We solved the dual of the LP relaxation of the MIP formulations using CPLEX 7.1 on a Sun Microsystems Enterprise 250 with 2 × 400 MHz processors and 2 GB of RAM. The running times (in seconds) to obtain these optimal solutions were quite large. Several instances required weeks of CPU time. Further, in many instances, we manually terminated Phase II of the simplex when the objective was within one unit of the solution found by GA or if the running time was inordinately long.
Again, the results of LS and GA are quite compelling. Out of the 42 instances, GA was strictly better than LS in 5 instances, while LS was strictly better than GA in 1 instance.
The remaining 36 instances were ties. Of the 42 instances, we are able to show optimality of the LS or GA solution in 37 instances, with LS finding the optimal solution in 34 instances and GA finding the optimal solution in 36 instances. In the remaining five instances (where we cannot show that LS or GA obtained the optimal solution), the objective value of GA is within one unit of the lower bound in four instances and within two units of the lower bound in one instance. It is quite possible that LS or GA obtained optimal solutions on these instances. For example, in the instance with K = 20, V = 160, and E = 5 000, we solved the mixed-integer programming formulation to optimality, and found that the optimal solution was 35, indicating that LS and GA both found the optimal solution. We did not attempt to do this on the remaining four instances (where the Table 5 Computational Results for LS and GA on TSPLIB Instances with Grid Clustering Procedure, = 7 and 10, Where Optimal Solution Is Known
optimal integer solution is not known) as it was computationally prohibitive to do so.
Comparing LS Against FLS. We finally report on some computations we performed to compare LS against FLS. As we indicated in §3, FLS considers only one other node as a substitute for the current node in the cluster, while LS considers all other nodes in the cluster as possible substitutes. We wanted to see to what extent this difference in neighborhood structure affected the quality of the solutions (and the ability of the local-search heuristics to find the optimal solution). We coded FLS (in Microsoft Visual C++ on the same machine as LS) and ran it on the 211 instances with the identical set of 500 starting solutions for each problem instance as LS. We found that out of the 211 instances, FLS found the optimal solution in only 24 instances, as compared to LS, which found the optimal solution in 179 instances. In 187 instances, the solution obtained by LS is strictly better than the solution obtained by FLS, while FLS never obtained a better solution than LS. Over the 187 instances for which the optimal solution is known, FLS generated solutions that are, on average, 3.28% from optimality (compared to 0.07% for LS). For the 211 instances, the average running times were 23.10 seconds for LS, and 2.09 seconds for FLS.
We note that, compared to LS, FLS performs an abbreviated search, visiting each cluster just once. Since we want to compare the difference in neighborhoods, we developed an improved version of FLS, called complete FLS, where local search is performed until no further improvement is possible. Complete FLS is identical to LS, except that the neighborhood structure is as in FLS. We coded complete FLS (in Microsoft Visual C++ on the same machine as LS) and also ran it on the 211 instances (with the identical set of 500 starting solutions for each problem instance as LS). On examining the results for complete FLS, we found it is better than FLS, but its results fall short of LS. Out of the 211 instances, complete FLS found the optimal solution in 83 instances. Further, in 121 instances, LS is strictly better than complete FLS, while complete FLS is strictly better than LS in 2 instances. Over the 187 instances for which the opti- mal solution is known, complete FLS generated solutions that were, on average, 0.55% from optimality. The average running time for complete FLS over the 211 instances was 6.87 seconds. These results confirm our earlier assertion that LS is expected to provide better results than FLS, while the running time of FLS is expected to be significantly faster than LS. They also show that the neighborhood considered by LS is very effective in converging to the global optimum, while the neighborhood considered by FLS generally gets stuck at a locally optimal solution.
Conclusions
In this paper, we presented two heuristic search techniques-local search and a genetic algorithm-for the GMST problem. We also presented simple lower and upper bound heuristics for the GMST problem. There are several noteworthy contributions in this paper that we now summarize.
We considered the three well-known algorithms for the MST problem, and considered various approaches of adapting them to the GMST problem. In adapting these algorithms (as heuristics) to the GMST problem, we showed how to deal with infeasibility, when the graph is not complete, in a computationally effective manner. Feremans (2001) and Feremans et al. (2004) assert that Kruskal's adaptation to the GMST problem dominates Prim's and Sollin's adaptations. However, we showed that by repeating Kruskal's, Prim's, and Sollin's adaptation V times, once each for a choice of a particular node in the generalized spanning tree, the quality of the solution produced by all three heuristics improves substantially and all three heuristics are competitive (i.e., neither dominates the other two). In our computational experience, when the number of nodes in a cluster is small, Kruskal's adaptation does better, while Prim's adaptation does better when the number of nodes in a cluster is large.
In developing our local-search procedure, we showed that LS searches the neighborhood of a generalized spanning tree more effectively than does FLS. Specifically, we showed that FLS considers only one other node in the cluster as a substitute for the current node representing the cluster, while LS considers every other node in the cluster as a potential substitute. We also showed that this neighborhood structure is particularly effective, compared to the neighborhood structure proposed by Feremans et al. (2004) .
Finally, we tested our heuristics LS and GA on a test set of 211 large problem instances. Our results were quite compelling, and indicated that both LS and GA rapidly generate optimal or near-optimal solutions for the GMST problem. and the set of sink nodes T are the required nodes. We want a minimum-cost directed Steiner tree, with root node s r , and containing all the nodes in T . Additionally, we need to ensure that exactly one node in each cluster is in the directed Steiner tree (as a Steiner node).
The following standard multicommodity flow model applies to the problem. Let y ij be one if arc i j is in the design, and be zero otherwise. Define a set of commodities H in the model as follows. For each t k ∈ T , create a commodity h ∈ H with origin s r and destination t k . Let O h denote the origin of commodity h, D h denote the destination of commodity h, and f h ij denote the flow of commodity h on arc i j . Given a node set S, we denote the set of arcs directed into this node set as − S , and the set of arcs directed out of this node set as + S . 
In this formulation, constraints (4) ensure that the indegree of each cluster is 1, while the remaining constraints are as in the standard multicommodity flow formulation for the Steiner tree problem (Wong 1984) . The above formulation is equivalent to the multicommodity flow formulation described by Myung et al. (1995) for the GMST. Myung et al. introduce node variables in their formulation to represent whether a node is selected to be in the GMST, while we expand the graph to create additional arc variables. In our computational experiments, we found that, although the two formulations are equivalent as linear programs, CPLEX solves the above formulation significantly faster.
