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Introduction générale
L’essentiel de mes travaux scientifiques portent sur la simulation numérique de phénomènes
complexes. Leurs caractéristiques communes peuvent se regrouper autour de trois axes prin-
cipaux : l’étude de simulations non seulement réalistes mais réelles ; l’utilisation de modèles
multi-physiques et le couplage de méthodes numériques variées adaptées aux problèmes abordés.
Cette stratégie a été appliquée à deux domaines d’application distincts : la modélisation et la
simulation numérique d’écoulements en milieu poreux et la modélisation et simulation numérique
en aéronautique. Je donne ci-dessous quelques illustrations de ces trois axes avant d’introduire
et de résumer les deux directions d’application de mes travaux.
1. L’étude de situations réelles.
Dans mes travaux, je me suis attachée à aller jusqu’au bout des applications. Ainsi, concer-
nant les écoulements en milieu poreux, nous avons modélisé le site atelier de la plage du
“Truc Vert” sur la côte Aquitaine. En aéronautique, les calculs de givrage ont été réalisés
sur une nacelle de Boeing 737-300 et les calculs de turbulence parallèle ont été réalisés sur
des maillages fournis par Airbus afin de vérifier la compatibilité de nos techniques avec les
contraintes industrielles.
2. L’utilisation de modèles multi-physiques.
Si l’évolution de la nappe d’eau souterraine peut être décrite par l’équation de Richards
en général, la description de phénomènes plus pointus en science de l’environnement né-
cessite d’enrichir considérablement ce modèle. Afin de décrire la complexité des processus
biogéochimiques transitoires de la zone intertidale on rajoute ainsi l’influence des marées,
l’évolution de l’acide silicique et plusieurs réactions chimiques. De même, en ce qui concerne
le givrage des avions, au delà de l’écoulement d’air lui-même, il est nécessaire de décrire
l’impact des gouttelettes d’eau surfondue sur le fuselage et les changements de phase de
l’eau associés au phénomène d’accrétion de la glace.
3. Les techniques numériques.
Il est illusoire de vouloir utiliser des techniques numériques “génériques” pour traiter des
cas réels muti-physiques ou en respectant les contraintes industrielles de Boeing ou d’Air-
bus par exemple. J’ai donc utilisé, modifié et développé des techniques variées et adaptées
aux différents problèmes à résoudre. On notera l’utilisation des éléments finis stabilisés
pour les milieux poreux et l’aéronautique pour lesquels le choix de la stabilisation est bien
évidemment un point clé ; la gestion des maillages (que ce soit le contrôle de la qualité du
maillage, son adaptation ou son mouvement par des techniques ALE ou bien l’utilisation de
méthodes de pénalisation pour tenir compte de très grandes déformations). Ces techniques
sont mises en oeuvre avec le soucis d’une parallélisation efficace afin d’assurer la possibilité
de faire des calculs en configuration réelle. On utilise pour cela le partitionneur SCOTCH
développé chez Inria. De façon plus ponctuelle et quand la situation le nécessitait, j’ai
utilisé d’autres techniques (méthodes particulaires, méthode level-set, schéma aux résidus
distribués). Ces techniques sont actuellement mises en oeuvre dans le cadre du projet eu-
ropéen STORM portant sur le givrage dont je suis responsable du noeud bordelais et que
je décris en fin de manuscript.
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Je vais maintenant décrire de manière succincte chacun des domaines d’application envisagés
dans mes travaux.
Milieux poreux. Les travaux réalisés dans cette partie ont débuté lors de mon post doc avec
Alexandre Ern au CERMICS de l’école Nationale des Ponts et Chaussés. En partenariat avec
l’Inria et le Cemagref, je me suis intéressée à la simulation numérique de la dynamique des nappes
d’eau souterraine et aux mécanismes conduisant au ruissellement de surface. Je vais vous pré-
senter un modèle de simulation numérique du versant et du ruissellement de surface induit par
les mouvements de la nappe d’eau souterraine : le code RICHARDS. A l’aide d’une formulation
inspirée du problème de l’obstacle, j’ai résolu le problème de frontière libre issu de la position du
point d’affleurement de la nappe.
A la suite de ces travaux, j’ai eu la chance de collaborer avec le laboratoire EPOC (Environne-
ments et Paléoenvironnements Océaniques et Continentaux) de l’université de Bordeaux. Avec
Pascal Lecroart nous avons encadré les travaux de la thèse de Romain Chassagne visant la simu-
lation numérique des processus biogéochimiques de la zone intertidale. Je me suis alors intéressée
à la quantification des échanges de nutriments entre les sables des plages et l’océan en me fo-
calisant d’une part sur l’acide silicique et d’autre part sur les composés dissous impliqués dans
la dégradation de la matière organique. J’ai proposé de modifier le code RICHARDS pour tenir
compte du forçage tidal et de l’enrichir de la résolution par éléments finis stabilisés de l’équa-
tion de conservation de l’acide silicique d’une part et des équations de conservation des espèces
biogéniques d’autre part. Cet outil de simulation numérique a permis l’orientation des mesures
expérimentales sur le terrain, ce qui a contribué au succès des campagnes de mesure.
Enfin dans le cadre du groupe de recherche MOMAS en collaboration avec Iraj Mortazavi et Serge
Huberson nous avons proposé une approche particulaire basée sur un couplage iso-contours/lignes
de courant pour la modélisation du transport de polluants. J’ai couplé le code RICHARDS à
un module de calcul des lignes de courant. Nous avons choisi une représentation particulaire des
iso-contours du polluant et transporté ces particules sur le réseau des lignes de courant calculé.
L’opérateur de diffusion est reformulé sous la forme d’une vitesse de diffusion pour garder le
point de vue Lagrangien de l’approche proposée.
Aéronautique.Mes travaux dans ce domaine d’application de la simulation numérique de la dy-
namique des fluides (CFD) ont débuté lors de ma thèse au CFD Lab de l’Université de McGill,
sous la direction du Professeur Wagdi Habashi. Ces travaux concernaient la modélisation tri-
dimensionnelle du givrage des avions en vol et l’élaboration de codes de simulations numériques
permettant leur utilisation dans un contexte industriel. Ce contexte a été défini par les parte-
naires Pratt & Whitney Canada et Bombardier. L’objectif de transfert industriel a été atteint
et les codes ont été commercialisés par NTI Inc. Le givrage est un phénomène multi-physique
très complexe, le premier chapitre de la seconde partie de ce document synthétise mes travaux
de thèse et en pose le cadre afin d’établir quelques défis que posent l’application de la CFD à la
modélisation de phénomènes physiques complexes en réponse à des besoins industriels. Depuis
mon arrivée à Bordeaux, mes travaux ont consisté à explorer des pistes pour tenter de repousser
certaines limitations des méthodes CFD classiques.
Tout d’abord avec Boniface Nkonga nous avons encadré la thèse de Christelle Wervaecke dédiée
à la mise en oeuvre de schémas numériques peu dissipatifs pour la simulation d’écoulements
turbulents. Les développements numériques ont été réalisés dans la plateforme de calcul Real-
Fluids. La méthode se voulait robuste et compatible avec des maillages industriels. A cette fin,
la thèse était accompagnée du contrat industriel DESGIVRE que j’ai établi avec Fabien Dezitter
d’Airbus France.
La gestion de fronts mobiles (objets en mouvement, changements de phase) est un sujet délicat
qui nécessite des développements spécifiques liés aux effets instationnaires mis en jeux. Au sein
de l’équipe Inria MC2 je me suis initiée à une méthode particulière de frontières immergées la
méthode de pénalisation. En collaboration avec Federico Gallizio et François Morency j’ai pro-
posé d’utiliser cette technique pour modéliser l’intéraction fluide-solide sur grilles Cartésiennes
au sein du code LESCAPE (LEvel-Set Cartesian PEnalization). Afin de lever le verrou d’une si-
mulation à grand nombre de Reynolds sur grille Cartésienne uniforme, j’ai adapté cette technique
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Figure 1 – Organisation schématique du document et dépendances entre les parties. RI-
CHARDS, LESCAPE et RealFluids sont les codes de calculs dans lesquels j’ai travaillé.
de pénalisation à des maillages non structurés pour lesquels j’ai proposé d’utiliser l’adaptation
de maillage pour renforcer la précision de la méthode proche des interfaces fluide-solide. Ce choix
était pour moi naturel étant donné mon expérience des schémas numériques établis sur maillages
non structurés. Les développements ont été réalisés sur la plateforme RealFluids. Cette aven-
ture a commencé au sein de l’équipe Inria BACCHUS en collaboration avec Rémi Abgrall, Cécile
Dobrzynski et Mario Ricchiuto. Elle se poursuit naturellement dans l’équipe CARDAMOM (évo-
lution de BACCHUS) en offrant de nombreuses perspectives de recherche. Elle est actuellement
à l’origine des thèses de Léo Nouveau et Quentin Viville.
Je suis particulièrement sensibilisées aux étapes de validation et de vérification du développement
d’un code CFD. La vérification passe par la confrontation à des données réalistes répondant à
des besoins industriels précis. Je cherche ainsi, autant que possible, à jalonner ma recherche de
collaboration avec des partenaires industriels.
Organisation du manuscrit. L’organisation de ce manuscrit est illustrée figure 1. Les parties
milieux poreux et aéronautique sont présentées de manière indépendante, même si des liens
dans les méthodes de simulation numérique employées peuvent facilement s’établir. Je pense
notamment à la mise en oeuvre de schémas numériques similaires (éléments finis stabilisés)
sur maillages non structurés pour la simulation numérique des processus biogéochimiques et
pour la simulation numérique de la turbulence par exemple. Dans tous ces travaux, les aspects
techniques ne sont pas négligeables. Mes efforts se sont portés sur plusieurs codes de calcul
avec le soucis d’obtenir à chaque fois un outil performant (code collaboratif, aspects HPC, ...).
Le développement d’outils de simulation numérique est au coeur de ce travail, les enjeux de la
modélisation repoussent les limites des codes de calculs qui a leur tour permettent d’envisager
de nouveaux défis de modélisation.
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Première partie
Modélisation et simulation numérique




Dynamique des nappes d’eau
souterraine
Les mécanismes conduisant au ruissellement de surface des versants exposés aux épisodes plu-
vieux intenses ont reçu un grand intérêt ces dernières années. Historiquement les premières
approchent considéraient le ruissellement de surface comme généré par les zones du versant où
l’intensité de pluie dépasse les capacités d’infiltration du sol, Horton, 1933 [1]. Plus tard, Cappus,
1960 [2], Betson, 1964 [3], et Dunne et Black, 1970 [4] ont introduit le concept de zones de contri-
bution partielle. Dans cette approche, les zones contribuant au ruissellement de surface sont les
zones saturées du versant, c’est à dire les zones où la nappe d’eau souterraine est affleurante.
Le versant est ainsi segmenté en différentes zones de contribution, des zones où l’infiltration est
dominante, des zones où l’exfiltration est dominante et des zones où le ruissellement domine.
Une première question importante en hydrologie de versant est alors de déterminer l’étendue
spatiale de ces différentes zones de contribution et de suivre leur évolution temporelle résultant
de la dynamique des écoulements souterrains. Une autre question importante est de comprendre
l’importance relative des écoulements de surface et des écoulements souterrains dans les hydro-
grammes de crues lors de tempêtes. Pour répondre à ces questions, plusieurs expériences sur sites
et en laboratoires ont été réalisées (Abdul et Gillham, 1984 [5], Barros et al., 1999[6]). Cependant,
les expériences en conditions réelles sont site-dépendantes, et les expériences en laboratoire sont
très complexes et très longues à réaliser. Ceci a favorisé le développement d’outils numériques
offrant plus de flexibilité et une obtention plus rapide de résultats (Ogden et Watts, 2000 [7],
Cloke et al. 2003 [8], Weiler et McDonnell, 2004 [9]). Le concept de versant virtuel est devenu un
outil intéressant pour augmenter la compréhension des phénomènes expliquant l’hydrologie de
versant. C’est dans ce contexte que s’inscrit ce travail, publié dans Beaugendre et al., 2006 [10].
Nous allons présenter un modèle de simulation pour le versant, du ruissellement de surface induit
par les mouvements de la nappe d’eau souterraine. Les écoulements variablement saturés du sol
sont gouvernés par l’équation de Richards. Une formulation inspirée du problème de l’obstacle est
utilisée pour résoudre le problème de frontière libre, issu de la position du point d’affleurement de
la nappe, et ainsi déterminer les zones de saturation et de ruissellement. L’impact de la géométrie
du versant, des conditions de bords et des propriétés hydrauliques du sol sur la prédiction des
modèles sont étudiés sur un cas bi-dimensionnel à l’échelle métrique et hectométrique.
1.1 Le modèle de l’obstacle
1.1.1 L’équation de Richards
Les écoulements en milieux poreux variablement saturés sont gouvernés par l’équation de Ri-
chards non linéaire (Richards, 1931 [11]).
∂tθ(p) +∇·v(p) = 0 , (1.1)
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avec θ la teneur en eau du sol (sans dimension), p la charge hydraulique en mètres de colonne
d’eau (m) et v(p) la vitesse de Darcy (mh−1) de l’écoulement qui dépend elle-même de p selon
la relation suivante :
v(p) = −K(p)∇(p+ z) , (1.2)
où z représente la hauteur (coordonnée verticale dirigée vers le haut) et K(p) le coefficient de
perméabilité (mh−1). K dépend de la teneur en eau et donc de la charge hydraulique. L’équation
de Richards peut être réécrite sous la forme suivante
∂
∂t
θ(p) = ∇ · (K(p)∇(p) +K(p)ez) (1.3)
où ez est le vecteur unitaire dirigé vers le haut. L’équation de Richards est une équation bien
connue pour la modélisation de la dynamique des nappes d’eau souterraine. Celia et al., 1990 [12]
offre une discussion complète à ce sujet concernant les aspects numériques de cette équation, en
particulier le choix des inconnues principales du problème, le choix du solveur non linéaire itératif
et le choix des espaces d’approximation pour l’obtention du schéma numérique. L’utilisation de
l’équation de Richards présente deux avantages, d’une part l’utilisation d’une unique équation
aux dérivées partielles (non linéaire) qui peut être approchée par des schémas éléments finis ou
volumes finis standards ou bien plus sophistiqués (Woodward et Dawson, 2000 [13] ; Knabner et
Schneid, 2002 [14] ; Bastian, 2003 [15] ; Bause and Knaber, 2004 [16] ; Fagherazzi et al., 2004 [17] ;
Manzini et Ferraris, 2004 [18]), d’autre part le fait que les zones saturées et non saturées du sol
peuvent être traitées en même temps en considérant un unique domaine de calcul. Des modèles,
basés sur l’équation de Richards, peuvent être utilisés pour simuler la réponse de la nappe d’eau
souterraine aux infiltrations de pluie.
La résolution de l’équation (1.3) nécessite la connaissance de la courbe de rétention d’eau du
sol, p 7→ θ(p), et de la fonction de conductivité hydraulique, p 7→ K(p). La mesure précise des
propriétés du sol est difficile et coûteuse avec pour conséquence l’utilisation de relations plus
ou moins empiriques pour décrire les propriétés des sols, modèle de Brooks et Corey, 1964 [19] ;
modèle de Mualem, 1976 [20] ; et modèle de Van Genuchten, 1980 [21]. Le choix du modèle a
un impact important sur la dynamique de l’écoulement surtout proche de la saturation. Dans
ce travail, la relation fortement non linéaire reliant le coefficient de perméabilité à la charge
hydraulique est celle de Van Genuchten (1980) [22] originale ou modifiée par Vogel et al. (2001)
[23]. La charge hydraulique p est choisie comme l’inconnue principale de l’équation (1.1). Nous
avons proposé la résolution de cette équation par une méthode éléments finis P 1 sur maillages
non structurés (code RICHARDS).
1.1.2 Les conditions aux bords
Outre l’aspect fortement non linéaire de l’équation lié à la nature des sols, la difficulté de résolu-
tion de cette équation réside également dans la nature des conditions aux bords à appliquer. Une
difficulté apparaît lorsque la nappe d’eau souterraine monte assez pour qu’une partie de la surface
du sol soit à saturation. Dans ce cas l’intersection de la nappe avec la surface du sol crée une
zone de ruissellement où des processus d’infiltration, d’exfiltration et de ré-infiltration peuvent
se produire. La description précise de la zone de ruissellement et des processus s’y produisant
s’avère nécessaire, Rulon et al., 1985 [24]. La manière mathématique de déterminer l’extension de
la zone de ruissellement est de considérer que la condition de bord à la surface du sol va changer
de nature. Elle sera soit une condition de type Dirichlet (en imposant la charge hydraulique)
dans les zones saturées soit une condition de type Neumann (en imposant le flux d’eau) dans les
zones insaturées. La position du point d’affleurement de la nappe étant inconnue a priori, une
résolution simultanée de la dynamique de nappe et de la partition des conditions de surface entre
zones saturées et non saturées est réalisée.
Une géométrie simplifiée de versant peut être représentée par un parallélogramme, domaine Ω
figure 1.1, sur laquelle on va imposer une intensité de pluie i sur la frontière supérieure afin
de comprendre la dynamique de ce versant. Nous avons pour cela proposé le développement
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de nouvelles conditions limites appropriées tenant compte du ruissellement de surface et des
nombreux points d’affleurement de la nappe. Il s’agit de résoudre un problème à frontières libres
par la méthode de l’obstacle afin de déterminer la position exacte des zones de saturation du sol
et du ruissellement de la nappe sur le versant. Nous appellerons ce modèle OTM pour Obstacle
Type of Model.
Pour spécifier correctement les conditions aux bords, on considère le domaine Ω de frontière
∂Ω représenté sur la gauche de la figure 1.1. Soit n la normale extérieure au domaine. Une
pluie d’intensité i constante est considérée et on note la vitesse de pluie vr = −iez. La surface
o
ot
h!w" #r $ v!w" % 0; !1"
where h is the volumetric water content (dimensionless), w
the soil water pressure head (L) and v(w) the Darcy flow
velocity (L T&1) defined by
v!w" % &k!w"rH; !2"
where k is the hydraulic conductivity (L T&1), H = w + z the
total hydraulic head (L) and z the vertical coordinate (up-
wards). The Richards equation can be rewritten as
o
ot
h!w" % r $ k!w"rw# k!w"ez! "; !3"
where ez is the upward unit vector. The hydraulic conductiv-
ity is written in the form k(w) = kskr(w) where ks is the
hydraulic conductivity at saturation and kr(w) is the relative
hydraulic conductivity.
Eq. (3) requires the knowledge of the soil water retention
curve, w # h(w), and the relative hydraulic conductivity
function, w # kr(w). Accurate measurement of the soil
properties is generally tedious and costly. Consequently,
more or less empirical equations have been used to describe
the relations between water content, pressure and hydrau-
lic conductivity (Brooks and Corey, 1964; Mualem, 1976; van
Genuchten, 1980). The choice of one of these models can
have a sizeable impact on the flow dynamics especially near
saturation and, thus, substantially modify the position of
the water table (Cloke et al., 2003). Virtual hillslope exper-
iments must, therefore, be carefully assessed as far as their
sensitivity to model parameters is concerned. Moreover, the
broadly used van Genuchten Mualem model can cause
numerical instabilities near saturation for fine-textured
soils. To overcome this difficulty, Vogel et al. (2001) pro-
posed to introduce a minimum capillarity height, ws, in
the soil water retention curve. In this work, the van Genuch-
ten Mualem model (VGM model) and its mo ification pro-
posed in Vogel et al. (2001) are considered.
Boundary conditions
The pressure head w is chosen s t main unknown in
the Richards equation. To specify suitable boundary con-
ditions, we consider the two-dimensional domain X with
boundary oX sketched on the left panel of Fig. 1. Let n
be the outward normal vector. A constant rainfall inten-
sity i (L T&1) is considered; the rainfall velocity is
vr = &iez.
The upper surface of the computational domain, oXt, al-
lows for infiltration and exfiltration. The top boundary oXt is




t corresponds to the non-sat-
urated surface and oX#t to the saturated surface. The key
assumption made in the OTM is that the height of the over-
land flow as well as re-infiltration processes have a negligi-
ble impact on the water table dynamics. As a result, the
pressure head can be set to the atmospheric pressure on
oX#t , i.e., w = 0. Following our notation, the flux through
the top surface, v(w) Æ n, is locally negative if infiltration oc-
curs or positive if exfiltration occurs. The rainfall flux, vr Æ n,
is then negative. On the unsaturated area, the infiltration
flux is equal to the rainfall flux, and in the saturated area
the infiltration flux is smaller than or equal to the rainfall
flux.
Hence, the following holds:
w 6 0 and v!w" $ n % vr $ n on oX&t ;
w % 0 and v!w" $ n P vr $ n on oX#t .
!4"
The saturated surface oX#t can be further divided into:
• the partial infiltration zone in which vr Æ n 6 v(w) Æ n 6 0;
• the exfiltration zone in which v(w) Æ n > 0.
This splitting is illustrated in the right panel of Fig. 1. The
saturated zone oX#t extends from point B down to the toe of
the slope (point D). The exfiltration zone extends from point
C down to D.
For the bottom and left boundaries, an impermeable
layer is assumed, i. ., the condition v(w) Æ = 0 is imposed.
On the right boundary, oXr, two boundary conditions can be
considered: either a no-flow condition representing a sym-
metric configuration at the toe of the slope (henceforth re-
ferred to as BC1) or a specifi d total hydraulic head
accounting for the presence of a stream (henceforth re-

















Figure 1 (a) Schematic representation of the domain X. (b) Distribution along the top surface of typical pressure head, w (m)
(solid line), and normal velocity, v Æ n (m/h) (dashed line).
260 H. Beaugendre et al.
Figure 1.1 – Code RICHARDS ; a) Représentation schématique du domaine Ω. b) Distribution
typique le long de la surface extérieure de la pression d’eau, p (ligne solide), et de la vitesse
normale, v.n (en pointillés).
supérieure du domaine, ∂Ωt, permet l’infiltration et l’exfiltration. Ce bord supérieur est donc
divisé en deux ∂Ωt = ∂Ω−t ∪ ∂Ω+t où ∂Ω−t correspond à la zone non saturée et ∂Ω+t à la surface
saturée. L’hypothèse clef du modèle OTM est de négliger la hauteur d’eau du ruissellement en
cas d’exfiltration, dans ce cas les conditions au bord s’écrivent :
p ≤ 0 et v(p)·n = vr·n sur ∂Ω−t ,
p = 0 et v(p)·n ≥ vr·n sur ∂Ω+t .
(1.4)
La surface saturée ∂Ω+t peut à son tour être divisée en deux :
— la zone d’infiltration partielle dans laquelle vr·n ≤ v(p)·n ≤ 0 ;
— et la zone d’exfiltration pour laquelle v(p)·n > 0.
Le découpage est illustré sur la partie droite de la figure 1.1. La zone saturée ∂Ω+t s’étend du
point B au pied de la pente (point D). La zone d’exfiltration s’étend du point C au point D. En
bas et à gauche du domaine Ω, on considère un sol imperméable i.e., la condition v(p)·n = 0 est
imposée. A droite deux types de conditions sont étudiées : soit une condition de non-écoulement
(condition de symétrie BC1) soit une charge totale (écoulement libre dans un ruisseau BC2).
Algorithme de l’obstacle : OTM
Le point clef de ce travail est d’avoir mis au point un algorithme simple de résolution de l’OTM
qui se résume de la façon suivante. Soit, V∂Ω+t =
{
φ ∈ H1(Ω); φ = 0 sur ∂Ω+t
}
,
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On cherche donc ∂Ω+t ⊂ ∂Ωt et p ∈ V∂Ω+t tels que
(i) a∂Ω+t (p, φ) = 0 ∀φ ∈ V∂Ω+t ,
(ii) p ≤ 0 sur ∂Ω−t ,
(iii) v(p)·n ≥ vr·n sur ∂Ω+t .
(1.6)
Une solution approchée {∂Ω+t , p} du sytème (1.6) est recherchée en utilisant un schéma de point
fixe itératif de la manière suivante :
1. choisir un découpage initial ∂Ω+t ;
2. résolution du problème (i) ;
3. vérifier si (ii) et (iii) sont satisfaites ;
4. si (ii) est satisfaite et pas (iii), bouger ∂Ω+t d’une cellule (ou plus) vers le bas de la pente ;
retourner à l’étape 2 ;
5. si (iii) est satisfaite et pas (ii), bouger ∂Ω+t d’une cellule (ou plus) vers le haut ; retourner
à l’étape 2 ;
6. si (ii) et (iii) sont satisfaites, la paire {∂Ω+t , p} est la solution désirée.
Dans cet algorithme, les points de la surface du sol où les conditions de saturation sont rencontrées
sont déterminés de manière itérative et la frontière entre ∂Ω+t et ∂Ω
−
t coïncide toujours avec un
point du maillage. Rien n’empêche l’utilisation de l’OTM et de l’algorithme précédent dans le
cas où il existe plusieurs points d’affleurement de la nappe.
Beaucoup de méthodes numériques peuvent être utilisées pour la résolution du problème (i) de
l’étape 2. Nous avons dicrétisé l’équation de Richards en utilisant le schéma d’éléments finis
P 1 sur des maillages non structurés. Les équations discrétisées sont non linéaires à cause des
propriétés hydrauliques du sol. Ces équations sont résolues en utilisant une méthode de Newton.
Le critère de convergence est basée sur la norme L2 de l’incrément de la solution. Pour les
résultats présentés dans Beaugendre et al., 2006 [10] et ceux repris ici une tolérance de 10−7 est
utilisée pour la méthode de Newton et 10−8 pour la résolution du système linéaire pour chaque
itération de Newton.
Grâce au principe du maximum, les deux conditions (ii) et (iii) ne peuvent pas être violées simul-
tanément. Cependant, en pratique numériquement ça peut arriver. Dans ce cas nous considérons
encore que la nappe d’eau a été correctement positionnée. Avec ce critère de convergence affaibli,
la position finale de la nappe d’eau va dépendre si la position de convergence de ∂Ω+t a été
approchée par le haut ou par le bas. Les deux valeurs donnent les limites hautes et basses de la
position de la nappe et ne diffère que de une ou deux cellules de maillage au plus.
OTM instationnaire
On peut facilement modifier cet algorithme pour la résolution de l’OTM en régime non sta-
tionnaire. L’OTM instationnaire est résolu en utilisant un schéma d’Euler implicite avec un
pas de temps adaptatif. Pour un pas de temps k ≥ 0, étant donné, (∂Ω+t )
k et pk, on cherche
(∂Ω+t )




k+1, φ) = 0 ∀φ ∈ V(∂Ω+t )k+1 ,
(ii) pk+1 ≤ 0 sur (∂Ω−t )k+1 ,















(pk+1, φ) . (1.8)
Ce problème est résolu en utilisant le même algorithme itératif que le cas stationnaire. Dans
l’étape 1, le choix initial est (∂Ω+t )k+1 = (∂Ω
+
t )
k. Notons que pour le cas instationnaire, le
problème (i) est bien posé même si la nappe n’a pas atteint la surface du sol.
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1.2 Versant virtuel, résultats numériques
1.2.1 Définitions préliminaires
La fraction saturée du sol
Soit L la longueur de la pente et Ls la portion de la pente saturée. Le ratio Ls/L est défini
comme la fraction saturée du sol.
Flux d’infiltration, flux d’exfiltration et flux de ruissellement
Notons Qrain = iL(ez·n) le flux lié à l’intensité de pluie. On définit par Qin le flux d’infiltration
dans le sol et par Qnot in le flux de "ruissellement direct", c’est à dire l’eau qui ne pénètre jamais
dans le sol. Alors,
Qrain = Qin +Qnot in . (1.9)
Le flux d’exfiltration Qexf correspond au flux d’exfiltration à la surface du sol (frontière supérieure
du domaine) Qexf|∂Ωt plus le flux d’exfiltration dans le ruisseau si il existe Qexf|∂Ωr (flux à travers
la surface droite si les conditions le permettent).
Qexf = Qexf|∂Ωt +Qexf|∂Ωr . (1.10)
Le flux de ruissellementQrunoff est défini comme le flux d’exfiltration plus le flux de "ruissellement
direct" Ainsi
Qrunoff = Qexf +Qnot in = Qexf +Qrain −Qin . (1.11)
Pour évaluer les flux d’infiltration et d’exfiltration à un temps donné, nous utilisons l’approche
suivante basée sur les fonctions tests. C’est la méthode naturelle pour exprimer la conservation
de la masse lorsque des éléments finis continus sont utilisés. Pour simplifier, on considère qu’il
n’y a pas d’écoulement à droite, figure 1.1. La frontière supérieure, ∂Ωt, est divisée en 2 régions
une région d’exfiltration ∂Ωex, où v(p)·n > 0, et une région d’infiltration, ∂Ωin, où v(p)·n ≤ 0.
Soient ϕ1 et ϕ2 deux fonctions linéaires continues par morceaux définies sur ∂Ωt telles que ϕ1 = 1
(respectivement ϕ2 = 1) pour tous les noeuds du maillage sur ∂Ωex (respectivement sur ∂Ωin).
Alors, il existe 2 fonctions linéaires continues par morceaux définies sur tout le domaine, φ1 et
φ2, telles que : φ1|∂Ωt = ϕ1, φ2|∂Ωt = ϕ2, et φ1 + φ2 = 1 sur Ω. Pour un pas de temps donné







































A l’équilibre, Qin = Qexf et, donc, Qrunoff = Qrain. Le temps pour atteindre l’équilibre, Te, est
défini comme le plus petit temps pour lequel |Qin −Qexf | ≤ 5× 10−3Qin.
Modèle VGM (Van Genuchten Mualem) et VGM modifié
Posons n > 1 et α les paramètres de sol de van Genuchten, on définit m = 1− 1/n. En utilisant
le paramètre additionnel ps < 0, le modèle VGM modifié [23] est défini par
θ̃(p) =
{
β (1 + (−αp)n)−m , p < ps ,
1 , p ≥ ps ,
(1.14)
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Texture θr (-) θs (-) α (1/m) n (-) ks (m/h)
Sand OW 0.069 0.435 0.326 3.9 5.0
Sand 1 0.045 0.430 14.5 2.68 0.297
Sand 2 0.05 0.5 3.7 5 0.1
YLC 0.23 0.55 3.6 1.9 0.018
SCL 0.1 0.41 1.9 1.31 0.0026
Tableau 1.1 – Paramètres VGM des différents sols utilisés dans les simulations.




β = (1 + (−αps)n)m de manière à ce que θ̃(ps) = 1. θr et θs font partie des paramètres VGM du
sol. Nous posons K(p) = kskr(p) où la conductivité hydraulique relative est définie comme une

















)m]2 , ψ < ps ,
1 , p ≥ ps .
(1.15)
Le paramètre ps est interprété comme la hauteur minimale de capillarité [23]. Les équations (1.14)
et (1.15) redonnent le modèle VGM original lorsque ps = 0.
1.2.2 Problème métrique
Le domaine sélectionné pour cette étude est représenté, Figure 1.2 ; il correspond à la configu-
ration choisie par Abdul et Gillham [5]. Les dimensions du domaine sont 1.4 m en longueur et
une hauteur variant entre 1 m et 0.8 m. Pour la condition de bord à droite, nous supposons
une couche imperméable (BC1). La condition initiale est une nappe d’eau localisée à 0.7 m et
un profil de pression hydrostatique pour p. Les simulations sont réalisées avec une intensité de
pluie constante pendant un temps supérieur au temps nécessaire pour atteindre l’équilibre. Après
quelques réflexions concernant le raffinement de maillage nous analysons l’influence de l’intensité
de pluie sur les prédictions du modèle pour le sol YLC et nous étudions l’influence des para-












Figure 1.2 – Gémoétrie d’Abdul et Gillham.
Etude préliminaire sur les maillages
Nous considérons le sol YLC soumis à une intensité de pluie constante i/ks = 10%. Les résultats
obtenus sur deux maillages sont comparés. Le maillage de référence, Mesh 1, est un maillage non
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structuré constitué de 4083 noeuds et 7903 triangles : l’espacement des noeuds est uniforme et
égale à 1 cm sur la frontière supérieure du domaine (142 noeuds sont situés sur cette frontière)
et 5 cm sur la frontière inférieure du domaine. Pour tester le raffinement de maillage local, un
nouveau maillage, Mesh 1*, est produit à partir du maillage Mesh 1, en imposant un espacement
de noeud de 0.5 cm autour de la position d’équilibre de la nappe obtenue avec Mesh 1. Mesh 1*
contient 7429 noeuds et 14474 triangles (240 noeuds sur la frontière supérieure). Les solutions
d’équilibre obtenues sur les deux maillages s’accordent parfaitement avec une erreur relative de
moins de 1%, voir tableau 1.2. Comme le raffinement local améliore la solution que marginalement
pour ces simulations, des maillages quasi-uniformes sont utilisés dans le reste de ce travail. D’autre
part, pour tester l’influence de maillages plus grossiers, une série de maillages (Mesh 2, Mesh
3 et Mesh 4) sont produits en diminuant le nombre de noeuds sur la frontière supérieure du
domaine. Les résultats sont rassemblés dans le tableau 1.2, et indiquent que le ratio Ls/L n’est
que légèrement affecté par le raffinement de maillage, le temps d’équilibre lui est plus sensible à
la qualité du maillage. Pour la suite des tests réalisés sur cette géométrie le maillage de référence,
Mesh 1, est utilisé.
Te (h) Ls/L (%) Nodes on the top surface
Mesh 1* 4.15 60.14 240
Mesh 1 4.18 60.28 142
Mesh 2 4.11 59.15 71
Mesh 3 4.33 60.00 35
Mesh 4 4.81 61.11 18
Tableau 1.2 – Influence du maillage sur les prédictions du modèle à l’équilibre.
Influence de l’intensité de pluie
Nous considérons le sol YLC soumis à quatre intensités de pluie différentes telles i/ks = 2%,
5%, 10% et 15%. La figure 1.3a trace l’évolution de la fraction saturée du sol pour les quatre
intensités de pluie. Comme attendu, la fraction saturée augmente avec l’intensité de pluie. La
non linéarité de la réponse temporelle du sol est liée aux fonctions hydrauliques du sol et, en
particulier, au fait que pour YLC la conductivité hydraulique relative croît rapidement avec la
charge hydraulique p proche de la saturation. La figure 1.3b trace l’évolution en temps du flux
exfiltration normalisé par l’intensité de pluie. Nous remarquons qu’il est impossible a priori de
classer de façon monotone les flux d’exfiltration en tous temps en fonction de l’intensité de pluie.








































Figure 1.3 – (a) Evolution en temps de la fraction saturée du sol pour quatre intensités de pluie
avec le sol YLC. (b) Evolution en temps du flux d’exfiltration relatif pour quatre intensités de
pluie différentes avec le sol YLC.
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Influence des fonctions hydrauliques du sol
L’évolution en temps de la position de la nappe est étudiée pour les sols SCL, YLC et Sand 2. La
conductivité hydraulique relative des sols, et la capacité en eau des sols C(p) = dθ/dp sont tracés
figure 1.4 pour le modèle VGM original. Les simulations sont réalisées avec une intensité de pluie
constante telle que i/ks = 10% pour chaque sol. Le tableau 1.3 collecte les temps d’équilibre
pour les trois sols. Sand 2 a la réponse la plus rapide et SCL la plus lente. Le paramètre qui
exerce le plus d’influence sur le temps d’équilibre est la conductivité hydraulique à l’équilibre ks.
Comme le ratio, i/ks, est gardé constant , l’intensité de pluie augmente avec ks et donc moins
de temps est nécessaire pour remplir le domaine. Les autres paramètres, comme, (θs − θr), n, et
α, influencent également le temps d’équilibre mais de manière moins importante. Une étude plus
poussée devrait inclure une analyse de sensibilité des paramètres pour connaître l’importance






































Figure 1.4 – (a) conductivité hydraulique relative kr(p) and (b) capacité en eau C(p) pour SCL,
YLC, et Sand 2 modèle VGM original.
SCL YLC Sand 2
Te (h) 10.89 4.18 0.58
Tableau 1.3 – Temps d’équilibre pour les 3 sols, modèle VGM original.
La figure 1.5a présente l’évolution en temps de la fraction saturée du sol. La forme des trois
courbes est une conséquence des fonctions hydrauliques des trois sols considérés. A l’équilibre,
la figure 1.5b montre une distribution très différente de la saturation effective (ou teneur en eau
effective), avant saturation, des trois sols le long de la surface du sol (frontière (AD) figure1.1),
bien que la fraction saturée du sol soit très proche pour les trois sols. Cette fraction saturée
est en effet contrôlée par l’intensité de pluie pour des raisons de conservation de la masse. La
valeur du paramètre n semble contrôler la forme de la courbe. Par exemple, une modification de
ce seul paramètre (en le mettant à 5 pour YLC) nous donne une réponse similaire au sol Sand
2, pour lequel n = 5. Comme représenté sur le schéma de la figure 1.1b (non à l’échelle), seul
une partie de la surface saturée (de C à D) contribue à l’exfiltration, la zone saturée de B à C
pouvant permettre encore de l’infiltration. Dans ce cas, à l’équilibre, la zone d’exfiltration (CD)
est indépendante de la nature du sol et représente environ 70% de la longueur saturée Ls. La
figure montrant l’évolution en temps de la longueur d’exfiltration (CD/L) pour les trois sols est
similaires à la figure 1.5a et n’est pas présentée. L’évolution en temps des flux relatifs d’exfiltration
et de ruissellement relatifs pour les trois sols est présentée figure 1.5c. Pour chacun des sols, la
dynamique d’exfiltration est similaire à celle de la position de la nappe. D’autre part, à l’équilibre,
l’exfiltration représente 45.9% du ruissellement et le "ruissellement directe" 54.1%. La figure
1.5d montre l’évolution en temps du ratio entre le flux d’exfiltration et le flux de ruissellement
pour les trois sols. La valeur de ce ratio est globalement identique pour les trois sols : dès que


























































































Figure 1.5 – Modèle VGM original. (a) Evolution en temps de la fraction saturée du sol pour
SCL, YLC, et Sand 2. (b) Distribution de la saturation effective le long de surface du sol (frontière
AD) pour les trois sols. (c) Evolution en temps des flux relatifs d’exfiltration et de ruissellement
pour les trois sols. (d) Evolution en temps du ratio entre le flux d’exfiltration et le flux de
ruissellement pour les trois sols.
commence le ruissellement, le ratio atteint une valeur entre 40% et 50% et ne varie plus beaucoup
jusqu’à ce que l’équilibre soit atteint. La différence entre les courbes résulte d’une apparition
plus précoce du ruissellement (et donc d’exfiltration) pour les sols à texture grossière. Les sols à
texture fine atteignent leur valeur maximale beaucoup plus rapidement après le commencement
du ruissellement ; cette valeur décroît ensuite doucement vers la valeur d’équilibre. Ceci diffère
du comportement du sol Sand 2 pour lequel le ratio d’exfiltration augmente doucement vers une
valeur maximale qui est atteinte juste avant l’équilibre. Ce type de comportement est lié à la
forme des fonctions hydrauliques du sol.
1.2.3 Problème hectométrique
La géométrie étudiée par Ogden et Watts, 2000 [7] est schématisée figure 1.6. Une condition
frontière de flux nul est imposée à gauche et en bas du domaine, représentant une couche imper-
méable. La condition initiale correspond à une nappe d’eau horizontale localisée au pied de la
pente et un profil de pression hydrostatique pour la charge hydraulique. Le sol considéré est le sol
Sand OW (tableau 1.2.2) pour faciliter les comparaisons avec les résultats de [7]. Les simulations
sont effectuées avec une intensité de pluie constante i = 30 mm/h (i/ks = 0.6%).
Les effets de la géométrie du versant sur les prédictions du modèle sont étudiées. L’angle de la
pente So de la surface du versant est toujours fixée à 10%, alors que la profondeur jusqu’à la
couche imperméable, D, et la longueur de la pente, L, varient. Trois géométries sont étudiées :











Figure 1.6 – Géométrie d’Ogden and Watts (pas à l’échelle).
Géométrie 1 (L = 50 m, D = 1 m), Géométrie 2 (L = 50 m, D = 2 m), and Géométrie 3
(L = 30 m, D = 1 m). Une condition au bord de charge hydraulique constante, représentant un






































Figure 1.7 – (a) Evolution en temps de la fraction saturée du sol et (b) du flux relatif d’exfil-
tration pour les trois géométries.
La figure 1.7 représente la réponse dynamique du versant pour les trois géométries. Le maillage
contient 11996 éléments pour la Géométrie 1, 14877 éléments pour la Géométrie 2, et 7196 élé-
ments pour la Géométrie 3. A l’équilibre, Ogden et Watts [7] ont dérivé une expression simple
pour évaluer la fraction saturée du sol basée sur l’hypothèse que le gradient hydraulique est égal






Nos résultats, tableau 1.4, sont en accord avec la formule, ce qui indique qu’à l’équilibre, le champs
de vecteur vitesse est majoritairement tangent à la surface du sol. Comme à droite la condition
Géométrie 1 Géométrie 2 Géométrie 3
Te (h) 5.98 11.97 1.43
Ls/L (%) 67.3 34.7 45.6
1− DksSo
iL
(%) 66.7 33.3 44.4
Tableau 1.4 – Temps d’équilibre et fraction saturée du sol prédite numériquement ou par la
formule empirique d’Ogden and Watts.
BC2 est imposée (écoulement libre dans un ruisseau), le flux d’exfiltration a lieu essentiellement
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au travers de la surface de droite et est proportionnelle à D ; par exemple Qexf est deux fois plus
grand lorsque l’on double D. Le temps pour atteindre l’équilibre naturellement augmente avec


























































Figure 1.8 – Effet de la condition de bord sur l’evolution en temps de (a) la fraction saturée du
sol, (b) du flux relatif d’exfiltration, et (c) du flux relatif de ruissellement.
La figure 1.8 compare les deux conditions aux bords (BC1 et BC2) pour la Géométrie 1. A cette
échelle l’impact de la condition limite est négligeable. Les différences entre les deux solutions sont
localisées au pied de la pente (proche du ruisseau) et la condition de bord change localement la
nature des processus d’exfiltration : au travers de la surface du sol pour BC1 et directement dans
le ruisseau pour BC2.
Comme on peut le voir sur la figure 1.9a, la conductivité hydraulique relative du sol Sand OW
décroît très lentement en comparaison avec celle de YLC ou Sand 1. Avec ce type de sol et la
condition initiale utilisée, une solution numérique peut être obtenue sur un maillage de taille
raisonnable (espacement des mailles autours de 0.5 m). Le choix d’un autre type de sol, comme
YLC par exemple, nécessite un maillage beaucoup plus fin avec les mêmes conditions initiales. En
effet, la très basse conductivité hydraulique relative du sol dans la partie gauche de la géométrie
crée un front d’infiltration dirigé vers le bas. Pour calculer une solution stationnaire avec YLC,
sans temps de calcul excessif, la condition initiale illustrée sur la figure 1.9b est utilisée. Les
figures 1.9c and 1.9d présentent, respectivement, l’évolution en temps de la fraction saturée
du sol et les flux relatifs d’infiltration et d’exfiltration pour YLC avec une intensité de pluie
i/ks = 10% et la Géométrie 1. Le flux relatif d’exfiltration est en accord avec la formule dérivée














































































Figure 1.9 – (a) Conductivité hydraulique relative de Sand 1, YLC, et Sand OW. (b) Position
de nappe initiale (pas à l’échelle) pour YLC. Evolution en temps de (c) la fraction saturée du
sol pour YLC et (d) des flux relatifs d’infiltration et d’exfiltration.
1.3 Comparaison avec le modèle CSOFM
Dans ce paragraphe, nous allons comparer, nos résultats obtenus avec le modèle de l’obstacle
(OTM Obstacle Type Model) avec les résultats d’un code de couplage écoulement sous-terrain
/ écoulement de surface (CSOFM Coupled Subsurface/Overland Flow Model). CSOFM est un
code de calcul dans lequel le ruissellement de surface est gouverné par des équations en eau peu
profonde pour lesquelles on a fait une hypothèse d’onde diffusante, voir [10] pour les détails de
la formulation utilisée.
Problème à l’échelle métrique
On reprend ici la configuration du problème à l’échelle métrique. La dynamique de la nappe
d’eau souterraine est étudiée pour le sol Sand 1 en utilisant les conditions aux bords BC1 et
BC2 pour la frontière droite du domaine. Pour ce cas test numérique et les suivants le coefficient
de rugosité de Strickler (intervenant dans la formulation du modèle CSOFM) KS est imposé à
10 m−1/3s−1. La géométrie est celle décrite dans le paragraphe 1.2.2. La condition initiale est une
nappe horizontale localisée à 0.8 m (le pied de la pente) et un profil de pression hydrostatique.
Les figures 1.10 et 1.11 représentent l’évolution en temps de la fraction saturée et des flux relatifs
d’infiltration et d’exfiltration. Les modèles OTM et CSOFM donnent des résultats similaires pour
les deux types de conditions. Les deux modèles prédisent une hauteur finale de la nappe d’eau
inférieure avec BC2 qu’avec BC1. Ceci est lié au fait qu’avec BC1 et BC2 le champ de vecteurs
vitesses est différent proche de la frontière droite : avec BC2, les vecteurs vitesse dans la zone
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saturée sont presque tangents à la surface et donc la majorité de l’exfiltration se passe à travers
la frontière droite.
La figure 1.11c présente l’évolution en temps du flux relatif de ruissellement pour les deux mo-
dèles et les deux conditions aux bords. A cette échelle, la condition de bord affecte clairement




















Figure 1.10 – Comparaison des prédictions de l’évolution en temps de la fraction saturée du
sol pour les modèles OTM et CSOFM à l’échelle métrique avec le sol Sand 1 et les conditions de





























































Figure 1.11 – Sand 1 : comparaison des modèles OTM et CSOFM pour les flux relatifs d’infil-
tration et d’exfiltration en utilisant les conditions de bords (a) BC1 ou (b) BC2. (c) Comparaison
des modèles OTM et CSOFM pour le flux relatif de ruissellement obtenu avec BC1 et BC2.
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Problème à l’échelle hectométrique
Nous considérons ici la géométrie d’Ogden et Watts décrite dans le paragraphe 1.2.3. La condition
initiale est une nappe d’eau horizontale localisée au pied de la pente et un profil de pression
hydrostatique. Les simulations sont réalisées en imposant une intensité de pluie constante i =
30 mm/h, et la condition de bord BC2 est utilisée sur la frontière droite. La figure 1.12 compare
les résultats obtenus avec les deux modèles sur la Géométrie 1. Sous ces conditions, les deux
modèles prédisent des résultats similaires avec une légère différence dans la prédiction des flux
d’exfiltration à l’équilibre. Ceci est lié au fait que la pression ou charge hydraulique p prenne
des valeurs légèrement plus élevées le long de la frontière supérieure lorsqu’elle est calculée par
le modèle CSOFM, sa dérivée normale est plus grande également, et donc, le flux d’exfiltration


































Figure 1.12 – Echelle hectométrique, comparaison des deux modèles avec la condition de bord
BC2. Evolution en temps de (a) la fraction saturée du sol et (b) des flux relatifs d’exfiltration.
1.4 Conclusion
Ce travail a été initié en collaboration avec Alexandre Ern lors de mon expérience post-doctorale
au CERMICS de l’Ecole Nationale des Ponts et Chaussées (ENPC). Il a été financé par l’Inria
via l’ARC DYNAS. Grâce à ce projet j’ai pu collaborer avec l’Inria Rocquencourt et le projet
ESTIME ; Le CEREVE de l’ENPC et le CEMAGREF d’Antony. Je vous ai présenté un modèle
de simulation numérique du versant et du ruissellement de surface induit par les mouvements
de la nappe d’eau souterraine. Une des contributions majeures de ce travail a été la formulation
des conditions de bords sur la partie supérieure (en surface) du versant. Dans la littérature,
les conditions aux bords en surface n’étaient pas à notre connaissance formalisées de manière
précise et étaient appliquées directement au niveau discret. Dans ce travail, le problème de
la frontière libre, issu de la position du point d’affleurement de la nappe, est résolu par une
formulation inspirée du problème de l’obstacle, ce qui permet l’obtention d’une solution plus
précise et améliore la robustesse du code de calcul. Ce travail a abouti à la rédaction d’un article
de journal [10] et de nombreux proceedings avec comité de lecture international [25, 26, 27].
Il a également conduit au développement du code éléments finis RICHARDS avec lequel les
simulations numériques présentées ci-dessus ont été réalisées. Dans les deux prochains chapitres,
nous allons voir les évolutions que j’ai choisies pour le code RICHARDS qui ont permis de
nouvelles collaborations et de nouveaux axes de recherche. Dans le chapitre 2, ces évolutions
concernent la modification du code pour tenir compte du forçage de la marée et le couplage de
l’équation de Richards avec la résolution d’équations de type advection-diffusion-réaction résolues
par éléments finis stablisés. Dans le chapitre 3, la mise en place d’un schéma boîte de résolution
de l’équation de Richards, a permis l’obtention d’un champ de vitesse à divergence nulle. Ce
champ de vitesse est utilisé pour calculer les lignes de courant de l’écoulement et proposer une
approche particulaire pour la simulation du transport de polluants.
Chapitre 2
Les processus biogéochimiques
transitoires de la zone intertidale
La zone intertidale, à l’interface entre continent et océan, est un lieu de transformation de la ma-
tière biogénique via des processus transitoires. Les sédiments perméables des zones côtières sont
soumis à une pression anthropique grandissante. Paradoxalement, leur réponse à cette pression
est très mal connue en raison de la complexité des processus transitoires physiques, biologiques
et géochimiques qui s’y déroulent : ces sédiments sont soumis à des forçages externes cycliques
(marées, jour-nuit et saisonnier) qui impriment leur rythme à des échelles de temps différentes mo-
difiant corrélativement l’intensité et la nature des flux d’échange aux interfaces sédiments–océan.
Par exemple dans les sédiments perméables non remaniés, l’advection générée par les gradients
de charge hydraulique générés par certains de ces forçages constitue le processus de transport
dominant. Dans ces sédiments, le concept de zonation verticale des réactions diagénétiques tel
qu’il est généralement admis (Froelich et al., 1979 [28]) ne s’applique pas (Anschutz et al., 2000
[29] ; Deflandre et al., 2002 [30] ; Emerson et Hedges, 2003 [31]). Or la parfaite compréhension
des processus biogéochimiques et physiques affectant les sédiments superficiels intertidaux est
essentielle à la quantification des flux benthiques vers l’océan.
Les questions scientifiques posées dans le cadre de la thèse de Romain Chassagne concernent la
quantification des échanges de nutriments entre les sables des plages et l’océan en se focalisant sur
l’acide silicique et les composés dissous impliqués dans la dégradation de la matière organique. Il
s’agit dans un premier temps d’estimer les flux d’échange d’acide silicique entre les sédiments des
plages et l’océan dont la caractérisation est essentielle à la compréhension du cycle biogéochimique
de la silice. La deuxième question concerne les espèces dissoutes impliquées dans la dégradation
de la matière organique. Quelle importance jouent ces processus de dégradation dans les sables
des plages soumis à un intense forçage tidal ? La troisième question s’intéresse au bilan quantitatif
des échanges en azote et phosphore entre la zone côtière et l’eau de mer sur l’ensemble du littoral
Atlantique. Quel est l’impact des eaux souterraines plus ou moins anthropisées sur ce bilan ? La
réponse à ces questions fait appel à la fois à des mesures pertinentes sur le terrain, réalisée par
le laboratoire EPOC (ANR PROTIDAL et projet MOBISEA, 2008-2011) et au développement
d’un modèle original dédié. Ce modèle, le choix de la méthode numérique pour le résoudre et le
co-encadrement de la thèse de Romain Chassagne correspondent à ma contribution dans cette
collaboration. Les sites ateliers sur lesquels repose cette étude sont les plages de Wimereux
(Manche orientale) et du Truc Vert (Littoral girondin, nord du Cap Ferret, figure 2.1).
2.1 Modèle hydrodynamique
Dans le cas d’écosystèmes très complexes comme celui des sédiments perméables intertidaux
variablement saturés, la modélisation couplée à des études de terrain forcément ciblées représente
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Partie I.C : Présentation du site d’étude 
 
Le littoral aquitain est une côte sableuse longue d’environ 240 km, comprise 
entre l’embouchure de la Gironde et celle de l’Adour et seulement interrompue 
par les passes du Bassin d’Arcachon, système complexe de chenaux et de bancs 
de sable (Cayocca, 2001). Bordé par de hautes dunes d’origine éolienne, le littoral 
aquitain est majoritairement constitué de plages sableuses à double barre 
soumises à de fortes conditions hydrodynamiques (Castelle et al., 2007). 
Située à environ 10 km au nord de la pointe sableuse du Cap Ferret (Fig.3), la 
plage du Truc Vert est représentative de ces plages battues et est préservée des 
perturbations anthropiques en raison de conditions d’accès limitées.  
 
Figure 3 : Localisation et photographie de la plage du Truc Vert. 
 
Le sédiment constituant la zone intertidale de la plage du Truc Vert est composé 
de sables siliceux moyens à grossiers, avec une granulométrie moyenne allant de 
300 à 400 µm (Pedreros et al., 1996).  
La marée, de type semi-diurne, est caractérisée par un régime meso à macrotidal, 
avec un marnage moyen de 3,2 m pouvant atteindre les 5 m pendant les marées 
de vives-eaux. La houle, en provenance majoritairement de l’ouest ou du nord-
ouest, est caractérisée par une fréquence moyenne de 8 s et une amplitude 
moyenne de 1,5 m pouvant atteindre des valeurs supérieures à 10 m pendant les 
tempêtes hivernales (Butel et al., 2002). Cette houle est très énergétique et induit 
l’existence d’une dérive littorale importante, orientée vers le sud et déplaçant 
environ 700 000 m3 de sédiment par an à l’échelle de la plage (Michel and Howa, 
1994).  
La plage du Truc Vert est également caractérisée par la présence d’un système de 
barre-baïne plus ou moins développé en fonction des conditions hydrodynamiques 
Figur 2.1 – Loc lisation t photographie de la plage du Truc Vert [32]
	  
effet pour le cas d’une plage sableuse pentée, la zone de drainage est située entre le point de sortie
de l’eau de la nappe et le niveau de la marée.
Figure III.2 : Agrandissement de la pente de la plage au niveau de la zone de drainage lors de la
marée descendante.
Algorithme détaillé de l’évolution de la zone de drainage
Dans les systèmes qui ont pour forçage physique une condition de marée, la description de la
variation de la condition frontière doit être décrite correctement. En effet la création de la zone de
drainage est un des points essentiels d’un modèle variablement saturé. Nous proposons ici d’entrer
dans les détails de l’élaboration d’une telle condition.
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Figure 2.2 – (a) Schéma du modèle hydrodynamique et conditions aux limites. (b) Zoom sur la
zone de drainage.
un outil très pertinent permettant la quantification des flux biogéniques vers l’océan. Le modèle
développé dans la thèse de Romain Chassagne (Chassagne et al., 2012 [33]) est une adaptation
du modèle du chapitre précédent, Beaugendre et al. [10], initialement développé dans le but de
rendre compte de la percolation d’une nappe aquifère en relation avec des variations du régime
pluviométrique. Le modèle consiste à représenter une section de plage, figure 2.2a, dont le sol est
constitué de sable perméable. Le forçage extérieur du système est essentiellement lié à la marée.
Les transferts de masse de haute fréquence liés aux vagues ne sont pas pris en compte. Deux
zones sont considérés dans le sol, la zone saturée au dessous de la nappe aquifère et la zone non
saturée au dessus. L’intersection de la nappe d’eau avec la surface de la plage est défini comme
le point de sortie. L’intersection de l’océan avec la plage est appelée niveau de la marée comme
l’illustre la figure 2.2b. Le point de sortie et le niveau de la marée peuvent potentiellement ne
pas coïncider, en effet la marée est un phénomène plus rapide que le drainage du sol. Cette
condition au bord particulière doit être modélisée avec précision. La zone entre le point de sortie
et le niveau de la marée (segment CD de la figure 2.2a) est appelée zone de drainage. Pour notre
étude, les échanges d’eau provenant du continent ne sont pas pris en compte. La géométrie choisie
et les hypothèses de modélisation adaptées sont typiques de la plage du Truc Vert. L’écoulement
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dans le sol est une nouvelle fois gouverné par l’équation de Richards que nous rappelons ici
∂
∂t
θ(h) = ∇ · (K(h)∇(h) +K(h)ez) (2.1)
avec θ(h) la teneur en eau du sol (sans dimension), K(h) la conductivité hydraulique du sol
(mh−1), h la charge hydraulique en mètres de colonne d’eau (m) et ez le vecteur unitaire dirigé
vers le haut. On rappelle que la charge hydraulique h est l’inconnue principale de l’équation, et
on définit la vitesse de Darcy par
v(h) = −K(h)∇(h+ z) . (2.2)
Le système reproduit la géométrie d’une plage sableuse sous la forme simplifiée de la figure 2.2a.
Les conditions aux limites sont les suivantes : une condition de flux nul v(h) · n = 0, où n est la
normale unitaire extérieure au domaine, sur les frontières AB, GF et EF. Les effets de la pluie et
de l’évapo-transpiration sur le versant ne sont pas pris en compte. Pour la partie continentale du
versant (GA), on impose une condition de Dirichlet c’est à dire une charge hydraulique constante
(h+ z = Hl). La surface de la plage (BE) est divisée en trois zones : la zone non saturée (BC),
la zone de drainage (CD) et la zone située sous le niveau de la marée (DE). Une condition de
Neumann, flux nul, est imposée sur BC. Le long de la zone de drainage, il peut y avoir des flux
d’exfiltration et/ou de ruissellement, cette zone est caractérisée par une charge hydraulique nulle
h = 0 (à cet endroit la pression est en effet la pression atmosphérique). L’étendue de cette zone
de drainage est une inconnue du problème et doit être résolue à chaque pas de temps. Le long de
DE, la condition limite est imposée par la marée (condition de Dirichlet h+ z = Hm), le niveau
de la mer évolue de manière sinusoïdale autour d’une hauteur moyenne hm avec une amplitude
Aw suivant une période de 12 heures. Le niveau de la mer évolue entraînant corrélativement
l’évolution en temps de la position de la nappe souterraine, du point de sortie de celle-ci (C)
et de la condition Hm le long de DE. La condition initiale correspond à la solution stationnaire
obtenue dans une situation sans marnage, c’est à dire avec une hauteur de marée fixée à la
hauteur moyenne et une condition de Dirichlet constante h+ z = hm + z. Comme la position de
la nappe dans le système n’est a priori pas contrainte, la détermination de son point de sortie
C est calculée selon l’algorithme OTM présenté dans le chapitre précédent modifié pour tenir
compte du forçage de la marée.
unknown, its intersection with the seaward surface leads to an
unsteady obstacle type problem solved using the implicit Euler
scheme (Beaugendre et al., 2006). The finite element code used to
solve the Richards equation was developed by Beaugendre et al.
(2006), subspace used is P1. This code was modified to account for
both the beach geometry and the tidal boundary condition.
2.2.1. Algorithm of drainage zone
The description of the drainage zone is the most sensitive and
important point for describing unsaturated model and must be
describe properly.
We focus on the boundary of the domain corresponding to the
beach slope, zone [BE] in Fig. 6. The location of point D is
determined by the tidal function. The [BD] segment is divided
in two sub domains, the submarine zone [CD]¼qpþ and the
emerge zone [BC]¼qp# . We note v(h).n, the outward or inward
flow into the domain. If that flow is negative, then there is
infiltration, if it is positive then exfiltration occurs. The point C
on the slope is a priori unknown, it moves in time and constitutes
a free boundary problem. To find the location of this point, we use
a fixed-point iterative scheme based on two inequalities describ-
ing the @pþ and @p# zones:
(a) In the unsaturated zone @p#, we have hr0 and vðhÞ:n¼ 0, and
so no flow (inward or outward).
(b) In the saturated zone, @pþ , we have vðhÞ:nZ0 andh¼ 0, the
flow is outward or null.
Th algorithm describing the computation of the drainage
zone is:
(0) Point D is fixed by the tide.
(1) Set an initial location for C point.
(2) Solve Richards equation.
(3) Check if:
(a) is satisfied but not (b), then we move down the point D
and return in (2)
(b) is satisfied but not (a), then we move up the point D and
return in (2)
(a) and (b) are satisfied, then C is well-located. The couple
{C,h} is the right solution.
For each ti e step we start again the process from (0) to (3).
2.3. Modeling silicic acid concentration
Silicic acid (H4SiO4) results from the dissolution of particulate
silica (SiO2) present in the sediment as lithogenic or biogenic
silica. In the sand beach of the Truc Vert, most of the particulate
silica comes from the continent as lithogenic silica. We assume
that this is the case for the simulated beach. The conservation
equation of silicic acid into sediment is usually described by
y@tSi#r:ðDyrSiÞþvty:rSi¼ KbðCsat#CÞ ð4Þ
where vt ¼ v=y is the actual velocity of the pore water. v is
defined by Eq. (1)). C (mmol m#3) is the total silicic acid
concentration defined by C¼Siy(h) where Si is the silicic acid
concentration in the pore water. D defines the dispersion coeffi-
cient defined by D¼DmechþDmol. Dmech is the coefficient of
mechanical dispersion and Dmol is the effective molecular diffu-
sion coefficient corrected for tortuosity (Boudreau, 1997). For
simplicity, we supposed that Dmech value is isotropic and related
to the mean velocity (Bear, 1972). The mechanical dispersion
coefficient could be expressed as a tensor which accounts for the
dispersion along the longitudinal and transversal directions (e.g.,
Meysman et al., 2007). This more complex approach would
require additional time-consuming numerical complexity that is
not justified here because dispersive transport is negligible
compared to the advective transport. Wilson and Gardner
(2006) justified this simplification by a detailed sensitivity ana-
lysis showing that the dispersive process has a relatively moder-
ate effect compared to the advective process in tidal sediments.
The right-hand side term of Eq. (4) constitutes the source term
which defines the rate of silicic acid produced by dissolution of
particulate silica in sediment (e.g., Aller, 1980; Dixit and Van
Cappellen, 2003). Kb (h
#1) is the first-order reaction rate for silica
dissolution (cf Anschutz et al., 2009) and Csat¼Sisaty is the
concentration of silicic acid at solute saturation (mmol m#3).
The precipitation of authigenic alumino–silicates is negligible in
the case of sandy beach whereas it may be important in open-
ocean sediments (Dixit et al., 2001). A more complex formulation
of the source term can be found in the literature (Schink et al.,
1975; Rabouille et al., 1997; Dixit and Van Cappellen, 2003). It
included the concentration of a limited stock of biogenic silica.
However, the stock of silica in our case is not limited: The
quantity of silica that is lost by dissolution at each tide is
negligible compared to the total stock. This simplification can
ot be valid for deep-sea sediments. The boundary conditions are
specifi d in Fig. 5(b). No-flux boundary condition (Neumann
condition) is imposed along the boundaries except along the
landward part of the aquifer (GA) where the Dirichlet boundary
condition Si¼Sisat is imposed. Along the DE boundary, the
Dirichlet condition Si¼Sisw is imposed when the flow velocity is
inward the domain. Sisw defines the silicic acid concentration of
seawater. The no-flux condition is imposed when it is outward.
The initial condition is defined by the steady-state solution of
Eq. (4) in case of constant sea level.
We solve Eq. (4) using a stabilized finite elements method. The
boundary qO of the domain is split again, qO¼qOþ[qO# , and we
impose a Dirichlet boundary condition on qOþ and a Neumann
boundary condition on qO#. The weak formulation of the pro-
blem can be expressed in the case of homogeneous Dirichlet:
Find S AV@Oþ ¼ fjAH1ðOÞ;j¼ 0 on @O
þ gsuch as :
a2ðSi,jÞ ¼ 08jA@Oþ
with a2ðSi,jÞ ¼ ðyðhÞ@tSi,jÞþðDSiðhÞrSi,rjÞþðv:rSi,jÞ#ðf ,jÞ
(y) designing the L2 scalar product as for Richards’ equation.
Silicic acid concentration is coupled with the hydraulic model
through the velocity term and the volumetric water content in
Eq. (4). Two unknown variables are solved: the pressure head h
and the silicic acid concentration Si. h and yðhÞ are first computed
through the resolution of Eq. (3). The flow velocity is then
computed through Eq. (1). When advective transport becomes
highly dominant, the discretization of transport-reaction problem
traditionally used upwind techniques to stabilize the numerical
scheme. In our case, the SUPG method (Streamline Upwind
Petrov–Galerkin method) is used to solve Eq. (4) (Hughes et al.,Fig. 6. Algorithm who describes drainage zone.
R.L. Chassagne et al. / Computers & Geosciences 43 (2012) 52–62 55
Figure 2.3 – Algorithme de description de la zone de drainage
Rappelons qu’ici l’intensité de pluie n’est pas prise en compte, on note ∂p− la zone non saturée
c’est à dire (BC) et ∂p+ la zone saturée (CD). Le point D est déterminé par la marée. Sur la
figure 2.3 les zones ∂p− et ∂p+ sont caractérisées par :{
(i) h ≤ 0 sur ∂p− ,
(ii) v(h)·n ≥ 0 sur ∂p+ . (2.3)
L’algorithme OTM, résolu à chaque pas de temps, est donc modifié de la façon suivante
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1. fixer le point D par la marée ;
2. choisir un découpage initial ∂p+ ;
3. résolution de l’équation de Richards instationnaire ;
4. vérifier si (i) et (ii) sont satisfaites ;
5. si (i) est satisfaite et pas (ii), bouger ∂p+ d’une cellule (ou plus) vers le bas de la pente ;
retourner à l’étape 3 ;
6. si (ii) est satisfaite et pas (i), bouger ∂p+ d’une cellule (ou plus) vers le haut ; retourner à
l’étape 3 ;
7. si (i) et (ii) sont satisfaites, la paire {∂p+, h} est la solution désirée et le point C est bien
positionné.
Le modèle calcule à chaque pas de temps le champ de vitesse, la géométrie de la nappe et de son
point de sortie ainsi que les flux d’eau échangés entre le sédiment et l’océan.
2.2 Modèle biogéochimiques
Deux modèles biogéochimiques sont développés l’un correspondant à la conservation de l’acide
silicique et l’autre à la conservation des espèces biogéniques entrant dans les réactions de dégra-
dation de la matière organique (matière organique, oxygène, nitrates et phosphore).
2.2.1 Acide silicique
Modèle de l’acide silicique
L’équation de conservation de la masse d’acide silicique prend en compte la cinétique de dissolu-
tion de la silice en acide silicique et les processus de transport que sont la dispersion et l’advection




−∇ · (Dθ∇Si) + veθ · ∇Si = Kbθ(Sisat − Si) (2.4)
Si représente la concentration en acide silicique dans les eaux porales, ve la vitesse effective
d’écoulement définie par ve = v/θ, Kb la constante de dissolution de la silice, Sisat la concen-
tration en acide silicique à saturation, D le coefficient de dispersion hydrodynamique somme du
coefficient de dispersion mécanique et de la diffusion moléculaire. Cette équation est fortement
couplée à l’équation de Richards précédente par θ et v, qui sont la teneur en eau et la vitesse de
Darcy obtenue par la résolution de l’équation de Richards. La dépendance, vis à vis de la charge
hydraulique h a été omis dans l’équation (2.4) pour simplifier l’écriture mais bien sur il s’agit de
θ(h) et v(h). Les conditions aux limites sont déduites des mesures sur le terrain : pas de flux le
Figure 2.4 – Conditions aux limites pour l’acide silicique
long des frontières GF, FE, AB et BC ; une condition de concentration Si = Sisat le long de la
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frontière AG, un gradient transversal de concentration nul le long de la frontière CD. Le long de
la frontière DE, la condition est soit une condition de concentration Si = Sisw lorsque le flux
d’eau est entrant avec Sisw la concentration en acide silicique de l’eau de mer soit une condition
de gradient nul lorsque la marée descend.
Les deux inconnues h et Si sont résolues. h est calculée dans un premier temps par la résolution
de l’équation (2.1), le modèle de Van Genuchten est utilisé pour définir les fonctions hydrau-
liques du sol, voir paragraphe 1.2.1 pour une définition des lois hydrauliques. θ(h) et v(h) sont
alors calculées. Puis l’équation (2.4) est résolue. Les éléments finis classiques sont inadaptés, car
instables, pour la simulation d’écoulements dominés par l’advection, ce qui est le cas pour l’acide
silicique. J’ai ainsi proposé une résolution par éléments finis stabilisés pour rester compatible
avec la structure originale du code RICHARDS. C’est pour résoudre ce type de problème que
la classe des éléments finis stabilisés est apparue à la fin des années 70 [34]. Le principe de ces
méthodes consiste en l’ajout d’un terme de stabilisation à la formulation variationnelle classique.
Ce terme est choisi de sorte à préserver la consistance et l’ordre du schéma. Nous avons opté
pour une formulation Streamline Upwind Petrov-Galerkin (SUPG) pour la résolution de notre
équation. L’approche éléments finis stabilisés SUPG s’appuie sur la formulation éléments finis
standard à laquelle on ajoute un terme de stabilisation. Cela revient à passer d’une méthode de
Gakerkin à une méthode de Petrov-Galerkin en modifiant les fonctions tests de la formulation
faible. Pour une équation aux dérivées partielles de la forme
Lu = f
une approximation de la solution u, notée ũ, est recherchée dans l’espace de dimension finie
(φ1, ....., φn), ũ =
∑
i uiΦi. La formulation faible associée à ce problème s’écrit alors∫
Ω
w∗(Lũ− f) = 0 .
Le choix w∗ = φ mène à la méthode de Galerkin classique, alors que d’autres choix w∗ 6=
φ conduisent aux méthodes dites de Petrov-Galerkin. La méthode SUPG appartient à cette
deuxième classe de méthodes. Une perturbation est ajoutée aux fonctions de base de Galerkin.
w∗ = w + Lstab(w)τ (2.5)
où Lstab désigne un opérateur de stabilisation qui diffère selon les méthodes. Pour SUPG il
correspond à la partie advective de l’opérateur L (Hughes et al., 1979 [35] ; Brooks et al., 1982
[34]). Un paramètre de stabilisation τ apparait dans la formulation (2.5). Ce paramètre permet
de contrôler la quantité de viscosité numérique introduite dans le schéma. Ce paramètre est
construit à partir de grandeurs propres à l’écoulement (vitesse, concentration, densité etc...) et
de grandeurs propres à la discrétisation (pas de temps, taille des mailles). La consistance de la
formulation est assurée grâce au produit du résidu de l’équation avec le terme de perturbation.
Dans le cadre des méthodes éléments finis, les fonctions tests adoptées sont très souvent des
fonctions polynomiales par morceaux. Elles sont, par conséquent, continues dans le domaine Ω
et C∞ à l’intérieur d’un élément. Néanmoins, les dérivées premières entraînent des sauts sur la
frontière des éléments et les dérivées secondes sont des Dirac sur ces mêmes frontières. Il n’est donc
pas possible d’intégrer sur Ω le produit de deux fonctions, où l’une serait discontinue et l’autre




SUPG, ce problème est contourné en ne définissant les contributions du terme de stabilisation
qu’à l’intérieur des éléments
∫
Ω





Lstab(w)τR(ũ) dΩ = 0 (2.6)
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où R(ũ) = Lũ−f est le résidu de l’équation et k représente un élément du maillage. Grâce à cette
formulation SUPG le code de calcul RICHARDS a pu être utilisé et modifié pour la résolution
de l’équation de conservation de l’acide silicique. Pour simplifier les notations de notre modèle
SUPG, nous supposons que les bords ∂Ω de notre domaine se répartissent entre des conditions de
bords de type Dirichlet homogène, ∂Ω+, et des conditions de bords de type Neumann homogène
∂Ω−, c’est à dire ∂Ω = ∂Ω+ ∪ ∂Ω−. Soit, V∂Ω+ =
{
φ ∈ H1(Ω); φ = 0 sur ∂Ω+t
}
, dans ce
contexte simplifié la formulation Galerkin classique de notre équation (2.4) revient à chercher
Si ∈ V∂Ω+ telle que









+ (Dθ∇Si,∇φ) + (v · ∇Si, φ)− (Kbθ (Sisat − Si) , φ) (2.7)
où (., .) désignant le produit scalaire dans L2(Ω). La formulation SUPG du problème devient
asupg(Si, φ) = 0 ∀φ ∈ V∂Ω+
avec




où Sk le terme de stabilisation (Franca et al., 2006 [36] ; Bazilevs et al., 2007 [37]) est défini pour




v · ∇φτkR(Si) . (2.9)




−∇ · (θD∇Si) + v · ∇Si−Kbθ(Sisat − Si) . (2.10)
Comme nous sommes en éléments finis P 1, le terme de diffusion disparaît dans le terme de résidu.
Le paramètre de stabilisation τk est choisi comme une fonction du nombre de Peclet de l’élément







où ha est la taille de l’élément et p est le degré des polynômes de la base éléments finis (ici p






Le modèle hydrodynamique modifié pour tenir compte du forçage de la marée a été validé en
comparant nos résultats aux résultats obtenus par Ataie-Ashtiani et al., 2001 [39] ; Wilson et
Gardner, 2006 [40] ; et Boufadel, 2000 [41]. La géométrie du problème est identique à celle de la
figure 2.2. La distance (GF) mesure 180 m, (GA) mesure 10 m, (EF) mesure 2 m et la pente de la
plage est fixée à 0.1. Les paramètres VGM du sol sont Ks=8.4 m jour−1, θr = 0.01, α = 0.66 m−1
et n=4.1 ce qui correspond à un sable à texture fine. Le niveau de la nappe du côté continentale, à
droite du domaine, est maintenue à une valeur constante de 8.3 m (Hl = 8.3+z). Le mouvement
tidal est décrit par une hauteur moyenne de marée située à 7 m à laquelle on superpose une
variation sinusoïdale d’amplitude 1 m et de période 12 h. Pour la condition initiale, la position
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de la nappe est supposée varier linéairement entre la position continentale et la position moyenne
de la marée et un profil de pression hydrostatique est imposé pour h. Basée sur cette condition
initiale, nous résolvons le problème stationnaire sans marée. La solution obtenue nous sert alors
de condition initiale pour pour notre cas instationnaire avec le forçage tidal. Les variations
au cours d’un cycle de marée des flux entrant et sortant du domaine de calcul sont représentés
figure 2.5. Les flux positif correspondent aux flux d’eau entrant dans le sédiment, les flux négatifs
correspondent aux flux sortants du domaine. Ces flux sont en parfait accord avec les résultats
obtenus par Ataie-Ashtiani représentés par les points noirs sur la figure.
1979; Brooks et al., 1982). Briefly, this method considers a
stabilizing term to the original Galerkin formulation of the
problem. This term introduces diffusion only along the stream-
lines leading to less numerical diffusion, particularly in crosswind





where Sk is the stabilization term (Franca et al., 2006 and Bazilevs
et al., 2007) and k is an element of the triangulation.




with R(Si) the equation residual:
RðSiÞ ¼ y@tðSiÞ%r:ðyDSi:rSiÞþv:rSi%KbðCsat%CÞ
As we use P1 finite elements, the diffusion term in the residual
vanishes. The stabilization parameter tk is chosen as a function of










where ha is the element size and p is the polynomial degree of the
finite elements basis (here p¼1). In each element, the Peclet




We add a shock capturing term (Tezduyar and Senga, 2006) for
a better management of discontinuities in the solution. The




















and Cref a parameter defined as Cref ¼ Simax%Simin. b is another
parameter equals to one or two, in the following b¼ 2 is used.
2.4. Model validation
The hydrodynamic model was previously validated by
Beaugendre et al. (2006). The modifications of both the geometry
and the boundary conditions were validated by fruitful compar-
isons with the results published by Ataie-Ashtiani et al. (1999),
Wilson and Gardner (2006) and Boufadel (2000). In Fig. 7 outflow
and inflow computed by the model are given, the black dot
represent the value predicted by Ataie-Ashtiani et al. (1999) in
the same case, the two plots perfectly match.
The coupling between hydrodynamic model and geochemical
conservation model was validated by comparing our results with
those of Wilson and Gardner (2006) for a conservative tracer
(Fig. 8). The model developed with SUTRA in Wilson and Gardner
(2006) contains some differences, mainly Wilson and Gardner
(2006) used Richards equations modified by Voss (1984). More-
over Wilson and Gardner (2006) include porosity yðhÞ into
unstationnary term. Despite this difference our model reproduce
in a fine way the behavior of their simulations: a higher con-
centration of the tracer on the tidal zone and a diffusive effect
towards border of the domain. To the authors’ knowledge, there is
no additional experimental or modeling data that present suitable
conditions to validate our model.
The optimal numerical mesh is a 2D unstructured mesh with
5586 nodes and 10,641 elements (Fig. 9). Different mesh refine-
ments were tested for the domain and the selected one corre-
sponds to the mesh that offers the best ratio between the
computational time and the solution accuracy. The unstructured
mesh requires a local refinement along the seaward boundary and
in the unsaturated zone to model the seepage zone and water-
table level more accurately. The domain geometry is deep enough
to neglect the bottom effects. Time step varied between 10%1 h
and 10%4 h during the simulations.
3. Results
Hydraulic parameters for the Richards equation and geochem-
ical parameters for Eq. (4) are gathered in Table 1. These
parameters correctly simulated the unsaturated area and the
seepage zone. The parameters of the transport-reaction equation
and the tidal function are from the Truc-Vert beach (Anschutz
et al., 2009). Simulations performed over a few 10-days periods
showed that the tidal forcing induces a periodic hydraulic solu-
tion seen on the groundwater table, the seepage face and the exit
point location. Simulations were then performed until the cyclic
situation was attained after a sufficient period of time away from
the initial condition. This time period is 60 days and is the same
Fig. 7. Water inflow and outflow from the presented model compared to Ataie-
Ashtiani et al. (1999) model (black dots ).
Fig. 8. Simulation from the model describe in part 2 of a conservative tracer,
following the conditions from the simulation of Wilson and Gardner (2006).
Fig. 9. Chosen mesh for the model.
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Figure 2.5 – Flux d’entrée (positif)/sortie(négatif) du modèle comparés aux résultats d’Ataie-
Ashtiani et al., 2001 [39] pour le cas IV-B
tableau III.2 : Paramètres sélectionnés dans les simulations du modèle de Wilson et al. (2006).
Le domaine (Fig. III.16) est entièrement initialisé à zéro au début de la simulation, les condi-
tions de bord sont de 1 dans la zone de marée, 0 à droite et à gauche et pas de flux sur les autres
bords. Les paramètres de la sinosoïde décrivant l’évolution de la marée ont également été pris en
compte. Les résultats ont été calculés pour 60 jours.
Comparaisons
La comparaison (Fig III.16) permet de constater la similarité générale des 2 graphiques, un
gradient de concentration qui s’étale de 1 dans la zone de marée à 0 au bord du domaine. Les lignes
d’iso-valeur du traceur conservatif pour les deux modèles sont légérement courbées au niveau de
la zone d’i fluence de la marée, ce qui raduit la conséquence directe du forçage de la marée. La
surface définie par C = 1 est plus large pour le modèle développé que pour celui de Wilson et
al., (2006). De plus dans notre cas la zone de bas de pente n’atteint pas la concentration C = 0.8,
contrairement au cas Wilson et al. (2006). Autour de la zone de forçage, les valeurs sont comprises
entre 0.8 et 0.9 pour notre modèle et 0.8 pour le modèle de Wilson et al., (2006). La concentration
atteint 0 sur les bords des domaines à droite et à gauche pour les deux modèles.
a)
77
Figure 2.6 – Paramètres de la simulat e Wilson et Gardner.
Le couplage du modèle hydrodynamique avec le modèle de conservation géochimique a été validé
pour un traceur passif en comparant les résultats de notre modèle aux résultats obtenus par
Wilson et Gardner, 2006 [40]. Pour ce cas test le modèle est simplifié car le terme de réaction
est nul. La géo étrie est elle aussi un pe modifiée, elle est représentée sur la figure 2.7. Les
paramètres employés pour le modèle sont rassemblés dans le tableau 2.6. Les conditions aux
bords sont une concentration nulle sur les bords droit et gauche, une concentration de 1 dans la
zone de marée et des conditions de flux nuls ailleurs. Initialement la concentration du traceur est
nulle dans tous le domaine de calcul. Le modèle de Wilson et Gardner développé dans SUTRA
comporte quelques différences. E effet les lois hydrauliques employées par Wilson et Gardner
sont des lois de van Genuchten modifiée par Voss. Malgré ces différences notre modèle reproduit
correctement l’évolution du traceur, figure 2.7. On observe une forte concentration du traceur
dans la zone de marée et une diffusion de celui-ci vers les bords du domaine. Les résultats
présentés correspondent à une simulation de 60 jours.
Résultats numériques pour l’acide silicique
Les paramètres des différentes simulations numériques réalisées correspondants à notre étude sur
l’acide silicique sont regroupés dans le tableau 2.8. Le coefficient de diffusion D = Dmech +Dmol
est constitué de la diffusion mécaniqueDmech et de la diffusion moléculaire effectiveDmol corrigée
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tableau III.2 : Paramètres sélectionnés dans les simulations du modèle de Wilson et al. (2006).
Le domaine (Fig. III.16) est entièrement initialisé à zéro au début de la simulation, les condi-
tions de bord sont de 1 dans la zone de marée, 0 à droite et à gauche et pas de flux sur les autres
bords. Les paramètres de la sinosoïde décrivant l’évolution de la marée ont également été pris en
compte. Les résultats ont été calculés pour 60 jours.
Comparaisons
La comparaison (Fig III.16) permet de constater la similarité générale des 2 graphiques, un
gradient de concentration qui s’étale de 1 dans la zone de marée à 0 au bord du domaine. Les lignes
d’iso-valeur du traceur conservatif pour les deux modèles sont légérement courbées au niveau de
la zone d’influence de la marée, ce qui traduit la conséquence directe du forçage de la marée. La
surface définie par C = 1 est plus large pour le modèle développé que pour celui de Wilson et
al., (2006). De plus dans notre cas la zone de bas de pente n’atteint pas la concentration C = 0.8,
contrairement au cas Wilson et al. (2006). Autour de la zone de forçage, les valeurs sont comprises
entre 0.8 et 0.9 pour notre modèle et 0.8 pour le modèle de Wilson et al., (2006). La concentration
atteint 0 sur les bords des domaines à droite et à gauche pour les deux modèles.
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RðSiÞ ¼ y@tðSiÞ%r:ðyDSi:rSiÞþv:rSi%KbðCsat%CÞ
As we use P1 finite elements, the diffusion term in the residual
vanishes. The stabilization parameter tk is chosen as a function of
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a better management of discontinuities in the solution. The




















and Cref a parameter defined as Cref ¼ Simax%Simin. b is another
parameter equals to one or two, in the following b¼ 2 is used.
2.4. Model validation
The hydrodynamic model was previously validated by
Beaugendre et al. (2006). The modifications of both the geometry
and the boundary conditions were validated by fruitful compar-
isons with the results published by Ataie-Ashtiani et al. (1999),
Wilson and Gardner (2006) and Boufadel (2000). In Fig. 7 outflow
and inflow computed by the model are given, the black dot
represent the value predicted by Ataie-Ashtiani et al. (1999) in
the same case, the two plots perfectly match.
The coupling between hydrodynamic model and geochemical
conservation model was validated by comparing our results with
those of Wilson and Gardner (2006) for a conservative tracer
(Fig. 8). The model developed with SUTRA in Wilson and Gardner
(2006) contains some differences, mainly Wilson and Gardner
(2006) used Richards equations modified by Voss (1984). More-
over Wilson and Gardner (2006) include porosity yðhÞ into
unstationnary term. Despite this difference our model reproduce
in a fine way the behavior of their simulations: a higher con-
centration of the tracer on the tidal zone and a diffusive effect
towards border of the domain. To the authors’ knowledge, there is
no additional experimental or modeling data that present suitable
conditions to validate our model.
The optimal numerical mesh is a 2D unstructured mesh with
5586 nodes and 10,641 elements (Fig. 9). Different mesh refine-
ments were tested for the domain and the selected one corre-
sponds to the mesh that offers the best ratio between the
computational time and the solution accuracy. The unstructured
mesh requires a local refinement along the seaward boundary and
in the unsaturated zone to model the seepage zone and water-
table level more accurately. The domain geometry is deep enough
to neglect the bottom effects. Time step varied between 10%1 h
and 10%4 h during the simulations.
3. Results
Hydraulic parameters for the Richards equation and geochem-
ical parameters for Eq. (4) are gathered in Table 1. These
parameters correctly simulated the unsaturated area and the
seepage zone. The parameters of the transport-reaction equation
and the tidal function are from the Truc-Vert beach (Anschutz
et al., 2009). Simulations performed over a few 10-days periods
showed that the tidal forcing induces a periodic hydraulic solu-
tion seen on the groundwater table, the seepage face and the exit
point location. Simulations were then performed until the cyclic
situation was attained after a sufficient period of time away from
the initial condition. This time period is 60 days and is the same
Fig. 7. Water inflow and outflow from the presented model compared to Ataie-
Ashtiani et al. (1999) model (black dots ).
Fig. 8. Simulation from the model describe in part 2 of a conservative tracer,
following the conditions from the simulation of Wilson and Gardner (2006).
Fig. 9. Chosen mesh for the model.
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Figure 2.7 – Simulation d’un traceur passif : (a) résultats de Wilson et Gardner ; (b) résultats
de notre modèle
than the period achieved by Wilson and Gardner (2006). The
computing time for one tidal cycle is roughly 1 h.
We have studied the influen e of 3 parameters on th results:
the beach slope, the tidal amplitude and he hydraulic condu tiv-
ity. These parameters are the more pertinent ones based on
literature (e.g., Ataie-Ashtiani et al., 1999, 2001; Boufadel, 2000;
Wilson and Gardner, 2006). Seven cases were tested (Table 2): the
case 1 is considered as the basic case, the cases 2 and 3 test the
effects of beach slope variations, the cases 4 and 5 test the effects
of the tidal amplitude variations and finally the cases 6 and 7 test
the effects of the hydraulic conductivity variations. Tested beach
slopes were 0.08, 0.1 and 0.13. The model can simulate low beach
slopes down to 0.07. Lower slopes generated numerical instabil-
ities and the required mesh refinement would be considerably
time-consuming. The selected slopes are similar to the slopes
tested in the literature: 0.09 in Boufadel (2000), 0.1 in Ataie-
Ashtiani et al. (1999) and Robinson et al. (2007), 0.25 in Wilson
and Gardner (2006) and Gardner and Wilson (2006) and finally
0.33–1 in Gardner (2005). The slope of the Truc-Vert beach
averaged on the 1998–2008 period is 0.06. In our cases, the tidal
amplitudes were 1 m (sealevel oscillates between 71 m), 1.5 m
and 2 m. Tidal amplitudes in literature ranged from 1 m to 2.5 m
(Ataie-Ashtiani et al., 1999, 2001). During the 1998–2008 period,
the average tidal amplitude for the Truc-Vert beach was 1.5 m.
Tested values of the hydraulic conductivity were 0.8 m h!1,
2.8 m h!1 and 4.8 m h!1. The hydraulic conductivity of the Truc
Vert sand is 2.8 m h!1. The simulated cases submitted to tidal
forcing were systematically compared with the steady-state
simulations unaffected by sea-level oscillations.
3.1. Hydraulic model
The numerical model correctly reproduces the formation of the
seepage zone during the tidal cycle as illustrated by Fig. 10 for cases
1 to 3. The seepage zone appears during the falling tide period and in
the first steps of the rising tide period. For the all the cases, the exit
point is always above the seawater level at low tide. The seepage
z n elevation is 30 cm for case 1 and 3 and 33 cm for case 2.
Neglecting the seepage zone may cause the underestimation of the
water table elevation near the beach and, correlatively, the over-
estimation of th amount of both the water outflow (Ataie-Ashtiani
et al., 2001). The vari tion of the exit point location during a tidal
cycle is illustrated in Fig. 11 for the basic case 1. The locations of the
exit point and the water-table depend on the tidal forcing and on
the height of groundwater table imposed by the inland condition. The
model correctly reproduces three zones: the permanently saturated
zone in which no variation of the water content was observed,
the transient zone in which the water content varied during the
tidal cycle and the permanently unsaturated zone away from the tidal




Left hand height, H (m) 9 1
Length of the system, L (m) 70 1
Beach slope, tan(b) 0.1 1
Sea level amplitude, Aw (m) 1.5 1
Mean sea level, hm (m) 6 1
Total hydraulic head along AG, Hl (m) 7.5 1
Hydraulic conductivity, Ks (m h
!1) 2.8 1
Capillary fit parameter, a (m!1) 1 2
van Genuchten fitting parameter, n 4.1 2
Saturated water content, ys 0.4 1
Residual water content, yr 0.05 2
Kinetic constant for the silica dissolution, Kb (h
!1) 3.14"10!4 3
Molecular diffusion coefficient, Dmol (m
2 h!1) 8.6"10!7 4
Mechanical dispersion coefficient, Dmech (m
2 h!1) 10!5 5
Silicic acid concentration at saturation, Sisat (mmol m
!3) 79 4
Seawater silicic acid concentration, Sisw (mmol m
!3) 4 4
1- This study (Truc Vert beach). 2- Ataie-Ashtiani et al. (1999; 2001). 3- Anschutz
et al. (2009). 4- Independent paramet r. 5- Wilson and Gardner (2006).
Table 2
Parameters values used for the various cases simulated (Aw, and Hl in m, Ks in
m h!1), (x;y) represent the coordinates of the point A,B,E,F,G.
Cases 1 2 3 4 5 6 7
A (0;9) (0;9) (0;9) (0;9) (0;9) (0;9) (0;9)
B (20;9) (20;9) (20;9) (20;9) (20;9) (20;9) (20;9)
E (70;4) (82;4) (70;2.5) (70;4) (80;3) (70;4) (70;4)
F (70;0) (82;0) (70;0) (70;0) (80;0) (70;0) (70;0)
G (0;0) (0;0) (0;0) (0;0) (0;0) (0;0) (0;0)
tan(b) 0.1 0.08 0.13 0.1 0.1 0.1 0.1
Ks 2.8 2.8 2.8 2.8 2.8 0.28 4.8
Aw 1.5 1.5 1.5 1 2 1.5 1.5
Hl 7.5 7.5 7.5 7 8 7.5 7.5
Fig. 11. Temporal evolution of the watertable location into the sediment for the
basic case 1 during one tidal cycle. Large dots symbolize the exit point at the
different states of the seawater level.
Fig. 10. Elevation of the exit point and the tidal level over a tidal cycle. The
seepage zone is defined by the difference between the two levels.
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than the period achieved by Wilson and Gardner (2006). The
computing ime for one tidal cycle is roughly 1 h.
We have studied the influence of 3 parameters on the results:
the beach slope, the tidal amplitude and the hydraulic conductiv-
ity. These parameters are the more pertinent ones based on
literature (e.g., Ataie-Ashtiani et al., 1999, 2001; Boufadel, 2000;
Wilson and Gardner, 2006). Seven cases were tested (Table 2): the
case 1 is considered as the basic case, the cases 2 and 3 test the
effects of beach slope variations, the cases 4 and 5 test the effects
of the tidal amplitude variations and finally the cases 6 and 7 test
the effects of the hydraulic conductivity variations. Tested beach
slopes were 0.08, 0.1 and 0.13. The model can simulate low beach
slopes down to 0.07. Lower slopes generated numerical instabil-
ities and the required mesh refinement would be considerably
time-consuming. The selected slopes are similar to the slopes
tested in the literature: 0.09 in Boufadel (2000), 0.1 in Ataie-
Ashtiani et al. (1999) and Robinson et al. (2007), 0.25 in Wilson
and Gardner (2006) and Gardner and Wilson (2006) and finally
0.33–1 in Gardner (2005). The slope of the Truc-Vert beach
averaged on the 1998–2008 period is 0.06. In our cases, the tidal
amplitudes were 1 m (sealevel oscillates between 71 m), 1.5 m
and 2 m. Tidal amplitudes in literature ranged from 1 m to 2.5 m
(Ataie-Ashtiani et al., 1999, 2001). During the 1998–2008 period,
the average tidal amplitude for the Truc-Vert beach was 1.5 m.
Tested values of the hydraulic conductivity were 0.8 m h!1,
2.8 m h!1 and 4.8 m h!1. The hydraulic conductivity of the Truc
Vert sand is 2.8 m h!1. The simulated cases submitted to tidal
forcing were systematically compared with the steady-state
simulations unaffected by sea-level oscillations.
3.1. Hydraulic model
The numerical model correctly reproduces the formation of the
seepage zone during the tidal cycle as illustrated by Fig. 10 for cases
1 to 3. The seepage zone appears during the falling tide period and in
the first steps of the rising tide period. For the all the cases, the exit
point is always above the seawater level at low tide. The seepage
zone elevation is 30 cm for case 1 and 3 and 33 cm for case 2.
Neglecting the seepage zone may cause the underestimation of the
water table elevation near the beach and, correlatively, the over-
estimation of the amount of both the water outflow (Ataie-Ashtiani
et al., 2001). The variation of the exit point location during a tidal
cycle is illustrated in Fig. 11 for the basic case 1. The locations of the
exit point and the water-table depend on the tidal forcing and on
the height of groundwater table imposed by the inland condition. The
model correctly reproduces three zones: the permanently saturated
zone in which no variation of the water content was observed,
the transient zone in which the water content varied during the
tidal cycle and th permanently unsaturated zone away from the tidal




Left hand height, H (m) 9 1
Length of the system, L (m) 70 1
Beach slope, tan(b) 0.1 1
Sea level amplitude, Aw (m) 1.5 1
Mean sea level, hm (m) 6 1
Total hydraulic head along AG, Hl (m) 7.5 1
Hydraulic conductivity, Ks (m h
!1) 2.8 1
Capillary fit parameter, a (m!1) 1 2
van Genuchten fitting parameter, n 4.1 2
Saturated water content, ys 0.4 1
Residual water content, yr 0.05 2
Kinetic constant for the silica dissolution, Kb (h
!1) 3.14"10!4 3
Molecular diffusion coefficient, Dmol (m
2 h!1) 8.6"10!7 4
Mechanical dispersion coefficient, Dmech (m
2 h!1) 10!5 5
Silicic acid concentration at saturation, Sisat (mmol m
!3) 79 4
Seawater silicic acid concentration, Sisw (mmol m
!3) 4 4
1- This study (Truc Vert beach). 2- Ataie-Ashtiani et al. (1999; 2001). 3- Anschutz
et al. (2009). 4- Independent parameter. 5- Wilson and Gardner (2006).
Table
Parameters values used for the various cases simulated (Aw, and Hl in m, Ks in
m h!1), (x;y) represent the coordinates of the point A,B,E,F,G.
Cases 1 2 3 4 5 6 7
A (0;9) (0;9) (0;9) (0;9) (0;9) (0;9) (0;9)
B (20;9) (20;9) (20;9) (20;9) (20;9) (20;9) (20;9)
E (70;4) (82;4) (70;2.5) (70;4) (80;3) (70;4) (70;4)
F (70;0) (82;0) (70;0) (70;0) (80;0) (70;0) (70;0)
G (0;0) (0;0) (0;0) (0;0) (0;0) (0;0) (0;0)
tan(b) 0.1 0.08 0.13 0.1 0.1 0.1 0.1
Ks 2.8 2.8 2.8 2.8 2.8 0.28 4.8
Aw 1.5 1.5 1.5 1 2 1.5 1.5
Hl 7.5 7.5 7.5 7 8 7.5 7.5
Fig. 11. Temporal evolution of the watertable location into the sediment for the
basic case 1 during one tidal cycle. Large dots symbolize the exit point at the
different states of the seawater level.
Fig. 10. Elevation of the exit point and the tidal level over a tidal cycle. The
seepage zone is defined by the difference between the two levels.
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Figure 2.8 – Paramètres du modèle d’acide silicique regroupant les différentes simulations numé-
riques réalisées pour la plage du Truc Vert. Le deuxième tableau reprend les différentes géométries
testées avec les coordonné s des points A, B, E, F et G ainsi que la pente β de la plage, l’am-
pli ude de marée Aw et la charge hydraulique otale Hl imposée sur l bord continent l sont
données en m et Ks la conductivité hydraulique à at ration est donnée en m h−1.
par le coefficient de tortuosité du milieu. Pour simplifier on suppose Dmech isotrope et relié à
la vitesse principale de l’écoulement c’est à dire à la vit sse de Darcy v(h). Les paramètres de
l’équation de transport-diffusio -réaction et la fonction de marée sont soit ceux de la plage du
Truc Vert publiés par Anschutz et al., 2009 [42] si disponibles soit des paramètres issus de la
littérature. Ils représen ent correc ement la zone non satu ée et la zone de drainage. Comme pour
le cas d’Ataie-Ashtiani et al., la condition initiale est l solution du cas stationnaire obtenue sans
forçage tidal avec une hauteur de marée fixée à la valeur moyenne hm=6 m. Après une dizaine
de jours, le forçage tidal induit u régim périodique sur la solution hydraulique qui peut être
observé en regardant l’évol tion en temps d la nappe d’eau, de la zone de drainage et de la
position du point de sortie. Les simulations sont donc effectuées sur un temps suffisamment long
pour que ce régime périodique s’installe et que l’on s’affranchisse des conditions initiales pour
l’acide silicique. Cette période t fixé à 60 jours comme dans l’article de Wilson et Gardner
[40]. Nous avons étudié l’influence de trois paramètres : la pente de la plage, l’amplitude de marée
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et la conductivité hydraulique à saturation (deuxième tableau de la figure 2.8). Sept cas ont été
sélectionnés : case 1 représente le cas référence du modèle ; case 2 et 3 testent l’influence de la
pente de la plage ; case 4 et 5 les effets de l’amplitude de la marée ; et case 6 et 7 l’influence de la
conductivité hydraulique. Le modèle reproduit correctement la formation de la zone de drainage,
than the period achieved by Wilson and Gardner (2006). The
computing time for one tidal cycle is roughly 1 h.
We have studied the influence of 3 parameters on the results:
the beach slope, the tidal amplitude and the hydraulic conductiv-
ity. These parameters are the more pertinent ones based on
literature (e.g., Ataie-Ashtiani et al., 1999, 2001; Boufadel, 2000;
Wilson and Gardner, 2006). Seven cases were tested (Table 2): the
case 1 is considered as the basic case, the cases 2 and 3 test the
effects of beach slope variations, the cases 4 and 5 test the effects
of the tidal amplitude variations and finally the cases 6 and 7 test
the effects of the hydraulic conductivity variations. Tested beach
slopes were 0.08, 0.1 and 0.13. The model can simulate low beach
slopes down to 0.07. Lower slopes generated numerical instabil-
ities and the required mesh refinement would be considerably
time-consuming. The selected slopes are similar to the slopes
tested in the literature: 0.09 in Boufadel (2000), 0.1 in Ataie-
Ashtiani et al. (1999) and Robinson et al. (2007), 0.25 in Wilson
and Gardner (2006) and Gardner and Wilson (2006) and finally
0.33–1 in Gardner (2005). The slope of the Truc-Vert beach
averaged on the 1998–2008 period is 0.06. In our cases, the tidal
amplitudes were 1 m (sealevel oscillates between 71 m), 1.5 m
and 2 m. Tidal amplitudes in literature ranged from 1 m to 2.5 m
(Ataie-Ashtiani et al., 1999, 2001). During the 1998–2008 period,
the average tidal amplitude for the Truc-Vert beach was 1.5 m.
Tested values of the hydraulic conductivity were 0.8 m h!1,
2.8 m h!1 and 4.8 m h!1. The hydraulic conductivity of the Truc
Vert sand is 2.8 m h!1. The simulated cases submitted to tidal
forcing were systematically compared with the steady-state
simulations unaffected by sea-level oscillations.
3.1. Hydraulic model
The numerical model correctly reproduces the formation of the
seepage zone during the tidal cycle as illustrated by Fig. 10 for cases
1 to 3. The seepage zone appears during the falling tide period and in
the first steps of the rising tide period. For the all the cases, the exit
point is always above the seawater level at low tide. The seepage
zone elevation is 30 cm for case 1 and 3 and 33 cm for case 2.
Neglecting the seepage zone may cause the underestimation of the
water table elevation near the beach and, correlatively, the over-
estimation of the amount of both the water outflow (Ataie-Ashtiani
et al., 2001). The variation of the exit point location during a tidal
cycle is illustrated in Fig. 11 for the basic case 1. The locations of the
exit point and the water-table depend on the tidal forcing and on
the height of groundwater table imposed by the inland condition. The
model correctly reproduces three zones: the permanently saturated
zone in which no variation of the water content was observed,
the transient zone in which the water content varied during the
tidal cycle and the permanently unsaturated zone away from the tidal




Left hand height, H (m) 9 1
Length of the system, L (m) 70 1
Beach slope, tan(b) 0.1 1
Sea level amplitude, Aw (m) 1.5 1
Mean sea level, hm (m) 6 1
Total hydraulic head along AG, Hl (m) 7.5 1
Hydraulic conductivity, Ks (m h
!1) 2.8 1
Capillary fit parameter, a (m!1) 1 2
van Genuchten fitting parameter, n 4.1 2
Saturated water content, ys 0.4 1
Residual water content, yr 0.05 2
Kinetic constant for the silica dissolution, Kb (h
!1) 3.14"10!4 3
Molecular diffusion coefficient, Dmol (m
2 h!1) 8.6"10!7 4
Mechanical dispersion coefficient, Dmech (m
2 h!1) 10!5 5
Silicic acid concentration at saturation, Sisat (mmol m
!3) 79 4
Seawater silicic acid concentration, Sisw (mmol m
!3) 4 4
1- This study (Truc Vert beach). 2- Ataie-Ashtiani et al. (1999; 2001). 3- Anschutz
et al. (2009). 4- Independent parameter. 5- Wilson and Gardner (2006).
Table 2
Parameters values used for the various cases simulated (Aw, and Hl in m, Ks in
m h!1), (x;y) represent the coordinates of the point A,B,E,F,G.
Cases 1 2 3 4 5 6 7
A (0;9) (0;9) (0;9) (0;9) (0;9) (0;9) (0;9)
B (20;9) (20;9) (20;9) (20;9) (20;9) (20;9) (20;9)
E (70;4) (82;4) (70;2.5) (70;4) (80;3) (70;4) (70;4)
F (70;0) (82;0) (70;0) (70;0) (80;0) (70;0) (70;0)
G (0;0) (0;0) (0;0) (0;0) (0;0) (0;0) (0;0)
tan(b) 0.1 0.08 0.13 0.1 0.1 0.1 0.1
Ks 2.8 2.8 2.8 2.8 2.8 0.28 4.8
Aw 1.5 1.5 1.5 1 2 1.5 1.5
Hl 7.5 7.5 7.5 7 8 7.5 7.5
Fig. 11. Temporal evolution of the watertable location into the sediment for the
basic case 1 during one tidal cycle. Large dots symbolize the exit point at the
different states of the seawater level.
Fig. 10. Elevation of the exit point and the tidal level over a tidal cycle. The
seepage zone is defined by the difference between the two levels.
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Figure 2.9 – Evolution du point de sortie le long d’un cycle de marée. La zone de drainage se
situe entre le niveau du point de sortie et le niveau de la mer.
comme illustré figure 2.9. La zone de drainage apparait à marée descendante et se prolonge dans
les premiers instants de la remontée. Pour tous les cas tests, le point de sortie de la nappe est
au dess s du niveau de la marée à marée basse. Ici la zone de drainage est de 30 cm pour case
1 et 33 cm pour case 2. L’évolution de la position du point de sortie est illustrée par les points
de la figure 2.10, pour case 1, au cours d’un cycle de marée. L’évolution des vecteurs vitesse
than the period achieved by Wilson and Gardner (2006). The
computing time for on tidal cycle is roughly 1 h.
We have studied the influence of 3 parameters on the results:
the beach slope, the tidal amplitude and the hydraulic conductiv-
ity. These parameters are the more pertinent ones based on
literature (e.g., Ataie-Ashtiani et al., 1999, 2001; Boufadel, 2000;
Wilson and Gardner, 2006). Seven cases were tested (Table 2): the
case 1 is considered as the basic case, the cases 2 and 3 test the
effects of beach slope variations, the cases 4 and 5 test the ffects
of the tidal amplitude variations and finally the cases 6 and 7 test
the effects of the hydraulic conductivity variations. Tested beach
slopes were 0.08, 0.1 and 0.13. The model can simulate low beach
slopes down to 0.07. Lower slopes generated numerical instabil-
ities and the required mesh refinement would be considerably
time-consuming. The selected slopes are sim lar to the slopes
tested in the liter ture: 0.09 in Boufadel (2000), 0.1 in Ataie-
Ashtiani et al. (1999) and Robinson et al. (2007), 0.25 in Wilson
and Gardner (2006) and Gardner and Wilson (2006) and finally
0.33–1 in Gardner (2005). The slope of the Truc-Vert beach
averaged on the 1998–2008 period is 0.06. In our cases, the tidal
amplitudes were 1 m (sealevel oscillates betwe n 71 m), 1.5 m
and 2 m. Tidal ampl tudes in literatur ranged from 1 to 2.5 m
(Ataie-Ashtiani et al., 1999, 2001). During the 1998–2008 period,
the average tidal amplitude for the Truc-Vert beach was 1.5 m.
Tested values of the hydraulic conductivity were 0.8 m h!1,
2.8 m h!1 and 4.8 m h!1. The hydraulic conductivity of the Truc
Vert sand is 2.8 m h!1. The simulated cases submitted to tidal
forcing were systematically compared with the steady-state
simulations unaffected by sea-level oscillations.
3.1. Hydraulic model
The numerical model correctly reproduces the formation of the
seepage zone during the tidal cycle as illustrated by Fig. 10 for cases
1 to 3. The seepage zone appears during the falling tide period and in
the first steps of the rising tide period. For the all the cases, the exit
point is always above the seawater level at low tide. The seepage
zone elevation is 30 cm for case 1 and 3 and 33 cm for case 2.
Neglecting the seepage zone may cause the underestimation of the
water table elevation near the beach and, correlatively, the over-
estimation of the amount of both the water outflow (Ataie-Ashtiani
et al., 2001). The variation of the exit point location during a tidal
cycle is illustrated in Fig. 11 for the basic case 1. The locations of the
exit point and the water-table depend on the tidal forcing and on
the height of groundwater table imposed by the inland condition. The
model correctly reproduces three zones: the permanently saturated
zone in which no variation of the water content was observed,
the transient zone in which the water content varied during the
tidal cycle and the permanently unsaturated zone away from the tidal
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Saturated water content, ys 0.4 1
Residual water content, yr 0.05 2
Kinetic constant for the silica dissolution, Kb (h
!1) 3.14"10!4 3
Molecular diffusion coefficient, Dmol (m
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Mechanical dispersion coefficient, Dmech (m
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et al. (2009). 4- Independent parameter. 5- Wilson and Gardner (2006).
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Fig. 11. Temporal evolution of the watertable location into the sediment for the
basic case 1 during one tidal cycle. Large dots symbolize the exit point at the
different states of the seawater level.
Fig. 10. Elevation of the exit point and the tidal level over a tidal cycle. The
seepage zone is defined by the difference between the two levels.
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than th period achieved by Wilson and Gardn r (2006). The
computing time for one tidal cycle is roughly 1 h.
We have studied the influence of 3 parameters on the results:
the beach slope, the tidal amplitude and the hydraulic conductiv-
ity. These parameters are the more pertinent ones based on
literature (e.g., Ataie-Ashtiani et al., 1999, 2001; Boufadel, 2000;
Wilson and Gardner, 2006). Seven c ses were tested (Table 2): the
case 1 is considered as the basic case, the cases 2 and 3 test the
effects of beach slope variations, the cases 4 and 5 test the effects
of th tidal amplitude variations and finally the cases 6 and 7 test
the effects of the hydraulic conductivi y variati ns. Tested beac
slo es wer 0.08, 0.1 and 0.13. Th mod l can simulate low beach
slopes down to 0.07. Lower slopes generated numerical instabil-
ities and the required mesh refinement would be considerably
time-consuming. The selected slopes are similar to the slopes
tested in the literature: 0.09 in Boufadel (2000), 0.1 in Ataie-
Ashtiani et al. (1999) and Robinson et al. (2007), 0.25 in Wilson
and Gardner (2006) and Gardner and Wilson (2006) and finally
0.33–1 in Gardner (2005). The slope of the Truc-Vert beach
averaged on the 1998–2008 period is 0.06. In our cases, the tidal
amplitudes were 1 m (sealevel oscillates between 71 m), 1.5 m
and 2 m. Tidal amplitudes in literature ranged from 1 m to 2.5 m
(Ataie-Ashtiani et al., 1999, 2001). During the 1998–2008 period,
the average tidal amplitude for the Truc-Vert beach was 1.5 m.
Tested values of the hydraulic conductivity were 0.8 m h!1,
2.8 m h!1 and 4.8 m h!1. The hydraulic conductivity of the Truc
Vert sand is 2.8 m h!1. The simulated cases submitted to tidal
forcing were systematically compared with the steady-state
simulations unaffecte by sea-level oscillations.
3.1. Hydraulic model
The numerical model correctly reproduces the formation of the
seepage zone uring the tidal cycl as illustrated by Fig. 10 for cases
1 to 3. The seepage zone appears during the falling tide period and in
the first steps of the rising tide period. For the all the cases, the exit
point is always above the seawater level at low tide. The seepage
zone elevation is 30 cm for case 1 and 3 and 33 cm for case 2.
Neglecting the seepage zone may cause the underestimation of the
w ter tabl elevation near the beach and, correlatively, the over-
estimation of the amount of both the water outflow (Ataie-Ashtiani
et al., 2001). The variation of the exit point location during a tidal
cycle is illustrated in Fig. 11 for the basic case 1. The locations of the
exit point and the water-table depend on the tidal forcing and on
the height of groundwater table imposed by the inland condition. The
model rrectly reproduces three zon s: the permanently saturated
zone in which no variation of the water content was observed,
the transient zone in which the water content varied during the
tidal cycle and the permanently unsaturated zone away from the tidal
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Total hydraulic head along AG, Hl (m) 7.5 1
Hydraulic conductivity, Ks (m h
!1) 2.8
Capillary fit parameter, a (m!1) 1 2
van Genuchten fitting parameter, n 4.1 2
Saturated water content, ys 0.4 1
Residual water content, yr 0.05 2
Kinetic constant for the silica dissolution, Kb (h
!1) 3.14"10!4 3
Molecular diffusion coefficient, Dmol (m
2 h!1) 8.6"10!7 4
Mec anical dispersion c efficient, Dm ch (m
2 h!1) 10!5 5
Silicic acid concentration at saturation, Sis t (mmol m
!3) 79 4
Seawater silicic acid concentration, Sisw (mmol m
!3) 4 4
1- This study (Truc Vert beach). 2- Ataie-Ashtiani et al. (1999; 2001). 3- Anschutz
et al. (2009). 4- Independent parameter. 5- Wilson and Gardner (2006).
Table 2
Parameters values used for the various cases simulated (Aw, and Hl in m, Ks in
m h!1), (x;y) repres nt the co rdinates of the point A,B,E,F,G.
Cases 1 2 3 4 5 6 7
A (0;9) (0;9) (0;9) (0;9) (0;9) (0;9) (0;9)
B (20;9) (20;9) (20;9) (20;9) (20;9) (20;9) (20;9)
E (70;4) (82;4) (70;2.5) (70;4) (80;3) (70;4) (70;4)
F (70;0) (82;0) (70;0) (70;0) (80;0) (70;0) (70;0)
G (0;0) (0;0) (0;0) (0;0) (0;0) (0;0) (0;0)
tan(b) 0.1 0.08 0.13 0.1 0.1 0.1 0.1
Ks 2.8 2.8 2.8 2.8 2.8 0.28 4.8
Aw 1.5 1.5 1.5 1 2 1.5 1.5
Hl 7.5 7.5 7.5 7 8 7.5 7.5
Fig. 11. Temporal evolution of the watertable location into the sediment for the
basic case 1 during one tidal cycle. Large dots symbolize the exit point at the
different states of the seawater level.
Fig. 10. Elevation of the exit point and the tidal level over a tidal cycle. The
seepage zone is defined by the difference between the two levels.
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Fig re 2.10 – Evolution de la appe d’eau dans l édiment, pour le cas de référence case 1.
Les points ymbolisent la position du point de sortie.
pendant le cycle de la marée est un facteur clef pour comprendre l’évolution de la concentration
en acide silicique. La figure 2.11 montre les variations temporelles de la vitesse de l’écoulement
le long d’un cycle de marée. Au début de la marée descendante, le haut du système commence
par se vider. Dans la zone de drainage les vecteurs vitesse sont parallèles à la pente de la plage
ou sortants, sous le niveau de la mer les vecteurs sont sortants. A marée montante les vecteurs
vitesse ne cha gent pas tout de suit d’ rientation. Dans un premier temps, ils restent sortants
et orientés vers le bas du domaine, puis ils s’orientent vers le haut de la pente et l’eau de mer
s’infiltre à nouveau dans le système. Le même comportement s’observe pour tous les cas tests.
La concentration de l’acide silicique varie très peu au cours d’un cycle de marée. Les concen-
trations les plus basses sont situées dans la partie supérieure de la zone de marée. Le système
maintient de manière permanente une lentille de faible concentration, voir figure 2.12a, d’une
profondeur de 1.2 m et d’une longueur de 20 m. Cette lentille correspond à la zone du sédiment
dans laquelle la nappe d’eau oscille. C’est aussi une zone du sédiment périodiquement rafraîchie
par l’eau de mer. Pour les conditions opératoires choisies pour le système, cette lentille est très
peu soumise au forçage tidal. En zoomant sur les bords de la lentille on peut observer une légère
respiration de la lentille au rythme de la marée, mais les variations restent très faibles. Le reste
du domaine est homogène avec une concentration proche de la concentration à saturation. La
figure 2.12 reprends la distribution de la concentration en acide silicique de quelques cas tests
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extended at low tide than at high tide. These results correctly agree
with those previously published (e.g., Ataie-Ashtiani et al., 1999,
2001). The evolution of the velocity vector during the tidal cycle is the
key factor for understanding the distribution of the silicic acid. Fig. 12
shows the temporal variations of the flow velocity for the basic case
1. When the tide begins to fall, the direction of the velocity vectors
turns over radically. The upper part of the system begins to empty. As
imposed by the boundary conditions, the velocity vectors along the
seepage zone are parallel to the slopping beach and in the outward
direction of the sediment below the sea level. The flow vector reaches
the maximum value of 0.49 m h!1 during the falling tide. During the
rising tide, velocity vectors orientation does not change during the
first steps. Then, the velocity vectors are oriented towards the top of
the slopping beach and seawater penetrates into the unsaturated part
of the sediment. The global behavior for cases 2 to 7 is the same than
that described above.
3.2. Distribution of silicic acid
For the basic case 1 (Fig. 13), the area where the main changes
occur is inside the first meters below the surface of the tidal zone.
Fig. 12. Temporal evolution of the flow vectors (m h!1) for the basic case 1. The
horizontal line represents the seawater level: (a) high tide. (b) and (c) falling tide.
(d) low tide. (e) and (f) rising tide.
Fig. 13. Evolution of silicic acid concentration in mmol l!1 during one tidal cycle
and for the case 1. (a) high tide. (b) and (c) falling tide. (d) low tide. (e) and
(f) rising tide. The horizontal length corresponds to a zoom of the tidal zone. The
top left match with high tide level, the black rod match with the low tide level.
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Figure 2.11 – Case 1 : Evo ut on temporell des vecteurs vitesse, la ligne horizontale représente
le niveau de la mer.
lorsque l’on varie les paramètres du système, la pente ou la conductivité hydraulique.
2.2.2 Conservation des espèces biogéniques
Dans le cas de la plage du Truc Vert, seule la dégradation de la matière organique par l’oxygène




K−→ (x+y+z)CO2 +yNO−3 +(x+ 2y + 2z)H2O+zHPO2−4 (2.13)
MO=(CH2O)x(NH3)y(H3PO4)z représente la matière organique, O2 l’oxygène, NO−3 les ni-
trates, HPO2−4 les phosphates, x, y, et z sont les coefficients stœchiométriques. Pour la matière
organique côtière nous prendrons x=106, y=11, z=1. Dans le cas de la plage de Wimereux, les
autres processus de dégradation de la matière organique interviennent (dénitrification, réduction
des oxydes de fer et de manganèse, sulfato-réduction). L’équation de conservation des espèces
biogéniques s’inspire de l’équation (2.4) excepté le terme cinétique qui pour la matière organique
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This zone is associated with strong velocity changes. During the tidal
cycle, the variations of the silicic acid concentration are very weak.
Nearly the same distribution may be seen for the six tidal periods
(Fig. 13(a) to (f)). The lowest concentrations are observed in the
upper part of the tidal zone. The system permanently maintains a
low-concentration lens of 1.2 m in depth and 20 m in length. This
lens corresponds to the zone of water table oscillations and is
regularly replenished by seawater at each tide. The rest of the
domain is quite homogeneous with silicic acid concentration near
the concentration at saturation with respect to quartz. Below this
lens, very sparse variations occur at high tide compared with low
tide. These variations do not exceed 4% and are essentially observed
in the two first meters below the lens. The silicic acid concentration
decreases in this zone when the tide rises and, correlatively,
increases when the tide falls. The low silicic acid concentration in
the lens may be explained by the infill of seawater inside the
permeable sediment during the tide rising.
Fig. 14 shows the evolution of the silicic acid concentration for the
three beach slopes (cases 1 to 3), for the three tidal amplitudes (cases
1, 4 and 5) and for the three hydrodynamic conductivities (cases 1,
6 and 7). For the cases 1 to 3, the lens of low concentration is
observed at the top of the tidal zone. The minimum concentration is
comprised between 4 mmol l!1 and 20 mmol l!1 in the lens. The lens
reaches the depth of 1 m, 1.4 m and 1.8 m and the length of 25 m,
20m and 16m for the 0.08 (Fig. 14(a)), 0.1 (Fig. 14(b)) and 0.13
(Fig. 14(c)) beach slopes, respectively. Away from the low-concentra-
tion lens, the pore water quickly reaches the silicic acid saturation
with respect to quartz. The concentration gradient between the lens
and the rest of the system is weak toward the sea and great toward
the land. The low-concentration lens is also observed for the other
cases where its surface increases with the tidal amplitude (Fig. 14(e),
(a), and (d)). Same kinds of variations are observed when the effects
of hydraulic conductivity variations are tested: we clearly observe
that the surface of the low-concentration lens increased with the
hydraulic conductivity (Fig. 14(f), (a). and (g)).
3.3. Total silicic acid flux
The instantaneous flux of silicic acid is expressed in mmol h!1
and per meter width along the shore. It depends on both the
discharge of pore water and the value of silicic acid concentration
along the beach slope. Positive flux corresponds to flux going out of
Fig. 14. Evolution of silicic acid concentration in mmol l!1 at high tide for the beach slope of (a) 0.08 case 2, (b) 0.1 case 1 and (c) 0.13 case 3, variation of amplitude (d) 2 m
case 5, (e) 1 m case 4, variation of hydraulic conductivity: (f) 0.28 case 6, (g) 4.8 case 7. The top left match with high tide level, the black rod match with the low tide level.
R.L. Chassagne et al. / Computers & Geosciences 43 (2012) 52–62 59
This zone is associated with strong velocity changes. During the tidal
cycle, the variations of the silicic acid concentration are very weak.
Nearly the same distribution may be seen for the six tidal periods
(Fig. 13(a) to (f)). The lowest concentrations are observed in the
upper part of the tidal zone. The system permanently maintains a
low-concentration lens of 1.2 m in depth and 20 m in length. This
lens corresponds to the zone of water table oscillations and is
regularly replenished by seawater at each tide. The rest of the
domain is quite homogeneous with silicic acid concentration near
the concentration at saturation with respect to quartz. Below this
lens, very sparse variations occur at high tide compared with low
tide. These variations do not exceed 4% and are essentially observed
in the two first meters below the lens. The silicic acid concentration
decreases i this zone when the tide rises and, correlatively,
increases when the tide falls. The low silicic acid conc ntration in
the lens may be explained by the infill of seawater ins e the
permeable sediment during t tide rising.
Fig. 14 shows the evolution of the silicic aci concentr tion for the
three b ach slopes (cases 1 to 3), for the three tidal amplitu es (cas s
1, 4 and 5) and for the three hydrodynamic con uctivities (cases 1,
6 and 7). For the cases 1 to 3, the le of low concentration is
observed at the top of the tidal zone. The minimum concentration is
comprised between 4 mmol l!1 and 20 mmol l!1 in the lens. The lens
reaches the depth of 1 m, 1.4 m and 1.8 m and the length of 25 m,
20m and 16m for the 0.08 (Fig. 14(a)), 0.1 (Fig. 14(b)) and 0.13
(Fig. 14(c)) beach slopes, respectively. Away from the low-concentra-
tion lens, the pore water quickly reaches the silicic acid saturation
with respect to quartz. The concentration gradient between the lens
and the rest of the system is weak toward the sea and great toward
the land. The low-concentration lens is also observed for the other
cases where its surface increases with the tidal amplitude (Fig. 14(e),
(a), and (d)). Same kinds of variations are observed when the effects
of hydraulic conductivity variations are tested: we clearly observe
that the surface of the low-concentration lens increased with the
hydraulic conductivity (Fig. 14(f), (a). and (g)).
3.3. Total silicic acid flux
The instantaneous flux of silicic acid is expressed in mmol h!1
and per meter width along the shore. It depends on both the
discharge of pore water and the value of silicic acid concentration
along the beach slope. Positive flux corresponds to flux going out of
Fig. 14. Evolution of silicic acid concentration in mmol l!1 at high tide for the beach slope of (a) 0.08 case 2, (b) 0.1 case 1 and (c) 0.13 case 3, variation of amplitude (d) 2 m
case 5, (e) 1 m case 4, variation of hydraulic conductivity: (f) 0.28 case 6, (g) 4.8 case 7. The top left match with high tide level, the black rod match with the low tide level.
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This zone is associated with strong velocity changes. During the tidal
cycle, the variations of the silicic acid concentration are very weak.
Nearly the same distribution may be seen for the six tidal periods
(Fig. 13(a) to (f)). The lowest concentrations are observed in the
upper part of the tidal zone. The system permanently maintains a
low-concentration lens of 1.2 m in depth and 20 m in length. This
lens corresponds to the zone of water table oscillations and is
regularly replenished by seawater at each tide. The rest of the
domain is quite homogeneous with silicic acid concentration near
the concentration at saturation with respect to quartz. Below this
lens, very sparse variations occur at high tide compared with low
tide. These variations do not exceed 4% and are essentially observed
in the two first meters below the lens. The silicic acid concentration
decreases in this zone when the tide rises and, correlatively,
increases when the tide falls. The low silicic acid concentration in
the lens may be explained by the infill of seawat r inside the
permeable sediment during the tide rising.
Fig. 14 shows the evolution of th silicic acid co centration for the
three beach slopes (cases 1 to 3), for the three tidal amplitudes (ca es
1, 4 and 5) and for the three hydrodynamic conductivities (c ses 1,
6 and 7). For the cases 1 to 3, the lens of low concentration is
observed at the top of the tidal zone. The minimum concentration is
comprised between 4 mmol l!1 and 20 mmol l!1 in the lens. The lens
reaches the depth of 1 m, 1.4 m and 1.8 m and the length of 25 m,
20m and 16m for the 0.08 (Fig. 14(a)), 0.1 (Fig. 14(b)) and 0.13
(Fig. 14(c)) beach slopes, respectively. Away from the low-concentra-
tion lens, the pore water quickly reaches the silicic acid saturation
with respect to quartz. The concentration gradient between the lens
and the rest of the system is weak toward the sea and great toward
the land. The low-concentration lens is also observed for the other
cases where its surface increases with the tidal amplitude (Fig. 14(e),
(a), and (d)). Same kinds of variations are observed when the effects
of hydraulic conductivity variations are tested: we clearly observe
that the surface of the low-concentration lens increased ith the
hydraulic conductivity (Fig. 14(f), (a). and (g)).
3.3. Total silicic acid flux
The instantaneous flux of silicic acid is expressed in mmol h!1
and per meter width along the s ore. It depends on both the
discharge of pore water and the value of silicic acid conce tration
along th beach slope. Positive flux corresponds to flux going out of
Fig. 14. Evolution of silicic acid concentration in mmol l!1 at high tide for the beach slope of (a) 0.08 case 2, (b) 0.1 case 1 and (c) 0.13 case 3, variation of amplitude (d) 2 m
case 5, (e) 1 m case 4, variation of hydraulic conductivity: (f) 0.28 case 6, (g) 4.8 case 7. The top left match with high tide level, the black rod match with the low tide level.
R.L. Chassagne et al. / Computers & Geosciences 43 (2012) 52–62 59
Figure 2.12 – Distribution typique de la concentration en acide silicique en µmol l−1 (a) pour
le cas de référence case 1, (c) lorsque l’on varie la pente de la plage case 3, ou (f) lorsque l’on
diminue la conductivité hydraulique du sol case 6.
est un terme d’ordre 1. Les termes cinétiques des équations de l’oxygène, des nitrates et des
phosphates sont couplés au terme cinétique de la matière organique. On définit quatre équations
d’advection-diffusion-réactions basées sur la conservation de la masse de la matière organique,
















−∇ · (Dθ∇Cph) + veθ · ∇Cph − γphθKCmo = 0
(2.14)
où Cmo est la concentration en matière organique, Cox la concentration en oxygène, Cni la
concentration en nitrate et Cph la concentration en phosphate. Dans cette équation γox = x+2yx ;
γni =
y
x et γph =
z
x . Nous résolvons 5 équations : l’équation de Richards et les 4 équations
biogéniques. L’équation décrivant l’évolution de la matière organique dans le sédiment influence
le terme source des 3 autres équations mais ce n’est pas réciproque. Les équations de conservation
des espèces biogéniques sont couplées à l’équation de Richards à travers la vitesse d’écoulement
ve = v(h)/θ et la teneur en eau θ(h). Elles sont résolues par une formulation éléments finis
SUPG. Les conditions aux limites des espèces biogéniques sont comparables à celles de l’acide
silicique mais adaptées aux concentrations spécifiques mesurées sur le terrain. La condition sur
la frontière DE est Dirichlet (fixée à la concentration de l’eau de mer en matière organique (50
mmol m−3), oxygène (200 mmol m−3), nitrate (4 mmol m−3), et phosphate (0.2 mmol m−3))
lorsque le flux d’eau est entrant et Neumann quand le flux est sortant. La concentration initiale
dans le domaine est 200 mmol m−3 pour l’oxygène, 50 mmol m−3 pour la matière organique, 50
mmol m−3 pour les nitrates et 0.2 mmol m−3 pour les phosphates (Anschutz et al., 2009 [42]).
La figure 2.13 compare la distribution, à marée haute, de la matière organique dans le système
après 60 jours pour deux conditions de charges différentes sur le bord continental à gauche du
domaine. Nous avons utilisé Hl = 7.5 m comme pour l’acide silicique et Hl = 4.5 m ce qui
revient à imposer une position de nappe au niveau de la marée basse pour le côté continental. La
40 CHAPITRE 2. LES PROCESSUS BIOGÉOCHIMIQUES
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Purpose of the work
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Figure 2.13 – Répartition de la matière organique dans le sédiment après 60 jours pour K=
1.08× 10−3 h−1 et (a) Hl = 7.5 m et (b) Hl = 4.5 m, les concentrations sont en mmol.m−3. La
situation représentée est à marée haute.
4.5 Couplage hydrologie - matière organique - oxygène - nitrate
- phosphate
4.5.1 Introduction
Nous verrons dans cette partie les résultats de la modélisation de la dégradation de la matière
organique. Cette modélisation est le résultat du couplage hydraulique avec quatre réactions biogéo-
chimiques qui décrivent respectivement les concentrations en matière organique, nitrates, oxygène
et phosphates. Dans le cas de la modélisation de l’acide silicique, nous avions positionné la nappe
d’eau à gauche d’après nos lectures bibliographiques et les résultats de terrain disponibles qui loca-
lisent cette nappe à 2 m environ du sommet du sédiment. On peut raisonnablement faire l’hypothèse
que ce niveau réel se situe entre le niveau de la marée haute et celui de la marée basse.
Deux hauteurs de nappe différentes sont testées à gauche (frontière (DE)). La première est la
même que celle dans Chassagne et al. (soumis, 2010) à savoir h = 7,5m. Cette condition impose
corrélativement un transport d’eau dominant de la gauche du domaine vers l’océan du fait de la
charge de pression à gauche constamment plus forte que la charge de pression imposée par la ma-
rée. La deuxième condition impose un niveau à gauche égal à celui du niveau de la mer à marée
basse h = 4,5m. Dans ce cas, le transport d’eau dominant vient de l’océan et se dirige vers la
gauche. Les autres paramètres hydrauliques sont identiques au cas de l’acide silicique. Les para-
mètres biogéochi ique sélectionnés sont, les coefficients de stochiométrie : γOX = 1,2, γPO = 1,2
et γNI = 0,1, (Spiteri et al., 2008) et la constante cinétique de réaction, déterminée d’après les va-
leurs de la littérrature pour des environnements côtiers (Tableau IV.3) :
K(an−1) K(h−1) référence
493,5 0,05629 Chipman et al. (2010)
9,5 0,00108 Spiteri et al. (2008)
0,0095 1,0837.10−6 Kristensen & Holmer (2001)
256 0,02920 Kristensen & Holmer (2001)
6,095 6,953 .10−4 Thullner et al. (2009)
0,221 2,5211.10−5 Berg et al. (2003)
0,095 1,0837.10−5 Soetaert et al. (1996)
15500,155 1,76821 Wijsman et al. (2002)
95 0,01083 Meysman et al. (2007)
Tableau IV.3 : Cinétique de réaction provenant de la littérature
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Figure 2.14 – Cinétique de réaction provenant de la littérature.
constante de réaction pour l’oxygène est fixée à K = 1.08× 10−3 h−1 valeur médiane de valeurs
publiées dans la littérature. Cette étude préliminaire permet de mettre en évidence l’impact
important de la condition limite gauche du système. Dans le cas où la charge de pression est
élevée à gauche Hl = 7.5 m, le transport vers la droite impose une forte contrainte sur les
concentrations du système. Le forçage tidal est peu marqué. A l’inverse, dans le cas d’une charge
de pression faible à gauche Hl = 4.5 m, le forçage tidal envahit l’ensemble du système. Ces
deux cas extrêmes nous ont permis de mieux comprendre le fonctionnement du système dans
sa globalité. Si on considère que la réalité est située entre ces deux extrêmes alors la formation
d’une lentille est caractéristique de l’environnement étudié. Pour cerner d’avantage le milieu de
la plage du Truc Vert avec ce modèle, il s’avère essentiel d’avoir des données plus précises liées
au site notamment le niveau de la nappe d’eau venant de la gauche du domaine (condition Hl)
et les concentrations des différentes espèces mesurées à différentes profondeurs dans le sédiment.
Dans la littérature, la constante de réaction chimique varie beaucoup, tableau 2.14, et son in-
fluence sur la distribution de la concentration de l’oxygène est très importante comme le montre
la figure 2.15. Avec K= 1.08× 10−1 h−1 nous avons mis en évidence la respiration de la matière
organique, figure 2.15b, et donc le couplage biogéochimique entre la matière organique et l’oxy-
gène, ce qui n’était pas observé avec K= 1.08× 10−3 h−1. La labilité de la matière organique est
donc primordiale à déterminer avant de quantifier précisément l’impact des sédiments perméables
des plages sur les flux biogéochimiques vers l’océan.
2.3 Conclusion
Ce travail a été réalisé en collaboration avec Pascal Lecroart, du laboratoire EPOC de l’université
de Bordeaux. Il a consisté au co-encadrement de la thèse de Romain Chassagne. Cette activité
a donné lieu à l’article de journal [33] et a été présenté lors de trois conférences internationales
par Romain. Lors de ce travail, le code RICHARDS, a été enrichi du couplage de l’équation de
Richards avec l’équation de transport-diffusion-réaction de l’acide silicique. Cette équation, dont
le terme de transport est très dominant, et le terme de diffusion très faible, a été résolue par
une méthode d’éléments finis stabilisés de type SUPG, ce qui a permis de garder la structure
originale du code RICHARDS. Ensuite l’équation de Richards a été couplée aux 4 équations
de conservation des espèces biogéniques. Ces équations de transport-diffusion-réaction sont très
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(EF) et à la place d’une condition de flux nul mettre plutôt une condition de Dirichlet égale à la
valeur de la concentration de l’eau de mer.
Sensibilité du modèle à la labilité de la matière organique dans le cas h = 7,5m à gauche du
domaine
Pour mettre en évidence la sensibilité du modèle à la labilité de la matière organique la constante
de cinétique est multiplié par 100 soit 1,08.10−1h−1, on reste ainsi dans l’intervalle donné au ta-




Figure IV.17 : Répartition de l’oxygène dans le sédiment aprés 60 jours pour K = 1,08.10−3h−1
(a) et pour K = 1,08.10−1h−1 (b). Les concentrations sont en mmol.m−3. La situation représentée
est à marée haute.
L’augmentation de la constante cinétique développe une zone de concentration plus faible en
oxygène marquant l’impact de la respiration aérobie dans le sédiment (Fig. IV.17). La zone de
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Figure 2.15 – Répartition de l’oxygène dans le sédiment après 60 jours pour (a) K= 1.08 ×
10−3 h−1 et (b) K= 1.08 × 10−1 h−1, les concentratio s sont e mmol.m−3. La situation repré-
sentée est à marée haute.
similaires à l’équation de conservation de l’acide silicique. La même approche par éléments finis
stabilisés a été utilisée pour la résolution de ce système à 5 équations couplées.
Pour revenir à l’application, ce modèle nous a renseigné sur la dynamique des phénomènes
physiques présents dans les plages soumises à un forçage tidal. L’utilisation du modèle nous a
permis de comprendre l’importance de la zone de marée pour ce système. Cette influence se
caractérise ici par la présence d’une lentille caractéristique de ce système. La présence d’une
telle lentille n’avait pas été anticipée et a été confirmée par les mesures expérimentales sur le
terrain. Le code numérique a également permis de mettre en évidence l’importance des mesures
sur le terrain pour calibrer les paramètres de ce modèle. Cette thèse a été complétée par la thèse
expérimentale de Céline Charbonnier (2010-2013). Le modèle continue à être utilisé et a été un
outil intéressant lors de cette thèse puisqu’il a permis d’orienter les mesures expérimentales sur
le terrain, en choisissant les paramètres à mesurer et le positionnement des appareils de mesure,
ce qui a contribué au succès des campagnes de mesures.
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Chapitre 3
Modélisation particulaire des transferts
en milieux poreux
Dans le cadre du groupe de recherche MoMaS (Modélisations Mathématiques et Simulations
numériques liées aux problèmes de gestion des déchets nucléaires), en collaboration avec Iraj
Mortazavi (CNAM Paris) et Serge Huberson (Institut P’ Poitiers), nous avons proposé une
nouvelle approche pour modéliser les transferts en milieux poreux le couplage iso-contours/lignes
de courant. Le GdR MoMaS a pour objectif la prise en compte des incertitudes sur les propriétés
du milieu poreux dans les simulations numériques de transport de contaminants passifs ou actifs
(radionucléides).
Nous nous limitons pour le moment à la simulation du transport et de la dispersion à l’exclusion
donc des réactions chimiques éventuelles. Les méthodes particulaires sont très utilisées pour la
simulation numérique du transport de polluant dans les sols (Ackerer, 1988 [43] ; Zimmermann
et al., 2001 [44] ; Beaudoin et al., 03 [45]) et constituent l’outil commun des membres de ce
groupe. Cependant, l’écoulement dans le sol étant lui aussi une inconnue du problème, il doit
être déterminé en premier. Dans le cas stationnaire et saturé, cet écoulement est gouverné par
l’équation de Darcy qui revient à un problème linéaire elliptique pour la charge hydraulique p de
l’écoulement. Cette équation prend la forme
∇ · v = f , (3.1)
où f est le terme source et la vitesse de Darcy v dans le sol est reliée au gradient de la charge
hydraulique p par
v = −K∇p , (3.2)
avec K la conductivité hydraulique du milieu. Il est bien connu, que lorsque l’on travaille avec des
écoulements souterrains, une des difficultés est d’estimer la vitesse de l’écoulement en présence
d’une forte hétérogénéité du milieu (forts contrastes de la conductivité hydraulique K). Cette
difficulté a été étudiée en détail par Mosé et al., 1994 [46] qui comparent le champ discret de la
vitesse de Darcy obtenu par une méthode mixte hybride d’éléments finis à celui obtenu par une
méthode éléments finis conformes standard.
La précision du champ de vitesse est un point important dans le contexte du transport de
polluants. En effet, les erreurs d’approximation du champ de vitesse peuvent nuire à l’efficacité
des méthodes particulaires. La méthode particulaire, que nous allons mettre en oeuvre dans ce
chapitre, va dans un premier temps être appliquée à la résolution de l’équation de transport
∂c
∂t
+∇ · (vhc) = 0 , (3.3)
où c représente la concentration du contaminant et vh l’approximation de la vitesse de Darcy
obtenue par la résolution de l’équation (3.2). Puis nous ajouterons l’opérateur de diffusion qui
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sera modélisé par le concept de vitesse de diffusion, ce qui nous permettra de conserver les
avantages de notre point de vue purement Lagrangien.
L’approche, que nous proposons, couplage iso-contours/lignes de courant repose sur deux étapes
1. pour une approximation du champs de vitesse Darcy vh, construction des lignes de courant
de l’écoulement ;
2. représentation du contaminant par iso-contours de concentration (iso-lignes de concentra-
tion c = constante) et transport de ces iso-contours sur le réseau de lignes de courant
précédemment construit.
Cette approche est motivée par le constat qu’en général lors d’études de ces phénomènes de
convection/diffusion de contaminants dans les sols, les données à disposition sont la répartition
spatiale des concentrations du polluant et la connaissance de la vitesse de l’écoulement dans le
milieu poreux. Nous allons maintenant décrire chacune des étapes de la méthode en commençant
par la construction des lignes de courant, puis le transport de nos iso-contours sur le réseau de
lignes de courant et enfin le traitement du terme de diffusion en utilisant le concept de vitesse
de diffusion.
3.1 Construction des lignes de courant
Comme nous l’avons mentionné en introduction de ce chapitre, les méthodes particulaires re-
posent sur la connaissance d’une approximation vh du champ de vitesse Darcy. Dans notre cas,
cette approximation du champ de vitesse sera utilisé pour la construction des lignes de courant
de l’écoulement (trajectoires de particules traversant de domaine de calcul et soumises au champ
de vitesse vh). Etant donné l’aspect sensible de la représentation du champ de vitesse nous allons
évaluer l’impact de l’approximation du champ de vitesse sur le calcul des lignes de courant au
sein de notre milieu poreux.
3.1.1 Obtention du champs de vitesse v
Le but de ce paragraphe est de décrire les deux approches éléments finis différentes utilisées dans
le code RICHARDS du chapitre 1, pour calculer la charge hydraulique dans le sol. Ces deux
schémas éléments finis conduisent à la construction de deux champs de vecteurs vitesse bien
distincts (champ de vitesse conservatif ou pas) qui seront utilisés pour la construction des lignes
de courant en utilisant la procédure décrite dans le paragraphe 3.1.2.
Nous allons considérer deux schémas éléments finis pour résoudre notre équation de Darcy,
un schéma éléments finis conformes usuel et un schéma non-conforme introduit et analysé par
Courbet et al., 1998 [47] et Croisille, 2000 [48]. Ce deuxième schéma est similaire aux schémas
obtenus par la méthode des éléments finis mixtes hybrides. En effet il utilise un degré de liberté
par face d’élément de maillage et permet la construction d’un champ de vitesse discret dont
la composante normale est continue. La différence avec la méthode des éléments finis mixtes
hybrides est que ce schéma peut être interprété comme un schéma boîte volumes finis, nous
référons à Croisille, 2000 [48] et Greff, 2003, [49] pour une description détaillée de ce schéma, et
El Alaoui et al., 2004 [50] pour l’analyse d’erreur a posteriori de ce schéma.
Dans un milieu poreux saturé, en régime stationnaire, l’écoulement est gouverné par l’équation de
Darcy qui conduit à un problème linéaire elliptique pour la charge hydraulique p. Sur le domaine
Ω, cette équation s’écrit
∇ · (−K∇p) = f , (3.4)
où f est un terme source, v = −K∇p est la vitesse de Darcy et K la conductivité hydraulique
du milieu.








Figure 3.1 – Elément fini de Raviart-Thomas RT0 en dimension 2 (gauche) et 3 (droite).
On suppose que les conditions aux bords imposées sur le problème de Darcy sont basées sur une
partition de la frontière du domaine ∂Ω entre ∂ΩD et ∂ΩN . La condition de Dirichlet p = g1 est
imposée sur le bord ∂ΩD et celle de Neumann v · n = g2 est imposée sur ∂ΩN où n représente la
normale unitaire sortante du domaine Ω.
On définit par (Th)h>0 une famille de triangulations conformes du domaine Ω. On appelle res-
pectivement Fh, F ih, FDh and FNh l’ensemble des faces, faces internes, faces externes Dirichlet et
faces externes Neumann pour le maillage Th. On fait l’hypothèse que le maillage est compatible
avec le partage des conditions aux bords entre ∂Ω = ∂ΩD ∪ΩN . Pour une face interne F ∈ F ih et
une fonction suffisamment régulière q de part et d’autre de F, [q]F désigne le saut de q à travers
la face F (l’indice F est omis si il n’y a pas d’ambiguïté). Pour une face F ∈ Fh et une fonction
q intégrable sur F, < q >F désigne la valeur moyenne de q sur F . Pour une fonction de carré
intégrable r définie sur Ω, on note Πhr la fonction continue par morceaux, définie sur Th égale à





r. De plus, on définit par ωh(x),
sur chaque T ∈ Th, la fonction vectorielle suivante
ωh(x)|T = (x1 − gT,1, ..., xd − gT,d)t, (3.5)
où (x1, ..., xd) sont les coordonnées Cartésiennes de x, d la dimension de l’espace, et (gT,1, ..., gT,d)
les coordonnées Cartésiennes du centre de masse de T . Dans la suite, on définit respectivement
par ∇h() et ∇h · ( ) le gradient et la divergence sur l’élément, ces opérateurs coïncident avec
le gradient usuel et l’opérateur de divergence usuel s’ils sont appliqués à des fonctions scalaires
continues et à des fonctions vectorielles dont les composantes normales sont continues. Nous sup-
posons que la conductivité hydraulique K est constante par morceaux dans Ω et que le maillage
épouse les discontinuités de K. Cette hypothèse est raisonnable dans le contexte des écoulements
en milieu poreux.
Pour T ∈ Th, Pk(T ) désigne l’espace vectoriel des polynômes de degrés k au moins sur T . On




+ xP0(T ) l’espace polynomial de Raviart-Thomas. L’élément
fini de Raviart-Thomas RT0, voir figure 3.1, est un élément fini pour lequel on choisit pour degrés
de liberté la valeur moyenne de la composante normale sur chacun des 3 côtés (respectivement
des 4 faces). Il intervient dans des applications liées à la mécanique des fluides, comme ici, où les
fonctions à interpoler sont des vitesses dont on souhaite contrôler le flux normal aux interfaces
des éléments. Pour la charge hydraulique nous aurons besoin des espaces éléments finis suivants
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Ph =
{





qh ∈ L2(Ω); ∀T ∈ Th, qh|T ∈ P1(T ); ∀F ∈ F ih, < [qh] >F= 0
}
, (3.7)
et pour le champ de vecteurs vitesse
Uh =
{










v ∈ [L2(Ω)]d; ∇ · v ∈ L2(Ω)
}
. Ph est l’espace classique des éléments finis
conformes de de Lagrange, P ∗h est l’espace d’éléments finis de Crouzeix-Thomas, et U
∗
h est l’espace
d’éléments finis de Raviart-Thomas de plus bas degré. La dimension de Ph est le nombre de
sommets du maillage, celle de P ∗h est le nombre de faces (segments) du maillage, celle de Uh le
nombre d’éléments du maillage fois la dimension d et celle de U∗h le nombre des faces (segments)
du maillages. Pour tenir compte des conditions aux bords nous introduisons les espaces suivants
Ph,bc = {qh ∈ Ph; qh|∂ΩD = g1h} , (3.10)
P ∗h,bc =
{





vh ∈ P ∗h ; ∀F ∈ FNh , vh · n|F =< g2 >F
}
, (3.12)
Où g1h désigne l’interpolé de Lagrange de g1 sur ∂ΩD.
Le premier schéma aux éléments finis considéré ici consiste simplement à chercher une solution
discrète de l’écoulement potentiel (ou charge hydraulique) ph ∈ Ph,bc telle que∫
Ω
K∇ph · ∇qh =
∫
Ω
fqh , ∀qh ∈ Ph,bc . (3.13)
Ce problème est bien posé et ph converge vers p, l’écoulement potentiel exact, à l’ordre 1 en
norme H1 en fonction de la taille des mailles. Le champ de vecteur vitesse discret est simplement
calculée par
vh = −K∇ph ∈ Uh . (3.14)
La composante normale de vh n’est pas continue au travers des interfaces du maillage et ne vérifie
pas non plus la condition de Neumann. Ces deux propriétés restent vraies seulement en moyenne
sur des "patchs" d’éléments du maillage entourants les sommets.
Le deuxième schéma éléments finis considéré dans ce travail est le schéma boîte éléments finis
non conformes. Les principes de ces schémas boîtes, construits pour des problèmes conservatifs
de la forme ∇ ·Φ(p,∇(p)) = f sont, d’une part d’utiliser les degrés de liberté situés sur les faces
du maillage (segments en dimension 2) pour les deux inconnues p et le flux Φ, et d’autre part de
construire les équations discrétisées en moyennant les équations continues sur des "boîtes". Dans
ce sens ce sont des schémas volumes finis qui assurent une conservation locale des propriétés. Dans
ce qui suit le flux Φ est simplement la vitesse v. L’idée est donc de chercher une approximation
de la vitesse qui soit uniquement déterminée pour chaque élément T par ses flux normaux au
travers des segments (faces) F de T . L’approximation de la pression est également déterminée
par sa valeur au milieu des segments. Le schéma consiste donc à chercher une solution discrète
p∗h ∈ P ∗h telle que
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∫
Ω
K∇h p∗h · ∇h qh =
∫
Ω
fqh , ∀qh ∈ P ∗h,bc . (3.15)
Ce problème est bien posé et p∗h converge vers p, comme ph, au premier ordre en fonction de la
taille de maille. La pression ph est approchée par des fonctions affines par morceaux continues
uniquement aux milieux des segments. Comme requis, les degrés de liberté pour la pression sont
donc situés aux milieux des segments.
En définissant le champ de vecteurs vitesse par




les propriétés satisfaites par v∗h sont les suivantes :
— Conservation : v∗h ∈ U∗h,bc, c’est à dire que les composantes normales de v∗h sont continues
aux interfaces des mailles et les conditions de Neumann sont explicitement imposées ;
— Conservation de la masse : ∇ · v∗h = Πhf ;
— Précision : v∗h converge vers v, le champ de vecteur vitesse exacte, au premier ordre en
norme L2.
Les propriétés du champ de vecteurs vitesse défini précédemment ont des conséquences pratiques
sur la façon optimale de résoudre le problème. La pression est obtenue en résolvant un système
linéaire de taille Ne ≈ 3Ns où Ne est le nombre de segments et Ns le nombre de sommets du
maillage. La vitesse est reconstruite localement en utilisant l’équation (3.16) et permet de réduire
de 50% la taille du système linéaire à inverser.
Extension au non linéaire
Ce schéma boîte a été étendu aux équations de Richards non linéaires et non stationnaires
par Beaugendre et al. 2006 [27]. Ces équations sont rencontrées lorsque l’on travaille avec des
écoulements souterrains variablement saturés.
Remarque
Dans le paragraphe suivant, nous nous intéressons particulièrement à des écoulement souterrains
sans terme source, c’est à dire, f = 0. Dans ce cas, le terme du second membre de l’équation
(3.16) disparait et les deux champs de vitesse vh et v∗h sont constants par morceaux.
3.1.2 Technique de construction des lignes de courant
Figure 3.2 – Exemple de la trajectoire d’une particule.
Pour un champ de vecteur vitesse connu analytiquement la construction de lignes de courant est
directe. Pour un champ de vecteur vitesse issu de la résolution numérique d’une équation (ou
système d’équations) modélisant l’écoulement dans le sol, la construction des lignes de courant
nécessite de définir la vitesse sur un maillage, ici une triangulation Th. Dans notre cas, le champ
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de vitesse est constant par morceaux et ne dépend pas du temps, il est défini par l’équation (3.14)
ou (3.16) suivant le schéma utilisé, voir le paragraphe précédent pour les détails concernant la
construction de ce champ de vitesse. Ainsi, la trajectoire d’une particule à travers un élément
T ∈ Th se réduit à un segment que l’on peut calculer. On peut aussi déterminer facilement le
temps de passage de cette particule dans ce triangle. La trajectoire complète de la particule (au
travers du domaine de calcul) est une combinaison de ces segments et nous permet de définir une
ligne de courant, voir figure 3.2. La méthode proposée pour la construction des lignes de courant
est une méthode pas à pas spécifique à chaque particule qui dépend uniquement de la représenta-
tion spatiale de l’approximation du champ de vitesse vh. Cette méthode présente l’avantage d’être
indépendante du pas de temps. Pour des schémas d’intégration classique, schéma de Runge-Kutta
par exemple, la portion de la trajectoire correspondante à un pas de temps est la combinaison
de pas élémentaires pour lesquels la vitesse du point de départ est utilisée. Ceci peut conduire à
des erreurs d’approximation lorsque cette portion de trajectoire traverse la frontière entre deux
triangles adjacents. De ce point de vue, il est clair que la trajectoire obtenue avec notre approche
est exactement celle qui aurait été obtenue avec un schéma classique de Runge-Kutta à la limite
lorsque δ → 0 (ou dans l’utilisation d’un pas de temps adaptatif difficile à ajuster). C’est une
propriété intéressante si l’on veut comparer l’approximation de différents champs de vitesse car
les résultats ne sont pas pollués par l’erreur de discrétisation en temps.
Le problème se réduit ainsi à une séquence de pas élémentaires qui peuvent être divisés en deux
étapes :
— Trouver le triangle T ∈ Th dans lequel une particule i entre ;
— Calculer la trajectoire et le temps de résidence de cette particule qui traverse ce triangle.
La première partie a été implémentée dans le contexte général de maillages non structurés.
Pour déterminer le triangle auquel appartient une particule à un instant donné on utilise la
surperposition d’un maillage Cartésien pour lequel la localisation de la particule i est simplement










où (n,m) sont les indices de la cellule du maillage Cartésien contenant la particule i, b . c désigne
la partie entière, (xo, yo) sont les coordonnées du noeud o, le point en bas à gauche du maillage
Cartésien, (Xi, Yi) les coordonnées de la particule i et δx, δy le pas d’espace du maillage Cartésien
en x et y.
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Fig. 1. Example of a particle trajectory.
Fig. 2. Co-flowing velocities: the particle trajectory follows the interface up to the next vertex.
– secondly, compute the trajectory and residence time of this particle, crossing this triangle.
The first part has been implemented in the general context of unstructuredmeshes. To determinewhich triangle contains
a particle at a given stage, wemake use of a superimposed Cartesian grid on which the localization of the particle i is readily












where (n,m) are the indices of the cell of the Cartesian mesh containing the particle i, b·c denotes the integer part function,
(xo, yo) are the coordinates of the grid node x00 (at the lower left corner of the Cartesian grid), (Xi, Yi) the coordinates of
the particle and  x,  y the grid path in directions x and y, respectively. A pre-treatment associates with each Cartesian grid
cell the indices of the triangle with which it has a non-empty intersection. The procedure is very similar to the well-known
chaining-grid technique described with more details by Hockney and Eastwood [9] for example. Thus, the determination
of the triangle containing particle i reduces to the examination of the position of this particle with respect to a number
of triangles, expected to be small. An obvious condition for this number to be small is to use small values for  x and  y.
Therefore, the whole procedure can be likened to a ‘‘pixelization’’ of the computational domain. Since the information only
consists of integers, the storage required by this procedure is not a limiting factor.
The second part consists in the computation of the particle trajectory within the selected triangle (Fig. 1). This
computation has been performed using barycentric coordinates in order to work with a similar scheme for any triangle.
This is rather an easy task, although some difficulties can arise in the particular case of convergent streamlines. Due to
the kind of approximation used, namely constant velocity in the triangle, this situation can only appear on interfaces, as
illustrated in Fig. 2, where the normal component of the discrete velocity field does not have the same sign on the two sides
of the common interface of the triangles.
Otherwise, an exact integration is no longer possible and the exact trajectory comes to an end. Because we need each
particle to cross the computational domain in order to compute the flux at the outlet, we need a procedure which allows
particles to recover their way to the exit. The particle is assumed to remain on the interface and to move forward with
Figure 3.3 – Vitesses conv rgent s : la traje toire de la particul suit l’interface jusqu’au sommet
suivant.
Un pré-traitement associe à chaque cellule du maillage Cartésien l’indice du triangle avec lequel
cette cellule a une intersection non vide. Cette procédur est très similaire à la technique bien
connue de liste chaî é décrite en détail par Hockn y et Eastwood, 1981 [51]. La détermination
du triangle contenant une particule i se réduit d nc à l’examen de la positio de cette particule
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sur un certain nombre de triangles que l’on espère petit. Une condition nécessaire pour que le
nombre de triangles soit petit est d’utiliser de petites valeurs pour δx et δy. Pour cette raison,
cette étape revient à une pixellisation du domaine de calcul. Comme l’information stockée n’est
constitués que d’entiers, le stockage n’est pas un facteur limitant de cette procédure.
La seconde partie consiste au calcul de la trajectoire de la particule dans le triangle sélectionné,
figure 3.2. Ce calcul a été réalisé en utilisant les coordonnées barycentriques de façon à avoir
un schéma identique quelque soit le triangle. Ce calcul est simple, mais des difficultés peuvent
apparaître dans le cas particulier de lignes de courant convergentes. Etant donné le type de
discrétisation utilisé, c’est à dire une vitesse constante par élément, cette situation ne peut
apparaître qu’aux interfaces lorsque la composante normale de la vitesse est de signe opposé de
part et d’autre de l’interface commune entre deux éléments, comme illustrée sur la figure 3.3.
Dans ce cas, une intégration exacte pour le calcul de la trajectoire n’est pas possible, et nous
avons besoin d’une procédure particulière pour permettre à la particule de traverser le domaine
de calcul. Nous avons choisi, dans ce cas particulier, de positionner la trajectoire sur l’interface
et de choisir comme vitesse tangentielle la moyenne des vitesses tangentielles associées aux deux
triangles adjacents, figure 3.3. C’est une procédure assez arbitraire et le nombre de particules
qui y auront recours pendant le calcul des trajectoires est un bon critère de qualité du champ
de vitesse calculé. Encore une fois, signalons que cette trajectoire obtenue correspondrait à celle
calculée par n’importe quel schéma d’intégration en temps lorsque δt → 0. Pour un pas de
temps fini donné, un schéma en temps conduirait à une trajectoire polygonale pour laquelle deux
points consécutifs se situeraient de part et d’autre de l’interface commune aux deux triangles. La
longueur de ces segments connectants ces points tendrait alors vers 0 si le pas de temps tendait
lui aussi vers 0, la trajectoire serait ainsi identique à celle obtenue par la modélisation précédente.
3.1.3 Résultats numériques : à quel point est-il nécessaire d’avoir un champ
de vecteurs vitesse conservatif ?
Dans ce paragraphe, nous allons comparé le réseau de lignes de courant obtenu par la technique
de construction décrite précédemment lorsque l’on utilise le champs de vitesse discret obtenu par
l’équation (3.14) ou par l’équation (3.16). Pour des raisons évidentes (voir le paragraphe 3.1.1),
nous appellerons la première formulation non-conservative et la seconde conservative. Les cas
tests considérés, sont définis sur un domaine carré Ω représentant un aquifère de 100 mètres de
long. Les bords hauts et bas correspondent à une couche de sol imperméable (c’est à dire une
condition de Neumann homogène), et une charge hydraulique constante est imposée sur les côtés
droit et gauche du domaine.
Cas test de la lentille
L’aquifère, domaine Ω, est composé de deux sous-domaines pour lesquels la conductivité hydrau-
lique égale 1m2/jour et 0.01m2/jour respectivement, voir figure 3.4a. La charge hydraulique est
fixée à −4m à gauche et −5m à droite. La distribution de la charge hydraulique obtenue en
utilisant le schéma éléments finis non-conforme sur un maillage fin contenant 25600 triangles est
illustrée sur la figure 3.4b.
Nous considérons dans un premier temps des maillages structurés construits en coupant les bords
du domaine Ω en segments de taille h ce qui nous donne un quadrillage régulier du domaine,
ensuite chaque carré est divisé en 4 triangles. Trois valeurs ont été utilisées pour h−1 : 5, 40 et 80
ce qui nous donne un maillage grossier contenant 100 triangles, un intermédiaire contenant 6400
triangles et le maillage fin contenant 25600 triangles. Tous les maillages épousent parfaitement
les discontinuités de K. Tous les calculs de lignes de courant sont réalisés en utilisant le schéma
d’intégration décrit dans le paragraphe 3.1.2. Sur chaque maillage les champs de vecteurs vitesse
conservatifs ou non-conservatifs sont utilisés comme une donnée du problème. Ensuite une ligne
de courant est matérialisée par la trajectoire d’une particule à travers le domaine Ω. Le long
de sa trajectoire, cette particule sera localisée dans les différents triangles qu’elle va traverser et
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a b
Figure 3.4 – a) Représentation schématique du domaine Ω pour le cas de la lentille ; b) Distri-
bution de la charge hydraulique (-4 m en blanc et -5 en noir), p, pour la solution de référence
sur maillage fin.
Figure 3.5 – Comparaison des trajectoires calculées avec un champ de vitesse non conservatif
à gauche et conservatif à droite. Du haut vers le bas on affine le maillage.
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subira la vitesse attachée à ce triangle. Un ensemble de 100 particules sont réparties de manière
équidistante en entrée du domaine (bord gauche du domaine). La construction des 100 lignes
de courant est réalisée pour les 3 maillages structurés et est représentée figure 3.5. On observe
des différences importantes en comparant le réseau de lignes de courant obtenu avec le champ
de vitesse conservatif à droite ou non-conservatif à gauche. La plus importante est que certaines
régions du domaine de calcul ne sont traversées par aucune particule lorsque l’on travaille avec
le champ de vitesse non-conservatif. Ceci est plus visible sur le maillage grossier. Ces conclusions
sont renforcées par l’observation de nombreuses vitesses convergentes lorsque le champs de vitesse
non-conservatif est utilisé. Ceci se traduit par des trajectoires qui se rejoignent pour n’en former
qu’une ce que l’on peut observer en haut à gauche de la figure 3.5. Sur le maillage fin les réseaux
de lignes de courant obtenus par les deux champ de vitesse se rapprochent nettement. Ceci nous
conforte dans l’idée que le résultat obtenu sur le maillage fin avec le champ de vitesse conservatif
est représentatif de la solution exacte.
De ces résultats, nous pouvons conclure que, pour un maillage fin, chacun des deux champs
de vecteurs vitesse peut être utilisé comme donnée d’entrée pour obtenir un réseau de lignes de
courant satisfaisant, même si il reste des questions sur l’accessiblité de certaines zones du domaine
de calcul avec l’utilisation d’un champ de vitesse non-conservatif. Pour des maillages grossiers,
seul le champ de vitesse conservatif peut être utilisé pour obtenir des résultats convenables.
L’incapacité de satisfaire la condition de divergence nulle du champs de vitesse non-conservatif
entraîne la création de zones de vitesses convergentes pour lesquelles la trajectoire ne peut pas
être correctement calculée.
Les problèmes rencontrés dans des situations plus proches de la réalité, géométries complexes par
exemple, nécessitent l’utilisation de maillages non structurés. Nous voulons connaître l’habilité de
la méthode à créer un réseau de lignes de courant pour des maillages non structurés. On reprend
le cas test de la lentille précédant. Le maillage est illutsré figure 3.6, il contient 6642 triangles et
épouse les discontinuités de K. Le calcul des lignes de courant a été réalisé en utilisant les deux
champs de vitesse discrets, figure 3.7. Pour mieux appréhender la qualité de l’approximation de
l’écoulement, nous nous focalisons sur la partie inférieure gauche de l’écoulement proche de la
région de faible conductivité hydraulique, figure 3.7. Il est intéressant de noter qu’un croisement
des lignes de courant apparaît pour les mêmes traceurs dans les deux cas. Cependant, le schéma
éléments finis non-conformes conduit à un champ de vecteurs vitesse plus régulier, ce qui se
traduit une fois encore par des trajectoires plus régulièrement espacées proche des frontières
entre les deux régions de perméabilités différentes, zoom droit de la figure 3.7. Il est important
de noter que les croisements ne sont pas observés si un schéma d’intégration en temps est utilisé
avec des pas de temps suffisamment petits, c’est l’effet régularisant des schémas en temps déjà
énoncé.
Fig. 6. Restitution at the outlet with non-conservative (left) and conservative (right)
flow field (dotted line: fine mesh, dashed line: intermediate mesh, solid line: coarse
mesh).
Fig. 7. Unstructured mesh for the lense test case.
occurs for the same tracers in both cases. However, the non-conforming finite
element scheme for the flow potential yields a more regular velocity field, once
again resulting in rather regularly spaced trajectories close to the boundary
between the two permeability regions. It is also worth noticing that trajectory
crossing is not observed when using a time integration, at least for sufficiently
low time steps. This is a result of the regularization effect already observed.
The difference between the non-conservative and conservative flow fields is
more clearly illustrated on Figure 9 where the residence time of the tracers with
respect to their initial location has been reported. Both velocity fields produce
very similar residence times for tracers departing from the center of the left
side, but the results obtained with the non-conservative flow field exhibit a
curious secondary peak which results obviously from trajectory crossing near
the upper part of the lower conductivity region.
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Figure 3.6 – Maillage non structuré de la lentille.
La différence entre le champ de vitesse conservatif et non conservatif est plus clairement illustré
par la figure 3.8 où le temps de résidence des traceurs en fonction de leur position initiale a
été tracé. Les deux champs de vitesse produisent des temps de résidence très similaires pour les
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Fig. 8. Lense test case with unstructured mesh. Trajectories computed with the
non-conservative (left) and the conservative (right) flow fields. Zoom on the lower
left corner of the lower permeability region.
4.2 Multi-conductivity test case
The hydraulic conductivity distribution within the aquifer is shown in Fig-
ure 10 along with the corresponding distribution of the flow potential com-
puted using non-conforming finite elements on a fine mesh. This test case has
been proposed by Fagherazzi et al. [20]. The values taken by the hydraulic
conductivity range from 1 to 0.01m2/day. We consider an impermeable layer
at the top and bottom and a constant head equal to -1 m for the left side and
equal to -5 m for the right side.
Simulations have been performed using the conservative and the non-conserva-
tive flow fields on the intermediate (structured) mesh which contains 6400
triangles. Both flow fields were used within the particle method to solve the
transport equation. The flow potential distribution is almost the same for
the two flow fields. However, the computed trajectories exhibit the same dif-
ferences as those already observed in the previous test case; see Figure 11.
Slight differences appear around the corners of the first low-conductivity re-
gion. Moreover, the particles in the central region focus into three main streams
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Fig. 8. Lense test case with unstructured mesh. Trajectories computed with the
non-conservative (left) and the conservative (right) flow fields. Zoom on the lower
left corner of the lower permeability region.
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been proposed by Fagherazzi et al. [20]. The values taken by the hydraulic
conductivity range from 1 to 0.01m2/day. We consider an impermeable layer
at the top and bottom and a constant head equal to -1 m for the left side and
equal to -5 m for the right side.
Simulations have been performed using the conservative and the non-conserva-
tive flow fields on the intermediate (structured) mesh which contains 6400
triangles. Both flow fields were used within the particle method to solve the
transport equation. The flow potential distribution is almost the same for
the two flow fields. However, the computed trajectories exhibit the same dif-
ferences as those already observed in the previous test case; see Figure 11.
Slight differences appear around the corners of the first low-conductivity re-
gion. Moreover, the particles in the central region focus into three main streams
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Figure 3.7 – Cas test de la lentille sur maillage non-structuré, lignes de courant champ de vitesse
non-conservatif (à gauche), conservatif (à droite)
Fig. 9. Residence time of the tracers with respect to their initial location for the
direct integration and the conservative flow fi ld (main-line), n n-conserv tive flow
field (dash-line) and for the time integration (dot-line) (non-conservative flow field
only)
Fig. 10. a) Schematic representation of the domain ⌦ for the multi-conductivity test
case; b) Flow potential distribution.
when computed with the non-conservative flow field, indicating co-flowing ve-
locities. This phenomenon can be observed in the zooms shown in the lower
sub-figures of Figure 11. Therefore, a much more regular restitution curve was
obtained once again with the trajectories computed using the conservative
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Figure 3.8 – T mps de résidence d s trac ur en foncti n de leur position initiale, intégration
directe et champ de vitesse conservatif (ligne), intégration directe et champ de vitesse non conser-
vatif (segments en pointillé), schéma d’intégration en temps et champ de vitesse non conservatif
(pointillé).
traceurs partant du milieu de côté gauche, mais les résultats obtenus avec le champ de vitesse
non conservatif exhibe un curieux second pic qui résulte forcément du croisement de trajectoires
sur la partie inférieure du domaine proche de la zone de faible conductivité.
Cas test multi-conductivité
Dans cette configuration, proposée par Fagherazzi et al. [52], l’aquifère est subdivisé en 25 sous-
domaines de conductivité hydraulique différente. La conductivité hydraulique varie de 1m2/jour
à 0.01m2/jour, voir figure 3.9. Les conditions aux bords pour le haut et le bas correspondent
à une couche de sol imperméable, sur les côtés une charge hydraulique constante est imposée,
−1m à gauche et −5m à droite. La distribution de la charge hydraulique obtenue sur le maillage
fin avec le schéma non-conforme est représentée sur la figure 3.9b.
Le calcul du réseau de lignes de courant, figure 3.10, a été réalisé en utilisant les champs de
vitesse conservatif à droite et non-conservatif à gauche sur le maillage structuré intermédiaire,
6400 triangles. La distribution de la charge hydraulique est presque identique pour les deux
schémas. Cependant, les lignes de courant calculées exhibent les mêmes différences déjà observées
dans le cas test précédent de la lentille. De légères différences apparaissent autours des coins de
la première zone de basse-conductivité. Au centre du domaine, on observe un resserrement des
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Figure 3.9 – a) Représentation schématique du domaine Ω de Fagherazzi ; b) Distribution de
la charge hydraulique (-1 m en blanc et -5 en noir), p, pour la solution de référence sur maillage
fin.
lignes de courant. Avec le champ de vitesse non-conservatif (à gauche de la figure 3.10), les lignes
de courant se regroupent en 3 lignes de courant principales au centre du domaine, ce qui indique
la présence de vitesses convergentes. Ce phénomène est illustré sur le zoom gauche de la figure
3.10. C’est pourquoi, une courbe de restitution bien plus régulière est obtenue avec le champ de
vitesse conservatif.flow field.
Fig. 11. Computed trajectories for the non-conservative (left) and conservative
(right) flow fields. Bottom sub-figures correspond to zooms of the central region.
5 Conclusions
As a conclusion, we come back to the two questions which originated this
work. The first one concerns the impact of the approximation of the flow
field, and particularly the satisfaction of the divergence-free condition, on the
trajectories. It was found from our calculations that this is a crucial point
when using a poor discretization which is generally the case of any real case
simulation. Not only the trajectories can unrealistically end within the flow
field but they can also merge into one single trajectory when a remediation
mechanism is activated. This concentration into well regions is a direct output
of the flow field and can not be overcome. Therefore, an accurate finite element
scheme producing conservative flow fields, such as the non-conforming scheme
explored here, is highly desirable for any complex terrain simulation. From
this point of view, the present conclusion confirms the result already obtained
through a different analysis in [4] with mixed hybrid finite elements.
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Figure 3.10 – Domaine de Fagherazzi, lignes de courant obtenues avec le champ de vitesse
non-conservatif (à gauche), avec le champ de vitesse conservatif (à droite).
Cas test instationnaire
Le schéma boîte non-conforme proposé permet également des calculs en régime instationnaire,
lorsque la teneur en eau du sol varie. Voici un calcul réalisé sur l’aquifère carré de 100 mètres de
côté représenté figure 3.11. On impose une charge hydraulique constante de 0m en bas à gauche
et −4m en haut à droite. Les autres bords du domaine sont imperméables. Le sol est constitué
du sable, sand OW [10] du chapitre 1, pour lequel la loi de conductivité hydraulique de van
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Figure 3.11 – Représentation du domaine pour le cas instationnaire.
La figure 3.12 repésente la distribution de la charge hydraulique initiale (à gauche), après 60 h
(au milieu) et à l’équilibre (à droite).




































Figure 3.12 – Charge hydraulique au temps initial (à gauche), après 60 h (milieu), en régime
stationnaire (droite).
La figure 3.13a représente la distribution de la teneur en eau sur la diagonale du domaine (du
point bas à gauche au point haut à droite) pour différents temps de simulation. L’evolution en
temps des flux entrant et sortant du domaine, figure 3.13b, nous indique que l’état d’équilibre
est atteint au bout de 350h. Pour vérifier la divergence nulle du champ de vitesse conservatif,






∣∣∣∣. On compare le résultat obtenu en utilisant le champ de vitesse v conservatif au
résultat obtenu en utilisant le champ de vitesse v non conservatif du schéma élément fini classique
P 1 conforme. On remarque que le schéma boîte assure la conservation de la masse, mais pas le
schéma classique.
Une fois le régime stationnaire établi nous calculons le réseau des lignes de courant en utilisant
les 3 maillages structurés des cas tests précédents. Le calcul du réseau de lignes de courant,
figure 3.14, a été réalisé en utilisant les champs de vitesse conservatif à droite et non-conservatif
à gauche. Les lignes de courant calculées exhibent une nouvelle fois les différences observées dans
les cas test précédents. Il apparaît encore une fois clairement que seul le schéma boîte, dont le
champ de vecteurs vitesse est conservatif, permet d’obtenir un résultat cohérent sur des maillages
grossiers. Pour le maillage fin, les deux réseaux de lignes de courant sont très similaires. On peut
souligner que pour les cas réalistes, bien souvent le champ de vecteur vitesse est sous-résolu,
dans ce cas il est préférable d’utiliser un schéma numérique donnant accès à un champ de vitesse
conservatif.














































Figure 3.13 – Evolution de la teneur en eau θ à droite ; des flux entrant sortant au milieu ; Max
de l’intégrale sur T de la divergence de v à droite.
Figure 3.14 – Comparaison des trajectoires calculées avec un champ de vitesse non conservatif
à gauche et conservatif à droite. Du haut vers le bas on affine le maillage.
3.2 Transport des iso-contours
Une fois les lignes de courant calculées, nous pouvons utiliser ce réseau de lignes de courant
pour le transport de notre polluant. Nous représentons le polluant par des marqueurs situés
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sur les iso-contours de concentration, c’est à dire les lignes ou courbes fermées sur lesquelles la
concentration c est constante. Et nous allons calculer le transport de ces marqueurs par le réseau
de lignes de courant, Beaugendre et al. 2012 [53]. C’est l’étape 2 de notre approche.
3.2.1 Mapping et advection des iso-lignes de concentration
Pour le transport, nous avons proposé d’utiliser un changement de variables dans lequel les lignes
de courant seraient des lignes droites, figure 3.15. On définit respectivement par (ξ, η) l’abscisse
curviligne le long de la ligne de courant et la coordonnées de la ligne de courant, de manière
à ce que η soit contante le long d’une ligne de courant. ξ et η sont des fonctions réelles des
coordonnées Cartésiennes classiques x et y.
La prochaine étape consiste à paramétriser en temps ces lignes d’abscisse curviligne, de manière
à ce que des contours initialement représentés par des droites restent des droites lorsqu’elles sont
advectées. Ces lignes droites joignent des points situés sur différentes lignes de courant pour un
même temps fixé, figure 3.15. Avec cette paramétrisation toute courbe, même fermée, est advectée
sans aucune déformation. Reste à calculer les cordonnées (ξ, η) de n’importe quel marqueur
localisé sur notre domaine de calcul. Ceci est réalisé en utilisant les transformations inverses
des transformations : x = X (ξ, η), y = Y(ξ, η). La transformation utilisée est la transformation
bilinéaire classique de la méthode éléments finis. Les quadrilatères doivent rester convexes à
chaque instant pour assurer l’existence de la transformation et de son inverse.
Figure 3.15 – Changement de variable pour les lignes de courant des cordonnées cartésiennes
classiques (x, y) vers les coordonnées d’abscisse curviligne (ξ, η).
3.2.2 Propriétés de notre couplage iso-contour/lignes de courant
Conservation
La conservation est une propriété importante pour la résolution des équations de transport. Dans
notre cas, elle est assurée par la conservation de la forme des iso-lignes de concentration dans le
plan issu du changement de variable. Toute intégrale de surface exprimée sur une surface mobile
S(t) peut être calculée grâce au changement de variables par
∫
S(t)
c(x, y, t, t)dv =
∫
Ŝ(t)
c(ξ, η, t)J(ξ, η)dηdξ
où J est la Jacobienne de la transformation et Ŝ est la surface transformée constante dans le
plan (ξ, η). Trois éléments sont requis pour le calcul de cette dernière intégrale
— La surface Ŝ : elle est délimitée par un contour constant qui est transporté par une vitesse
uniforme et constante ;
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— La concentration c(ξ, η, t) qui doit être construite par application de la transformation sur
les iso-lignes de concentration. Cette transformation de coordonnées introduit une erreur
numérique lors du changement de variables mais cette erreur est constante, le transport
n’introduit aucune erreur supplémentaire puisque le contour transformé obtenu ne subit
aucune déformation dans le plan (ξ, η)
— La Jacobienne J qui est le seul terme qui varie lors de la translation, c’est elle qui va
introduire l’unique erreur liée à la translation. Cette erreur peut-être calculée une fois
pour toute dès la création des lignes de courant. C’est une erreur locale qui ne dépend pas
explicitement du temps, il n’y aura donc pas d’effet cumulatif lors de la translation de Ŝ
dans le plan transformé.
Re-maillage
La distance entre deux marqueurs lorsqu’ils bougent le long des lignes de courant peut varier
énormément, avec pour conséquence la perte de la précision de la méthode. Les utilisateurs de
méthodes particulaires remédient à ce problème par une procédure de re-maillage. Dans notre
cas, cette procédure peut-être appliquée à nos marqueurs situés sur nos lignes de courant. La
première étape est de déterminer de nouvelles iso-lignes de concentration pour une meilleure
représentation de notre concentration de polluant c. Une fois que ces niveaux de concentration
sont définis un re-maillage uni-dimensionnel sur chaque ligne de courant peut-être réalisé. Cette
procédure est simple mais coûteuse. La description des lignes de courant peut aussi être pauvre
dans certaines régions du domaine de calcul dans le cas par exemple d’une forte distorsion des
lignes de courant. Dans ce cas la construction de nouvelles lignes de courant et l’ajout de nouveaux
marqueurs peuvent s’avérer nécessaires.
3.2.3 Validation par des exemples numériques
Dans ce paragraphe, quelques configurations simples ont été sélectionnées afin de valider notre
approche et de mesurer facilement la précision de la méthode. Dans tous ces cas tests le champs de
vecteurs vitesse est à divergence nulle (champ de vitesse conservatif). L’idée est de montrer l’ef-
ficacité de la méthode dans des situations variées. Un cas test plus réaliste conclut ce paragraphe.
Transport par un champs de vecteur circulaire
La condition initiale pour c est donnée par c = 1 dans le disque défini par (x−0.75)2+(y−0.5)2 ≤
0.036, c = 0 ailleurs. L’évolution en temps de la concentration est donnée par l’équation (3.3).





















Sept lignes de courant sont utilisées pour cette simulation et chaque trajectoire circulaire est
représentée par 1000 points. Les lignes de courant (cercles) sont analytiques pour cette configu-
ration particulière. La solution est tracée à t = 1, temps nécessaire pour faire un tour et pour
lequel la solution exacte est identique à la solution initiale, figure 3.16. Comme le montre l’agran-
dissement autour du disque, il n’y a pas de diffusion numérique après un tour du polluant sur
les trajectoires circulaires, et le disque est placé exactement sur sa position initiale.






















Figure 3.16 – Iso-ligne de concentration c=1 au temps initial et après un tour (t=1) : domaine
et lignes de courant (gauche) & zoom sur le contaminant (droite).
Transport par un champs de vitesse hétérogène
Le test est réalisé dans un milieu poreux hétérogène carré de taille [0; 1] × [0; 1]. La porosité
est supposée constante par morceaux et la discontinuité est située sur la droite d’équation y =
−0.78/0.79x+ 0.78. La porosité correspondant au coin situé en bas à gauche est notée φl et φr







· ∇φc = 0 (3.19)
est résolue pour v = (0.3, 0.5). La concentration initiale est un carré de concentration 1 défini
par (0.1; 0.3) × (0.1; 0.3) et la concentration est nulle partout ailleurs. Le contour du carré est
représenté par 200 points. Deux jeux de porosité ont été sélectionnés φl = 0.6, φr = 0.3 et
φl = 0.3, φr = 0.6. Les lignes de courant sont des droites, seule la vitesse varie en fonction de
la porosité suivant la région considérée. La continuité est satisfaite grâce à la construction des
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Figure 3.17 – Lignes de courant et condition initiale pour le cas hétérogène.
Une discontinuité de porosité est en général difficile à prendre en compte. On peut observer, fi-
gure 3.18, que la déformation du contaminant est correctement construite grâce à la précision des
lignes de courant. Lorsque le contaminant traverse la discontinuité de porosité, la déformation
reste symétrique de part et d’autre de la discontinuité. Chacun des cas, le passage d’une faible
porosité à une plus forte et l’inverse a été étudié. Dans le premier cas, le support initialement
carré du contaminant est étiré au passage de la discontinuité car la porosité devient deux fois
plus petite. Dans le deuxième cas, le support est compressé par l’augmentation de la porosité.
Les résultats sont parfaitement cohérents avec la physique du problème. Comparé aux schémas
plus classiques, la méthode démontre de meilleurs propriétés de conservation [54].
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Figure 3.18 – Haut : solution numérique pour φl = 0.6 et φr = 0.3. Iso-ligne de concentration
c=1 aux temps t = 0.1, t=0.29, et t=0.47. Bas : solution numérique pour φl = 0.3 et φr = 0.6.
Iso-ligne de concentration c=1 aux temps t = 0.06, t=0.15, et t=0.6.
Déformation de Smolarkiewicz
Nous considérons la fonction définie par un contour circulaire unique centré en (π/2, π/6) et
de rayon R = 0.4. Ce contour est déformé par le vortex de Smolarkiewicz [55]. Le problème
définit par Smolarkiewicz est l’advection d’une fonction scalaire dans un écoulement défini par
la fonction de courant [56]
Ψ(x, y) = Asin(kx)cos(ky) (3.20)
Où A = 8, k = 4π/L. Dans notre simulation, nous considérons un simple vortex défini par
u = Asin(x)cos(y), v = −Acos(x)sin(y) (3.21)
dans le domaine [0;π]×[0;π] et une distribution initiale scalaire ((x− π/2)2+(y − π/2)2 = 0.16).
Les figures 3.19a et b montrent les lignes de courant et la distribution initiale. La distribution
obtenue par une méthode particulaire au temps T = 6 avec 1600 particules sur le cercle est repré-
sentée figure 3.19c et sera considéré dans ce qui suit comme la solution de référence. Augmenter
le nombre de particules augmente clairement la précision de la méthode, en effet cela évite le
croisement des iso-lignes de contours qui s’observe avec un petit nombre de particules. Pour ce
temps de simulation, ce problème disparaît lorsque l’on utilise au moins 400 particules. Aucun
re-maillage n’est utilisé pour ce cas. Une technique de re-maillage serait nécessaire pour obtenir
une solution précise avec initialement moins de particules ou pour des temps de simulation plus
long [57, 58].
Pour ce cas, nous avons utilisé 170 lignes de courant qui nous ont servi à réaliser le mapping. La
précision de notre méthode basée sur les lignes de courant est démontrée sur la figure 3.20 où
nous avons superposé la solution de notre méthode et celle d’une méthode particulaire classique.
Le contour initial a été discrétisé par 400 marqueurs, figure 3.20 gauche, puis 800 marqueurs
figure 3.20 droite.
Cas test de la lentille
Dans ce paragraphe, nous considérons une situation plus complexe afin de nous rapprocher de
cas tests réalistes. Il s’agit du cas test de la lentille, déjà étudié lors de la création des lignes de
courant. Le domaine de calcul, figure 3.21a, est un carré 100 m×100 m. Une région rectangulaire
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Figure 3.19 – Lignes de courant de Smolarkiewicz (a), distribution circulaire initiale (b), solution
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mapping
particle method
Figure 3.20 – Comparaison entre une méthode particulaire et notre méthode de "mapping" au
temps 3, en utilisant 400 marqueurs sur le cercle (gauche), et 800 marqueurs (droite).
de faible porosité est plongée dans une région de grande porosité. Le ratio des porosités est de
100. La charge hydraulique est imposée constante sur les bords gauche et droit du domaine, fixée
à -4 m pour le côté gauche et -5 m pour le côté droit. Des conditions aux bords imperméables sont
utilisées en bas et en haut du domaine. L’écoulement est gouverné par l’équation de Darcy. Cette
équation est résolue sur le maillage non structuré de la figure 3.21b contenant 6642 triangles.
Les simulations numériques ont été réalisées en utilisant le schéma boîte de manière à obtenir un
champ de vecteurs vitesses conservatifs constants par triangle. Les lignes de courant, représentées
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Figure 3.21 – Cas test de la lentille, a) représentation schématique du domaine, b) maillage non
structuré, c) réseau de lignes de courant
Le polluant est initialement contenu dans une région circulaire, que l’on positionne de manière
à observer l’interaction avec les régions de faible et de grande porosité. Ce cercle est transporté
et déformé à travers le domaine hétérogène, figure 3.22.
Un premier test a été réalisé pour vérifier la réversibilité de la méthode numérique. Nous avons
pour cela calculé le transport aller-retour du polluant jusqu’à revenir à sa position initiale. Comme
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Figure 3.22 – Gauche : iso-ligne de concentration c = 1 aux temps t = 0 jour, t=1250 jours,
t=2500 jours et t= 3500 jours ; Droite : iso-ligne de concentration c = 1 aux temps t = 625 jours,
t= 1875 jours and t = 3125 jours.
le démontre la figure 3.23a, les trajectoires retour du contaminant coïncident parfaitement avec
celle de l’aller ; ici les temps de t1 à t7 correspondent aux temps aller, ceux de t8 à t14 sont les
temps retour.
Dans un second cas test, figure 3.23b, nous avons utilisé la méthode avec un ensemble d’iso-
contours. Pour ce cas test nous avons choisi 30 niveaux de concentration chaque niveau étant












































Figure 3.23 – (a) Trajectoire d’un polluant effectuant un cycle le ramenant à sa position initiale
(trajectoire aller-retour). (b) Transport de 30 iso-contours de concentration.
3.2.4 Remarques
Un des avantages de la méthode est que la construction des lignes de courant n’implique aucune
approximation tant que le champ de vitesse pour un élément est contant ou linéaire. Notons que
c’est le cas pour la plupart des calculs éléments finis d’écoulements de Darcy. Grâce à la définition
du changement de variable l’étape de transport est lui aussi un processus exact. Ainsi l’erreur
d’approximation réside uniquement dans le changement de variable. L’erreur de la transformation
du contour initial peut-être réduite en choisissant les marqueurs sur les lignes de courant. Dans
ce cas l’essentiel de l’erreur résidera dans la transformation inverse pour revenir dans le plan
physique. Cette transformation pour le problème de transport n’est réalisée qu’une seule fois.
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3.3 Equation de transport/diffusion




+ vh · ∇c = div(D∇c) (3.22)
oùD est le tenseur de diffusion et vh le champ de vecteurs vitesse connu soit numériquement (code
RICHARDS dans notre cas) soit analytiquement. Pour conserver notre point de vue Lagrangien,
le terme de diffusion est modélisé selon le concept de vitesse de diffusion, Beaudoin et al., 2003
[45]. Le déplacement des lignes de niveau est calculé à partir d’une équation de convection pure,
équation (3.23), obtenue par l’introduction du champ de vitesse de diffusion vD
∂c
∂t
+ (vh + vD) · ∇(c) = 0 . (3.23)
Le terme de diffusion modifie le contour du polluant, les iso-lignes de basse concentration s’étirent
et les iso-lignes de haute concentration se contractent. Une fois le problème reformulé sous cette
forme, notre méthode de couplage iso-contour/lignes de courant décrit précédemment, peut être
utilisée exactement de la même façon la vitesse vD viendra simplement déformer l’iso-contour.
Notre approche devient une procédure en trois étapes :
1. Construction des lignes de courant ;
2. Calcul des composantes de la vitesse de diffusion vD à partir de l’opérateur de diffusion ;
3. Transport des iso-contours sur le réseau de lignes de courant en utilisant la vitesse de
convection plus la vitesse de diffusion.
3.3.1 Calcul de la vitesse de diffusion
La vitesse de diffusion est définie telle que
vD · ∇c = −div (D∇c) , (3.24)
cette équation est scalaire et ne produit qu’une seule des deux équations nécessaires pour calculer
vD. Une seconde condition liée à la direction de la diffusion doit être choisie. Nous pouvons
lier cette condition soit aux lignes de courant soit aux iso-contours (diffusion dans la direction
tangente aux lignes de courant, ou diffusion normale aux iso-contours). Nous avons choisie la
seconde option en imposant une vitesse de diffusion normale aux contours de concentration
constante, schéma 3.24. Le système est donc fermé en utilisant
vD ∧ τ = 0, (3.25)




Figure 3.24 – Vitesse de diffusion vD.
pour résoudre l’équation de transport (3.23). Il est important de noter que cette équation n’est
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pas exprimée sous forme conservative. C’est une différence fondamentale avec les méthodes par-
ticulaires classiques, en effet les points de discrétisation ne représentent pas une petite quantité
de c évoluant dans le domaine de calcul, mais un point (marqueur) où la fonction c à une valeur
constante.
3.3.2 Validation de la méthode de vitesse de diffusion
Pour valider notre approche de vitesse de diffusion, nous résolvons d’une part l’équation de
transport/diffusion, ∂tc + v · ∇c = div(D∇c), par une méthode de différences finies classiques
d’ordre 2, et nous comparons l’évolution de certains iso-contours avec l’évolution de ces mêmes
iso-contours par notre approche basée sur la vitesse de diffusion. La condition initiale pour c est
une Gaussienne

















Une fois vD obtenue, la vitesse de diffusion est utilisée pour résoudre l’équation sous sa forme
convective, equation (3.23). La figure 3.25 compare une coupe, pour différents temps, de la so-
lution c obtenue par différences finies, avec le transport par vitesse de diffusion de l’iso-contour
correspondant à la coupe. Les deux solutions s’accordent parfaitement ce qui valide notre formu-
lation par vitesse de diffusion.
(a) Evolution en temps de clevel = 0.1 pour v = (1, 0) ; v = (0, 1) ; v = (1, 1)
(b) Evolution en temps de clevel = 0.4 pour v = (1, 0) ; v = (0, 1) ; v = (1, 1)
Figure 3.25 – Comparaison de la méthodes des différences finies avec la méthode de transport
des iso-contours par vitesse de diffusion (définie par particle sets of contours dans la figure).
3.3.3 Remarques
La précision de la méthode ci-dessus dépendra de la qualité de la représentation par iso-contours
de notre polluant. Afin de ne pas dégrader la précision de la méthode au cours du processus de
transport/diffusion nous avons mis en place les outils suivants :
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1. Une représentation de chaque contour (courbe fermée) par un polynôme de Fourier. Ce
polynôme de Fourier nous permet d’enrichir chaque contour du nombres de marqueurs
nécessaires pour la suite du calcul. Ce point est particulièrement intéressant dans les zones
d’étirement des contours.
2. Un processus automatique de suppression des contours. La diffusion du polluant dans le
sol entraîne une diminution de sa concentration maximale au cours du temps. Lorsque la
longueur du contour devient inférieur à un seuil fixé, on élimine le contour correspondant
à cette concentration.
3. Un processus automatique de rajout de contours dans les zones où les iso-lignes s’éloignent.
Grâce à la représentation Fourier de chaque contour, nous pouvons intercaler entre 2
contours existants, c1, c2, un contour, (c1 + c2)/2, situé à équidistance de c1 et de c2.
La difficulté restante consiste à calculer correctement le gradient de c et son Laplacien pour
chaque marqueur. A partir de la représentation Fourier des contours et du processus d’ajout de
nouveaux contours, nous espérons proposer une méthode de calcul de la vitesse de diffusion pour
chaque marqueur qui ne dépende que de la représentation par iso-lignes du polluant. Ainsi nous
pourrons, sur un cas réaliste, effectuer le calcul complet de l’équation de transport/diffusion par
notre nouvelle approche.
3.4 Conclusion
Cette activité a permis le couplage du code RICHARDS, code éléments finis 2D non structuré
conforme ou non conforme (schéma boîte), avec un module de calcul des lignes de courant et ces
travaux ont été publiés dans les références suivantes [27, 59]. Ce couplage éléments finis/lignes
de courant combiné à un changement de variables astucieux dans le plan des lignes de courant
a conduit à une méthode précise de transport de polluant représenté par des lignes de concen-
tration constante (iso-contours de concentration). Cette méthode, publiée dans l’article [53], est
intéressante car elle permet de contrôler les sources d’erreurs numériques. En effet, la construction
des lignes de courant proposée, n’implique aucune approximation tant que le champ de vitesse
pour un élément est constant ou linéaire. Notons que c’est le cas pour la plupart des calculs
éléments finis d’écoulements de Darcy. Grâce à la définition du changement de variable l’étape
de transport est lui aussi un processus exact. Ainsi l’erreur d’approximation réside uniquement
dans le changement de variable. L’erreur de la transformation du contour initial peut-être réduite
en choisissant les marqueurs sur les lignes de courant. Dans ce cas l’essentiel de l’erreur résidera
dans la transformation inverse pour revenir dans le plan physique. Cette transformation pour le
problème de transport n’est réalisée qu’une seule fois. Le traitement de l’opérateur de diffusion
requiert quelques précautions. L’utilisation et la validation de la vitesse de diffusion, dans des cas
simples, ont été proposées dans les références [60, 61, 62]. Son utilisation dans des cas réalistes
a aboutit aux développements d’un module de représentation par Fourier des contours et à un
module automatique de suppression/ajout de contours. A partir de ces briques élémentaires nous
travaillons à la mise en oeuvre complète de notre approche utilisant le calcul de la vitesse de
diffusion. Ce travail n’est pas entièrement terminé, une fois l’assemblage complet de l’approche
réalisé il restera à valider notre méthode et à la comparer aux résolutions plus classiques.
Deuxième partie





Introduction : Modélisation 3D du
givrage des avions en vol
Le but de ce chapitre est de synthétiser les travaux de recherche de ma thèse et d’en poser le
cadre afin d’établir le lien avec mes activités de recherche récentes qui sont détaillées dans les
chapitres suivants. Mes travaux de thèse ont concerné la modélisation et la simulation 2D/3D du
givrage des avions en vol. De nombreux accidents aéronautiques sont provoqués, chaque année,
par des phénomènes liés au givrage. Entre 2006 et 2010, le conseil national de la sécurité des
transports (NTSB) a enregistré 228 accidents associés à la formation de givre aux USA [63]. Au
Canada de 2010 à 2014, 164 incidents reliés au givrage ont été identifiés dans la base de données
CADORS (Civil Aviation Daily Occurrence Report System) [64]. Lorsqu’un aéronef traverse un
nuage d’eau surfondue (eau liquide à une température sous le point de congélation), il peut se
former du givre sur les parties sensibles de l’appareil. Le givrage induit une détérioration des
performances aérodynamiques et peut provoquer la perte de contrôle de l’appareil [65, 66]. Les
techniques modernes de CFD nous permettent de surmonter les nombreuses difficultés liées à la
modélisation de la formation du givre sur les avions en vol.
La modélisation du givrage est un phénomène complexe qui nécessite le couplage d’un module de
calcul de l’écoulement d’air et des échanges thermiques autour de l’avion, d’un module de calcul
de l’impact des gouttelettes d’eau sur le fuselage, d’un module thermodynamique d’accrétion
de glace qui permet de calculer les changements de phase de l’eau sur la paroi et ainsi prédire
la forme que va prendre le givre, et d’un module pour la modification de la géométrie ou du
maillage. L’approche FENSAP-ICE, illustrée figure 4.1, conçoit la modélisation de l’accrétion de
la glace comme l’interaction de quatre modules :
— Le calcul de l’écoulement d’air sur surface propre ou dégradée par le givre via les équations
de Navier-Stokes en régime compressible turbulent avec FENSAP [67] : Finite Element
Navier-Stokes Analysis Package ;
— Le calcul du coefficient d’impact des gouttelettes par un modèle Eulérien 3D avec DROP3D
[68] ;
— La solution des équations de conservation de la masse et de l’énergie à la surface de l’avion
pour prédire la forme du givre avec ICE3D [69] ;
— Le déplacement automatique du maillage en utilisant une technique ALE.
Ma contribution consiste au développement d’un modèle de turbulence 3D avec rugosité de
surface dans FENSAP, à l’élaboration et au développement du module d’accrétion de glace,
ICE3D, ainsi qu’à la mise en oeuvre du couplage des différents modules, FENSAP-ICE, en
s’assurant de la cohérence et de la compatibilité des données à échanger. Ce code numérique
répondait à des besoins industriels bien précis et un des enjeux de la thèse consistait à réussir le
transfert technologique de la recherche universitaire vers l’industrie. Le programme de recherche
a été en partie établi en partenariat avec Pratt & Whitney Canada, Bombardier et NTI. La
vérification et la validation sont des étapes importantes du développement d’un code CFD. Je
suis particulièrement sensibilisée à cette étape essentielle du développement CFD. Mon travail
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a contribué à la commercialisation par NTI de FENSAP-ICE et l’utilisation de ce logiciel par
l’industrie aéronautique.
ice roughness in the stagnation point area causes perturbations in
the boundary layer. Transition from laminar to turbulent flow oc-
curs earlier than for a clean airfoil, in the near vicinity of the
stagnation point.
Spatial discretization is carried out by finite element method
and the nonlinear governing equations are linearized by a Newton
method. To advance the solution in time, an implicit Gear scheme
is used, along with a generalized minimum residual !GMRES"
procedure to iteratively solve the resulting linear equations matrix
system. In order to have a nearly optimal mesh for a required
number of nodes for a Navier-Stokes calculation, an automatic
anisotropic mesh optimization procedure is used #16$. This tech-
nology has been shown to yield user-independent and solver-
independent results as long as one is not limited in mesh size.
When computer memory constrains the problem size, then mesh
adaptation provides a rapid way to generate meshes that optimize
the prediction of a known scalar physical property of the flow,
most often the Mach number.
Gradients needed for heat fluxes at walls are also accurately
calculated via a consistent finite volume method postprocessing
approach developed by Gresho et al. #17$. This method substan-
tially reduces the numerical error in flux evaluation. Good results
will be obtained if the physical models, including heat fluxes and
the turbulence model, are appropriate for the problem. It is gen-
erally admitted that one- and two-equation turbulence models
have difficulties to accurately predict the flow field in a separated
region, such as the flow behind an ice horn or ridge, but potential
flow methods completely fail in these cases.
Droplet flow solver. The Eulerian droplet impingement model
is essentially a two-fluid model consisting of the Euler !inviscid"
or Navier-Stokes !viscous turbulent" set of equations for dry air,










!ua − ud" + %1 − "a"w& 1Fr2g + "a"w DauaDt !2"
where the variables ! and ud are mean values, respectively, of the
nondimensional water volume fraction and droplet velocity over a
small fluid element around the location x at time t. The first term
on the right-hand side of Eq. !2" represents the drag force on the
droplets, while the second and third terms represent, respectively,
the buoyancy force from gravity and the forces exerted on an air
particle that would have occupied the volume of the droplet #18$.
In most cases, the third term is negligible due to the low ratio of
air to water densities.
An empirical correlation is used for the drag coefficient, CD.
The two-fluid model assumes spherical monodispersed droplets, at
the median volumetric diameter of the sample size distribution.
The spherical droplet approximation is valid for droplet Reynolds
numbers below 500. No collision or mixing between the droplets
is accounted for, as these are not significant in certification icing
situations. The following empirical equation gives the drag coef-
ficient around a sphere, as a function of the Reynolds number:
CD = !24/Red"!1 + 0.15 Red
0.687" for Red # 1300
!3"
CD = 0.4 for Red $ 1300
The correlation used goes above Red=500 because during the
iterative convergence of the numerical solution, higher droplet
Reynolds numbers may occur. The final converged solution, how-
ever, should not contain local droplet Reynolds numbers above
500. Otherwise, it means that a different correlation accounting
for droplet deformation must be used.
The nondimensional air velocity, ua, is obtained from the solu-
tion of the Navier-Stokes equations. Because of the low liquid
water concentration, the effect of the droplets on the airflow is
neglected. Airflow can thus be determined before solving Eqs. !1"
and !2".
A finite element Galerkin formulation is used to discretize the
set of Eqs. !1" and !2", with a streamline upwinding Petrov-
Galerkin !SUPG" term added #19$.
Ice Accretion Solver
The 3D partial-differential equation-based equilibrium model
introduced in Ref. #20$ is derived based on the Messinger #1$
model. It has been further improved to predict the ice accretion
and water runback on the surface #10$. The velocity u f of the
water in the film is a function of coordinates x= !x1 ,x2" on the
surface and y normal to the surface.
A simplifying assumption consists of taking a linear profile for





where &wall, the shear stress from the air, is the main driving force
for the water film. By selecting a linear velocity profile, body
forces such as pressure and gravity are neglected. Except perhaps
near stagnation lines, body forces can be shown to have negligible
effect on the thin water films that occur in the case of ice accretion
#15$.
Fig. 1 Module interactions within FENSAP-ICE
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Figure 4.1 – Interaction des modules constituants FENSAP-ICE.
4.1 Description succincte des trois premiers modules de FENSAP-
ICE
4.1.1 Module de simulation de l’écoulement d’air
Le module d’écouleme t d’air, FENSAP, permet de résoudre des écoulements compressibles no
visqueux (Euler) ou visqueux (Navier-Stokes) selon le type d’application choisie. Pour la simu-
lation de l’accrétion de glace, les résultats sont très sensibles aux flux de transferts thermiques
turbulents aux murs. Dans un contexte industriel avec des géométries complexes il est important
d’avoir un modèle de turbulence RANS (Reynolds Averaged Navier-Stokes) qui soit stable, ro-
buste et précis. A cette occasion, le modèle de turbulence à une équation de Spalart-Allmaras [70]
ét ndu our le trait ment de la rugosité de surface [71] a été développé et validé avec succès par
Be ugendre et l. [72]. La validation a été réalisée en comparant avec des résultats expérimen-
taux et numériques pour des écoulements attachés et une valeur connu de la rugos té équivalente
de grain de sable. Suivant les conditions ambiantes rencontrées, trois types d’accrétion de glace
peuvent apparaître, l’accrétion de glace sèche, sans ruissellement de surface, l’accrétion de glace
humide, avec ruissellement de surface et l’accrétion mixte qui mélange les deux premiers types
d’accrétion. L’accrétion de glace humide dépend de la valeur de rugosité sélectionnée. Une cor-
rélation m irique développée pour le code de givrage de la NASA, LEWICE [72, 73], relie cette
rugosité de surface à la vitesse, la température et la teneur en eau liquide de l’écoulement. Le
m dèle de Spalart-Allmaras offre la possibilité d’imp ser le point de transition de l’écoulement.
Lors de simulations d’accroissement de givre, la position de ce point d transition n’est pas
connue et l’écoulement est supposé complètement turbulent. Il est donc attendu que les résultats
numé iques sur stiment un peu les flux de transfert thermique proche du point de stagnation, où
l’écoulement devrait être laminaire. Mais dès que la glace commence à se former sur la surface
la rugosité de la glace au point de stagnation crée des perturbations da s la couche limite. La
transition laminaire-turbulent apparaît plus vite et plus proche du point de stagnation que pour
une surface propre.
La discrétisation des équations est réalisée par éléments finis, et les équations non linéaires sont
linéarisées par une méthode de Newton. Pour avancer en temps, un schéma de Gear implicite est
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utilisé avec un solveur de GMRES non linéaire pour résoudre itérativement le système d’équa-
tions linéaires. Afin d’obtenir un maillage presque optimal, pour un nombre de noeuds fixé, une
procédure automatique d’adaptation de maillage anisotropique est utilisée avec OptiMesh [74].
Cette technique permet l’obtention de solutions indépendantes de l’utilisateur et/ou du solveur
à condition de ne pas être limité en nombre de noeuds. Lorsque le temps de calcul ou la mé-
moire de l’ordinateur contraignent la taille du problème, l’adaptation de maillage procure une
façon rapide de générer le maillage qui optimise la résolution d’une des variables de l’écoulement,
souvent le nombre de Mach. Dans nos équations, les effets du modèle turbulent sont pris en
compte par l’intermédiaire d’une viscosité turbulente. Dans le code FENSAP, les équations sont
stabilisées par l’ajout d’un terme de viscosité artificielle, il faut donc être en mesure de contrôler
cette viscosité numérique afin de ne pas polluer la viscosité turbulente. Sinon les flux de transfert
thermique et le coefficient de friction de l’air à la surface seront erronés et il en résultera une
mauvaise prédiction de la forme de givre. En collaboration avec Lakhdar Rémaki, nous avons
proposé, dans l’article [75], une stabilisation des équations d’Euler ou Navier-Stokes par une
viscosité artificielle anisotropique, inspirée des méthodes SUPG, orientée le long des lignes ou
surfaces d’iso-valeur. Cette viscosité artificielle orientée permet de réduire la diffusion normale
du schéma numérique, elle est ensuite diminuée pendant le processus itératif de résolution des
équations. L’adaptation de maillage permet en créant le maillage adéquat au problème de réduire
au maximum la viscosité artificielle et d’obtenir la précision recherchée.
4.1.2 Module du calcul de captation des gouttelettes
Le modèle Eulérien du calcul de l’impact des gouttelettes sur la surface est un modèle bi-fluide
constitué des équations d’Euler ou Navier-Stokes pour l’écoulement d’air sec augmentées des























où les variables α et ud sont les valeurs moyennes de la fraction volumique de l’eau et de la
vitesse non dimensionnelle de la goutte autour d’un petit élément de fluide entourant la position
x au temps t. La densité et la vitesse non dimensionnelle de l’air sont notées respectivement ρa
et ua ; la densité de l’eau est notée ρw et g est le vecteur gravité unitaire. On définit le nombre
de Reynolds de la goutte, Red =
U∞|ua − ud|d
νw
, calculé à partir du diamètre d de la goutte, de la








un paramètre d’inertie, où l représente la longueur caractéristique de l’écoulement (typiquement
la longueur de corde de l’aile).
Le premier terme du second membre de l’équation (4.2) représente la force de traînée exercée
sur les gouttes, alors que le second et le troisième terme représentent, respectivement, la force de
flottaison liée à la gravité et aux forces exercées par une particule d’air accélérée qui aurait occupé
le volume de la goutte d’eau [76]. Dans la plupart des cas, le troisième terme est négligeable en
raison du faible ratio des densités air/eau.
Une corrélation empirique est utilisée pour le coefficient de traînée CD. Le modèle bi-fluide fait
l’hypothèse de gouttes sphériques monodispersées autour du diamètre moyen de l’échantillon de
distribution des tailles de gouttes. L’hypothèse de gouttes sphériques est valable pour un nombre
de Reynolds de goutte inférieur à 500. La collision et la coalescence des gouttes ne sont pas
prises en compte car elles ne sont pas significatives dans les situations de certification des avions
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en vol en situation de givrage, en raison des faibles concentrations volumiques des gouttes. La
corrélation suivante est utilisée
CD = (24/Red)(1 + 0.15Re
0.687
d ) pour Red ≤ 1300
CD = 0.4 pour Red > 1300 , (4.3)
La corrélation utilisée va au-delà de Red = 500 car dans le processus itératif de convergence de
la solution numérique, des nombres de Reynolds plus élevés peuvent être rencontrés. La solution
convergée finale, en revanche, ne doit pas contenir de gouttelettes dont le nombre de Reynolds
dépasse 500. La vitesse non dimensionnelle de l’air, ua, est obtenue par la résolution des équations
de Navier-Stokes. Grâce à la faible concentration en eau, l’effet des gouttelettes sur l’écoulement
d’air est négligé. L’écoulement d’air peut donc être déterminé avant la résolution des équations
(4.1) et (4.2). La résolution des équations du modèle d’impact des gouttelettes est réalisée par
éléments finis stabilisés de type SUPG. La procédure de linéarisation du système et sa résolution
sont identiques à celles de FENSAP.
Le coefficient local de captation à la surface, β, est un paramètre important qui contrôle l’ac-
crétion de givre, il s’agit du flux d’eau normalisé qui est capté par la paroi de l’avion. Pour une
approche Eulérienne, β est défini sur chaque élément de surface sur la paroi de l’avion par
β = −αud · n (4.4)
avec n la normale extérieure à la paroi de l’avion. Le flux d’eau instantané capté par la paroi est
alors défini par ṁβ = U∞LWCβ, avec LWC la teneur en eau liquide du nuage.
4.1.3 Module de simulation de l’accrétion de glace
Le modèle, basé sur des équations aux dérivées partielles 3D, décrit par Bourgault et al. [77] est
dérivé à partir du modèle de Messinger [78]. Ce modèle a été amélioré par Beaugendre et al. [69]
pour prédire l’accrétion de glace et le ruissellement de surface. La vitesse de l’eau dans le film
liquide uf est une fonction des coordonnées x = (x1, x2) sur la surface et y normale à la surface.
Une hypothèse simplificatrice consiste à prendre un profil linéaire pour uf (x1, x2, y), avec une
vitesse nulle imposée au mur, c’est à dire




où τwall, le coefficient de friction de l’air, est la force de mouvement principale du film d’eau
liquide. En sélectionnant un profil linéaire pour la vitesse, les forces de pression et de gravité
sont négligées. A l’exception peut-être des endroits proches des lignes de stagnation, les forces de
pression et de gravité ont un effet négligeable sur le film d’eau liquide très mince qui apparaît lors
de situations de givrage [73]. En moyennant le long de l’épaisseur du film, une vitesse moyenne
du film est obtenue









Le système d’équations aux dérivées partielles résultant est le système suivant composé de l’équa-







= U∞LWCβ − ṁevap − ṁice , (4.7)
où les trois termes du second membre correspondent respectivement aux transferts de masse par
le flux d’eau capté (source pour le film), par l’évaporation et par l’accrétion de glace (puits pour
le film).













U∞LWCβ − 0.5(Levap + Lsubl)ṁevap
+(Lfusion − CiceT )ṁice + εσ
(
(T∞ + 273.15)
4 − (T + 273.15)4
)
+ Q̇h , (4.8)
où les trois premiers termes du second membre correspondent respectivement au transfert ther-
mique lié à la captation sur la paroi des gouttelettes d’eau liquide surfondue, le transfert ther-
mique lié à l’évaporation puis à l’accrétion de glace. Les deux derniers termes représentent le
transfert radiatif et le transfert convectif.
Le transfert convectif est obtenu lors du calcul de l’écoulement d’air turbulent, en imposant
une température de surface constante supérieure à la température de l’écoulement à l’infini.
Ce transfert convectif est converti en coefficient de transfert de chaleur h par la relation Q̇h =
h (T − T∞) avant le calcul de l’accrétion de la glace. Ce coefficient de transfert de chaleur ne
dépend que faiblement de la distribution de la température de surface [79].
Les coefficients ρw (densité de l’eau), Cw (chaleur spécifique à pression constante de l’eau), Cice
(chaleur spécifique à pression constante de la glace), Levap (chaleur latente d’évaporation), Lsubl
(chaleur latente de sublimation), Lfusion (chaleur latente de fusion) représentent les propriétés
physique de l’eau, alors que Td,∞ (température des gouttelettes à l’infini), U∞ (vitesse de l’air à
l’infini), LWC (teneur en eau liquide du nuage) et T∞ (température à l’infini) sont les paramètres
de l’écoulement d’air et des gouttelettes d’eau spécifiés par l’utilisateur. Les conditions ambiantes
de givrage déterminent entièrement ces paramètres. Les températures sont en degrés Celsius.
Le module Eulérien du calcul des gouttelettes, DROP3D, retourne la valeur locale du coefficient
de captation β et la vitesse d’impact des gouttelettes ud. Le solveur de l’écoulement d’air tur-
bulent, FENSAP, retourne la valeur locale du coefficient de friction τwall et le transfert convectif
Q̇h. Le transfert de masse lié à l’évaporation est relié au transfert convectif par un modèle para-
métrique [80]. Il reste trois inconnues : l’épaisseur du film liquide hf , la température d’équilibre
T entre l’air/l’eau du film/la glace/la température de la paroi de surface, et l’accumulation ins-
tantanée de masse de glace ṁice. Des relations de compatibilité sont nécessaires à la fermeture
du système, une façon de les écrire est la suivante
hf ≥ 0 , (4.9)
ṁice ≥ 0 , (4.10)
hfT ≥ 0 , (4.11)
ṁiceT ≤ 0 . (4.12)
La discrétisation de ces équations est réalisée par une méthode de volumes finis explicite. La trace
du maillage tri-dimensionnel à l’interface entre l’air et la structure ou l’air et la forme de glace
est appelé maillage de surface. A partir de ce maillage de surface, un maillage dual de surface est
construit en reliant les centroïdes des cellules du maillage initial de surface au milieu des arêtes des
cellules. Les inconnues sont alors calculées au centre des cellules duales correspondant aux noeuds
du schéma éléments finis utilisés pour l’écoulement d’air et le calcul des gouttelettes. Un schéma
de Godunov du premier ordre, le schéma de Roe a été utilisé pour résoudre ce système d’équations.
En général, lors de la simulation numérique d’une forme de glace, le temps d’accrétion de la glace
est décomposé en plusieurs cycles d’accrétion. Le temps d’un cycle, la solution de l’écoulement
d’air et la solution de captation des gouttelettes sont figées. A la fin de chaque cycle, le module
d’accrétion de glace retourne une distribution de la température de surface et le déplacement
des noeuds de surface. Ces déplacements et la distribution de température peuvent être utilisés
pour calculer une nouvelle solution de l’écoulement d’air, le déplacement du maillage se faisant
automatiquement par une méthode de type ALE et commencer un nouveau cycle d’accrétion.
Le choix du nombre de cycles est un compromis entre la précision souhaitée et le temps de
calcul que l’on accepte d’accorder à la simulation. Au fur et à mesure des cycles d’accrétion,
l’irrégularité de la géométrie givrée augmente. Ces fortes irrégularités et les grandes croissances
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de glace ne peuvent plus être gérées automatiquement par ALE. Dans ce cas le remaillage de
la nouvelle géométrie s’avère nécessaire. Le givrage est un phénomène complexe pour lequel les
méthodes traditionnelles en CFD ne peuvent pas encore être complètement automatisées. Lorsque
de grandes cornes de glace se développent, une séparation de l’écoulement peut se produire.
Cette séparation affecte l’écoulement d’air en entier et le transfert convectif local à la surface.
Bien que les modèles de turbulence de type RANS ne soient pas justes pour les écoulements
séparés, ils représentent quand même une amélioration importante par rapport aux modèles
d’écoulement non visqueux couplé avec des modèles de couche limite utilisés dans les codes de
givrage classiques.
4.2 Quelques résultats numériques
Pour les cas tridimensionnels, les résultats de givrage présentés ici, et publiés par Beaugendre et
al. 2006 [81], sont obtenus en utilisant un seul cycle de calcul, c’est à dire la création d’une seule
couche de glace (one-shot ice accretion). Dans ce cas, les effets du givre sur l’écoulement d’air
et sur la captation des gouttes d’eau sont négligés. Pour ces cas tests 3D, cette simplification
est justifiée par les conditions de croissance de glace sèche rencontrées. L’écoulement d’air pour
le saumon de pâle d’hélicoptère est faiblement influencé par ce type de forme de glace. Pour la
nacelle 3D, les résultats disponibles pour les comparaisons ont également été réalisés en calculant
une seule couche de glace avec le code LEWICE de la NASA. Faire de l’accrétion de glace multi-
couche en 3D demande des ressources informatiques très importantes.
4.2.1 Saumon d’une pâle d’hélicoptère
Le premier cas test considéré ici est un saumon 3D de pâle d’hélicoptère. Ce cas test a été
sélectionné étant donné la disponibilité de résultats expérimentaux et numériques. Les effets
tridimensionnels sont peu visibles dans ce cas test. Notre solution numérique est comparée aux
résultats numériques du modèle quasi-3D de l’ONERA [82] qui accumule la glace le long des
lignes de courant de l’écoulement. A partir de la description de la géométrie présentée par Hedde
et al., 1995 [82], un CAD (Computer Aided Design) de la géométrie a été réalisé avec le logiciel
ICEM DDN. Malgré tout, la géométrie n’est pas complètement fidèle à la géométrie employée par
l’ONERA. Le modèle de turbulence de Spalart-Allmaras a été utilisé pour le calcul de l’écoule-
ment d’air, figure 4.2, et trois cycles d’adaptation de maillage ont été réalisés avec OptiMesh. Le
maillage initial possède 221 800 noeuds et 1 118 131 éléments ; le maillage final contient 467 705
noeuds et 2 546 857 éléments.
Les conditions de simulation sont rassemblées dans le tableau 4.1. La rugosité équivalente de
grain de sable correspond dans ce cas à 0.269 mm. Pour aider à la discussion, des coupes 2D
situées à quatre positions différentes le long de l’aile ont été réalisées. Chaque coupe correspond
à un plan (x, z), et les coupes sont référencées par station 1 (située à y=0.09 m), station 2
(y=0.25 m), station 3 (y=0.30 m), et station 4 (y=0.45 m). L’origine du système de coordonnées
est situé au bord d’attaque de l’aile dans sa partie la plus large, figure 4.2, y est la direction de
l’envergure de l’aile, et x la distance curviligne le long de la surface de l’aile dans la direction
de la corde. La corde à la base de l’aile mesure 0.586 m (longueur de corde de référence) et sert
d’adimensionnement pour x.
Comme le montre la figure 4.2, l’aile 3D génère des effets aérodynamiques tridimensionnels ;
premièrement avec la création d’un angle d’attaque aérodynamique local différent de l’angle
d’attaque de l’écoulement à l’infini et deuxièmement par la création d’un vortex en bout d’aile.
A cause d’un angle de torsion négatif de l’aile, une bulle de séparation apparaît dans cette ré-
gion. Toutes les variables aérodynamiques sont affectées par cette particularité de l’écoulement.









AoA (angle d’attaque) 9.5 deg
MVD (diamètre moyen des gouttes) 20 µm
LWC 1 g/m3
temps 91 s
Tableau 4.1 – Conditions ambiantes pour le cas test de la pâle d’hélicoptère.
Figure 4.2 – Solution de l’écoulement d’air turbulent ; Contours du nombre de Mach ; Lignes




1, 2, 3 et 4. Les coupes du coefficient de transfert convectif sont similaires le long de l’aile, à
l’exception du bout de l’aile, station 4, où le vortex induit une séparation. A cette station, h
décroît rapidement sur la partie supérieure de l’aile, avant d’augmenter brutalement au point
de réattachement. En effet, dans une bulle de séparation, le coefficient de transfert convectif est
habituellement faible.
Pour la distribution du coefficient de captation des gouttelettes sur l’aile, les coordonnées le long
de la corde sont divisées par la longueur de corde de référence pour chaque station, figure 4.3b, ce
qui rend la comparaison plus facile. Gardons en tête que la section d’aile diminue proche du bout
de l’aile, ainsi même si les limites d’impact sur la partie inférieure de l’aile sont presque identiques
sur la figure 4.3b, elles s’étendent plus loin proche de la station 4. Sur la partie supérieure de
l’aile par contre les limites d’impact décroissent de la station 1 à la station 4. Cet effet est dû à
l’angle de torsion négatif.
Une fois l’écoulement d’air calculé par FENSAP et le coefficient de captation des gouttelettes
déterminé par DROP3D, l’accumulation de glace peut être résolue en utilisant ICE3D sur le
maillage adapté. Les 91 secondes d’exposition ont été simulées en une seule fois. La figure 4.4a
montre une vue 3D de l’accrétion de glace sèche en bout d’aile. Les coupes 2D de la forme de
glace correspondantes aux stations 1, 2, 3 et 4 sont tracées sur la figure 4.4b. L’aspect global de
la forme de glace est qualitativement en accord avec les résultats numériques de l’ONERA bien
qu’ils aient été obtenus avec une géométrie légèrement différente. Les effets 3D ne sont pas visibles
car la géométrie ne présente pas de caractéristiques vraiment 3D et la température très froide
correspond à des conditions de croissance sèche, faisant du ruissellement de surface un facteur
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tations cycles were carried out with OptiMesh. The OptiMesh
algorithm has an a posteriori error estimate based on the Hessian
of the solution !hence proportional to the truncation error" and
then uses mesh movement, edge refinement, coarsening, and
swapping to automatically yield a nearly-optimal adapted grid.
These actions are done throughout the numerical solution and the
grid edges migrate where the flow phenomena mandate. OptiMesh
has proven to asymptotically get to a unique final grid #26$, no
matter what the initial grid is like and yields results independent
of the code used. The initial mesh has 221,800 nodes and
1,118,131 elements, and the final adapted one has 467,705 nodes
and 2,546,857 elements.
The grid convergence index method suggested by Roache #27$
for unstructured grid refinement based on the number of nodes is
used to get an idea of the accuracy of the pressure coefficient
distribution on the wing. Accuracy of the Cp distribution at the
four stations defined below is conservatively estimated around
4%. Although this error seems large, it was judged acceptable
considering that the goal is to predict ice shape using a one-shot
ice accretion, thus neglecting effects of the ice growth on the
airflow and droplet solutions.
An equivalent sandgrain roughness was used for the icing cal-
culations and it is obtained using an empirical correlation given in
#3$, and corresponds to 0.269 mm in this case.
To help result discussion, 2D cuts at four different span wise
locations are performed. Each cut corresponds to a plane !x ,z",
and the cuts are referred to as station 1 !location y=0.09 m",
station 2 !location y=0.25 m", station 3 !y=0.30 m", and station 4
!y=0.45 m". The origin of the coordinate system is at the root of
the wing at the leading edge. The y-axis is in the spanwise direc-
tion, and the x-axis is the curvilinear distance along the surface in
the chord wise direction. Positive values for x-axis are above the
plane y=0, and negative value below. The chord at the root of the
wing, namely 0.586 m, scales the curvilinear distance.
As presented in Fig. 8, the finite blade modeled in this article
engenders 3D aerodynamic effects; first, with the creation of a
local aerodynamic angle of attack different from the free stream
and, second, with the creation of a tip vortex at the blade extrem-
ity. Due to a negative twist angle, a separation bubble appears in
that region. All aerodynamic variables are affected by this flow
pattern.
Figure 9 shows the convective heat transfer coefficient for sta-
tions 1, 2, 3, and 4. The heat transfer coefficient curves are quite
similar along the blade, except close to the tip, station 4, where
the vortex induces separation. At this station, the heat transfer
coefficient decreases rapidly on the upper side of the wing, before
increasing abruptly at the reattachment point. In a separation
bubble, heat transfer coefficients are expected to be small.
Collection efficiency distribution. In Fig. 10, the coordinates
along the airfoil section corresponding to each station are divided,
using the root chord length, to make comparison easier. Keeping
in mind that the wing section reduces in size from the root to the










Fig. 8 Turbulent airflow solution, Mach number contours, streamlines at the
tip and Cp distribution on the blade
Fig. 9 2D cuts of the convective heat transfer coefficient, in
W/m2 K
Journal of Fluids Engineering MARCH 2006, Vol. 128 / 383
Downloaded From: http://asmedigitalcollection.asme.org/ on 03/12/2015 Terms of Use: http://asme.org/terms
tip, even if the impingement limits on the lower side are almost
constant, they extend further back on the airfoil closer to the tip.
On the other hand, the impingement limit on the upper side of the
blade de reases from station 1 to station 4. This effect is due to the
n g tive twist angle.
Ice accretion. Once the FENSAP airflow solution and the col-
lection efficiency from DROP3D have been determined, ice ac-
cretion can be performed, using ICE3D, on the adapted grid. The
91-s exposure has been simulated in one shot. Figure 11 gives a
3D view of the rime ice accretion at tip.
Two-dimensional cuts of the ice shape corresponding to stations
1, 2, 3, and 4 are plotted in Fig. 12. The global aspect of the ice
shape qualitatively agrees with the numerical and experimental
results of ONERA !4", keeping in mind that the ONERA results
were obtained on a slightly different geometry. The 3D effects are
not spectacular, as the geometry does not present strong 3D fea-
tures and the very cold temperature corresponds to rime ice con-
ditions, making water runback not an important factor. In fact, the
ice shap mostly depends on impingement, and this is a good test
case to ascertain values calculated by DROP3D.
3D Nonaxisymmetric Nacelle
In this calculation the aim is to predict ice accretion on a 3D
nonaxisymmetric Boeing 737-300 !28" nacelle inlet. A complete
s t f c mputational and experimental results, made by NASA
!29", are available for the airflow solution and the collection effi-
ciency, but not for the ice shapes. Thus, the only thing that one
can do is compare ICE3D’s predictions to LEWICE’s.
The icing calculation process requires three steps: the compu-
tation of the airflow, the computation of the droplet solution, and
the prediction of the ice shape. Each “step solution” will be com-
pared to the corresponding LEWICE solution and to the experi-
ments, if available.
Two cases were analyzed at a true airspeed of 75 m/s, an inlet
mass flow of 10.4 kg/s, a static pressure of 95840 Pa, a droplet
Mean Volumetric Diameter of 20.36 !m, and nacelle incidences
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id 092385-13,14,15-737-15 in Ref. !28"$. 3D rime ice accretion
result is shown in Fig. 13 for the 15 deg case.
Tran et al. !30" used OptiMesh and compared Mach number
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In order to compute the local catch efficiency ", DROP3D was
run for a Langmuir-D droplet distribution. The comparison of lo-
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cuts is presented in the same article !30". The peak is shown to be
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Figu e 4.4 – a) Formation de glace 3D en bout d’aile ; b) Coupes 2D de la formation de glace
le long de l’envergure de l’aile.
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peu important. Dans ce cas test, la forme de glace dépend majoritairement de la captation des
gouttelettes sur la surface, et donc c’est un bon cas test pour valider les valeurs prédites par
DROP3D.
4.2.2 Nacelle d’un BOEING 737-300
Pour cette simulation, l’objectif est de prédire l’accumulation de glace sur une nacelle non axisy-
métrique d’un Boeing 737-300 dont la géométrie, figure 4.5a, est publiée par Papadakis et al. 1989
[83]. Des résultats numériques et expérimentaux de la NASA, Bidwell 1996 [84] sont disponibles
pour l’écoulement d’air et le coefficient de captation des gouttes. Pour la forme de glace, seuls
les prédictions numériques obtenues avec LEWICE de la NASA sont disponibles. Nous pouvons
ainsi comparer les prédictions d’ICE3D avec celles de LEWICE mais pas avec l’expérimental.
(a) (b) (c)
Figure 4.5 – a) Géométrie de la nacelle d’un Being 737-300 ; b) Plan de coupe du maillage initial
(plan de symétrie) ; c) Plan de coupe du maillage adapté final (plan de symétrie.
Le calcul de la forme de glace requière trois étapes : le calcul de l’écoulement d’air, le calcul de
la solution des gouttes et la prédiction de la forme de glace. La solution après chaque étape va
être comparée aux solutions de LEWICE et aux résultats expérimentaux si disponibles. Deux
cas sont analysés correspondants à une vitesse de l’écoulement de 75 m/s, un débit de masse à
l’entrée de la nacelle de 10.4 kg/s, une pression statique de 95 840 Pa, un diamètre moyen des
gouttes de 20.36 µm, et un angle d’incidence de la nacelle de 0 deg (run id 092385-1,2,3-737-0 de
la référence [83]) et de 15 deg (run id 092385-13,14,15-737-15 de la référence [83]). L’accumulation
3D de croissance sèche obtenue pour le cas d’incidence 15 deg est illustrée figure 4.6.
Figure 4.6 – Accumulation 3D de glace sur l’entrée d’une nacelle d’un Being 737-300, accrétion
de glace sèche pour une incidence de 15 deg AoA et un débit de masse à l’entrée de 10.4 kg/s.
Dans un premier temps, Tran et al. 2002 [85] ont utilisé OptiMesh et comparé la distribution du
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nombre de Mach, pour un écoulement d’Euler, le long de coupes circonférentielles pour chaque
incidence. La distribution du nombre de Mach est en accord avec les résultats expérimentaux
et les résultats de LEWICE pour toutes les positions de coupe et pour chacune des incidences.
Une solution des équations de Navier-Stokes en régime turbulent utilisant le modèle de Spalart-
Allmaras a ensuite été calculée pour chacun des cas. Quatre cycles d’adaptation de maillage
ont réalisés pour améliorer la précision de la solution de l’écoulement d’air. Les plans de coupe
du maillage initial et du maillage final correspondant à la solution à 15 degrés d’incidence sont
présentés figure 4.5b et c. Les résultats expérimentaux disponibles pour l’écoulement d’air donne
accès à la distribution du nombre de Mach pour cinq plan de coupe le long de la circonférence
de la nacelle (ces plans de coupe sont visibles sur la figure 4.5a). En utilisant la distribution du
coefficient de pression à la surface de la solution Navier-Stokes de l’écoulement, la distribution
du nombre de Mach en sortie de couche limite est calculée. Pour tous les plans de coupes et les
deux incidences, la solution turbulente est en très bon accord avec la solution Euler, deux coupes
2D sont présentées sur les figures 4.7a et b. L’influence de l’adaptation de maillage sur la solution
est illustrée figures 4.7b et c. Au regard des deux derniers cycles d’adaptation de maillage, la
solution apparaît indépendante du maillage.
Pour calculer le coefficient de captation local β, une distribution de Langmuir-D de tailles de
gouttes autour du diamètre moyen de 20.36µm a été calculée avec le logiciel DROP3D. Les
résultats du coefficient d’impact sont présentés, figure 4.8, et montrent un pic de captation
situé dans la zone de répétabilité de l’expérience entre 0.20 et 0.25. Les résultats prédits par
FENSAP-ICE et LEWICE sont en accord sur la majorité de la nacelle. Toutefois, les limites
d’impact de FENSAP-ICE sont un peu plus proches des résultats expérimentaux. Les figures
4.9a et b présentent une sélection de comparaisons entre DROP3D, LEWICE et les résultats
expérimentaux.
Deux conditions de givrage ont été calculées pour chaque incidence de la nacelle. Les conditions
ont été choisies pour représenter une situation de croissance sèche et une situation de croissance
humide. Les conditions correspondantes à la situation de croissance sèche sont les suivantes :
temps d’exposition 30 min avec un contenu en eau liquide (LWC) de 0.2 g/m3 et une température
statique de -29.9oC. Pour la situation de croissance humide, le temps d’exposition est toujours
de 30 minutes mais le contenu en eau liquide est de 0.695 g/m3 et la température statique de
-9.3oC.
Pour le cas de croissance sèche, les comparaisons entre LEWICE et ICE3D sont très bonnes pour
toutes les coupes et chaque incidence, figures 4.10 et 4.11. Pour le cas de croissance humide, les
formes de glace prédites par LEWICE et ICE3D sont en accord pour toutes les coupes et chaque
incidence, figures 4.12 et 4.13 . Bien qu’il n’y ait pas de résultats expérimentaux pour la forme
de glace il est important de constater que les deux codes produisent des résultats similaires et
consistants avec les situations de givrage rencontrées.
4.3 Conclusion
Le givrage est un phénomène complexe qui nécessite la résolution de nombreux phénomènes phy-
siques délicats à modéliser (calcul de l’écoulement d’air en régime turbulent, calcul du coefficient
de captation des gouttelettes d’eau sur la surface, calcul des changements de phase de l’eau à la
paroi pour prédire la forme prise par le givre). L’état de l’art des codes de givrage consistait à
résoudre l’écoulement d’air par un modèle 2D ou 3D d’écoulement non visqueux (méthodes des
panneaux ou résolution des écoulements d’Euler) couplé avec des modèles de couche limite ; des
méthodes Lagrangiennes 2D ou 3D de calcul de la trajectoire des gouttelettes pour le calcul du
coefficient de captation ; et l’utilisation de modèles discrets de conservation de la masse et de
l’énergie en 2D ou le long des lignes de ruissellement en 3D pour la prédiction de la croissance de
glace. L’originalité de ce travail a été de baser chacun de ces modules sur des modèles décrits par




Figure 4.7 – Distribution du nombre de Mach pour la nacelle d’un Boeing 737-300 pour un
angle d’incidence de 15 degré AoA et un débit de masse en entrée de 10.4 kg/s : a) comparaison
entre FENSAP S-A, FENSAP EULER et les résultats expérimentaux pour une coupe à 0 degré ;
b) comparaison entre FENSAP S-A, FENSAP EULER et les résultats expérimentaux pour une
coupe à 45 degré ; c) Influence de l’adaptation de maillage pour la coupe à 0 degré ; d) Influence
de l’adaptation de maillage pour la coupe à 45 degrés.
Figure 4.8 – Solution 3D d’impact des gouttelettes sur la nacelle du Boeing 737-300 pour l’angle
d’incidence de 0 deg AoA (distribution de Langmuir-D autour de 20.36µm).
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(a) (b)
Figure 4.9 – Distribution du coefficient de captation local, a) pour un angle d’attaque de 0
degré et une coupe à 180 degrés ; b) pour un angle d’attaque de 15 degré et une coupe à 90
degrés ; Comparaison entre DROP3D, LEWICE et les résultats expérimentaux.
Figure 4.10 – Croissance de glace sèche sur une nacelle de Boeing 737-300 pour un angle
d’attaque de 0 degré.
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Figure 4.11 – Croissance de glace sèche sur une nacelle de Boeing 737-300 pour un angle
d’attaque de 15 degrés.
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Figure 4.12 – Croissance de glace humide sur une nacelle de Boeing 737-300 pour un angle
d’attaque de 0 degré.
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Figure 4.13 – Croissance de glace humide sur une nacelle de Boeing 737-300 pour un angle
d’attaque de 15 degrés.
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Eulérien d’impact des gouttelettes, modèle de film d’eau continu pour gérer les changements de
phase de l’eau). Une volonté était de proposer pour chacun des modules, des algorithmes CFD
modernes entièrement 3D et tous basés sur le même maillage du domaine de calcul. En déri-
vant un modèle basé sur des équations aux dérivées partielles pour le module thermodynamique
d’accrétion de glace, une distinction entre le modèle physique et sa résolution numérique peut
être réalisée, et aucun maillage spécifique le long des lignes de ruissellement est nécessaire, car le
modèle est capable de prédire du ruissellement de surface au travers de n’importe quelle arête du
maillage de surface (maillage identique au maillage aérodynamique). Le modèle inclut également
des termes de dérivées temporelles permettant la prise en compte d’effets instationnaires.
Cette activité a donné lieu aux articles [81, 75, 72, 69, 86, 77], à de nombreux actes de conférences
avec comité de lecture international que je n’ai pas rappelé ici et aux développements logiciels
de FENSAP, DROP3D, ICE3D. FENSAP, DROP3D, ICE3D et le couplage FENSAP-ICE sont
commercialisés par Newmerical Technologies (NTI Int.), Canada, et sont utilisés par l’industrie
aéronautique (NTI Int., Bombardier, Pratt & Whitney, Airbus France, Eurocopter, etc...). La
méthodologie CFD proposée s’est avérée efficace et a réussi son transfert industriel avec la com-
mercialisation des codes et leurs utilisations dans l’industrie aéronautique.
Cette thématique riche en défis m’a initiée à l’importance du calcul d’une solution air turbulente
précise, en réduisant au maximum les effets de diffusion des schémas numériques, sur des maillages
3D adaptés pour réduire les coûts de calcul et augmenter la précision de la solution. Elle m’a
aussi confronté aux limitations des méthodes classiques de déplacements de maillage de type
ALE (même si novateurs à l’époque) pour suivre de larges déformations liées dans ce cas à
l’accumulation du givre. Pour de larges déformations, fréquentes en situation de givrage, le
remaillage s’avère alors nécessaire. Ainsi dans la suite de mon parcours j’ai poursuivi ma recherche
de méthodes adaptées à ce type de défis à savoir
— la recherche de schémas numériques précis peu dissipatifs, chapitre 5 et 6 ;
— une alternative aux techniques ALE classiques pour suivre de grands déplacements par
une technique de pénalisation des équations, chapitre 6 ;
— une simulation appliquée utilisant des données réalistes dans le soucis de répondre à des
besoins industriels précis, chapitre 7.
Chapitre 5
Simulation d’écoulements turbulents
compressibles par une méthode
d’éléments finis stabilisés
L’objectif de ces travaux qui se sont articulés autour de la thèse de Christelle Wervaecke était de
construire un schéma numérique, à la fois robuste et peu dissipatif, pour simuler des écoulements
compressibles turbulents sur des maillages non structurés. La contrainte imposée à la méthode
numérique d’être peu dissipative, est dictée par le régime turbulent de l’écoulement. Dans nos
équations, les effets du modèle turbulent sont pris en compte par l’intermédiaire d’une viscosité
turbulente. Il faut donc être en mesure de contrôler la viscosité numérique apportée par le schéma
afin de ne pas polluer cette viscosité turbulente. Les méthodes d’ordre élevé constituent un cadre
adéquat pour remplir ce type de critère. Plus l’ordre de la méthode est élevé et plus la diffusion
numérique apportée par le schéma est faible. La simulation d’écoulements turbulents implique
également la nécessité de traiter un grand nombre de degrés de liberté. Il est donc indispensable
de disposer d’un code de calcul parallèle pour effectuer de tels calculs de façon efficace. Pour
répondre à l’ensemble de ces contraintes, la méthode d’éléments finis stabilisés Streamline Upwind
Petrov-Galerkin (SUPG) a été développée. En règle générale, la résolution des équations de
Navier-Stokes moyennées est effectuée de façon découplée de celle du modèle turbulent. Une
originalité de ce travail a consisté à considérer le système complètement couplé des équations
de Navier-Stokes moyennées et de l’équation de Spalart-Allmaras (SA). Plusieurs problèmes
types 2D et 3D ont permis d’éprouver la méthode proposée [87, 88, 89]. Grâce à un projet de
collaboration industrielle avec Airbus (projet DESGIVRE), des maillages de type industriel nous
ont été fournis. Même dans le cas de maillages difficiles, très étirés, le schéma mis en place se
révèle stable et robuste. Ces résultats permettent d’être optimiste quant aux développements
futurs de la méthode étudiée. Cette thèse a été co-encadrée avec Boniface Nkonga, Professeur à
l’Université de Nice Sophia-Antipolis.
5.1 Introduction
Un des challenges les plus importants en CFD est la simulation des écoulements turbulents
à hauts nombres de Reynolds autours de géométries complexes de grandes tailles. En effet, la
plupart des outils validés dans le contexte industriel que ce soit en aéronautique, dans le domaine
des turbomachines ou des moteurs à combustion font toujours l’hypothèse simplificatrice de
modéliser les échelles de la turbulence par une (ou des) équation(s) de transport couplée(s) aux
équations de Navier-Stokes. Il existe une importante variété de modèles différents pour lesquels
la viscosité turbulente apparaît soit comme paramètre soit comme variable du modèle. Parmi
ces modèles, le modèle à une équation de Spalart-Allmaras (SA) [70], est l’une des stratégies
particulièrement adaptée pour les écoulements aérodynamiques. Le modèle SA, et ces versions
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améliorées, propose des mécanismes calibrés de production, de dissipation et de destruction de la
viscosité turbulente qui peuvent être utilisés pour une grande variété d’applications. Cependant,
le schéma numérique utilisé lors de l’approximation des équations doit être correctement élaboré
de manière à éviter l’annulation des mécanismes du modèle de turbulence par une une trop
forte dissipation numérique du schéma. En effet, la simulation d’écoulements pour lesquels le
transport est dominant, comme ceux considérés ici, nécessite de stabiliser le schéma numérique
par un mécanisme de dissipation numérique.
Pour les approches volumes finis ou différences finis, la stabilisation numérique est réalisée par
un décentrement du schéma numérique, inclu par exemple, dans les flux de type Godunov.
Cependant, les problèmes de Riemann associés sont résolus dans les directions des normales
aux faces du maillage, avec pour conséquence que la diffusion numérique est très dépendante de
la topologie du maillage même pour des schémas d’ordre élevé de type MUSCL. Ceci est très
dommageable pour la viscosité turbulente, surtout que la modélisation d’écoulements turbulents
autour d’obstacles nécessite très souvent des maillages fortement anisotropiques. Pour surmonter
cette difficulté, il est fortement conseillé d’utiliser des maillages structurés dans la couche limite.
En effet, ces maillages offrent les directions adéquates pour les flux de Riemann et réduisent
la diffusion numérique dans la direction transverse. Cette recommandation doit faire face aux
difficultés de générer correctement un maillage structuré pour des géométries complexes, comme
celles utilisées en aéronautique par exemple. D’autres alternatives, dans le contexte des schémas
aux volumes/différences finis, est d’utiliser des techniques de contrôle de la diffusion numérique
transverse, comme dans Jameson, 1995 [90] ; Arminjon et Dervieux, 1993 [91] ; Debiez et al. 1998
[92], ou l’utilisation de schémas vraiment décentrés, comme dans Deconinck et al. 1993 [93] ;
Abgrall, 2001 [94]. Ce sujet de recherche est encore très actif.
Lorsqu’une méthode de Galerkin standard des éléments finis basée sur une approximation po-
lynomiale C0 de la solution est appliquée à des écoulements où le transport est dominant, des
oscillations non physiques apparaissent à cause de l’absence de décentrement. Christie et al. 1976
[95] (pour le cas mono-dimensionnel), Heinrich et al. 1977 [96] (pour le cas bi-dimensionnel), et
Heinrich et Zienkiewicz, 1977 [97] (pour des éléments quadratiques mono-dimensionnel) ont pro-
posé des schémas stables pour l’équation stationnaire d’advection-diffusion. La stabilisation est
réalisée par l’utilisation d’une formulation de Petrov-Galerkin pour laquelle l’espace de défini-
tion de la fonction recherchée est différent de l’espace de la fonction test. Les fonctions tests sont
localement définies de manière à envoyer plus d’informations en aval de l’écoulement. Dans ce
contexte de l’équation stationnaire d’advection-diffusion, une solution optimale exacte peut être
obtenue en une dimension. Mais cette formulation souffre aussi de diffusion numérique transverse.
Dans le début des années 80, Hughes at al. [35] soulignent que pour dériver des schémas stables,
il est suffisant d’ajouter de la diffusion numérique uniquement dans la direction des lignes de
courant. Ils observent que ce terme de diffusion numérique le long des lignes de courant peut
être introduit dans la méthode de Galerkin standard sans modifier les équations d’origine de
l’écoulement. La méthode consiste à perturber les fonctions tests et leurs dérivées ce qui permet
l’obtention d’une méthode d’ordre élevée avec de bonnes propriétés de stabilité. La méthode
d’éléments finis stabilisés SUPG (Streamline Upwind Petrov Galerkin) donne le cadre général
pour définir la dissipation numérique par la définition d’un tenseur de stabilisation. La méthode
SUPG, proposée par Brooks et Hughes, 1982 [98] pour les équations d’advection-diffusion et
Navier-Stokes incompressibles, est une approche décentrée basée sur le résidu de l’équation. Elle
a été ensuite étendue aux équations de Navier-Stokes compressibles (Hughes et al. 1986 [99] ;
Tezduyar and Hughes, 1982 [100]) dans le cadre des variables conservatives de l’écoulement. De-
puis les premiers développements dans les années 80, le schéma SUPG a été beaucoup utilisé et
amélioré. La formulation a été ré-écrite pour les variables entropiques avec l’ajout d’un terme
de capture de choc pour prendre en compte les discontinuités de l’écoulements (Hughes et al.
1987 [101]). Il a été montré que la formulation basée sur les variables conservatives à laquelle on
ajoute un terme de capture de choc est aussi précise que la formulation utilisant les variables
entropiques, Le Beau et al. 1993 [102]. Plus tard le schéma SUPG a été appliqué à la simulation
d’écoulements turbulents (Jansen, 1999 [103] ; Soulaimani et al. 2001 [104] ; Ben Haj Ali et Sou-
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laimani, 2010 [105]). Elle permet d’obtenir un schéma stable sans endommager les mécanismes
mis en oeuvre pour les échelles non résolues de la turbulence. Pour ce type de problème, une
approche éléments finis pour laquelle la dissipation numérique est contrôlée est une méthode
prometteuse.
Au départ, le processus de stabilisation était défini par un paramètre. Récemment de nouvelles
manières de définir ce paramètre basées sur des matrices et vecteurs définis au niveau de l’élément
ont été introduites. La quantité de diffusion numérique introduite par les formulations SUPG est
contrôlée par le paramètre tensoriel τ qui doit être choisi de manière adéquate. Dans le contexte
des écoulements d’Euler et de Navier-Stokes compressibles, après de nombreux tests numériques,
plusieurs recettes ont été proposées pour la définition de τ (voir par exemple Soulaimani et al.
2001 [104] ; Tezduyar et Senga 2006 [106]). Le besoin d’arguments convaincants et convenables
pour guider le choix de τ est encore considéré comme le principal défaut des méthodes SUPG. En
présence de fortes discontinuités, un terme additionnel de capture de choc est ajouté au schéma
SUPG, Hughes et al. 1986 [107], pour enlever les oscillations produites et améliorer la robustesse
de l’approche numérique.
Ce travail propose un schéma numérique précis inscrit dans le cadre des éléments finis stabilisés
pour résoudre le modèle de turbulence SA fortement couplé aux équations de Navier-Stokes
pour des maillages non structurés fortement anisotropiques. Les modèles de turbulence sont
en général faiblement couplés aux équations de Navier-Stokes en utilisant une technique de
splitting d’opérateurs. Le tenseur de stabilisation est défini de manière à réduire sa dépendance
au maillage tout en restant consistant lors de l’utilisation de maillages fortement étirés. En effet,
ce tenseur implique souvent une mesure de la longueur locale de l’élément h qui sera définie avec
soin dans le cas d’un élément étiré. Dans ce travail, la longueur locale de l’élément est donnée
implicitement par l’inverse de la matrice composée de la valeur absolue des matrices jacobiennes
du flux Eulérien comme proposé par Barth, 1998 [108] et plus récemment par Abgrall, 2006
[109]. La méthode éléments finis stabilisés proposée permet la simulation d’écoulements autour
de géométries complexes et le schéma résultant reste compact ce qui est compatible avec des
stratégies efficaces de parallélisme combinant la décomposition de domaine et les outils d’échanges
de messages (MPI).
5.2 Modèle de turbulence de Spalart-Allmaras pour des écoule-
ments compressibles
5.2.1 Equations de Navier-Stokes
Nous considérons un écoulement décrit par les équations de Navier-Stokes compressibles couplées
à une équation de transport pour la viscosité turbulente. La forme conservative des équations
de Navier-Stokes moyennées, RANS (Reynods Average Navier-Stokes equations), s’écrivent de la
façon suivante (les effets de la gravité sont supposés négligeables) :
∂ρ
∂t
+∇ · (ρu) = 0
∂
∂t
(ρu) +∇ · (ρu ⊗ u) +∇p = ∇ · π
∂
∂t
(ρe) +∇ · ((ρe+ p)u) = ∇ · (πu + q)
(5.1)
où ρ est la densité, u la vitesse, e l’énergie totale spécifique. La pression p et le flux de chaleur q
sont respectivement définis par la loi des gas parfaits et la loi de Fourier :






)∇T avec T = e− 1
2
|u|2 .
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Pr est le nombre de Prandtl laminaire et Prt le Prandtl turbulent, cp la capacité thermique à
pression constante, T est la température. Pour un fluide compressible newtonien le tenseur des
contraintes est donné par
π = (µ+ µt)
(




où µ et µt sont respectivement les viscosités laminaire et turbulente de l’écoulement. Pour fermer
le système, nous avons besoin soit d’un modèle algébrique soit d’un système d’équations pour
définir µt.
5.2.2 Modèle de turbulence
Le modèle de Spalart-Allmaras (SA) est constitué d’une unique équation décrivant l’évolution
de la viscosité cinématique turbulente νt = µt/ρ. Cette équation modélise la production, le
transport, la diffusion et la destruction de la viscosité turbulente. La méthode est décrite par
Spalart et al. 1992 [70] pour des écoulements incompressibles. Différentes approches permettent
d’adapter le modèle aux écoulements compressibles et nous avons adopté l’extension suivante
∂ρν̃
∂t
+∇ · (ρν̃u) = M(ν̃)ν̃ + P (ν̃)ν̃ −D(ν̃)ν̃ (5.2)
où M(ν̃)ν̃ représente le terme de diffusion, P (ν̃)ν̃ le terme source de production et D(ν̃)ν̃ le
terme source de destruction. La viscosité turbulente est obtenue à partir de ν̃ via les équations







où ν est la viscosité cinématique moléculaire de l’écoulement. Le terme de production est donné
par
P (ν̃)ν̃ = cb1S̃ρν̃ (5.4)
S̃ = S +
ν̃
κ2d2








ΩijΩij , Ωij = (∂xjui − ∂xiuj)
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et d la distance au
mur le plus proche.
Le terme de diffusion peut être écrit comme
























, g = r + cw2( r
6 − r ) , r = ν̃
S̃κ2d2
. (5.8)
Les coefficients de fermeture du modèle sont cb1 = 0.1355, cb2 = 0.622, σ = 2/3, κ = 0.41,
cv1 = 7.1, cw1 = cb1/κ2 + (1 + cb2)/σ et cw2 = 0.3, cw3 = 2.
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5.2.3 Couplage des équations de Navier-Stokes et de Spalart-Allmaras
Le modèle global considéré dans le contexte exposé ci-dessus peut s’écrire sous la forme compacte
suivante
∂tU +∇ ·F = ∇ ·G +S (5.9)








 , F =

ρu
ρu ⊗ u + pId
(ρe+ p)u
ρν̃u







Les termes de production, destruction de la viscosité turbulente sont regroupés dans le vecteur
S .
La partie convective du système (lorsque le second membre est mis à zéro) est hyperbolique. En











Pour tout vecteur n avec |n| 6= 0, la matriceA (n) peut être écrite sous forme diagonale et compte
trois valeurs propres différentes





est la vitesse du son. On définit par P (n) et Λ (n) respectivement les matrices des
vecteurs propres et valeurs propres de A (n) :
A (n) = [P (n) ]Λ (n) [P (n) ]−1
cette décomposition spectrale est utile pour la stabilization décentrée le long des lignes de courant
et pour les conditions aux bords.
5.3 Formulation SUPG
5.3.1 Formulation faible
On considère une discrétisation du domaine Ω en éléments Ωe, e = 1, 2, ..., nel, où nel est le
nombre total d’éléments. Etant donnés les espaces correctement définis de la solution approchée
et des fonctions tests Sh et Vh, la formulation SUPG de l’équation (5.9) s’écrit de la façon








A (∇Wh)τ R(Uh) dΩ = 0 (5.10)
où R(Uh) est le résidu de l’équation différentielle (5.9) :
R(Uh) = ∂tUh +∇ ·F −∇ ·G −S = ∂tUh + Φ (Uh) (5.11)
La formulation faible (5.10) est construite comme une combinaison de la forme intégrale de
Galerkin standard et d’un terme de perturbation sous forme intégrale dépendant du résidu. τ est
la matrice de stabilisation, plusieurs options sont disponibles dans la littérature pour calculer ce
paramètre et fait l’objet du paragraphe suivant.
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5.3.2 Le paramètre de stabilisation
Le paramètre de stabilisation a été le sujet d’une recherche intensive ces trente dernières années.
Neanmoins, les définitions de τ reposent encore le plus souvent sur des arguments heuristiques
et une façon optimale de choisir τ est encore inconnue. C’est la raison pour laquelle nous avons
testé trois manières de calculer τ .
Pour l’équation stationnaire d’advection-diffusion uni-dimensionnelle, la définition de τ suivante












où he est une mesure de l’échelle de longueur locale, aussi connue sous le nom de “longueur de
l’élément”, a est la vitesse de l’écoulement, κ est le coefficient de diffusion et Pe le nombre de
Peclet. Plusieurs définitions de he peuvent être utilisées, la littérature recommande de prendre
la longueur de l’élément alignée avec la vitesse de l’écoulement. Dans le cadre des écoulements
turbulents, les problèmes sont dominés par le transport : Pe  1 et coth(Pe) − 1Pe ≈ 1 .
Par analogie avec la formule (5.12), lorsque l’on traite de système d’équations pour lesquelles le
transport est dominant, le tenseur de stabilisation est souvent proportionnel au tenseur identité
τ ≡ τ 1 =
he
||u||+ cId (5.13)
où la vitesse du son est définie par c. La dimension du tenseur satisfait à la dimension requise
par des estimations en norme matricielle :
‖A (∇Wh) ‖∞‖τ ‖∞ ' 1
En effet, pour un élément donné, la dimension de ∇Wh est de l’ordre de
1
he
et le maximum des
valeurs propres est de l’ordre ||u|| + c. Cette analyse grossière montre que la dérivation de τ 1
suppose que le gradient des fonctions tests, sur un élément, est du même ordre de grandeur dans
toutes les directions et que toutes les ondes physiques se propagent à la même vitesse donnée par
||u||+ c. Cette hypothèse, bien sûr, ne tient pas compte d’éventuelles anisotropies du maillage ni
de forts ratios d’étirement de certains éléments. Ce choix affecte la régularité de la solution dans
les régions contenant de grandes variations de la solution, et le processus itératif de convergence
en régime stationnaire. Ses effets sont moins importants dans les régions où le résidu R(Uh)
(équation 5.11) est petit. Ce n’est malheureusement pas souvent le cas dans les couches limites
sous-résolues. Pour surmonter cette difficulté, une procédure de recouvrement est proposée par
Jansen et al. [110] et Whiting et al. [111]. Cette technique permet de reconstruire localement les
valeurs des flux visqueux pour améliorer la définition de R(Uh). Nous n’avons pas essayé cette
technique.










+ |u · ∇φi|e
)−1
Id (5.14)
où c est la vitesse du son et φi les fonctions tests de l’élément. Ce tenseur tient compte de la
variation non isotropique possible des gradients des fonctions tests, mais c’est encore un para-
mètre scalaire ce qui ne permet pas de dimensionner correctement chaque vitesse caractéristique
de l’écoulement. Notons aussi qu’il y a un problème à diviser par la norme du gradient dans les
zones à densité constante. Pour améliorer le scaling du terme de stabilisation, un tenseur est
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proposé. Notons par [|A (∇Wh)| ] et [|τ | ] la matrice des coefficients de scaling. Ainsi, pour éviter
de mélanger les échelles de dimensionnement, on souhaite satisfaire l’estimation suivante




Dans le contexte des schémas aux résidus distribués, Abgrall, 2006 [109] a proposé comme solution












∣∣∣Λ (n)∣∣∣ (P (n) )−1 (5.15)
avec |Λ (n)| la matrice diagonale des valeurs absolues des valeurs propres, Nv le nombre de
sommets de l’élément Ωe et φi est la fonction test de l’élément aux noeuds i. La formule (5.15)
avait déjà été proposée par Barth [108] pour les méthodes Galerkin Least Squares et est similaire
à ce que propose Soulaimani et al. dans [112] et [105] pour les formulations SUPG. Ce paramètre
de stabilisation nécessite plusieurs inversions de matrices à chaque pas de temps. Cependant, il
peut être démontré que ces matrices sont non singulières (Abgrall [94]), et cette définition se
révèle plus robuste lors du processus itératif de convergence, elle est également indépendante de
paramètre. Pour ces raisons, même si cette technique est un peu plus coûteuse en temps CPU,
l’équation (5.15) démontre un certain avantage.
5.3.3 Opérateur de capture de choc
Pour des problèmes de transport dominant, les méthodes SUPG produisent majoritairement des
solutions précises sans oscillation. Néanmoins, ces formulations n’empêchent pas les oscillations
le long des discontinuités. Ces oscillations parasites peuvent conduire à une perte de précision sé-
rieuse de la solution ou à des problèmes de stabilité qui peuvent nuire ou empêcher la convergence
de la méthode. Le terme de capture des discontinuités améliore significativement le comporte-















νeshock [(∇Wh · ∇)Uh] dΩ = 0
(5.16)
Le senseur de choc νeshock est une mesure scalaire du besoin de contrôler les oscillations proches
des discontinuités. Il peut prendre plusieurs formes et contient un switch non linéaire qui contrôle
où la dissipation est ajoutée. Ce paramètre a pour rôle de donner une indication sur l’amplitude
des gradients dans l’écoulement. Il doit être petit, voire nul, si l’écoulement est régulier et devenir
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∥∥∥∥Y −1e (A (∇Uh))∥∥∥∥ (5.19)
où Y e est une matrice d’adimensionnement diagonale
Y e = diag
(
[Uh]1 , [Uh]2 , [Uh]3 , [Uh]4 , [Uh]5 , [Uh]6
)
et [Uh] est le vecteur des valeurs de référence des variables conservatives. Tezduyar [106] propose















β = 1 lisse d’avantage les chocs (plus de diffusion) et β = 2 préserve leur amplitude. Un com-
promis entre β = 1 et β = 2 consiste à utiliser :
νshock =
νshock (β = 1) + νshock (β = 2)
2
(5.21)
Pour des raisons pratiques, ce cas intermédiaire est défini come β = 3 dans la suite. Le choix de
β doit être correctement analysé, en effet β = 1 peut produire trop de diffusion dans certains cas,
dépendants de la configuration de l’écoulement. La solution est d’essayer en premier la technique
la moins diffusive, β = 2, et d’augmenter la diffusion numériques si des oscillations persistent
dans la solution.
5.3.4 Implémentation pratique
Les applications numériques sont réalisées en utilisant des maillages contenant un seul type
d’élément (triangles 2D ; tétrahèdres 3D) et des éléments finis de Lagrange linéaires par morceaux.
Afin de définir le schéma numérique global, le temps est subdivisé en intervals ]tn, tn+1[. Ainsi, la
solution numérique au temps tn est notée Unh. Etant donné une condition initiale U
0
h, on suppose
que U−1h ≡ U0h et t−1 = t0 − ε. Alors le système à résoudre à chaque pas de temps, pour des
solutions Unh et U
n−1




































































, θ ≥ 0 et l’opérateur Bc tient compte de toutes les contributions
liées aux conditions de bords. Pour des problèmes dépendants du temps, le schéma le plus précis
est en général obtenu avec le schéma semi-implicite associé à θ = 12 (schéma de Crank-Nicholson).









sont non linéaires, nous devons résoudre, à chaque pas
de temps, un sytème non linéaire de grande taille. Cette résolution est faite par une méthode
de relaxation de Newton. Chaque pas de relaxation est défini par un système linéaire creux de
grande taille, obtenu en linéarisant la k-ième itération de Newton par
Un+1h = limk→∞
U(k)h (5.23)
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Les cas tests turbulents sont définis comme entièrement turbulents, sans transition, et la viscosité
turbulente à l’infini est initialisée par 5ν∞ où ν∞ est la viscosité laminaire de l’écoulement à
l’infini. Pour des champs de vitesse stable, la méthode numérique retourne des valeurs positives
pour ν̃, mais dans les zones de très forts gradients quelques valeurs négatives peuvent apparaître.
Dans ce cas, lors de la mise à jours des variables physiques à partir des variables conservatives
nous remplaçons les valeurs négatives de ν̃ par ν̃ = 0. Lorsque nous utilisons des maillages
très étirés, le choix du paramètre de stabilisation devient essentiel pour éviter l’apparition de
densité négative pendant le calcul. Pour faire face à ce problème la stabilisation automatique
(sans paramètre) τ 2 est particulièrement attractive. Nous utilisons également une stratégie de
pas de temps adaptatif, en augmentant graduellement le nombre de CFL.
Cette stratégie numérique a été implémentée dans la plateforme numérique “FluidBox” devenue
“RealFluids”. Cette plateforme met à disposition des schémas d’intégration en temps d’ordre
élevé, des outils pour le parallélisme avec MPI [113], par décomposition de domaine (Librairie
METIS [114] où Librairie SCOTCH [115]), ainsi que des outils de résolution de systèmes linéaires
creux utilisant des préconditionneurs appropriés incluant l’usage local/global de solveurs directes
(PASTIX [116], [117]). Les simulations ont été réalisées en utilisant jusqu’à 64 processeurs sur le
cluster PlaFrim de Bordeaux. Dans le cas d’une analyse de sensibilité de la solution au maillage,
une étude de Speed-up a été réalisée pour un écoulement turbulent autour d’un profil d’aile
NACA 0012. Le maillage compte 53 718 noeuds et 106 848 éléments avec une distance au mur
ywall = 5.4×10−4 m, un nombre de Reynolds de 105, un angle d’attaque de 2 deg et un nombre de
Mach de 0.5. Cette étude de Speed-up est présentée figure 5.1a. Pour ce cas test, le maillage non
structuré a été partitionné en utilisant la librairie SCOTCH. L’étude a été réalisée sur PlaFrim
sur 4, 8, 16, 32 et 64 CPU. Un exemple de décomposition de domaine obtenu par SCOTCH pour


















Figure 5.1 – a) Etude de Speedup réalisée sur le cluster PlaFrim pour un écoulement turbulent
autour d’un profil d’aile NACA 0012 (utilisation de Scotch pour la décomposition de domaine) ;
b) Exemple de partition Scotch pour une aile RAE 2822.
5.4 Résultats numériques
5.4.1 Profile d’aile RAE 2822
Pour tester le code dans le cas d’écoulements présentant des gradients de pression et des lignes
de courant courbes, un écoulement transonic turbulent autour d’un profil RAE2822 est réalisé.
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Le cas test se déroule à Mach 0.734 avec un angle d’attaque de 2.79 deg. L’écoulement est
supposé pleinement turbulent avec un nombre de Reynolds de 6.5 × 106. Ce cas test présente
une interaction couche limite/choc. L’espacement du maillage dans la direction normale du mur
est fixé à 7.7 × 10−6 m ce qui correspond en moyenne à y+ ≈ 1. Le maillage utilisé pour cette
simulation et présenté figure 5.2 a été produit par Airbus. Il est donc typique des maillages
industriels utilisés pour les écoulements turbulents. Ce maillage présente des éléments très étirés
avec des ratios allant jusqu’à 2×105. En général, les méthodes SUPG sont sensibles aux maillages
étirés [105]. Avec une formulation entièrement couplée (Navier-Stokes et modèle de turbulence)
nous avons pu surmonter cette difficulté.
La distribution de la vitesse et de la pression de l’écoulement autour du profil RAE 2822 sont
montrées sur la figure 5.3. Les distributions de pression numériques et expérimentales sont com-
parées sur les figures 5.4a and 5.4b. La formulation SUPG est utilisée en combinaison avec le
terme de capture de choc qui apporte une stabilité supplémentaire proche du choc. Nous compa-
rons la distribution de pression avec les données expérimentales, la solution numérique d’ElsA et
une formulation mixte volumes finis/éléments finis de notre code. ElsA est le logiciel CFD pour
les écoulements compressibles développé par l’ONERA. Les solutions sont en très bon accord,
figure 5.4b. Le choix du paramètre β dans le terme de capture de choc doit être analysé avec
précaution. Dans ce cas, le choix β = 1 produit trop de diffusion numérique, figure 5.4a. Pour
ce cas test numérique, il n’y a pas d’influence particulière des différentes définitions pour τ , des
résultats similaires sont obtenus avec les trois définitions.
(a) Maillage global (b) Détails proche du profil RAE2822
Figure 5.2 – Maillage du RAE2822
(a) Velocity (b) Pressure
Figure 5.3 – RAE2822 - Calcul SUPG
5.4.2 Aile M6 3D de l’ONERA ; Plaque plane turbulente 3D
On considère d’abord l’écoulement non visqueux autour de l’aile M6. Le nombre de Mach est
0.84 et l’angle d’attaque est de 3.06 deg. Le maillage est composé de 410 756 noeuds et 2 556 656
tétrahèdres. La figure 5.5a présente les isolignes de pression pour la solution SUPG obtenue avec














































(b) Terme de capture de choc avec β = 2
Figure 5.4 – RAE2822 - Distribution du Cp
τ 2 et β = 2. Les distributions de Cp à six positions différentes le long de la direction transverse
de l’aile ont été comparées avec les résultats expérimentaux de Schmitt et al. [118]. Ils sont en
très bon accord, compte tenu du maillage grossier utilisé pour cette simulation. Un exemple de












Figure 5.5 – a) Aile M6 de l’ONERA ; Distribution du Cp pour une coupe à 44% le long de la
corde transverse
Pour la plaque plane turbulente 3D, la distance transverse est de 0.02 cm pour une plaque plane
de corde 1m, figure 5.6a. Le maillage est composé de 57 378 noeuds et 280 800 tétrahèdres. Le
nombre de Mach est de 0.24 et le nombre de Reynolds est 6.4×106. La première couche de noeuds
au-dessus de la plaque est située environ à y+ = 2. La solution numérique SUPG, illustrée figure
5.6b, est en accord avec la loi théorique d’une couche limite turbulente pour une plaque plane.
Entrée
Sortie


















(b) Velocity profiles for y+ ≈ 2
Figure 5.6 – Plaque plane 3D. Profil de vitesse dans la couche limite.
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5.5 Conclusion
Ce travail a nécessité un gros effort d’implémentation pour la simulation 3D d’écoulements com-
pressibles turbulents dans la plate forme de développement du projet BACCHUS (RealFluids)
avec la création de plusieurs modules dont le module NSTurb-SA. Le parallélisme du code est
réalisé grâce à la librairie de communication MPI avec partitionnement du maillage non struc-
turé par la librairie SCOTCH de l’équipe BACCHUS permettant l’usage du cluster de calcul
PlaFrim (https ://plafrim.bordeaux.inria.fr/doku.php) de Bordeaux. Ce modèle de turbulence
SA a ensuite été discrétisé dans l’équipe BACCHUS par des schémas résidus (thèse de Dante De
Santis [119]). Une fois encore l’idée est l’obtention de schéma d’ordre élevé avec un stencil très
compact afin d’accroître les performances en parallélisme du code. Cette activité a donné lieu à
l’article [87], aux actes de conférences internationales [88, 89], a été présenté à la conférence in-
ternationale ICIAM 2011 et a conduit au développement logiciel de la turbulence et des éléments
finis stabilisés dans la plateforme RealFluids.
Je souhaite désormais faire évoluer ce modèle de turbulence en proposant une méthode DES
(Detached-Eddy simulation) basée sur SA. Cette stratégie de modélisation des écoulements tur-
bulents tridimensionnels autour de géométries complexes offre une alternative séduisante aux
industriels. Par ailleurs, ces techniques commencent à trouver une place importante en Amérique
du nord pour modéliser des écoulements en aéronautique, dans l’industrie de l’automobile et des
sous-marins. Vu l’importance de la simulation des écoulements turbulents réalisés en Europe il
existe un vrai potentiel pour le développement de ce type de modèles hybrides.
Chapitre 6
Méthode de frontières immergées basée
sur la pénalisation.
Les méthodes numériques traditionnelles en mécanique des fluides sont difficiles à mettre en
oeuvre lorsque les corps se déforment ou bougent. La modélisation CFD de ces phénomènes
nécessite la résolution de l’interaction entre le fluide et la structure. Il existe deux types de
méthodes très populaires pour traiter ce genre de problèmes. Le premier type de méthodes
consiste à utiliser un maillage qui épouse la géométrie du solide et qui va bouger ou se déformer
avec le solide, avec la nécessité éventuelle de remaillage en cas de grandes déformations ou de
grands mouvements (Tezduyar et Johnson pour des profils d’aile NACA oscillants [120] ou des
chutes de sphères [121], chapitre 4 sur l’accumulation du givrage en vol et techniques récentes
de déformations 3D du maillage pour la croissance de glace irrégulière [122]). Le second type
de méthodes consiste à utiliser des maillages qui recouvrent entièrement le domaine de calcul et
dans lesquels les solides à analyser sont immergés, ce sont les méthodes aux frontières immergées
(méthodes IBM). Les méthodes IBM ont été introduites par Peskin en 1971 [123] et sont devenues
un domaine de recherche très actif car elles simplifient le traitement des géométries complexes en
évitant les difficultés liées à la génération des maillages. Elles simplifient aussi la modélisation des
grands déplacements d’objets, voir Mittal et Iaccarino [124]), et sont particulièrement adaptées
aux situations complexes d’interactions fluide-structure.
Mittal et al. [124] et plus récemment Sotiropoulos et al. [125] regroupent les méthodes IBM en
deux catégories, les méthodes avec reconstruction précise de l’interface et les méthodes d’inter-
face diffuse. La première catégorie consiste à tenir compte de la présence d’un solide au niveau
discret. L’enjeu est d’assurer les propriétés de conservation des équations proche des bords et
d’améliorer la précision du modèle à l’interface. La vraie condition de bord à l’interface du solide
est définie soit en faisant une reconstruction précise de cette interface soit en appliquant dans le
solide des valeurs extrapolées de la zone fluide de manière à ce que la bonne condition de bord
soit imposée à l’interface. Dans la seconde catégorie, les méthodes à interface diffuse évitent les
difficultés associées au positionnement précis de l’interface fluide-solide. La présence des fron-
tières est modélisée par l’ajout d’un terme de forçage continu directement dans les équations
qui gouvernent l’écoulement. Les noeuds immergés exercent alors une force dans les équations
de conservation de la quantité de mouvement. L’effet des frontières immergées est distribué sur
les noeuds voisins en utilisant soit une fonction de Dirac soit une fonction masque. La méthode
de pénalisation [126, 127] et ses développements récents [128, 129, 130] appartiennent à cette
catégorie.
Au sein de l’ANR CARPEiNTER de l’équipe Inria MC2, nous avons proposé de simuler le cou-
plage fluide-structure par une méthode de frontières immergées basée sur la pénalisation. Chaque
solide est représenté par une fonction level-set qui coïncide avec la fonction distance signée ce
qui facilite la prise en compte de son mouvement. Le principe des méthodes de pénalisation en
régime visqueux est d’ajouter dans les équations gouvernant le mouvement du fluide un terme
source qui permet d’imposer la condition de non-glissement aux bords des solides présents dans
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le fluide. L’idée, inspirée par Brinkman 1947 [131], est de considérer le domaine complet à modé-
liser comme un milieu poreux dont la perméabilité est variable. L’écoulement au sein du milieu
poreux est décrit par
∇p = − µ
ki
u + µ∆u (6.1)
où p est la pression, µ la viscosité du fluide, u la vitesse de l’écoulement, et ki la perméabilité
locale du milieu poreux. Par passage à la limite, la modélisation d’un écoulement fluide autour
d’un solide S, s’effectue en choisissant une perméabilité ki du fluide qui tend vers l’infini (les
équations de Navier-Stokes classiques sont alors retrouvées), et une perméabilité ks du solide
qui tend au contraire vers 0. Afin de suivre le mouvement d’objets entraînés par un écoulement
fluide, j’ai développé le code LESCAPE (paragraphe 6.1) dans lequel un modèle d’intéraction
fluide-solide, basé sur une méthode de pénalisation et sur une description par level-set des solides,
a été mis en oeuvre. Ce code, conçu pour des grilles Cartésiennes régulières, permet la mise au
point rapide et simplifie la discrétisation de nouveaux modèles tels que le calcul des forces et
moments aérodynamiques, l’interaction entre le fluide et le solide, le modèle de collision.
Les maillages Cartésiens, employés dans la plupart des méthodes IBM, offrent l’avantage d’une
implémentation et d’un parallélisme simplifiés. Mais la difficulté de ces méthodes reste de bien dé-
finir le solide. L’utilisation de grilles Cartésiennes limite les applications aux écoulements d’Euler
et aux écoulements laminaires, sauf si une stratégie de raffinement local de maillage est utili-
sée [132] et/ou si un modèle de loi de paroi turbulent spécifique est employé [133]. Les avancées
méthodologiques récentes dans le domaine des IBM permettent la simulation d’écoulements com-
pressibles à grands nombres de Reynolds [134]. Ces méthodes peuvent désormais s’utiliser pour
des applications aéronautiques, telles que le calcul de l’impact de gouttelettes par exemple [135].
La popularité des méthodes IBM est telle que leur extension sur maillages non structurés est de-
venue un axe de développement actif qui fait écho aux besoins industriels récents (Hachem et al.
[136] ; Löhner et al. [137] ; Farhat et Lakshminarayan [138]). L’utilisation d’outils de raffinement
et d’adaptation de maillages devient alors possible et constitue le deuxième axe de recherche que
j’ai envisagé dans le domaine des frontières immergées. Afin d’améliorer la précision de la tech-
nique de pénalisation à l’interface fluide-solide j’ai proposé d’étendre la méthode de pénalisation
aux maillages non-structurés adaptés [130] (paragraphe 6.2). En transférant le savoir faire dans
la plateforme de calcul RealFluids de l’équipe Inria Bacchus, je peux étudier la faisabilité d’une
telle approche, utiliser l’adaptation de maillage afin d’augmenter la précision de la méthode aux
interfaces fluide-solide et bénéficier de mes travaux de développements sur la turbulence (chapitre
5).
6.1 Pénalisation sur maillages Cartésiens.
Le code LESCAPE est un code conçu pour des grilles Cartésiennes régulières, il permet la
simulation du mouvement de solide(s) transporté(s) par un écoulement fluide. Le couplage fluide-
solide est calculé sans hypothèse simplificatrice. L’écoulement exerce sur le solide une force et un
moment aérodynamique qui va entraîner son mouvement (transport et rotation). Le mouvement
du solide modifie à son tour l’écoulement fluide. L’application principale visée est la simulation
de la trajectoire de blocs de glace détachés d’une voilure lors du dé-givrage d’un avion.
Dans ce travail, en collaboration avec François Morency de l’Ecole de Technologie Supérieure
de Montréal et Fédérico Gallizio du Politecnico di Torino en Italie, j’ai initié et dirigé la mise
en oeuvre d’une méthode IBM qui combine les avantages des techniques de pénalisation et
des méthodes Vortex-in-Cell (schémas VIC) pour modéliser l’intéraction fluide-solide [139]. Le
champ de vorticité peut-être considéré comme la signature d’un écoulement complexe autour
d’objets épais non aérodynamiques (comme les blocs de givre par exemple). Une formulation
en vorticité des équations de Navier-Stokes apparaît ainsi comme le cadre naturel d’étude de
ce type d’écoulements. Pour des écoulements dont le nombre de Reynolds est modéré ou élevé,
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l’advection est le phénomène dominant des équations et les approches Lagrangiennes ou semi-
Lagrangiennes sont particulièrement efficaces pour résoudre ce type de problèmes. Les méthodes
particulaires et les schémas VIC appartiennent à cette catégorie d’approches. Les méthodes
particulaires ont longtemps été utilisées pour résoudre les écoulements tourbillonnaires [140,
141, 142, 143]. La difficulté de ces méthodes repose sur la gestion délicate des conditions de
bords, surtout lorsque des géométries complexes sont étudiées. Dans ce sens, le couplage IBM (en
particulier la méthode de pénalisation) et VIC simplifie le traitement de la condition de bord [144,
145, 146, 147]. Le schéma VIC est une méthode de résolution mixte Eulérienne/Lagrangienne
de l’équation de vorticité. Il repose sur un transport Lagrangien des particules de vorticité et
un traitement Eulérien sur la grille Cartésienne du reste de l’équation. De récents travaux de
recherche ont permis d’améliorer la précision de ce genre de méthodes [148, 149], d’élargir leur
spectre d’applications [150], et de rester compétitives du point de vue des performances de calcul
[151].
Nous allons maintenant décrire les équations modèles du code LESCAPE et décrire les méthodes
choisies pour les résoudre.
6.1.1 Equations du modèle
Le modèle d’interaction fluide-solide proposé ici est construit pour un écoulement laminaire
incompressible. Les équations de conservation de la masse et de la quantité de mouvement sont
∇ · u = 0 dans Ω (6.2a)
∂u
∂t
+ (u · ∇) u− ν∇2u + 1
ρ
∇p = 0 dans Ω. (6.2b)
avec u le vecteur vitesse, ν = µ/ρ la viscosité cinématique du fluide, ρ la densité, et p la pression.
Nous considérons maintenant dans Ω la présence d’un solide Si en mouvement. Le solide est
considéré comme rigide, c’est à dire sans déformation. Il est délimité par une fonction level-set
Φsi qui correspond à la distance signée au solide Si. Typiquement Φsi sera négative à l’intérieur
du solide et positive à l’extérieur, l’iso-valeur 0 de Φsi correspond à l’interface fluide-solide. La
figure 6.1 est une illustration de la fonction distance signée sur maillage cartésien d’une aile et
d’un débris de glace.
Figure 6.1 – Exemple de fonction level-set globale pour deux solides rigides (une aile et un
morceaux de glace).
La technique de pénalisation consiste à étendre le champ de vitesse fluide à l’intérieur des solides,
comme illustré figure 6.2. Les équations de Navier-Stokes munies d’un terme source sont alors
résolues, comme proposé par Cottet et al. [145]. Ce terme source de pénalisation impose le
mouvement rigide des solides. Notons usi le vecteur vitesse du solide Si. Dans Si, on souhaite
imposer u = usi , et à l’extérieur de Si on souhaite résoudre l’équation (6.2b). Etant donné
un grand paramètre de pénalisation, λ  1, χsi est la fonction caractéristique du solide Si,
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+ (u · ∇) u− ν∇2u + 1
ρ
∇p = −λχsi(u− usi) pour x ∈ Ω et t > 0, (6.3)
∇ · u = 0 dans Ω (6.4)
où le terme source de pénalisation apparaît en rouge. Dans ce terme de pénalisation, λ = ν/ksi ,
où ksi est la perméabilité du solide considéré comme un milieu poreux comme proposé par Brink-
man, équation (6.1). A l’extérieur du solide, χsi = 0, et l’on retrouve l’équation de Navier-Stokes
classique. A l’intérieur du solide, χsi = 1, et si l’on choisit λ suffisamment grand, alors dans
Si, on résoud λχsi(usi − u) = 0, c’est à dire u = usi . Ce modèle peut-être facilement étendu à
plusieurs solides Si.
Figure 6.2 – Technique de pénalisation, l’écoulement fluide est étendu à l’intérieur des solides,
en haut composantes U et V de la vitesse, en bas distribution de la vorticité (rotationnel de la
vitesse).
Pour résoudre nos équations les stratégies suivantes ont été choisies :
1. Une formulation vorticité des équations de Navier-Stokes pénalisées, spécialement adaptée
aux écoulements fortement séparés ;
2. Un schéma VIC qui possède moins de restrictions en terme de stabilité que les schémas
classiques.
3. Un algorithme de splitting qui permet le traitement implicite du terme de pénalisation
pour améliorer la précision du modèle.
Fomulation vorticité
L’opérateur rotationnel est appliqué aux équations de Navier-Stokes pénalisées (6.3), et la vor-
ticité de l’écoulement dans Ω est noté ω = ∇ × u. Les équations qui gouvernent la vorticité




+ (u · ∇)ω = (ω · ∇) u + ν∇2ω + λ∇× [H(−Φsi)(usi − u)] (6.5)
avec ∇ · u = 0 dans Ω . (6.6)
Dans l’équation (6.5), χsi = H(−Φsi), où H est la fonction de Heaviside. Comme les équations
ne sont pas résolues en variables primitives, des traitements particuliers sont nécessaires pour
retrouver le champ de vitesse et imposer les conditions aux bords. L’écoulement étant incom-
pressible, le champ de vitesse est à divergence nulle, et l’on peut définir un potentiel vecteur
(extension 3D de la fonction de courant) tel que
u = ∇×Ψ . (6.7)
Le potentiel vecteur est imposé solénoïdale, c’est à dire ∇ ·Ψ = 0. Etant donné ω un champ de
vorticité le potentiel vecteur est calculé en résolvant le problème de Poisson linéaire suivant
∆Ψ = −ω . (6.8)
Ce problème de Poisson est résolu sur la grille Cartésienne en utilisant une transformée de Fourier
rapide (FFT). Une fois Ψ calculé le vecteur vitesse u peut être déduit en tous points de la grille.
Dans le suite, du document, les résultats et modèles présentés sont en dimension deux d’espace.
Dans ce cas, la vorticité est scalaire et le terme d’élongation (ω · ∇) u s’annule. Une version 3D
du code LESCAPE existe mais elle encore en phase de validation.
Schéma VIC et algorithme de splitting
Le schéma Vortex-In-Cell est une méthode de résolution mixte Eulérienne/Lagrangienne de
l’équation de vorticité. Le terme d’advection est résolu en Langrangien, le reste de l’équation
est résolue sur une grille Cartésienne par une méthode Eulérienne. Le domaine Ω est maillé
par une grille Cartésienne uniforme fixe. Un algorithme de splitting est mis en place pour ré-







+ (u · ∇)ω = 0. (6.9a)
2− Elongation et diffusion : ∂ω
∂t
= (ω · ∇) u + ν∇2ω. (6.9b)
3− Pénalisation : ∂ω
∂t
= λ∇× (H (Φsi) (usi − u)) . (6.9c)
A chaque temps tn = n∆t, on note Φn
si
, un, et ωn les valeurs de grille des fonctions level-set, de
la vitesse, et de la vorticité.
Etape 1 : advection




vpωpζ (x− xp) , (6.10)
où N est le nombre de particules, xp la localisation de la particule, vp et ωp sont le volume
et la force d’une particule générique p. ζ est une fonction régulière de distribution, telle que∫
ζ(x) dx = 1, et qui agit sur le support de la particule. Dans les méthodes vortex, le taux de
changement de la vorticité est modélisé par l’intermédiaire de particules discrètes de vorticité
localisées uniquement dans les zones tourbillonnaires de l’écoulement. C’est l’avantage principal
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des méthodes vortex, l’effort de calcul porte uniquement sur des zones spécifiques de l’écoulement.
A partir de la solution ωn sur la grille Cartésienne, aux points de la grille où la vorticité est su-
périeure à un seuil fixé, des particules de vorticité sont générées [152], comme illustré figure 6.3a.
Les trajectoires des particules sont décrites par un ensemble d’équations différentielles ordinaires
résolues par un schéma Runge-Kutta d’ordre 4, figure 6.3b. A partir de la nouvelle position des
particules, le champ de vorticité est recalculé sur la grille Cartésienne (étape de re-maillage), en
utilisant le noyau d’interpolation, M’4, du 3ème ordre introduit par Monaghan [153], figure 6.3c.
La solution de la vorticité sur la grille à l’issue de l’étape de transport est notée ω?.
Figure 6.3 – Schéma d’interpolation des particules. La taille du cercle rouge définit l’intensité de la
particule et les disques pleins représentent les particules transportées. a) Particules de vorticité et champ
de vitesse ; b) Transport ; c) re-maillage de la vorticité sur la grille Cartésienne.
Etape 2 : élongation et diffusion
L’élongation et la diffusion sont résolue en appliquant l’équation (6.9b) appliquée à ω?. L’équa-
tion est résolue sur la grille en utilisant un schéma de différences finies d’ordre deux. Le résultat
est noté ω??. En deux dimensions, le terme d’élongation disparaît et la diffusion peut-être résolue
soit avec un schéma d’Euler explicite, soit un schéma d’Euler implicite et dans ce cas un nouveau
problème de Poisson doit être résolu.
Etape 3 : pénalisation
Le terme de pénalisation est imposé par l’équation (6.9c). Dans nos simulations, λ est fixée à
108/∆t, [126, 145]. Un schéma d’Euler implicite est utilisé pour approcher un+1 dans le terme





où u?? est la vitesse calculée à partir de ω?? résultant de l’étape 2 (∆Ψ?? = −ω??, résolution
du problème de Poisson et u?? = ∇×Ψ?? ). Le champ de vorticité à tn+1 est alors évalué sur la
grille en prenant le rotationnel de la vitesse, ωn+1 = ∇× un+1. Les dérivées sont calculées par
des différences finies centrées du second ordre. Cette méthode est inconditionnellement stable et
permet de prendre un paramètre de pénalisation grand ce qui assure la précision du modèle de
pénalisation [126].
6.1.2 Mouvements des objets
Calcul des forces et moments aérodynamiques
Pour le calcul des forces exercées sur un solide statique plongé dans un écoulement, il est pratique
d’utiliser la formulation basée sur le volume de contrôle proposée par Noca [154]. Les forces
peuvent ainsi être évaluées sans information sur le champ de pression, seulement en utilisant le
champ des vecteurs vitesse, u, et la vorticité, ω, deux quantités facilement disponibles lors de
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l’utilisation d’une méthode vortex. Pour un solide entouré d’un volume de contrôle V (t), bordé
par la surface externe S(t), la force du fluide F est














N − 1u(x× ω) +
1












N − 1[x · (∇ ·T)I− x(∇ ·T)] + T, (6.13)
avec I le tenseur identité, T le tenseur visqueux et x le vecteur des coordonnées du point de
calcul. Pour des problèmes en deux dimensions N = 2 et pour des problèmes en trois dimensions
N = 3. Lorsque plusieurs solides, proches les uns des autres, bougent avec des vitesses différentes,
la méthode de volume de contrôle n’est plus adaptée. Nous proposons alors, dans l’article [155],
un calcul des forces basé sur le changement de la quantité de mouvement dans le solide.
Le terme de pénalisation de l’équation (6.5), dernier terme du second membre, peut être considéré
comme l’effet du solide rigide sur le fluide. A chaque pas de temps, le terme de pénalisation impose
la vitesse usi à l’intérieur du solide Si. En formulation vitesse, le changement local de quantité
de mouvement imposé par la pénalisation est donc calculée par
∂u
∂t
= λH(−Φsi)(usi − u) (6.14)
Dans notre formulation, la vitesse u est implicitement calculée par l’équation (6.11). Donc, le











La variation globale de la quantité de mouvement est obtenue en intégrant, ρf
∂u
∂t
, sur tout le






(unsi − u??)dx. (6.16)
De façon similaire, la variation de la quantité de mouvement angulaire crée par le terme de







r× (unsi − u?)dx. (6.17)
Le modèle de calcul des forces via la variation de la quantité de mouvement est un modèle
qui a été déjà utilisé dans le passé, mais la méthode numérique utilisée ici est originale. Pour un
écoulement en deux dimensions, le coefficient de traînée, le coefficient de portance et le coefficient
de tangage sont définis respectivement par
CD ou CX =
Fx
1/2ρfU2∞c








où l’axe des x est aligné avec le vecteur vitesse de l’écoulement à l’infini U∞, l’axe y est perpen-
diculaire au vecteur vitesse à l’infini et c est la longueur caractéristique du solide.























Figure 6.4 – Contours de vorticité autour d’un cylindre statique à Re = 150 pour h = 1/256
h methods CX maxCY −minCY St
1/64 Noca 1.664 0.984 0.191
Momentum 1.424 0.954 0.191
1/128 Noca 1.493 1.048 0.183
Momentum 1.276 1.014 0.183
1/256 Noca 1.362 1.106 0.185
Momentum 1.310 1.126 0.185
Tableau 6.1 – Valeurs moyennes de CX , maxCY − minCY , et St obtenues à Re = 150 avec
différentes grilles.
L’écoulement autour d’un cylindre circulaire plongé dans un fluide est le problème modèle d’étude
d’écoulements séparés avec lâcher de tourbillons. Nous avons simulé, article [155], un écoulement
à Re = 150, figure 6.4, pour trois maillages différents h = 1/64, h = 1/128 et h = 1/256 où h est
le pas d’espace de la grille. Le tableau 6.1 compare les résultats obtenus par les deux formulations
Noca et variation de la quantité de mouvement pour les trois maillages. La valeur moyenne sur
une période du coefficient de traînée, CX , l’amplitude des oscillations de CY , et le nombre de
Strouhal St sont tabulés dans le tableau 6.1. Le nombre de Strouhal, St, dépend de la fréquence




= 1/Tp , (6.19)
où D est le diamètre du cylindre, U∞ la vitesse à l’infini et Tp la période de temps non dimension-
nelle. La période non dimensionnelle est évaluée en regardant l’évolution en temps du coefficient
de portance. A trois chiffres significatifs près le Strouhal ne dépend pas de la formulation des
forces. Pour la valeur moyenne de traînée et l’amplitude d’oscillation de CY les différences entre
les résultats obtenus par la formulation Noca et la formulation de la variation de la quantité de
mouvement diminuent lorsque h est réduit. L’index de convergence de grille (GCI), calculé sui-
vant la procédure de Roache [156], mesure le pourcentage d’erreur de la solution en comparaison
avec une solution référence (par exemple la solution sur maillage fin). Une petite valeur du GCI
indique que la solution est proche de la solution de référence. Les GCI du coefficient de traînée
moyen, de l’amplitude d’oscillation du coefficient de portance et du nombre de Strouhal sont
respectivement de 7.2%, 3.75% et 0.75% pour Noca et 1,9%, 7.5% et 0.75% pour la variation
de la quantité de mouvement. Nos valeurs sont proches des valeurs calculées par Liu et al. 1998
[157] qui sont de 1.06 pour l’amplitude d’oscillation du CY et de 1.334 pour la valeur moyenne
du coefficient de traînée CX .
Les blocs de glace détachés de voilure présentent souvent des géométries angulaires. Un cylindre
carré plongé dans un tunnel est utilisé pour valider la méthode de calcul des forces pour une
géométrie présentant des angles. Le carré de côté D est plongé au milieu d’un tunnel de hauteur



















Figure 6.5 – Contours de vorticité autour d’un cylindre carré dans un tunnel à Re = 200 et
pour h = 0.0005.
H. Les simulations ont été réalisées pour un ratio D/H = 1/8. La longueur L du tunnel est
2.08 le côté du carré D mesure 0.08. Le centre du carré est situé au centre du tunnel à une
distance l = 0.84 par rapport à l’entrée. Un profil de vitesse laminaire pleinement développé est
imposé en entrée du tunnel (ce profil de vitesse en entrée est imposé par pénalisation). Pour
le cylindre carré, la vitesse de référence pour l’adimensionnement des nombres de référence est
U∞ = 1.5U . La densité est ρ = 1 sur le domaine de calcul. La vitesse moyenne est U = 1 et
la viscosité est ajustée afin d’atteindre le nombre de Reynolds désiré. Les contours de vorticité
au temps t = 78.52 et pour un Reynolds de 200 sont illustrés figure 6.5. Au niveau du carré,
l’écoulement subit des effets de blocage liés aux parois du tunnel qui ont pour conséquence une
augmentation de la vorticité proche des murs du tunnel, figure 6.5. Les tourbillons sont clairement
visibles à l’arrière du carré. Une séparation de l’écoulement se produit aux deux angles amonts
du carré créant une couche de vorticité dont l’épaisseur s’étend jusqu’à y = ±0.8. Les calculs
ont été réalisés pour trois maillages dont l’espacement de grille est h = 1/40, h = 1/80 et
h = 1/160 pour les nombres de Reynolds Re = 100, 150, 200, et 250. Deux autres simulations
à Re = 200 et 250 ont été réalisées sur un maillage plus fin h/D = 1/320 pour vérifier la
précision des résultats. Les forces sont calculés en utilisant la formule de Noca, équation (6.12),
ou la variation de la quantité de mouvement, équation (6.16). Le nombre de Strouhal calculé ne
dépend pas du type de formulation des forces et est donc présenté pour la formulation variation
de la quantité de mouvement uniquement, figure 6.6c. La figure 6.6a montre que l’amplitude
du coefficient de portance est plus sensible à la formulation des forces pour des grands nombres
de Reynolds, alors que la figure 6.6b montre que la valeur moyenne en temps du coefficient de
traînée est plus sensible à la formulation pour les faibles nombres de Reynolds. Le tableau 6.2
donne une estimation de la précision des résultats pour h/D = 1/160. Le critère GCI de Roach
[156] est utilisé avec la solution obtenue avec h/D = 1/320 comme solution de référence. Pour
h/D = 1/320, les valeurs de (maxCL − minCL) et St calculées par Noca ou variation de la
quantité de mouvement sont identiques à trois chiffres significatifs près, mais pour h/D = 1/160
les valeurs de (maxCL −minCL) pour les deux formulations sont différentes, ce qui conduit a
une valeur GCI plus grande pour la formulation Noca. Nos résultats sont similaires aux résultats
publiés par Liu [157].
L’amplitude des oscillations de CL (maxCL−minCL) et la valeur moyenne du CD sont comparées
aux résultats obtenus par Breuer et al. [158] et Bouaziz et al. [159], figure 6.7. La méthode prédit
des valeurs similaires aux valeurs de Breuer et al. [158] et Bouaziz et al. [159] mais pour une
plage de nombres de Reynolds plus grands.
Nous avons également validé notre calcul des forces en mouvement imposé dans le cas d’un profil
d’aile oscillant avec angle de tangage [160, 161]. Le mouvement du profil NACA 0015, décrit par
























































Figure 6.6 – Etude de sensibilité de maillage pour le calcul des forces aérodynamiques : a)
l’amplitude du coefficient de portance maxCL −minCL ; b) la valeur de traînée moyenne CD ;
c) le Strouhal St
Re methods maxCL −minCL Cx St
200 Noca 9.9% 2.3% 0.8%
Momentum 4.3% 2.6% 0.8%
250 Noca 11% 3% 1.3%
Momentum 10% 2.9% 1.3%
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Figure 6.7 – Comparaison des forces aérodynamiques : a) amplitude du coefficient de portance
(maxCL −minCL) ; b) valeur moyenne du coefficient de traînée C̄D.
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Kinsey et Dumas [162], est défini par une élévation h(t) et un angle de tangage θ(t) décrits par{
h(t) = H0 sin (ωt+ Φ)
θ(t) = θ0 sin (ωt)
(6.20)
où H0 est l’amplitude maximale d’oscillation et θ0 l’amplitude de tangage. La fréquence angulaire
est définie par ω = 2πf et la différence de phase Φ est de 90o. La vitesse de l’aile est ansi définie
par
Vy(t) = H0ω cos(ωt+ Φ) . (6.21)




H0/c = 1, f = 0.14, θ0 = 76.33o et un axe de pivot positionné au tiers de la corde ont été
sélectionnés. Un aperçu du mouvement et le résultat du calcul des forces sur une période sont
présentés sur la figure 6.8. Les paramètres numériques de cette simulation sont les suivants : un
domaine de calcul [−14, 16]× [−15, 15] avec un espacement de grille h = 5× 10−3 et un pas de
temps dt = 1× 10−3. Le résultat de nos simulations numériques sont comparés aux résultats de
Kinsey et al. [162] et Campobasso et al. [163], figure 6.8b, c et d. Le coefficient instantané de
traînée CX , de portance CY et du moment de tangage Cm sont calculés avec la formulation de
la variation de la quantité de mouvement et sont en accord avec les résultats de la littérature,
figure 6.8b, c et d. Les approches numériques sont très différentes pour ce cas test. Kinsey et
al. utilisent le code volumes finis Fluent avec un maillage non structuré mobile du domaine de
calcul. Quelques différences persistent entre nos résultats et ceux de la littérature et demandent
quelques tests complémentaires pour en comprendre l’origine. Cependant dans la perspective de
modéliser le mouvement d’objets ces résultats sont satisfaisants.
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Figure 6.8 – a) Aile oscillante, schéma du mouvement pour H0/c = 1, f = 0.14, θ0 = 76.33o
et un axe de tangage situé au tiers de la corde. Comparaison du calcul des forces et moment
aérodynamiques avec les résultats obtenus par Kinsey et al. [162] et Campobasso et al. [163] :
(b) coefficient de traînée, (c) coefficient de portance, (d) moment de tangage.
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Modèle d’interaction
Lors d’une interaction fluide-solide, les forces agissant sur le solide Si induisent son mouvement,
















où Ma est la masse du solide Si, Mi son moment d’inertie, ρsi sa densité, ρf la densité du fluide
et G le vecteur gravité. Le formalisme s’étend facilement à de multiples solides.
Le code LESCAPE a été utilisé, comme preuve de concept, pour prédire la trajectoire d’un bloc
de glace détaché d’une voilure [139]. Pour ce cas test numérique, la géométrie du bloc de glace,
figure 6.9 a été numérisée à partir d’un article de Papadakis et al. [164] et mis à l’échelle pour le
placer sur un profil d’aile NACA 0012. Cette géométrie de glace en forme de corne est typique
d’une situation de givrage en croissance humide. Ce type de forme de glace est plus susceptible
de se briser à cause des forces aérodynamiques. En effet, ces grandes formes de glace ont tendance
à générer des zones de grande pression en amont de la glace et des zones de basse pression à
l’arrière de la corne, ce qui crée un grand moment de torsion à la surface de l’aile. Pour ce cas
test, la géométrie de la glace est réaliste par contre le ratio de densité et le nombre de Reynolds
de l’écoulement ne sont pas physiques. On calcule d’abord l’écoulement établi autour du profil
d’aile givré, figure 6.9a. Ensuite on commence le calcul de la trajectoire. Le détachement de la
glace n’est pas modélisé, nous donnons simplement une impulsion au bloc de glace, figure 6.9b,
comme si un système de dégivrage mécanique était utilisé. Les détails des premiers instants de la
trajectoire sont illustrés figure 6.10, où les contours de vorticité sont tracés à différents instants
le long de la trajectoire. La forme de glace commence par bouger dans la direction normale à la
paroi de l’aile puis commence à tourner pour s’aligner avec l’écoulement. Evidemment, dans les
premiers instants, le champ de vorticité change énormément avec l’écoulement, figure 6.10. La
distribution de vorticité de la figure 6.10, à droite, montre que la forme de glace est légèrement
plus lente que l’écoulement principal car un sillage secondaire se forme autour du bloc de glace.
Le détail des mouvements du bloc de glace est montré, figure 6.11, où la trajectoire du centre de
gravité apparaît en rouge. Le bloc tourne doucement et est transporté vers la droite, figure 6.11.
Ensuite, avec la faible inertie du bloc de glace, l’angle de rotation se stabilise et devient presque
constant. Le bloc de glace est à l’extérieur de la couche limite, même si celle ci est épaisse à cause
du faible nombre de Reynolds de la simulation.
a) b)
Figure 6.9 – a) Profil d’aile NACA 0012 givré ; b) Position initiale du départ de la trajectoire
[139].
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Figure 6.10 – Code LESCAPE ; Trajectoire d’un bloc de glace autour d’un profile d’aile NACA
et distribution de la vorticité [139].
Figure 6.11 – Zoom sur la trajectoire et les mouvements du bloc de glace [139].
Modèle de collision
Lors du dégivrage d’un avion, au moment du détachement des blocs de glace et dans les premiers
instants de la trajectoire, les débris de glace sont proches de la surface de l’aile et la probabilité
de collision est très forte. Nous avons proposé un modèle de collision, publié dans [165], pour
lequel les solides en interaction sont reliés dans la direction normale et dans la direction tangente
par des ressorts linéaires.
Pour définir ce modèle, nous considérons, la collision d’un corps sphérique de diamètre D avec
un mur, comme illustré figure 6.12. Avant l’impact la sphère bouge à la vitesse Vi sans rotation.
La sphère entre en collision avec le mur au point o. Sous les effets des forces de collision, la
sphère rebondie avec une vitesse Vr et une vitesse angulaire ωr. L’angle, θr, entre la vitesse de
rebond et l’axe vertical, peut différer de l’angle θi entre la vitesse d’impact et l’axe vertical. Le
modèle permet une zone de recouvrement des solides le temps du contact. La sphère et le mur
se superposent sur une distance α dans la direction normale et le déplacement tangentiel relatif
au point de collision est noté δ. Pour notre modèle de collision, les deux corps en interaction
sont connectés normalement et tangentiellement par des ressorts linéaires. Lors de la collision,
les forces normales et tangentielles, Fn et Ft sont calculées à l’aide des équations suivantes :
Fn = knα (6.24)
Fnewt =
{
F oldt + kt∆δ si Fnewt < µFn
µFn si Fnewt ≥ µFn
(6.25)
où kn et kt sont les raideurs normales et tangentielles des ressorts, et µ le coefficient de friction
à l’interface. La raideur normale du ressort dépend de la masse du solide Mice, de la composante
normale de la vitesse d’impact Vin, du rayon de la sphère R, et du ratio E∗ fonction du module
d’Young E et du ratio de Poisson η de la glace. Pour une sphère, Thornton et al. [166] ont
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Figure 6.12 – Impact d’une sphère sur un mur. La sphère impacte le mur au point o avec une
vitesse Vi et sans vitesse angulaire, elle rebondit avec une vitesse Vr et une vitesse angulaire ωr.
La sphère et le mur se superposent sur une distance α dans la direction normale et la distance
tangentielle relative au point o est notée δ.
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La raideur normale contrôle la zone de recouvrement autorisée entre les deux solides et le temps
de collision. Un ressort raide implique une collision rapide. Un ressort plus souple autorise une
de zone de recouvrement plus grande et un temps de collision plus grand.
Dans le code LESCAPE, chaque corps est définit par une fonction level-set. A chaque interface
solide-fluide, la fonction level-set prend la valeur zéro. La figure 6.13a illustre la situation d’un
bloc de glace circulaire, Φice, en contact avec la surface d’une aile, Φwing. Toutes les informations
requises par le modèle de collision sont accessibles dans le code LESCAPE, mais l’algorithme
de splitting doit être modifié pour introduire le calcul de la force de collision en cas de contact.
Voici comment le modèle de collision s’exprime en formulation level-set. On considère, dans un
domaine discrétisé par une grille Cartésienne, deux solides définis par les fonctions level-set Φice
et Φwing, comme illustré figure 6.13a. Chaque noeud de la grille stocke la valeur des deux fonctions
level-set. Les solides sont en contact si pour certains noeuds de la grille Φice < 0 et Φwing < 0.
Sur la figure 6.13a, les noeuds (i − 2, j),(i − 1, j),(i, j),(i + 1, j), et (i + 2, j) sont dans cette
situation. Si il y a contact, une force de répulsion doit être calculée. La figure 6.13b représentent
les variables nécessaires pour le calcul de la force normale et tangentielle. La distance normale
de déformation α est donnée par la fonction level-set Φice c’est à dire la distance négative entre
un point et la surface du solide. Ici, il y a 4 points en contact, donc les calculs sont réalisés au
point de la grille où la fonction level-set est minimale, c’est à dire
α = −min(Φice) . (6.29)
Parmi les 5 noeuds de la zone de contact, le noeud (i, j) est le noeud où la force est évaluée.
Pour la force tangentielle, la vitesse au noeud (i, j) est nécessaire. Le centre de gravité du solide
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(a) (b)
Figure 6.13 – a) Fonctions level-set et grille Cartésienne. Les noeuds de la grille sont dans la
zone de recouvrement si Φwing < 0 et Φice < 0. b) Définitions des variables de calcul de la force
de collision. La distance normale de déformation α est donnée par la fonction level-set, Φice, c’est
à dire la distance négative entre un point de la grille Cartésienne et la surface du solide.
bouge à la vitesse Vcg avec une vitesse angulaire ω. Le noeud (i, j) situé à la distance r du centre
de gravité possède ainsi la vitesse
V = (Vx, Vy) = Vcg + ωr . (6.30)
Ce vecteur vitesse est décomposé en sa composante normale, Vn, et tangentielle, Vs, relativement






















En 2D, avec Vx et Vy les composantes Cartésiennes du vecteur vitesse, la vitesse tangentielle est
obtenue par
Vs = (Vxny − Vynx) (6.31)
La force normale discrète est définie par
Fn = knα . (6.32)
Elle s’applique au noeud (i, j). Le déplacement tangentiel pendant l’interval de temps ∆t , est
noté ∆δ = (Vxny − Vynx)∆t. Et la force tangentielle est définie par
Ft = Ft
old + kt∆δ . (6.33)




µ|Fn|, |Ftold + kt∆δ|
)
. (6.34)
Une fois les composantes normale et tangentielle connues, elles sont projetées sur les axes Carté-
siens. La force de collision est transformée en accélération linéaire, acf en utilisant la masse du
corps impactant (Mice), et en accélération angulaire en utilisant le moment d’inertie du corps
impactant (Iice). En 2D on obtient
ax = (Fxnx + Ftny)/Mice (6.35)





= − (Fxry − Fyrx) /Iice . (6.37)
L’algorithme de splitting est modifié ainsi pour tenir compte de la collision :
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1. Calcul de l’advection ;
2. Calcul de la diffusion ;
3. Calcul de la vitesse intermédiaire en appelant le solveur de Poisson ;
4. Calcul des Forces et du moment d’inertie ;
5. Calcul des vitesses linéaire et angulaire du solide V newcg et ωnew ;
6. Mouvement du solide en tenant compte de V newcg et ωnew pour obtenir (xnewcg , ynewcg ) ;
7. Si le contact a lieu, le pas de temps est subdivisé par un facteur N et le solide est remis
dans sa position avant contact (xcg, ycg)
(a) Calcul de l’accélération causée par la force de collision ;
(b) Calcul des vitesses linéaire et angulaire du solide
V newcg = Vcg + acf∆t/N et ωnew = ω + (dω/dt)cf ∆t/N ;
(c) Mouvement du solide suivant V newcg et ωnew pour obtenir (xnewcg , ynewcg ) ;
(d) Répéter N fois les sous-étapes (a), (b) et (c) ;
8. Calcul de la pénalisation ;
Cet algorithme suppose que l’écoulement est figé pendant le processus de collision. La collision
n’intervient que sur un ou deux pas de temps du calcul CFD donc l’hypothèse d’écoulement figé
est réaliste. La valeur de N doit être comprise entre 10 et 20 pour éviter une zone de recouvrement
trop importante qui conduirait à des accélérations trop fortes du point de vue physique.
Le modèle de collision a été validé dans le cadre de rebonds avec effets visqueux négligeables,
une sphère en mouvement dans le vide rebondit sur une plaque plane sans effet de gravité. Pour
ce cas test, les paramètres du rebond sont comparés aux résultats de la littérature, voir [165]. La
vérification du modèle de collision couplé à un écoulement visqueux est réalisée pour un cylindre
immergé. Un solide dont la forme est inspirée par une situation de givrage en croissance humide
est placé en amont du cylindre. Ce cas a été présenté en détail dans l’article [139] et reprit dans
l’article de conférence AIAA 2012 [167] dans lequel un modèle réduit de type POD a été testé
pour étudier la sensibilité des trajectoires au ratio entre la densité du bloc solide et la densité du
fluide. Le schéma de la figure 6.14a représente le domaine de calcul [−3, 15]× [−6, 6], le cylindre
S1, et le bloc de glace S2. L’écoulement est incompressible, le diamètre du cylindre est D = 1,
la vitesse de référence est U∞ = 1 et le Reynolds est de 550. Après une étude de sensibilité de
la solution au maillage, un maillage uniforme d’espacement h = 1/100 est sélectionné et le pas
temps adimensionnel est fixé à dt = 0.5× 10−2. La figure 6.14b montre les trajectoires typiques
du bloc de glace pour deux raideurs du ressort normal. Le ratio entre la raideur du ressort
tangentiel et la raideur du ressort normal est 0.8235, et le coefficient de friction à l’interface est
de 0.1. La raideur du ressort normal pour une forme de glace sphérique est reliée aux propriétés
physiques de la glace par l’équation (6.26). Ici le bloc de glace n’est pas sphérique, il existe donc
une certaine incertitude concernant la valeur de raideur à utiliser. Comme attendu, les résultats
illustrent clairement que le bloc de glace rebondi plus loin lorsque la raideur du ressort augmente.
Les trajectoires sont différentes proche du cylindre, mais se rejoignent à l’arrière du cylindre.
Le second cas test étudie le rebond d’un bloc de glace sur un profil d’aile NACA 0015. Le
domaine de calcul rectangulaire de longueur 5.5 et de largeur 3 est schématisé figure 6.15a. La
forme de glace est celle de Papadakis et al. [164]. La longueur de corde du profil est c = 1 et le
bord d’attaque de l’aile est situé à 1.5 de l’entrée du domaine. Une vitesse uniforme de 1.82 est
imposée à l’entrée. La densité du fluide est 1 et celle de la forme de glace est 9.6, le ratio de densité
fluide-solide n’est pas représentatif d’une situation de givrage. Le nombre de Reynolds basé sur
la corde est 2000 et le nombre de Froude 0.6. Le ratio entre la raideur du ressort tangentiel et la
raideur du ressort normal est 0.8235 et le coefficient de friction à l’interface est 0.1. Trois grilles
Cartésiennes ont été utilisées pour étudier la sensibilité de la solution à la grille : 2751 × 1501
noeuds (grille grossière), 4126×2251 noeuds (grille moyenne) et 6188×3376 noeuds (grille fine).
Pour les deux premières grilles le pas de temps est de 5 × 10−4 et pour le plus fin 2.5 × 10−4.
Pour les trois grilles, les trajectoires de glace sont présentées figure 6.15b. Le bloc de glace reste
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a) b)
Figure 6.14 – Collision entre une forme de glace et un cylindre ; a) schéma du cas test et position
initiale des deux solides ; b) Trajectoires du bloc de glace pour deux raideurs différentes du ressort
normal et deux densités de glace différentes.
proche de la surface de l’aile au début de la trajectoire, jusqu’à ce qu’un rebond l’éloigne du
profil d’aile. La gravité ramène le bloc vers le profil d’aile plusieurs fois au cours de la trajectoire.
Les trajectoires sont sensibles au maillage, mais globalement, lorsque le maillage est raffiné le
bloc se rapproche de la surface de l’aile. Lorsque le bloc se rapproche de l’aile, il bouge plus
lentement dans l’écoulement, et la distance parcourue par le bloc pendant la simulation diminue.
La figure 6.15c montre les positions du bloc juste avant les impacts pour le maillage fin. Cette
figure montre que le bloc de glace est trop proche de la paroi pour entrer en rotation. Lorsque le
bloc commence à tourner, un côté du bloc heurte la surface ce qui génère un moment qui contre
la rotation.
6.1.3 Perspectives
Cette activité a contribué au développement logiciel du code LESCAPE. Le parallélisme du code
est réalisé par directives OpenMP et la résolution du problème de Poisson est effectuée via l’ap-
pel à la librairie intel MKL. Cette activité a donné lieu aux articles [155, 139, 165], aux actes
de conférences avec comité de lecture international [160, 168, 169, 167, 170] et au rapport de
recherche Inria [161].
Comme annoncé, en introduction, l’utilité de ce code de calcul est la mise au point rapide
et simplifiée de nouveaux modèles. Sous mon impulsion, nous sommes actuellement en cours
d’élaboration d’un modèle de loi de paroi compatible avec la technique de pénalisation et la
formulation en vorticité de nos équations. L’idée est de conserver nos maillages Cartésiens ré-
guliers mais d’augmenter le nombre de Reynolds de nos simulations numériques. A partir d’un
certain nombre de Reynolds, les forces et moments aérodynamiques calculés pour des profils non
aérodynamiques (ce qui est le cas le rencontré en dé-givrage des avions) sont très peu sensibles
au nombre de Reynolds. Le but est donc d’atteindre la plage critique du nombre de Reynolds
afin de pouvoir fournir des simulations réalistes de trajectoires de blocs de givre. La version, 3D,
en cours de validation nous permettra de mettre au point rapidement le modèle d’interaction
solide-fluide 3D comprenant les trois composantes axiales des forces aérodynamiques et les trois
moments de rotation. Elle permettra également de proposer une extension 3D au modèle de
collision.
Le problème de ce modèle Cartésien restera son manque de précision proche des bords du solide
et le coût de calcul pour l’instant encore trop onéreux pour un calcul réaliste 3D. Au regard de
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a) b)
c)
Figure 6.15 – Collision entre un bloc de glace et un profil d’aile NACA 0015 ; Trajectoire du
bloc de glace et rebonds sur le profil pour un maillage grossier, moyen et fin ; En bas les positions
de la glace juste avant les rebonds sont montrées pour le maillage fin.
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mon parcours de recherche, une manière de répondre à ces difficultés est d’étendre la méthode de
pénalisation aux maillages non structurés adaptés, ce qui fait l’objet du paragraphe 6.2 suivant.
6.2 Pénalisation sur maillages non structurés adaptés
Le défaut des méthodes aux frontières immergées reste le traitement précis des conditions aux
bords de l’objet immergé. Cette précision peut être récupérée par une reconstruction locale de
la frontière de l’objet, mais ce traitement des conditions au bord peut être difficile à réaliser
pour des géométries complexes 3D (difficulté accrue si des maillages non structurés sont utili-
sés pour réduire la taille des maillages). Les méthodes IBM classiques sont faciles à mettre en
oeuvre sur des maillages cartésiens réguliers mais ne permettent pas dans ce cas la simulation
d’écoulements turbulents à haut nombre de Reynolds rencontrés lors de simulation de problèmes
industriels. Pour traiter ce genre de problème il faut soit faire du raffinement local de maillage
(type OCTREE), soit développer des modèles de turbulence avec lois de parois particulières.
Dans ce travail, en collaboration avec Rémi Abgrall et Cécile Dobrzynski, j’ai proposé d’étendre
la technique de pénalisation aux maillages non structurés.
Nous allons introduire la méthode IBM-LS-AUM (Immersed Boundary Method with Level-Sets
and Adapted Unstructured Meshes) [130]. L’idée est de combiner la force de l’adaptation de
maillage, qui est de produire une description précise de l’écoulement autours d’objets solides,
à la simplicité des techniques de frontières immergées, qui simplifient la génération de maillage
et le traitement des conditions aux bords lorsqu’un terme de forçage comme la pénalisation est
employé pour imposer les conditions de bords.
Comme précédemment, les solides sont décrits en utilisant la méthode des level-set proposée par
Sethian, 1996 [171] voir aussi Wang et al. [172], mais cette fois sont plongés dans un maillage non
structuré. Une nouvelle fois, les conditions de bords sont imposées par un terme de pénalisation
similaire à celui présenté dans les paragraphes précédants. Après le calcul d’une première solution,
le maillage est adapaté sur les critères de la qualité de la level-set et de la solution suivant les
procédures proposées par Frey et al. [173, 174] et une nouvelle solution est calculée. La méthode
de pénalisation est très facile à mettre en oeuvre mais souffre d’un manque de précision proche
des murs. Cette méthode est consistante mais pas très précise, c’est la raison pour laquelle
l’adaptation de maillage est employée. Pour conserver une structure de données simple nous
nous sommes concentrés sur des méthodes numériques utilisant des maillages conformes. Notre
choix n’est pas fondamental. Pour simplifier la procédure d’adaptation de maillage, des maillages
à un seul type d’éléments triangles ou tétrahèdres sont utilisés. A notre connaissance, c’est la
première fois qu’une méthode IBM regroupe ces trois caractéristiques (pénalisation, level-set,
adapation de maillage).
6.2.1 Equations du modèle
Les équations de départ sont les équations de Navier-Stokes en régime compressible sous leur
forme conservative décrite dans la section 5.2.1. On considère ici un écoulement laminaire. De
même qu’en incompressible, la méthode de pénalisation en régime compressible, consiste à rajou-
ter un terme source de forçage dans les équations de Navier-Stokes pour imposer les conditions
de bord dans le solide. Etant donné un paramètre de pénalisation λ  1, et χsi la fonction
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caractéristique du solide Si, les équations de Navier-Stokes compressibles pénalisées sont
∂ρ
∂t
+∇ · (ρu) = 0
∂
∂t
(ρu) +∇ · (ρu ⊗ u) +∇p+ λ
Ns∑
i=1
χsi (ρu − ρusi) = ∇ · π
∂
∂t
(ρe) +∇ · ((ρe+ p)u) + λ
Ns∑
i=1




χsi (ρu − ρusi) · u = ∇ · (πu + q)
(6.38)
où ρ est la densité, u la vitesse, e l’énergie spécifique totale. La pression p et le flux de chaleur q
sont définis respectivement par la loi des gaz parfaits et la loi de Fourier :
p = (γ − 1)ρT et q = −cp(µ)
Pr
∇T avec ε = (e− 1
2
|u|2) et ε = cvT.
Pr est le nombre de Prandtl laminaire, cp est la capacité calorifique à pression constante, cv est
la capacité calorifique à volume constant, ε l’énergie interne spécifique, T est la température et
µ la viscosité laminaire. Pour des fluides newtoniens le tenseur des contraintes est donné par
π = µ
(





Notons que, comme le paramètre de pénalisation est très grand, la valeur de la température
imposée à l’intérieur du solide joue un rôle uniquement proche de la surface du solide. Ceci donne
la possibilité de tenir compte de condition de Dirichlet non uniforme, dans ce cas nous prenons
θsi = 1. Pour une condition de type Neumann sur la température (paroi adiabatique), nous
n’ajoutons pas de contrainte supplémentaire, c’est à dire nous prenons θsi = 0. La discrétisation
du terme de pénalisation affecte le choix du paramètre λ : plus le paramètre est grand, meilleur
est la pénalisation de la solution. Une nouvelle fois χsi est calculée à partir d’une fonction level-
set Φsi . Nous initialisons Φsi avec la distance signée à la frontière de Si, comme Φsi est positive
à l’extérieur de Si et négative à l’intérieur du solide :
χsi = H(−Φsi), (6.39)
où H est la fonction de Heaviside.
Le modèle complet considéré peut se réécrire sous la forme compacte suivante
∂tU +∇ ·F +S = ∇ ·G (6.40)
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6.2.2 Stratégie numérique
Nos simulations numériques sont réalisées sur des maillages possédant un seul type d’élément
(en 2D des triangles et en 3D des tétrahèdres), avec l’espace des fonctions linéaires de Lagrange
comme espace de définition de la solution recherchée. Nous notons Th cette triangulation, et T
un élément du maillage. Le domaine de calcul est défini par Ωh = ∪T∈ThT .
Deux types de schémas ont été mis en oeuvre dans la plate-forme de calcul RealFluids. Dans
un premier temps, un schéma classique mixte éléments finis/volumes finis publié dans [130] a
été utilisé pour la discrétisation des équations de Navier-Stokes compressibles pénalisées. Puis la
méthode de pénalisation a été rendu compatible avec les schémas aux Résidus Distribuées (voir
les actes des conférences internationales [175] et [176]) afin de bénéficier des avancées récentes
de l’équipe BACCHUS et du code RealFluids dans ce domaine.
Schéma classique mixte éléments finis/volumes finis
Les volumes finis sont utilisés pour la partie convective du système [177], ce qui est une généralisa-
tion de la méthode MUSCL pour des maillages possédant un seul type d’éléments. L’extrapolation
des gradients est réalisée pour les variables primitives, et le limiteur de van Leer-van Albada est
utilisé. Les flux numériques sont les flux de Roe ou HLLC, et des conditions de bords de type
Steger Warming sont utilisées en entrée et sortie du domaine. La partie diffusive des équations
et les termes sources sont discrétisés par éléments finis P1 de Lagrange suivant une approche de
Galerkin.
Les solutions de problèmes stationnaires sont résolus par une méthode itérative pseudo-stationnaire
entièrement implicite. En effet, un schéma explicite en temps serait sujet à une condition CFL de
stabilité incompatible avec notre approche par pénalisation des équations (un schéma explicite
relie la valeur de λ à la valeur de 1/∆t pour des questions de stabilité). Donc en pratique, nous
utilisons un schéma implicite. A chaque pseudo pas de temps, nous devons résoudre un système
non linéaire. La résolution est réalisée par une méthode de relaxation de type Newton, à chaque
étape de relaxation, un système creux linéaire de très grande taille est résolu, ce système est
obtenu par une approche de linéarisation implicite.
Le parallélisme est réalisé par décomposition de domaine en utilisant la librairie de commu-
nication MPI. Comme au chapitre 5, la décomposition du maillage est réalisée avec la librai-
rie SCOTCH [115]. Les calculs ont été réalisés sur le cluster de calcul PlaFrim de Bordeaux
(https ://plafrim.bordeaux.inria.fr/doku.php).
Schéma RDS
Le principe des schémas aux résidus distribués consiste à calculer pour chaque élément T du
maillage le résidu total de l’équation sur T et de distribuer de manière convenable ce résidu
total aux différents degrés de liberté de l’élément T . La manière de distribuer ce résidu total,
dépend du type de schéma employé, et doit respecter certaines règles pour conserver les bonnes
propriétés du schéma RDS. Chaque degré de liberté de l’élément reçoit donc un résidu nodal.
Enfin, le schéma RDS consiste à annuler pour chaque degré de liberté i la somme de toutes les
contributions nodales des éléments T contenant i.
Nous allons expliquer la mise en oeuvre pratique des schémas RDS pour l’équation de conserva-
tion 2D suivante
∇.F = 0, sur Ω , (6.41)
et nous référons aux ouvrages de Abgrall et al. [109, 178, 119, 179] et Ricchiuto et al. [180, 181,
182] pour une description détaillée des schémas RDS. Une triangulation Th de Ω est réalisée.




approchée recherchée, ϕi sont les fonctions de bases de l’élément, ici le triangle T . On intègre
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Figure 6.16 – Prinipe des schémas RDS. A gauche : Distribution du résidu total aux sommets
du triangle ; à droite : somme de la contribution de tous les triangles contenant le sommet i.







∇.F(uh) = 0 (6.42)








où next est la normale extérieure aux arêtes du triangle. Le principe du schéma RDS est de
distribuer ce résidu total aux degrés de liberté du triangle, ici les sommets (voir figure 6.16).







Les coefficients de distribution sont dépendants du schéma employé, ici nous avons utilisé deux
schémas, Lax-Wendroff et Lax-Friedrich. Ensuite, les contributions de tous les triangles qui
contiennent i (figure 6.16) sont sommées et annulées pour formuler le schéma RDS∑
T3i
φTi = 0 . (6.45)
Les coefficients de distributions, sont choisis de manière à assurer au schéma la propriété de
consistance. Ils permettent aussi de construire un schéma positif préservant la linéarité.




βTi = 1 .




cTij(ui − uj) .
• Schéma positif : un schéma RDS positif est un schéma RDS dont les coefficients cTij sont
définis tels que
∀i ∈ Th ,∀T 3 i,∀j ∈ T , cTij ≥ 0 .
La positivité peut être assimilée au principe TVD (Total Variation Diminishing) connu
pour les schémas d’ordre élevé. Elle permet d’empêcher l’apparition d’oscillations para-
sites.
• Préservation de la linéarité : un schéma RDS préserve la linéarité si ces coefficients
de distribution βTi sont bornés
∀T ∈ Th , ∀i 3 T, |βTi | < C <∞ .
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Les deux schémas utilisés dans nos simulations et proposés par Abgrall et al. [179] sont présentés
dans les deux paragraphes suivants.
Une variante du schéma SUPG ou schéma de Lax-Wendroff
Pour le schéma de Lax-Wendroff, le résidu total est équitablement distribué aux degrés de liberté
de l’élément et un terme de stabilisation inspiré des méthodes SUPG est ajouté [179]. Pour des









A.∇ϕiτT (A.∇uh −∇.(K(uh)∇uh)) , (6.46)
où NDOF est le nombre de degrés de liberté de l’élément T . La stabilisation est définie en tenant









où |T | est l’aire du triangle, A est la matrice jacobienne d’advection, A = ∇uF et K est telle
que : G = K∇U.
Le schéma de Lax-Friedrich
Pour le schéma de Lax-Friedrich la jacobienne A est décomposée comme A = LΛR, où Λ =
diag(λi) est la matrice diagonale des valeurs propres et R, L sont les matrices des vecteurs










(ui − uj) , αT = max
j∈T
|λj | . (6.48)
Ainsi, les coefficients de distribution sont définis par βTi =
φTi
φT
, mais ils peuvent être non bornés












Comme précédemment, le schéma est centré et nécessite une stabilisation dans les zones régulières




T + εT (uh)
∫
Ω
(A.∇ϕi −K∇ϕi)τT (A.∇uh −∇.(K(uh)∇uh)) (6.51)
où τT est défini par l’équation (6.47), et εT (uh) ≈ 1 dans les zones où la solution est régulière et
0 proche des discontinuités.








De même que pour l’approche mixte éléments finis/volumes finies, l’équation (6.45) est résolue
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ou des méthodes itératives plus sophistiquées. Une nouvelle fois la méthode est implicite pour
rester compatible avec la méthode de pénalisation et le paramètre de pénalisation est imposé à
λ = 1010.
6.2.3 Adaptation de maillage anisotropique
Dans ce paragraphe, nous allons brièvement décrire les bases théoriques de l’adaptation de
maillage anisotropique et décrire les éléments importants d’un algorithme d’adaptation de maillage.
Pour plus de détails nous référons à [183, 184, 185, 186, 187, 188, 189, 173, 190]. En particulier








où Πh(u) est l’interpolant de Lagrange de u. La constante c ne dépend que du type d’élément,
et |Hu| est la valeur absolue de la matrice Hessienne de u, qui est une matrice symétrique. Cette
métrique est notée M et est locale (construite sur chaque élément).
Le but de l’adaptation de maillage anisotropique est de contrôler la taille, la forme et l’orientation
des éléments du maillage. Les spécifications du maillage sont basées sur l’estimation d’une erreur
écrite sous la forme d’une métrique.
La métrique M(x) est représentée par une matrice d× d (où d est la dimension d’espace 2 ou 3)
symétrique définie positive. Les valeurs propres (respectivement les vecteurs propres) sont reliées
aux tailles (respectivement aux directions) désirées pour les arêtes des éléments. Cette métrique
est utilisée pour générer un maillage quasi-uniforme du domaine pour cette métrique. Ce qui
signifie un volume unitaire de l’élément K dans le domaine discrétisé Th :∫
K
√
det(M(x)) dx = 1 ∀K ∈ Th.






Si plusieurs métriques sont définies au sommet P ∈ Th, on définit une seule métrique en utilisant
une technique d’intersection de métrique
M∩ =M1 ∩M2 .
Géométriquement, chaque métrique peut être représentée par une ellipse, l’intersection de mé-
triques consiste alors à prendre la plus grande ellipse inclue dans l’intersection de toutes les
ellipses représentées au sommet considéré. Ceci est illustré figure 6.17 pour le cas d’une intersec-
tion entre deux métriques, la métrique noire doit être utilisée pour l’adaptation du maillage. D’un
point de vue pratique, nous utilisons une réduction simultanée de deux tenseurs de métrique,
voir [192] pour plus de détails.
Adaptation à la level-set zéro
Les solides autour desquels on calcule l’écoulement sont définis par l’iso-valeur zéro d’une fonction
level-set. Obtenir une bonne approximation du contour d’un solide nécessite une bonne représen-
tation de sa frontière. L’idée est donc de placer suffisamment d’éléments autour de l’iso-valeur
zéro afin d’améliorer la définition du solide. A cette fin, Frey et al. [174] ont défini une métrique
de contrôle de l’approximation géométrique de l’iso-valeur d’une fonction level-set ϕ.
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Figure 6.17 – Représentation géométrique de l’intersection de deux métriques.
On définit une erreur ε et la longueur minimale hmin (respectivement la longueur maximale














avec R = (∇ϕ, v1, v2) où (v1, v2) est une base du plan tangent à la frontière et λi sont les valeurs
propres de la Hessienne de ϕ (c’est à dire la courbure principale de l’isoligne). Notons que ∇ϕ
est la normale à l’isoligne. Nous imposons cette métrique au voisinage des objets solides. Pour
les autres sommets, hmin et ε sont augmentés linéairement jusqu’à atteindre hmax.
Adaptation à la physique de l’écoulement
Afin d’atteindre une bonne précision de la solution à la physique du problème avec un mini-
mum de points, nous utilisons l’adaptation anisotropique classique du maillage basée sur l’erreur
d’interpolation.
Soit u une variable de l’écoulement (vitesse, pression, densité, ou température, ...) et Πhu son
interpolant. Nous utilisons l’estimation de l’erreur d’interpolation suivante pour un élément K
[173]
‖u−Πhu ‖∞,K ≤ c max
e∈EK
〈e,M(K) e〉 ,
avec e une arête de maillage et EK l’ensemble des arêtes de l’élément K. Dans cette estimation,
M(K) est le tenseur métrique calculé à partir de la Hessienne de u, il est défini par
M = R
 λ1 0 00 λ2 0
0 0 λ3
R−1 (6.56)











avec hi les valeurs propres de la Hessienne de u.
Nous souhaitons équi-distribué l’erreur d’interpolation sur tout le maillage, donc si ε est l’er-
reur souhaitée, grâce à l’estimation précédente, nous aurons pour chaque vecteur d’arête e
ε = c 〈e ,M(K)e 〉, i.e.
〈e , c
ε
M(K) e 〉 = 1.






Figure 6.18 – Définition des paramètres d’adaptation à la level-set. La ligne pleine représente
l’isoligne zéro. La zone entre les deux lignes en pointillées représente la zone tampon dans laquelle
on impose hmin dans la direction normale à l’isoligne zéro et hmax sur les isosurfaces.













Ce choix est motivé par l’observation, que si nous devons simultanément satisfaire plusieurs
critères, nous souhaitons leur donner à chacun le même poids. C’est le cas présent, puisque l’on
souhaite adapter le maillage à la physique du problème et à l’isovaleur zéro de la level-set. Bien
sûr le même adimensionnement est réalisé pour le critère d’adaptation lié à la level-set.
6.2.4 Algorithme IBM-LS-AUM
La méthode de frontière immergée avec level-set et maillages adaptés non structuré est une
combinaison des méthodes décrites dans le paragraphe 6.2.2 avec l’adaptation de maillage aniso-
tropique du paragraphe 6.2.3 appliquée aux systèmes (6.38). Nous adaptons le maillage via deux
critères, la level-set et la propriété physique d’un paramètre de l’écoulement qui sera problème
dépendant :
— Pour l’adaptation en respect de la level-set, le but est d’obtenir une description précise de
l’isoligne zéro de la level-set, c’est à dire la frontière solide, et de contrôler la géométrie
des éléments du maillage proches de la level-set zéro. Ceci est assuré, en imposant une
tolérance ε sur la connaissance de la position de l’isoligne zéro (elle est pour les cas
présentés ici imposée à 10−3). Nous imposons également la forme des éléments dans les
premières couches d’éléments autour de la frontière solide, en imposant leur taille dans
la direction normale hmin et leur taille dans la direction tangente à l’isoligne hmax. En
général, la level-set zéro ne coïncide pas avec les faces des éléments, on introduit donc
une couche d’éléments autour du zéro de la level-set, pour lesquels on prescrit la taille
hmin dans la direction normale à l’isoligne zéro, et la taille hmax sur les isosurfaces. Après
cette zone tampon, hmin croît linéairement jusqu’à hmax de manière à ce que les éléments
deviennent réguliers loin de l’isoligne zéro. Ces paramètres sont illustrés sur la figure 6.18.
— Les paramètres d’adaptation sur un critère physique de la solution sont dépendants de la
configuration de l’écoulement. Ils sont donnés pour chaque cas.
Le temps d’une simulation pour une configuration donnée, les critères d’adaptation ne sont
pas changés. Nous commençons avec un maillage initial, le schéma de résolution du système
d’équations (6.38) du paragraphe 6.2.2 est alors appliqué. Le maillage est adapté suivant la





Figure 6.19 – Configuration pénalisée du cas test de Blasius.
procédure décrite dans le paragraphe 6.2.3, et la simulation reprend sur le nouveau maillage. En
général 2-3 itérations sont nécessaires avant d’avoir la convergence de la procédure.
6.2.5 Quelques tests de validation
Couche limite laminaire de Blasius
Il n’existe pas beaucoup de cas test avec des géométries simples pour lesquels la solution exacte
est connue. Avec une solution exacte, nous pouvons évaluer de manière rigoureuse les schémas
numériques, et avec des géométries simples, les artefacts générés par l’implémentation des condi-
tions aux bords sont certainement réduits au minimum. Le problème de Blasius (développement
d’une couche limite laminaire sur une plaque plane) fait partie de ces cas tests. Nous avons uti-
lisé cette configuration pour discuter la qualité de la solution obtenue, et pour comparer notre
méthode à une méthode standard qui utilise des maillages qui épousent la géométrie du pro-
blème. La même plateforme de calcul, RealFluids en version mixte éléments finis/volumes finis,
est utilisée pour ce test, la seule différence est la manière d’imposée la condition limite sur la
plaque. Dans le cas d’un maillage qui épouse la géométrie du solide, on impose fortement dans




= 0 est imposé faiblement. Dans le cas de notre méthode IBM-LS-AUM ,
le solide est immergé dans le maillage du domaine de calcul, et le terme de pénalisation vient
imposer la condition de non glissement au niveau de la plaque plane. Dans ce cas notre domaine
de calcul est construit comme un cas test de marche descendante, figure 6.19, et le terme de
pénalisation est imposée sur la bande foncée [0, 1]× [−0.04, 1].
Le profil de vitesse dans la couche limite d’un écoulement laminaire au-dessus d’une plaque
plane peut se développer en séries de Blasius, pour lesquelles les coefficients sont fonction de
la coordonnée x le long de la plaque. Pour ce cas test, la solution numérique des équations de
Navier-Stokes en régime laminaire (Re = 500) est comparée à la solution analytique de Blasius,
pour une série de maillages. Le but est d’analyser le rôle du terme de pénalisation et de vérifier la
qualité de la solution avec l’adaptation de maillage. La même stratégie d’adaptation de maillage
est utilisée que ce soit pour le schéma classique ou le schéma pénalisé. Nous commençons les
simulations avec un maillage grossier. La densité de noeuds est la même pour les deux maillages
de départ (le maillage pour le cas non pénalisé et le maillage pour le cas pénalisé) composés de
triangles équilatéraux ayant la même taille dans tout le domaine. Une fois la première solution
calculée nous effectuons l’adaptation de maillage. Le critère d’adaptation à la solution est réalisée
en prenant la composante U du vecteur vitesse. Pour les deux types de simulation, les paramètres
d’adaptation à la composante U de la solution sont
ε = 10−3; hmin = 10
−3; hmax = 2
auxquels on ajoute pour la simulation IBM-LS-AUM les critères d’adaptation à la level-set
ε = 10−3; hmin = 10
−3; hmax = 0.1.
Les coupes 1D de la distribution de vitesse U/Uinf en fonction de la coordonnée non dimension-
nelle Y/Yref sont tracées en fin de plaque plane, pour x = 1. Les solutions obtenues avec les

































Figure 6.20 – Composante U de la vitesse le long de la coordonnée Y pour les simulations non
pénalisée (à gauche) et pénalisées (à droite) obtenues sur les 4 maillages.
Maillage # sommets # triangles Maillage # sommets # triangles
non pénalisé pénalisé
initial 7058 13794 initial 8080 15838
adapté 1 1933 3705 adapté 1 2786 5401
adapté 2 2376 4539 adapté 2 3550 6919
adapté 3 2680 5132 adapté 3 3632 7086
Tableau 6.3 – Comparaison des maillages non pénalisés et pénalisés initiaux et adaptés.
deux schémas sur les maillages originaux et adaptés sont comparés à la solution analytique de
Blasius sur la figure 6.20. En utilisant la pénalisation et l’adaptation de maillage, nous obtenons
une solution en très bon accord avec la solution théorique et similaire à la solution obtenue avec
un schéma classique. L’adaptation permet d’améliorer la qualité de la solution à l’interface et
réduit le nombre de points nécessaires au cas test, en effet les points sont concentrés dans la zone
proche de l’interface, c’est à dire autour de la level-set zéro. L’adaptation multi-critère (vitesse
et level-set) augmente en une fois la densité de noeuds proches du mur et permet d’atteindre,
dans ce cas, la solution exacte après un seul cycle d’adaptation. Le tableau 6.3 donne le nombre
de sommets et d’éléments des différents maillages générés. Ces nombres sont du même ordre de
grandeur pour les deux types de simulation. Rappelons que le domaine couvert par la méthode
IBM-LS-AUM est plus grand que le domaine des simulations classiques avec maillage. La mé-
thode IBM-LS-AUM n’ajoute pas plus de 30% de noeuds. Nous avons réalisés plusieurs autres
cas, avec des paramètres d’adaptation différents, et la même conclusion s’impose : le nombre de
sommets du maillage adapté final est similaire pour les deux approches et la qualité des résultats
est comparable. La figure 6.21 réalise un zoom au bord d’attaque de la plaque plane et en fin
de plaque des maillages non pénalisés et pénalisés durant le processus d’adaptation. La densité
de points est similaire mais l’étirement des éléments est beaucoup plus important dans le cas
pénalisé.
Triangle supersonique 2D-3D
Nous considérons un écoulement supersonique autour du triangle pénalisé, illustré figure 6.22a,
de hauteur h = 0.5 et de demi-angle θ = 20 deg. Le triangle est placé dans un domaine circulaire
de rayon 20. Le schéma au résidu distribué Lax-Friedrich est utilisé pour résoudre ce cas test
numérique. Le nombre de Reynolds est Re = 50 000. Le nombre de Mach à l’entrée du domaine
est Ma = 2.366 (de manière à obtenir un choc attaché au bord d’attaque du triangle) et la
pression à l’entrée est 1/γ (avec γ =
Cp
Cv
). Comme dans Boiron et al.[129] la vitesse à l’intérieur
du triangle est pénalisée à zéro et la température non-dimensionnelle à TS = 3. Un choc oblique
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(a) maillages initiaux au bord d’attaque et en fin de plaque non pénalisé à gauche ; pénalisé à droite
(b) après une adaptation
(c) après deux adaptations
Figure 6.21 – Zoom sur les maillages non pénalisés (à gauche) et pénalisés (à droite) du cas
test de Blasius.
est prédit par la théorie des écoulements non visqueux. Pour ces conditions initiales la théorie
prédit un choc attaché et l’angle β de ce choc avec l’horizontale est donné par la formule
tan θ = 2 cotβ
[
M21 sin
2 β − 1
M21 (γ + cos(2β)) + 2
]
où Ma1 = 2 est le nombre de Mach au bord d’attaque du triangle.
Pour l’adaption à la level-set et à la densité de l’écoulement, les paramètres suivants ont été
utilisés : {
ε = hmin = 5.10
−4
hmax = 2.0
(a) Géométrie du triangle 2D (b) Domaine 3D et triangle ex-
trudé
Figure 6.22 – Présentation du cas test 2D et 3D du triangle.
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(a) Zoom du maillage initial (b) Zoom du maillage final
(c) Solution initiale (d) Solution finale
Figure 6.23 – Zoom du maillage et de la solution (composante U de la vitesse) pour le cas du
triangle supersonique.
Un zoom du maillage initial (30 407 sommets) est présenté figure 6.23a, il est adapté uniquement
à la level-set. Celui obtenu après 5 cycles d’adaptation (111 061 sommets) en choisissant les deux
critères (level-set et densité de la solution) est présenté figure 6.23b. Un zoom proche du triangle
de la composante U de la solution et du maillage est illustré figure 6.23c pour le maillage intial et
figure 6.23d pour le maillage final. L’angle entre le choc et l’axe y = 0 est mesuré à β = 53.33 deg
comparé à l’angle analytique calculé à β ≈ 53.46 deg. Nos résultats numériques sont en très
bon accord avec les résultats obtenus par Boiron et al. [129] et avec la théorie. Notre méthode
IBM-LS-AUM est capable de prédire de manière précise les discontinuités. Notons aussi que
nous pouvons, contrairement au travaux de pénalisation présentés par Boiron et al. sur maillages
Cartésiens réguliers, calculé la solution sur un domaine plus grand avec moins de noeuds de
maillage loin du corps évitant ainsi tout effet de blocage lié aux conditions de bords du domaine.
Le cas 3D consiste à extruder le cas précédent. Une épaisseur de 0.364 est donnée au triangle dans
la direction z, ce qui revient à construire un primse, et le domaine de calcul est une sphère de
rayon 15 comme illustrée figure 6.22b. Toutes les données du problèmes sont conservées identiques
à celles du triangle, la composante W de la vitesse est ajoutée, elle est imposée à zéro sur les
bords du domaine et pénalisée à zéro comme les autres composantes de la vitesse dans le solide.
Le maillage initial, comme pour le triangle, est uniquement adapté à la level-set zéro, il possède
36 597 sommets et 216 703 tétrahèdres. Un zoom du maillage est illustré figure 6.24a. Le maillage
obtenu après deux cycles d’adaptation sur le double critère level-set et densité possède 766 310
sommets and 4 545 447 tétrahèdres, il est illustré figure 6.24b. Les paramètres d’adaptation, pour





Sur les figures 6.24c et 6.24d, la composante U de la vitesse pour le maillage initial et le maillage
final dans le plan de coup y = 0 sont comparées. Les isosurfaces de densité sont comparées sur
les figures 6.24e and 6.24f. Comme en 2D, l’adaptation de maillage améliore considérablement
la solution, et permet de mieux définir le choc et le sillage à l’arrière du solide. La solution 3D
obtenue est cohérente avec la solution 2D ce qui vérifie l’extension de la méthodes IBM-LS-AUM
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(a) Zoom du maillage initial (coupe z = 0) (b) Zoom du maillage adapté (coupe z = 0)
(c) Composante U de la vitesse sur maillage initial
(coupe y = 0)
(d) Composante U de la vitesse sur maillage
adapté (coupe y = 0)
(e) Isosurface de densité sur maillage initial (f) Isosurface de densité sur maillage
adapté
Figure 6.24 – Prisme 3D - zoom du maillage et de la solution, maillage initial à gauche maillage
adapté à droite.
aux problèmes 3D.
6.2.6 Mouvements d’objets en non-structuré
schémas aux résidus instationnaires
Dans le paragraphe, stratégie numérique, nous avons présenté le principe de construction des
schémas RDS et leurs résolutions implicites par un schéma pseudo-itératif dans le cas de la
résolution de problèmes stationnaires. Pour résoudre des problèmes instationnaires, nous allons
étendre à la pénalisation le schéma RDS explicite Runge Kutta d’ordre deux développé par
Ricchiuto et Abgrall [180], par un algorithme de splitting.
On souhaite résoudre
∂tu+∇.F(u) = 0 (6.59)
De même qu’en stationnaire, on va définir un flux total que l’on va distribuer aux différents
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(un+1h − unh) + ∆tφT (u∗h) (6.62)
La notation ∗ nous permet de construire des schémas implicites ou explicites en temps. De même
qu’en stationnaire nous allons distribuer ce résidu total ΨT à chacun des degrés de liberté de
l’élément (les sommets du triangle par exemple) par le coefficient de distribution βi puis on






(un+1h − unh) + ∆tφTi (u∗h)
}
= 0 (6.63)










j − unj ) + ∆tφTi (u∗h)
 = 0 (6.64)
Notons, m, la matrice définie par mij = βi
∫
T
















(mij −mGij)(un+1j − unj ) + ∆tφi(u∗h)
 = 0 (6.65)
En utilisant la technique de condensation de masse [193, 194, 195, 196, 197, 109, 198], l’équation
devient





(mij −mGij)(un+1j − unj ) + ∆tφi(u∗h)
 = 0 (6.66)
où |Ci| est l’aire de la cellule duale du noeud i.







(mij −mGij)(un+1j − unj ), et le schéma s’écrit









h) = 0 (6.67)
Le schéma Runge Kutta d’ordre deux explicite consiste à prendre ∗ = n+ 12









h) = 0 (6.68)
Pour résoudre l’équation (6.68) deux étapes sont nécessaires (de type prédiction correction)
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On écrit le terme δΨ(u1h, u
n
















h − unh) (6.70)







h − unh) = |Ci|(u1i − uni ) on
obtient le schéma































Extension du schéma à la pénalisation, algorithme de splitting
Le schéma aux résidus explicite décrit ci-dessus n’est pas utilisable tel quel pour résoudre les
équations de Navier-Stokes pénalisées. En effet, dans ce cas le pas de temps serait lié au terme de
pénalisation par une relation de stabilité qui conduirait au choix d’un pas de temps du même ordre
de grandeur que 1/λ (10−10 dans notre cas, ce qui est inconcevable). Pour résoudre ce problème,
nous proposons d’utiliser un algorithme de splitting. Dans un premier temps, les équations de
Navier-stokes classiques sans terme de pénalisation sont résolues. Puis dans un second temps, le
terme de pénalisation est imposé.
∂tU + ∇ ·F −∇ ·G = 0 (6.72)
∂tU + S = 0 (6.73)
Le schéma de Runge Kutta explicite d’ordre 2, équations (6.71) précédentes, est utilisé pour
résoudre l’équation (6.72). Puis le terme de pénalisation est pris en compte de manière implicite.
Notre schéma de résolution des équations de Navier-Stokes pénalisées devient donc
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Etape 3 : |Ci|
U n+1i −U 2i
∆t
+S(U n+1i ) = 0
(6.74)
Le schéma explicite semble limitant d’un point de vue condition CFL mais la simulation d’objets
en mouvement nécessite de toute façon de petits pas de temps. Nous étudions le développe-
ment d’un schéma semi-implicite pour traiter le terme visqueux en implicite de manière à moins
contraindre le pas le temps lorsque l’on augmente le nombre de Reynolds de l’écoulement et
lorsque le maillage est très étiré lors du processus d’adaptation.
Calcul des forces aérodynamiques
Cet algorithme de splitting est intéressant car il nous permet d’évaluer la variation de la quantité
de mouvement du fluide liée à la présence d’un solide dans l’écoulement. La première étape du
splitting, consiste à laisser pénétrer le fluide à l’intérieur du solide, et la seconde étape pénalise
la vitesse à l’intérieur du solide. La variation de la quantité de mouvement exprime ainsi la
force aérodynamique exercée par le fluide sur le solide, de même qu’en Cartésien structuré, voir





ρ (u− uSi) dx
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où Lref est la longueur caractéristique du solide, ρref la densité de référence et Uref la vitesse
de référence de l’écoulement.
Résultats numériques, simulation du problème de Rayleigh
Le problème de Rayleigh, figure 6.25, consiste à analyser l’évolution du profil de vitesse d’un
écoulement initialement au repos et entraîné par une paroi mobile dont la vitesse est donnée par
u(t) = U cos(ωt)
avec ω la fréquence d’oscillation de la plaque. Pour une vitesse constante (ω = 0), la solution
analytique de ce problème est [182] :







où U est la vitesse de la paroi, ν la viscosité cinématique du fluide et t le temps.
Pour une paroi oscillante, la solution analytiqye devient :




(a) Cas test de Ray-
leigh
(b) Domaine de calcul pour les équations non pé-
nalisées (à gauche) et pénalisées (à droite)
Figure 6.25 – Présentation du cas test de Rayleigh
Les simulations sont réalisées entre t = 0 et Tf = 0.2 pour la vitesse constante, et entre t = 0 et
Tf = 0.46875 pour la paroi oscillante, avec ωTf =
5π
2
de manière à ce que la solution numérique
couvre plus qu’une période. Les simulations sont réalisées sur des maillages composés de triangles
“structurés” (grille Cartésienne dont chaque élément est coupé en 4 triangles) et non structurés.
Le domaine de calcul est [0, 1] × [0, 1] pour les simulations non pénalisées et [0, 1] × [−0.2, 1]
pour les simulations pénalisées de manière à ce que le terme de pénalisation soit imposé dans
la bande [0, 1] × [−0.2, 0], figure 6.25b. Les conditions de bords à droite et à gauche sont des
conditions périodiques, et une condition d’écoulement libre est imposée sur le bord supérieur
(ρ, u, v, p) = (1.4, 0, 0, 100).
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Pénalisé Non pénalisé
Grossier Fin
11× 13 88× 105
143 sommets 9240 sommets
240 triangles 18096 triangles
Grossier Fin
11× 11 88× 88
121 sommets 7744 sommets
200 triangles 15138 triangles
Tableau 6.4 – Cas test de Rayleigh : description des maillages structurés
(a) Vitesse constante sur maillage
grossier
(b) Vitesse oscillante sur maillage
grossier
(c) Vitesse constante sur maillage
fin
(d) Vitesse oscillante sur maillage
fin
Figure 6.26 – Simulations de Rayleigh sur maillage structurés.
Nous considérons dans un premier temps des solutions non pénalisées et pénalisées sur des
maillages structurés. Ceci permet d’avoir une fonction level-set 0 parfaitement définie et de
comparer les solutions pénalisées et non pénalisées exactement aux mêmes points. Les simulations
sont réalisées sur un maillage grossier et un maillage fin, dont les caractéristiques sont regroupées
dans le tableau 6.4. Une coupe 1D de la composante U de la vitesse est réalisée le long de la
ligne x = 0.5 et comparée avec la solution exacte sur les figures 6.26a, b, c et d. Les solutions
des équations classiques et pénalisées se comportent de manière identique, ce qui prouve que le
terme de pénalisation impose correctement les conditions de bord désirées sur la paroi mobile.
Ces solutions sont en très bon accord avec les solutions analytiques. Pour la paroi à vitesse
constante, le maillage grossier est suffisant pour obtenir une solution correcte, figure 6.26a. Le
cas de la paroi oscillante, au contraire, nécessite un maillage plus fin pour rendre compte de toute
la physique du problème, figure 6.26b. La précision est retrouvée grâce au maillage fin, figure
6.26d.
Concernant les maillages non structurés, nous commençons l’étude en nous focalisant sur la réso-
lution des équations classiques non pénalisées. Comme précédemment, un maillage grossier (109
sommets, 184 triangles) et un maillage fin (7511 sommets, 14720 triangles) sont utilisés. Les
résultats, tracés figures 6.27a et b, suivent la tendance des résultats obtenus sur maillages struc-
turés : pour une vitesse constante de la paroi le maillage grossier est suffisant, mais le maillage
fin est nécessaire pour une vitesse oscillante de la paroi.
Dans le cas pénalisé non structuré, il est fort probable qu’aucun point du maillage soit situé
sur la level-set 0. Pour une étude basée sur des maillage uniformes, des maillages très fins sont
nécessaires pour imposer correctement la condition de bord. Nous voulons démontrer que l’adap-
tation de maillage permet de calculer la solution des équations de Navier-Stokes pénalisées sur
maillage non-structurés sans la nécessité d’avoir des maillages très fins. Le maillage est adapté
à la level-set 0. Le maillage, illustré figure 6.28a, est généré en utilisant les paramètres d’adap-
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(a) Vitesse constante (b) Vitesse oscillante
Figure 6.27 – Simulations classiques non pénalisées sur maillages non structurés.
(a) Maillage adapté pénalisé (b) Maillage fin pénalisé (c) Maillage fin non pénalisé
Figure 6.28 – Test de Rayleigh - maillages non structurés pénalisés et non pénalisés, le décalage
de la figure c) correspond à l’absence de bande pénalisée.
tation ε = 2 × 10−3, hmin = 2.5 × 10−3 et hmax = 7.5 × 10−2. Nous souhaitons comparer les
solutions obtenues sur le maillage adapté pénalisé aux solutions obtenues sur deux maillages non
structurés uniformes. Le premier maillage uniforme est le maillage fin de la simulation classique
non pénalisée du cas précédent, figure 6.28c. Le second est obtenu en imposant la même longueur
d’éléments que le premier maillage mais étendu à la zone pénalisée, figure 6.28b. Les caracté-
ristiques des trois maillages sont données dans le tableau 6.5. Les profils de vitesse en x = 0.5
sont tracés figure 6.29. Il apparaît clairement que la solution adaptée est aussi précise que la
solution classique sur maille très fin, ce qui prouve une nouvelle fois la puissance de l’adaptation
de maillage, c’est à dire une précision identique avec environ 10 fois moins de points de calcul.
Les isolignes de vitesse, proche de la paroi sont tracées figure 6.30 pour vérifier la meilleure mo-
délisation de la paroi sur le maillage adapté (sur les isolignes les plus éloignées de la paroi, de
petites oscillations apparaissent sur la solution obtenue sur le maillage adapté qui sont expliquées
par la grandeur des éléments du maillage adapté comparée aux maillages fins, voir figure 6.28a).
Ces études sur le cas test de Rayleigh permettent de valider l’approche proposée pour la résolution
des équations de Navier-Stokes pénalisées avec l’utilisation du schéma explicite RDS pour les
parties advective et diffusive des équations combiné avec un algorithme de splitting pour résoudre
de manière implicite le terme de pénalisation.
Pénalisé fin Non pénalisé fin Adapté
Sommets 16053 13449 1115
Triangles 31664 26496 2112
Tableau 6.5 – Description des maillages non structurés
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Figure 6.29 – Profil de la composante U de la vitesse pour les différents maillages. A gauche :
vitesse constante ; à droite : vitesse oscillante.
Figure 6.30 – Isolignes de vitesse. A gauche : maillage adapté et pénalisé ; au milieu : maillage
fin pénalisé ; à droite maillage fin non pénalisé.
Validation du calcul des forces
Le calcul des forces est validé pour un écoulement à Reynolds 200 autour d’un cylindre de
diamètre 1 centré en (0, 0). Le domaine de calcul est un rectangle de dimension [−6, 10]×[−12, 12]
avec une zone de maillage, [−2, 10]× [−4, 4], raffinée proche du cylindre. Deux types de maillages
ont été générés pour ce cas test. Le premier contient une discrétisation exacte du cylindre de
manière à calculer les forces de deux façons : par la méthode de la variation de la quantité de
mouvement et en intégrant la pression et le tenseur des contraintes de cisaillement directement
sur les bords du cylindre. Le deuxième maillage est un maillage adapté ne permettant le calcul des
forces que par la variation de la quantité de mouvement. Les maillages sont présentés figures 6.31b
et c et montrent la zone proche de la level-set zéro. Le maillage adapté est obtenu en utilisant
uniquement l’adaptation à la level-set zéro avec les paramètres ε = 0.001, hmin = 0.0025.
Les coefficients de traînée et de portance sont tracés pour les différents maillages sur la figure
6.33a. Le calcul de la force de portance est presque identique quelque soit le maillage et la façon
de la calculer (l’erreur maximale est de 1.6%). Pour toutes nos simulations, le nombre de Strouhal
est de 0.1965 ce qui est très proche des valeurs de la littérature. Le coefficient de traînée moyen est
plus sensible à la méthode choisie pour le calculer et les résultats de la littérature sont également
plus variables, nos résultats ont été comparés aux résultats de la littérature dans le tableau 6.32
[199].
Le calcul de la force de traînée, de manière “classique” en intégrant la pression et le tenseur des
contraintes de cisaillement sur les arêtes du cylindre montre une valeur moyenne du coefficient de
traînée en accord avec la littérature, tableau 6.32. Ce coefficient de traînée, le nombre de Strouhal
et le coefficient de portance valident notre résolution par un schéma RDS et un algorithme de
splitting des équations de Navier-Stokes pénalisées. Le calcul des forces par la méthode de la
variation de la quantité de mouvement sur le même maillage ou sur le maillage adapté conduit à
un coefficient de traînée moyen un peu en-dessous des valeurs de la littérature. C’est un résultat
attendu car ce calcul des forces est moins précis qu’une intégration directe sur les bords du
solide. Cependant en regardant, en détail, la figure 6.33b, nous voyons quelques fluctuations sur
la valeur maximale du coefficient de traînée, courbe rouge de la figure 6.33b. Pour l’instant, nous
n’avons pas d’explication sur l’origine de ces fluctuations. Sur le maillage adapté ces fluctuations
132 CHAPITRE 6. MÉTHODE DE PÉNALISATION
a) b) c)
Figure 6.31 – a) Domaine du cas test Von Karmann ; b) Maillage avec discrétisation du cylindre
(67815 noeuds) ; c) Maillage adapté (85945 noeuds).
Auteurs St CD
Braza et al. [200] 0.2000 1.4000
Henderson [201] 0.1971 1.3412
He et al. [202] 0.1978 1.3560
Bergmann et al. [199] 0.1999 1.3900
Maillage avec discrétisation du cylindre ; "calcul classique" 0.1965 1.3979
Maillage avec discrétisation du cylindre ; "variation de la quantité de mouvement" 0.1965 1.3404
Maillage adapté 0.1965 1.3280
Figure 6.32 – Nombre de Strouhal et coefficient de traînée moyen pour Re = 200
représentent une erreur de 0.4% environ. La différence de calcul du coefficient de traînée sur
maillage adapté et par intégration directe sur maillage avec discrétisation des bords du cylindre
n’est que de 0.9% ce qui est tout a fait acceptable pour modéliser le mouvement de solides
entraînés par un écoulement fluide.
6.2.7 Perspectives
Ce travail a été publié dans l’article [130] et dans les actes de conférences avec comité de lec-
ture [175] et [176]. Il a conduit aux développements de la technique de pénalisation au sein de
la plateforme RealFluids de l’équipe Inria BACCHUS. Les difficultés numériques et nouveaux
enjeux liés à résolution de la méthode de pénalisation sur maillage non structuré sont étudiés au
sein de deux thèses débutées en octobre 2013. La thèse de Léo Nouveau, financée par le contrat
européen STORM (voir chaptitre 7) et la thèse de Quentin Viville financée par le labex CPU.
Dans la thèse de Quentin Viville on s’intéresse principalement à l’aspect approximation numé-
rique des écoulements compressibles en présence de débris qui se déplacent et interagissent avec
le fluide ambiant. La méthode développée répondra aux caractéristiques suivantes :
— Méthode d’ordre élevé avec stencil compact pour le parallélisme ;
— Maillage non structuré ;
— Méthode de frontières immergées avec description de la géométrie par level-set (simplifi-
cation de la conception de maillages même pour des géométries complexes, changements
topologiques et mouvements d’objets facilités) ;
6.2. PÉNALISATION SUR MAILLAGES NON STRUCTURÉS ADAPTÉS 133
(a) (b)
Figure 6.33 – a) Coefficient de traînée et de portance pour Re = 200 (Noir : maillage avec
discrétisation du cylindre calcul classique - bleu : maillage avec discrétisation du cylindre variation
de la quantité de mouvement - rouge : maillage adapté - b) Zoom sur le coefficient de traînée.
— Adaptation de maillage pour la précision. Plus précisément, on s’intéresse à une classe
de schémas utilisant des maillages non structurés sans qu’il soit nécessaire d’ajuster un
quelconque paramètre, même en présence de discontinuités fortes [178, 203]. L’aspect non
structuré du maillage est très utile dans les applications visées puisque la capture précise
des interfaces entre le fluide et le solide s’effectue au moyen de maillages adaptés. L’objectif
est de proposer une approximation espace-temps pour le système des équations de Navier
Stokes pénalisées qui soit aussi de précision arbitraire en espace et en temps. Les conditions
de bords dans le solide sont imposées par le terme de pénalisation dans les équations. Lors
de l’élaboration d’un schéma d’ordre élevé en espace il est important que tous les degrés
de liberté d’un élément pénalisé contribue au calcul du flux total de l’élément, sinon la
condition de bord ne sera pas correctement imposée. Ceci n’est pas le cas par exemple
pour les triangles P2. L’idée est alors de construire une approximation P2 du résidu de
l’équation dans le triangle K en subdivisant ce triangle K en quatre sous-triangles, comme
illustré figure 6.34, et de réaliser sur chaque sous-triangle une approximation P1 pondérée
par le poids qui convient. Sur chaque sous-élément on va calculer le résidu P1 pondéré par









L’idée est donc de proposer un schéma résidu compatible avec la p-adaptation. La p-
adaptation a été testée en dimension deux et trois d’espace avec les équations d’Euler. La
subdivision a été utilisée dans les zones de discontinuité de la solution. La p-adaptation
doit désormais être étendue aux équations de Navier Stokes pénalisées pour lesquelles la
subdivision sera utilisée à l’intérieur des solides.
— S’agissant d’un système raide, on doit envisager une discrétisation implicite en temps, ou
partiellement implicite. Parmi la gamme des schémas existants, on recherchera le meilleur
compromis en terme de précision, stabilité et coercivité [204, 205].
— Le schéma étant implicite, l’efficacité de la méthode de résolution est fondamentale. Pour
étudier ce point, on envisagera deux approches : des méthodes itératives préconditionnées
(on commencera par valider ou invalider des méthodes de type GMRES préconditionnée,
matrice free, etc), on s’intéressera aussi à l’efficacité au niveau de l’implémentation pure
en collaboration avec des chercheurs de l’équipe Hiepacs-Labri.
Dans la deuxième thèse de Léo Nouveau on s’intéresse principalement à la recherche de méthodes
efficaces pour suivre le mouvement d’objets solides. L’objectif est de proposer et de valider une
technique automatique d’adaptation de maillage non structuré pour des méthodes de pénalisation
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Figure 6.34 – Triangle subdivisé pour la p-adaptation
non stationnaire. Dans ces méthodes l’objet en mouvement est modélisé par une fonction implicite
de type level-set et n’est pas explicitement discrétisé. L’adaptation de maillage vise à raffiner le
maillage au voisinage de l’objet afin d’accroître la précision des calculs. La thèse traite notamment
des aspects suivants :
— les écoulements considérés inclus le calcul autour d’objets en mouvement, afin de rendre
la méthode numérique précise, il faut que le maillage suive le mouvement de l’objet.
Nous avons commencé par utiliser les travaux de Frey et al [206] permettant d’adapter
le maillage à un objet décrit par une fonction implicite fixe, l’étape suivante consiste à
chercher comment faire évoluer le maillage pour qu’il suive le mouvement de l’objet ;
— S’agissant d’objets avec une masse, il faut intégrer les équations de la dynamique qui
décrivent les efforts existant sur les débris et leur interaction avec le fluide, puis coupler
cela avec le déplacement des courbes de niveau. D’un point de vue mathématique, le
déplacement de la level-set se fait au moyen d’une équation d’Hamilton-Jacobi. Là encore
il existe un grand nombre de méthodes possibles pour approcher ce genre d’équations,
y compris en non structuré, il s’agira donc d’adapter ces algorithmes au contexte, de
manière compatible avec l’approximation spatio-temporelle des équations de Navier-Stokes
pénalisées.
— les simulations tridimensionnelles comportent un grand nombre d’éléments (plusieurs mil-
lions) et nécessitent donc d’utiliser des architectures parallèles. Dans ce cas, pour que
l’adaptation de maillage soit efficace, il faut qu’elle soit aussi faite en parallèle. En se
basant sur MMG3D, une partie de la thèse sera consacrée à la mise en place d’un tel
algorithme ;
— une des difficultés de l’adaptation en parallèle résidera dans la partie interpolation de la
solution sur le nouveau maillage.
Chapitre 7
Projet européen STORM
Dans le processus de certification des avions en vol, les conditions de givrage sont très sévères. Les
tests de certification ne sont jamais simples à réaliser car le givrage est un phénomène complexe.
Avec le développement des nouvelles générations de moteurs et d’avions, il y a un besoin urgent
de mieux prédire et comprendre le phénomène de givrage dans les premiers instants d’accrétion.
Il est aussi nécessaire d’identifier les futures technologies des systèmes de protection contre le
givrage compatibles avec les nouveaux matériaux utilisés.
Pour mieux comprendre le comportement des composantes moteurs sous conditions de givrage,
le projet européen STORM (http ://www.fp7-storm.eu) consiste en partie à proposer de nou-
velles méthodologies avancées de simulation numérique dans trois domaines : l’accrétion de glace
avec ruissellement de surface, le détachement de la glace, et le suivi de trajectoires de bloc de
glace. Le but du projet est aussi d’augmenter le niveau de compétitivité des nouveaux systèmes
innovants de protection contre le givrage. Le projet STORM regroupe 14 partenaires industriels
et académiques de 7 pays Européens différents.
En s’attaquant au défit de l’environnement l’industrie aéronautique favorise les systèmes de
dégivrage moins coûteux que les systèmes d’antigivrage. Ces systèmes de dégivrage fonctionnent
par cycles, on laisse une fine couche de glace se former sur l’avion ensuite le système de dégivrage
réduit les forces d’adhésion de la glace soit mécaniquement soit thermiquement et les forces
aérodynamiques arrachent la glace. Afin de protéger les parties sensibles de l’avion il est nécessaire
de prévoir la trajectoire de ces débris de glace. C’est dans ce cadre que se situe mon travail. Les
outils traditionnels de simulation des trajectoires de bloc de glace sont limités par le manque de
données expérimentales sur les forces et moments aérodynamiques s’exerçants sur les fragments
de glace ainsi que par le nombre élevé de paramètres affectant la trajectoire tels que la forme de
glace, sa taille, sa masse, la vitesse de l’écoulement, la position de départ etc...
Il y a en général deux types de modèles utilisés pour le suivi des trajectoires. Le premier type de
modèle (“basse fidélité”) suppose que les blocs de glace n’affectent pas de manière significative
l’écoulement d’air. En revanche, le second type de modèle (“haute fidélité”) tend à prendre en
compte l’interaction des blocs de glace avec l’écoulement d’air environnant.
Depuis 2013, le laboratoire de givrage de l’université Wichita développe et valide un outil d’ana-
lyse des trajectoires, basse fidélité, basé sur des modèles à 4 et 6 degrés de liberté. Une grande
base de données de caractéristiques aérodynamiques pour différentes formes allant de plaques
planes jusqu’à des formes de givre plus réalistes a été renseignée pour servir de données d’entrée
au code de calcul.
Les modèles, haute fidélité, impliquent un couplage précis en temps du calcul aérodynamique de
l’écoulement et de la mécanique du vol des objets en mouvement. Ils requièrent ainsi l’émergence
de nouveaux outils de simulation tels que les méthodes aux frontières immergées ou les méthodes
chimères.
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Figure 16  Inertial and body reference frames. 
  
17a. Mesh on a plane normal to the x-axis 17b. Mesh on the aircraft symmetry plane 
  
17c. Spherical farfield boundary 17d. Mesh in the vicinity of the aft-mounted engine 
















 xi, yi, zi    = Axes of the inertial reference frame 
 xb, yb, zb  = Axes of the body reference frame 





z = Moments acting about the body axis 
Figure 7.1 – Forces et Moments agissants sur une particule de glace, figure extraite de Papadakis
et al. [164].
7.1 Simulation numérique de la trajectoire des blocs de glace
Les modèles de simulation de trajectoires ont des capacités limitées car il s’agit d’un phénomène
complexe et aléatoire. La complexité provient de la possibilité d’une particule de glace de se
briser et de rebondir. L’aspect aléatoire est relié aux fluctuations turbulentes de l’écoulement,
à la géométrie de la glace, sa taille, son orientation, sa position, etc... Les bases de données
(numériques et expérimentales) pour le calcul des forces et moments sur les morceaux de glace
restent très limitées et ne couvrent pas toutes les formes possibles prises par les morceaux de
glace détachés des voilures, nacelles ou parties moteur des avions.
7.1.1 Modèle basse fidélité
Les modèles basse fidélité tentent de calculer les trajectoires des fragments de glace en faisant
l’hypothèse d’un couplage à sens unique pour lequel les forces agissant sur les particules sont
extraites localement de l’écoulement d’air mais la particule elle même n’a pas d’effet sur l’écou-
lement d’air environnant. La trajectoire est ainsi calculée en intégrant les forces agissant sur
les formes de glace. Ce type de modèle permet l’usage d’outils classiques de CFD pour lesquels
l’évaluation des forces appliquées sur la glace est faite expérimentalement ou analytiquement.
Des modèles à 3, 4 et 6 degrés de liberté ont été développés pour calculer les trajectoires 2D,
3D dans des écoulements uniformes et non uniformes. La figure 7.1 montre une représentation
des forces et moments agissants sur le morceau de glace pour le modèle à 6 degrés de liberté.
L’indice i est utilisé pour référer au repère de référence du domaine de calcul et l’indice b pour
référer au repère attaché au morceau de glace. La position du morceau de glace est calculée par





où ẍi est le vecteur d’accélération dans le repère de référence, Gi est le vecteur gravité, mice est
la masse du morceau de glace et Fi le vecteur force appliqué au morceau de glace. Les équations





















où Mb est le moment dans le référentiel du morceau de glace, ωb est le vecteur vitesse angulaire,
et I est la matrice d’inertie. Récemment, Papadakis et al., 2007 [164] ont présenté une approche
statistique, utilisant ce modèle à six degrés de liberté, pour calculer les trajectoires de morceaux
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de glace détachés des surfaces de l’aile ou du fuselage d’un jet d’affaires. Ils ont mené une étude
expérimentale des forces et moments appliqués sur différentes formes de fragments de glace et
ont dérivé des corrélations empiriques. Ces corrélations ont ensuite été utilisées dans le modèle
à 6 degrés de liberté présenté plus haut. Une approche probabiliste a été utilisée pour identifier
les surfaces d’impact les plus probables des morceaux de glace avec l’avion. Une étude de Monte
Carlo a permis de tenir compte des incertitudes sur les conditions initiales et la nature chaotique
du mouvement des particules de glace. L’idée est de lancer une multitude de trajectoires avec
une perturbation aléatoire des conditions initiales (position, orientation, vitesse, rotation, etc...).
Il existe très peu de résultats expérimentaux pour valider les simulations basse fidélité des tra-
jectoires. Les résultats expérimentaux et numériques sont en général en bon accord. Néanmoins,
l’hypothèse d’un écoulement statique et uniforme à l’échelle du fragment de glace n’est en général
pas réaliste lorsque l’on considère un écoulement autour d’un avion surtout dans le sillage de
l’aile. Actuellement, il n’y a pas de résultats expérimentaux disponibles de trajectoires de débris
de glace aux environs d’un avion.
7.1.2 Modèle haute fidélité
Le second type de modèle est une approche basée sur une interaction instationnaire complète
entre le morceau de glace et l’écoulement environnant. Cette approche requière l’émergence de
nouveaux outils de simulation, comme les approches basées sur méthodes aux frontières immer-
gées que nous proposons ou les approches basées sur les grilles chimères [207, 208, 209].
Dans ce travail nous proposons de modéliser les trajectoires des blocs de glace en utilisant une
méthode aux frontières immergées basée sur une technique de pénalisation. Le morceau de glace
en mouvement est immergé dans le maillage du domaine de calcul. La position du bloc de glace
est repérée par une fonction level-set. Les conditions de bords à l’interface fluide-solide sont
imposés dans les équations par un terme de forçage continu : le terme de pénalisation, comme
décrit dans le chapitre 6. L’interaction fluide-solide est calculée sans hypothèse simplificatrice,
les forces et moments aérodynamiques s’exerçant sur le solide sont calculés numériquement à
chaque instant et utilisés pour calculer le mouvement du solide. Les deux codes, LESCAPE et
RealFluids, et les stratégies qui leur sont associées présentées dans le chapitre précédent sont
utilisés pour mener à terme ce projet. De fortes collaborations avec les industriels aéronautiques
européens permettront de valider le travail de simulation numérique à l’aide de cas tests et de
données expérimentales.
7.2 Comparaison avec l’expérimental
7.2.1 Formes sélectionnées pour la mesure des forces et moments aérodyna-
miques
Cinq formes typiques de givre rencontrées lors du givrage des nacelles ou moteurs d’avion ont
été sélectionnées pour calculer expérimentalement les forces et moments aérodynamiques pour
différentes positions. Ces cinq formes sont présentées, figure 7.2, les deux premières formes de
glace sont typiques d’une situation de givrage en croissance humide avec la formation d’une ou
deux cornes de givrage. La troisième résulte d’une situation de givrage en croissance sèche, il
en résulte un profil un peu plus aérodynamique assez mince. Les deux dernières formes sont
plus académiques, le triangle représentant une situation simplifiée d’accumulation de glace en
aval d’un système antigivrage par exemple thermique. Dans ce cas grâce au flux thermique les
gouttelettes impactant la surface forment un film d’eau liquide qui ruisselle et peut ainsi former
un point d’accumulation qui peut alors givrer si non protégé. Les tests expérimentaux ont été
réalisés dans la soufflerie de l’ONERA. Le système d’attache des formes de glace dans le tunnel
de tests est présenté sur la figure 7.3. Ces mesures expérimentales vont permettre d’améliorer la
prédiction des modèles basse fidélité en permettant la création de bases de données spécialement
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Figure 7.2 – Formes expérimentales sélectionnées pour la mesure des forces et moments aéro-
dynamiques.
Figure 7.3 – Tunnel de test de l’ONERA et système d’attache prévu pour faire varier les
positions des différentes formes de glace.
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Figure 7.4 – Formes expérimentales sélectionnées pour les trajectoires en soufferie.
adaptées pour le calcul des trajectoires de ces formes de glace. Pour notre modèle haute fidélité
ces bases de données permettront de valider nos calculs des forces et moments aérodynamiques
calculés par notre approche de la variation de la quantité de mouvement employée dans nos codes
de calcul.
7.2.2 Formes sélectionnées pour les mesures expérimentales des trajectoires
Les trois formes sélectionnées pour la réalisation des trajectoires sont présentées figure 7.4. Les
trajectoires sont réalisées dans le tunnel de tests du DLR en Allemagne. Les deux premières
formes coïncident avec les formes choisies pour les tests de mesure des forces et moments aéro-
dynamiques. La troisième est un cube déjà utilisé par le DLR. Ce cube permettra de valider le
nouveau système de décrochage de la forme dans la soufflerie en comparant avec des études déjà
réalisées par le DLR. D’autre part des bases de données et corrélations empiriques concernant les
moments et forces aérodynamiques existent déjà dans la littérature pour ce type de géométrie.
Ces tests permettront de valider les développements réalisés dans les codes basse et haute fidélité
du projet.
7.2.3 Calculs préliminaires de trajectoires
La figure 7.5 présente quelques résultats préliminaires obtenus avec le code LESCAPE pour les
trois premières formes de glace de la figure 7.2. Le ratio de densité entre le fluide et le solide a été
fixé à 700 ce qui est typique du ratio entre l’air et la glace. Les premiers résultats semblent tout
à fait réalistes et sont encourageants pour la suite du projet. Nous travaillons à la mise en oeuvre
de ces cas tests dans la plateforme RealFluids de manière à pouvoir réaliser des trajectoires 2D
et 3D sur les formes sélectionnées.
7.3 Perspectives
Les perspectives de ce travail consistent à valider notre approche numérique en comparant nos
solutions avec les résultats expérimentaux de l’ONERA et du DLR. La mise en oeuvre complète
dans RealFluids de la méthodologie que nous proposons, c’est à dire la prise en compte de
l’interaction fluide-solide instationnaire par une méthode aux frontières immergées basée sur la
technique de pénalisation et une représentation par level-set des solides, nous ouvre les axes de
recherche suivants :
— la recherche de schémas peu diffusifs d’ordre élevé (en temps et en espace) avec un stencil
compact facilitant le parallélisme du code de calcul ;
— le développement de l’adaptation de maillage instationnaire permettant de suivre le corps
en mouvement et ainsi augmenter la précision de la technique de pénalisation mais aussi
rendre le calcul plus accessible en éliminant les noeuds non nécessaires dans les zones de
l’écoulement éloignées des corps en mouvement ;
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(a) (b)
Figure 7.5 – Calculs préliminaires de trajectoires avec LESCAPE ; a) Position initiale des formes
de glace ; b) Trajectoires des différentes formes.
— la prise en compte de données réalistes avec la simulation d’écoulements en régime turbu-
lent.
Certains des points mentionnés ci-dessus font partie des axes de recherche envisagés dans la thèse
de Léo Nouveau et sont à l’étude actuellement au sein de l’équipe Inria CARDAMOM (évolution
de l’équipe BACCHUS). Ces points feront l’objets de futurs sujets de thèses et permettent la
collaboration de nombreux membres de l’équipe.
Conclusion : projets futurs
Les travaux présentés ont au moins une origine commune : mon intérêt pour la simulation nu-
mérique de phénomènes physiques. L’essentiel de mes travaux s’orientent maintenant vers la
résolution de défis numériques rencontrés lors de la simulation numérique du dé-givrage des
avions en vol. La modélisation du givrage des avions en vol est un phénomène complexe tant
du point de vue physique que du point de vue méthodologique. Elle nécessite en effet le recours
à de nouveaux outils de simulation numérique à la pointe de la CFD. Je souhaite poursuivre
mes travaux dans ce domaine, tout d’abord en validant le concept de pénalisation avec adapta-
tion de maillage pour le calcul de la trajectoire des blocs de glace. Comme mentionné dans le
chapitre 7 précédent, le projet européen STORM me donnera accès aux bases de données expé-
rimentales réalisées au sein du projet et aux connaissances théoriques et pratiques des différents
acteurs (académiques et industriels) de ce domaine de recherche. En plus des perspectives déjà
mentionnées dans les chapitres précédents, je souhaite développer de nouveaux axes de recherche.
Tout d’abord, l’aspect aléatoire des trajectoires soulève la question de la très grande sensibilité
des résultats aux données initiales du problème. Quelques études de sensibilité aux conditions
initiales des trajectoires de blocs de glace ont été réalisées avec une méthode de Monte Carlo par
Papadakis et al. [164]. En collaboration avec François Morency de l’ETS et Piétro Congedo de
CARDAMOM, nous allons proposé une approche systématique efficace d’analyse des incertitudes
basée sur les techniques états de l’art de ce domaine dévéloppées dans l’équipe CARDAMOM.
En particulier, nous allons propager les incertitudes reliées aux conditions initiales (position,
orientation, vitesse,...) grâce à un modèle basse fidélité, de manière à produire rapidement une
multitude de trajectoires. Nous étudierons également la sensibilité du modèle aux incertitudes
sur les forces et moments aérodynamiques. Les objectifs à long terme sont d’obtenir les cartes
de probabilités de passage dans un plan et d’analyser la sensibilité des modèles.
Les conditions initiales étant essentielles, il est important de comprendre les mécanismes de
détachement du givre des surfaces. Les phénomènes physiques à l’oeuvre sont une nouvelle fois
très complexes, avec la prise en compte des forces mécaniques appliquées à la couche de glace mais
aussi des transferts thermiques en cas d’utilisation de système de dégivrage thermique. Les enjeux
sont multiples, d’une part maintenir la sécurité du vol et permettre la certification de l’appareil,
d’autre part optimiser les systèmes de dégivrage pour réduire leur empreinte environnementale.
Lorsqu’un système de dégivrage thermique est activé, une partie de la glace fond au contact avec
la surface, ce qui crée un film d’eau liquide. Ce film d’eau liquide diminue l’adhérence de la glace
à la surface. Les forces aérodynamiques sont alors capables de détacher des blocs de glace de la
surface [210]. Pour analyser la performance de ces systèmes il est nécessaire de comprendre les
mécanismes par lesquels les forces aérodynamiques arrivent à détacher la glace (ou une partie de la
glace). L’état de l’art dans les codes de givrage consiste à prendre en compte un critère empirique
basée sur le ratio entre la longueur du film d’eau liquide et la longueur de la glace en contact
avec la surface. Malheureusement ce critère n’est pas satisfaisant. Pour obtenir des modèles
de détachement plus physiques, une meilleure modélisation du processus de détachement est
nécessaire. La mécanique des fractures et dommages propose le cadre général d’études nécessaire
pour le développement de modèles de fracture et de propagation de fracture. La méthode de
pénalisation avec représentation des solides par level-set me semble particulièrement adaptée à
la modélisation de ce genre de phénomènes qui nécessitent de gérer les changements topologiques
des géométries considérées.
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D’un point de vue schémas numériques, je souhaite poursuivre mes travaux de recherche sur les
schémas numériques d’ordre élevé peu diffusifs. La gestion de fronts mobiles est un sujet délicat
qui nécessite des développements spécifiques liés aux effets instationnaires et à la présence de
termes sources raides (en particulier lorsque l’on fait de la pénalisation). Comme mentionné en
fin de chapitre 6, nous proposons d’étendre la p-adaption des schémas résidus aux équations de
Navier-Stokes pénalisées. L’aspect non structuré du maillage est très utile dans les applications
visées puisque la capture précise des interfaces entre le fluide et le solide s’effectue au moyen de
maillages adaptés. L’objectif est de proposer une approximation espace-temps pour le système
des équations de Navier-Stokes pénalisées qui soit aussi de précision arbitraire en espace et en
temps. S’agissant d’un système raide, on doit envisager une discrétisation implicite en temps,
ou partiellement implicite. Une étape essentielle consiste également à chercher comment faire
évoluer le maillage automatiquement pour qu’il suive le mouvement de l’objet. Pour être réalistes,
ou répondre à un besoin industriel, les simulations tridimensionnelles comportent un très grand
nombre d’éléments (plusieurs centaines de millions) et nécessitent donc d’utiliser des architectures
parallèles. Dans ce cas, pour que l’adaptation de maillage instationnaire soit efficace, il faut qu’elle
soit aussi faite en parallèle.
Autours des corps mobiles, une manière de relâcher la contrainte associée aux maillages en régime
turbulent est l’utilisation de loi de paroi. Rechercher une formulation de loi de paroi compatible
avec la pénalisation me semble un axe de recherche intéressant. Cette loi de paroi peut ensuite
être couplée à un modèle de turbulence de type RANS et éventuellement avec un modèle hybride
RANS-LES pour améliorer la précision des simulations.
Enfin, tout au long de ces années, j’ai grandement apprécié les collaborations interdisciplinaires.
Les outils numériques développés lors de mes travaux futurs seront génériques et permettront la
modélisation d’autres phénomènes physiques. Ces outils m’apporteront je l’espère des opportunité
de collaborations dans d’autres thèmes CFD.
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