In this paper, a feedback learning particle swarm optimization algorithm with quadratic inertia weight (FLPSO-QIW) is developed to solve optimization problems. The proposed FLPSO-QIW consists of four steps. Firstly, the inertia weight is calculated by a designed quadratic function instead of conventional linearly decreasing function. Secondly, acceleration coefficients are determined not only by the generation number but also by the search environment described by each particle's history best fitness information. Thirdly, the feedback fitness information of each particle is used to automatically design the learning probabilities. Fourthly, an elite stochastic learning (ELS) method is used to refine the solution. The FLPSO-QIW has been comprehensively evaluated on 18 unimodal, multimodal and composite benchmark functions with or without rotation. Compared with various state-of-the-art PSO algorithms, the performance of FLPSO-QIW is promising and competitive. The effects of parameter adaptation, parameter sensitivity and proposed mechanism are discussed in detail.
popularity in promoting convergence of PSO. The idea of varying coefficients was also extended to dynamically update the acceleration coefficients in [13] . Convergence and stability analyses were proposed by Clerc and Kennedy [9] . Based on the theoretical analysis, the constriction factor has been introduced into PSO to analyze the convergence behavior. Recently, it is shown that adaptive control parameters based evolutionary algorithms perform well on various benchmarks. The adaptive idea was also applied in designing variants of PSOs [16, 21] . In Ref. [16] , an adaptive particle swarm optimization (APSO) was presented. By evaluating the population distribution and particle fitness, four evolutionary states are defined, which enable the automatic control of inertia weight, acceleration coefficients, and other algorithmic parameters at run time to improve the search efficiency and convergence speed. It was found that APSO performs well on unimodal and unrotated optimization problems with fast convergence speed. However, when dealing with rotated optimization problems and composite problems, APSO is confronted with premature convergence problem. In the field of adaptive tuning population size, an efficient population utilization strategy for PSO (EPUS-PSO) was presented [21] , adopting an adaptive population manager to improve the efficiency of PSO.
Secondly, according to the idea of graph theory and network theory, some network based PSOs have been proposed [7, 11, 12, [17] [18] [19] [20] 24] . In Ref. [18] , several social network structures were tested, with small-world randomization of a specified number of links. Furthermore, in Ref. [11] , a fully informed particle swarm optimization (FIPSO) was proposed and several topologies of swarm were tested. In Ref. [20] , it was found that the graphs in FIPSO which performed well were more highly clustered. The inhibition of communication might contribute to the discovery of global optima in the FIPS algorithm, while promotion of communication speeds convergence within optimal regions. By the idea of changing learning (communication) strategies in swarm, a comprehensive learning PSO (CLPSO) was proposed [12] , where the learning strategy abandons the global best information, and all other particles' past best positions might be used to update particles' velocity. Although CLPSO delivers good performance on complex multimodal functions, its convergence speed is not satisfactory for unimodal, multimodal and rotated optimization problems.
Thirdly, hybridization by combining PSO with other search approaches has drawn increasing attention to improve the performance of the PSO [5, 6, 7, 22, 23, 25, 26] . Evolutionary operators and other methods such as selection [6] , crossover, mutation [5] and chaotic sequences [25, 26] have been introduced to the PSO to keep the best particles, to increase the diversity of the population, and to improve the capability to escape local minima. In [22] , the swarm was divided into sub-populations, and a breeding operator is then used within a subpopulation or between the sub-populations to enhance the diversity of the swarm population. In [7] , a cooperative particle swarm optimizer (CPSO-H) was proposed to lead to improvement of the original PSO for multimodal optimization problems. In Ref. [23] , similarities between PSO and evolutionary optimization (EO) are presented. The authors suggest an evolutionary algorithm (EA) which is fundamentally equivalent to a PSO and then introduce different EA-specific operators to the constrictionbased PSO. Contrary to the standard PSO algorithms, the hybrid PSO, which performs similarly to the existing genetic algorithm (GA) (and outperforms the GA in some occasions), is developed by replacing PSO's standard child-creation rule with a parent-centric recombination operator.
Although a number of works can help to improve the search ability and enhance convergence speed of PSO, there still remains research room to improve the performance of PSO. With respect to existing benchmark algorithms, the existing PSO framework does not provide a way-out to solve such simple, unconstrained, unimodal, multimodal problems competitively. In this study, a novel PSO using fitness feedback mechanism and quadratic inertia weight is proposed, which aims to enable the PSO to gain the abilities of good convergence speed and search performance at the same time. The inertia weights is calculated according to a quadratic function. The learning probabilities are determined by fitness feedback mechanism. Moreover, acceleration coefficients are computed by the fitness feedback mechanism and generation number. In addition, stochastic disturbances controlled by adaptive probability are added only to the globally best particle under adaptive probabilities to refine the solution. The experimental results on various benchmark functions with different topological structures are confirmed to show effectiveness of FLPSO-QIW. This paper is organized as follows. Section II describes the feedback learning PSO with a quadratic function. Section III presents the test functions, the experimental setting for each algorithm. Concluding remarks are given in Section IV.
II. FLPSO-QIW A. PSO algorithm
A swarm consists of N particles moving around in a D-dimensional search space. The position of the ith particle is written by a vector
x min,j and x max,j are lower and upper bounds for the jth dimension respectively. The particle tunes its current position toward the global optimum according to two terms: the best position encountered by itself (pbest) represented by p i = (p i1 , p i2 , · · · , p iD ) and the best position in the whole swarm (gbest) represented by p g = (p g1 , p g2 , · · · , p gD ). The velocity of the ith particle at the kth iteration is represented by
. In this paper, the maximum velocity v max,d is set to 20% of the search range. The inertia weight w is a scaling factor controlling the influence of the old velocity on the new one; r 1,j and r 2,j are two uniform random number samples from U (0, 1). The parameters c 1 and c 2 are called acceleration coefficients, namely cognitive and social coefficients respectively. The velocity and position of the particle at next step changes according to the following equations:
Although PSO algorithms have been used to solve many optimization problems and numerous PSOs have been presented, solving complex optimization problems with both high accuracy and rapid convergence speed is still a challenging issue and remains open. In this section, a feedback learning PSO with quadratic inertia function is proposed.
B. Position and velocity updating equations of FLPSO-QIW
The positions and velocity updating equations of FLPSO-QIW are given as follows:
where p r,j (k) represents another particles's history best fitness in the jth dimension [12] ; w(k) is the time-varying inertia weight determined by generation number; c i (k) is the acceleration coefficient which is time-varying according to the search circumstances. α i (k) is stochastic variable that describes the following random events for the system (2):
Let α i (k) be Bernoulli distributed sequences defined by
where
. α i0 denotes the learning probability rate. In order to pay more attention to α i0 , the velocity updating equation is written in the form of (2) . The stochastic variable α i0 describes different learning strategies occurring in a probabilistic way. Note that using binary sequence switching to illustrate stochastic event is widely used in our previous works to describe some randomly occurring events, such as miss measurement, random packet losses and stochastic delay [27, 28] . Moreover, the stochastic variables can represent the missing information in a flock of birds. The randomly occurring learning methods are described by a binary switching sequence that is specified by a conditional probability distribution. It was found that different learning-probability values assigned to the particles will affect the search results [12] . However, in the proposed PSO, the learning probability is time-varying according to the search environment. The details of assigning learning probability to each particle will be illustrated in the following. In such a way, the learning probability of each particle is assigned different. For each dimension of particle i, a random number is generated. If the random number is larger than α i0 , the corresponding dimension will learn from its own p i,j (k); otherwise it will learn from another particle's p i,j (k).
C. Calculating inertia weight according to a quadratic function
Differently from the conventional linearly decreased inertia weight, the inertia weight in this paper is calculated according to the following quadratic function:
where a and b are the parameters to be determined. We can obtain a and b by solving the following equation:
where w 1 and w 2 are the initial and final inertia weight according to the time. By solving the above equation, w(k) can be calculated as follows:
In this paper, w 1 and w 2 is set to w 1 = 0.9 and w 2 = 0.2, respectively. In the section of experiments, the parameters selection and comparison with the linearly decreasing inertia weight will be discussed in detail.
D. Determining acceleration parameters and learning probability using fitness feedback
The acceleration coefficient c is usually used to balance the global and local search abilities of PSO [13] . The best reported results were achieved when c 2 starts by 0.5 increases linearly to reach 2.5 in the last iteration, and c 1 starts with 2.5 and decreases to 0.5 in the last iteration. However, only time information was taken into account in the PSO-TVAC scheme, while the search information at each step is not utilized although the fitness information might enhance the performance of PSO. Generally, a large acceleration coefficient will enable the particle to learn from other particle or its best position found so far more quickly, while a small acceleration coefficient will let the particle retain in the current position to search its near position and learn from other particle slowly. In this subsection, the control scheme acceleration coefficient will be determined by both the generation number and fitness information.
Each particle in the swarm plays a different role in the searching process. Generally speaking, if a bad particle (with bad fitness information) has a large velocity to move toward the exemplar, it would enable itself to learn from other particles and thus achieve global search rapidly. Meanwhile, if a small speed is assigned to a good particle, it would make it search around itself to refine the current search solution. In order to assign different velocity to each particle according to the fitness information, one proper way is to control acceleration coefficients. We normalize the best fitness value F i of each particle found so far as follows:
where F max and F min are the maximum and minimum values among F i . In this paper, G i can be used to determine the acceleration coefficient of each particle, together with generation number. Hence, c i (k) can be calculate as follows:
whereĉ 1 andĉ 2 are the initial value for c 1 (k) and c 2 (k), respectively.č 1 andč 2 are the final value for c 1 (k) and c 2 (k), respectively. In this paper, the parameters setting areĉ 1 = 2,ĉ 2 = 1,č 1 =č 2 = 1.5. By the above method, it can be observed that in the early phase, the c i (k) has a wide range at the begging and gradually turns into a small range. This mechanism can make the swarm benefit global search at the beginning and local search in the end. Furthermore, in each step, the worst particle has the largest speed to enable global search and the best particle has the smallest speed to refine the current solution. By using this linear transformation, the swarm has the acceleration coefficient belonging to the range
in the search process. Different from conventional method, both generation number and fitness feedback information are taken into account for adjusting acceleration coefficient of each particle. The acceleration coefficient can be calculated easily. Owing to our design, c i (k) is not only monotonic with time, but also monotonic with G i . Therefore, c i (k) will have its unique value characterized by G i and k. If a better solution is found outside the swarm, almost all the particles in the swarm will have large G i and thus generate large c i (k). The particles will have large velocity and realize the global search. Meanwhile, the best particle away from other particles will not move dynamically until the other particles move around it. If the swarm gathers for searching solution more accurately, nearly all the particles will have small G i and c i , which will enable the swarm to have the local search. It is easy to implement the above method in PSO since the calculation of G i and c i do not need extra computation. Although the idea of using G i to control acceleration coefficients has been proposed in [4] , the control method of acceleration coefficients in this paper is different from [4] . Moreover, other modifications and improvements have been made in our algorithm. In addition, it was found that different values of learning probability yielded different results on the same problem [12] . In order to address this problem in a general manner, the authors proposed that each particle has a different value. Therefore, particles have different levels of exploration and exploitation capability in the population and are able to solve various kinds of problems. The learning probability for each particle were empirically developed in the following [12] :
From the above equation, it can be seen that the learning probability of each particle is assigned according to the index i. Unfortunately, the search environment has not been taken into account. In this paper, the best fitness value F i of each particle found so far are sorted in in an ascending way (where we suggest the best particle has the minimum fitness value) and remember the former index as I i . The novel learning probability of each particle is assigned as follows:
An important fact to note is that the worst particle will be given the largest learning probability to learn from other particles, while the best particle will have the smallest learning probability to learn from other particle or retain the current position. Thus, by such a manner, each particle has its unique learning probability in the search process and the swarm will search more efficiently. According to proposed learning probability, if the fitness of a particle is not updated for a refresh gap m = 1, a random number will be generated for each dimension of the particle. If the random number is smaller than the learning probability, event 1 will occur according to (2) and (5). According to I i , the first 50% particles are used to generate two potential exemplars and then choose the better one as the guider. Different from the strategy in CLPSO [12] , we use the fitness feedback information and good particles are utilized as potential guiders. This mechanism will help the particles to learn from right directions more efficiently and keep the diversity of population at the same time.
E. Elite stochastic learning
In this subsection, stochastic learning is introduced to the best particle for refining the solution. The elite stochastic learning (ESL) randomly selects one dimension of the best particle, which is written as p g,j (k) for the jth dimension. Only one dimension is considered in that the local optima are likely to have better solution in one dimension. The ESL can be written as follows:
where r 1 (k) and r 2 (k) are uniform random numbers sample from U (0, 1). λ 1,j (k) and λ 2,j (k) are the upper and lower bounds of the chosen particle in the swarm in jth dimension at each step, respectively. η 1 (k) and η 2 (k) are the maximal and minimal value of all dimensions of the globally best particle at each generation, respectively. R 1 (k) and R 2 (k) are the search radius of the strategy.
where δ 1 = 1 and δ 2 = 0.1. Similar to α i (k), σ(k) is a stochastic variable that describes the following random events for the system (17):
Let σ(k) be Bernoulli distributed sequences defined by
denotes the radius occurring rate. The σ 0 (k) is empirically decreased with time, which is given by
where σ 1 = 1 and σ 2 = 0. In ESL, the new position can be adopted if the fitness is better than the current globally best position. Otherwise, the new position is abandoned. Define P 1 and P 2 as (15) activation variable and (16) activation variable, respectively. The activation probability variable P i is updated as follows:
if the search strategy i succeed to update the globally best particle,
if the search strategy i fails to improve the globally best particle,
where κ 1 = 0.1 and κ 2 = 0.001; i = 1, 2 represents the search approach (15) and (16), respectively. Here, it is assumed that P i ranges from [0. 1, 1] . In addition to the ELS, there exist five major differences with CLPSO [12] and the proposed learning methods. The main differences arise from the usage of available fitness information and five major differences can be observed as follows:
(1) Instead of using fixed acceleration coefficient c, each particle is assigned a unique value c i (k) according to fitness information feedback and generation number.
(2) Instead of using unalterable learning probability for each particle, each particle is set a unique learning probability using fitness feedback strategy.
(3) Instead of using two potential exemplars from the swarm, only the best 50% particles are used to serve as potential guiders.
(4) Instead of using the refreshing gap m = 7, m = 1 is adopted in our paper to increase the convergence rate.
(5) Instead of using linearly decreasing inertia weight, in this paper, a quadratic function is proposed to compute the inertia weight.
In summary, benefiting from the proposed techniques, the swarm will have the capabilities of fast convergence rate and keep the diversity of the population at the same time. The following experimental results will show the good performance of the proposed method.
To summarize, the pseudo code of FLPSO-QIW algorithm is described as follows by above discussion: 
A. Experiments setup
Eighteen benchmark functions are listed in Table I and (22)-(37) are used to test the performance of PSOs [29] [30] [31] . The threshold ε in Table I is the accepted value when satisfying |f (x) − f (x * )| < ε. Biased initializations are used for the functions whose global optimum is at the center of the search range. All the functions are tested on 30 dimensions. f 1 (x) and f 2 (x) are unimodal optimization problems. f 1 (x) is used to test the convergence speeds of PSOs. f 2 (x) is hard to optimize and can be viewed as a multimodal problem. f 9 (x) is unimodal function with rotation. f 3 (x) to f 8 (x) are multimodal problems which are hard to optimize. Note that some functions are separable and can be solved by using D one-dimensional searches. Therefore, eight rotated unimodal and multimodal problems are used to test the performance of the PSOs. According to the Salomon's method [32] , an orthogonal matrix M is generated to rotate a function. The original variable x is left multiplied by the orthogonal matrix M to get the new rotated variable y = M * x. This variable y is used to compute the fitness value f . When one dimension in x is changed, all dimensions in y will be influenced. Thus, the rotated function cannot be solved by D one-dimensional searches. f 9 -f 16 are rotated functions. f 17 and f 18 are composite functions with rotation. The composition functions are asymmetrical multimodal problems, with different properties in different areas [29] [30] [31] .
(y 2 i − 10 cos(2πy i ) + 10),
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,
u(x i , 10, 100, 4), The population size of all the PSOs is 20 except SPSO. For SPSO, as suggested in Ref. [24] , the population size is 50. Six existing PSO algorithms are shown in Table II in detail. The first PSO is a standard PSO with local coupling topology and population size 50 [24] . PSO-LDIW [10, 14, 15] is with linearly decreasing inertia weight. PSO-TVAC [13] is a PSO with time-varying acceleration parameters and incorporating a self-organizing method. PSO-CK is a PSO with a constriction factor [9] . CLPSO delivers a comprehensive-learning strategy, which is used to yield better performance for multimodal functions [12] . APSO is an adaptive PSO, which can adjust the acceleration coefficients and inertia weight adaptively [16] according to an evolutionary factor by calculating average distance. The parameters for these PSOs are provided in Table II . In all the experiments, the algorithm configuration of the FLPSO-QIW is listed as follows. Theč 1 anď c 2 are set to 1.5, which is close to the value of c = 1.494 in CLPSO. In (10)-(12),ĉ 1 andĉ 2 are set to 2 and 1, respectively. In the following experiment, we will also show the bounds of c 2 − c 1 is vital for the search performance. κ 1 and κ 2 are set to 0.1 and 0.001, respectively.
All the algorithms use the same number of 2 × 10 5 fitness evaluations (FEs) for each test function. Further, all the experiments are performed on the same machine with a Core 2 2.26-GHz CPU, 2-GB memory, and Windows XP operating system. The initialization of each PSO is uniformly dispersed in Initial Range described in Table I . The results are obtained by following the similar methods in [12, 16, 31] . Each algorithm will repeat 30 times independently for eliminating random discrepancy. 
B. Comparisons on the solution accuracy
The mean solutions and standard deviation (Std. Dev.) of the solutions in 30 independent runs are listed in Table III . The best result among those PSOs is indicated by Boldface in the table. Figs. 1-5 show the comparisons in terms of convergence, mean solutions and evolution processes in solving 18 benchmark functions.
From the Table III and Figs. 1-5, the FLPSO-QIW provides the best performance on the f 3 −f 7 , f 11 −f 18 and ranks the second on f 1 , f 2 and f 8 . SPSO can reach the highest accuracy on f 1 . FLPSO-QIW delivers good performance on f 1 , which is used to test the convergent rate. PSO-CK offers the best performance on f 2 , f 9 and f 10 . The results show that SPSO and PSO-CK have good ability of convergence speed. On multimodal optimization problems without rotation, FLPSO-QIW can achieve the highest performance on f 3 − f 8 among seven PSOs, as seen from Table III, Figs. 1(c)-(d) and Fig. 2 . CLPSO ranks second on these benchmarks f 3 , f 4 , f 6 , f 7 on accuracy and performs a little better than FLPSO-QIW on f 8 with a slow convergence speed. On rotated multimodal problems f 11 − f 16 , FLPSO-QIW performs much better than other PSOs. Table III and Figs. 3(c)-(d) and Fig. 4 illustrate the competitive performance of FLPSO-QIW. One can observe that the proposed method can help the PSO to search the optimum as well as maintaining a higher convergence speed when dealing with multimodal rotated functions. On composite functions f 17 and f 18 , FLPSO-QIW can deliver best search performance and high convergence speed among these PSOs, as illustrated in Table III and Fig. 5 . The capabilities of avoiding local optima and finding global optimum of multimodal functions indicate the superiority of FLPSO-QIW.
For a thorough comparison, the t-test has also been carried out in this paper. Table III presents the score on every function of this two-tailed test with a significance level of 0.05 between the FLPSO-QIW and another PSO algorithm. Rows "+ (Better)," "= (Same)," and "-(Worse)" give the number of functions that the FLPSO-QIW performs significantly better than, almost the same as, and significantly worse than the compared algorithm on fitness values in 30 runs, respectively. Row "Score" shows the difference between the number of +'s and the number of −'s, which is used to give an overall comparison between the two algorithms. For instance, comparing the FLPSO-QIW and the SPSO, the former significantly outperforms the latter on seven functions ( 16 , f 17 and f 18 ), does almost the same as the latter on four functions (f 1 , f 2 , f 6 and f 10 ), and does worse on f 9 function, yielding a Score merit of 13−1 = 12, indicating that the FLPSO-QIW generally outperforms the SPSO. Although it worked slightly weaker on some functions, the FLPSO-QIW in general offered much improved performance than all the PSOs compared, as confirmed in Table III . It is also worth pointing out that the FLPSO-QIW performs much better than the other PSOs on rotated and composite optimization problems.
Comparing the results and the convergence graphs, among these seven PSO algorithms, the PSO-LDIW and the PSO-TVAC cannot perform well on all the functions. The CLPSO has good global search ability and slow convergence speed. The APSO can converge to the best solution found so far very quickly though it is easy to stuck in the local optima. The SPSO and the PSO-CK have good search capability on unimodal optimization problems. The FLPSO-QIW has good local search ability and global search ability at the same time.
C. Comparisons on convergent rate and successful percentage
The convergent rate for achieving the global optimum is another key point for testing the algorithm performance. Note that in solving real-world optimization problems, the "FE" overwhelms the algorithm overhead. Hence, the computation times of these algorithms are not provided here. Table IV shows that FLPSO-QIW needs least FEs to achieve the acceptable solution on f 4 , f 15 , f 16 , f 17 and f 18 , which reveals that FLPSO-QIW has a higher convergent rate than other algorithms. ALthough SPSO, PSO-CK or APSO might outperform FLPSO-QIW on the other functions, SPSO, PSO-CK and APSO have much worse successful ratio and accuracy than FLPSO-QIW on the tested functions. In addition, FLPSO-QIW can achieve accepted value with a good convergence speed and accuracy on most of the functions, as seen from Figs. 1-5 and Table IV . Table IV also shows that FLPSO-QIW yields a highest percentage for achieving acceptable solutions in 30 runs. According to the no free lunch theorem [33] , any elevated performance over one class of problems is offset by performance over another class. Hence, one algorithm cannot perform better on convergence speed and accuracy than the others on every optimization problem.
In summary, the FLPSO-QIW performs best on multimodal functions with or without rotation and has good search ability of unimodal function. Owing to the proposed techniques, the FLPSO-QIW processes capabilities of fast convergence speed, the highest successful ratio and the best search accuracy among these PSOs.
D. Analysis on the Computational Complexity of Algorithms
Following the methods in [31] , the computational complexity of the algorithms discussed in this paper is computed as in Table V . Computations of T 0 , T 1 , andT 2 can be referred in [31] and thus one can obtain (T 2 − T 1 )/T 0 . The results of PSO-LDIW, PSO-TVAC, SPSO, PSO-CK, APSO, CLPSO and FLPSO-QIW are obtained in Table V 
E. Performance of feedback mechanism and ELS
Fitness feedback mechanism and ELS are also used to test them on the search performance of FLPSO-QIW. The fitness feedback mechanism is the method described in Eqs. (9)- (12) . The ELS method is illustrated in Eqs. (15)- (21) . We compare the effectiveness of FLPSO-QIW without feedback mechanism, FLPSO-QIW without ELS and complete FLPSO-QIW here to show the performance of feedback mechanism and ELS. Results of 30 independent runs and comparisons between FLPSO-QIW with other variants of FLPSO-QIW on t-test of fitness value are shown in Table VI. The explanation of symbols "+", "−" and "=" are provided in Section III-B.
From the results, it can be seen that FLPSO-QIW with both ELS and feedback mechanism is the best among three variants of FLPSO. FLPSO-QIW with two techniques can search with highest accuracy and fastest convergence speed. For t-test of fitness value, it can be found that FLPSO-QIW performs significantly better on f 4 than FLPSO-QIW without ELS. It can also be observed that FLPSO-QIW performs significantly better on f 5 than FLPSO-QIW without feedback mechanism. FLPSO-QIW can not only deliver a highest accuracy on unimodal functions, but also offer a good global search performance on multimodal functions.
To summarize, the full FLPSO-QIW is the most powerful for the tested functions. The results verify that fitness feedback method can accelerate the convergence and enhance accuracy and ELS can help the swarm to have a better search performance.
F. Performance of quadratic inertia weight and its parameters setting
In this subsection, the quadratic inertia weight with linear inertia weight is compared. Moreover, the parameter setting is also considered. In all the experiments, w 1 is set 0.9 so that only w 2 is adjusted in Table VII . It can be observed that PSO with quadratic inertia weight can achieve faster convergence speed than that with linear inertia weight. In addition, a smaller w 2 will lead to a higher convergence speed than a larger one, which is consistent with the description in [14] . However, PSO with a small w 2 will get into the local optima easier than that with a large one when testing f 4 . The results of t-test only show that FLPSO-QIW significantly performed better than FLPSO with linearly decreased inertia weight w 2 = 0.4. The comparisons in t-test between FLPSO-QIW with other three variants of FLPSO-QIW show that FLPSO-QIW performs almost the same as other three variants of FLPSO-QIW, which indicates that FLPSO-QIW is not sensitive to the adjustment of parameters. In order to make a balance of high accuracy and rapid search speed, w 2 = 0.2 is selected in our paper. It is worth noting that other parameters can be chosen according to the different requirements of application.
G. Performance of time-varying acceleration parameters
In this subsection, the effects ofĉ 1 andĉ 2 are investigated on FLPSO-QIW here. For the sake of simplicity, in this paper, the mean values ofĉ 1 andĉ 2 are both set to 1.5, which is close to the value 1.494 adopted in CLPSO. After fixing the mean value, the range ofĉ 1 −ĉ 2 is tuned gradually. It can be observed from Table VIII that a larger range ofĉ 1 −ĉ 2 can lead to a faster convergence speed of PSO, as seen from Table VIII. The comparisons in t-test between FLPSO-QIW with other three parameter settings of FLPSO-QIW show that FLPSO-QIW perform almost the same as other three parameter settings of FLPSO-QIW, which indicates that FLPSO-QIW is not sensitive to adjustment of parameters. In order to make a balance of rapid convergence rate and search accuracy,ĉ 1 = 2 andĉ 2 = 1 are used as a representative parameter setting in our paper. IV. CONCLUSION In this paper, a feedback learning PSO with quadratic inertia weight has been proposed to solve various types of optimization problems. In the proposed PSO, the fitness information is used to control the parameters of PSO. The acceleration coefficients are determined by both generation time and search environment. The inertia weight is calculated by a quadratic function. A large number of experiments verify that the feedback learning strategy enables the FLPSO-QIW to make use of the information in swarm. In comparison with six PSO variants, the FLPSO-QIW works in a more effective way and find better quality solutions more frequently.
