In this study, we propose an approximation method for particular solutions of the nonhomogeneous second-order differential equations by truncated Legendre series. Particulary, the govern problem is a linear differential equation with constant coefficients. The choice of series solutions depends upon the complementary solutions and the approximate nonhomogeneous terms. An upper bound for the approximation error is formulated. Some examples are presented to demonstrate the validity of the proposed method.
Introduction
Many problems in natural science such as physics, engineering and mathematical modeling are governed by differential equations (Jung et al., 2014) . Solving such equations will lead to understanding the behaviors of the systems. Although solutions are known to be exist, there is an only few problems that can be solved for analytic solution. Several attempts are devoted to numerical method or approximation techniques to obtain the high accuracy of approximations (Jung et al., 2014) .
Taylor series and orthogonal functions such as Chebyshev and Legendre polynomials are powerful tools for functions approximations in terms of polynomials (Gulsu et al., 2006; Wang and Xiang, 2012; Patanarapeelert and Varnasavang, 2013) . As a by-product they can be used for approximating the solution of ordinary differential equations. Sezer and Gulsu (2010) proposed a numerical method based on the hybrid Legendre and Taylor polynomials for solving the high-order linear differential equations. Olagunju and Olaninejum (2012) formulated a trial solution for nonhomogeneous differential equations where Legendre polynomials are used as basis functions. Recently, Jung et al. (2014) proposed the method to solutions of second-order differential equations by using Tau method based on Legendre operational matrix.
In this paper, we present a method for approximating the particular solutions of nonhomogenous linear second-order differential equations. Rather than approximating as a whole we focus on in part, approximating particular solution by which the complementary solution is prior known. In doing so, we transfer the original problem into an approximate one by approximating the nonhomogeneous term with a truncated Legendre series expansion and hence assume a particular solution of the approximated problem in terms of finite Legendre series. Since the nonhomogeneous term and the particular solution are approximated as polynomials, we consider the cases in which they can be dependent on the corresponding complementary solution. We hypothesize that the accuracy of approximation depends on the highest degree of polynomial used in the series; the more number of terms are used, the more decreasing in error magnitude. To verify this we investigate the upper bound for the error between the exact solution and the estimation.
Method of Finding Approximate Solution Based on Legendre Series
Consider a nonhomogeneous linear second-order differential equation 
where  (Ascher, 2008) . 
with the initial conditions
For this problem we suppose its solution in the form ˆˆĉ p y y y = + . It should be noted that the form of complementary solutions of equations (1) and (4) are similar. In order to solve for particular solution we assume that
where the unknown parameters , l A and B depend on the form of complementary solution.
The reason behind this is that the linearly independence of two solutions must be preserved (Rice and Do, 2012) . To illustrate this clearly, we classify , l A and B as follows. 
In order to determine the coefficients i b , we substitute (6) into (4), so that
The derivatives of Legendre polynomials can be written in the form of Legendre polynomials as 
Employing (11) and (12), we observe that equation (10) 
Upper Bound for Approximation Error
In this section, we investigate an upper bound for the error between the exact solution and the approximated solution obtained from the method mentioned above. Let ẑ y y = − denotes the error of approximated solution, this quantity is then satisfied
where 
We note that ( ) E t is an error for approximating nonhomogeneous term. In order to determine the bounds for solution of (13), we follow the theory developed in previous work (Brauer, 1963) . To be proceed, we first rewrite (13) in the form of system of first-order equations by
The resulting system is given by
The above equations can be written in matrix notation by denoting ( ) ( )
where
Next, we will determine a scalar function that is bounded above the right hand side of (17). Since
where . is a vector norm, and 
and noting that 
From the theory of upper bound for solutions of ordinary differential equations (Brauer, 1962) , we can conclude that 
, , , ,
for some 2 n ≥ , we apply the error bounds of truncated Legendre series expansion derived by Wang and Xiang (2011) to get that 
Thus, 
with 2 n ≥ , is the upper bound for approximation error as desired. 
The complementary solution of (31) sin t a P a P a P a P − = + + +
where 0 
Therefore, we finally obtain the approximate solution as 
We note that the method of undetermined coefficients is not applicable to linear equation (31) with such nonhomgeneous term. In addition, we could not find its particular solution by employing the method of variation of parameters analytically as well. Therefore, the above procedure can be used as alternative way to approximate the solution.
We further illustrate the results of an upper bound for the error between the exact solution and the approximated solution by the given following examples.
Example 2 Consider the nonhomogeneous linear second order differential equation
with the initial conditions Since there is the polynomials with degree one appeared in (43), we assume the particular solution for (41) 
Therefore, the general solution of equation (41) 
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While, the exact solution of (41) is 1 t y t e = + + . (51) Next, we find the upper bound for the absolute error between (50) and (51) Table 1 shows the accuracy of approximations including with errors and error bounds. The plots of the exact solution, the approximate one, and ˆ( ) ( ) y t ERB t ± are shown in Figure 1 . In this example we eliminate the effect of initial condition by choosing the same values as the original problem. However, the magnitude of errors is quite large. This may be caused by the number of terms used in approximation is low. We observe that order in magnitude of errors does not agree with the order of magnitude of errors in function approximation (see Table 2 ). This result implies that the accuracy of approximate nonhomogeneous term does not necessarily guarantee the accuracy of approximate solutions. 
Here, we set 
To find i b , we substitute (58) and use (11), (12) 
where 3  3  9  15  5  3  2  2  8  8  2  3  3  15  3  2  .  2  4  8 
To see how accurate the approximation is, we find the exact solution of (52) 
The upper bound for the absolute error for this example can be obtained in similar way. We We present the accuracy of approximations including with errors and error bounds in Table 3 . The plots of the exact and the approximate solutions, and ˆ( ) ( ) y t ERB t ± are shown in Figure 2 . Here, we choose similar initial conditions for both problems. As opposed to previous example, the number of terms used in approximation is larger. This results in the small errors presented in approximate nonhomogeneous term (see Table 4 ). Also, the errors of approximate solution are low comparing with the previous example. 
Conclusion
In summary, we proposed an approximation technique for solving the linear secondorder differential equation with nonhomogeneous term. The method presented here is different from previous works since it aims to approximate only the particular solution. It is believed that approximation in part may confine potentially the propagation of errors. The present method takes an advantage from approximating function with Legendre series by assuming series solution with the same degree as of approximate nonhomogeneous term. Since we are approximating the particular solution we improve the method by classifying the forms of series according to its complementary solution. This is possible in general when solving the equation with the traditional technique. To insure that the approximating results should not be divergent from the exact solution we derived the bound of approximation errors.
The expression of error bound shows the dependency of initial conditions and the degree of constructed series. We observe that however the derived error bound is exponentially increased with t (the independent variable). This effect dominates all other dependent factors if t is large. We argue that the reason behind this is that the method used for derivation is based upon the initial value problem (see Brauer (1963) ). Thus, under the derived error bound, the approximation is locally (small interval of t ) rather than globally. Importantly, we see that the error bound indicates how the precise approximation depends on the number of terms in constructed series. In the provided examples, the error bounds are exponentially increased with t . However, by increasing the number of terms of series we can expect the reduction in magnitude of errors (see Figure 3) . It is observed that if n V in (27) is nonincreasing with n , the dependence on number of terms is only present by the series
