Abstract. Let H c be the rational Cherednik algebra of type A n−1 with spherical subalgebra U c = eH c e. Then U c is filtered by order of differential operators with associated graded ring gr
1. Introduction 1.1. Let c ∈ C. We assume throughout the paper that c ∈ 1 2 + Z and, for simplicity, we will also assume in this introduction that c / ∈ Q ≤0 . The aim of this paper is to study the representation theory of the rational Cherednik algebra of type A n−1 , denoted H c , and its spherical subalgebra U c = eH c e and to relate H c -and U c -modules to sheaves over the Hilbert scheme of points in the plane.
Glimpses of such a connection appear in [G2] and [BEG2] where it is shown that finite dimensional H cand U c -modules deform the sections of some remarkable sheaves on Hilb(n). A more formal relationship is provided by the main theorem from the companion paper [GS] . In order to describe that result recall that both H c and U c can be filtered by degree of differential operators with associated graded rings
W , where h ⊂ C n is the reflection representation of the n th symmetric group W ; one can therefore regard U c as a deformation of C[h ⊕ h * ] W . The theorem below provides a second way of passing to associated graded objects which shows that U c can also be regarded as a noncommutative deformation of a homogeneous coordinate ring of the Hilbert scheme Hilb(n) (this scheme provides a crepant resolution τ : Hilb(n) → h ⊕ h * /W ).
Theorem. [GS, Theorem 1.4] There exists a filtered Z-algebra B such that (1) U c -mod, the category of finitely generated U c -modules, is equivalent to B-qgr, the quotient category of finitely generated graded B-modules modulo those of finite length;
(2) gr B, the associated graded ring of B, is isomorphic to (the Z-algebra associated with) the homogeneous coordinate ring k≥0 H 0 (Hilb(n), L k ) for a certain ample line bundle L on Hilb(n).
The construction of B is described in more detail in Subsection 3.5. In brief B = i≥j≥0 B ij , where B ij is the (U c+i , U c+j )-bimodule that provides a Morita equivalence between U c+i and U c+j , and multiplication in B is given in matrix fashion: B ij B jk ⊆ B ik , but B ij B k = 0 if j = . One should regard B as being a little like a Rees ring, but in a situation where one may not have any proper ideals. Each B ij is filtered by order of differential operators, which induces the desired filtration B = ord n B on B.
1.3. Theorem 1.2 provides the following recipe for passing from a left U c -module M with a good filtration Λ to a coherent sheaf Φ(M ) = Φ Λ (M ) on Hilb(n). Each M (k) = B k0 ⊗ Uc M has an induced tensor product filtration Λ defined by Λ n M (k) = i≤n ord i B k0 ⊗ Λ n−i M . This induces a filtration on M = B ⊗ M , again written Λ, whose associated graded object gr Λ M is a finitely generated gr B-module. Finally, by the theorem, gr Λ M corresponds to a coherent sheaf Φ(M ) on Hilb(n).
This also works for any filtered H c -module (N, Γ): use the induced tensor product filtration Λ on eH c ⊗ Hc N to construct a sheaf Φ(N ) = Φ Λ (eH c ⊗ N ) on Hilb(n). Under our hypotheses on c, tensoring with eH c gives a Morita equivalence between H c and U c [GS, Theorem 3.3] , so Φ is really the same construction as Φ.
The basic technique of this paper is to exploit the functors Φ and Φ to better understand the representation theory of U c and H c . 1.8. Let c = k + 1/n and give eL c (triv) = B k0 ⊗ eL 1/n (triv) the tensor product filtration induced from the trivial filtration on eL 1/n (triv). Then gr eL c (triv) and (under an analogous filtration) gr L c (triv) are bigraded: one component of this grading is induced from the Euler grading on differential operators; the other comes from the fact that we have taken an associated graded module. Similarly, Φ(L c (triv)) is a (C * ) 2 -equivariant sheaf on Hilb(n). Using Proposition 1.7 we are able to identify this sheaf, and we can then describe the corresponding bigraded characters of gr L c (triv) and gr eL c (triv). Modulo a technical change in the filtrations, this gives the following result, the first part of which confirms conjectures of Berest, Etingof and Ginzburg, [BEG2, Conjectures 7.2 and 7.3] .
This works particularly well for
Theorem. (Theorem 5.11 and (5.12)) Let c = k + 1/n for some k ∈ N. Then there are natural filtrations Λ on eL c (triv) and L c (triv) such that
(2) under this bigrading, gr Λ eL c (triv) has Poincaré series equal to the (t, q)-Catalan-like number defined by [GH1, (3.26) ].
A further example of an H c -module corresponding to an important sheaf is given by the module
H c itself. Under the order filtration ord of differential operators, Theorem 4.5 shows that Φ ord (H c ) ∼ = P, the Procesi bundle on Hilb(n). This is a remarkable rank n! bundle that arises from Haiman's isospectral Hilbert scheme. See (3.7) or [Ha2] for more details.
1.10. There is a second construction that produces a coherent sheaf on Hilb(n) from an H c -module N with a good filtration Γ, and which provides a potential connection between our Z-algebra construction and the Fourier-Mukai equivalences of Bridgeland-King-Reid. The construction is described as follows. D(Hilb(n) ) from the bounded derived category of finitely generated C[h ⊕ h * ] * W -modules to that of coherent sheaves on Hilb(n). Applying this equivalence to the finitely generated C[h ⊕ h * ] * W -module gr Γ N , regarded as a complex concentrated in degree zero, gives a bounded complex Ψ(N ) = Ψ Γ (N ) of coherent sheaves on Hilb(n).
Theorems of Bridgeland-King-Reid and Haiman provide an equivalence of categories D(C[h⊕h
In all the examples we have calculated, the complex Ψ(N ) is quasi-isomorphic to Φ(N ). We ask whether this is true in general; we are only able to show that there is a surjective mapping from the zeroth cohomology sheaf Ψ 0 (N ) onto Φ(N ), see Proposition 4.11. If this question had a positive answer it would imply that all higher cohomology of P * ⊗ Φ(N ) must vanish. A vanishing theorem in this spirit, which has consequences for symmetric function theory, has been proposed in [Ha3, Conjecture 3.2] , see (4.12).
1.11. Our final application is an analogue of the Conze embedding [Co] for U c . The Dunkl-Cherednik map [EG, Proposition 4.5] Once again, this corresponds to a fact about Hilbert schemes: in this case it is the result from [Ha1,  Section 2] that shows that the subset U (1 n ) of Hilb(n) is isomorphic to the affine space A 2n−2 .
1.12. Plan. The paper is organised as follows. In Section 2 we study filtered Z-algebras and their modules and show that classical facts concerning characteristic varieties and characteristic cycles for filtered noetherian algebras do generalise to Z-algebras. Section 3 provides some background material while Section 4 sees the construction of the functors Φ and Φ and a discussion of their relationship to the equivalences of Bridgeland-King-Reid. In Section 5 we study the effect of Φ and Φ on the finite dimensional simple U c -and H c -modules, in particular using this to determine their bigraded characters.
Our results on characteristic cycles for O c are presented in Section 6, whilst analogous results for HarishChandra modules are proved in Section 7 and the Conze embedding is constructed in Section 8.
Graded and filtered modules for Z-algebras
2.1. Throughout this paper a Z-algebra will mean a lower triangular Z-algebra. By definition, this is a (non-unital) algebra B = i≥j≥0 B ij , where multiplication is defined in matrix fashion:
Although B cannot have a unit element, we do require that each subalgebra B ii has a unit element 1 i such that
Let B be a Z-algebra. We define the category B-Grmod to be the category of N-graded left B-modules M = i∈N M i such that B ij M j ⊆ M i for all i ≥ j and B ij M k = 0 if k = j. Homomorphisms are defined to be graded homomorphisms of degree zero. The subcategory of noetherian graded left B-modules will be denoted B-grmod. In all examples considered in this paper B-grmod will consist precisely of the finitely generated graded left B-modules.
A module M ∈ B-Grmod is bounded if M n = 0 for all but finitely many n ∈ Z and torsion if it is a direct limit of bounded modules. We denote the category of torsion modules by B-Tors. The corresponding subcategory of B-grmod is denoted B-tors; thus B-tors just consists of bounded, noetherian modules. Finally, in order to obtain geometric categories, we construct the quotient categories B-Qgr =
B-Grmod/B-Tors and B-qgr = B-grmod/B-tors. We write π(M ) for the image in B-Qgr of M ∈ B-Grmod.
2.2. We will be interested in two types of examples of Z-algebras.
First, suppose that S = n≥0 S n is a noetherian N-graded algebra. To S we associate a Z-algebra S = i≥j≥0 S ij by setting S ij = S i−j with multiplication induced from that in S. Define categories S-Grmod, . . . , S-qgr in the usual manner. In particular, S-Grmod denotes the category of Z-graded Smodules, from which the other definitions follow as in the last paragraph. As explained in [GS, (5. 3)] we have equivalences S-Qgr S-Qgr and S-qgr S-qgr. If S is commutative and generated as an S 0 -algebra by S 1 , then S-qgr and hence S-qgr are equivalent to Coh Proj(S), the category of coherent sheaves on Proj(S) [EGA, Proposition 3.3.5] .
Second, suppose that {R n : n ∈ N} are Morita equivalent noetherian algebras, with the equivalence induced from the progenerative (R n+1 , R n )-bimodules P n . Define
The corresponding Z-algebra R Z = i≥j≥0 R ij will be called the Morita Z-algebra associated to the data {R n , P n : n ∈ N}. We again have a useful description of R Z -qgr, Lemma. [GS, Lemma 5.5 ] Let R Z be a Morita Z-algebra as above. Then
(1) each finitely generated graded left R Z -module is noetherian;
2.3. Associated graded techniques. A number standard constructions for unital noetherian rings extend routinely to Z-algebras: those that will be useful in this paper are the notions of associated graded modules and characteristic cycles.
In order for filtrations of a Z-algebra R to work properly, the filtrations on the various components R ij need to be compatible. The abstract requirements for this are quite lengthy and so we will assume that we are in the following special situation.
(1) R = R Z = i≥j≥0 R ij is the Morita Z-algebra associated to the data {R n , P n : n ∈ N}.
(2) Each R i is a noetherian domain, and each P i has rank one (on one side and therefore the other).
As a result, we may identify each R n+1 = End R n (P n ) with a subring of the quotient division
with a commutative associated graded ring gr F E.
The point of these assumptions is that we can take the induced filtrations {F k R ij } on the R ij and hence on R itself. It is then routine to check that this filtration is compatible with the ring structure of R and so we obtain an associated graded Z-algebra
The final assumption that we will make is:
(4) gr F R ∼ = S, the Z-algebra associated to some finitely generated commutative graded domain S.
Conditions (1)-(3) occur reasonably frequently. One case is given by taking the R i = U c+i (see (3.5)), but one can also take appropriate factor rings of the enveloping U (g) of a semisimple Lie algebra g, where the progenerators arise from translation functors (see, for example, [JS] ). Condition (4) is more stringent, although Theorem 1.2(2) shows that it does apply when R i = U c+i .
2.4. Keep hypotheses (1)-(3) of (2.3) and let M = Λ i M be a filtered left R 0 -module. Each module
We therefore obtain an associated graded gr
When Hypothesis 2.3(4) holds we can and will regard gr Λ M as a graded S-module.
We say that Λ is a good filtration on M if gr Λ M is a finitely generated gr (1) If Λ is a good filtration on M then the induced filtration Λ on M is good.
(2) Given two good filtrations Λ and Γ on M , there exists a positive integer t such that, for all n and k,
(3) Assume that Hypothesis (2.3)(4) also holds and regard gr Λ M as an object in S-grmod. Define
Then N is independent of the choice of good filtration Λ.
Proof.
(1) Since the filtration Λ on M is good, we may pick generators
is filtered surjective in the sense that, for each n, we have
for all n and k and hence a surjection of graded
Since G is free, we have, for each n and k,
The filtration ΦG(k) is therefore the natural filtration on the (weighted) direct sum of copies of R k0
and so the associated graded module gr Φ G is just the weighted sum E = t S[j t ]. Since gr Λ M is a homomorphic image of E, it is finitely generated.
(2) By [KL, Corollary 6 .12] the desired equation holds for k = 0. By (2.4.1) it then holds for each k, with the same value of t.
(3) By using intermediary filtrations, as in [MR, Lemma 8.6 .11], we may assume in part (2) that t = 1 for k = 0 and hence for all k. As in the proof of [MR, Lemma 8.6 .12], we then obtain short exact
it follows that I 2 ⊆ J and J 2 ⊆ I.
2.6. Definition. Keep the hypotheses of Lemma 2.5(3). Then N M is a graded ideal of S and we define the characteristic variety Char(M ) of M to be the projective subvariety V(N M ) of Proj(S) defined by N M . The lemma ensures that this subvariety is independent of the choice of good filtration Λ, and so it is an invariant of M . A second variety associated to M is
In order to avoid any possible confusion with Char M we will always call Char 0 M the associated variety of M , as it is sometimes termed in the literature.
2.7. Characteristic cycles. In the classical situation of filtered noetherian rings it is often useful to refine the characteristic variety of a module to the characteristic cycle; see, for example, [Bj2, Remark 5.7 ].
As we show next, this also works for Z-algebras.
Keep the hypotheses and notation of Lemma 2.5, and write Min M for the set of prime ideals minimal over the associated radical ideal N M . If P ∈ Min M , we define n M ,P to be the length of the (necessarily finite length) S P -module M P . We note that if S [P ] = S[C −1 ] 0 , where C denotes the set of homogeneous elements in S P , then n M ,P also equals the length of the
Clearly this is a finite sum with finite coefficients. By the next result it is also a well-defined notion. We remark that the more usual associated cycle of gr Λ M will not be used in this paper and so there should be no confusion in our notation.
Lemma. Keep the hypotheses (1-4) of (2.3) and let M be a left R 0 -module. Then the characteristic cycle Ch M is independent of the choice of the good filtration Λ used in its definition.
Proof. Suppose that the module M has two good filtrations Λ and Γ and, for the moment, write Ch Λ M for the characteristic cycle of M induced from Λ. As in the proof of Lemma 2.5(3) we may assume that t = 1 in the conclusion of part (2) of that lemma, and hence that we have the two short exact sequences (2.5.1). It follows immediately from those sequences that (gr Λ M ) P and (gr Γ M ) P have the same (finite) length for any P ∈ Min M . In other words,
2.8. Assume that R 0 satisfies hypotheses (1-4) of (2.3). We will need to understand how characteristic cycles relate to short exact sequences of R 0 -modules. In general one does not obtain additivity on such sequences since embedded primes cause problems-a standard example is given by the short exact
The standard way around this is to only look at the components of the characteristic variety of maximal dimension and we do the same here.
Thus, if M is a finitely generated filtered R 0 -module, write Min M for the subset of Min M consisting of those prime ideals P for which dim V(P ) = dim V(N M ) and let rCh M be the corresponding restricted characteristic cycle:
By Lemma 2.7 this too is well-defined.
Lemma. Assume that R 0 satisfies hypotheses (1-4) of (2.3) and let 0 → A → B β − → C → 0 be a short exact sequence of finitely generated left R 0 -modules. Then precisely one of the following cases occurs:
Proof. Choose a good filtration Γ on B and give A and C the induced filtrations Γ t A = Γ t B ∩ A and
. It is an easy and standard exercise to check that this induces a short exact sequence of gr R 0 -modules and that the analogue of the lemma holds for the restricted characteristic cycles of those graded modules (see, for example, [Bj2, Formula 5.8]) . Unfortunately the induced tensor product filtration on A, etc, need not be filtered exact and so one will not necessarily obtain a short exact sequence of associated graded modules. So the proof needs to be a little more involved.
In order to simplify the notation, we want to assume that S is generated in degree one, which is easy to arrange. By [EGA, Lemme 2.1.6(v) and Proposition 2.4.7(i)], some Veronese ring
= S n while Proj(S) = Proj(S (n) ) for any such n. Thus if we pass to the
Thus we may assume that S is generated in degree one.
Consider the induced short exact sequence 0
Give B the tensor product filtration Γ, which it is convenient to write as Γ. Give A the induced filtration Γ; thus
It is unnecessary to do this with C since, as in the proof of Lemma 2.
is exact for each m and hence that the associated complex of graded modules
By Lemma 2.5(1), gr Γ B is finitely generated and therefore, by Hypothesis 2.3(4), so is gr Γ A. Pick an integer t such that gr Γ A is generated by j≤t gr Γ A(j). Define a new filtration Λ on A ≥t = i≥t A(i) by defining Λ = Γ on A(t) and the tensor product filtration thereafter; thus
for i > t. The choice of t and the fact that S is generated in degree one ensures that
for all m ≥ t. Pulling this back to A ≥t gives
for any m ≥ t and j ≥ 0. In other words, Λ = Γ. Now consider characteristic cycles. Under the tensor product filtration gr Γ B and gr Γ B ≥t only differ in the first t terms and so in Proj(S) they have the same characteristic variety and restricted characteristic cycle. So we may work with B ≥t . But now the choice of good filtration on A(t) is irrelevant, so we may choose the filtration Λ = Γ on A(t) and the original filtrations Γ = Γ on B(t) and C(t). By (2.8.2) we therefore obtain a short exact sequence
for which the restricted characteristic cycles of the three terms are rCh A, respectively rCh B and rCh C.
It is now routine to see that the conclusion of the lemma is satisfied. Indeed, if P ∈ Min B, then localising (2.8.3) at P gives a short exact sequence of finite dimensional S P -modules and so the dimensions add: n B,P = n A,P + n C,P .
Rational Cherednik algebras and Hilbert schemes
In this section we collect some of the basic material we need concerning rational Cherednik algebras and Hilbert schemes.
3.1. The rational Cherednik algebra of type A. Let W = S n be the symmetric group on n letters, regarded as the Weyl group of type A n−1 acting on its (n − 1)-dimensional reflection representation h ⊂ C n by permutations. We will always identify h * with its image in the coordinate ring C[h] and we fix a basis {x i } of h * . Let S = {s = (i, j) with i < j} ⊂ W denote the reflections, with reflecting hyperplanes 
3.2. By [EG, Theorem 1.3] there is a Poincaré-Birkhoff-Witt isomorphism of C-vector spaces 
3.4. By (3.3.1), eH c+1 δe is an (U c+1 , U c )-bimodule but the results of this paper require that it is also a progenerator on both sides. This fails for special values of c ∈ (−1, 0) (see [GS, Remarks 3.14] ) and so throughout this paper we will need to make the following assumption:
If c is a negative rational number assume further that c ∈ C.
Remarks.
(1) If n = 2 and c ∈ 1 2 + N, then all the results of this paper do also hold as stated. The reason is that [GS, Theorem 3.3 ] is easy to prove directly for Cherednik algebras of type A 1 (see [GS, Remark 3.14(1)]) and this is the only place where the restriction c ∈ [De, Section 2] , analogues of the results in this paper do hold for c ∈ C. The details are similar to the arguments of [GS, Corollary 3.13] and are left to the interested reader.
3.5. Assume that c satisfies Hypothesis 3.4. Then [GS, Corollary 3.13] implies that the shift functors
where the multiplication is taken in D(h reg ) * W . Since each eH c+i δe is projective, multiplication gives a natural isomorphism
As a result we have a Morita Z-algebra
associated to the data {U c+i , eH c+i δe; i ∈ N}. By setting E = D(h reg ) * W with the order filtration, we see that the requirements (1-3) of (2.3) are fulfilled.
3.6. The Hilbert scheme. We next want to relate U c and B to Hilbert schemes. Let Hilb n C 2 be the Hilbert scheme of n points on the plane, which we realise as the set of ideals of colength n in the polynomial ring C[C 2 ]. If we identify the variety S n C 2 of unordered n-tuples of points in C 2 with the categorical quotient C 2n /W , then the map τ : Hilb n C 2 −→ S n C 2 which sends an ideal to its support (counted with multiplicity) is a resolution of singularities [Na, Theorem 1.15] .
Consider the W -equivariant map h ⊕ h * → C 2n . To fix notation, let h be the hypersurface z = 0 in the first copy of C n and similarly let h * be the hypersurface z * = 0 in the second copy of C n ; thus
In [Ha2, Ha3] , Haiman proves a number of fundamental results about Hilb n C 2 . The analogous results for Hilb(n) will be needed in this paper but, by [GS, Lemma 4.9 and Corollary 4 .10], they follow routinely from Haiman's work. In particular, τ restricts to a crepant resolution of singularities τ :
Finally, write
for the corresponding Rees rings at the ideals A 1 δ, respectively J 1 δ. By [GS, Corollary 4 .10], Hilb(n) = Proj(A). Moreover X n = Proj(S) is the reduced fibre product (3.7.2)
and the map ρ is flat of degree n!.
Associated to these objects we have three important vector bundles: the rank n tautological bundle B on Hilb(n) whose fibre above I ∈ Hilb(n) is the n-dimensional vector space C[C 2 ]/I; the Procesi bundle Hilb(n) (1), the ample line bundle associated to the isomorphism Hilb(n) = Proj(A).
3.8. The given definitions of A and S agree with those used in Section 6 of [GS] , but not with those used in the earlier sections of that paper where the (isomorphic) rings
used. The reason for caring about the distinction is that W acts on S via its natural action on C[h ⊕ h * ], and on P = ρ * O X n by the permutation action on X n . By [GS, (4.6 ) and Corollary 4.10] the induced actions agree under our chosen action:
In contrast, W acts on δ with the sign representation and so acts on J d by sign ⊗d [GS, loc.cit.] . 3.10. Partitions. We will use the same conventions for partitions and W -representations as was used in [GS] . Thus Irrep(W ) denotes the set of irreducible representations of W , up to isomorphism. These irreducible representations will be parametrised by partitions
Let
the understanding is that µ i = 0 for i > . The Ferrers diagram of µ is the set of lattice points
Following the French style, the diagram is drawn with the i-axis vertical and the j-axis horizontal, so the parts of µ are the lengths of the rows, and (0, 0) is the lower left corner. The arm a(x) and the leg The partition statistic of a partition µ is n(µ) = i µ i (i − 1). We will always use the dominance ordering of partitions as in, for example [Mac, p.7] ; thus if λ and µ are partitions of n then λ ≥ µ if and
Thus, as in [Mac, Example 1, p.116] , the trivial representation triv is labelled by (n) while the sign representation sign is parametrised by (1 n ) and so triv > sign. 3.12. The punctual Hilbert scheme. Let 0 ∈ S n C 2 be the zero orbit. The punctual Hilbert scheme, Z n , is defined to be τ −1 (0), the fibre of the resolution τ :
For a pair of partitions µ, λ let K µλ (t, s) be the Kostka-Macdonald coefficients defined in [Mac
be the maximal ideal corresponding to 0. Since Hilb(n) = Proj A, we have Z n = Proj(A/Am).
Lemma. Let P and L be the bundles defined in (3.7). Then, for all k ≥ 0, there is a vector space
Proof. Once we set up the notation, this is an easy consequence of [Ha3, Theorem 2.2]. We first prove (3.12.1). Let P 1 , B 1 and L 1 = n B 1 denote the vector bundles on Hilb n C 2 analogous to P, B and L on Hilb(n), as in [GS, (4.5) ]. By construction, the restriction of P 1 (respectively L 1 ) to Z n equals the restriction of P (respectively L). Set = kn and define R(n,
] be the maximal ideal corresponding to 0. It follows from [Ha3, Theorem 2.2] that
As the action of W k is trivial on P 1 , we therefore obtain
By [GS, Lemma 4.9 (1) and (4.
with the last display, this proves (3.12.1).
By [GS, Lemmas 4.4 (1) and 4.9(1)],
Substituting these observations into (3.12.1) gives
as required.
3.13. Torus action. In Section 5 we will need two refinements on Lemma 3.12: first that the isomorphisms are bigraded under the appropriate torus action and second that we can determine the dimensions
Both results are implicit in Haiman's papers, but take a while to explain.
We begin with the torus action. The torus T 2 = (C * ) 2 acts linearly on C 2 as the group of diagonal matrices of the form τ s,t = diag{s
there is an induced T 2 -action on Hilb(n). This action further restricts to the punctual Hilbert
As in [Ha3, Section 2, p.377] , there is an induced T 2 -equivariant structure on the tautological bundle B and on the Procesi bundle P arising from the action of
introduced in the proof of Lemma 3.12 have natural T 2 -equivariant structures.
Of course, one also obtains induced actions of T 2 on the sections of each of these bundles. This action can be equivalently described by a Z 2 -grading: an element f is homogeneous of weight (i, j) if
The reader should note that the variables s and t appear in the opposite order in [Ha3, (46) ].
3.14. The action of T 2 on C[h ⊕ h * ] also induces a bigrading on A k and J k and the element δ is bihomogeneous for this action with weight (N, 0), where N = n(n − 1)/2. We have the following refinement of Lemma 3.12.
Corollary. The isomorphisms of Lemma 3.12 restrict to identifications of bigraded components
Proof. Set = nk, for some k, and let [GS, (4. 3)] . By [GS, (4.6.1)], there is an isomorphism (3.14.1)
We claim that (3.14.1) is T 2 -equivariant. For the second isomorphism this is just [Ha3, (69) ]. Note, here, that the extra variables a i and b j used in the definition of R(n, ) in [Ha3, (17) ] have bidegree (1, 0), respectively (0, 1). The first isomorphism in (3.14.1) is constructed explicitly in the third paragraph of the proof of [Ha2, Proposition 4.11 .1] and is clearly T 2 -equivariant, as claimed.
As in the proof of Lemma 3.12,
and, by (3.14.1), this isomorphism is T 2 -equivariant. Since δ is bihomogeneous of degree (N, 0), this proves the second isomorphism of the lemma. As in the proof of Lemma 3.12, the first equation follows by taking W -fixed points.
3.15. For the next result we need some notation. By [Ha3, Proposition 3 .1] the T 2 -fixed points on Hilb(n) are labelled by partitions of n: to any partition η we associate the monomial ideal (3.15.1)
regarded as a point of Hilb(n). We also recall that the Catalan number C (k) n is defined to be
Proof. As in the proof of Lemma 3.12, we may replace P and L by P 1 and L 1 and so, by [Ha3, 
n . This proves the second formula.
, and write
) has the Poincaré series
We prove the claim by following the derivation of [Ha3, Theorem 3.2] . A locally free,
is a direct summand of B
By [Ha3, (35) ], the sheaves 
t) .
As was shown in the proof of [GS, Proposition 4 
, while the final sum in (3.15.3) is computed in [Ha3, (89) ] (the individual terms in [Ha3, (89) ] are defined in Equations (71), (73) and (88) 
The right hand side of this equation is the same as [GH1, (3.27) ], provided one specialises the formal GH1, (3.27) ] to x 1 = · · · = x n = 1 and x i = 0 for i > n. Now [GH1, (3.27) ] can be computed from [GH1, Theorem 4.1] . Let e n denote the n th elementary symmetric function and note that, if q = 1 and X is as above, then e n [X(1 + q + . . . + q kn )] = e n [X(kn + 1)] = (kn + 1) n in the notation of [GH1, Introduction] . Therefore, specialising [GH1, Theorem 4 .1] to q = 1 (which means
3.16. We note for use in (5.12) that the derivation of (3.15.2) also yields
This is the two variable Catalan-like number C The results of the previous sections allow us to associate a coherent sheaf Φ Λ (M ) on Hilb(n) to any U c -or H c -module M with a good filtration Λ and in this section we investigate the general consequences of this construction. These results will begin to explain one of the central theses of this paper: Φ Λ (M ) carries much deeper information about the structure of M than does, for example, the associated graded
One reason for this is that the fundamental Morita equivalence between U c and U c+1 , and with it the more subtle information about U c -modules, is lost in passing to the associated graded rings but survives in our approach-in the notation of (3.7) it becomes the shift functor (L ⊗ −) for coherent sheaves (see Lemma 4.4). In Proposition 4.11, we show that there are intriguing connections between the map Φ and the Bridgeland-King-Reid equivalences.
4.2. Associated sheaves. Given a filtered noetherian ring R, write R-Filt for the category of R-modules equipped with increasing exhaustive filtrations and whose morphisms respect those filtrations. Let R-filt be the full subcategory of R-Filt consisting of modules with good filtrations. By (2.2) and (3.9.1), graded modules over ogr B ∼ = A are the same as those over A. In the notation of (2.4) we therefore have a
where π is the quotient map from A-Grmod to A-Qgr Qcoh Hilb(n). Lemma 2.5(1) implies that Φ restricts to a functor Φ : U c -filt → Coh Hilb(n) .
We will often abuse notation by writing just Φ(M ) when the filtration on M is clearly understood, but we will write Φ Λ (M ) = Φ c Λ (M ) if we need to specify the initial algebra U c . Similarly, we have a functor Φ :
Thus we can extend Φ to
N is a homomorphic image of the finitely generated
W -module gr Γ N and so Λ is also a good filtration. Thus, as before, it follows from Lemma 2.5
that Φ restricts to a functor Φ : H c -filt → Coh Hilb(n) .
4.3.
Warning. The careful reader has noticed that we have two filtrations in play at the moment. In (3.9.1) we used the order filtration on the bimodules B ij , whilst in (2.4.1) and (4.2) we have insisted on the tensor product filtration for modules. For general modules these two filtrations can differ (an example is given in [GS, (7. 4)]) and so one can ask whether Φ(U c ) actually equals O Hilb(n) . It does, by [GS, Lemma 7.2] .
This potential ambiguity occurs several times in this paper-one instance occurs in the next lemmabut in each case it is resolved by [GS, Lemma 7.2] . 
As in (4.3) we should be careful to compare the two filtrations on M (i) given by this equality. By definition and [GS, Lemma 7 .2], Λ is given by
Thus (4.4.1) is also an equality of filtered modules.
The sheaf Φ Λ (M ) on Hilb(n) corresponds to the graded A-module
Similarly the action of
Since B i+j+1,i+1 (c) = B i+j,i (c + 1), it follows from (4.4.1) that these actions are equal for all j and all
, this is equivalent to the conclusion of the lemma. [GS, Proposition 6.5] . That this is an identity of A-modules then follows from [GS, Lemma 6.7] . Since X n = Proj S for S = J k δ k , in the notation of (3.7.1), this
4.6. Recall from (2.6) the definitions of the the characteristic variety Char M ⊆ Hilb(n) and the
As has been mentioned in the introduction,
Char M carries more subtle information M than Char 0 M . Nevertheless these two varieties are connected and we will show in Proposition 4.8 that Char 0 M = τ (Char M ), under the resolution of singularities τ .
In a weak sense this shows that the natural diagram
One can show by example that the stronger commutativity result,
does not always hold.
We begin with an abstract lemma.
the induced filtrations and that the induced filtration F on T is good on both sides. Let (N, F ) ∈ R-filt and give
Proof. We drop the subscript F from all graded modules. The commutativity of gr D implies the following: take q ∈ gr j T and r ∈ gr i R = gr i S, and liftq to q ∈ F j T and liftr to elements r 1 ∈ F i S and
Recall from (2.4) that the principal symbol of n ∈ N is written σ(n). Now let a ∈ I k = I ∩ gr k R and pick a typical generator, say σ(q ⊗ n) of gr
. By the last paragraph,
In other words,āσ(q ⊗ n) = 0 and henceā gr(T ⊗ N ) = 0.
4.7. Corollary. Let R Z be a Morita Z-algebra satisfying Hypotheses (1-4) of (2.3) and suppose that M is a finitely generated left R 0 -module. Then
Proof. Set Q = R k0 . Pick a good filtration Λ of M and give Q ⊗ M the tensor product filtration Γ; by [GS, Lemma 6.7(2) The lemma may also be applied to the rings R = R k , S = R 0 with the modules T = P = Q * and N = Q ⊗ M , with its good tensor product filtration Γ. By hypothesis, Q is a progenerator and so 4.8. We can now relate Char 0 M to Char M for a finitely generated U c -module M , where c satisfies Hypothesis 3.4. We will also need this result in other contexts and so we generalise it slightly. Let R Z be a Morita Z-algebra that satisfies Hypotheses (1-4) of (2.3). The graded ring S = S i of (2.3) (4) satisfies S 0 = gr R 0 and so we have a natural surjection τ : Proj S → Spec gr R 0 analogous to τ .
Proposition.
Let R Z be a Morita Z-algebra that satisfies Hypotheses (1-4) of (2.3) and let M be a finitely generated left R 0 -module. Then τ (Char M ) = Char 0 M .
Remark.
As was remarked in [GS, (1. 3)], Theorem 1.2 can be regarded as a kind of analogue for
Cherednik algebras of the Beilinson-Bernstein equivalence of categories for enveloping algebras. Under this analogy, the proposition for U c corresponds to [BB, Theorem 1.9(c) ].
Proof. Identify S 0 = gr R 0 and set I = ann S 0 (gr M ) and J = ann S (gr M ). If P = i≥0 P i is a graded prime ideal of S that does not contain the irrelevant ideal S + = i>0 S i , then the corresponding varieties satisfy τ (V(P )) = V(P 0 ). For an arbitrary graded ideal of S we have to worry about occurrences of
By definition V(J) = V(K) but now the prime ideals P minimal over K do not contain S + . Thus
A standard exercise shows that K = ann S (gr M ) ≥t , for t 0. For some such t pick s such that (gr M ) ≥t is generated by 
Finally, we compute the functor giving the equivalence of categories, since the functor we want is not quite that of [BKR] or [Ha3] . As is explained by [Ha3, Corollary 5.1 and Proposition 5.3], adjusted to
sign . Consequently, if we replace α by the functor RΓ X n (P(−1) ⊗ −) ⊗ sign, which is obviously still an equivalence, then its inverse will indeed be the functor (ρ * • Lf * ) W that we require.
4.11. Theorem 4.10 gives a second way in which to construct coherent sheaves on Hilb(n) from objects 
The following proposition shows this functor is closely related to the functor Φ obtained from our Zalgebra construction. Proof. To prove the proposition we will first study free H c -modules, and then pass to the general case via free H c -resolutions. The result for free modules follows from the following result. Proof of the sublemma. This just amounts to unravelling the definitions and we begin with Ψ.
Recall from (4.3) that the ord and tensor product filtrations coincide on eH c . It is therefore clear that the map ogr R x : ogr eH c → ogr eH c induced from R x is just given by right multiplication by the principal
By Theorem 4.5, ogr eH c ∼ = S = k≥0 J k δ k , where the isomorphism is induced on each summand from
and γ ∈ W . Therefore, at the level of graded A-modules, the map Φ(R x ) is the map S → S defined by
coherent sheaves on h ⊕ h * to W -equivariant coherent sheaves on X n . We identify the category of Wequivariant coherent sheaves on h ⊕ h * with C[h ⊕ h * ] * W -mod and, by (3.7), write X n = Proj S. In this
on the right hand side. Similarly, the functor ρ * : Coh X n → Coh Hilb(n) corresponds to the restriction functor from graded S-modules to graded A-modules.
* W is clearly given by right multiplication by σ(x) and so, by the last paragraph, Ψ 0 (R x ) is given by the homomorphism of graded A-modules
W defined by right multiplication by σ(x). We need to compare this to (4.11.1). There is a natural
Write σ(x) = p γ γ, as before. Composing the map χ with (4.11.2) yields the mapping S → S given by
Thus Ψ 0 (ogr R x ) coincides with Φ(R x ) as graded A-module maps from S to S. As in the proof of Theorem 4.5, π(S) = P ∈ Coh Hilb(n) and so the sublemma follows.
We return to the proof of the proposition and let (N, Γ) ∈ H c -filt. By [Bj1, Section 2.3.11], we can construct an exact sequence in H c -filt
where the F i are filtered free H c -modules whose filtrations shift the ord filtration and the induced complex
is a free resolution of gr Γ N . In particular the maps d are given by right multiplication by matrices with entries from H c and so the sublemma can be applied to them. By Theorem 4.5, if we apply Φ to (4.11.3)
we obtain the complex of coherent sheaves on Hilb(n) (4.11.5)
where n i is the rank of F i over H c and grd is obtained from d by repeated use of (4.11.1). As in the proof of Lemma 2.5(1), the surjectivity of η implies that final map grη in (4.11.5) is also surjective.
Unfortunately, as happened in the proof of Lemma 2.8, one cannot expect that grd is right exact and so we can only conclude that the zeroth cohomology of the deleted complex (4.11.5) surjects onto Φ(N ).
On the other hand, (ρ * f * (−)) W is a right exact functor and so Ψ 0 (N ) is the zeroth cohomology of the functor (ρ * f * (−)) W applied to the deleted complex (4.11.4). By the sublemma, this new complex is just the deleted complex (4.11.5). The proposition follows.
4.12. It is natural to ask whether Proposition 4.11 is the shadow of a much stronger statement.
Question 1. Let (N, Γ) ∈ H c -filt. Is there a quasi-isomorphism of coherent sheaves between Φ Γ (N ) and
It is instructive to rephrase the final part of this question. As we observed in the proof of Theorem 4.10, the inverse to Ψ is the functor RΓ(P(−1) ⊗ −) ⊗ sign. By [Ha2, (45) ] P(−1) ∼ = P * , the dual bundle of P. Thus the following question is a special case of Question 1.
This question is rather similar to [Ha3, Conjecture 3.2] which asks the following: Let B 1 denote the tautological rank n bundle and P 1 the Procesi bundle on Hilb n C 2 , as in the proof of Lemma 3.12. Then: Our Z-algebra techniques are particularly well suited to studying these modules and we give the details in this section. We first prove in Proposition 5.4 that Φ(L 1/n (triv)) is simply O Z n , where Z n is the punctual Hilbert scheme. 
where 5.3. The following observation will be used several times.
Lemma. Let U and U be subrings of a filtered C-algebra
Give U , U and T the induced filtration and suppose that U has a 1-dimensional module C = U/n with the
, and hence a surjection gr F T gr F (T ⊗ C). The kernel of this map contains gr F (T n) ⊇ gr F (T ) gr F (n). 
Proposition. Let c = 1/n and give
to the zero orbit. For any k ≥ 0, (3.9.1) and Lemma 5.3 combine to give a surjection
and, hence, a surjection η : A/Am gr( N ). On the other hand, Lemma 3.12 shows that In order to complete the proof of the proposition it therefore suffices to show that η is an isomorphism, which we do by computing dimensions. By comparing Lemma 3.15 and [BEG2, Theorem 1.14] we obtain
Since the maps η k are surjections they are therefore isomorphisms. Hence, so is η.
5.5. As remarked in (5.1), the simple module L c (triv) is finite dimensional whenever c = r/n with r ∈ N and (r, n) = 1. It would be interesting to know whether an analogue of Proposition 5.4 holds for these modules:
A shadow of the answer will be given in (6.9) which computes the restricted character of L c (triv). also contains information about the modules eL 1/n+k (triv). For the rest of this section we will study the consequences of this observation. In particular we will determine the bigraded structure of the associated graded modules of these modules, thereby answering the conjectures from [BEG2, Section 7].
5.7. Torus action revisited. As we will discuss, this bigraded structure is the standard one for rings of differential operators, but it is not quite the bigrading used in (3.13) and [Ha3] . Instead, we need to consider a second action of
It is routine to check that, if an element f is bihomogeneous of weight (i, j) for the action in (3.13), then under this new action τ s,t · f = s i+j t i−j f and so f is bihomogeneous of weight (i + j, i − j). Thus, under the present torus action, Lemma 3.14 provides the following identification of bigraded components:
Euler operator. As in [GS, (2.4)] the rings of differential operators D(h) and D(h reg ) have a graded structure, given by the adjoint action [E, −] of the Euler operator E = x i ∂ i ∈ D(h).
We will call this the Euler grading and write E-deg for the corresponding degree function; thus E-deg x i = 1 and that E-deg(x) = 1 for every 0 = x ∈ h * ) while E-deg h = −1 and E-deg W = 0. In other words, the E-grading coincides with the grading induced by the second component of T 2 in (5.7); which is the point of defining that action.
5.9. The first conjecture from [BEG2, Section 7] asks whether the isomorphism from Proposition 5.4
can be extended to an appropriate T 2 -equivariant isomorphism. However the T 2 -action in [BEG2] is not the one arising from the ord filtration and E-grading; we must replace the ord filtration by the filtration tot defined by the total degree of differential operators. Fortunately, as we next show, it is easy to pass between the two filtrations.
We begin with the formal definitions. 
This proves the first claim of the lemma. The second claim follows since the map tgr B → ogr B is induced by the identity map on B.
5.10. Assume that c = 1/n. By [GS, Proposition 3 .16] we can identify
These modules have an E-gradation and a filtration induced from the tensor product tot-filtration, which induce a bigraded structure on tgr L c+k (triv) and tgr eL c+k (triv). Moreover, since the tot filtration is Wstable, tgr L c+k (triv) is then a bigraded W -module.
We need a minor extra adjustment to the tot filtration in order to state (and prove) the conjectures from [BEG2] . To be precise, the conjectures are stated in [BEG2] for the tensor product filtration arising from the isomorphism
In other words, one ignores the copy of δ in each tensor summand of eL c+k . We will write the tot filtration arising from (5.10.3) as tot B . Of course, this is only a book-keeping device to account for the powers of δ and so it follows immediately that (5.10.4) tgr r,s
Using (5.10.2) in place of (5.10.1), the same comments apply to L c+k (triv) and give
We now confirm [BEG2, Conjectures 7.2 and 7.3].
Theorem. Let c = 1/n and k ∈ N. Give L c (triv) the trivial filtration, and consider the T 2 -action of (5.7).
(1) Give eL c+k (triv) the tensor product filtration arising from (5.10.1). Then there is a bigraded
(2) Give L c+k (triv) the tensor product filtration arising from the identity (5.10.2). Then there is a (k) . This is clearly a graded morphism under both the tot and E-gradings.
W + . Thus (3.9.1) and Lemma 5.9 give bigraded isomorphisms 
Therefore, each η r,s must be an isomorphism and we are done.
(2) In this case, the filtration on each L c+k (triv) is the one coming from the tensor product filtration on the right hand side of (5.10.2). However, by [GS, Lemma 7.2] this is the same filtration as that coming from the tensor product filtration on 
for all r, s ∈ Z. By (5.7.1), again, the right hand side of (5.11.3) is isomorphic to H 0 (Z n , P ⊗L k−1 ) r,s ⊗sign.
By construction and Lemma 3.12, each of these identifications is W -equivariant. Therefore, (5.11.3) and (5.11.2) combine to give a W -equivariant surjection As usual we will assume that c satisfies Hypothesis 3.4 throughout the section.
6.2. Before proceeding, we will need a minor variant of [GS, Corollary 4.13] 
denote the algebra of coinvariants. For µ ∈ Irrep(W ) define the fake degree of µ to be the polynomial
Recall from (5.8) that C[h ⊕ h * ] has a natural Z-grading called the E grading. Given an E-graded module M = M i , we will write the corresponding Poincaré series as
Proof. As in [GS, (4.13) ], it is routine to check that the given modules are E-graded.
is symmetric in h and h * , it follows from [GS, Corollary 4.13] 
The derivation of this formula in [GS] was obtained by noting that the fundamental invariants, which provide the generators of C, form an r-sequence in each J k . This allows one to obtain the Poincaré series for J k /J k C from the Poincaré series for J k given by [GS, Corollary 4.11] . By [GS, Lemma 4.4(2) ], the natural generators of K also form an r-sequence in J k and so the same argument can be used to find the
In more detail, the generators of K all have degree −1 while the fundamental invariants have degrees −2 ≥ −r ≥ −n and δ k has degree N k. In the notation of [GS, (4.11) ], the formula [GS, (4.13. 3)] gives
Using the same argument one obtains:
Comparing these two formulae gives
Combined with (6.2.2) this implies (6.2.1).
6.3. The next few results give partial information on the characteristic cycle Ch ∆ for a standard module ∆ that will be used in the complete description of Ch ∆ in Theorem 6.7.
By construction, the fibres of the Procesi bundle P carry the regular W -representation and so P µ is a vector bundle of rank dim µ.
acts on P and so PK and (PK) µ are naturally defined for any µ ∈ Irrep(W ).
this is the same as the trivial filtration Γ t (∆ c (µ)) = ∆ c (µ) for all t, but the present formulation will be more convenient in the sequel.
, and set
The filtration Γ on X induces the tensor product filtration on X(k), which we also call Γ. By [GS, Lemma 7 .2], the tensor product and ord filtrations on B k0 ⊗ U c eH c coincide and so Γ t X(k) = (ord t eH c (k))·
(1 ⊗ C) for all t and k. Thus, by Theorem 4.5, there is a surjective mapping p :
Moreover, since C[h * ] acts trivially on 1 ⊗ 1 ∈ X, this factors through a surjection
Since the E-gradation commutes with the ord-filtration and the isomorphism of Theorem 4.5 is Egraded, the map p is E-graded. Comparing [GS, Corollary 6.14(2)] with Lemma 6.2 shows that X(k) (which equals N (k) in the notation of [GS] ) and J k δ k /J k δ k K have the same Poincaré series under the E-grading. Since p is surjective on each (finite dimensional) component, it is therefore an isomorphism.
Equivalently, p induces an isomorphism gr
There is a natural action of W on X(k) given by w · (r ⊗ 1) = rw −1 ⊗ 1 for w ∈ W and r ∈ H c (k), with the induced action on gr Λ X(k). We next show that p is W -equivariant under this action. For r ∈ H c (k), letr denote the image of the principal symbol
Lemma 6.11(1)] and (3.
and so the construction of p implies that,
for all such r and ω. Thus p and (by construction) the functors S c+j are indeed W -equivariant.
Since p and the S j are W -equivariant, (6.3.1) induces an isomorphism
Thus (6.3.2) induces an isomorphism of graded A-modules
Finally, we need to translate this equation to one involving sheaves. Consider the short exact sequence
of A-modules. By (3.7), the image of this sequence in A-qgr ∼ = Coh Hilb(n) is isomorphic to the short exact sequence of sheaves 0 → PK → P → P/PK → 0. By (3.8.1) this isomorphism is W -equivariant and so the module k≥0 (J k δ k ) µ ∈ A-grmod has image P µ ∈ Coh Hilb(n). Combining these facts shows that the image of (6.3.3) in Coh Hilb(n) is precisely P µ /(PK) µ .
6.4. To describe the characteristic cycles of objects from O c we need to recall a set of Lagrangian subvarieties which were introduced by Grojnowski in [Gr, Section 3] (see also [Na, Sections 7 .2 and 9.2]).
Recall from (3.6) that we identify C 2n /W with S n C 2 , write τ : Hilb n C 2 → C 2n /W and identify h with a
By [Gr, Proposition 3] , C is a pure variety of dimension n. To describe its irreducible components, we use the stratification S n C 2 = λ n S λ C 2 where, for a partition λ = (λ 1 , . . . , λ r ) with exactly r non-zero parts,
By [Gr, Proposition 3] or [Na, p.111 ] the irreducible components of C are the closures C λ of the subva-
Moreover, dim C λ = n for all n.
Set Z = τ −1 (h/W ) which, by the last paragraph, is equal to C ∩ Hilb(n). We will occasionally write Z = Z(n) when we need to specify n. In order to identify the components of Z, we recall from
It follows that C = Z × C and so we have proved the following result.
Lemma. The variety Z is pure of dimension n − 1 with irreducible components
In this notation, the punctual Hilbert scheme Z n equals Z (n) .
In particular, Char(∆ c (µ)) is equidimensional.
Proof. By Lemma 6.3, we need to calculate the support variety of the sheaf P µ /(PK) µ . By (6.3.4),
Let {y 1 , . . . , y n−1 } be a basis of h. Arguing as in [GS, (4.9. 2)] we see that y 1 , . . . , y n−1 is a regular
, the Rees ring of X n , and so we have an W -equivariant Koszul resolution
Tensoring this by µ, applying ρ * and taking W -fixed points gives an exact sequence
As this resolution has length n − 1, the new intersection theorem [BKR, Corollary 5.2] implies that the irreducible components of the support of the cohomology sheaves have codimension at most n − 1 in Hilb(n). In other words, the irreducible components of Supp P µ /(PK) µ have dimension at least n − 1.
Since Supp P µ /(PK) µ ⊆ Z, the result therefore follows from Lemma 6.4.
6.6. Lemma. The multiplicity mult Z (n) (P/PK) equals 1.
Proof. Let P 1 denote the Procesi bundle on Hilb n C 2 , as in the proof of Lemma 3.12. Then P/PK =
For a partition λ of n, recall that the monomial ideal I λ from (3.15.1) is a point of Z n . We claim, as is well-known, that I λ is also a point of Z λ . To see this, suppose that
clearly belongs to Z λ . Since S λ C 2 is stable under the T 2 action of (3.13), so is Z λ . Thus,
Since I λ is killed by z, the geometric fibres of P/PK and P 1 /( .13), and use the conventions of (3.13) for the corresponding bigraded decom-
These bigraded components are W -modules; indeed, by [Ha3, (46) and Proposition 3.4] (which is proved in [Ha2, Section 3.9]), the bigraded W -equivariant structure of
. Factoring P 1 by P 1 K + P 1 z * kills precisely the elements with positive h-degree, and so the bigraded W -structure of
. Specialising s to 1 and using (3.11) shows that the W -equivariant structure of these fibres is given by (6.6.1)
In particular (3.11) implies that dim (P/PK)(I (n) ) = 1. As the dimension of the geometric fibre at I (n)
is an upper bound for the multiplicity of P/PK along Z (n) , this implies that mult Z (n) P/PK ≤ 1.
On the other hand, by construction, P (n) = O Hilb(n) and so there is an inclusion
6.7. We can now describe the characteristic cycle of any standard module in terms of the varieties Z λ and the Kostka numbers K µλ from (3.11).
(1) By (3.11), K µλ = 0 unless µ ≥ λ and K µµ = 1. Combined with the theorem, this therefore shows that µ is determined by Char ∆ c (µ).
(2) Very recently, Gan and Ginzburg [GG] have used D-modules to give another way of defining the characteristic cycle of a category O c -module as a subscheme of Hilb(n). It would be interesting to know the relationship between their cycle and ours.
Proof. By Lemma 6.5 it remains to determine the multiplicity of P µ /(PK) µ along each Z λ . We will do this by reducing to the case of Lemma 6.6.
We first need to introduce some notation. Let m ∈ N and write τ m : Hilb m C 2 → C 2m /S m for the crepant resolution. The Procesi bundles for Hilb(m) and Hilb m C 2 will be written as P(m) and P 1 (m)
respectively, whilst the analogue of K will be written K(m). For α ∈ C, set
.
As in [Ha2, Definition 3.2.4] or [GS, (4. 2)], the isospectral Hilbert scheme X m (which is the C 2m analogue of X n ) is described as a set by
We have mult Z λ P(n) = mult Z λ P 1,0 (n). If I is a generic point of Z λ then mult Z λ P 1,0 (n) = mult I P 1,0 (n), the multiplicity of P 1,0 (n) at I in Hilb n C 2 . Therefore (6.7.1) mult Z λ P(n) = mult I P 1,0 (n). Ha2, Lemma 3.3.1] and induction there is a neighbourhood of (I, p 1 , . . . , p n ) ∈ X n that is isomorphic to a neighbourhood of the point
Here I 1 , . . . , I r are the primary ideals with support
where the summations are over all distinct orderings of p 1 , . . . , p n . As the stabiliser of (p 1 , . . . , p n ) ∈ C 2n is isomorphic to the Young subgroup S λ = S λ1 × · · · × S λr , there are n!/|S λ | different orderings. Hence (6.7.1) implies that
where the multiplicities of the final term are taken at I j in Hilb λ j C 2 .
In order to calculate the right hand side of (6.7.2), we need to assume that each I j is a generic point of the scheme
We will confirm by a dimension count that this can be achieved.
. We may choose the r-tuple (q 1 , . . . , q r ) from a non-empty open subset of {(q 1 , . . . , q r ) : r j=1 λ j q r = 0}. Then as we vary the q j 's in this parameter space the spaces V 1 × · · · × V r sweep out a variety of dimension r j=1 (λ j − 1) + (r − 1) = n − 1 = dim Z λ . We conclude that I can be chosen so that the I j 's are generic. It follows that mult I j P 1,q j (λ j ) = mult V j P 1,q j (λ j ). Shifting the base from q j to 0 and writing
By Lemma 6.6 this final multiplicity equals 1. Combined with (6.7.2) this gives mult
Finally we compute mult Z λ P(n) µ . As the dimension of geometric fibres bounds multiplicity from above, and I λ ∈ Z λ , (6.6.1) shows that
By [Mac, Remark following I(7.8) and so (6.7. 3) is an equality for each µ.
6.8. It would be interesting to know if there is a result analogous to Theorem 6.7 that holds for the simple modules L c (µ), but we are unable to prove this. Indeed we do not even know whether the characteristic varieties Char L c (µ) are equi-dimensional; this is a special case of of Question 4.9. The theorem does however provide information about the restricted characteristic varieties rCh L c (µ), as defined in (2.8.1).
Proof. Recall from Lemma 6.4 that each Z λ has dimension n − 1. As in (3.10), the partition (1 n ) corresponding to the sign representation of W is minimal in the dominance ordering. By [GS, Remark 3.6(2) ]
, by Theorem 6.7 and (3.11). This begins an induction.
Now fix a partition µ and suppose that (6.8.1) holds for all partitions ν < µ. By [GS, Lemma 3.5 and Remark 3.5(1)], there is a short exact sequence 0 
On the other hand, by Theorem 6.7 and (3.11), rCh ∆ c (µ) =
for some a λ,µ ∈ N. This completes the induction step and hence the proof of the lemma. and [Na, Section 8.2] , the irreducible components Z λ of Z form a basis of H 2n−2 (Z, C), so its dimension is equal to the number of partitions of n.
Corollary. Taking the reduced characteristic cycle rCh M of a module M ∈ O c induces an isomorphism of vector spaces rCh
Proof. We first check that rCh is well-defined. So for any short exact sequence 0 Corollary 6.8 also shows that the matrix which represents rCh for these choices of bases is unitriangular when we order by the dominance ordering. As such a matrix is invertible, rCh is an isomorphism.
6.11. In this subsection we give a refinement of Corollary 6.10 that also justifies the comments made in (1.6) from the introduction.
According to [Gr] and [Na, (9.13) ] there is an isomorphism ξ :
between the cohomology of the Lagrangian subvarieties Z(n) ⊆ Hilb(n) and the space of symmetric functions. Under this identification [Z λ ] is sent to the monomial symmetric function m λ , [Na, Corollary 9.15] .
Thus by Theorem 6.7 and (3.11) [Du] , O c is not semisimple if and only if c ∈ C, as defined in (3.4). We fix such a value of c and we assume that O c is equivalent to S q -mod where S q = S q (n, n) is the q-Schur algebra and q = exp(2πic) is a primitive eth root of unity. As mentioned in the introduction, this is conjectured in [GGOR, Remark 5.17 ] and a proof has recently been announced by Rouquier.
Under this assumption, and in the notation of [GS, (3.5)] , there is an equality of multiplicities
The multiplicities on the right can be described as follows, where we refer the reader to [LT] 
sponding to the lower canonical basis element G − (λ) of the ring of symmetric functions from [LT] .
Remark. Thanks to [VV] , 
First consider M and note that
, by [GS, Proposition 3.16] . However, the tensor product filtration on M (1) is a little subtle. Indeed, since δ = x it is clear that
but one can check that the first occurrence of 1 in the filtration comes from eyδe ⊗ 1 = −2e ⊗ 1. Thus, under the tensor product filtration Λ, one has
We leave it to the reader to prove, by induction, that
is the punctual Hilbert scheme.
Note that part (2) of the lemma is in accordance with Theorem 6.7. We emphasise that V (gr M ) has two components whereas V (gr N ) has just one. In contrast, under the ord filtration M and N both have associated graded module isomorphic to C[x 2 ] and so Char 0 M = Char 0 N . 6.13. Keep the notation and hypotheses from (6.12). Proposition 5.4 and Theorem 6.7 imply that
. This also follows from the computations in (6.12). Indeed, give N the filtration induced
Repeating the argument from (6.12) then shows that N (k) = Λ 0 N (k) for all k, whence the result.
6.14. There are a couple of consequences of these computations that are worth noting. First, for a U c -module P , even one in category O c , it is important to use the tensor product filtration on P , even if the ord filtration would appear more natural. For example, suppose that one begins with M = e∆ c (triv)
as above and gives each We have a straightforward generalisation of Theorem 1.2.
Theorem. If c, d satisfy Hypothesis 3.4 there exists a filtered
(2) gr C, the associated graded ring of C, is isomorphic to (the Z-algebra associated with) the ho-
where π j denotes the projection map onto the j th component of Hilb(n) × Hilb(n).
Proof. As above, we replace (
Hence, defining C to be the Morita Z-algebra associated to the data {U c+i U d+i , eH c+i+1 δe eH d+i+1 δe ; i ∈ N} and applying Lemma 2.2 gives the first part of the theorem.
In the notation of (3.5.1),
If we give C the componentwise tensor product filtration,
then we deduce from [GS, Theorem 6.4(2) ] that
The right hand side of this equation is the Z-algebra associated to the graded algebra
which proves part (2) of the theorem. (1)- (4) of (2.3) are fulfilled, and so we have a natural functor
We wish to adjust Υ to take account of the twisting by ω which occurs when we pass from (U c , U d )-bimod to U c U d -mod. Note first that the ord filtration is preserved by ω, so we obtain an induced action of ω
given by the formulae in (7.2). Clearly this is also induced by the automorphismω of h ⊕ h * which is the identity on h and multiplies h * by −1. Thenω induces automorphisms of Hilb(n) and h ⊕ h * /W which we also denote byω. We set
Following the discussion in Section 2, we define the characteristic variety Char M ⊆ Hilb(n) × Hilb(n) of a finitely generated (U c , U d )-bimodule M to be the support variety of Υ Λ M , for any good filtration Λ. Similarly, the associated variety 
The resolution τ then restricts to a topological fibre bundle τ : τ −1 (S λ ) → S λ with fibre equal to the product of punctual Hilbert schemes Z (λ1) × · · · × Z (λr) , where λ = (λ 1 , . . . , λ r ) has exactly r nonzero parts. If we set
Thus Y is pure of dimension 2(n − 1) with irreducible components equal to the closures of the various
This raises two questions:
( Lemma. Under the convolution product there is an algebra isomorphism
where Rep(W ) is the representation ring of W .
Proof. This follows immediately from the formalism of [CG, Section 8.9 ]. Indeed, let x ∈ S λ . Since τ −1 (x) is irreducible, the local system on S λ associated to H 2(n−r) (τ −1 (x), C) is trivial. Applying [CG, Corollary 8.9.8 and Proposition 8.9.9(b) ] shows that H 4(n−1) (Y, C) is a commutative semisimple C-algebra with basis labelled by partitions of n. Since Rep(W ) ⊗ Z C has a non-degenerate associative bilinear form given by the inner product on characters is non-degenerate, it is semisimple, and so the lemma follows.
A solution to the next problem would provide a significant refinement of the lemma. 
Implicit in these questions is the assertion that the simple objects of HC c can be labelled by partitions of n; once again, this is known only for c ∈ N where it follows from the equivalence of monoidal categories HC c CW -mod. One can ask: Does such an equivalence exists for all c / ∈ C.
If part (1) of the question is true, then Question 7.6(1) would follow for simple and hence all HarishChandra modules.
A Conze embedding
8.1. Let Q be a minimal primitive ideal in the enveloping algebra U (g) of a semisimple complex Lie algebra g. A classic result of Conze [Co] shows that U ( Ha1] , the e i 's are the elementary symmetric functions in the u j 's and so (possibly after reordering) bideg(e j ) = (j, 0) for each j. Note that e 1 = u i = z, in the notation of (3.6). The a j are the coefficients of the Lagrange interpolation polynomial φ a (x) = We remark that D(h/W ) will typically not be a flat right module over U c . Indeed this even fails for n = 2, when U c is a primitive factor ring of U (sl 2 ) (see [JS, (5.7) ]). 9) B, the tautological rank n bundle, (3.7) Euler operator E = xiδi, E-deg, triv, the trivial W -representation, (3.10) Uc = eHce, the spherical subalgebra, (3.3) W = S n , the symmetric group, (3.1)
Index of Notation
4) Zn = Z (n) , the punctual Hilbert scheme, (3.12)
