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INTRODUCTION AND FORMULATION OF MAIN RESULT
Let C be the space of continuous functions f on I :¼ ½0; 1 equipped with the uniform norm jj f jj :¼ max x2I j f ðxÞj:
Everywhere below f 2 C and k 2 N; k > 1: For a function f ; we denote the kth difference with a step h by where the supremum is taken over all functions f 2 C which are not algebraic polynomials of degree less than k: First results that concern W 0 ðkÞ were given by Burkill [2] and Whitney [11] . Burkill ; W 0 ðkÞ51; and to a conclusion that the problem of finding W 0 ðkÞ is probably extremely difficult. Sendov [6] conjectured that the constants W 0 ðkÞ are bounded by two. For k ¼ 4 this conjecture has been confirmed by Danilenko [3] , and for k ¼ 5; 6; 7 by Zhelnov [12] .
We 
is well-known (see, for example, estimates in [8] ), we only have to prove that j f ðxÞ À L kÀ1 ð f ; xÞj43o k ð f ; 1=kÞ; x 2 ½0; 1=kÞ: ð1:1Þ
To obtain (1.1) we shall use the method that was proposed in [5] . This method is connected with the intermediate approximation by polynomials Q kÀ1 such that
By using the notation gðxÞ :¼ f ðxÞ À Q kÀ1 ð f ; xÞ we get Thus our problem is to estimate the value of jgðxÞj for x 2 ½0; 1=kÞ; and in points x m ; m ¼ 0; . . . ; k À 1: For this purpose we will use the following.
where
The paper is organized as follows. In Section 2, we give the proof of Lemma 1.1. Section 3 is devoted to the proof of Theorem 1.1. Interpolation in the mean and estimates for classical Whitney constants W ðkÞ are considered in Section 4. One can read Section 4 directly after Section 2.
2. PROOF OF LEMMA 1.1
We need the next two well-known lemmas from [4, 13] . For reader's convenience we give also the proofs. To this end we put F ðxÞ :¼ R x 0 f ðuÞ du and apply the identity 
Now (2.2) follows from the identity 
give
Proof of Lemma 1.1. Lemmas 2.1, 2.2, and the obvious estimates
Taking into account that jA k ðxÞj ¼ ðÀ1Þ kÀm A k ðxÞ and
we again apply Lemma 2.1, for A k instead of F ; and obtain
That is,
To end the proof we show that in the last sum each term with j > m vanishes. Indeed, since j > m and m=k4x4ðm þ 1Þ=k; then
and therefore x þ ð j À mÞd 2 ½j=k; ð j þ 1Þ=k: Hence
It is clear that we may assume that o k ð f ; 1=kÞ41: To make the presentation more transparent we split the proof into several lemmas. Lemma 3.1 is a consequence of Lemma 1.1. In order to estimate the quality
The proof of Lemma 3.2 is the most technical part of this paper. We will use Lemma 3.2 to deduce Lemma 3.3. Lemma 3.3. For x 2 ½0; 1=kÞ we have
Lemma 3.4 follows from Lemmas 3.1-3.3.
Lemma 3.4. Let x 2 ½0; 1=kÞ; k > 6: Then
Lemma 3.5. For x 2 ½0; 1=kÞ we have eðk À 1Þs kÀ1 jA kÀ1 ðxÞj41:
Lemma 3.5 is a direct consequence of inequalities 1 À t4expðÀtÞ; t expðÀtÞ41; t50:
Now Theorem 1.1 follows easily from Lemmas 3.4 and 3.5.
In the remaining part of this section we will prove Lemmas 3.2-3.4.
Proof of Lemma 3.2. Let us introduce first some new notations:
Without loss of generality we assume that x m 4 
allows us to rewrite (3.1) in the form
We will use the inequalities
In view of (3.2), (3.3) we conclude that to prove (3.1) it is sufficient to establish the inequality
which may be rewritten as
ð3:4Þ Therefore, our next task is to prove inequalities (3.2)-(3.4).
Proof of (3.2)
Estimate (3.2) follows by combining the inequalities
Proof of (3.3)
We shall deduce (3.3) from the estimate
ð3:5Þ
To prove (3.5), set u j :¼ y m þ ð j À mÞz m À j ¼ ðkÀjÞm ðkÀ1ÞðkÀmÞ and note that u j > u jþ1 : Therefore
and this yields (3.5). It implies
and (3.3) follows from the estimate
Proof of (3.4)
We have divided this proof into three parts.
3.3.1.
Here we shall use the notations s :¼ s kÀ1 À s m ; dðxÞ :¼ First, suppose that m > 2: Since
: By using the inequality ð1 À tÞ k 41 À kt þ ðktÞ 2 =2; t50; we obtain
Therefore, we have
Now we apply the estimate
Finally, we add the last two inequalities and have b m ðxÞðc m ðxÞ À sÞ
where, in the last line, we used the fact that a5 Since 04x41=ðk À 1Þ; we obtain (3.6). The proof for m ¼ 2 follows the same pattern.
3.3.2.
Here we prove the estimate Combining (3.7) with (3.6) yields that the left-hand side of (3.4) does not exceed the quantity
which implies (3.4) for k > 72: Direct calculations provide the validity of This implies Proof of (3.9). Put a k ðxÞ :
Since a k ð0Þ ¼ a k ð1Þ ¼ 0 and, for all m ¼ 1; . . . ; k À 3;
where, in the last line, we have used the relations a k ðxÞa kÀ1 ðxÞ40 and ja kÀ1 ð1=kÞj > 0 ¼ a k ð1=kÞ:
Now we multiply both sides of (3.10) by k k =k! and get (3.9) . ]
Proof of Lemma 3.4. Lemmas 3.1, 3.3, and the identity
reduce Lemma 3.4 to the estimate
For 65k431 we check (3.11) by direct calculations. Everywhere below we assume that k > 31: Lemma 3.6. If x 2 ½0; 1=kÞ; then
Proof of Lemma 3.6. Taking into account the inequalities 1 þ t4e t ; ð1 À tÞe t 41; t50; we get
Lemma 3.6 implies
Since 1 þ t5 1 1Àt ; 05t51; the last line in (3.12) is less than
Using the notation
we see that Proof of Lemma 3.7. We start by proving (3.13). To estimate the first term in g k we use the inequalities
;
and get 
we conclude that 
