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Preface to ”Condensed-Matter-Principia Based
Information & Statistical Measures”
The recent development of research in the fields related to quantum information has become one 
of the most intriguing investigations in contemporary physics. Many novel concepts are discussed 
nowadays in the literature, and the broad range of new models of quantum optics and solid-state 
physics have recently been considered in the context of quantum information theory. A lot of effort 
has been devoted to investigating new ideas connected to various aspects of quantum correlations, 
such as entanglement and quantum steering, but also to more practical proposals of the systems, 
which could be applied in quantum technology. Hereafter, we will juxtapose the main message(s) 
from ten papers published in the underlying Special Issue (SI).
The book content is primarily based on the efforts gathered by the colloquium “What is 
INFORMATION—how to get, process, code and read it, in the elegant world of mathematical, 
statistical and quantum physics”, which took place on 24–25 October, 2019, at the University of 
Science and Technology (UTP) in Bydgoszcz, Poland. It was devoted, in part, to recognizing the 
outstanding contribution to statistical thermodynamics and condensed matter physics by Professor 
Gerard Czajkowski, former Director of Institute of Mathematics and Physics and Vice Rector for 
Research. Gerard Czajkowski obtained his master’s degree in 1967, his Ph.D. in 1971, and his 
habilitation in theoretical physics in 1976, all from Nicolaus Copernicus University in Toruń, Poland. 
He became a full professor of physical sciences in 1987. All his thesis’ topics of interests were devoted 
to the statistical aspects of thermodynamics paving the way for quantum information. Over the 
fifty years of his academic career, his research interests have evolved from information–theoretical 
methods in the stochastic theory of open systems, to the quantum optics of semiconductors unlocking 
a plethora of dynamical effects which might be useful for the practical realization of quantum 
information processing in solids.
This book has accumulated substantial and versatile evidence on the widely distributed 
phenomenon of information transmission, and how to measure it from a number of fairly complex 
systems, ranging from classical to quantum (albeit discussed purposely in a reversed order), that were 
thoroughly studied by the contributions collected in the book. The studies by Professor Gerard 
Czajkowski and coworkers enabled, to a great extent, the accomplishment of the goal, by extracting 
many useful information measures from the systems covered by the book’s contents.
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1 Institute of Mathematics and Physics (Group of Modeling of Physicochemical Processes),
Faculty of Chemical Technology and Engineering, UTP University of Science and Technology,
85-796 Bydgoszcz, Poland
2 Institute of Mathematics and Physics (Group of Quantum Optics and Information),
Faculty of Chemical Technology and Engineering, UTP University of Science and Technology,
85-796 Bydgoszcz, Poland; sziel@utp.edu.pl
* Correspondence: agad@utp.edu.pl; Tel.: +48-523-408-697
Received: 6 June 2020; Accepted: 9 June 2020; Published: 10 June 2020
Abstract: The presented editorial summarizes in brief the efforts of ten (10) papers collected by the
Special Issue (SI) “Condensed-Matter-Principia Based Information & Statistical Measures: From
Classical to Quantum”. The SI called for papers dealing with condensed-matter systems, or their
interdisciplinary analogs, for which well-defined classical statistical vs. quantum information
measures can be inferred while based on the entropy concept. The SI has mainly been rested upon
objectives addressed by an international colloquium held in October 2019, at the University of Science
and Technology (UTP) Bydgoszcz, Poland (see http://zmpf.imif.utp.edu.pl/rci-jcs/rci-jcs-4/), with an
emphasis placed on the achievements of Professor Gerard Czajkowski (PGC). PGC commenced his
research activity with diffusion-reaction (open) systems under the supervision of Roman S. Ingarden
(Toruń), a father of Polish synergetics, and original thermodynamic approaches to self-organization.
The active cooperation of PGC mainly with German physicists (Friedrich Schloegl, Aachen; Werner
Ebeling, Berlin) ought to be underlined. Then, the development of Czajkowski’s research is worth
underscoring, moving from statistical thermodynamics to solid state theory, pursued in terms
of nonlinear solid-state optics (Franco Bassani, Pisa), and culminating very recently with large
quasiparticles, termed Rydberg excitons, and their coherent interactions with light.
Keywords: information; entropy; classical vs. quantum system; condensed matter; soft matter;
complex systems
The colloquium “What is INFORMATION—How to get, process, code and read it, in the elegant
world of mathematical, statistical and quantum physics” which took place on 24–25 October 2019 at the
University of Science and Technology (UTP) in Bydgoszcz, Poland, was devoted in part to recognizing
the outstanding contribution to statistical thermodynamics and condensed matter physics by Professor
Gerard Czajkowski, former director of the Institute of Mathematics and Physics and vice rector for
research. Gerard Czajkowski obtained a master’s degree in 1967, Ph.D. in 1971, and habilitation in
theoretical physics in 1976, all from Nicolaus Copernicus University in Toruń, Poland. He became a full
professor of physics in 1987. All of his thesis topics of interest were devoted to the statistical aspects of
thermodynamics, paving the way for quantum information. During fifty years of his academic career,
his research interests have evolved from information-theoretical methods in the stochastic theory of
open systems to the quantum optics of semiconductors, unlocking a plethora of dynamical effects
which might be useful for the practical realization of quantum information processing in solids.
Recent research developments in the fields related to quantum information have become some
of the most intriguing investigations in contemporary physics. Many novel concepts nowadays are
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discussed in the literature, and a broad range of new models of quantum optics and solid-state physics
have recently been considered in the context of quantum information theory. A lot of effort has been
devoted to investigating new ideas connected to various aspects of quantum correlations, such as
entanglement and quantum steering, but also to more practical proposals of the systems, which could
be applied in quantum technology. Here, let us juxtapose the main message(s) from ten papers
published in the underlying Special Issue (SI).
The paper “Binary Communication with Gazeau–Klauder Coherent States” [1] investigates the
advantages and disadvantages of using Gazeau–Klauder coherent states for optical communication.
It is proved that using an alphabet consisting of coherent Gazeau–Klauder states related to a Kerr-type
nonlinear oscillator instead of standard Perelomov coherent states results in a lowering of the
Helstrom bound for error probability in binary communication. The authors also discuss the trace
distance between Gazeau–Klauder coherent states and a standard coherent state as a quantifier of
distinguishability of alphabets.
Photons are excellent carriers of information, but they are essentially noninteracting with each
other in the absence of a dispersive medium. In order to overcome this difficulty, photons should
be localized at the characteristic length scale in the medium which enables mapping photons into
medium excitations, preserving their phase relations. Electromagnetically induced transparency
(EIT) is a phenomenon which enables the transference of coherence and quantum states from light to
collective medium spin excitations and has turned out to be very attractive for applications in quantum
information. Solid bulk media are systems well worth considering for storing and processing quantum
information because they have a number of advantages over atomic gases. Recently, Rydberg excitons
have attracted a great deal of attention due to their exciting features: the distinct combination of their
long radiative lifetimes, sensitivity to external fields, and strong dipolar interactions could be exploited
to realize quantum interfaces for quantum information processing.
In the paper entitled “Electromagnetically Induced Transparency in Media with Rydberg Excitons
1: Slow Light” [2], it is shown that electromagnetically induced transparency (EIT) can be realized
in media with Rydberg excitons. With realistic, reliable parameters which show good agreement
with optical and electro-optical experiments, as well as the proper choice of Rydberg exciton states
in cuprous oxide crystal, the author indicates how EIT can be achieved. The calculations show that,
due to a large group index, one can expect the slowing down of a light pulse by a factor of about 104 in
this medium.
The paper “Electromagnetically Induced Transparency in Media with Rydberg Excitons 2:
Cross-Kerr Modulation” [3] discusses the issue of nonlinear interaction of photons in the linear regime
of EIT. By mapping photons into the sample of cuprous oxide with Rydberg excitons, it is possible
to obtain a significant optical phase shift due to third-order cross-Kerr nonlinearities realized in a
transparent medium. The optimum conditions for observation of the phase shift over π in Rydberg
excitons media are examined. A discussion of the application of the cross-phase modulations in the
field of all-optical quantum information processing in solid-state systems is presented.
The proposal of matching fractal plasmons, a quantum or quasiparticle associated with a local
collective oscillation of charge density, with information processing is discussed in “Fractal Plasmons
on Cantor Set Thin Film” [4]. The propagation of surface plasmon–polaritons is investigated in a
metallic, fractal-like structure based on the Cantor set. This work uncovers a novel opportunity to elicit
information about the surface structure from the reflection spectrum of surface plasmon–polaritons
and thereby establishes a link between optical properties and different fractal geometries.
Another paper referring to plasmonics, “Interaction and Entanglement of a Pair of Quantum
Emitters near a Nanoparticle: Analysis beyond Electric-Dipole Approximation” [5], considers the
problem of interactions between quantum particles positioned near plasmonic nanostructures which
may be substantially stronger than in free space, leading to fast energy exchange between the particles
and corresponding fast entanglement generation. The authors study the influence on these quantities
of interaction channels beyond the electric dipole. It may not only be significant in terms of numbers,
2
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but may also affect the spatial symmetry of the optical response as a function of the position of particles
with respect to the plasmonic nanostructure.
The first of the classical statistical papers [6] of the underlying SI is about the profound
misuses, misunderstanding, misinterpretations, and misapplications of entropy, the Second Law
of Thermodynamics and Information Theory. It points, in the author’s opinion [6], to the “Greatest
Blunder Ever in the History of Science”. It is not about a single blunder admitted by a single person
(e.g., Albert Einstein’s assertions on the cosmological constant), but more a blunder of immense
proportions, the claws of which have spread over all branches of science; from thermodynamics,
cosmology, and biology to sociology and much more.
The second from the series of classical statistical papers [7] embarks on a versatile analysis of
the conformation of albumin in the temperature range of 300–312 K, i.e., in the physiological range.
By employing molecular dynamics simulations, values of the backbone and dihedral angles for this
molecule are calculated. An analysis is performed on the global dynamic properties of albumin
treated as a chain. In this temperature range, the parameters of the molecule and the conformational
entropy derived from two angles that reflect global dynamics in the conformational space are obtained.
A rationale based on scaling theory for the subdiffusion Flory–De Gennes type exponent of 0.4 is
unfolded in conjunction with detecting the most appreciable fluctuations of the corresponding statistical
test parameter. These fluctuations are shown to coincide adequately with entropy fluctuations, namely,
the oscillations around the thermodynamic equilibrium. By applying the Kullback–Leibler theory,
differences between the distribution of the root-mean-square displacement for each temperature and
time window are addressed.
The third from the series of classical statistical papers [8] regards the problem of information
processing toward living organisms while based on chemical reactions. It is worth noting that the
human achievements in constructing chemical information processing devices demonstrate that it is
difficult to design such devices using the bottom-up approach. Therefore, an alternative top-down
design of a network of chemical oscillators that performs a selected computing task is worth pursuing.
As an example, a simple network of interacting chemical oscillators that operates as a comparator of
two real numbers is analyzed. The information on which of the two numbers is larger is coded in the
number of excitations detected on oscillators forming the network. The parameters of the network
are optimized to perform this function with maximum accuracy. A discussion is carried out on how
information theory methods can be applied to obtain the optimum computing structure.
The next from the series of classical statistical papers [9] studies the flow of a substance in a
channel network which consists of nodes of the network and edges which connect these nodes and
form paths for motion of the substance. The channel can have an arbitrary number of arms, and each
arm can contain an arbitrary number of nodes. The flow of the substance is modeled by a system
of ordinary differential equations. First, a model for a channel with arms each involving an infinite
number of nodes is discussed. For the stationary regime of motion of a substance in such a channel,
the probability distributions connected to the distribution of the substance in any of channel’s arms
and in the entire channel are derived. The obtained distributions can be connected to the Waring
distribution. Next, a model for the flow of a substance in a channel with arms each containing a
finite number of nodes is analyzed. The probability distributions connected to the distribution of the
substance in the nodes of the channel for the stationary regime of flow of the substance are obtained.
These distributions are new, and based on them the corresponding information measure and Shannon
information measure for the studied kind of flow of a substance are derived.
The last work from the series of classical statistical papers [10] collected by the SI addresses in
a biomimetic way the subject of drones and drone swarms, equipped with sophisticated algorithms
that help them achieve mission objectives. Such algorithms vary in their quality such that their
comparison needs a metric that would allow for their correct assessment. The novelty of this study
relies on analyzing, defining, and applying to swarms the construct of cross-entropy, known from
thermodynamics and information theory. It can be used as a synthetic measure of the robustness of
3
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algorithms that can control swarms in the case of unexpected obstacles and unforeseen problems.
This work applies in terms of necessary formalizations (algorithms) and, by addressing a few examples,
to collision avoidance issues when prompted to react to material obstacles.
To sum up, this SI accumulates substantial and versatile evidence on the widely distributed
phenomenon of information transmission and how to measure it from a number of fairly complex
entropic systems, ranging from classical to quantum (albeit discussed purposely in a reversed order),
that have been thoroughly studied by the contributors of the presented SI [1–10]. The studies by PGC
and coworkers have, to a great extent, enabled the extraction of many useful information measures
from the systems covered by the SI.
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10. Cofta, P.; Ledziński, D.; Śmigiel, S.; Gackowska, M. Cross-Entropy as a Metric for the Robustness of Drone
Swarms. Entropy 2020, 22, 597. [CrossRef]
© 2020 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution




Binary Communication with Gazeau–Klauder
Coherent States
Jerzy Dajka 1,2,3,* and Jerzy Łuczka 1,3,4
1 Institute of Physics, University of Silesia in Katowice, 40-007 Katowice, Poland; jerzy.luczka@us.edu.pl
2 Institute of Computer Science, University of Silesia in Katowice, 40-007 Katowice, Poland
3 Silesian Center for Education and Interdisciplinary Research, University of Silesia in Katowice,
40-007 Chorzów, Poland
4 Institute of Mathematics, University of Silesia in Katowice, 40-007 Katowice, Poland
* Correspondence: jerzy.dajka@us.edu.pl
Received: 19 December 2019; Accepted: 6 February 2020; Published: 10 February 2020
Abstract: We investigate advantages and disadvantages of using Gazeau–Klauder coherent states
for optical communication. In this short paper we show that using an alphabet consisting of
coherent Gazeau–Klauder states related to a Kerr-type nonlinear oscillator instead of standard
Perelomov coherent states results in lowering of the Helstrom bound for error probability in
binary communication. We also discuss trace distance between Gazeau–Klauder coherent states
and a standard coherent state as a quantifier of distinguishability of alphabets.
Keywords: Gazeau–Klauder coherent states; Helstrom bound
1. Introduction
Quantum optical implementations of quantum information processing, including communication
and computation, seems to be one of the most promising kinds today [1]. It is related to the maturity
of both theoretical and experimental techniques developed in the last hundred years. It was quite early
when the Quantum Community recognized the usefulness of the ‘most classical’ among quantum
states—the coherent states—in quantum information processing [1–4]. Even recently coherent states
with a non-random phase, despite certain limitations [2], have found their application in the very hot
branch of quantum communication related to quantum key distribution [5]. The idea is simply to
utilize as an alphabet a pair of coherent states [1]
ρ0 = |0〉〈0|, ρ1 = |z〉〈z|, (1)
where |z〉 = D(z)|0〉 is a coherent state related to the vacuum state |0〉 via the displacement operator
D(z) = exp
(−za† − z̄a) representing the Heisenberg–Weyl algebra [a, a†] = 1 [6]. Let us notice that the
apparent simplicity of that proposal is at a price of non-orthogonality of the ‘letters’, i.e., tr(ρ0ρ1) = 0,
resulting in their limiting distinguishability. Since coherent states do not require nonlinear media
for their generation it seems advantageous [3] to use them in comparison to, e.g., earlier proposals
utilizing squeezed states [7] demanding ‘hard’ nonlinearity. However, recent progress in experimental
techniques may reverse this trend at least in the cases when going beyond standard coherent states
becomes advantageous. Using the Schrödinger cat states as candidates for orthogonal letters of alphabet
states serves as an example [1].
The aim of this work is to present an example of a candidate for an alphabet consisting
of Gazeau–Klauder coherent states [8]. We analyze binary communication with Gazeau–Klauder
states related to an oscillator equipped with a polynomial nonlinearity typical for the Kerr media.
The Gazeau–Klauder coherent states have been studied for a variety of quantum systems: A one-mode
Entropy 2020, 22, 201; doi:10.3390/e22020201 www.mdpi.com/journal/entropy5
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system with sinusoidal potential [9], systems characterized by the Pöschl-Teller [10] and Morse
potentials [11], for nonlinear Kerr-type oscillators [12], quantum particles confined by a double–well
potential [13] and pseudoharmonic oscillators [14]. They can also serve as a basis of a very natural
generalization of the cat states [15,16]. Our aim is to expand a list of potential applications of
Gazeau–Klauder construction to a class of communication problems utilizing the non-orthogonal
binary alphabet formed by Gazeau–Klauder coherent states. We show that such a choice can result
in lowering of the Helstrom bound for a receiver error that may balance an obvious disadvantage of
using nonlinear systems leading to non-trivial Gazeau–Klauder coherent states. The paper is organized
as follows: After providing a short review of the Gazeau–Klauder construction of coherent states for
a quantum bosonic system with a Kerr-type polynomial nonlinearity we calculate, as a quantifier of
distinguishability of states, trace distance between Gazeau–Klauder states for a nonlinear system and
corresponding standard states in a linear limit. Further, we propose a binary communication scheme
utilizing an alphabet consisting of two Gazeau–Klauder coherent states as an alternative for well
established schemes utilizing standard (Perelomov) coherent states. For such a scheme we calculate
the Helstrom bound minimizing (over all possible positive-operator-valued measurements (POVM))
the error in the receiver. In the last two sections we discuss and conclude our work.
2. Results
Standard coherent states [6] are most natural for harmonic potential systems exhibiting
the Heisenberg–Weyl symmetry which is a first step toward generalized coherent states in the
Gilmore-Perelomov sense [6] exhibiting different symmetries. However, in an absence of almost any
symmetry it is still possible to construct a class of states equipped with most of the desired properties
of coherent states: The Gazeau–Klauder coherent states [8] solely associated with Hamiltonians of
systems under consideration.
For the sake of completeness, let us recall the construction proposed in reference [8]. Let H be
a Hamiltonian of the system with purely discrete non-degenerate (either finite or infinite) spectrum.
The first step in constructing the Gazeau–Klauder states is to solve the eigenvalue problem:
H|n〉 = En|n〉 ≡ h̄ωεn|n〉, n = 0, 1, 2, ... (2)
The Gazeau–Klauder coherent states |J, γ〉 are two-parameter states with real-valued J ≥ 0 and
γ ∈ (−∞, ∞) defined by the relation [8]



















and ρ0 = 1. The other parameters in Equation (3) can be equipped with a clear physical meaning [8]:
(i) 〈J, γ|H|J, γ〉 ∼ J corresponds to a mean energy of the system, and (ii) its phase γ is related to a
temporal stability via exp(−iHt)|J, γ〉 = |J, γ + ωt〉. As the maximal value of J is bounded from above
by the radius of convergence of the series C(J), a choice of J leading to a well defined quantum state
remains limited.
The most elementary generalization of the standard coherent states [6] leading to the
Gazeau–Klauder coherent states of non-trivial properties is for a bosonic oscillator with a polynomial
nonlinearity. Let us consider a nonlinear oscillator of the Kerr type studied in the context of
Gazeau–Klauder states in reference [12]. It is described by the bosonic Hamiltonian
H = h̄ωa†a + h̄χa†2a2 ≡ h̄ωN̂ + h̄χ(N̂2 − N̂), (5)
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where a† and a are the creation and annihilation boson operators, N̂ = a†a is a number operator and
χ is related to the nonlinear susceptibility of the Kerr medium [12], i.e., a medium with a refraction
index depending on the field intensity [17,18].
From Equation (5) it follows that the energy eigenvalues are given by
en = εn = n − μn + μn2, n = 0, 1, 2 . . . (6)
where μ = χ/ω (typically not exceeding a range of unity μ ∼ 1) is the susceptibility rescaled with
respect to the bare oscillator energy and hence one can explicitly construct Gazeau–Klauder states with
ρn = Γ (n + 1) μnΓ
(








Let us notice that ρn = Γ(n + 1) = n! for the harmonic oscillator, i.e., for μ = 0. In this case
the Gazeau–Klauder coherent states reduce to the standard coherent states for z =
√
J. Moreover,
since eigenstates of the Kerr Hamiltonian (5) coincide with the eigenstates of the standard harmonic
oscillator one can consider the Gazeau–Klauder states studied in this paper as a very first ’extension’
of the standard coherent states construction of Perelomov [6]. In particular, for γ = 0, one gets
























expressed in terms of the modified Bessel function Iα(z). Further, as a potential alternative for the
traditional choice given by Equation (1), here we consider
ρ0 = |0〉〈0|, ρ1 = |J, 0〉〈J, 0| (10)
as a candidate for the alphabet in a binary communication and compare it with Alphabet (1) with real
z ∈ R, cf. Reference [3].
For a binary communication utilizing two states in either Equation (1) or Equation (10) as
codewords, a receiver is faced with a decision of distinguishing which among two states has already
been transmitted. The most natural quantifier of the distinguishability between two various states ρ









The trace distance between the Gazeau–Klauder coherent state and the corresponding standard
coherent state satisfying z =
√
J can be calculated and the result is
D =
√
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stands for fidelity [19]. Clearly, with increasing μ which quantifies the role played by polynomial
nonlinearity of the Kerr medium in Equation (5) the trace distance becomes larger as presented in
Figure 1. Nevertheless, for small values of J, the Gazeau–Kluder and Perelomov coherent states are
hardly distinguishable.
Figure 1. Trace distance between the Gazeau–Klauder coherent states |J, 0〉 given by Equation (3) and
the Perelomov coherent states |z = √J〉 depicted for selected values of the rescaled susceptibility μ.
Non-orthogonality of states ρ0 and ρ1 utilized as codewords in (binary) quantum communication
becomes a natural source of error due to limited distinguishability of codewords. If one applies
(resolving unity) POVM (positive-operator-valued measures) [19]
Id = Π0 + Π1 (14)
for a measurement of non-orthogonal states one arrives to two hypotheses H0 and H1 which need to
be tested. According to H0, the transmitted state is ρ0 and according to H1, the transmitted state is ρ1.
There is also the natural and unavoidable possibility of erroneous detection and choosing H0 (H1) if ρ1
(respectively, ρ0) arrives at a receiver. Such an opportunity can be formalized by quantities
p(H0|ρ1) = tr[Π0ρ1], p(H1|ρ0) = tr[Π1ρ0]. (15)
The receiver error probability becomes then
p[Π0, Π1] = p0(ρ0)p(H1|ρ0) + p0(ρ1)p(H0|ρ1) (16)
with p0(·) denoting the actual probability of transmission of a given state (1) and p0(ρ0) + p0(ρ1) = 1.
In quantum communication [20], there is a bound minimizing the receiver error (its lower bound)
PH = min{Π0,Π1} p[Π0, Π1] (17)
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known as the Helstrom bound [20] which, for a binary communication using the alphabet in







1 − 4p0(ρ0)p0(ρ1)|〈0|J, 0〉|2
)
. (18)
For the particular class of the Gazeau–Klauder coherent states studied in this paper, the Helstrom

























The Helstrom bound (19) for a binary communication with Gazeau–Klauder coherent states as
letters of an alphabet for different values of μ in Equation (5) is presented in Figure 2.
Figure 2. Helstrom bound PH given by Equation (19) depicted for selected values of μ. For the sake of
clarity, the range of PH in the figure is limited to PH ≤ 0.1.
Let us notice that for small values of J ≤ 3 the Helstrom bound PH remains almost unaffected by
nonlinearity even with relatively large amplitude μ ≈ 2. With increasing J the effect of nonlinearity
becomes more apparent resulting in lowering the value of the Helstrom bound, i.e., resulting in
an advantageous smaller minimal probability of receiver error.
3. Discussion
Quantum communication implemented with quantum optical states and devices seems to be one
of the most promising for future developments. Non-randomized coherent states are natural candidates
for letters of an alphabet used in communication [2–4]. Creation and manipulation of such states do
not require devices with a ‘hard’ nonlinearity. In this work we studied a binary alphabet consisting
of two Gazeau–Klauder coherent states [8] as an alternative for a well studied choice of standard
9
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Perelomov coherent states. We utilize Gazeau–Klauder states calculated for a simplest nonlinear
Kerr-type medium Equation (5) and we provide explicit analytic formulas for trace distance between
Gazeau–Klauder and Perelomov states serving as codewords of the two alternative binary alphabets.
Despite that Gazeau–Klauder generalized coherent states [8] (used instead of the standard
Perelomov) are harder in production [22], they can be, as we showed in this work, advantageous.
At the cost of coping with a relatively well known Kerr-type nonlinear bosonic oscillator, present also
beyond typical optical context [23], one gets a communication scheme with a smaller value of the
Helstrom bound.
As coherent states with a non-randomized phase have recently attracted new attention [5] we
believe that our analysis, despite its simplicity, can serve as a modest theoretical contribution for
further practical developments utilizing Gazeau–Klauder coherent states in quantum communication
and information processing and in a context of hybrid protocols [24].
4. Materials and Methods
Coherent states technique, quantum detection theory, quantum information with quantum optical
implementations of quantum communication [4,6,8].
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Abstract: In this paper, we show that Electromagnetically Induced Transparency (EIT) can be realized
in mediums with Rydberg excitons. With realistic, reliable parameters which show good agreement
with optical and electro-optical experiments, as well as the proper choice of Rydberg exciton states
in the Cu2O crystal, we indicate how the EIT can be performed. The calculations show that, due to
a large group index, one can expect the slowing down of a light pulse by a factor of about 104 in
this medium.
Keywords: electromagnetically induced transparency
1. Introduction
In recent times, a lot of attention has been directed at the subject of excitons in bulk crystals due
to the experimental observation of the so-called yellow exciton series in Cu2O, up to a large principal
quantum number of n = 25 [1–4]. In analogy to atomic physics, such excitons have been named
Rydberg excitons (RE). By virtue of their specific properties, Rydberg excitons are of great interest in
solid-state and optical physics. These objects, whose size scales as n2 and where the energy spacing
of neighbouring states decreases as n−3, are well-suited for performing experiments in parameter
ranges that are quite different from other quantum systems, such as atomic vapours. The small
binding energy of RE makes them more sensitive to external magnetic and electric fields than other
systems. The observation and detailed description of Rydberg excitons has opened a new field
in condensed matter spectroscopy. Their specific properties have motivated both theoretical and
experimental interest in this field, with studies ranging from their spectroscopy—that is, optical [2],
electro-optical [3], and magneto-optical spectra [4,5] through non-atomic scaling laws [6] to quantum
chaos [7].
In the last two years, particular interest has been directed to the study of the dynamical properties
of systems with RE. Due to a large orbital radius, their dipole moments are exceptionally large for
higher values of n, so that the interaction between higher Rydberg excitons is exceptionally strong
and leads to the so-called Rydberg blockade. The appearance of a Rydberg blockade separates linear
and nonlinear regimes of dynamical phenomena with RE. In the nonlinear regime, the possibility of
observing giant optical nonlinearities of RE in microcavities has been considered [8], while the paper [9]
deals with strong interaction phenomena at very low densities of RE, which enables one to determine
the contribution of the nonlinear optical response of the medium. In the case of a smaller exciton density,
it is possible to remain in the linear range, for which a single-photon source has been proposed [10].
RE mediums could be used as a gain system for solid-state, highly tunable masers, allowing to achieve
output powers of order ranging from 10−6 to 10−2 W in continuous and pulse mode, respectively [11].
The realization of light slowing or storing and retrieving experiments in crystal with RE could unlock
a plethora of dynamical effects, which might be observed in such media. These phenomena are based
on the electromagnetically induced transparency (EIT), which has various potential applications in
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both classical and quantum optics. Słowik et al. [12] theoretically proposed to implement single-qubit
gates and a two-qubit controlled not (CNOT) gate operating on polarized photons based on light
storage. Recently, a highly efficient quantum memory protocol based on EIT has been experimentally
demonstrated for cold rubidium [13] and cesium atoms [14]. Experimental evidence of spinor slow
light as a quantum memory for two-color qubits in cold rubidium has also been presented [15].
EIT [16] is one of the most important effects utilized in quantum optics as it allows for the coherent
control of materials’ optical properties. The generic EIT utilizes extraordinary dispersive properties
of an atomic medium with three active states in the Λ configuration. This phenomenon leads to
a significant reduction of absorption of a weak, resonant laser field (probe field) by irradiating
the medium with a strong control field, and thus making an otherwise opaque medium transparent.
This leads to dramatic changes of dispersion properties of the system. Absorption forms a dip called
the transparency window and approaches zero, while the dispersion in the vicinity of this region
becomes normal with a steep slope, which increases for a decreasing control field—the resonant
probe beam is transmitted almost without losses. It should be stressed that there is a significant
distinction between Electromagnetically Induced Transparency and Autler–Townes Splitting (ATS) [17].
The Autler–Townes effect results in a “split” transition within a coupled three-level system due
to the AC Stark effect and emerges in the strong coupling limit of the more recently discovered
electromagnetically induced transparency [17]. The EIT effect is described by the formation of a dark
state due to a destructive quantum interference between the transition pathways. Both ATS and EIT
result in a transparency feature, which is qualitatively identified as a wide spectral region between
the split-absorption peaks for ATS, but a narrow transmission window within a single-absorption
peak for EIT. This common feature has been at the centre of long-standing confusion as to whether
an observed transparency is due to EIT or ATS, and as such, the distinction between the two is an
active topic of research in the quantum optics community. It has recently been shown theoretically [18],
as well as experimentally [19] that it is possible to objectively distinguish between the regime where
EIT dominates (EIT regime) and the one where ATS dominates (ATS regime). Usually, EIT is explained
by the destructive quantum interference between different excitation pathways of the excited state,
or alternatively, in terms of a dark superposition of states. For at least 20 years, there has been
a considerable level of activity devoted to the EIT [20], which was motivated by the recognition of
a number of its potential applications, such as slowing and storing the light (see e.g., [21–23] and
the References therein). Some of the most exciting developments on EIT refer to their manifestations in
artificial atoms [24–27]. A remarkable quenching of absorption due to EIT in an undoped bulk crystal
of Cu2O in a Λ configuration involving lower levels was examined in [28], and evidence of quantum
coherences has been pointed out to exist in Cu2O [29].
In Rydberg systems, a ladder configuration enables one to couple long-living metastable, initially
empty upper levels with the lower levels coupled by the probe field. Demonstration of EIT in
Rydberg atoms involving the ladder levels scheme by Mohapatra et al. [30] has taken advantage
of their unique properties and entailed investigations concerning transient and steady-state EIT
spectra in Rydberg systems [31]. The Rydberg excitons offer an unprecedented potential to study
the above-mentioned phenomena in solids—excitons in Cu2O offer a great variety of accessible
states for creating the ladder configuration, which enables such a choice of coupling that could
be realized by accessible lasers, or which could eventually to be suitable for desirable coherent
interaction implementations. The first step toward the study of the photon blockade, many-body
physics with Rydberg excitons and quantum non-linear optics is the realization of Rydberg EIT.
The optical nonlinearity can be significantly enhanced in the presence of quantum interference in
EIT systems, so examination of this phenomena in RE may be the first step to proposing an eventual
application of this medium in quantum information processing.
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Here, we focus our interest on the dynamical aspects and properties of Rydberg excitons in Cu2O,
and we show that the Rydberg excitonic states can be used to realize the EIT. We indicate excitonic
states which guarantee the most efficient realization of the experiment, taking into account our previous
results concerning excitonic resonances [2–5], as well as damping parameters and the matrix elements
of the interband dipole operator. The influence of nonlinear interactions will also be taken into account.
Moreover, a study of Rydberg EIT spectra will be performed in the presence of dipolar interactions,
and their dependence on excitonic density, principal quantum numbers of Rydberg states, and control
beam intensities will be discussed.
Our paper is organized as follows. In Section 2 we present the assumptions of the considered
model and solve the time evolution equations, obtaining an analytical expression for the susceptibility
and the group index. We use the obtained expression to compute the real and imaginary part of
the susceptibility and the group index (Section 3) for a Cu2O crystal slab. We examine in detail
the influence of the control field on the dispersion, absorption, and the group index of the medium.
In Section 4, we draw conclusions based on the model studied in this paper and indicate the optimal
choice of Rydberg states to realize the EIT and light slowing in the linear regime.
2. Theory
The phenomenon of EIT, described qualitatively above, has been studied theoretically in various
configurations of the transitions, probe, and control beams. Below, we propose a theoretical description
for the case when the atomic transitions are replaced by intra-excitonic transitions in Rydberg excitons.
The condensed matter exhibits quite a variety of three-level systems where an induced transparency
could be achieved in much the same way as done in atomic mediums. Yet, dephasings, which can
easily break the coherence of the population trapping state, are typically much faster in solids than
in atomic vapours; it has caused great difficulty in observing a large, electromagnetically induced
transparency effect in solids. We believe that this difficulty could be overcome by using the Rydberg
exciton states. In particular, the higher states have exceptionally long lifetimes (which are proportional
to n2 [1]) and the dephasing can reach values which enables observation of the EIT effect.
Below, we consider a Cu2O crystal as a medium where the EIT phenomenon can be realized.
We use a ladder configuration (Figure 1) consisting of three levels, a, b, and c. As in previous works
on Rydberg excitons, we focus our attention on the so-called yellow series associated with the lowest
inter-band transition between the Γ+7 valence band and the Γ
+
6 conduction band. Because both
band-edge states are of even parity, the lowest 1S exciton state is dipole-forbidden, whereas all the P
states are dipole-allowed; the 1S to nP transition is also allowed. We have chosen the valence band as
the b state. As a practical example, the n1P and n2S excitonic states are chosen. The proposed ladder
system contains only dipole-allowed S → P transitions.
Figure 1. Schematic of the considered ladder EIT system.
Let the probe/signal field of frequency ω1 and amplitude ε1 couple the ground state b of energy
Eb with an excited state a of energy Ea. The control field of frequency ω2 and amplitude ε2 couples
the state c of energy Ec with the state a, as it is illustrated in Figure 1. The Hamiltonian of such
15
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a three-level system interacting with an electromagnetic wave in the rotating wave approximation
leads to
H = Ea|a〉〈a|+ Eb|b〉〈b|+ Ec|c〉〈c|
+ {−h̄Ω1(z, t) exp[−i(ω1t − k1z)]|a〉〈b| (1)
−h̄Ω2(z, t) exp[−i(ω2t − k2z)]|a〉〈c|+ h.c.}+ Vnl , ,
where h.c. stands for hermitian conjugate. The k1, k2, Ω1(z, t) = (1/h̄)dabε1(z, t), Ω2(z, t) = (1/h̄)dacε2(z, t)
are the wave vectors and real Rabi frequencies corresponding to the particular couplings, respectively.
The dij are the dipole transition moments related to the specific transitions, and Vnl describes
the nonlinear interactions between Rydberg excitons. One of the characteristic features of Rydberg
media is the existence of the Rydberg blockade. Strong dipolar interaction between Rydberg excitons,
which strongly depends on their distance, shifts the Rydberg levels, preventing the optical excitation
of nearby excitons by shifting their corresponding levels out of the resonance with the exciting
electromagnetic field. The term Rydberg blockade refers to the case where the interaction-induced
shift is much larger than the EIT linewidth. In this case, the resulting nonlinearity can be interpreted
as a switch from three-level EIT susceptibility to two-level susceptibility [32]. Resonant absorption
and exciton creation are no longer possible inside the blockade volume Vbloc, in which dipole
interaction energy is larger than the EIT linewidth. This effect influences the generic, linear EIT, so that
the nonlinear modification should be taken into account [32]. In the presented manuscript, we consider
the situation when one remains in the linear regime, that is, for exciton density small enough to avoid
the Rydberg blockade. The presented calculations allow one to make such a choice of excitonic states
where linear approximation still holds, such as the blockade-induced shift δRydb/Γab << 1; this is
ensured by the exciton density which is two to three orders of magnitude below the limit where
the excitons are packed closely together and δRydb ∼ Γab.
The time evolution of the system is governed by the von Neumann equation with




= [H, σ] + Rσ, (2)
where σ(z, t) denotes the density matrix for an exciton at position z and time t, and R is the relaxation
operator accounting for all relaxation processes in the medium.
By neglecting propagation effects for the control field and denoting the probe and control beam
detunings by δ1 = (Ea − Eb)/h̄ − ω1 and δ2 = (Ec − Ea)/h̄ − ω2, respectively, the evolution of
the system can be described by the following equations:
iσ̇aa = −Ω1(σba − σab)− Ω2(σca − σac)− iΓabσaa + iΓcaσcc,
iσ̇bb = Ω1(σba − σab) + iΓabσaa + iΓcbσcc,
iσ̇cc = −Ω2(σac − σca)− iΓcaσcc − iΓcbσcc,
iσ̇ab = (δ1 − iγab)σab − Ω1(σbb − σaa)− Ω2σcb, (3)














At large separations between RE, the dipole–dipole interaction is dominant, and the potential Vij
strongly depends on the separation distance between Rydberg excitons [1]. The parameters Γij, i = j
describe the damping of exciton states and are determined by temperature-dependent homogeneous
broadening due to phonons, and broadening due to structural imperfections and eventual impurities.
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The relaxation damping rates for the coherence are denoted by γij ≈ Γij/2, i = j [28]. It should be
noted that in the above equations, only the relaxations inside the three level system are considered,
so that the total probability for the populations of the three levels is conserved: σaa + σbb + σcc = 1.
Due to the fact that at t = 0, σbb(t = 0) = 1 for a weak probe field (i.e., |Ω1|2 << |Ω2|2), in
the first-order perturbation with respect to the probe field, the evolution of our system, given by Bloch
equations, reduces to a set of the following equations for the density matrix:
iσ̇ab = (δ1 − iγab)σab − Ω1 − Ω2σcb, (4)







Taking into account the fact that for a weak probe pulse, for a given frequency, the polarization of
the medium P1 is proportional to the signal field ε and susceptibility χ, it takes the form
P1 = ε0χ(ω1)ε1(ω1) = Ndbaσab, (6)
where N is the density of excitons, dba is the transition dipole matrix element [11], and ε0 is the vacuum
dielectric permittivity. In the limit of the low probe intensity, the susceptibility, which follows from
the steady-state solutions of Equations (4) to (5), can be expanded into the Taylor series
χ(ω1) = χ








where χ(1) is the linear, and χ(3) is the nonlinear part of electric susceptibility. The formula for
the linear part χ(1) follows from the steady-state solution of Equations (4) to (5) and χ(3) is treated
as a correction, which depends on interaction potential Vij and causes the nonlinear modification
of EIT due to the strong interactions between Rydberg excitons. For a large exciton separation R,
this potential has the form C6/R6, with C6 being a coefficient proportional to n11, which drastically
increases for higher Rydberg excitons. On the other hand, for closer separation of excitons, when
the dipole–dipole interaction becomes comparable or even exceeds the energy spacing between
excitonic levels, this interaction has the Foerster type and is proportional to n4/R3 [1]. In our system,
we remain in the low-density regime where the C6/R6 interaction is dominant.
The susceptibility is a complex, rapidly varying function of ω1, with its real part responsible
for the dispersion and the imaginary part describing the absorption. If the excitons are driven on
a single-photon resonance δ1 ≈ 0, the main nonlinear effect will be the nonlinear absorption. Neglecting
the transverse probe beam dynamics for lower excitonc states, that is, when van der Waals is dominant,











N2; χ(3)Im = |χ(3)Re |. (8)
It should be stressed that the interaction between Rydberg excitons modifies the system in
a nonlinear way by shifting the Rydberg levels, effectively changing the control field detuning and
influencing the absorption and the width of the transparency window. Note that the equality of real
and imaginary parts of χ(3) holds in a limited frequency range around the a → b resonance [33].
Due to the dependence of the refractive index n(ω1) =
√
εb + Re χ(ω1) on the medium
dispersion, we define the group index
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which accounts for the time delay of a pulse propagating in a medium with the group velocity
vg =
c






The slope of dispersion relation inside the transparency window determines the velocity of
the pulse propagating inside the medium. Note that the derivative of the real part of the susceptibility
may be positive (normal dispersion) or negative (anomalous dispersion); in the latter case, the group
velocity may even become negative.
3. Numerical Results
We considered a Cu2O crystal slab with a thickness of 30 μm as a medium where the EIT
phenomenon can be realized. We used the ladder configuration (Figure 1), consisting of three levels.
Let the probe/signal field of frequency ω1 couple the ground state (valence band) with the excited state
n1P. The control field of a much lower frequency ω2 couples states n1P and n2S. Using the Formulas (7)
and (9), we calculate the real and imaginary part of the susceptibility and the group index. For the state
energies and damping parameters, we use the values obtained from fitting to experimental data, as
described in [3]. The transition dipole moments were calculated from hydrogen-like functions, as
described in detail in [11]. In particular, we used Hydrogen P-orbital with the radius proportional
to n2 [1], which results in dipole moments in the range of 1.5 eab (1S state) up to over 150 eab (10P
state) [11]. Note that instead of dba, we used the function M01(r), which is an analogue of the dipole
moment element, but takes into account the smeared-out transition dipole density characteristic for
coupling between the valence band and the 2P excitonic state [4]. Application of this smeared-out
dipole density is justified by a good agreement with an experiment of our previous results for
electro-optical properties of Rydberg excitons [3]. We chose the exciton density N = 2.5 · 1014 cm−3,
which is two orders of magnitude below the maximum value of N ∼ 3·1018
n71
≈ 2.6 · 1016 cm−3 for
n1 = 2 [1].
The system parameters are summarized in Table 1. We assumed that γij = Γij/2 [28]; the damping
rates are calculated for T = 10 K, where the contribution of exciton scattering with acoustic phonons is
relatively small, and the main factor is spontaneous, with an emission rate proportional to n3 [11].









N 2.5 · 1014 cm−3
M01 2.1 · 10−30 C·m
The choice of states n1 and n2 has a fundamental effect on the properties of the system.
The interaction coefficient C6 ∼ n111 shows the strongest dependence on the state number and puts an
upper limit on the lower state n1. Moreover, the maximum exciton density is inversely proportional to
the Rydberg blockade volume Vbloc ∼ n71 (note that the upper state n2 is empty, so that the blockade
does not apply to it). The state n2 affects the susceptibility by relaxation rates. All these factors
indicate that a successful light slowdown can be achieved only for some parameters and the state
configurations, where the linear part of susceptibility is dominating, and thus the group velocity
is well-defined. Therefore, as a first step, we have investigated the range of states and control field
18
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intensities where the linear part of susceptibility is dominating, as shown in the Figure 2. As pointed out
above, the nonlinearity is very sensitive to the state number and varies by many orders of magnitude.
One can also see that, in general, linear response is obtained for weaker control fields, which is
advantageous for a large slowdown factor, but results in a relatively narrow transparency window.
In the range where χ(3) is negligible, there is very little absorption inside the transparency window,
and the group velocity Vg is a well-defined quantity that can be calculated in a linear regime from
Equation (11).
The linear region is outlined on the insets of the Figure 2. One can see that, practically, only
the lower states n1=1, . . . 4 are usable, except for extremely small values of control field intensity which
are impractical due to the fact that in EIT, the control field needs to be much stronger than the probe
field, that is, Ω2 >> Ω1. On the other hand, the n2 should be large; due to the fact that this level
remains empty, it is not constrained by the Rydberg blockade.
a) b)
Figure 2. The ratio of the linear to nonlinear susceptibility as a function of control field strength and
state number (a) n1 and (b) n2; colors added for clarity. Inset: the range of parameters where the linear
susceptibility is larger.
The Figure 3 shows the medium susceptibility and the group index ng = c/Vg. For a non-zero
Rabi frequency Ω2 of the control field, the imaginary part of the system’s susceptibility reveals a dip
in the Lorentzian absorption profile, called a transparency window. This means that the resonant
probe beam which otherwise would be strongly absorbed is now transmitted almost without losses.
The width of the transparency window is proportional to the square of the control field amplitude,
and therefore, by increasing the control field strength, it is possible to open it out. This is shown
in the Figure 4, where one can observe a dip in absorption (Im χ) around the zero-detuning part
of the spectrum, which is accompanied by a very steep slope of the Re χ. That strong, normal
dispersion inside the window is responsible for the reduction of the group velocity. The absorption at
the resonance does not reach zero due to the finite value of the relaxation rate γcb, but it is indeed very
small (absorption coefficient α ∼ 3 cm−1). This is easily visible in the Figure 3, where the control field
is set to Ω2 = 10 GHz. This means that the medium has become almost transparent for a probe pulse
which now travels with a reduced velocity. Indeed, the group index shows that the impulse slowdown
factor of about 3700 is expected. It should be stressed that the value of ng is directly proportional
to the magnitude of susceptibility changes, and thus, to the exciton density. Clearly, high values are
favourable; for the lowest state, the densities on the order of 1019 cm−3 are possible [34,35]. In our
calculations, we have chosen N = 2.5 × 1014 cm−3, which corresponds to susceptibility values on
the order of 0.03 (Figure 3), comparable with values presented in [28] for the low excitonic states and
well below the limit imposed by the Rydberg blockade for the chosen state. It should be stressed that
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while these densities are orders of magnitude greater than in atomic EIT systems, the possible impulse
slowdown is limited by much larger dissipation rates, particularly γab.
As mentioned previously, there are many Rydberg state combinations that provide a working EIT
system. The maximum possible slowdown in all sets of states n1 = 1, . . . 10, n2 = 2, . . . 20, a strong
control field Ω2 = 30 GHz, and probe field Ω1 = 3 GHz is shown in the Figure 5a. The blue dots
mark the systems where the linear part of susceptibility is much greater than the nonlinear, so that
the group velocity is a well-defined quantity. The red dots mark the range where Reχ < Imχ, so
that the calculated slowdown is only a rough estimation. Remarkably, a very large slowdown can
be achieved for n1 = 1 due to the small size of excitons and, correspondingly, large exciton density.
In the strong control field regime, the linear systems can be based only on n1 = 1, 2, 3; for higher
states, the effect of a Rydberg blockade becomes significant. Moreover, it is beneficial to use the high
upper state n2 so that the probe and control field frequencies are similar, for example, ω1 ≈ ω2.
It should be pointed out that a high value of n2 is only possible at highly cryogenic temperatures.
Additionally, the probe beam may excite a group of closely-lying upper states, further degrading
the performance [11].
By reducing the probe and control field strengths to Ω1 = 0.3 GHz and Ω2 = 3 GHz,
correspondingly, one can extend the range of linear systems to n1 = 6, as shown in the Figure 5b.
In such a case, the transparency window is much narrower. Due to this, the slowdown in the systems
with n1 < 5 is limited by the large dissipation constant γab, which prevents the transparency window
from fully opening. On the other hand, the weaker probe and control fields result in a smaller density,
so that the Rydberg blockade effect is delayed to n1 > 6.
Figure 3. The real and imaginary parts of linear susceptibility and group index as a function of
detuning, for n1 = 2, n2 = 10, Ω2 = 10 GHz, Ω1 = 1 GHz.
a) b)
Figure 4. The real (a) and imaginary (b) part of the linear susceptibility as a function of control field
strength and frequency for n1 = 2, n2 = 10, Ω1 = 0.1Ω2. Colors added for clarity.
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a) b)
Figure 5. Maximum group velocity slowdown as a function of n1 and n2 for (a) Ω2 = 30 GHz
(b) Ω2 = 3 GHz.
4. Conclusions
The Rydberg excitons are now hopefully emerging as a tool for quantum technology due to their
unique properties, allowing for easy state selection and strong interaction with applied electromagnetic
fields. Their unusual features can be useful for controlling matter–electromagnetic field interactions,
which offers a new approach for studying semiconductor systems and also provides entirely new
long-term perspectives for developing novel devices, which are more robust and compact than atomic
systems. We have indicated the optimal states and well-justified parameters to attempt the observation
of EIT in Rydberg excitons’ Cu2O media, which allows one to obtain a considerable value of the group
index. Due to the coherence properties of Rydberg excitons, the manipulations of the medium
transparency is possible; the width of the window and slowing down the group velocity of the pulse
travelling inside the sample might be changed in a controlled way by the strength of the control field.
The ability to control the group index on-demand enables one to store and retrieve light pulses, which
is a first step toward quantum memory implementation. The method of precise dynamical control
of the optical properties of the medium by optical means reveals new aspects of excitonic quantum
optics and is supposed to lead to constructing an efficient tools for photonics, quantum switches,
or multiplexers. Since the first observation of Rydberg excitons in 2014, their spectroscopic properties
have mostly been investigated. Only a few observations have dealt with quantum optical aspects;
the quantum coherence effects have been analyzed in [29], and a Rydberg exciton single-photon
source has been proposed [10]. These studies have just opened up the possibility for a controlled
light-matter coupling in a GHz regime with RE media. So far, the experimental demonstration of
EIT in Rydberg excitons media has not been accomplished yet, but one may expect such experiments
in the future. Performing the EIT in excitonic Rydberg media will be a step towards realization of
controlled interaction of Rydberg excitons in integrated and scalable solid-state devices and potential
implementation of this medium for quantum information processing.
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2. Zielińska-Raczyńska, S.; Czajkowski, G.; Ziemkiewicz, D. Optical properties of Rydberg excitons and
polaritons. Phys. Rev. B 2016, 93, 075206. [CrossRef]
21
Entropy 2020, 22, 177
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Abstract: By mapping photons into the sample of cuprous oxide with Rydberg excitons, it is possible
to obtain a significant optical phase shift due to third-order cross-Kerr nonlinearities realized under
the conditions of electromagnetically induced transparency. The optimum conditions for observation
of the phase shift over π in Rydberg excitons media are examined. A discussion of the application of
the cross-phase modulations in the field of all-optical quantum information processing in solid-state
systems is presented.
Keywords: electromagnetically induced transparency; cross-Kerr nonlinearity
1. Introduction
The recent development of various light manipulation techniques arising from electromagnetically
induced transparency (EIT) has made it possible to slow down the pulse (photons), store, and retrieve
them, preserving the phase relations [1]. At the level of single photons, the EIT enables the quantum
information carried by photons to be mapped in the form of quantum coherences inside the medium,
effectively creating a quantum memory. It allows one to transfer quantum states between photons
and matter. Recently, it has been shown that EIT significantly enhances the optical nonlinearity [2].
EIT has been proposed as a way to greatly enhance cross-phase modulation (XPM), which refers to the
phenomenon where the phase of one photon is modulated by another photon [3]. One of the widely
explored schemes to enhance cross-phase modulation is based on the Kerr-EIT-like interaction between
two weak optical fields [4]. Recently, Bai et al. [5] considered strong Rydberg–Rydberg interactions
which are the source of third- and even fifth-order Kerr nonlinearities. Interactions between photons
realized by nonlinear optical mechanisms are essential to quantum information processing, quantum
teleportation, and quantum logic gates [6–8]. Due to the large nonlinear susceptibilities at low light
levels, the EIT-based XPM in atomic vapors makes single-photon operations feasible and can lead to
applications in quantum information manipulation. XPM has been considered as a promising means
of quantum communication and quantum computation. The large nonlinearity at the single-photon
level could pave the way for the implementation of universal quantum gates. However, realizing large
nonlinearity at such low light levels has been a great challenge for scientists in the past decade [9,10].
Solid bulk media are systems well worth considering for storing and processing quantum
information because they have a number advantages over atomic gases, where many experiments have
been done (for a recent review see Ref. [11]). They are easy to prepare, diffusion processes are not very
fast, and much higher densities of interacting particles can be achieved [12]. One common class of solids
used within the quantum information context are the rare-earth-metal-doped crystals, where a long
time period of information storage has been achieved (i.e., over one minute) [13,14] Nitrogen-vacancy
centers in diamond are also of interest [15], which have a relatively long spin coherence. Another class
of solid-state systems where EIT occurs are so-called artificial atoms [16–19]. Recently, the Rydberg
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excitons (REs) have attracted a great deal of attention due to their exciting features: the distinct
combination of their long radiative life-times, sensitivity to external fields, and strong dipolar
interactions [20] could be exploited to realize quantum interfaces for quantum information processing.
Rydberg excitonic samples smaller than other solid-state systems mentioned above. The observation
of dipolar blockade in bulk Cu2O [21], quantum coherence [22], and single-photon source based on RE
blockade [23] were performed in samples of micrometer scale. The realization of these experiments has
unlocked a plethora of dynamic effects which might be observed in Rydberg excitons media [24–27].
One example is the electromagnetically induced transparency discussed in our previous paper [28], the
performance of which in Cu2O bulk crystal will be the next step towards the potential implementation
of this medium for quantum information processing. This paper follows up our previous work [28],
where the optimal conditions for performing EIT in the linear regime were discussed. Here, by
expanding these considerations and results, we propose to explore the scheme that enables one to
induce a substantial nonlinear interaction and cross-phase modulation between two slow-light narrow
pulses, realized in a cuprous oxide crystal with RE. This nonlinearity may be reached by disturbing the
two-photon resonance condition in a two-ladder configuration while keeping the absorption negligible.
Our simulations demonstrate the feasibility of achieving large cross-phase modulation in the system
with small absorption.
Because slow light experiments can be performed under Autler–Townes or EIT conditions [29–31],
which are often confused, it should be stressed that in this paper we discuss the case of narrow band
operations, for which EIT is the most suitable [32].
Furthermore, we present an overview of the impact of parameters (excitonic states, control field
intensities, temperature, or sample size) and provide a realistic example of a system to facilitate an
experimental demonstration of XPM for RE in Cu2O. The proposed scheme could possibly be used to
implement photon–photon quantum gates, demonstrating the potential of Rydberg excitons media as
a platform for quantum communications and quantum networking.
Our paper is organized as follows. In Section 2 we outline the theory of cross-phase modulation
in an inverted Y system. Then, in Section 3 the results of calculations for a chosen excitonic state
combination are presented and the impacts of various conditions on the system are discussed.
2. Theory
In the following, we consider a Cu2O crystal as a medium with Rydberg excitons, where the XPM
under conditions imposed by EIT in the linear regime can be realized. We use the so-called inverted Y
configuration, which consists of two subsystems of ladder configuration (Figure 1). The whole system
is composed of four levels a1, a2, b, and c. As in our previous works on Rydberg excitons [28], we
focus our attention on the yellow excitonic series. We chose the valence band as the b state. As a
practical example, the n1P and n2S excitonic states and dipole-allowed transitions WEre chosen. The
description of the optically allowed transitions in this system is as follows: the ground state b, which is
identified with the valence band, is coupled by two weak probe and signal beams of Rabi frequencies
Ω1 and Ω3 with states a1 and a2. These two states are the sublevels of a state a obtained by applying a
constant external magnetic field producing Zeeman splitting of the P-exciton levels [33], which in our
case applies only to the a (n1P) excitonic state. Note that these two weak beams are slightly detuned
from the a − b resonance. The two empty upper states a and c are coupled by the control field of Rabi
frequency Ω2. If one of the weak (signal or probe) fields is missing, the system reduces to a standard
ladder-type three-level EIT configuration (in the linear case), driven by the control field, which has
been considered in our previous paper [28]. With the three fields shown in Figure 1, our scheme
acts as a double EIT system with two independent probe and signal fields propagating in the two
transparency windows sharing the common control field. In such a situation, we deal with the case of
multi-channel propagation under EIT conditions, so two different weak light pulses centered at two
independent transparency frequencies travel with slow group velocities through the RE medium.
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Figure 1. Schematic of the considered inverted Y configuration.
In order to study the propagation and interaction of the signal and probe fields inside the medium,
the set Bloch equations of the form similar to that considered in our previous paper [28] (in the
stationary case for the linear EIT regime) is accompanied by the Maxwell propagation equations for












. N is the density of excitons and da1,3b are the transition dipole matrix
elements of specific transitions, ω1,3 are the probe and signal frequencies and ε0 is the vacuum
dielectric permittivity. σij(z, t), i, j ∈ {a1, a2, b, c} denotes the density matrix for an exciton at position
z and time t.
Ω1,3(z, t) =
da1,3b ε1,3(z,t)
h̄ and Ω2(z, t) =
dacε2(z,t)
h̄ are the Rabi frequencies of the probe, signal and
control fields corresponding to the particular couplings. The key of cross-Kerr nonlinearity lies in the
fact that the phase of one light field is modified by an amount determined by the intensity of another
optical field. The necessary conditions to achieve a significant cross-phase modulation (over π) are
the small absorption and a steep dispersion, which are accomplished due to the EIT. A considerable
reduction of the group velocities for both pulses traveling inside the medium allows these two optical
fields to mutually interact in a common transparency window for a sufficiently long time. Rebic et
al. have shown that by slightly departing from exact resonance conditions, one can obtain a group
velocity matching and strong cross-Kerr modulation [34], which facilitates the phase gate operation in
this system.
To theoretically describe the setup in the inverted Y configuration, we used the standard method
to derive the formula for the susceptibilities, solving the set of stationary Bloch equations in the limit
of low probe and signal intensities [35]. The derivation of susceptibility proceeds in a similar way as it
was shown in [28]. We expand the system considered in [28] with an additional energy level and after
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solving the set of Bloch equations in the stationary regime (neglecting nonlinear potential), we obtain
the susceptibilities for both probe and signal fields Ω1 and Ω3 in the form [36]:












Because the probe and signal fields are weaker than the control one |Ω1|2, |Ω3|2 << |Ω2|2, the above
expressions for susceptibilities can be expanded into Taylor series
χ1 ≈ χ(1)1 + χ(3)11 |Ω1|2 + χ(3)13 |Ω3|2,
χ3 ≈ χ(1)3 + χ(3)33 |Ω3|2 + χ(3)31 |Ω1|2, (3)
where χ(1)1 and χ
(1)




33 describe self-Kerr phase
modulation (i.e., when an optical field modifies its own phase), and χ(3)13 , χ
(3)
31 are responsible for
cross-phase modulation. The various detunings and relaxation rates present in the system can be
grouped in the following notation:
Δa1b = −δ1 + iΓa1b,
Δcb = −δ2 + iγcb,
Δa2b = −δ3 + iΓa1b,
Δa1c = −δ1 − δ2 + iΓa2b,
Δa1a2 = −δ1 − δ3,
Δca2 = −δ3 − δ2 + iΓa2b. (4)
where the parameters Γij, i = j describe the damping of exciton states and are determined by
temperature-dependent homogeneous broadening due to phonons and broadening due to structural
imperfections and eventual impurities. The relaxation damping rates for the coherence are denoted by
γij ≈ Γij/2, i = j [37]. To simplify the expressions describing the susceptibility, we define the following
functions of the probe field Ω1:
O1 = Ω1 + Δa1b,
O2 = Ω1 + Δa1c,
O3 = Ω1 + Δ∗a2b,
O4 = Ω1 + Δca2 . (5)
After some calculations, we arrive at the linear, self-Kerr, and cross-Kerr parts of susceptibility
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, (i = 1, 2). (7)
In analogy to the procedure presented above, with the following functions of the signal Rabi
frequency Ω3
O′1 = Ω3 + Δa2b,
O′2 = Ω3 + Δca2 ,
O′3 = Ω3 + Δ∗a1b,
O′4 = Ω3 + Δca1 , (8)


















































Although formulas for susceptibilities in Equations (6) and (9) have a complex form, their dependence
on detunings is visible. The resonance or equal detunings give rise to similar dispersive properties
for both 1 and 3 fields, while the nonlinear susceptibility vanishes and the XPM will not occur.
Disturbing the EIT conditions by choosing different, but sufficiently small (to still remain in the
common transparency window and preserving small absorption) detunings enables one to obtain a
nonlinear contribution to susceptibility. The refraction indices n1,3 =
√
εb + χ1,3, where εb = 7.5 is the






n + ω dndω
, (10)














where A = 4πcε0N . From the above equations it follows that, because the orders of dipole moments are
almost equal, changing the intensity of the control field and the probe or signal fields, it is possible
to match in such a way their group velocities and therefore they can interact mutually in transparent
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Ω3 = −ω32c χ3Ω3,







1 + χ1,3. (12)
Assuming that both pulses propagate in the z-direction through the sample of length L, their amplitudes
are constant (Ω01,3 = Ω1,3(z = 0, δ1,3) = const). The transmissions coefficients for probe and signal















As an example of an excitonic system where XPM can be realized, we used Cu2O crystal of
thickness L = 200 μm. The probe field coupled the ground state b (Figure 1) and sublevels of n1 = 2,
obtained by Zeeman split of the excitonic state in magnetic field. As a result, we obtained two levels
shifted by δ1 = −δ3 = 10 GHz. The control field coupled the n1 state with the empty upper state
n2 = 10. The exciton density was N = 5.4 × 1015 cm−3, which was limited by the Rydberg blockade
effect caused by the populated lower state n1 [27]. In the case of n1 = 2, the upper density limit
was 2.6 × 1016 cm−3 [21]. The Rabi frequency of the control field was Ω2 = 600 GHz, which is
comparable to the dissipation rate of the lower state γab = 2140 GHz [38] for the temperature, T = 10
K. The calculated susceptibility is shown in the Figure 2. One can see that the real parts of both
susceptibilities exhibited steep, normal dispersions, while the imaginary parts featured transparency
windows in the form of dips. The transparency windows of both probe and signal fields overlapped,
providing a common spectral region of small absorption, where the pulses can propagate. Due to
the presence of detunings δ1, δ2, there was a noticeable frequency shift between both windows and
dispersions, which resulted in a phase difference between propagating signals given by Equation (14).
Figure 3a shows the group velocity index ng of the signal field Ω1 inside the transparency window as
a function of control field Ω2. One can see that there is an optimum value Ω2/γab ≈ 0.15, for which
the slowdown was the strongest. For this strength of the control field, the transparency window was
fully formed, but still narrow enough to provide a steep normal dispersion. The obtained slowdown
was on the order of 104, which means that for the given sample thickness L = 200 μm, the propagation
time through the crystal was τ ∼ 7 ns. This corresponds to the pulse spectral width Δω ∼ 15 MHz,
which is well below the width of the transparency window. Figure 3b shows the calculated cross-phase
modulation. The maximum value of ϕ1 ∼ 4.4 rad was obtained in a wide range of control field
strengths, centered around Ω2 ≈ 500 GHz. As pointed out by Feizpour [39], the phase modulation
scales as 1/ΔEIT , where ΔEIT is the spectral width of the window, provided that the window is wide
enough and is limited by the strength of the control field Ω2 and dissipation rate γab. In principle,
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one can use higher excitonic states with smaller γab to obtain a much narrower transparency window.
However, in our calculations this benefit was offset with significantly smaller exciton density. This
in turn resulted in a smaller value of susceptibility which produced a smaller phase shift. However,
a large real part of susceptibility is accompanied by a significant imaginary part which results in
absorption. Due to the particularly large dissipation constants as compared to atomic EIT system,
one can observe in Figure 2 that even inside the transparency window Im χ ∼ 10−3, which resulted in
absorption on the order of α ∼ 20 cm−1. According to Equation (13), this corresponds to about 70%
transmission through a L = 200 μm sample. The absorption coefficient is consistent with experimental
results by Malerba et al. [40], where the measured values outside the resonance peaks were in the
range of 101–102 cm−1, depending on sample thickness. To sum up, the imaginary part of χ inside
the transparency window provided a contribution to absorption that was on the same order as the
intrinsic, bulk absorption due to the defects [40] and was sufficiently low to ensure considerable
transmission. Since the phase shift was directly proportional to L, there was an interplay between XPS
and signal transmission.







13 for both probe and signal fields. The Rabi frequencies are Ω2 = 600 GHz, Ω1 = Ω3 = 60 GHz,
exciton density is N = 5.4 × 1015 cm−3.
a) b)
Figure 3. (a) Group velocity index and (b) cross-phase modulation as a function of detuning δ1 and
control field Rabi frequency Ω2, for the same parameters as in Figure 2.
Finally, we investigated how the XPS scaled with temperature by applying the excitonic
line-broadening model described in [27] to the system described above. Figure 4a depicts the maximum
slowdown as a function of temperature. For the chosen transparency window width, the slowdown
was largely unaffected by broadening up to T ∼ 40 K. Likewise, the cross-phase modulation shown
in Figure 4b exhibits identical behavior. This result is consistent with the findings presented in [39],
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where a similar dependence of XPS on the dephasing rate is shown. Notably, the slowdown and XPS
remained significant even at T = 100 K. This is possible mainly due to the choice of a low-lying state
n1 = 2. As mentioned before, for upper states, the optimal results are obtained with much narrower
transparency windows, which are more disturbed by line broadening, which is also much greater for
these higher Rydberg states.
We emphasize that all presented numerical results are based on a realistic and experimentally
verified parameters for RE in Cu2O. We used the usual theoretical approach to derive the formula
for the susceptibilities by solving the set of stationary Bloch equations in the low range of probe and
signal intensities [36]. The calculated values of cross-phase modulation represent a similar dependence
on the control field intensity as those measured recently by Sinclair et al. [41] in a cold Rubidium gas.
a) b)
Figure 4. (a) Group velocity index and (b) cross-phase modulation as a function of temperature.
4. Conclusions
In this paper, we studied the nonlinear response of Rydberg excitons in Cu2O sample in an
inverted Y configuration, where the incident probe and signal fields interact in EIT conditions.
By expanding the ladder system presented in [28] with additional signal field and adjusting the
parameters to enter the nonlinear regime, we derived expressions for the third-order susceptibility
and suggested the optimal set of parameters for which the remarkable nonlinearities in Cu2O with RE
might be experimentally realized. Rydberg excitons in Cu2O have now reached a stage at which the
coherent quantum effects and controlled quantum manipulations could be realized. With Rydberg
atoms, it has been possible to obtain a large optical nonlinearity at the single photon level and perform
many sophisticated quantum optics experiments such as optical Kerr effect or correlated states [11]. It
is expected that the medium of Rydberg excitons is also a fertile area [22,23,32,35,41].
We have demonstrated that it is possible in principle to achieve a phase difference of over π in a
200 μm sample, at temperatures approaching 100 K and exciton densities an order of magnitude below
the limit imposed by Rydberg blockade. Since their discovery in 2014, the Rydberg excitons in Cu2O
have been investigated mostly from the spectroscopic point of view while only a few experiments
have focused on their quantum optical applications [22,23], which have confirmed their usefulness
in quantum information processing. We hope that our investigations will help in the use of REs as
intermediaries in photon–matter coupling in the field of modern quantum processing in solids.
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Abstract: The propagation of surface plasmon–polaritons is investigated in a metallic, fractal-like
structure based on Cantor set. The dynamic of plasmonic modes generating on the Cantor structure
is discussed in the context of the setup geometry. The numerically obtained reflection spectra are
analyzed with the box-counting method to obtain their dimension, which is shown to be dependent
on the geometry of the plasmonic structure. The entropy of the structure is also calculated and shown
to be proportional to the dimension. Presented analysis allows for extracting information about
fractal plasmonic structure from the reflectance spectrum. Predictions regarding the experimental
observation of discussed effects are presented.
Keywords: surface plasmons; fractals; entropy
1. Introduction
Over the past decades, the study of electromagnetic waves propagating at the interface between
a metal and dielectric has been of significant interest. In such a physical system the energy of
the electromagnetic field is confined to sub-wavelength size supporting localized surface plasmon
polariton (SPP) modes. Their unusual properties depend on the metal and geometry of the material
structure, which in fact plays a crucial role in local electromagnetic enhancement and tuning the
resonance positions. Such interdependences have been recently studied regarding the impact of the
nonlocality of the surface structure on the dispersion relation of SPP [1]. A lot of work has been
devoted to the examination of plasmonic properties of various metal surfaces with specific geometrical
shapes, e.g., periodic V-grooves [2], slabs with periodic grating [3] or to investigate propagation of a
confined field in periodically corrugated waveguides [4]. Carefully designed metasurfaces offer new
opportunities for tunable unidirectional excitation of SPPs whose propagating direction depends on
the helicity of incident light [5]. The recent advancements in the research of geometric metasurfaces
and their applications in ultrathin optical devices have been presented in [6]. The idea of examining
fractal geometries was a natural step forward in plasmonic studies. In recent years there has been
continuous interest in the development of fractal metamaterials, which could be used in high-gain,
compact, multiband antennas [7–9].
Significant research effort has been devoted to fractal space-time systems, starting from analysis of
diffusion in fractal space [10,11]. Interesting results can be obtained even in simple wave propagation
problems; Berry has proved that the diffraction patterns caused by fractal objects are fractals
themselves [12], which has been since experimentally confirmed [13]. Cherny et al. [14] studied
the small-angle scattering in generalized Cantor set fractals.
There is an inherent connection between entropy and fractal dimension [15]; recently, Chen [16]
has used this connection for the study of urban systems, which are natural, self-organizing, fractal
structure. While there are some studies of entropy of electromagnetic waves reflected from metallic
structure [17], it seems that this paper is the first attempt to link the relevance of entropy of fractal
systems where surface plasmons are excited.
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It is important to note that realistic, fractal-like physical systems cannot contain infinitely small
parts; if the construction is iterative, only a finite number of iterations is used. Examples of such
structure are triadic-Cantor photonic crystals [18] and plasmonic superlattices [19] which can be
analyzed using standard transfer matrix approach. Similarly, the finite number of Cantor set iterations
in plasmonic structure allows one to approach the problem with classical optics and to use the standard
form of Fourier transform.
These observations and studies inspire us to study plasmon propagation in fractal structures.
Such systems have geometry which scales in a nontrivial way and is characterized by a non-integer
dimension. One of the simplest examples of a fractal is the Cantor set [20]. The aim of our paper
is to investigate the propagation of plasmons generated by an electromagnetic wave incident at the
quasi-periodic Cantor-like metallic layer. In our analysis, the structure is generated in finite, but
sufficient number of iterations so that the finest structures are much smaller than the wavelength.
This is particularly important for plasmonic structure, as it is well known that SPPs can interact with
sub-wavelength surface features. Therefore, one may expect a very rich system dynamics in the case
of fractal metallic structures. By using the Cantor set as a geometrically simple example of fractal
structure, we use the well-established principles of SPP excitation in optical dipole antennas [21]
and thin layers [22] to predict the number and frequency of SPP modes excited in the system. Then,
we demonstrate that the reflection spectrum of fractal plasmonic structure can be interpreted as a
fractal and characterized by a non-integer dimension, providing a new, useful measure in spectroscopy
of plasmonic systems. Our work may unlock a novel opportunity to elicit information about the
surface structure from the reflection spectrum of SPPs and therefore establishes a link between optical
properties and different fractal geometries. The results are general and applicable to a wide class of
natural and fabricated systems characterized by a non-integer dimension. Although our considerations
are purely theoretical, nevertheless the numerical simulations are based on the realistic model of the
fractal-like structure of the silver film on the glass substrate; we believe that presented results can be
an inspiration for the experimental investigations.
2. Theory
Our setup consists of a metal layer with indentations, deposited on a glass substrate (Figure 1a).
The minimum and maximum layer thickness are d and d + h respectively. The indentations are cut
according to the iterative process of generalized Cantor set construction [20] (Figure 1); at every
iteration, a middle part of the unmodified metal surface is cut, forming two thicker areas (“islands”
with length a) and a middle, thinner area (“groove”, with length b). The size of the removed part is
given by a fraction 0 < f < 1. Assuming that the total length of the structure is l, the length of grooves
and islands obtained in the i-th iteration is respectively
ai = l [(1 − f )/2]i ,
bi = l f [(1 − f )/2]i−1 . (1)
In our manuscript, we analyze the case in which the number of iterations is i = 3 and f ∈ (0, 0.4),
where f = 1/3 is the standard Cantor set. For f > 0.4 and i > 3, the size of the metallic parts quickly
decreases, approaching the size of the unit cell in numerical simulation.
A TM-polarized incident wave (I on the Figure 1a) illuminates the surface from the glass side, at
an angle θ = 45◦, in the Kretschmann configuration [23]. For some selected frequencies, the incident
wave can excite multiple surface plasmon modes (marked by red and blue lines). One can expect
that the strongest plasmonic resonances will have the form of standing waves, with multiples of
half-wavelength matching the length of various horizontal surfaces bi in the structure, e.g.,
Nλ/2 = bi, N ∈ N, i = 0 . . . n, (2)
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where i is the iteration number, so that the distances range from the total structure length b0 = l down
to the smallest features bn. Figure 2 shows the typical plasmonic modes obtained in a finite-difference
time-domain (FDTD) simulation.
(a) (b)
Figure 1. (a) Schematics of the considered plasmonic system, with propogation direction of incident (I)
and reflected (R) waves. (b) First three iterations of Cantor set construction with structure length l and
removed part fraction f = 1/3.
Figure 2. Various plasmonic modes forming on the Cantor structure. Color and arrows mark the
electric field intensity E2 and direction, respectively. The metallic structure is shown in green. (a) Island
mode with b = 2.5λ. (b) Low-frequency island mode spanning whole first iteration structure, ignoring
the second and third iteration grooves. (c) Groove mode consisting of standing wave with a ≈ 1.5λ
and two additional intensity peaks on the island edges. (d) Narrow groove mode.
In Figure 2a one can see an example of “island” mode in the form of a standing wave, with
wavelength being a fraction of the island length b. Typically for SPP, the electric field is perpendicular
to the metal surface, drops exponentially with the distance from the metal and vanishes inside the metal.
Interestingly, long-wavelength island modes can form over the grooves (Figure 2b). This means that in
a Cantor structure created in i iterations, there will be SPP resonances corresponding to the structures
obtained in iteration i′ ≤ i and the whole reflection spectrum is a sum over all iterations. Figure 2c
depicts a typical “groove” mode. A standing wave is formed inside the groove. In addition, there are
two intensity peaks forming on the island edges enclosing the groove. Due to this phenomenon, the
efficient wavelength of the model is slightly longer than the allowed space inside the groove could
permit. This effect becomes more pronounced as the groove size a decreases (Figure 2d); in such a
case, the plasmonic mode changes the field configuration, with the electric field direction parallel
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to the metal-glass interface. Moreover, the wavelength is no longer dependent on the groove length
and instead becomes proportional to the groove depth of h. One can also see that this type of mode
is relatively weak—the electric field amplitude is comparable to the free-propagating wave on the
other side of the metal surface. In contrast, the other depicted SPP modes are much stronger than the
incident and reflected field. This is caused by the fact that for those modes, the electric field on the
vertical walls (edges) of the structure is negligible, reducing power losses due to induced currents
flowing along these walls and thus creating strong, standing wave patterns. The excitation of plasmons
takes energy from the incident wave, reducing the amplitude of the reflected wave R.
For quantitative results, we recall the model presented in [24], where the incident field excites
SPPs on a silver layer. The permittivity of silver is calculated with the Drude model




with the plasma frequency ωp = 1930.5 THz and damping ratio γ = 31.35 THz obtained from fitting
to the value εm(λ = 589 nm) = −13.3 + 0.883i [25]. The metal film is deposited on a glass substrate
with εg = 2.25. To obtain the frequency of SPP modes, one has to consider the boundary conditions on

























k2 − εj ω2c2 denotes the component of the wave vector k parallel to the surface of the j-th
medium with j ∈ {a, m, g} corresponding respectively to the air, metal and glass; εj are the relative
electric permittivities of these substances and d′ is the layer thickness (d′ = d and d′ = d + h for groove
and island modes, respectively). The two above equations describe the so-called short-range and
long-range SPPs. In this paper, we consider only the stronger, long-range modes. Furthermore, in
the case of the Cantor set structure shown on the Figure 1a, there are two different types of modes
corresponding to the layer thickness d and d + h respectively. By solving the Equation (4) numerically,
we obtain a dispersion relation in a form ω(λ). This allows us to calculate the frequency of the
modes with wavelengths given by (2), corresponding to the various distances in the structure given
by Equation (1). Due to this close correspondence between the structure and the surface plasmons,
one can expect that the number and frequency of the excited modes will reflect the recursive pattern
of the metallic layer; overall, a feature-rich surface will result in feature-rich reflection spectrum due
to the multiple SPP resonances. Dettmann [27] has used a Fourier transform to describe the Cantor
set charge distribution and its accompanying electrostatic potential, which has been shown to be a
dimension-dependent power law. Thus, the non-integer fractal dimension of the structure is a quantity
that might be preserved to some degree in the reflection spectrum. However, the exact analytical
relation between structure and spectrum dimension is nontrivial; every metallic surface supports
multiple plasmonic modes, generating many overlapping spectral lines of various strength and width.
The proposed system is one of the simplest models of a structure where the dimension can be precisely
controlled with parameter f and the reflection spectrum is a result of well-known resonances given by
(2), providing a convenient model and a basis for our further dimension analysis in systems with more
complicated geometry.
3. Numerical Results
To calculate the reflection and scattering spectra, we have used the FDTD method, with medium
parameters described in [24,26]. The simulation domain is a two-dimensional cross-section of the
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structure, as shown in Figure 1a. The whole domain is divided by a rectangular grid with a single
cell size Δx. At every grid point, the electric and magnetic field distributions E(x, y, t), H(x, y, t) are
calculated from their previous values E(x, y, t − Δt), H(x, y, t − Δt) with evolution equations derived
directly from Maxwell’s equations. In the chosen, two-dimensional system, one has three non-zero field
components E = [Ex, Ey, 0] and H = [0, 0, Hz]. The computational domain is a square grid, 1000 × 1000
unit cells. For this geometry, the most efficient use of available space is to place the metallic layer at the
diagonal and use 45-degree incidence angle. In such a system, the incident field propagates only along
x axis and has a single non-zero electric field component Ey whereas the reflected beam electric field is
Ex. This allows for easy decoupling of incident and reflected fields for further analysis. The domain is
terminated with absorbing layers having a reflection coefficient smaller than 10−4. The structure is
finite and contained within the domain in (x, y) plane. Since the simulation is two-dimensional, the
system is assumed to be semi-infinite (much larger than the computational domain) in the z direction.
The glass is assumed to have a constant susceptibility εg = 2.25 while the metal is described by
the Drude model (3). We have used ADE (Axillary Differential Equations) approach [28], where we
compute medium polarization by solving a second-order PDE in the form




with the fitted medium parameters: plasma frequency ωp, damping constant γ and high frequency
susceptibility limit ε∞. The full set of equations solved in our FDTD approach is as follows
∂Ey(x, y, t)
∂x
− ∂Ex(x, y, t)
∂y





= −jy(x, y, t)− ε0
∂Ey(x, y, t)
∂t












where Px, Py are components of polarization vector calculated from (5), j is the current density, ε0, μ0
are the vacuum permittivity and permeability. The above equations are rearranged to obtain time
derivatives of the Ex, Ey, Hz fields, which are then used to calculate the field evolution with some
constant time step Δt.
As mentioned before, due to the finite spatial resolution of the simulation Δx limiting the size of
the smallest features, the Cantor set structure is generated in 3 iterations.
The Figure 3 shows the reflection spectrum in a system where d = 0 and h = 45 nm, e.g., the
indentations are cut through the whole metal layer, forming islands of metal on the glass substrate.
The range of values of f describes structures varying from continuous metal layer ( f = 0) to small
islands covering 21.6% of glass surface ( f = 0.4). One can see multiple minima of reflection (shown in
white and blue color), which correspond to the predicted plasmonic modes marked by dashed lines.
These frequencies are calculated as follows: for any given length of metallic structure bi, there are
multiple matching standing-wave modes given by Equation (2). By using the dispersion relation (4),
we calculate the mode frequencies ωn(λn). The calculated modes are identified in Figures 3 and 4 by
their wavelength shown on the top. In Figure 3 one can see that the frequencies are increasing with
a fraction f due to the fact that the metal islands and corresponding plasmon wavelengths become
smaller. As mentioned before, the best fit is obtained when taking into account the sizes of structures
in multiple Cantor iterations. Additionally, the spectrum contains a wide minimum (thick, black line,
marked l) which is a generic plasmonic mode of an uncut metal layer [24]. The large area of low
reflection coefficient for ω > 500 THz and f > 0.1 is a result of many overlapping plasmonic lines in
this region; one can see that the local minima of reflection correspond to the crossing points of these
lines. Overall, the reflection coefficient is proportional to the surface of metal and thus decreases with
f . In the limit of f = 0, only generic, continuous layer mode and the lowest order island modes b1,
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corresponding to the whole structure size l, are present. The close correspondence between reflection
minima and predicted SPP resonances is more apparent in the cross-section shown in Figure 3 bottom
panel. The two strongest resonances are the generic line overlapping with λ = b2/3 line and the
combination of b2 and b1/2 lines.
Figure 3. Reflection coefficient as a function of frequency and the Cantor set fraction f , for d = 0 and
h = 45 nm. Black, green and magenta lines mark the plasmonic modes corresponding to first, second
and third iteration structures.
Figure 4. Reflection coefficient as a function of frequency and the Cantor set fraction f , for d = 45 nm
and h = 90 nm. Black lines mark the island modes. Blue and magenta lines are the groove modes with
and without low f correction, respectively.
The next analyzed system consists of deep grooves with h = 90 nm cut in a thick metal layer,
resulting in minimum thickness d = 45 nm. In this case, one can expect not only the “island” modes,
but also “groove” modes forming inside the indentations. This is shown in Figure 4. The reflection
spectrum depends mostly on the groove modes, which are the strongest plasmonic resonances due to
the fact that the metal layer is thinnest inside the indents. One could expect that in the limit f → 0, the
indents and corresponding wavelengths λi become negligibly small, and ωi → ∞. Such modes are
marked by magenta lines. However, as the grooves become narrower, the plasmonic modes start to
form on their vertical sides, with constant wavelength Nλ/2 = h. We have taken this into account
40
Entropy 2019, 21, 1176
by introducing effective groove size l which approaches h as f → 0. This results in the characteristic
shape of the blue lines seen in Figure 4, which are not divergent for f → 0. The generic mode, again
marked by thick, black line, is relatively weak due to the large effective thickness of the metal layer,
especially in the limit of f → 0. On the cross-section at the bottom of the figure, one can notice
that some reflection minima are blue-shifted as compared to the predicted frequencies; as shown by
Novotny [21], there is a correlation between a shape of emitting elements and wavelength, which at
optical frequencies may be smaller than the structure length by as much as 20%.
4. Calculation of Dimension
Our numerical results consists of discrete set of frequencies ωi, i = 1 . . . 200, and the
corresponding values of reflection coefficient Ri(ωi). These pairs can be interpreted as a set of
points on a two-dimensional plane, which can be connected to form a piecewise linear curve, as shown
in Figure 5a, where reflectance of the first discussed system for f = 1/3 is shown. In other words,
consecutive data points connected with negligibly thin lines are interpreted as a two-dimensional,
geometrical object in [ω, R] coordinate space.
Figure 5. (a) Numerically calculated reflection coefficient for d = 0, h = 45 nm, f = 1/3. (b) The fractal
dimension of the curve determined by fitting (red line), according to the Equation (7).
We employ a box-counting method [29,30] to calculate the fractal dimension of this curve. Let’s
consider a rectangular region of space enclosing the curve and define a grid that divides this space into
rectangles (boxes) of a size ζ. The side of the whole grid is N ∼ ζ−1 boxes long. Then, we count the
number of boxes M which are non-empty, e.g., they contain some part of a curve, which can be either a
data point [ωi, Ri] or a fragment of a line connecting such points. The so-called Minkowski-Bouligand
dimension D is determined by observing how the number of non-empty boxes M scales with their size
ζ. For example, for a simple, one-dimensional structure such as infinitely thin straight line, one would
obtain M ∼ ζ−1 and for two-dimensional area, M ∼ ζ−2. One can see that the exponent determines





Numerically, we estimate the dimension D by plotting the function log M(log N) and fitting a
straight line, as shown in Figure 5b. One can see that in the limit of ζ → 0 (e.g., large number of
boxes N → ∞) the function slope (e.g., dimension) is decreasing. This is caused by our numerical
approach, where the curve is represented by a finite number of pixels Mmax; when the box size
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approaches the pixel size, the M stops increasing and the curve effectively becomes a set of separate,
zero-dimensional points.
The Figure 6a shows the calculated structure and spectrum dimensions D as a function of the
fraction f . The numerical results are marked by points; due to the fact that the exact value of the
calculated dimension depends on many factors such as the number of points in the spectrum, numerical
accuracy and choice of points in the fitting, straight lines are added to the plots to emphasize the
general tendencies. We have found that these tendencies are relatively independent of numerical
considerations and are preserved when scaling the system. As expected, the dimension of the structure
is decreasing with f ; one obtains a continuous metal layer at f = 0 and a set of separate, point-like
islands for large f . The dimension of the reflection spectrum also shows a linear dependence on f ,
but only for f < 0.25. For a very low f , the reflection spectrum is simple, similar to the case of a
continuous layer, which results in a low dimension D ∼ 1. For f < 0.05, small gaps between islands
cannot be adequately resolved on the numerical grid, leading to spurious results. As the gaps increase,
the resulting large metal islands produce multiple, strong plasmonic modes, producing rich reflection
spectrum which approaches the asymptotic value of D ∼ 1.25 for f ≈ 0.25. Further increase of spacing
between islands does not add any new features; as the metal islands become smaller, resonant modes
shift to higher frequency and eventually become undetectable. This results in a constant spectrum
dimension for f > 0.25. Figure 6b shows a very similar tendency. However, in this case, it extends
to the whole range of f because the spectrum remains relatively feature-rich for all values of f due
to the interplay between island and groove modes. As in Figure 1a, the results for structures with
small f show the highest variance which is caused by finite numerical accuracy. Due to the overall low
reflection coefficient of these structures, the reflection spectrum cannot be calculated reliably enough.
Also, the spatial features of structures with small f are comparable in size to the numerical grid, which
introduces rounding off errors and aliasing. These factors produce visible, quasi-periodic variations
depending on the size of numerical spatial and time steps.
(a) (b)
Figure 6. Calculated dimension of the reflection spectrum for (a) d = 0, h = 45 nm and (b) d = 45 nm,
h = 90 nm. Insets: schematic of the structure.
Due to the linear dependence of the structure and spectrum dimension on f , one can calculate the
correlation between these two quantities. One of the most commonly used measures of correlation
is the Pearson correlation coefficient ρ(x, y) = cov(x,y)
σ(x)σ(y) , where cov(x, y) is the covariance of quantities
x, y and σ(x) is the standard deviation of x [31]. Figure 7a shows a linear fit to the relation between
spectrum and structure dimension in the first considered system (d = 0, h = 45 nm), with ρ = 0.978
indicating that there is a strong correlation between these variables. Moreover, a very good fit is
obtained for the spectrum dimension and mean groove size (Figure 7b). This result extends also to
the island size and effective layer thickness, as these geometrical features are all directly linked—the
sum of all islands and grooves is the structure length l and the thickness is a weighted mean of d and
d + h, where the weight is the ratio of the total island surface to total groove surface. In the discussed
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case of d = 0, the islands are separate metallic structures on glass substrate and the mean groove
size is the mean distance between these structures. This means that the results could be applicable
to random ensembles of nanoantennas [32–34] and other similar systems [35]. Figure 7c,d depict the
same fits performed for the second system (d = 45 nm, h = 90 nm). The straight lines have the same
direction as in the previous case, which indicates that the results are general and repeatable across
various systems, despite different absolute values of the structural dimension and spectrum dimension.
Finally, we have performed simulation for semi-random structure, where the island and groove sizes
are random variables with expected values given by Equation (1) and a standard deviation of 30%.
The islands have a height h = 90 nm and the thickness of the continuous layer is d = 45 nm. Such a
system represents a realistic, rough metallic surface. Figure 7e,f shows the correlations obtained in
this setup. Due to the complicated geometry with many different distances in the structure, there are
overall more plasmonic modes than in previous systems. As a result, the reflection spectrum is richer
and its dimension is larger. There is also less variance in the value of dimension—even for small f , the
structure can support a large number of plasmonic resonances, so that the spectrum does not become




Figure 7. Calculated dimension of the reflection spectrum for (a,b) d = 0, h = 45 nm and (c–f)
d = 45 nm, h = 90 nm, as a function of structure dimension and mean groove size.
To sum up, in both discussed cases the reflection spectra contain a large number of plasmonic
modes which can be associated with specific geometrical features of the metallic structure. Due to
this dependence, one can correlate the dimension of the structure and the spectrum. This is the key
result of this work. The presented relations are repeatable across different systems and hold in the
presence of noise. These results suggest that the proposed approach is viable for realistic, random and
semi-random fractal-like structures. This facilitates the use of fractal dimension analysis as a useful
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tool to extract information about the structure from the spectrum, even for the case of a large number
of overlapping plasmonic modes. Such correlations could be useful in surface physics [35] because the
spectroscopic interpretation of the spectrum enables one to get insight into the material structure of
the illuminated system. Moreover, we have shown that the frequencies of plasmonic modes depend
on f (Figures 3 and 4), which in turn affects the structure dimension in a linear manner (Figure 6).
Therefore, one can associate the dimension with frequency shifts, as reported in [30].
It should be mentioned that apart from f , another degree of freedom in structure generation is the
number of Cantor set iterations. We have shown that particular plasmonic modes can be associated
with iteration number and therefore the total number of modes is directly dependent on the maximum
number of iterations. This is a known effect in superlattices [19]. In studies of light scattering on
Cantor set, the intensity spectrum follows iteration-dependent power laws [14].
5. Correlation Between Dimension and Structure Entropy
It has been shown that the Shannon entropy of a structure is closely related to its fractal
dimension [15]. In the case of our Cantor set, the structure is numerically represented by a vector of
discrete values indicating the thickness of the metal layer along the surface. Specifically, in FDTD
calculations we have used N = 300 values di, i = 1 . . . N, which are either equal to di = d or di = d + h.
Therefore, one can conclude that the surface is encoded by N bits of information. To calculate entropy,





pi log2 pi, (8)
where pi is the probability of di having the given value; for Cantor fraction f , one has
pi =
{
f , di = d,
1 − f , di = d + h,
(9)
which results in the total entropy
S = −N
[
f 2 log2 f + (1 − f )2 log2(1 − f )
]
. (10)
The relation above is a function close to a parabola, with a maximum value of N/2 at f = 0.5.
The comparison of S calculated from Equation (8) and a theoretical relation (10), obtained for the
second structure, e.g., d = 45 nm, h = 90 nm, is shown on the Figure 8a. The results indicate that the
system exhibits varying degrees of order, especially in the case of very low or very high f the structure
collapses to the trivial case of smooth surface. The peak entropy is half of its maximum possible value,
e.g., S = N, which would be obtained in a perfectly random structure. As shown before, there is a
linear dependence between Cantor fraction f and the structure dimension. Therefore, the entropy as
a function of dimension shown in Figure 8b has a similar shape to Figure 8b. Interestingly, the best
fit is obtained with a third-degree polynomial and the peak entropy occurs for D = 1.56, which is
roughly halfway between closest integer dimensions D = 1 and D = 2. One can conclude that the
fractal structure is the richest, in terms of Shannon’s information, when the dimension is possibly far
from the integer values. Finally, one can express the structure entropy as a function of its reflection
spectrum dimension (Figure 8c). Again, a third-degree polynomial with a maximum value at D = 1.15
is the best fit and the quality of the fit is better for the more complicated spectra characterized with a
larger dimension.
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(a) (b) (c)
Figure 8. Structure entropy (8) as a function of (a) fraction f (b) structure dimension (c) spectrum
dimension.
The entropy calculated with Equation (8) is based on a one-dimensional map of height values,
which is a minimal information needed to describe the metallic layer. However, one can also use the
direct representation of the structure in the FDTD simulation, e.g., a two-dimensional binary map








pi log2 pi, (11)
where the area has a size N × M. In such a case, the dependence of entropy on the fraction f becomes
linear (Figure 9a). The relation between entropy and dimensions (Figure 9b,c) is also very close to
a linear function, which has been proposed in [15], in a more general context of Rényi entropy and
generalized fractal dimension. The deviation from the straight line is caused by finite accuracy of
box-counting dimension calculation, specifically the choice of points to fit the asymptote shown on
Figure 5. This is caused by the fact that the entropy value of a fractal system depends on the scale
of measurement (in our case, number of points N), but the fractal dimension is independent of the
scales [16]. Finally, from Figure 9c we conclude that it is possible to estimate the structure entropy not
only from its fractal dimension but also from the dimension of its reflection spectrum.
It should be stressed that our results indicate that the structure entropy, which is based on the
spatial distribution of metallic elements, manifests itself in the reflection spectrum, which is a Fourier
transform of the time-dependent signal. This contrasts with a more direct approach such as [17],
where the authors have studied the relation between structure entropy and the spatial distribution of
reflected wave.
(a) (b) (c)
Figure 9. Structure entropy (11) as a function of (a) fraction f (b) structure dimension (c) spectrum
dimension.
6. Conclusions
We have shown that a fractal plasmonic system in the form of Cantor set supports multiple
standing wave SPP modes which are closely linked to the specific geometrical features of the structure.
This dependence allows one to predict the location of extrema in the reflection spectrum. Moreover,
it is demonstrated that by interpreting the reflection spectrum as a fractal, one can calculate its
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non-integer dimension and relate it to the dimension of the illuminated structure. This provides a
novel way to extract information about structure from the reflectance. Importantly, the proposed
approach based on the spectrum dimension analysis provides clear correlations even in the case where
individual resonances cannot be easily resolved. The results could be applied to other systems with
non-integer dimensions, including rough-surfaced metallic layers. The presented scheme is based on
the well-known Kretschmann configuration and the simple, single-layer system geometry seems to be
within reach of the usual fabrication techniques. Experimental data for the discussed problems are
not available yet but we hope that our theoretical results will pave the way for future observations
and might have practical applications in, e.g., construction of photodetectors, surface-enhanced
spectroscopy, photovoltaic devices, and high-gain, compact, multiband antennas [9].
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Abstract: In this paper, we study the collective effects which appear as a pair of quantum emitters is
positioned in close vicinity to a plasmonic nanoparticle. These effects include multipole–multipole
interaction and collective decay, the strengths and rates of which are modified by the presence of the
nanoparticle. As a result, entanglement is generated between the quantum emitters, which survives in
the stationary state. To evaluate these effects, we exploit the Green’s tensor-based quantization scheme
in the Markovian limit, taking into account the corrections from light–matter coupling channels
higher than the electric dipole. We find these higher-order channels to significantly influence the
collective rates and degree of entanglement, and in particular, to qualitatively influence their spatial
profiles. Our findings indicate that, apart from quantitatively modifying the results, the higher-order
interaction channels may introduce asymmetry into the spatial distribution of the collective response.
Keywords: quantum plasmonics; beyond dipole; entanglement
1. Introduction
When subject to resonant illumination, plasmonic nanoparticles are able to focus electromagnetic
fields to subwavelength volumes of space [1–3]. Such a tight field confinement is accompanied by a
corresponding local field intensity enhancement of up to three orders of magnitude [2]. In quantum
plasmonics [4], this effect is usually exploited to boost the interaction strengths between the locally
enhanced light and quantum emitters positioned in the hotspots near the nanoparticles. Typically,
these quantum emitters are molecules, quantum dots, or crystalline defects. The achieved interaction
strengths typically reach the THz regime [5,6], but can be of the order of electron volt [7], outperforming
even photonic crystal cavities [8].
These remarkable interaction strengths enable the fast addressing of quantum emitters with light:
even in the weak-coupling regime, a quantum transition can occur at timescales of picoseconds, while
stationary states are reached within nanoseconds [5,9]. This effect is typically studied in terms of
Purcell factors [10], which quantifies the enhancement of the spontaneous emission rate of quantum
emitters due to neighboring nanoparticles [11,12].
In this work, we adopt the quantum-optical perspective, according to which a spontaneous
emission is a result of a purely quantum origin, arising from a coupling of a quantum emitter to
a surrounding electromagnetic field in its vacuum state [13]. The enhancement of a spontaneous
emission, however, can be calculated through classical means, as the power enhancement of a source
represented by a classical electric dipole, magnetic dipole, or another type of source. The enhancement
is conveniently expressed in terms of electromagnetic Green’s tensor [14,15]. If multiple quantum
emitters are present in the close vicinity of a nanoparticle, they may all couple to the surrounding
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quantum vacuum. As a result, additional interesting phenomena arise. In particular, the quantum
vacuum surrounding the nanoparticle can serve as a carrier for interactions between the emitters [16];
plasmon-enhanced dipole–dipole coupling was studied in [17–19]. This result is derived from the
field elimination from the description either in a formalism based on adiabatic elimination of leaky
electromagnetic modes [20], or more rigorously, using the electromagnetic Green’s tensor-based field
quantization in dispersive media and the Markovian approximation [14,19,21–23].
The confinement to subwavelength spatial domains implies that the assumptions of the
paradigmatic electric-dipole approximation may break, and higher-order multipolar channels of
interaction between matter and light should be taken into account. This is because the electric-dipole
approximation is valid if the size-scale of the field modulations is significantly larger than the extent
of the quantum emitter, which may not be the case near plasmonic nanoparticles. The significance
of higher-order multipolar terms has been suggested [24–29] and verified experimentally [30–34].
Their impact is not only quantitative: the presence of several parallel interaction channels, for example
electric and magnetic dipolar or electric quadrupolar, unlocks the possibility of interference [35].
The appealing consequence of destructive interference is that it might lead to spontaneous emission
lifetimes enhanced with respect to the free-space values, corresponding to a perspective of linewidths
reduced below the “natural level”. In the context of realization of quantum information protocols, the
increased lifetime might enable quantum information storage in the quantum emitter’s excited state
for longer times, which might be realized in nanoscale platforms. These effects can be evaluated based
on the theory developed in [36].
Naturally, multiple emitters near a nanoparticle could be used to store not only a single excitation
per emitter encoding a single quantum bit, but also correlations in the form of quantum entanglement.
This effect has been studied before in the plasmonic context [18,20] within the electric-dipole
approximation, and has been suggested for the generation of squeezed light [37].
Here, we study how higher-order interaction terms might influence the collective properties
of a pair of emitters positioned near a spherical nanoparticle, which belongs to the most typical of
geometries investigated in theory and experiments. The studied scenario involves external illumination
with a plane wave drive, and the collective properties include the effective inter-emitter coupling,
decay rate, and degree of entanglement. We confirm the important impact of higher-order light–matter
interaction channels of both a quantitative and a qualitative character.
2. Results
In this section, we introduce the investigated system (Section 2.1) and briefly recapitulate on the
theory developed to a large extent in our previous work [36], though extended by the inclusion of
classical illumination and studies of entanglement of quantum emitters (Section 2.2). We perform a
study of the collective phenomena beyond the electric-dipole channel with an example in the third
part of Section 2.3.
2.1. System
The investigated system consists of a pair of two-level quantum emitters, with excited states |e〉j
and ground states |g〉j, where j ∈ {1, 2} gives the numbers of the emitter. The eigenstates are separated
by energy differences h̄ωj, where h̄ stands for the reduced Planck constant. Each quantum emitter is
described by the set of Pauli operators {σj = |g〉j〈e|j, σ†j }. We introduce their extensions to the Hilbert
space of the pair of emitters Σ1 = σ1 ⊗ 11, Σ2 = 11 ⊗ σ2, where 11 is an identity operator in the Hilbert
space of a given quantum emitter. Our goal is to investigate the stationary entanglement of such a
pair of emitters located near a plasmonic nanoparticle whose exemplary geometry is described below.
In such a nanoscale setup, a realistic scenario to generate entanglement involves the illumination of the
system with an external laser beam. Then, the quantum emitters are coupled to the electromagnetic
field of the following electric Fourier components:
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E (r, ω) = ∑
X=C,V
Einc,X (r, ω) + Escat,X (r, ω) . (1)
The subscript “inc” stands for the incoming field, which is the illumination which combines a
weak laser beam approximated as a classical plane wave (subscript “C” for classical), Einc,C(r, ω) =
Edrive(r, ωdrive)δ(ω − ωdrive) + Edrive(r, ωdrive)δ(ω + ωdrive), and the background of quantum
vacuum fluctuations











where μ0 is the vacuum magnetic permeability and G0 (r, r′, ω) is the electromagnetic Green’s tensor
of a homogeneous medium connecting the source at a position r′ to the field at a position r.
The subscript “scat” in Equation (1) represents the field scattered at the nanoparticle given by











where Gscat (r, r′, ω) is the electromagnetic Green’s tensor representing the scattered part of the
electromagnetic field. The source is a current density induced in the nanoparticle either by the
classical plane wave (jC (r′, ω)) or by the vacuum noise (jV (r′, ω)). Naturally, the electric part of the
field is accompanied by the magnetic one B (r, ω) = − iω∇× E (r, ω) , where i is the imaginary unit.
The magnetic field can be decomposed into the incoming and scattered, classical and vacuum-induced
components, accordingly.
In general, both the electric and the magnetic components of the field can be coupled to the
quantum emitters, i.e., to the electric dipole dj, magnetic dipole mj, electric quadrupole Qj, and
higher-order multipolar moments characterizing the quantum transition between the eigenstates.
These transition moments are expressed through the matrix elements of the corresponding operators
dj = 〈e|d̂j|g〉, and similarly for the other multipoles. In this work, we assume the emitters do not
support permanent multipolar moments. For more details on multipolar coupling, please see [33,36,38].
Since we work far from the ultrastrong coupling regime, we assume the rotating wave approximation
to hold, and apply it in the following interaction Hamiltonian taking into account the electric dipole,








d†j · E+(rj) + m†j · B+(rj) + Q†j : ∇E+(rj)
]}
, (4)
where in the Schrödinger picture E−(r) =
∫ ∞
0 dωE(r, ω), E
+(r) = [E−(r)]†, and E(r) = E−(r)+E+(r).
The fields are evaluated at the quantum emitters’ positions rj. In the expression above, the dot · denotes
a scalar product, ∇E is a dyadic product, and C : D = ∑ij CijDji is a double-dot product of tensors C
and D.
We would like to now discuss the roles played by different field components in the scenario
proposed in this work. Both components, the quantum vacuum and the classical drive, enter the
Hamiltonian above.
• The quantum vacuum is a background, playing the role of a carrier of the interactions of the
quantum emitters. In open systems like the one considered in this work, this part of the field
is tricky to keep track of, since it involves a continuum of optical modes. However, in this case,
the quantum vacuum surrounding the emitters can be treated as a reservoir shared between the
quantum emitters [16]. Then, it can be eliminated from the evolution equations of the system,
leading to an effective picture as given below. The effective picture is obtained in the Markovian
approximation, based on the assumption (which is well met in most practical cases) that at
considered timescales, the light–matter coupling introduces only a small perturbation to the free
dynamics of the field and of the emitter (for rigorous derivations and detailed discussions please
see [23,36]). Under the Markovian approximation, one arrives at an effective form of equations
describing the evolution of the emitters alone, in which contributions from Lamb shifts δj and
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spontaneous emission rates can be distinguished for individual emitters, and additionally, direct
multipole–multipole interactions and collective decay effects arise between multiple emitters.
These effects already arise in free space, but can be significantly enhanced and modified in the
presence of plasmonic nanoparticles tailoring the properties of the quantum vacuum, quantified
with the Green’s tensor. Please note that the coupling effect holds even if the frequencies of the
emitters are not identical, as long as their difference |ω1 − ω2| is much smaller than the width of
the plasmonic resonance;
• The classical drive is the source of energy in the setup and therefore is necessary to enable
stationary entanglement generation. The energy it provides trades off various decay channels
described below. Without the drive, the stationary state of the system would be the ground state,
which is separable.
2.2. Hamiltonian and Liouvillan
As described in detail in [36], under the Markovian approximation, Equation (4) reduces to the











+ ξΣ†2Σ1 + ξ
Σ1Σ†2. (5)
Here, δωj = ωj + δj − ωdrive is the detuning of the drive from the transition frequency of the jth
system corrected by the effective Lamb shift. It corresponds to an effective energy shift of the jth
emitter. The effective coupling strengths with the classical field are
h̄Ωj = −EC(rj, ωdrive) · dj − BC(rj, ωdrive) · mj −
[∇EC(rj, ωdrive)] : Qj. (6)
They describe interactions with the classical part of the field consisting of the illuminating
plane wave and the part scattered at the nanoparticle EC(r) =
∫ ∞
0 dω [Einc,C(r, ω) + Escat,C(r, ω)] and
similarly for the magnetic field.
The final contribution to the Hamiltonian describes the first among the collective effects, i.e., the
multipole–multipole interaction of strength ξ. This quantity arises from the presence of the quantum
vacuum and is essential for the purpose of entanglement generation since it is the very source of
nonclassical correlations of the two emitters. We consider the coupling strength in the form extended
with respect to the well-known one corresponding to the electric-dipole approximation (see [17,19] for
a result in the electric-dipole approximation and [36] for extensions).















where ω̄ = 12 (ω1 + ω2) and Rmn, Imn correspond to the real and imaginary parts of a differential
























with components of the differential operator











and with n, k, p ∈ {x, y, z}. Here, dj,n stands for the nth spatial component of the transition dipole
moment element of the jth quantum emitter, and similarly for the other multipoles. From the structure
of Equations (7) and (9), it is clear that the interaction will contain two sorts of terms, i.e., of “pure”
and “mixed” origin. To explain their meaning, we consider each quantum emitter as a complicated
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source combining the electric-dipole, magnetic-dipole, and electric-quadrupole components. Each of
these multipolar components is a source of electric and magnetic fields, which are scattered at the
nanoparticle. As the other emitter interacts with these scattered fields, we can distinguish
• “Pure” coupling channels, in which the electric-dipole moment of the emitter j interacts with the
electric field originating from the electric-dipole moment of the emitter j′, the magnetic-dipole
moment of the emitter j is coupled to the magnetic field generated by the magnetic-dipole moment
of the emitter j′, and the electric-quadrupole moment of the emitter j- to the modulations of the
electric field originating from the electric-quadrupole source corresponding to the emitter j′;
• “Mixed” coupling channels related to interference, for example, an electric-dipole moment of the
jth emitter coupled to the electric field generated by the magnetic dipole or electric-quadrupole
sources related to the emitter j′, etc.
The same sorts of channels will be distinguished in collective decay and will influence the degree
of entanglement.
Please note that in the electric-dipole approximation, the operator in Equation (9) reduces to an
element of the electric-dipole moment, and in free space, the expression for ξ reduces to the familiar




, where rjj′ is the distance between the emitters j and j′, while r̂jj′
indicates the direction of a vector connecting them. This form of dipole–dipole coupling has been
derived and applied in previous works focusing on electric dipole–dipole interactions in free-space [16]
and their modifications near plasmonic nanostructures [17,19]. The same expression corresponds to
the Förster resonance energy transfer (FRET) potential [39,40] where a pair of emitters is considered,
one of them playing a role of a donor, the other, of an acceptor of a quantum of energy. This simple
form is obtained by inserting the free-space Green’s function in Equation (7). It may be modified
near plasmonic nanostructures influencing the form of the Green’s tensor, and as a result, modifying
the range of dipole–dipole interactions/FRET [41,42], or due to the broad character of plasmonic
resonances, its spectral characteristics. A particular example is related to plasmon—induced resonance
energy transfer, in which energy transfer is enabled to acceptors whose transition line is centered at a
frequency blue-shifted with respect to the donors [43].
Having mentioned the FRET, we need to explain how it could be possible to achieve a regime of
irreversible energy transfer if the Hamiltonian in Equation (7) is Hermitian and describes reversible
dynamics. Irreversibility arises naturally from introducing decoherence in the system. In FRET,
the decoherence rate dominates over the multipole–multipole coupling ξ by 6 orders of magnitude,
and is mostly related to nonradiative processes, e.g., collisions with molecules of a host medium [40].
In general, the shared photonic environment impacts the individual decay rates of the emitters through
the famous Purcell effect [10,12], and may induce the corresponding collective rates which describe the
sub- and superradiance phenomena in analogy to the Dicke model [16,19,44]. In most cases, decay and
decoherence suppress the degree of stationary entanglement unless the subradiant channel is active
through which highly entangled but weakly radiating states can be populated.



























⎣Rmn (ω̄) Im Gmn (r′, r, ω̄) | r=rj ,
r′=rj′
− Imn (ω̄)Re Gmn
(
r′, r, ω̄




with j′ = j. These rates enter the Liouville term that accounts for the non-Hamiltonian part of the
dynamics of the density matrix ρ of the pair of quantum emitters
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L(ρ) = ∑
j,j′=1,2
Dγjj′ (ρ, Σj, Σ†j′), (12)
where




With these tools at hand, one can evaluate the dynamics of the system through the
Gorini–Kossakowski–Sudarshan–Lindblad equation [45,46]. However, we are interested to find its
stationary solutions ρ which we deem more feasible for experimental investigations. For this purpose,
we solve the stationary form of the equation
− i [H, ρ] + L (ρ) = 0. (14)
Once the stationary density matrix is known, the degree of entanglement between the emitters
can be evaluated e.g., in terms of concurrence [47]
C(ρ) = max{0, λ1 − λ2 − λ3 − λ4}, (15)
where λi stands for square roots of eigenvalues, in a descending order, of the matrix ρρ̃, and where
ρ̃ = (σy,1 ⊗ σy,2)ρ(σy,1 ⊗ σy,2). Here, σy,j = i(σj − σ†j ).
2.3. Application
The following steps allow one to apply the theory introduced above to an arbitrary
reasonable geometry.
• The Green’s tensor G(r, r′, ω) corresponding to the particular geometry under study should be
found. Here, r = r′ = rj and ω = ωj for single-emitter effects, while r = rj, r′ = rj′ and ω = ω̄ for
collective effects, are respectively positions of the probe and the source as well as their frequencies.
For this purpose, we have used a freely-available MATLAB solver MNPBEM, as described in the
Materials and Methods section;
• Relevant derivatives of the Green’s tensor should be evaluated according to the orientations of
the multipolar moments (Equation (9)). The first derivatives correspond to the interference terms
involving the electric-dipole component, while the second derivatives are related to the magnetic
dipole and electric-quadrupole components. Description of higher-order components would
require a generalization of the method;
• To evaluate the degree of stationary entanglement in terms of concurrence, one needs to insert
the effective-Hamiltonian/Liouvillian parameters, calculated above, to Equation (14) for the
stationary density matrix. The concurrence can be found directly according to the recipe in
Equation (15). These derivatives scaled by the multipolar moments determine the emitter–emitter
interaction strengths and decay rates, according to Formulas (7), (10) and (11).
We now apply this procedure to an example system. To acquire a fair estimation of different
multipolar contributions to the degree of entanglement, we assume the dipole moments of each of the
emitters to have lengths of 1 atomic unit and the following orientations: dx = 1 a.u. ≈ 8.5 × 10−30 Cm,
mz = 1 a.u ≈ 1.9 × 10−23 JT−1, and similarly for the electric-quadrupole moment of the transition
Qxy = Qyx = 1 a.u ≈ 4.5 × 10−40 Cm2.
The nanoparticle is a silver nanosphere of 10 nm radius supporting a broad plasmonic resonance
centered at a free-space wavelength of 360 nm, whose full-width at half maximum is of the order of
100 nm (not shown). The relative permittivity for silver at 360 nm is ε = −2.3020 + 0.26535 i [48],
the magnetic permeability is assumed to be equal to 1. As we show below, even for such a small
nanoparticle, whose optical response is dominated by the electric-dipolar term, the contributions
from higher multipoles to the interaction ξ, the decay rates γjj′ , and to the stationary concurrence
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C are considerable. The system is illuminated with a x-polarized plane wave of frequency ωdrive =
5.2 × 1015 Hz resonant with the nanosphere optical response. This drive is assumed resonant with the
Lamb-shift-corrected transition frequency of Emitter 1 δω1 = 0 and slightly detuned from the other
emitter δω2 = 2 GHz. Please note that this offset corresponds well to possible implementations, in
which the Lamb shift correction depends on the emitter’s position with respect to the nanoparticle [23].
We fix the position of Emitter 1 at r1 = (−13, 0, 0) nm with respect to the coordinate frame’s origin at
the center of the sphere. We evaluate the resulting model parameters based on the electromagnetic
Green’s tensor as described in detail in the subsections above. The parameters are calculated in
dependence of position r2 of the other emitter that is swept across the xy plane. The value of the
coupling strength with the classical field for Emitter 1 is Ω1 = 1 GHz, while the couplings Ω2, ξ and
decay rates γjj′ are position dependent. Please note that the values of the coupling to the classical field
Ωj only influence our final result: the concurrence, but not the vacuum-induced collective parameters
ξ and γjj′ .
Before we continue to discuss the results, it is important to comment on the case of free space,
that is in the absence of the nanoparticle. In free space, the electric-dipole approximation works very
well and the light–matter interaction is dominated by the electric-dipole channel. In consequence,
the effective parameters, such as the spontaneous emission rate γjj due to the electric-dipole
channel, overcome their analogons due the magnetic dipole and electric-quadrupole channels,
respectively, by 5 and 6 orders of magnitude in the studied frequency range [36]. Similar scaling
applies to γjj′ and ξ. As we show below, this situation may be greatly modified near nanoparticles.
In Figure 1, we compare the resulting coupling strengths |ξ| achieved due to the electric-dipole
interaction channel (a), the magnetic-dipole channel (b), and the electric-quadrupole channel (c).
The maps show |ξ| as functions of the position r2. The navy-colored regions around the nanoparticle
correspond to the positions less than 2 nm apart from the sphere, at which distance our results may
not be reliable due to limitations of the software that was used to calculate the Green’s tensor [49] and
therefore are not shown. We find that all the interaction channels are enhanced, but most importantly,
their ratio with respect to the dominant channel is enhanced dramatically. The electric-dipole channel
dominates by up to 2 (4) orders of magnitude near the nanoparticle over the magnetic-dipole (electric
quadrupole) terms, as is evident from comparisons with Figure 1a–c. This means the relative strength of
the higher-order multipoles (i.e., beyond the electric dipole) is enhanced with respect to the free-space
case. Even more importantly, the impact of these channels is most visible through the interference
terms (Figure 1d–f): The electric–magnetic dipole interference in Figure 1d is the main term responsible
not only for the significant modulation of magnitude of the total coupling strength ξ with respect to
the value obtained from the isolated electric-dipole channel, but also for the asymmetry with respect to
the y = 0 plane. We demonstrate this in Figure 2a. There, we find domains where the total interaction
strength is robust with respect to positioning of Emitter 2 and modified by interference with the
magnetic dipole by ±8% for r2 below and above the nanosphere, as it is shown in Figure 2e, up to even
±20% for the two emitters located on the same side with respect to the nanoparticle (Figure 2c). If the
emitters are positioned on opposite sides, we find the influence of higher-order interaction channels to
be limited to a few percent. Please note, however, that even in the latter case, the increase is substantial
with respect to the free-space case. One can notice narrow spatial regions where the modulation may
exceed 50% (Figure 2c for y = −14.0 nm and y = 12.5 nm), but these extreme values are achieved
in strongly limited volumes and the required experimental accuracy to exploit them would be very
challenging to achieve.
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Figure 1. Coupling strengths |ξ| due to various light–matter interaction channels for Emitter 1 fixed at
position r1 = (−13, 0, 0) nm as a function of position r2 of Emitter 2. Orientation of emitters’ multipolar
moments described in the main text. (a). electric dipole–electric dipole coupling, (b). magnetic
dipole–magnetic dipole coupling, (c). electric quadrupole–electric quadrupole coupling, (d). electric
dipole–magnetic dipole coupling, (e). electric dipole–electric quadrupole coupling, (f). magnetic
dipole–electric quadrupole coupling.
We would like to elaborate on the antisymmetry of the result with respect to the y = 0 plane.
The physical origin of this effect lies in the interplay of electric- and magnetic-dipole moments of
the emitters. The interference term arises as a result of the coupling of the magnetic field induced
by the electric dipole corresponding to Emitter 1 and coupled to the magnetic dipole of Emitter 2,
as well as the electric field induced by the magnetic dipole of Emitter 1 and coupled to the electric
dipole of Emitter 2. The magnetic field induced by the electric dipole of Emitter 1 is dominated by
the part scattered at the nanoparticle, which one can imagine as coming from a dipole induced at
the nanoparticle. Naturally, the orientation of the magnetic field from such a dipole depends on the
position of Emitter 2 which probes it, and in particular has opposite signs in the lower and upper
halves of the xy plane.
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Figure 2. (a). Total coupling strength ξ compared to coupling strength ξED−ED from the electric-dipole
channel only. (b). Total emission rate γ12 compared to the emission rate γ12,ED−ED from the
electric-dipole channel only. (c,d). Cross-sections of a,b for a fixed x = −15 nm. (e,f). Cross-sections of
a,b for a fixed y = −15 nm.
Similar effects can be identified on maps of the collective decay rates γ12, whose absolute values
are shown in Figure 3. These rates are rather robust with respect to respective positioning of the
emitters: the rates due to the electric-dipole channel reach THz values in almost the entire simulation
domain, while those originating from the magnetic-dipole and electric-quadrupole channel are of the
order of tens of GHz and hundreds of MHz, respectively. All channels are enhanced for the emitters
located very close to each other, i.e., less than a few nanometers apart. Again, the interference between
the electric and the magnetic dipoles leads to a substantial modulation of the result (Figure 2d,f) by up
to relatively stable values of ±8% in the lower and the upper halves of the xy plane, respectively, and
even up to ±100% at specific spots (e.g., at x = −15 nm, y = 6.5 nm).
Both the multipole–multipole interaction carried by the photonic environment surrounding
the nanostructure, and the collective decay rates induced by its presence, give rise to entanglement
between the emitters, considerable even in the steady state. The degree of stationary entanglement
of the emitters is shown in Figure 4 in terms of stationary concurrence C again in the function of
the position of Emitter 2. Once more, the achieved values are robust against shifts in the emitter
57
Entropy 2020, 22, 135
positioning: for almost all positions around the nanoparticle, C is close to its average value Cav = 0.095
(the averaging was performed over the investigated and reliable positions only and provides the
order of magnitude for the effect). The spatial profile of the concurrence arising as a result of the
interplay between all the investigated channels (Figure 4a) inherits the asymmetry that has been found
in the coupling strengths and decay rates. As clearly visible from Figure 4b, the origin lies in the
inclusion of higher-order interaction channels, in particular the interference between the electric- and
magnetic-dipole channels, which influence the spatial profile of the result and modify it quantitatively
by inducing the antisymmetry against the y = 0 plane.
Figure 3. As in Figure 1, but for collective emission rates |γ12|.
Figure 4. Concurrence due to all possible interaction channels (a) and the ratio of concurrence due to
all possible channels compared with the concurrence due to electric-dipole channel only (b).
To confirm the importance of the plasmonic resonance for the investigated effects, we repeat the
calculations of the interaction strengths ξ and collective decay rates γjj′ for a drive at free-space
wavelength of 350 nm, i.e., blue-shifted to a wing of the plasmonic resonance. The resulting
emitter–emitter interactions are not transferred by the nanoparticle to its opposite side as efficiently as
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in the resonant case (compare Figures 1 and 5). The weaker performance in the off-resonant case can
be explained by less efficient field confinement and enhancement, affecting both values of fields and
the derivatives, i.e., all considered interaction channels.
Figure 5. Coupling strengths |ξ| due to various light–matter interaction channels for an illumination
wavelength of 350 nm, i.e., detuned from the plasmonic resonance. Emitter 1 is fixed at position
r1 = (−13, 0, 0) nm, coupling strengths are plotted as a function of position r2 of Emitter 2.
(a). electric dipole–electric dipole coupling, (b). magnetic dipole– magnetic dipole coupling, (c). electric
quadrupole–electric quadrupole coupling, (d). electric dipole–magnetic dipole coupling, (e). electric
dipole–electric quadrupole coupling, (f). magnetic dipole–electric quadrupole coupling.
3. Discussion
Before we come to final conclusions, let us make several comments on the proposed scenario and
the acquired results.
The scheme described above to induce multipole–multipole coupling between the emitters and
eventually generate entanglement exploits a simple illumination scheme with a plane wave and
does not require experimentally challenging preparation of the initial state of the quantum emitters.
As demonstrated above, the resulting coupling strengths are rather stable across the simulation domain,
which means precise positioning of the emitters is not required. Regarding the orientation of the
multipolar moments of the emitters, a certain degree of control would however be beneficial. We have
focused our analysis on the orientations in which higher-order interaction channels give rise to spatial
asymmetry of the results. We deem this asymmetry to be a measure of the impact of these channels
feasible for detection in experimental scenarios. Other orientations lead to similar orders of magnitude
for enhancements, but may blur the asymmetry. As long as the dominant components of the transition
moments are oriented as assumed above, all the qualitative features of our results should be conserved
and significant.
Regarding the degree of entanglement, one could increase its stationary value through refined
engineering of the nanoparticle, as well as through the application of a stronger driving field, which
would help to overcome the decay rates. In the analysis above, we kept the drive moderate in order
not to break the Markovian approximation [20], which is at the heart of the applied model [23].
We analyzed and discussed the influence of light–matter interaction channels beyond the electric
dipole on collective phenomena that occur at the presence of a pair of quantum emitters near a silver
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plasmonic nanosphere. As a result, we found there to be significant influence on these quantities of the
interference term between the electric and the magnetic dipoles, which modifies the results obtained
within the typically applied electric-dipole approximation. This influence is of both a quantitative and
qualitative character. First of all, the interference term may modify the achieved interaction strengths
and decay rates by up to 8% in relatively stable spatial domains, and even by 100% at selected points.
Secondly, it induces asymmetry of spatial distributions of the investigated quantities. On the other
hand, our findings suggest that the influence of even higher-order terms would merely be a small
correction, negligible in the particular case of geometry discussed in this work.
In this article, we described methods that could be exploited to include the electric-dipole,
magnetic-dipole, and electric-quadrupole light–matter interaction channels in the analysis of
quantum-optical scenarios involving small numbers of quantum emitters near nanoparticles.
We confirmed the significance of terms beyond the electric-dipole approximation for
multipole–multipole coupling, collective decay, and the degree of entanglement of emitters at close
vicinity of a silver nanosphere. In the discussed example, we found the dominant correction to
originate from the magnetic dipole–electric dipole interference channel. Other geometries where the
electric-quadrupole channel may be enhanced were also proposed [50–53] and we expect them to
have an impact on the collective effects considered here. Finally, nanostructures made of dielectrics or
including dielectric components which support magnetic response at low absorption losses might be
used for similar purposes [54–58].
4. Materials and Methods
Detailed introduction to the Green’s tensor’s formalism for field quantization in dispersive
media can be found in [21]. Derivation of effective Hamiltonian parameters beyond the regime of
electric-dipole approximation is given in [36].
Calculations of electromagnetic Green’s tensor around the investigated nanostructure were
performed using the Metallic Nanoparticle Boundary Element Method (MNPBEM) toolbox for
Matlab [49]. According to the developers of MNPBEM, to assure reliable results, one should calculate
fields at a distance from the particle’s surface not smaller than the mean distance between the
collocation points of the surface discretization, which in our example is equal to approximately
1 nm. To evaluate the impact of higher-order channels, first and second derivatives of the field are
necessary. As a result, the reliable distance from the nanoparticle grows to 2 nm. Scripts are available
from the corresponding author upon reasonable request. They can be directly generalized to account
for other nanostructure geometries. Concurrence was calculated directly from formula (15) assuming
the Markovian approximation holds.
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Abstract: This article is about the profound misuses, misunderstanding, misinterpretations and
misapplications of entropy, the Second Law of Thermodynamics and Information Theory. It is the
story of the “Greatest Blunder Ever in the History of Science”. It is not about a single blunder admitted
by a single person (e.g., Albert Einstein allegedly said in connection with the cosmological constant,
that this was his greatest blunder), but rather a blunder of gargantuan proportions whose claws have
permeated all branches of science; from thermodynamics, cosmology, biology, psychology, sociology
and much more.




“It is the only physical theory of universal content, which I am convinced, that within the framework
of applicability of its basic concepts will never be overthrown.”
Einstein on Infinities:
“Two things are infinite: the universe and human stupidity; and I’m not sure about the universe.”
Louis Essen cautions:
“I was warned that if I persisted [criticizing relativity], I was likely to spoil my career prospects.”
Adding that:
“Students are told that the theory must be accepted although they cannot expect to understand it.
They are encouraged right at the beginning of their careers to forsake science in favor of dogma.”
This article tells the incredible story of a simple, well-defined quantity having well-defined
limits of applicability, which had evolved to reach monstrous proportions, embracing and controlling
everything that happens, and explaining everything that is unexplainable.
My main purpose is to deal with the following perplexing question and quandary: How, a simple,
well-defined, “innocent” and powerless concept, called inadequately “entropy” had evolved into an
almighty, omnipresent, omnipotent, multi-meaning and monstrous entity, rendering it almost God-like
which drives everything and is the cause of everything that happens.
Did I say God-like? Sorry, that was an understatement. Entropy has become far more powerful
than any God I can imagine!
God, as we all learned in school, is indeed the almighty and the creator of everything, including us.
Yet, we also learn that God gave us the freedom to think, to feel, and even the freedom of believing
in Him.
Entropy 2019, 21, 1170; doi:10.3390/e21121170 www.mdpi.com/journal/entropy65
Entropy 2019, 21, 1170
Entropy, in contrast has been ascribed powers far beyond those ascribed to God. It not only drives
the entire universe, but also our thoughts, feelings and even creativity.
If you think I am exaggerating in saying that entropy has become mightier than God, please read
the following quotation from Michael Shermer’s book “Heavens on Earth” [1]:
This leads us to a deeper question: Why do we have to die at all? Why couldn’t God or Nature endow
us with immortality? The answer has to do with . . . the Second Law of Thermodynamics, or the fact
that there’s an arrow of time in our universe that leads to entropy and the running down of everything.
These statements are typical nonsenses written in many popular science books. Entropy is viewed
not only as the cause of a specific process, but a cause for anything that happens including our thinking,
feelings and creation of the arts [2,3]. I believe that such a claim is the most perverted view of entropy
and the Second Law.
1.1. The Unique Nature of Entropy
Entropy is a unique quantity, not only in thermodynamics but perhaps in the entire science. It is
unique in the following sense:
There is no other concept in science which has been given so many interpretations—all, except one
being totally unjustified. Surprisingly, the number of such misinterpretations still balloons to this day.
(1) There is no other concept which was gravely misused, misapplied and in some instances,
even abused.
(2) There is no other concept to which so many powers were ascribed, none of which was ever justified.
(3) There is no other concept which features explicitly in so many book’s covers and titles.
And ironically some of these book though mentioning entropy, are, in fact totally irrelevant
to entropy.
(4) There is no other concept which was once misinterpreted, then the same interpretation was
blindly and uncritically propagated in the literature by so many scientists.
(5) There is no other concept on which people wrote whole books full of “whatever came to their
mind,” knowingly or unknowingly that they shall be immune from being proven wrong.
(6) There is no other concept in physics which was Equated to time (not only by words, but by using
equality sign “=”), in spite of the fact that it is totally timeless quantity [4,5].
(7) There is no other concept in which the role of “cause” and “effect” have been interchanged.
(8) Finally, I would like to add my own “no-other-concept” that has contributed more to the confusion,
distortion and misleading the human minds than entropy and the Second Law.
If you doubt the veracity of my statement above, consider the following quotation from Atkins’
book [2]:
“ . . . no other scientific law has contributed more to the liberation of the human spirit than the Second
Law of thermodynamics.”
The truth is much different:
No other scientific law has liberated the spirit of some scientists to say whatever comes to their minds
on the Second Law of thermodynamics!
We shall present many similar meaningless and misleading statements about entropy and the
Second Law throughout this article.
1.2. Outline of the Article
The article is organized in four Sections, as follows: In Section 2 we describe, very briefly, three
different definitions of entropy which are equivalent. These definitions are different in the sense that
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they are derived from completely different origins, and there is no general proof, that they are identical
(i.e., that one follows from the other). Nevertheless, they are equivalent in the sense that for whatever
process for which we can calculate the entropy changes we obtain agreement between the results
obtained by the different definitions.
In Section 3 we present a few formulations of the Second Law. Some of these are “classical” and
one is relatively new. We shall present one thermodynamic and one probability formulation of the
Second Law.
In Section 4 we discuss some of the most common interpretations of entropy. We shall see that
none of these, except one is a valid and provable interpretation.
In Section 5 we shall discuss three directions along which entropy and the Second Law were
misused and misapplied. In this Section we discuss the heart of the greatest blunder in the history
of science.
The first is the association of entropy with time. The second is the application of entropy to life
phenomena, to evolution to social processes and beyond. The third is the application of entropy and
the Second Law to the entire universe; not only at present but also at some hypothetical time in the far
past (the “birth” of the universe), or in the far future (the so-called thermal-death of the universe).
This paper is essentially a transcription of an invited lecture the author gave in a conference
on Thermodynamics and Information Theory, organized by Professor Adam Gadomski, and held in
Bydgoszcz, Poland, October 2019. All these topics are discussed in greater details in Ben-Naim [4–9].
2. Three Different but Equivalent Definitions of Entropy
Here we shall very briefly present three different definitions of Entropy, with more details available
in Ben-Naim (henceforth ABN) [4–9]. By “different” we mean that the definitions do not follow from
each other, specifically, neither Boltzmann’s nor ABN’s definition can be “derived” from Clausius’s
definition. By “equivalent” we mean that for all processes for which we can calculate their change
in entropy, we obtain the same results by using the three definitions. It is believed that these three
definitions are indeed equivalent although no formal proof of this is available.
2.1. Clausius’s “Sefinition” of Entropy
Clausius did not really define entropy. Instead, he defined a small change in entropy for one
very specific process. It should be added that even before a proper definition of entropy was offered,
it was realized that entropy is a state function. That means that whenever the macroscopic state of a
system is specified, its entropy is determined. Clausius’ definition, together with the Third Law of
Thermodynamics, led to the calculation of “absolute values” of the entropy of many substances.
Let dQ > 0 be a small quantity of heat flowing into a system, being at a given temperature T. The





The letter d here stands for a very small quantity, and T is the absolute temperature. Q, has the
units of energy, and T has the units of temperature. Therefore, the entropy change has the units of
energy divided by units of temperature. Sometimes, you might find the subscript “rev” in the Clausius
definition, meaning, that Equation (1) is valid only for a “reversible.” This is not necessary; it is
sufficient to state that the heat is added in a quasi-static process [4].
The quantity of heat, dQ. must be very small, such that when it is transferred into, or out from the
system, the temperature T does not change. If dQ is a finite quantity of heat, and one transfers it to a
system which is initially at a given T, the temperature of the system might change, and therefore the
change in entropy will depend on both the initial and the final temperature of the system. There are
many processes which do not involve heat transfer, yet, from Clausius’ definition, and the postulate
that the entropy is a state function, one could devise a path leading from one state to another, for which
the entropy change can be calculated [4].
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2.2. Boltzmann’s Definition Based on Total Number of Micro-States
Boltzmann defined the entropy in terms of the total of number accessible micro-states of a system
consisting of a huge number of particles, but characterized by the macroscopic parameters of energy E,
volume V and number of particles N.
Consider a gas consisting of N simple particles in a volume V, each particle’s micro-state may be
described by its location vector Ri and its velocity vector vi, Figure 1. By simple particles we mean
particles having no internal degrees of freedom. Atoms such as argon, neon and the like are considered
as simple. They all have internal degrees of freedom, but these are assumed to be unchanged in all
the processes we discuss here. Assuming that the gas is very dilute so that interactions between the
particles can be neglected, then, all the energy of the system is simply the sum of the kinetic energies of
all the particles.
Figure 1. Ten particles in a box of volume V. Each particle, i has a locational and a velocity vector.
Boltzmann postulated the relationship which is now known as the Boltzmann entropy.
S = kB log W (2)
where kB is a constant, now known as the Boltzmann constant (1.380 × 10−23 J/K), and W is the number
of accessible micro-states of the system. Here, log is the natural logarithm. At first glance, Boltzmann’s
entropy seems to be completely different from Clausius’ entropy. Nevertheless, in all cases for which
one can calculate changes of entropy one obtains agreements between the values calculated by the two
methods. Boltzmann’s entropy, as defined in Equation (2), has raised considerable confusion regarding
the question of whether entropy is, or isn’t a subjective quantity [4].
One example of this confusion which features in many popular science books is the following:
Entropy is assumed to be related to our knowledge of the state of the system. If we “know” that the
system is at some specific state, then the entropy is zero. Thus, it seems that the entropy is dependent
on whether one knows or does not know in which state (or states) the system is.
This confusion arose from misunderstanding W which is the total number of accessible micro-states
of the system. If W = 1, then the entropy of the system is indeed zero (as it is for many substances
at 0 K). However, if there are W states and we know in which state the system is, the entropy is still
k ln W and not zero!
In general, the Boltzmann entropy does not provide an explicit entropy function. However,
for some specific systems one can derive an entropy function, based on Boltzmann’s definition.
The most famous case is the entropy of an ideal gas, for which one can derive an explicit entropy
function. This function was derived by Sackur [10] and by Tetrode [11] in 1912, by using the Boltzmann
definition of entropy. We shall derive this function based on Shannon’s measure of information in the
following section.
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2.3. ABN’s Definition of Entropy Based on Shannon’s Measure of Information
The third definition which I will refer to as the ABN definition. This is Ben-Naim’s definition
based on Shannon’s measure of information (SMI). The reader who is not familiar with SMI is referred
to [7]. Here we present only a brief account of Shannon motivation, and his definition of SMI, then we
outline the definition of entropy based on SMI.
Shannon was interested in a theory of communication of information, not information itself. This is
very clear to anyone who read through Shannon’s original article [12]. In fact, in the introduction to
the book, we find:
“The word information, in this theory, is used in a special sense that must not be confused with its
ordinary usage. In particular, information must not be confused with meaning.”
Here is how Shannon introduced the measure of Information:
Suppose we have a set of possible events whose probabilities of occurrence are p1, p2, · · · , pn. These
probabilities are known but that is all we know concerning which event will occur. Can we find a
measure of how much “choice” is involved in the selection of the event or how uncertain we are of
the outcome?
If there is such a measure, say, H (p1, p2, . . . , pn), it is reasonable to require of it the
following properties:
(1) H should be continuous in the pi.
(2) If all the pi are equal, pi = 1n′ then H should be a monotonic increasing function of n. With equally likely
events there is more choice, or uncertainty, when there are more possible events.
(3) If a choice be broken down into two successive choices, the original H should be the weighted sum of the
individual values of H.




pi log pi (3)
In the following we shall briefly outline the derivation of the entropy of an ideal gas from the
SMI. Details may be found in Ben-Naim, Reference [7]. K, in the Shannon article is any constant.
In application to thermodynamics K turns into Boltzmann Constant.
2.3.1. First Step: The Locational SMI of a Particle in a 1D Box of Length L
Suppose we have a particle confined to a one-dimensional (1D) “box” of length L. We can define,
as Shannon did, the following quantity by analogy with the discrete case:
H[ f (x)] = −
∫
f (x) log f (x)dx (4)
It is easy to calculate the density distribution, f (x) which maximizes the locational SMI, H[ f (x)] in





This is a uniform distribution, Figure 2.
H(locations in 1D) = log L (6)
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Figure 2. The uniform distribution for a particle in a 1D box of length L. The probability of finding a
particle in a small interval dx, is dx/L.
2.3.2. Second Step: The Velocity SMI of a Particle in a 1D “Box” of Length L
The mathematical problem is to calculate the probability distribution that maximizes the continuous
SMI, subject to two conditions, which are essentially a normalization condition and a constant variation.









Figure 3. (a) The velocity distribution of particles in one dimension at different temperatures; (b) The
speed (or absolute velocity) distribution of particles in 3D at different temperatures.
The subscript eq which stands for equilibrium is clarified once we realize that this is the equilibrium
distribution of velocities. Applying this result to a classical particle having average kinetic energy
m<v2x>
2 , and using the relationship between the standard deviation σ















where kB is the Boltzmann constant, m is the mass of the particle, and T the absolute temperature. The
value of the continuous SMI for this probability density is:
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and the corresponding maximum SMI:




2.3.3. Third Step: Combining the SMI for the Location and Momentum of One Particle; Introducing the
Uncertainty Principle
We now combine the two results. Assuming that the location and the momentum (or velocity) of
the particles are independent events we write:








Here hx and hp are chosen to eliminate the divergence of the SMI. In writing (14) we assume that
the location and the momentum of the particle are independent. However, quantum mechanics impose
restrictions on the accuracy in determining both the location x and the corresponding momentum px.
We must acknowledge that nature imposes on us a limit on the accuracy with which we can determine
simultaneously the location and the corresponding momentum. Thus, in Equation (14), hx and hp cannot
both be arbitrarily small, but their product must be of the order of Planck constant h = 6.626× 10−34 J s.
Thus, we set:
hxhp ≈ h, and instead of (14), we write:








2.3.4. The SMI of a Particle in a Box of Volume V
We consider again one simple particle in a cubic box of volume V. We assume that the location of
the particle along the three axes x, y and z are independent. Therefore, we can write the SMI of the
location of the particle in a cube of edges L, and volume V as:
H(location in 3D) = 3Hmax(location in 1D) = 3log L = log V (15)
Similarly, for the momentum of the particle we assume that the momentum (or the velocity) along
the three axes x, y and z are independent. Hence, we write:
Hmax(momentum in 3D) = 3Hmax(momentum in 1D) (16)
We combine the SMI of the locations and momenta of one particle in a box of volume V, taking
into account the uncertainty principle. The result is:








2.3.5. Step Four: The SMI of Locations and Momenta of N Independent and Indistinguishable Particles
in a Box of Volume V
The next step is to proceed from one particle in a box to N independent particles in a box of volume




of one particle within the box, we say that
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we know the micro-state of the particle. If there are N particles in the box, and if their micro-states are
independent, we can write the SMI of N such particles simply as N times the SMI of one particle, i.e.,
SMI(N independent particles) = N × SMI(one particle) (18)
This equation would have been correct if the micro-states of all the particles were independent.
In reality, there are always correlations between the micro-states of all the particles; one is due to
the indistinguishability between the particles, the second is due to intermolecular interactions between
the particles.
For indistinguishable particles there are correlations between the events “one particle in i1” “one
particle in i2” . . . “one particle in in”, we can define the mutual information corresponding to this
correlation. We write this as:
I(1; 2; . . . ; N) = log N! (19)




H(one particle) − log N!. (20)
For the definition of the total mutual information, see Ben-Naim [7].
We can now write the final result for the SMI of N indistinguishable (but non-interacting)
particles as:






− log N! (21)
Using the Stirling approximation for log N! (note again that we use here the natural logarithm) in
the form:
log N! ≈ Nlog N −N (22)
We have the final result for the SMI of N indistinguishable particles in a box of volume V and
temperature T:








This is a remarkable result. By multiplying the SMI of N particles in a box of volume V,
at temperature T, by a constant factor (kB loge 2), one gets the thermodynamic entropy of an ideal gas of
simple particles. This equation was derived by Sackur [10] and by Tetrode [11] in 1912, by using the
Boltzmann definition of entropy. Here, we have derived the entropy function of an ideal gas from the
SMI. See also Ben-Naim [7].
One can convert this expression to the entropy function S(E, V, N), by using the relationship








Hence, the explicit entropy function of an ideal gas is:














We can use this equation as a definition of the entropy of an ideal gas of simple particles characterized
by constant energy, volume and number of particles.
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The next step in the definition of entropy is to add to the entropy of an ideal gas, the mutual
information due to intermolecular interactions. We shall not need it here. The details are available in
Reference [7].
3. Various Formulations of the Second Law
We shall distinguish between the “thermodynamic” formulations and the probability formulation
of the Second Law. In my opinion the latter is a more general and a more useful formulation of
the Second Law. There is a great amount of confusion regarding these two different formulation.
For instance, one of the thermodynamic formulations is: when we remove a constraint, from a
constrained equilibrium state of an isolated system, the entropy can only increase, it will never decrease.
This “never” is in absolute sense. On the other hand, the probability formulation, as we expect, is of a
statistical nature; the system will never return to its initial state. Here, “never” is not absolute but only
“in practice.”
In all of the examples of irreversible processes given in the literature, it is claimed that one never
observes the reversal process spontaneously; the gas never condenses into a smaller region in space,
two gases never un-mix spontaneously after being mixed, and heat never flows from a cold to a hot
body, Figure 4.
Figure 4. Three typical spontaneous irreversible processes occurring in isolated systems. (a) Expansion
of an ideal gas; (b) Mixing of two ideal gases; (c) Heat transfer from a hot to a cold body.
Indeed, we never observe any of these processes occurring spontaneously in the reverse direction.
For this reason, the processes shown in Figure 4 (as well as many others) are said to be irreversible. The
idea of absolute irreversibility of these processes, was used to identify the direction of these process
with the so-called Arrow of Time [4]. This idea is not only not true; it is also erroneously associated
with the very definition of entropy. One should be careful with the use of the words “reversible” and
“irreversible” in connection with the Second Law. Here, we point out two possible definitions of the
term irreversible:
(1) We never observe that the final state of any of the processes in Figure 4 returns back to the initial
state (on the left-hand side of Figure 4) spontaneously.
(2) We never observe the final state of any of the processes in Figure 4 going back to the initial state
and staying in that state.
In case 1, the word never is used in “practice.” The system can go from the final to the initial state.
In this case, we can say that the initial state will be visited.
In case 2, the word never is used in an absolute sense. The system will never go back to its initial
state and stay there!
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In order to stay in one chamber, the partition should be replaced at its original position. Of course,
this will never (in an absolute sense) occur spontaneously.
Notwithstanding the enormous success and the generality of the Second Law, Clausius made one
further generalization of the Second Law:
The entropy of the universe always increases
This formulation is an unwarranted over-generalization. The reason is that the entropy of the
universe cannot be defined!
3.1. Entropy-Formulations of the Second Law
In this section we shall discuss only one thermodynamic formulation of the Second Law for
isolated systems. Other formulations are discussed in [4,6,13].
An isolated system, characterized by a fixed energy, volume and number of particles. For such a
system the Second Law states [13]:
The entropy of an unconstrained isolated system (E, V, N), at equilibrium is larger than the entropy
of any possible constrained equilibrium states of the same system.
An equivalent formulation of the Second Law is:
Removing any constraint from a constrained equilibrium state of an isolated system will result in an
increase (or unchanged) of the entropy.
The maximum entropy is a maximum with respect to all constrained equilibrium states. This is very
different from the maximum as a function of time, as it is often stated in the literature.





[S( f inal) − S(initial)]/kB
]
. (26)
One should be very careful in interpreting this equality. The entropy change in this equation
refers to change from state (a) to state (c), in Figure 5, both are equilibrium states. The probability ratio
on the left hand side of the equation is for the states (b) and (c). The probability of state (a) as well as of
state (c) is one! The reason is that both state (a) and state (c) are equilibrium states.
Figure 5. An expansion of an ideal gas. (a) The initial state; (b) The system at the moment after removal
of the partition and (c) the final equilibrium state.
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3.1.1. Probability Formulations of the Second Law for Isolated Systems
We present here these three equations which relate the difference in some thermodynamic quantity,














−[G( f inal) −G(initial)]/kBT
] (27)
The first is valid for an isolated system, the second for a system at constant temperature, and the
third for a system at constant temperature and pressure.
It is clear from Equations (27) that the probability formulation of the Second Law, which will state
below, is far more general than any of the thermodynamic formulations in terms of either entropy,
Helmholtz energy or Gibbs energy.
The origin of the probability formulation of the Second law can be traced back to Boltzmann:
“ . . . the system . . . when left to itself, it rapidly proceeds to the disordered, most probable state.”
Note that here Boltzmann uses the term disorder to describe what happens “when (the system) is
left to itself, it rapidly proceeds to disordered most probable state.
3.1.2. The Probability Formulation of the Second Law
Why do we see the process going in one direction? Clearly, the random motion of the particles
cannot determine a unique direction. The fact that we observe such a one-way, or one-directional
processes led many to associate the so-called Arrow of Time with the Second Law, more specifically
with the “tendency of entropy to increase.”
It we ask: “What is the cause of the one-way processes?” or “What drives the processes in one
direction?” The answer is probabilistic; the processes are not absolutely irreversible. All these processes
are irreversible only in practice, or equivalently with high probability.
Note that before we removed the constraint, the probability of finding the initial state is one. This
is an equilibrium state, and all the particles are, by definition, of the initial state. However, after the
removal of the constrain, we have for N of the order of 1023:
Pr( f inal con f iguration)
Pr(initial con f iguration)
≈ in f inity (28)
This is essentially the probability formulation of the Second Law for this particular experiment.
This law states that starting with an equilibrium initial state, and removing the constraint (the partition),
the system will evolve to a new equilibrium configuration which has a probability overwhelmingly
larger than the initial configuration.
Let us repeat the probability formulation of the Second Law for this particular example. We start
with an initial constrained equilibrium state. We remove the constraint, and the system’s configuration
will evolve with probability (nearly) one, to a new equilibrium state, and we shall never observe reversal
to the initial state. “Never” here, means never in our lifetime, or in the lifetime of the universe.
3.1.3. Some Concluding Remarks
At the time when Boltzmann proclaimed the probabilistic approach to the Second Law, it seemed
as if this law was somewhat weaker than the other laws of physics. All physical laws are absolute and
no exceptions are allowed. The Second Law, as formulated by Clausius was also absolute. On the
other hand, Boltzmann’s formulation was not absolute–exceptions were allowed. Much later came the
realization that the admitted non-absoluteness of Boltzmann’s formulations of the Second Law, was in
fact more absolute than the absoluteness of the macroscopic formulation of the Second Law, as well as
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of any other law of physics for that matter. It should be noted that although Boltzmann was right in
claiming that the system tends to the most probable state, he erred when he claimed that the system
tends to a disordered state. More details on this in Ben-Naim [4].
What about the violations of the Second Law? Here, one should be prepared for a
shocking statement.
Most writers who write about the Second Law, and who recognize its statistical nature, would say
that since the system can return to its initial state, the violation of the Second Law is possible. They
might add that such “violations” could occur for small N, but it will never occur for large N. Thus, one
concludes that the Second Law, because of its statistical nature can be violated.
I say, No! The Second Law, in any formulation will never be violated, never in the absolute sense,
not for small N, and not for very large N!
This sounds “contradictory” to the very statistical nature of the probability formulation of the
Second Law. However, it is not. The reason is that the occurrence of an extremely improbable event is
not a violation of the law which states that such events have very low probability.
Thus, the system can return to the initial state, in this sense the Second Law is indeed a statistical
Law. However, whenever that (very rare) event occurs it is not a violation of the Second Law.
Note also that the Entropy formulation of the Second Law is not statistical. Entropy will not
decrease in a spontaneous process in an isolated system. Thus, we can conclude the Second Law,
in either formulation, can never be violated, never in the absolute sense!
4. Interpretation and Misinterpretations of Entropy.
In this section we present only a few misinterpretations of entropy. More details may be found
in [4].
4.1. The Order-Disorder Interpretation
The oldest and the most common interpretation of entropy, sometimes also used as a “definition”
of entropy, is disorder. It is unfortunate that this interpretation has survived until these days in spite of
being falsified in several books and articles, Ben-Naim [4].
It is not clear who was the first to equate entropy with disorder. The oldest association of disorder
with the Second Law is probably in Boltzmann’s writings. Here are some quotations [14,15]:
“ . . . the initial state of the system . . . must be distinguished by a special property (ordered or
improbable) . . . ”
“ . . . this system takes in the course of time states . . . which one calls disordered.”
“Since by far most of the states of the system are disordered, one calls the latter the probable states.”
“ . . . the system . . . when left to itself, it rapidly proceeds to the disordered, most probable state.”
In a delightful book Circularity, by Aharoni [16], on page 41 we find:
“ . . . disorder (measured by the parameter called entropy) increases with time”
Interestingly, this statement appears in a book on circularity. Here disorder is “measured by entropy”,
and entropy is a measure of disorder. A perfect example of circularity. I am bringing this quotation
from Aharoni’s excellent book, not as a criticism of the book, but as an example of an excellent writer
who simply took a wrong idea from the literature and expanded it: On page 42 we find:
“Nobody know for sure why the world is going from order to disorder, but this is so”
This is a typical statement, where one takes for granted the “truth” that the world goes from order
to disorder, then expressed only the puzzlement about not knowing why this “fact” is so. Of course no
one is sure about that “fact” as no one is sure why the world is going from being beautiful to uglier.
The answer is very simple: I am sure that the world is not going from order to disorder. Thus the very
assumption made in this quoted statement is definitely not true!
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4.2. The Association of Entropy with Spreading/Dispersion/Sharing
The second, most popular descriptor of entropy as “spreading” was probably suggested by
Guggenheim [17]. Guggenheim started with the Boltzmann definition of entropy in the form:
S(E) = klog Ω(E), where k is a constant and: “Ω(E) denotes the number of accessible independent quantum
states of energy E for a closed system.”
“To the question what in one word does entropy really mean, the author would have no hesitation in
replying ‘Accessibility’ or ‘Spread.’ When this picture of entropy is adopted, all mystery concerning
the increasing property of entropy vanishes.”
Authors who advocate the “spreading” interpretation of entropy would also say that when the
energy spread is larger, the entropy change should be larger too. Therefore, the change in the entropy
in the expansion of one mole of an ideal gas, from volume V to 2V, in either an isolated system, or in an
isothermal process is ΔS = R ln 2VV = R ln 2 where n is the number of moles, R is the gas constant. You
can repeat the same process at different temperatures, as long as you have an ideal gas, the change in
entropy in this process is the same nR ln 2, independently of the temperature (as well as on the energy
of the gas). Thus, as long as we have an ideal gas the change of entropy in the expansion of one mole
of gas from V to 2V is independent of temperature. It is always Rln2.
4.3. Entropy as Information; Known and Unknown, Visible and Invisible and Ignorance
The earliest explicit association between information and entropy is probably due to Lewis [18]:
“Gain in entropy always means loss of information and nothing more.”
It is clear, therefore that Lewis did not use the term “information” is the sense of SMI. The
misinterpretation of the information-theoretical entropy as a subjective information is quite common.
Here is a paragraph from Atkins’ preface from the book [2] “The Second Law”.
“I have deliberately omitted reference to the relation between information theory and entropy. There
is the danger, it seems to me, of giving the impression that entropy requires the existence of some
cognizant entity capable of possessing ‘information’ or of being to some degree ‘ignorant.’ It is
then only a small step to the presumption that entropy is all in the mind, and hence is an aspect of
the observer.”
Atkins’ comment and his rejection of the informational interpretation of entropy on the grounds
that this “relation” might lead to the “presumption that entropy is all in the mind” is ironic. Instead, he
uses the terms “disorder” and “disorganized,” etc., which are concepts that are far more “in the mind.”
4.4. Entropy as a Measure of Probability
To begin with, let me say the following: Entropy is not probability!
Numerous authors would start by writing Boltzmann’s equation for entropy as:
S = k ln P (29)
where P is supposed to stand for probability. Of course, P cannot be probability; Probability, is a
number smaller than 1, hence, the entropy would become a negative number.
Brillouin was perhaps the first who wrote Boltzmann’s equation in this form. On page 119 of
Brillouin’s book [19] we find:
Entropy is shown to be related to probability. A closed isolated system may have been created artificially
with very improbable structure . . .
Next comes the most absurd, I would also say, shameful statement which should not be made by
anyone who has any knowledge of probability. On page 120 we find:
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The probability has a natural tendency to increase, and so does entropy. The exact relation
is given by the famous Boltzmann-Planck formula:
S = k ln P
As anyone who knows elementary probability theory, probability does not have (a natural or
unnatural) tendency to increase (or to decrease)! Entropy does not have a tendency to increase! And
there is no such a relationship between entropy and probability! This is plainly a shameful statement,
nothing more.
4.5. Entropy as a Measure of Irreversibility
The Second Law is usually discussed in connection with the apparent irreversibility of natural
processes. Although the terms reversible and irreversible have many interpretations it is very common
to say the that ΔS > 0 in the Clausius formulation is a measure of irreversibility.
In a recent book by Rovelli [20] we find on page 25 where the author introduces the entropy as:
Clausius introduces a quantity that measures this irreversible progress of heat in only one direction
and, since he was a cultivated German, he gives it a name taken from ancient Greek–entropy.
It is such a shame that a theoretical physicist would write such a sentence in a book published in
2018! To see the fallacy of such a statement, just have a look at Figure 5.
I tell you that in system (a), there are N particles at a given volume V and temperature T. In (c) the
same number of particle are in volume 2 V and at the same temperature T. I will also tell you that the
system (c) has higher entropy that system (a). Can you tell which system is more or less “irreversible?”
In a glossary of Lemon’s book [21], we find:
“Entropy: A measure of the irreversibility of the thermodynamic evolution of an isolated system.”
This is not true! First, because irreversibility means several things. Second, because irreversibility
is used to describe a process, whereas entropy is a quantity assigned to a state of a system. Third,
because entropy is a measurable quantity, but “irreversibility," is not a measurable quantity.
Neither the value of the entropy of a system, nor the change in entropy can be a measure of the
irreversibility–certainly not the “irreversibility of the thermodynamic evolution of an isolated system.”
Entropy, in itself is a state function. This means that for any well-defined thermodynamic system,
say (T, P, N), the entropy is also determined. Specifically, for an isolated system defined by the constant
variables E, V, N, the entropy is fixed. The value of S has nothing to do with the “evolution” of the
system, nor with any process that the system is going through.
In the text of Lemon’s book, we find a different “definition.” On page 9, the author states:
“ . . . the entropy difference between two states of an isolated system quantifies the irreversibility of a
process connecting those two states”
Indeed, the entropy difference is by definition positive for a spontaneous process in an isolated
system. However, entropy difference between to states of isolated system, is a quantity fixed by the two
states. It does not depend on how we proceed from one state to another; Reversibility or irreversibility of
a process is not quantifiable.
4.6. Entropy as Equilibriumness
Here is another amusing idea about the “meaning” of entropy. This “original,” and as far as I
know, a unique “invention” appears in Seife’s book “Decoding the Universe” [22]. On page 32 of Seife’s
book we find the obscure sentence:
“The equilibrium of the universe increases, despite your best effort.”
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Can anyone tell me what does it means that the “equilibrium” of anything (let alone the universe)
increases (with or without our efforts)? In the next paragraph the author introduces another meaningless
term, which is supposed to “explain” the previous obscure sentence:
“What if you don’t use an engine? What if you can turn a crank by hand? Well, in actuality your
muscles are acting as an engine, too. They are exploiting the chemical energy stored in molecules in
your bloodstream, breaking them apart, and releasing the energy into the environment in the form of
work. This increases the “equilibriumness” of the universe just as severely as a heat engine does.”
As I have noted in my book [4], such statements are a result of a profound misunderstanding of
the Second Law. There are many other interpretations of entropy, these are discussed in [4].
5. Misuses and Misapplications of Entropy and the Second Law
In this section we shall very briefly review three main misuses of entropy and the Second Law.
More details in Ben-Naim [4].
5.1. The Association of Entropy with Time
The origin of the association of entropy with “Time’s Arrow” can be traced to Clausius’ famous
statement of the Second Law:
“The entropy of the universe always increases.”
The statement “entropy always increases”, means implicitly that “entropy always increases with time”.
However, it is Eddington [23] who is credited for the explicit association of “The law that entropy
always increases” with “Time’s Arrow”, which expresses this “one-way property of time.” See below.
There are two very well-known quotations from Eddington’s book, “The Nature of the Physical
World” [23]. One concerns the role of entropy and the Second Law, and the second, introduces the
idea of “time’s arrow.” In the first quotation Eddington reiterates the unfounded idea that “entropy
always increases.” Although it is not explicitly stated, the second alludes to the connection between
the Second Law and the Arrow of Time. This is clear from the association of the “random element in the
state of the world” with the “arrow pointing towards the future”.
There are many other statements in Eddington’s book which are unfounded and misleading.
For instance; the claim that entropy is a subjective quantity, the concepts of “entropy-clock”, and
“entropy-gradient”. Reading through the entire book by Eddington, you will not find a single correct
statement on the thermodynamic entropy!
5.2. Boltzmann’s H-Theorem and the Seeds of an Enormous Misconception about Entropy
In 1877 Boltzmann proved a truly remarkable theorem, known as the H-theorem. He defined a
function H(t), and proved that it decreases with time and reaches a minimum at equilibrium. In the
following shall we briefly present the H-theorem, the main criticism, and Boltzmann’s answer. We will
point out where Boltzmann went wrong and why the function −H(t) is not entropy, and why the
H-theorem does not represent the Second Law.
Boltzmann defined a function H(t) as:
H(t) =
∫
f (v, t) log[ f (v, t)]dv (30)
Then Boltzmann made a few assumptions. Details of the assumptions and the proof of the theorem
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Boltzmann believed that the behavior of the function −H(t) is the same as that of the entropy,
i.e., the entropy always increases with time, and at equilibrium, it reaches a maximum, thereafter it
does not change with time.
This theorem drew great amount of criticism. We shall not discuss these here. It is sufficing to say
that Boltzmann correctly answered all the criticism, see [4,5]. Notwithstanding Boltzmann’s correct
answers to his critics, Boltzmann and his critics made an enduring mistake in the interpretation of
the H-function, a lingering mistake that has hounded us ever since. This is the very identification of
the H-Theorem with the behavior of the entropy. It is clear from the very definition of the function
H(t), that −H(t) is a SMI. If one identifies the SMI with entropy, then we go back to Boltzmann’s
identification of the function −H(t) with entropy.
To obtain the entropy one must first define the −H(t) function based on the distribution of both
the locations and momentum, i.e.,:
−H(t) = −
∫
f (R, p, t) log f (R, p, t)dRdp (33)
To obtain the entropy we must take the maximum of −H(t) over all possible distributions f (R, p, t):
Entropy = max
over all f s
[−H(t)] (34)
We believe that once the system attains an equilibrium, the −H(t) attains its maximum value,
i.e., we identify the maximum over all possible distributions with the maximum of SMI in the limit
t→∞ , i.e.,
Entropy = lim
t→∞[−H(t)] = Max SMI (at equilibrium) (35)
At this limit we obtain the entropy (up to a multiplicative constant), which is clearly not a function 
of time! Thus, once it is understood that the function −H(t) is an SMI and not entropy, it becomes 
clear that the criticism of Boltzmann’s H-Theorem is addressed to the evolution of the SMI, and not of 
the entropy.
In responding the editor’s comment, I would like to add that I am well aware that there exists an 
extensive literature on non-equilibrium thermodynamics. My conclusion in this article is based on 
examination of the definitions of entropy and the formulation of the Second Law. In a separate article 
submitted to Entropy, I have shown that in all the literature on non-equilibrium thermodynamics all 
the authors introduce the assumption of “local equilibrium” without giving any justification. I believe 
that this fact casts some serious doubts on the applicability of thermodynamics to systems which are 
very far from equilibrium.
5.3. Can Entropy Be Defined for, and the Second Law Applied to Living Systems?
This question has been discussed by numerous physicists, in particular by Schrödinger, Monod, 
Prigogine, Penrose and many others [4].
One cannot avoid starting with the most famous book written by Schrödinger [24]: What is life?
Chapter 6 titled “Order, disorder and entropy.” He starts with the common statement of the 
Second Law in terms of the “order” and “disorder”
“It has been explained in Chapter 1 that the laws of physics, as we know them, are statistical laws.
They have a lot to do with the natural tendency of things to go over into disorder.”
His main claim is that “living matter evades the decay to equilibrium.” Then he asks:
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“How does the living organism avoid decay? The obvious answer is: By eating, drinking, breathing
and (in the case of plants) assimilating. The technical term is metabolism.”
I believe the highlight of the book is reached on page 76:
“What then is that precious something contained in our food which keeps us from death? That is easily
answered. Every process, event, happening–call it what you will; in a word, everything that is going on
in Nature means an increase of the entropy of the part of the world where it is going on. Thus, a living
organism continually increases its entropy–or, as you may say, produces positive entropy–and thus
tends to approach the dangerous state of maximum entropy, which is death. It can only keep aloof from
it, i.e., alive, by continually drawing from its environment negative entropy–which is something very
positive as we shall immediately see. What an organism feeds upon is negative entropy.”
Such statements, in my opinion are nothing but pure nonsense. Entropy, by definition, is a positive
quantity. There is no negative entropy!
There are many statements in popular science which relate biology to ordering, and ordering as
decrease in entropy. Here is an example:
Atkins [2], in his introduction to the book writes:
“In Chapter 8 we also saw how the Second Law accounts for the emergence of the intricately ordered
forms characteristic of life.”
Of course, this is an unfulfilled promise. No one has ever shown that the Second accounts for
anything associated with life. Brillouin [19], further developed the idea of “feeding on the negative
entropy” and claimed that:
“If living organism needs food, it is only for the negentropy it can get from it, and which is needed
to make up for the losses due to mechanical work done, or simple degradation processes in living
systems. Energy contained in food does not really matter: Since energy is conserved and never gets
lost, but negentropy is the important factor.”
In a recent book by Rovelli [20], the nonsensical idea that “entropy is more important than energy,
is elevates to highest peak. You will find there a statement written in all capital letters:
IT IS ENTROPY, NOT ENERGY THAT DRIVES THE WORLD.
5.4. Entropy and Evolution
In an article entitled: “Entropy and Evolution”, Styer [25] begins with a question, “Does the Second
Law of thermodynamics prohibit biological evolution?” Then he continues to show “quantitatively”
that there is no conflict between evolution and the Second Law. Here is how he calculates the “entropy
required for evolution.” Suppose that, due to evolution, each individual organism is 1000 times
“more improbable” than the corresponding individual was 100 years ago. In other words, if Ωi is
the number of microstates consistent with the specification of an organism 100 years ago, and Ω f is
the number of microstates consistent with the specification of today’s “improved and less probable”
organism, then Ω f = 10−3Ωi.” From these two numbers he estimates the change in entropy per one
evolving organism, then he estimates the change in entropy of the entire biosphere due to evolution.
His conclusion:
“The entropy of the earth’s biosphere is indeed decreasing by a tiny amount due to evolution, and the
entropy of the cosmic microwave background is increasing by an even greater amount to compensate
for that decrease.”
In my opinion this quantitative argument is superfluous. In fact, it weakens the qualitative
arguments I have given above. No one knows how to calculate the “number of states” (Ωi and Ω f )
of any living organism. No one knows what the states of a living organism are, let alone count them.
Therefore, the estimated change in entropy due to evolution is meaningless.
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5.5. Application of Entropy and the Second Law to the Entire Universe
We already mentioned Clausius’ over-generalizing the Second Law. His well-known and well
quoted statement:
“The entropy of the universe always increases.”
I do not know how Clausius arrived at this formulation of the Second Law. Clausius did not,
and in fact could not understand the meaning of entropy. One can also safely cay that Clausius’
formulation of the Second Law for the entire universe, is not justified and in fact cannot be justified.
In many books, especially popular science books, one finds a statement of the Second Law as:
Entropy always increases.
This statement is sometimes used either a statement of the Second Law or a short version of
Clausius’ statement:
Entropy of the universe always increases.
The first statement is obviously meaningless; entropy, in itself does not have a numerical value.
Therefore, it is meaningless to say that it increases or decreases.
The second statement seems more meaningful because it specifies the “system” for which the
entropy is said to increase. Unfortunately, this is also meaningless since the entropy of the universe is
not definable.
On page 299 of Carroll’s book [26], after talking too much about entropy, the author poses a
simple question:
“So what is its entropy?”
“Its” refers to the “universe.” Then the author provides some numbers. First, he says that the
early universe was “just a box of hot gas,” and a “box of hot gas is something whose entropy we
know how to calculate.” No, we do not know! We know how to calculate the entropy of ideal gas,
i.e., non-interacting particles, i.e., very dilute gas, not extremely dense gas that was supposed to be in
the early universe. Then he provides some numbers:
Searly ≈ 1083
The author explains that the “≈” sign mean: “approximately equal to,” and that he wants to
emphasize that this is only a rough estimate, not a rigorous calculation:
This number comes from simply treating the contents of the universe as a conventional gas in thermal
equilibrium.”
This is not an approximate number. On the contrary, this is exactly a meaningless number. The content
of the early universe cannot be treated as “conventional gas in thermal equilibrium.” Then, we are
given another number of the entropy:
Stoday ≈ 10121
and, yet another number:
Smax ≈ 10120
All these numbers are meaningless. After finishing with the numbers, the absurdities are taken
into new heights. On page 301, we find:
“The conclusion is perfectly clear: The state of the early universe was not chosen randomly among all
possible states. Everyone in the world who has thought about the problem agrees with that.”
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Everyone? I certainly do not wish to be included as one who has thought about this problem.
I never thought about the meaningless entropy of the early universe.
On page 311, we find another “high entropy” absurd question and answer:
“Why don’t we live in empty space?”
I honestly could not believe that a scientist can pose such a silly and laughable question. Then on
page 43 of the book we find:
When it comes to the past, however, we have at our disposal both our knowledge of the current
macroscopic state of the universe, plus the fact that the early universe began in a low-entropy state.
That one extra bit of information, known simply as the “Past Hypothesis,” gives us enormous leverage
when it comes to reconstructing the past from the present.
Thus, Carroll, not only assigned numbers to the entropy of the universe at present, and not only
estimated the entropy of the universe at the speculative event referred to as the Big Bang, but he also
claimed that this low-entropy “fact” can explain many things such as “why we remember the past but
not the Future . . . ”
All these senseless claims could have been averted has Carroll, as well as many others recognize
that it is meaningless to talk about the entropy of the universe. It is a fortiori meaningless to talk about
the entropy of the universe at some distant point in time.
6. Conclusions
Starting with the very definitions of entropy it is clear that entropy is a well-defined state function.
As such it is well-defined for any system at equilibrium. It is also clear that entropy is not a function
of time and it is not related to Time’s Arrow. It is also clear that entropy cannot be used for any
living system or to the entire universe. As one of the reviewers suggested, the concept of entropy has
expanded from heat machines to realms in which it cannot even be defined. This is precisely why I
quoted Einstein on thermodynamics. It is true that thermodynamics will not be overthrown, provided it
is applied “within the framework of applicability”.
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Abstract: This work presents the analysis of the conformation of albumin in the temperature range
of 300K–312K, i.e., in the physiological range. Using molecular dynamics simulations, we calculate
values of the backbone and dihedral angles for this molecule. We analyze the global dynamic
properties of albumin treated as a chain. In this range of temperature, we study parameters of the
molecule and the conformational entropy derived from two angles that reflect global dynamics in the
conformational space. A thorough rationalization, based on the scaling theory, for the subdiffusion
Flory–De Gennes type exponent of 0.4 unfolds in conjunction with picking up the most appreciable
fluctuations of the corresponding statistical-test parameter. These fluctuations coincide adequately
with entropy fluctuations, namely the oscillations out of thermodynamic equilibrium. Using Fisher’s
test, we investigate the conformational entropy over time and suggest its oscillatory properties in the
corresponding time domain. Using the Kruscal–Wallis test, we also analyze differences between the
root mean square displacement of a molecule at various temperatures. Here we show that its values
in the range of 306K–309K are different than in another temperature. Using the Kullback–Leibler
theory, we investigate differences between the distribution of the root mean square displacement for
each temperature and time window.
Keywords: Flory–De Gennes exponent; conformation of protein; albumin; non-gaussian chain;
non-isothermal characteristics; Fisher’s test; Kullback–Leibler divergence
1. Introduction
The dynamics of proteins in solution can be modeled by a complex physical system [1], yielding
many interesting effects such as the competition and cooperation between elasticity and phenomena
caused by swelling. Biopolymers, such as proteins, consist of monomers (amino acids) that are
connected linearly. Thus, a chain seems to be the most natural model of such polymers. However,
depending on the properties of the polymer molecule, modeling it as a chain may give more or less
accurate outcomes [2]. The most straightforward approach to the polymer is the freely jointed chain,
where each monomer moves independently. The excluded volume chain effect, which prevents a
polymer’s segments from overlapping, is one of the reasons why the real polymer chain differs from an
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ideal chain [3]. The diffusive dynamics of biopolymers are discussed further in [4] and the references
therein, and the subdiffusive dynamics are discussed in [5,6]. For a given combination of polymer and
solvent, the excluded volume varies with the temperature and can be zero at a specific temperature,
named the Flory temperature [7]. In other words, at the Flory temperature, the polymer chain becomes
nearly ideal [8]. However, this parameter is global, and a more detailed description of the dynamics is
required to perform additional detailed analyses. Our work concentrates on an analysis of albumin
(shown in Figure 1) [9]. Albumin plays several crucial roles as the main blood plasma protein (60%
of all proteins): controlling pH, inducing oncotic pressure, and transporting fluid. This protein (of
nonlinear viscoelastic, with characteristics of rheopexy [10]) plays an essential role in the process of
articular cartilage lubrication [11] by synovial fluid (SF). SF is a complex fluid of crucial relevance for
lowering the coefficients of friction in articulating joints, thus facilitating their lubrication [12]. From a
biological point of view, this fluid is a mixture of water, proteins, lipids, and other biopolymers [13].
As an active component of lubricating mechanisms, albumin is affected by friction-induced increases
of temperature in synovial fluid. The temperature inside the articular cartilage is in the range of
306K–312K [14], and changes occurring inside the fluid can affect the outcome of albumin’s impact
on lubrication [10]. Albumin can help to regulate temperature during fever. Therefore, a similar
mechanism could take place during joint friction, increasing SF lubricating properties as an efficient
heat removal. We analyze this range of temperature: from 300K–312K.
Let us move to the technical introduction of albumin dynamics. Consider a chain that was formed
by N + 1 monomers, assuming the following positions, designated by {r0,r1, . . . ,rN}. We denote
by τj =rj −rj−1 a vector of a distance between two neighboring monomers. While considering the
albumin, we have N + 1 = 579 amino acids. For the length of the distance vector τj, we take the
distance between two α-carbons in two consecutive amino acids, hence we have |τj| = τ = 3.8 [Å] [15].
Using such a notation, we can define the end-to-end vector R by the following formula:





In the case of an ideal chain, the distance vectors (for all Ns) are completely independent of each other.
This property is expressed by a lack of correlation between any two different bonds, that is [16]:
〈τi ·τj〉 = τ2δij, (2)
where δij is the Kronecker delta. Equations (1) and (2) imply that a dot self-product of vector R reads:







〈τi ·τj〉 = Nτ2, (3)
where R is the length of the vector R. The value of R is measured by calculating the root mean square
end-to-end distance of a polymer. The R’th value is assumed to depend on the polymer’s length N in
the following manner [17]:
R ∼ τNμ, (4)
where μ is called the size exponent. If a chain is freely joined, it appears that μ = 1/2. Relation (4)
suggests we consider the dynamics of the albumin protein in some range of temperature and look for
dependence between the temperature and exponent μ. Applying the natural-logarithm operation to (4)
yields:
μ  log R − log τ
log N
. (5)
In Equation (4) we use a ∼ symbol to emphasize that we use 〈R2〉 to obtain R. In the case discussed
here, both parameters τ and N (the number of amino acids) are constant. Importantly, using
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molecular dynamics simulations, one can obtain the root mean square end-to-end distance for various
temperatures. The idea of the chain points to its description by backbone angles and dihedral angles.
Backbone angles are angles between three α-carbons occurring after each other and signed by φ. The
second angle, designated by ψ, is a dihedral angle [18]. Using this parametrization, we can obtain an
experimental distribution of probabilities. Such distributions have features that may display some
time-dependent changes.
Figure 1. Structure of the albumin protein in a ribbon-like form. The colors on the molecular surface
indicate the secondary structure: blue—α-helix, green—turn, yellow—3–10 helix, cyan—coil.
These time-dependent changes may have an utterly random course, but sometimes periodic
behavior can be seen. This property can be analyzed using a particular statistical test [19]. There is an
assumption that the time series sampling is even, and the test treats it as a realization of the stochastic
model evolution, which consists of specific terms of the form:
yn = β cos (nω + α) + εn, (6)
where β ≥ 0, n = 0, 1, 2, . . . , N, 0 < ω < π, −π < α ≤ π is uniformly distributed in (−π; π] phase
factor and εn is an independent, identically distributed random noise sequence. The null hypothesis is
that amplitude β is equal zero: (H0: β = 0) against the alternative hypothesis that H1: β = 0.
A periodogram of a time series (y0, y1, . . . , yN) is used to test the above mentioned hypothesis and










where in general, ω ∈ [0, π] and i is the imaginary unit. For a discrete time series, a discrete value of ω




, k = 0, 1, . . . , N, (8)
which are known as Fourier frequencies.
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The periodogram (for a single time series) can contain a peak. The statistical test should give us
information about the significance of this selected peak. It is measured by the p-value parameter. The







where: I(ωi) is the spectral estimate (the periodogram) evaluated at Fourier frequencies and q =
[(N − 1)/2] is the entire of the number (N − 1)/2. The p-value can be calculated according to the
formula [20]:









(1 − jx)n−1 (10)
where p is the largest integer less than 1/x. In our analysis, we use this framework to evaluate a
p-value for a given time series of entropy. If we get g∗ from the calculation of g, then Equation (10)
gives a p-value for probability that the statistic g is larger than g∗.
Proteins can be characterized by various parameters that can be obtained from simulations, such
as the earlier mentioned 〈R〉 or μ. Another meaningful parameter is the RMSD (root mean squared
displacement), which can be calculated in every moment of the simulation and is defined as:
RMSD =
√
∑ni=1 Ri · Ri
n
(11)
where: Ri is a position of the i-th atom. In this way, one can obtain a series of this parameter as a
function of time for the further processing. The drawing procedure is realized at the beginning of the
simulation from the area of initial values. The initial condition for the albumin molecule drawing is
simulated for a given temperature.
We can then group molecules according to mentioned parameters (〈R〉, μ, RMSD) and obtain five
sets for 300K, 303K, 306K, 309K, and 312K, and compare these parameters’ values. We decided to use
the Kruscal–Wallis statistical test because it does not assume a normal distribution of the data. This
nonparametric test indicates the statistical significance of differences in the median between sets. A









− 3(N + 1), (12)
where rsi is a sum of all rank of the given sample, N represents the number of all data in all samples,
and k is the number of the groups (set into temperature). We compare the H value of this statistic to the
critical value of the χ2 distribution. If the statistic crosses this critical value, we use a nonparametric






(Sr − C)(N − 1 − H)
ninj(N − k)(N − 1) (13)
where Sr is the sum of all square of ranks, t1−α/2 is a quartile from the Student t distribution on N − k
degrees of freedom, and C has the value:
C = 0.25N(N + 1)2. (14)
The multi-comparison test gives the possibility of clustering sets of molecules into those between
which there is a statistically significant difference and those between which there is no such difference.
Statistical tests describe differences between medians of the considered sets of molecules.
However, they are not informative about differences between distributions of probabilities. In our
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work, we use the Kullback–Leibler divergence, which is used in information theory, to compare
two distributions. The Kullback–Leibler divergence between two distributions p and the reference
distribution q is defined as:








The Kullback–Leibler divergence is also called the relative entropy of p with respect to q.
Divergence defined by (15) is not symmetric measure. Therefore, sometimes one can use a symmetric
form and obtain the symmetric distance measure [23]:
KLdist(p, q) =
KL(p, q) + KL(q, p)
2
. (16)
The measure defined by (15) is called relative entropy. It is widely used, especially for classification
purposes. In our work, we also use this measure to recognize how a given probability distribution is
different from a given reference probability distribution. We can look at this method as a complement
to the Kruscall–Wallis test. The Kruscall–Wallis test gives information about the differences between
medians, while the Kullback–Leibler divergence gives us information about the differences in
distributions.
2. Results
We begin the analysis by examining the global dynamics of molecules at different temperatures
using the Flory theory, briefly described in the introduction. To estimate the exponent μ from definition
in Formula (5), we collect outcomes from a molecular dynamics simulation in the temperature range
of 300K–312K. We use a temperature step of 3K. Such a range of temperature was chosen because we
operated within the physiological range of temperatures. During the simulation, we can follow the
structural properties of molecules in the considered range of temperatures. In the albumin structure,
we can distinguish 22 α-helices, which are presented in Figure 1. Molecules in the given range of
parameters display roughly similar structures. Therefore, we chose to study their dynamics in several
temperatures. One important property, which we can follow during simulations, is a polymer’s
end-to-end distance vector as a function of time. We perform the analysis in two time windows, first,
between 0–30 ns and, second, between 70–100 ns. For each time window, we obtained the root mean
square end-to-end distance of this quantity, whose values are presented in Table 1:
Table 1. Root mean square length of the end-to-end vector for 300K–312K.
Parameter 300K 303K 306K 309K 312K
〈R2〉1/2 [Å] for 0 ns–30 ns 47.88 46.69 46.72 47.09 47.81
〈R2〉1/2 [Å] for 70 ns–100 ns 47.12 46.67 47.72 47.13 47.64
We can see that the root mean square length of the end-to-end vector for albumin varies with
temperature. To obtain statistics, we can perform the Kruscal–Wallis test of this variation. In our work,
values of the statistics in the test are treated as continuous parameters. We do not specify a statistical
significance threshold. In Table 2, in the second column, we can see the values of statistics calculated
according to Formula (12). The H parameters from the Kruscal–Wallis test have small values for this
test, so the results tend to support the hypothesis about equal medians.
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Table 2. Values of H statistic in the Kruscal–Wallis test for two time windows for a root mean square
end-to-end vector.
Window Value of H
0–30 ns H = 0.62
70–100 ns H = 1.22
The Kruscal–Wallis test only gives information about differences between medians of the sets,
where each set represents one temperature and elements of the set are calculated as root mean square
end-to-end vectors over time. In the analysis, for one temperature, we had the set of root mean
square end-to-end vectors, and in the next step, we calculated a numerical normalized histogram.
Each element of this set corresponds to the single realization of the experiment. The values of the
Kullback–Leibler divergence for mean end-to-end signals in the time window 0–30 ns are presented in
Table 3. In the first column is the reference distribution for the temperature range. We can see that the
biggest value is for the distribution of the temperature 312K in the reference distribution 309K.
Table 3. Kullback–Leibler divergence for root mean square length of mean end-to-end signals in the
time window 0–30 ns. The initial data is the same as for the Kruscal–Wallis test.
Temperature of the Reference Probability 300K 303K 306K 309K 312K
300K 0 0.9324 1.3858 0.8946 0.7604
303K 0.9324 0 1.4628 0.8176 1.6165
306K 0.2802 0.3703 0 0.4096 0.1532
309K 0.9062 0.8161 1.4816 0 2.4139
312K 0.2040 0.3710 0.7023 1.1887 0
We can calculate the Kullback–Leibler distance according to Formula (16). The results are
presented in Table 4. This measure indicates that, between distributions, the biggest differences
are between the distribution for 309K and the distribution for 312K.
Table 4. Symmetric Kullback–Leibler distance for a root mean square length of end-to-end signals in
the time window 0–30 ns. The initial data is the same as for the Kruscal–Wallis test.
300K 303K 306K 309K 312K
300K 0 0.9324 0.8330 0.9004 0.4822
303K 0.9324 0 0.9165 0.8169 0.9938
306K 0.8330 0.9165 0 0.9456 0.4278
309K 0.9004 0.8169 0.9456 0 1.8013
312K 0.4822 0.9938 0.4278 1.8013 0
We can perform the same analyses for the window 70–100 ns. The obtained values of the
Kullback–Leibler divergence, which are presented in Table 5. One can see that the biggest difference is
between the distribution for 312K and the distribution for 303K. One can see that the maximum has
changed and its value is bigger than the maximum for the 0–30 ns window.
Table 5. Kullback–Leibler divergence for a root mean square length of end-to-end signals in the time
window 70–100 ns. The initial data is the same as for the Kruscal–Wallis test.
Temperature of the Reference Probability 300K 303K 306K 309K 312K
300K 0 0.1983 0.1983 0.1409 0.2883
303K 0.7474 0 0.8555 1.6675 2.6390
306K 0.7474 0.8555 0 1.6675 1.1576
309K 0.1351 0.4423 0.4423 0 0.1925
312K 0.8113 1.2084 1.8656 0.7532 0
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For the symmetric case, results are presented in Table 6. We can see that a symmetrical form of
the measure is also between the distribution for 312K and the distribution for 303K.
Table 6. Symmetric Kullback–Leibler distance for a root mean square length of end-to-end signals in
the time window 70–100 ns. The data is the same for the Kruscal–Wallis test.
300K 303K 306K 309K 312K
300K 0 0.4728 0.4728 0.1380 0.5498
303K 0.4728 0 0.8555 1.0549 1.9237
306K 0.4728 0.8555 0 1.0549 1.5116
309K 0.1380 1.0549 1.0549 0 0.4728
312K 0.5498 1.9237 1.5116 0.4728 0
Tables 7–10 give the different statistical approaches, without the averaging over the time step). We
present there all end-to-end signals for one temperature, and for each moment of time, we calculate the
average only over all simulated molecules. In the next step, we calculate normalized histograms. After
obtaining numerical distributions, we calculate the Kullback–Leibler divergence between distributions
of mean end-to-end signals. The results for the time window 0–30 ns are presented in Table 7.
Table 7. Kullback–Leibler divergence between distributions of mean end-to-end signals in the time
window 0–30 ns.
Temperature of the Reference Probability 300K 303K 306K 309K 312K
300K 0 0.1056 0.3194 0.1367 0.1689
303K 0.0939 0 0.2370 0.1261 0.1425
306K 0.2062 0.1450 0 0.1528 0.1841
309K 0.1276 0.1144 0.1877 0 0.2319
312K 0.1288 0.1275 0.2126 0.1848 0
We can see that the large value of the Kullback–Leibler divergence appears for the distribution for
temperature 306K, where the distribution for temperature 300K is a reference distribution. Calculations
for the Kullback–Leibler distance for mean end-to-end signals in the time window 0–30 ns are presented
in Table 8. The results coincide with the measure of Kullback–Leibler divergence.
Table 8. Kullback–Leibler distance for mean end-to-end signals in the time window 0–30 ns.
300K 303K 306K 309K 312K
300K 0 0.0997 0.2628 0.1321 0.1489
303K 0.0997 0 0.1935 0.1202 0.1350
306K 0.2628 0.1935 0 0.1703 0.1984
309K 0.1321 0.1202 0.1703 0 0.2084
312K 0.1489 0.1350 0.1984 0.2084 0
Following the copula approach presented in [24], we performed the bivariate histograms of some
signals to analyse the type of cross-correlation between signals. For the selected example of the mean
end-to-end signals in the 0–30 ns time window see Figure 2, while for the 70–100 ns time window,
see Figure 3. Observe that for the 0–30 ns case, we have simultaneous “high” events, which refer to
the “upper tail dependency”. After the simulation time has passed, this dependency is diminished.
The copula with the “upper tail dependency”, such as the Gumbel one, can provide the proper model
of the mean end-to-end signal for the initial simulation time window. For the later simulation time
window, we should look for the copula with no "tail dependencies", such as the Frank or Gaussian one.
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Figure 2. The bivariate histogram of chosen mean end-to-end signals in the 0–30 ns simulation time
window.
A similar calculation has been performed for the next time window 70–100 ns. In Table 9, we
collect results for Kullback–Leibler divergence for mean end-to-end signals in the time window
70–100 ns.
Table 9. Kullback–Leibler divergence for mean end-to-end signals in the time window 70–100 ns.
Temperature of the Reference Probability 300K 303K 306K 309K 312K
300K 0 0.0920 0.1605 0.1824 0.1183
303K 0.1155 0 0.2969 0.1642 0.1474
306K 0.1108 0.1324 0 0.1621 0.1206
309K 0.1628 0.1266 0.2719 0 0.1206
312K 0.0886 0.0979 0.1356 0.1122 0
Its maximal value is between the distribution for 306K and the distribution for 303K as a reference
distribution.
Table 10. Kullback–Leibler distance for mean end-to-end signals in the time window 70–100 ns.
300K 303K 306K 309K 312K
300K 0 0.1038 0.1356 0.1726 0.1034
303K 0.1038 0 0.2147 0.1454 0.1226
306K 0.1356 0.2147 0 0.2170 0.1281
309K 0.1726 0.1454 0.2170 0 0.1164
312K 0.1034 0.1226 0.1281 0.1164 0
In Table 10 we can see that the biggest value of the Kullback–Leibler distance appears between
the distributions for 306K and 309K. Comparing this result with the previous one, we see that the
maximal Kullback–Leibler distance for the window 0–30 ns changes its place.
In Tables 7–10 the diagonal terms are equal 0, since we are comparing a distribution of end-to-end
distributions of raw data for the same time window and temperature. In Table 11 we present selected
Kullback–Leibler distances for distributions of raw data end-to-end signals in the time window
70–100 ns and 306K temperature.
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Table 11. Kullback–Leibler distance for raw data end-to-end signals in the time window 70–100 ns and
306K.
Number of Molecule 1 2 3 4 5 6 7 8 9
1 0 0.2927 0.2073 0.2156 0.2450 0.3016 0.1751 0.2072 0.4298
2 0.2927 0 0.1661 0.0919 0.0931 0.1589 0.2367 0.1310 0.2765
3 0.2073 0.1661 0 0.1347 0.2135 0.3059 0.1282 0.1013 0.1843
4 0.2156 0.0919 0.1347 0 0.1203 0.1353 0.1499 0.1338 0.2585
5 0.2450 0.0931 0.2135 0.1203 0 0.1478 0.2635 0.1434 0.3083
6 0.3016 0.1589 0.3059 0.1353 0.1478 0 0.2812 0.1978 0.3122
7 0.1751 0.2366 0.1282 0.1499 0.2635 0.2812 0 0.1318 0.2281
8 0.2072 0.1310 0.1013 0.1338 0.1434 0.1978 0.1318 0 0.1614
9 0.4298 0.2765 0.1843 0.2585 0.3083 0.3122 0.2281 0.1615 0
Figure 3. The bivariate histogram of chosen mean end-to-end signals in the 70–100 ns simulation time
window.
As two different statistical approaches can not unambiguously distinguish between temperatures
(or their subsets), we can conclude that dynamics of the system at this temperatures range is roughly
similar. This will be approved by the analysis of the the Flory–De Gennes exponent.
Using Equation (5), we estimate values of the Flory–De Gennes exponent for the given protein
chain. Results are presented in Table 12. We can see that the values of the Flory–De Gennes exponents
do not differ too much within the examined range of temperature, and they all seem to attain a value
of ca. 0.4. The power-law exponents for oligomers span a narrow range of 0.38–0.41, which is close to
the value of 0.40 obtained for monomers [25–27].
Table 12. Size exponent obtained according to Formula (5).
Parameter 300K 303K 306K 309K 312K
Size exponent (μ) for 0 ns–30 ns 0.3986 0.3947 0.3948 0.3960 0.3984
Size exponent (μ) for 70 ns–100 ns 0.3961 0.3946 0.3981 0.3961 0.3978
Detailed values for two time windows are presented in Table 13. We can see that from a global
point of view and Flory theory, the situation is quite uniform for all initial conditions and is within the
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considered range of temperature. Thus, in our modeling, we see an effect of elasticity vs. swelling.
This competition is preserved for the examined temperature range.
Table 13. Values of H statistic in the Kruscal–Wallis test for μ parameter for two time windows.
Window Value of Parameter H
0–30 ns H = 0.48
70–100 ns H = 1.47
The H parameters from the Kruscal–Wallis test have small values for this test, so the results tend
to support the hypothesis about equal medians.
The distribution of backbone dihedral angles carries information of the molecule’s dynamics, as
they are tightly connected to its elasticity. Using simulations, we can determine the angle φ and the
angle ψ (see Introduction). Next, we can determine energies that depend on these angles by employing
Formula (17). In Figures 4 and 5, we present the logarithm of the angle energy component for two
temperatures. Figure 4 presents values in a period of time 0–10 ns, and Figure 5 presents values in a
period of time 90–100 ns. We can see that these values fluctuate around the mean value. Such dynamics
are similar for all temperatures, but the mean energy rises slightly with increasing temperature. In
Figure 5, the blue line presents a logarithm of the mean value of angle energy and the gray line presents
values of the standard deviation. We can see that changes in energy are much more evident.
Figure 4. Logarithms of angle energies vs. the simulation time (0–10 ns), exemplary outcome of
T = 300K and T = 309K.
Figure 5. Logarithms of angle energies vs. the simulation time (90–100 ns), exemplary outcome of
T = 300K and T = 309K.
Different outcomes come from an analysis of the energy component connected with the dihedral
angles ψ. See Figure 6 (blue lines) in double logarithmic scale, and note the linear regression lines. We
present a period of time from 1 ns to 10 ns.
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Figure 6. Dihedral energies for each temperature vs. simulation time. We use the double logarithmic
scale. Green lines represent linear regression.
Simulations also show that for further times in the log-log scale, these values exhibit almost no
change with time.
In Figure 7, we present regression parameters from Figure 6.
Figure 7. Slope of dihedral angle from regression.
The dynamics of proteins are governed mainly by non-covalent interactions [28]. Therefore, it
would be useful to study other components of energy, such as the Coulomb component and the van
der Waals component ( see Equation (17) and the discussion following it). The Coulomb component
oscillates around the almost constant trend present for every temperature. However, the mean value
of these oscillations increases with the temperature. The opposite situation appears for the van der
Waals component. Similar to the Coulomb component, for each selected temperature, it follows an
almost constant trend. However, when the temperature increases, the mean value of such oscillations
decreases. The Coulomb component and the van der Waals component obey simple dynamics. Hence,
we can move to a further discussion of more interesting dihedral and angular parts of the energy.
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Simulations of albumin dynamics can be used to obtain frequency distributions of angles φ and
ψ. An exemplary 2 D histogram of such a distribution is presented in Figure 8. We can see that most
data are concentrated in a small area of space of angles. Similar behavior can be observed for other
temperatures and simulation times. This is because the structure of the investigated protein is quite
rigid, and there appears to be only a little angular movement. Nevertheless, we can observe variations






Figure 8. Numerically obtained distribution of angles φ and ψ for T = 300K and 30 ns of simulation.
According to formulas connecting the probability distribution of angles and entropy [17], we can
follow changes of entropy in time and temperature. Values of conformational entropy for various
temperatures and with simulation time 0–30 ns are presented in Figure 9, where the blue line represents
the course of the mean entropy value over time. The calculations take into account nine simulations,
and one dot presents one arithmetic mean of entropy. Here, we can see that during simulations, some
oscillations can appear. Therefore, for each temperature, we perform Fisher’s test. Results of this test
are presented in Table 14.
Table 14. Probability (p-value) for mean entropy over time in the time interval 0–30 ns.
300K 303K 306K 309K 312K
p-value 0.849 0.601 0.009 0.536 0.143
A simple comparison of the p-values in Table 14 shows that the lowest value is located around
306K degrees. According to Formula (6), mean entropy is supposed to be treated as stochastic, i.e.,
partially deterministic and partially random. In our work, we treat the p-value as a parameter, which
gives us information about the tendency on maintaining the truth of the hypothesis: β = 0. If the
p-value is lower than in another case, then it presents a stronger tendency in favor of the alternative
hypothesis: β = 0.
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Figure 9. Value of conformational entropy for various temperatures and 0–30 ns of simulation time.
Much more detailed calculations of the p-values for this case are presented in Table 15. We can
see that at 306K, there is a local minimum of the mean p-value. It indicates that at 306K, the tendency
towards the alternative hypothesis: β = 0 is stronger than it is at 303K and 309K. However, for 300K,
the mean p-value parameter is the smallest. The mean p-value parameter is almost the same for 306K
and 312K. This means that both temperatures exhibit nearly the same tendency for the hypothesis:
β = 0. Such regularities can be seen in Figure 9.
Table 15. Probability (p-value) for entropy of single trajectory over time in the time interval 0–30 ns.
Number of Signal 300K 303K 306K 309K 312K
1 0.439 0.737 0.367 0.754 0.643
2 0.153 0.660 0.961 0.922 0.835
3 0.320 0.483 0.012 0.558 0.0551
4 0.263 0.372 0.700 0.223 0.323
5 0.544 0.657 0.057 0.130 0.066
6 0.114 0.385 0.232 0.416 0.360
7 0.499 0.529 0.008 0.006 0.007
8 0.013 0.871 0.610 0.692 0.456
9 0.245 0.891 0.871 0.832 0.694
mean 0.288 0.621 0.424 0.504 0.382
The same analyzes can be done on the data presented in the image.
The same analyzes can be done on the data presented in Figure 10. The results of these analyzes,
in relation to individual time series of entropy, are presented in the Table 16. For these data, we also
observe the local minimum of the p-value parameter for 306K. We have a maximum at 303K. Thus,
the tendency towards the hypothesis β = 0 is strongest here in comparison to the rest of the analyzed
temperatures. This maximum value of the p-value parameter for 303K is also present for the previous
window.
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Figure 10. Value of conformational entropy for various temperatures and 70–100 ns of simulation time.
Table 16. Probability (p-value) for entropy of a single trajectory over time in the time interval 70–100 ns.
Number of Signal 300K 303K 306K 309K 312K
1 0.328 0.720 0.460 0.078 0.041
2 0.183 0.890 0.146 0.713 0.898
3 0.092 0.378 0.219 0.464 0.264
4 0.764 0.800 0.440 0.629 0.297
5 0.030 0.802 0.275 0.323 0.313
6 0.220 0.108 0.330 0.440 0.540
7 0.279 0.121 0.382 0.253 0.046
8 0.582 0.299 0.976 0.324 0.457
9 0.438 0.550 0.438 0.951 0.642
mean 0.324 0.519 0.407 0.464 0.389
Formula (11) can be calculated for each moment of simulation, so we obtain a time series. To get
one parameter for one molecule, we calculate a mean value of this parameter for each molecule. In the
next step, we can perform the same statistical considerations to derive values of the H statistic. For
the time window 0–30 ns, the value of the Kruscal–Wallis test gives H = 9.41; however, for the time
window 70–100 ns, the value of this statistic is H = 12.52. Because we treat the statistic as an ordinary
parameter, we do not specify whether results are significantly different. In our approach, we conclude
that the tendency for the alternative hypothesis about not equal medians is much higher for the time
window 70–100 ns. Since this tendency is more significant in the second case than in the previous one,
we decided to perform a multi-comparison test. We chose the Conover–Iman multi-comparison test.
We treated tα−1/2 as a parameter, which depends on an assumed statistical significance. Therefore in
Table 17, we only give the left side of Equation (13).
Table 17. Results of the Conover–Iman multi-comparison test in the time interval 70–100 ns.
Set of Molecule 300K 303K 306K 309K 312K
300K - 1.2222 16.1111 12.5556 10.3333
303K 1.2222 - 17.3333 13.7778 11.5556
306K 16.1111 17.3333 - 3.5556 5.7778
309K 12.5556 13.7778 3.5556 - 2.2222
312K 10.3333 11.5556 5.7778 2.2222 -
Here, we have a comparison between medians for different sets. Using values from Table 17 and
calculating the right sight of Equation (13) for p = 0.05, we can state that there are sets that differ from
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another cluster of sets. The cluster of sets for temperatures 306K, 309K, and 312K differ from the set for
temperature 303K. Unfortunately, the set for temperature 300K is between these two.
We can compare the above statistical results to the other methods such as the Kullback–Leibler
distance, which is presented in the Introduction. In Table 18, we have values of this quantity. We
can see that the biggest value is between the distribution for 300K and the distribution for 306K as a
reference distribution.
The calculation of the Kullback–Leibler distance is presented in Table 19. We can conclude that
the 306K case differs most from all other cases, so the dynamics of the system in the temperature range
of 306K–309K appears to differ most from the dynamics of the system in other temperature ranges.
Table 18. Kullback–Leibler divergence for the mean RMSD in the time window 0–30 ns. The data are
the same as for the Kruscal–Wallis test.
Temperature of Reference Distribution 300K 303K 306K 309K 312K
300K 0 0.4045 2.0767 2.917 0.1932
303K 1.6280 0 1.6853 2.4913 0.6891
306K 3.3967 2.6057 0 1.8597 2.3939
309K 2.2053 0.5003 1.1502 0 1.1444
312K 0.1598 0.1343 1.6845 2.5806 0
Table 19. Symmetric Kullback–Leibler distance for the mean RMSD in the time window 0–30 ns. The
data are the same as for the Kruscal–Wallis test.
300K 303K 306K 309K 312K
300K 0 1.0162 2.7367 2.5600 0.1765
303K 1.1016 0 2.1455 1.4958 0.4117
306K 2.7367 2.1455 0 1.5049 2.0392
309K 2.5600 1.4958 1.5049 0 1.8625
312K 0.1765 0.4117 2.0392 1.8625 0
The calculations of Kullback–Leibler divergence and distance for the time window 70–100 ns are
presented in Tables 20 and 21. We can conclude that the biggest value is between the distributions for
306K and 303K.
Table 20. Kullback–Leibler divergence for a mean RMSD in the time window 70–100 ns. The data are
the same as for the Kruscal–Wallis test.
Temperature of Reference Distribution 300K 303K 306K 309K 312K
300K 0 0.2941 2.7930 2.1527 3.9428
303K 0.8374 0 5.1756 2.2304 3.7127
306K 1.3305 2.4804 0 0.8902 2.8295
309K 4.0173 3.3975 3.3421 0 2.7354
312K 3.6680 2.2372 3.3862 0.8271 0
Table 21. Symmetric Kullback–Leibler distance for the mean RMSD in the time window 70–100 ns. The
data are the same as for the Kruscal–Wallis test.
300K 303K 306K 309K 312K
300K 0 0.5657 2.0617 3.0850 3.8054
303K 0.5657 0 3.8280 2.8139 2.9749
306K 2.0617 3.8280 0 2.1161 3.1078
309K 3.0850 2.8139 2.1161 0 1.7812
312K 3.8054 2.9749 3.1078 1.7812 0
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In a further analysis, we compare distributions from signals of the RMSD obtained in the same way
as a mean root square of end-to-end signals. Results for the Kullback–Leibler distance are presented
in Tables 22 and 23. We can conclude that for the time window 0–30 ns, the most significant value
of differences is for the distribution for 309K and the distribution for 300K. For the time window
70–100 ns, the most significant value is for 306K and 303K.
Table 22. Symmetric Kullback–Leibler distance for signals of the RMSD in the time window 0–30 ns.
300K 303K 306K 309K 312K
300K 0 0.3686 0.7090 1.7109 0.1870
303K 0.3686 0 0.3051 1.2909 0.1838
306K 0.7090 0.3051 0 0.7468 0.5706
309K 1.7109 1.2909 0.7468 0 1.4513
312K 0.1870 0.1838 0.5706 1.4513 0
Table 23. Symmetric Kullback–Leibler distance for signals of the RMSD in the time window 70–100 ns.
300K 303K 306K 309K 312K
300K 0 0.1056 6.3487 5.5232 3.9800
303K 0.1056 0 6.4065 5.7737 4.3824
306K 6.3487 6.4065 0 0.9648 1.7829
309K 5.5232 5.7737 0.9648 0 0.4260
312K 3.9800 4.3824 1.7829 0.4260 0
In all tables of the Kullback–Leibler divergence measures we can see 0 value. For all these cases
we compare two raw data from the same time window in the same temperature. Results for 306K we
present in Table 24. We can see that the distribution of Kullback–Leibler distances are widely dispersed.
We can observe a similar dispersion in other temperatures.
Table 24. Symmetric Kullback–Leibler distance for raw signals of the RMSD in the time window
70–100 ns for 306K.
Number of Molecule 1 2 3 4 5 6 7 8 9
1 0 1.669 0.388 0.277 0.137 0.500 3.260 0.560 0.249
2 1.669 0 1.974 2.565 2.074 1.615 0.660 1.498 1.410
3 0.388 1.974 0 0.241 0.617 0.246 3.589 0.299 0.352
4 0.277 2.565 0.241 0 0.250 0.494 3.867 0.628 0.406
5 0.137 2.074 0.617 0.250 0 0.540 3.593 0.597 0.275
6 0.500 1.615 0.246 0.494 0.540 0 3.338 0.080 0.140
7 3.257 0.660 3.589 3.867 3.593 3.337 0 3.118 2.795
8 0.560 1.498 0.300 0.628 0.597 0.080 3.118 0 0.165
9 0.249 1.410 0.352 0.406 0.275 0.140 2.795 0.165 0
Referring to Figure 11, we observe simultaneous small valued events for the 0–30 ns simulation
time window. There is no such events for the 70–100 ns simulation time window, see Figure 12. Here,
the copula with the “lower tail dependency”, such as the Clayton, can provide the proper model of the
RMSD for the 0–30 ns simulation time window.
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Figure 11. The bivariate histogram of the chosen mean RMSD signals in the 0–30 ns simulation time
window.
Figure 12. The bivariate histogram of the chosen mean RMSD signals in the 70–100 ns time window.
3. Discussion
Albumin plays an essential role in many biological processes, such as the lubrication of articular
cartilage. Hence, knowledge of its dynamics in various physiological conditions can help us to
understand better its role in reducing friction. From a general point of view, albumin behaves stable
regardless of the temperature. The angle energy of the protein fluctuates similarly regardless of the
temperature (see Figures 4 and 5). However, its mean value rises monotonically with temperature. On
the other hand, the size exponent μ fluctuates with temperature. We calculate, using the Kruscal–Wallis
test, that these fluctuations generate small values of H parameter and, as a result, indicate a hypothesis
about the equality of medians.
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Further, referring to Figures 6 and 7, we can see that the dihedral energy seems to obey (at least
at some range of simulation times) the power law-like relation, although the scaling exponent is
relatively small. In Figure 7, we can see this relation in the range of temperature from 306K–309K.
This exponent does not change in time t too much. It suggests stable behavior. We consider the
conformational entropy of the system. For its plot versus simulation time see Figures 9 and 10. On
each graph, we can observe a pattern which seems to attain an oscillatory behavior. Fisher’s test allows
describing this property by providing the p-value parameter. If this parameter, for some time series of
entropy, is relatively small in contrast to p-value parameters for another time series of entropy, then
the statistical hypothesis H0:β = 0 is less probable than in another case. In Table 14, we can observe
that in the range of temperature 303K–309K, there is a local minimum of p-values. A similar effect can
be observed in Table 15 when we calculate the mean p-value for each column. We can also observe
that there is a local minimum of around 306K. A smaller mean p-value is seen for 300K and 312K. This
means that both temperatures exhibit the analogical tendency to favor the hypothesis β = 0. We can
also see this in Figure 9, where for temperatures 300K, 306K, and 312K, the regularity of periodicity
increases more than at other temperatures. Other tests, including the Kruscal–Wallis test followed by
the Conover–Iman multi-comparison test, Kullback–Leibler distance, and Kullback–Leibler divergence
give consistent results, while referring to the mean RMSD of the protein of interest.
This globular protein is soluble in water and can bind both cations and anions. By analyzing
Figures 1 and 8, it is clear that albumin’s secondary structure is mainly standard α-helix. Charged
amino acids (AA) have a large share in albumin’s structure, especially Aspartic and Glutamic acid (25%
of all AA) and hydrophobic Leucine and Isoleucine (16%). This composition enables it to preserve
its conformation, due to intramolecular interactions as well as interactions with the solvent. Two
main factors are at play here, namely hydrophobic contacts and hydrogen bonds (which also occur
between protein and water). A large number of charged AA result in a considerable number of inter-
and intramolecular hydrogen bonds. On the other hand, hydrophobic AA result in a more substantial
impact when the hydrophobic effect stabilizes a protein’s core. As shown by Rezaei-Tavirani et al. [29],
the increase of temperature in the physiological range of temperatures results in conformational
changes in albumin, which cause more positively charged molecules to be exposed. This, in turn,
results in a lower concentration of cations near a molecule. Albumin is known to largely contribute to
the osmotic pressure of plasma, where the presence of ions largely influences this property. An increase
of temperature results in a reduction of the osmotic pressure of blood, which in feverish conditions
can lead to a higher concentration of urine. Because water is the main component of blood and it
has a high heat capacity, the increase of urine concentration results in better removal of heat from the
body [29]. The difference in dynamics between temperatures shown in the present study could indicate
albumin’s binding affinity with other SF components and thus changes its role in biolubrication toward
anti-inflamatory. However, due to the high complexity of the fluid, more research has to be performed.
These chemical properties result in an effect of elasticity vs. swelling competition for albumin
chains immersed in water. If the elasticity of the chain fully dominates over albumin’s swelling-induced
counterpart (interactions of polymer beads and water with network/bond creation), the exponent
would have a value of 1/2. If, in turn, a reverse effect applied, the value of the exponent should
approach the value of 1/4, [30] (note the two first Eqs only). As a consequence, and what has not
been discovered by any other study, the exponent obtained from the simulation in the examined range
of temperature looks as if it is near an arithmetic mean of the two exponents mentioned, namely:
μ = 1/2(2/4 + 1/4) = 3/8, thus pointing to 0.375 ∼ 0.4. The difference of about 0.025 very likely
comes from the fact that the elastic effect on albumin shows up to win over the swelling-assisted
counterterm(s), cf. the Hamiltonian used for the simulations. The exponent μ = 3/8 is for itself
called the De Gennes exponent, and it is reminiscent of the De Gennes dimension-dependent gelation
exponent 2/(d + 2), see [30] (eq 15 therein; d = 3-case). It suggests that albumin’s elastic effect,
centering at about 0.4, is fairly well supported by the internal network and thus supports the
creation of bonds, which has been revealed by the present study. Of course, the overall framework
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is well-substantiated in terms of the scaling concept [3,7]. Regular oscillations of entropy suggest
that the system oscillates around the equilibrium state. Furthermore, the Flory–De Gennes exponent
appears to be unchanged for both observation windows. Therefore, we expect the system to be near
the equilibrium state. We expect the dynamic of the system, for longer simulation times, to be similar
to the presented one. The AMBER force field has been reported on overstabilizing helices in proteins.
Therefore our next work will report on the effect of force field and water model used.
4. Materials and Methods
The structure of human albumin serum (code 1e78) has been downloaded from a protein data
bank (https://www.rcsb.org/structure/1E78) as a starting point to simulations. We use the YASARA
Structure Software (Vienna, Austria) [31] to perform MD simulations. Besides this, a three-site model
(TIP3P) of water was used [32]. All-atom simulations were performed under the following conditions:
temperature 310K, pH = 7.0 and in 0.9% NaCl aqueous solution, with a time step of 2 f s. Berendsen
barostat and thermostat with a relaxation time of 1 f s were used to maintain constant temperature
and pressure. To minimize the inuence of rescaling, YASARA does not use the strongly fluctuating
instantaneous microscopic temperature to rescale velocities at each simulation step (classic Berendsen
thermostat). Instead, the scaling factor is calculated according to Berendsen’s formula from the time
average temperature. The charge was –15. Simulations were carried for 100 ns, due to the fact that
throughout this time very small fluctuations of entropy measured could be seen. All-atom molecular
dynamics simulations were performed using the AMBER03 force field [33]. The AMBER03 potential
function describing interactions among particles takes into account electrostatic, van der Waals, bond,





























where, kb and kφ are the force constants for the bond and bond angles, respectively; r and φ are bond
length and bond angle; req and φeq are the equilibrium bond length and bond angle; ψ is the dihedral
angle and Vn is the corresponding force constant; the phase angle γ takes values of either 0◦ or 180◦.
The non-bonded part of the potential is represented by van der Waals (Aij) and London dispersion
terms (Bij) and interactions between partial atomic charges (qi and qj). ε is the dielectric constant.
For each spherical angle distribution, we performed a normalized histogram consisting of 50 bins.
Such a bin number is a compromise between a resolution and smoothness of histograms. Taking the
empirical probability pi of data being in i-th bin, we estimate the entropy [18,34]:
S = −R0 ∑
i
pi log(pi), (18)
where we use the gas constant R0 = 8.314
J
K·mol . The sum goes over the discretized Ramachandran
space. Obviously, since entropy is an information measure, it depends on a bin size, hence we have
here only an estimation applicable for entropy comparisons for different temperatures and simulation
times, since bin sizes are constant for all simulations and temperatures. Numerical data analyzes were
performed in the Scilab development environment [35].
5. Conclusions
We present several scenarios of an analysis of simulations of the albumin dynamics. The albumin
is the linear protein, which makes simulations and analysis straightforward. In particular, we get
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the end-to-end vector values, and we present that changes for exponent do not vary significantly.
The more detailed analysis can be performed, however, using the entropy that appears to oscillate in
the function of the simulation time. In general, these oscillations are regular, which is approved by
employing the statistical test.
However, our findings show that near the 306K temperature, we can observe a local minimum of
the p-value of this test. Interestingly, this minimum changes its position near the 312K temperature for
the 70–100 ns time window. We also consider the RMSD parameter, which for the second time window,
exhibits significant differences between the median of the sets defined for temperatures—we observe
clustering.
When summarizing, let us note that the elastic energy terms included in the Hamiltonian
(Equation (17)) provide a particularly robust bond vs. angle contribution to the elastic energy of the
biopolymer, especially when arguing its role in the angles’ domain. The remaining non-elastic terms
in Equation (17), in turn, contribute, in general, to the swelling assisted co-effect. Thus, the already
mentioned Van der Waals and electrostatic terms are responsible for the overall attraction–repulsion
behavior of the network-like swollen albumin, whereas the last “liquid–crystalline” type of energetic
inclusion to Equation (13) samples the dihedral angles space, an observation already discussed above.
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Abstract: It is commonly believed that information processing in living organisms is based on
chemical reactions. However, the human achievements in constructing chemical information
processing devices demonstrate that it is difficult to design such devices using the bottom-up strategy.
Here I discuss the alternative top-down design of a network of chemical oscillators that performs
a selected computing task. As an example, I consider a simple network of interacting chemical
oscillators that operates as a comparator of two real numbers. The information on which of the two
numbers is larger is coded in the number of excitations observed on oscillators forming the network.
The parameters of the network are optimized to perform this function with the maximum accuracy.
I discuss how information theory methods can be applied to obtain the optimum computing structure.
Keywords: chemical computing; oscillatory reaction; genetic optimization; classification problem;
interacting oscillators
1. Introduction
The domination of semiconductor technology in modern information processing comes from the
fact that man-made semiconductor logic gates are reliable, fast and inexpensive. Their mean time
of trouble-free work is probably longer than a human life time. The technology allows combining
the logic gates together, leading to complex information processing devices. Therefore, the dominant
information coding is based on the binary representation and the design uses the bottom-up strategy,
allowing to make more complex information processing devices as a combination of the simple ones [1].
Such an approach is highly successful, leading to exaFLOPS calculations, cloud computing or the
fast internet.
Information processing in living organisms is based on chemical reactions [2]. Although, in the
case of numerical calculations, the chemical information processing is many orders of magnitude
slower than that achieved in silicon circuits, the dedicated chemicals computers (read brains) can
execute many algorithms faster than a powerful modern electronic computer. This remark applies
to problems that require three-dimensional reconstruction of space and mapping complex motion.
Most humans can learn to drive a car, whereas the algorithms for autonomous cars are still far from
being applicable. Chemical information processing in living organisms is usually reliable during an
animal life. However, the activity time of chemical information processing media used in experiments,
as for example, the Belousov–Zhabotinsky (BZ) reaction, is measured in hours rather than in years.
Therefore, the bottom-up approach to the construction of chemical information processing devices is
not useful for potential experimental verification of theoretical concepts because of the short lifetime
of the components.
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There are many strategies in which a chemical medium can be applied for information
processing. Information can be coded in concentrations of reagents, in the spatial structures or
in the spatio-temporal evolution. An excitable chemical medium allows for easy realization of logic
gates [3–7]. In such gates, the input and output states are coded in the presence or absence of an
excitation at a selected point of the computing medium within a specific time interval. However,
the most effective algorithms are obtained if the chemical information processing medium works
in parallel. For example, it happens if reactions at different points are coupled by the diffusion.
Two classical algorithms of reaction–diffusion computing belong to such class. One of them is the
prairie-fire algorithm, which allows finding the shortest path in the labyrinth using wave propagation
in an excitable medium [8,9]. The other is the Kuhnert algorithm for image processing with the light
inhibited variant of the oscillatory BZ-reaction [10–12].
The BZ-reaction has probably been the most studied chemical reaction where the nonlinear
phenomena are clearly manifested [13,14]. The reaction is an oxidation of an organic substrate by
bromine compounds in an acidic environment and in the presence of a catalyst. The BZ-reaction
became famous because oscillations can be easily observed, as the changes in concentrations of the
catalyst in different oxidation forms are reflected by the medium color. If the ferroine is used as the
catalyst then the medium is red when the reduced catalyst (Fe(phen)2+3 ) is dominant and the medium
becomes blue for a high concentration of the catalyst in the oxidized form (Fe(phen)3+3 ). The reaction
includes an autocatalytic production of the reaction activator (HBrO2). If the medium is spatially
distributed and if the diffusion of the activator is allowed, then the region corresponding to a high
concentration of the activator can trigger the reaction around and a pulse of the activator propagating in
space can appear. The interest in a BZ-reaction as a medium for chemical information processing comes
from the fact that its properties are similar to those observed for the nerve system [2]. Using a spatially
distributed medium, one can form channels where propagation of excitation pulses is observed. These
pulses interact (annihilate) one with another and can change their frequency on non-excitable junctions
between channels [15]. The output information is usually coded in the presence of an excitation pulse
at a given point and at a specific time. The successes of reaction–diffusion computing with an excitable
medium seem to confirm the key role of excitability in biological information processing [16]. Perhaps
this is true, but the recent results suggest that an oscillatory medium and information coded in the
number of oscillations can also be efficiently applied for chemical computing.
If the ruthenium complex (Ru(bpy)3) is used as the catalyst, then the BZ reaction is
photosensitive and illumination with the blue light produces Br− ions that inhibit the reaction [17–19].
After illumination of such an oscillatory medium, excitations are rapidly damped and the system
reaches a stable, steady state. On the other hand, the oscillatory behavior re-appears immediately after
the illumination is switched off [20]. The existence of external control is very important for information
processing applications because it allows inputting information into the computing medium [10–12].
For the analysis presented below, it is sufficient to assume that the controlling factor has an inhibiting
effect. In the following part of the paper, following the analogy with the photosensitive BZ-reaction,
I use the word illumination to describe the control factor.
Our recent results suggest that reasonably accurate database classifiers can be constructed with a
network of coupled chemical oscillators [21–23]. The database records are assumed to have a form of
predictors followed by the record type. The classification algorithm is supposed to return a correct
record type if the predictor values are known. In this approach, it is assumed that each oscillator in the
network can be individually inhibited by an external factor. We can use this factor to introduce the input
information and to control the evolution of the medium. Oscillators in the considered information
processing networks belong to two types. There are input oscillators and their illuminations are
related to predictor values of a given record. There are also so called ”normal” oscillators and
their illuminations are fixed. The normal oscillators are supposed to moderate interactions in the
medium and optimize them for a specific problem. Therefore, the locations of normal oscillators and
their illuminations define the program executed by the network. It is also assumed that the output
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information about the record type can be extracted from the number of excitations (the number of
maxima of a specific reactant) observed at a selected set of oscillators within a fixed interval of time.
In such an approach, information processing is a transient phenomenon. It does not matter if the
system approaches a stationary state over a long time or not.
It has been demonstrated [21–23] that the top-down approach can be successfully applied to
design classifiers based on coupled chemical oscillators. Within the top-down approach, we first
specify the function that should be performed by the considered system. Next, we search for possible
factors that can modify the system evolution and increase its information processing ability. Finally, we
combine all these factors and apply them to achieve the optimum performance. The top-down design
reflects the idea of Evolution, where the struggle to survive is the goal, but the measures to achieve this
goal and possible synergy between different factors increasing the fitness of an individual organism
are not fully understood. Having in mind that the structure of the brain is a product of evolution,
it is not surprising that the evolutionary optimization can be a useful tool for finding the values of
parameters describing a computing medium that performs a specific operation. The evolutionary
optimization [24,25] works on a population of classifiers. The best classifiers are allowed to recombine
their parameters and to produce an offspring that is included in the next generation. Spontaneous
mutations of classifier parameters are also taken into account. As a result of trial and error, the fitness
of the best classifier increases with the number of generations [21–23]. Of course, it can happen that
the considered medium is completely useless for the task we like to perform. Nevertheless, even in
cases where the selected medium is needless for a solution of the considered information processing
task, the application of evolutionary optimization should allow us to estimate the medium usefulness.
In the following, I investigate the classifier corresponding to the problem of which of the two
real numbers x, y ∈ [0, 1] is larger as an example application of information theory to chemical
computing. The methods of information theory suggest the type of fitness function for the evolutionary
optimization of a classifier formed by coupled chemical oscillators. The motivation for the research is
to illustrate that chemical computing can be efficient if we optimize the computing medium and give
some margin for potential errors. Actually, this is something that characterizes information processing
in the living organisms (”errare humanum est”). For the verification, if y > x, a network of oscillators
that solves this problem with reasonable accuracy can be quite simple, and as shown below, it can be
made of just three oscillators.
2. Results
The problem of which of the two numbers x, y ∈ [0, 1] is larger has a direct geometrical
interpretation. A pair (x, y) represents a point in the unit square. The problem if y > x is equivalent to
determining if the corresponding point is located above the unit square diagonal (cf. Figure 1a).
Chemistry suggests many strategies that allow us to verify which of two numbers is larger.
For example, on can consider a reaction:
X + Y → products
in which one molecule of X is consumed together with a single molecule of Y. One can start such a
reaction with initial concentrations of [X] and [Y] equal to x and y, respectively. After a long time, the
only remaining molecules are from the reagent that was the majority: there are the molecules of X if
x > y and molecules of Y if the reverse relation was held. So spectroscopy should give us an answer to
which of the two numbers x, y is larger.
The same strategy applies if we use a more complex reaction, as for example:
aX + bY + Z → products
but in such a case, we obtain the relationship between the values of ax and by.
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The problem of the relationship between two numbers x, y can also be solved with an oscillatory
reaction that is inhibited by light. It is known that the period of the photosensitive BZ-reaction increases
with illumination [26]. The numbers x, y can be translated into light intensities I(x) and I(y) using
the function I(q) = α ∗ q + β (α, β > 0) such that for q ∈ [0, 1] the values of I(q) are in the range
corresponding to rapid changes in the period. Next, we need to apply illuminations I(x) and I(y) to
two identical reactors and measure the periods. The oscillator characterized by a longer period was
illuminated by light with intensity corresponding to the larger of two numbers x, y.
















Figure 1. (a) The geometrical interpretation of the problem of which of the two numbers is larger.
The areas y > x and y < x are colored red and green respectively, (b) I postulate that the problem
of which of the two numbers is larger can be solved with the illustrated network of three coupled
oscillators. Having in mind the symmetry of the problem, I assume that oscillators #1 and #2 are inputs
of x and y. The role of oscillator #3, the network parameters and location of the output oscillators are
determined by the evolutionary optimization.
Here, I consider yet another strategy of solving the problem of which of the two numbers is larger
by formulating it as a database classification. Problems of database classification are quite general
because many algorithms can be re-formulated as database classifications. Let us consider an algorithm
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A that returns a discrete output on an input in the form of N real numbers belonging to the algorithm
domain (DA). Moreover, we assume that the number of possible answers is finite. Let (K + 1) ∈ N
describe the number of answers. Formally, we describe such an algorithm as a map:
A : RN ⊃ DA → O, (1)
where O = {0, 1, ..., K}. If we consider an element (p1, ..., pN) ∈ DA, then:
A : DA  p = (p1, ..., pN) → tp ∈ {0, 1, ..., K}. (2)
Let us introduce a set EA(L), which contains L arguments of the algorithm A:
EA(L) = {ps = (ps1, ps2, ..., psN); ps ∈ DA ∧ s ∈ {1, 2, ..., L}}. (3)
We can generate the database FA(L) made of records constructed in the following way:
FA(L) = {(ps1, ps2, ..., psN , tps); (ps1, ps2, ..., psN) ∈ EA(L) ∧ tps = A(ps)}. (4)




N and the record type tps . The classifier of
the database FA(L) is supposed to return the correct record type if the predictor values are used as the
input. A classifier that correctly classifies any dataset FA(L) can be seen as a program that executes the
algorithm A. For example, the XOR operation
XOR : {0, 1} × {0, 1} → {0, 1}
can be completely described by the classification of database:
FXOR(4) = {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)}.
Therefore, the chemistry based classifier of FXOR(4) is a chemical realization of the XOR gate. The same
approach applies to any logical operations involving those of multivariable ones.
Within the formalism presented above, the problem which of two numbers is larger can be seen
as an algorithm A>:
A> : [0, 1]× [0, 1]  (x, y) → t(x,y) ∈ {0, 1},
where t(x,y) = 1 if x ≥ y and t(x,y) = 0 iff x < y. Therefore, the problem can be formulated as the
classification problem for databases in the form:
F>(L) = {(xs, ys, t(xs ,ys)); (xs, ys) ∈ [0, 1]× [0, 1] ∧ s ∈ {1, 2, ..., L}}
I postulate that the problem of F>(L) database classification can be solved by a network of three
coupled oscillators in the geometry illustrated in Figure 1b. I assume that the output information
is coded in numbers of excitations observed on oscillators forming the network. Such a method of
extracting the output is motivated by the fact that a chemical counter of excitation number can be
easily constructed [27], so the information read-out can be done with chemistry.
2.1. The Time Evolution Model of an Oscillator Network
In this section, I briefly introduce oscillator networks, discuss the specific properties of the
Belousov–Zhabotinsky reaction that can be useful for construction of classifiers and introduce a simple
model of network time evolution. The detailed information can be found in [28].
The networks of chemical oscillators can be formed in different ways. One can use individual
continuously stirred chemical reactors (CSTRs) and link them by pumps ensuring the flow
of reagents [29,30]. Alternatively, networks of oscillators can be formed by touching droplets
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containing a water solution of reagents of an oscillatory BZ reaction stabilized by lipids dissolved
in the surrounding oil phase. If phospholipids (asolectin) are used, then BZ droplets communicate
mainly via an exchange of the reaction activator (HBrO2 molecules) that can diffuse through the lipid
bilayers and transmits excitation between droplets [31]. A high uniformity of droplets that form the
network can be achieved if droplets are generated in a microfluidic device [32]. One can also use
DOVEX beads or silica balls [33] to immobilize the catalyst and inhibit oscillations by illumination or
electric potential [34].
The simplest mathematical model of a BZ-reaction describes the process as an interplay between
two reagents: the activator and the inhibitor (the oxidized form of the catalyst). Two variable models,
such as the Oregonator [35] or Rovinsky–Zhabotinsky model [36], give a pretty realistic description of
simple oscillations, excitability and the simplest spatio-temporal phenomena. However, the numerical
complexity of models based on kinetic equations is still substantial, and they are too slow for large
scale evolutionary optimization of a classifier made as a network of oscillators. Here, following [28], I
use the event based model. I assume that three different phases: excited, refractive and responsive can
be identified during a single oscillation cycle of a typical chemical oscillator [21,22,28]. The excited
phase denotes the peak of activator concentration. A chemical oscillator in the excited phase is able to
spread out the activator molecules and trigger excitations in the medium around. In the refractory
phase, the concentration of the inhibitor is high, and an oscillator in this phase does not respond to
an activator transported from oscillators around. In the responsive phase, the inhibitor concentration
decreases. An oscillator in the response phase can get excited by interactions with an oscillator in the
excited phase. Following the previous papers [28], the oscillation cycle combines the excitation phase
lasting 1 s, the refractive phase, lasting 10 s and the responsive phase that is 19 s long (cf. Figure 2). For
an isolated oscillator, the excitation phase appears again after the responsive phase ends and the cycle
repeats. Thus, the period of the cycle is 30 s. Oscillations with such a period have been observed in
experiments with BZ-medium [20]. The separation of oscillation cycle into phases allows introducing a
simple model for interactions between individual oscillators. An oscillator in the refractory phase does
not respond to the excitations of its nearest neighbors. An oscillator in the responsive phase can be
activated by an excited neighbor. I also assume that if an oscillator is in the excitation phase, then 1 s
later, all oscillators coupled with it, that are in the responsive phase, switch into the excitation phase.
It is also assumed that after illumination is switched on, the phase changes into the refractory one.
When the illumination is switched off, the excited phase starts immediately. The model defined above







Figure 2. Graphical illustration of the event-based model used to describe the time evolution of an
oscillator. Three phases: excited (green), refractory (brown) and responsive (red) follow one after
another. The arrow marks the direction of time. Numbers give lengths of corresponding phases.
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2.2. The Computing Medium Made of Interacting Oscillators and Its Evolutionary Optimization
In this section, I introduce the parameters needed for numerical simulations of a chemical classifier.
In order to use a network of coupled oscillators for information processing, we have to specify the
time interval [0, tmax] within which the time evolution of the network is observed. This is an important
assumption because it reflects the fact that the information processing is a transient phenomenon.
I assume that output information can be extracted by observing the system within the time interval
[0, tmax], and it is not important if the network reaches a steady state before tmax or not.
It is assumed that the state of each oscillator in the network can be controlled by an external factor
(illumination). There are two types of oscillators in the network: the normal ones and the input ones.
For a normal oscillator k, its activity is inhibited within the time interval [0, t(k)illum] ( 0 ≤ t
(k)
illum ≤ tmax).
After the time t(k)illum the oscillation cycle starts from the excited phase. For a given classification problem
the set of times t(k)illum defining the inhibition of normal oscillators is the same for all processed records.
This set of times defines the “program” executed by the network to solve the problem. If an oscillator
is considered as an input for the j-th predictor and if the predictor value is pj ∈ [0, 1], then such
oscillator is inhibited (illuminated) within the time interval [0, tstart + (tend − tstart) ∗ pj], where the
values of tstart, tend (both < tmax) are the same for all predictors. The network geometry (i.e., locations
of input and normal oscillators and the geometry of interactions between oscillators) together with
illuminations of normal oscillators t(k)illum and times tstart , tend fully define the network and allow for
simulations of its time evolution after the predictor values are selected. In the following, I will assume
that the classifier output is represented by the number of excitations observed on oscillators within the
time interval [0, tmax].
To verify if the network performs its classification function correctly, I introduce the testing
database F>(L = 100, 000) composed of records of the form (x, y, t(x,y)) where x, y are uniformly
distributed random numbers from [0, 1]. The classifier accuracy is calculated as the fraction of correct
answers for records from F>(L = 100, 000). As the zero-th order approximation, one can neglect
observation of the classifier evolution and say that x is always larger than y. If F>(L = 100, 000) is
selected without bias, then such classifier should show 50% accuracy.
In order to increase the accuracy, we have to optimize the classifier parameters. In the optimization
discussed below, they included the maximum time within which the system evolution is observed
(tmax), the locations of input oscillators and the oscillators characterized by fixed illuminations (the
normal ones), the times defining the introduction of input values ( tstart and tend) and the illuminations
of normal oscillators t(k)illum. Moreover, defining the classifier, we should decide how the output is
extracted from the evolution. I select two strategies. I postulate that the classifier output can be read
out from the number of excitations on a selected oscillator or as a pair of numbers of excitations
observed on two selected oscillators. The quality of a classifier CA corresponding to the algorithm A
can be estimated if one decides how to read the output information but without interpreting if the
obtained result corresponds to the case x ≥ y or x < y. To do it, we can use the mutual information
between the set of record types and the set of classifier outputs. Let us consider a set of arguments
EA(L) (Equation (3)) and the related database FA(L) (Equation (4)) of the algorithm A. Let us assume
that the classifier CA produces the output string aps on the record ps ∈ EA(L):
CA : EA(L)  ps → aps
Now let us consider three lists:
B = {aps ; ps ∈ EA(L)}
O = {tps ; (ps, tps) ∈ FA(L)}
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and
OB = {(tps , aps); (ps, tps) ∈ FA(L)}
The mutual information between B and O defined as [37]:
MI(O, B) = H(O) + H(B)− H(OB) (5)
where H(X) is the Shannon information entropy of the strings that belong to the list X. If this list
contains k different strings then:
H(X) = −∑
k
r(k) ∗ log(r(k)) (6)
where r(k) is the probability of finding the string #k in the list.
In order to calculate MI(O, B), one needs to specify how the output is read out of the network
evolution. For example, if the number of excitations observed on a single oscillator within the time
interval [0, tmax] is used as the output string, then we should consider all oscillators as potential
candidates for the output one. The oscillator, for which the maximum MI(O, B) is achieved, is selected
as the output one. In the case of the output coded in a pair of excitation numbers observed on two
selected oscillators, one should consider all pairs of oscillators as candidates for the output oscillators.
Like in the case of a single oscillator, the pair that produces that maximum MI(O, B) is considered as
the output. The maximum value of MI(O, B) obtained within a given method of extracting the output
string is considered as the quality (fitness) of the classifier CA.
Let us notice that when aps = tps , so the classifier works without errors, then H(O) = H(B) =
H(OB) and MI(O, B) = H(O). On the other hand, if the answers aps are not correlated with the record
types tps then H(OB) = H(O) + H(B) and MI(O, B) = 0. In general, MI(O, B) is an average number
of bits of the information about the string tps we get if we know the string aps . Therefore, we can expect
that an increase in MI(O, B) does reflect the rise in classifier accuracy.
To define a classifier, we need to specify: Geom—the network geometry and interactions between
oscillators, Loc—location of the input oscillators, tmax, tend, tstart and t
(k)
illum. In the considered problem
of verification of which of the two numbers is larger, I assumed that the classifier had a triangular
geometry, as illustrated in Figure 1b, and that all oscillators were interconnected. In such a geometry,
all oscillators are equivalent. Therefore, we can assume that oscillator #1 is the input of the first
predictor. Moreover, the system symmetry allows us to assume that oscillator #2 is the input of the
second predictor. Therefore, the only missing element of the classifier structure is the type of oscillator
#3 (Osc3) and it is a subject of optimization. I did not introduce any constraints on the type of this
oscillator. It could be an input oscillator or the normal one.
The optimization of all parameters of the classifier (Osc3, tmax, tend, tstart, t
(3)
illum) was done using
the evolutionary algorithm. The technique has been described in detail in [28]. At the beginning,
1000 classifiers with randomly initialized parameters were generated. Of course, it would be naive
to believe that a randomly selected network of oscillators performs an accurate classification of the
selected database. The generated networks made the initial population for evolutionary optimization.
Next, the fitness (Equation (5)) of each classifier was evaluated. In order to speed up the algorithm,
the fitness was calculated using the database F>(L = 10, 000) where predictors were 10, 000 randomly
generated pairs (x, y). The database F>(L = 10, 000) was 10 times smaller than F>(L = 100, 000) used
to estimate the accuracy of the optimized classifier. However, F>(L = 10, 000) is still large enough to
contain a representative number of records characterizing the problem. The upper 10% of the most
fitting classifiers were copied to the next generation. The remaining 90% of classifiers of the next
generation were generated by recombination and mutation processes applied to pairs of classifiers
randomly selected from the upper 50% of the most fitting ones. At the beginning, recombination
of two parent classifiers produces a single offspring by combining randomly selected parts of their
parameters. Next, the mutation operations were applied to the offspring. It was assumed that oscillator
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#3 can change its type with the probability ptype = 0.1. Moreover, random changes of tmax, tend, tstart
and t(k)illum were also allowed. The evolutionary procedure was repeated more than 500 times. A typical
progress of optimization is illustrated in Figures 3a and 5a.
2.3. Chemical Algorithms for Verification of Which of the Two Numbers Is Larger
In this section, I discuss the optimized networks that verify which of the two real numbers x and
y from [0,1] is larger.
At the beginning, let us consider the network that produces the output as a number of excitations
observed at a selected node. The progress of optimization on a small database with 1000 records is
illustrated in Figure 3a. The optimization continued for 500 evolutionary steps. For the optimized
network tmax = 130.55 s. As it has been assumed, oscillators #1 and #2 correspond to inputs of x and
y, respectively. The values of tstart and tend are 69.54 and 23.79 s, respectively. The highest mutual
information was obtained if oscillator #3 was the normal one and t(3)illum = 49.55 s. Figure 3b illustrates
the numbers of cases corresponding to different numbers of excitations and the relationship between
x and y for records from F>(L = 100, 000). The red and green bars correspond to y > x and y < x,
respectively. Figure 3b compares the number of cases observed on different oscillators of the network.
It is clear that oscillator #3 is useless as the output because it has excited the same number of time by
inputs with y > x and by inputs with y < x. On the other hand, for oscillators #1 and #2, the situation
is very different. For example, three excitations are observed mainly for y > x, whereas four or five
excitations are dominant for y > x. Therefore, we can define the classifier output as the number of
excitations on oscillator #1 such that three excitations correspond to y > x and four or five excitations
to y ≤ x. The accuracy of such a classifier is 82.4%. Figure 4 illustrates the location of correctly and
incorrectly classified pairs (x, y) ∈ [0, 1]× [0, 1] if the output reading rule defined above is used. The
correctly classified pairs in which y > x and y < x are marked by red and green points, respectively.
Incorrectly classified pairs in which y > x and y < x are marked by blue and black points, respectively.
Similar results are obtained when oscillator #2 is used as the output (Figure 3b), but the accuracy is
82.2%. I believe the small difference between using oscillators #1 and #2 as the output is related to
randomness in the generated database.
In order to increase the classification accuracy, I considered the same network but another rule
of reading out the information. I assumed that the output is coded in a pair of excitation numbers
observed on two oscillators. The initial progress of optimization with F>(L = 10, 000) is illustrated in
Figure 5a. The optimization procedure was continued for 1000 generations. The classifier structure
was the same as in the previous case; oscillator #3 was the normal one. The optimized classifier is
characterized by tmax = 500.00 s, tstart = 498.95 s, tend = 0.15 s and t
(3)
illum = 71.42 s. The numbers of
excitations observed on oscillators #1 and #2 were used as the classifier answer. The translation of
the observed number of excitations into the classifier answer is illustrated in Figure 5b. The mutual
information between the classifier outputs and the record types in F>(L = 100, 000) is 0.962 and the
classification accuracy is 98.2%. Both numbers are remarkably high, especially having in mind that
the computing medium is formed by three oscillators only. The optimization procedure has shown
that the classifier accuracy strongly depends on tmax, as illustrated in Figure 5c. In the optimization
procedure, the value of tmax was limited at 500s. Figure 6 illustrates the location of correctly and
incorrectly classified pairs (x, y) ∈ [0, 1]× [0, 1] if the output reading rule defined in Figure 5b is used.
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Figure 3. (a) The mutual information as a function of an evolutionary step for the classifier in Figure 1b
if the number of excitations observed on a single oscillator is used as the output, (b) the numbers of
cases corresponding to different numbers of excitations and for different relationships between x and y.
The records from F>(L = 100, 000) were used. The red and green bars correspond to y > x and y < x,
respectively. The number of cases recorded on different oscillators are shown.







Figure 4. The location of correctly and incorrectly classified pairs (x, y) ∈ [0, 1]× [0, 1] if the number
of excitations observed on a single oscillator is used as the output. Correctly classified pairs in which
y > x and y < x are marked by red and green points, respectively. Incorrectly classified pairs in which
y > x and y < x are marked by blue and black points, respectively.
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Figure 5. (a) The mutual information as the function of an evolutionary step for the classifier in
Figure 1b if the pair of excitation numbers observed on two selected oscillators is used as the output.
(b) The table that translates the numbers of excitations observed on oscillators #1 and #2 into the
classifier answer. The red and green points correspond to y > x and y < x, respectively. (c) The
increase in classifier accuracy as a function of tmax observed during the optimization.
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Figure 6. The location of correctly and incorrectly classified pairs (x, y) ∈ [0, 1]× [0, 1] if the pair of
excitation numbers observed on oscillators #1 and #2 is used as the output. Correctly classified pairs in
which y > x and y < x are marked by red and green points, respectively. Incorrectly classified pairs in
which y > x and y < x are marked by blue and black points, respectively.
2.4. Shadows on Optimization Towards the Maximum Mutual Information
As in the previous papers [21–23,28], I assumed that the increase in mutual information means
that the classifier accuracy increases, so one can use easy-to-calculate mutual information to estimate
the quality of a classifier. But does the increase in the mutual information really mean that the classifier
accuracy is higher? The example given below illustrates that it is not.
Let us consider the following example. Assume a database with 2N records corresponding to two
types v and w of the form:
F = {(ps, v); 1 ≤ s ≤ N} ∪ {(ps, w); N + 1 ≤ s ≤ 2N}. (7)
Therefore, the list of record types O = {tps ; (ps, tps) ∈ F} contains N elements v and N elements
w and the Shannon information entropy H(O) = 1.
Let us also assume that there is a classifier C of the database F that produces two outputs a1 and
a2 in the following way: If the record type is v, then for L (L < N/2) records, the classifier output is
a2, and for N − L records, the classifier output is a1. Let us redistribute these database records such
that: aps = a2 if 1 ≤ s ≤ L and aps = a1 if L + 1 < s ≤ N. Moreover, if the record type is w, then for M
(M < N/2) records, the classifier output is a1, and for N − M records, the classifier output is a2. Yet
again let us redistribute these database records such that: aps = a1 if N + 1 ≤ s ≤ N + M and aps = a2
if N + M < s ≤ 2N. Therefore, it is more likely to get the a1 answer if the record type is v and the a2
answer if the record type is w. The interpretation: the record type is v if the classifier produces a1, and
the record type is w if the classifier produces a2 leads to the highest accuracy equal to:
Accuracy(k, l) = 1 − (k + l)/2, (8)
where l = L/N and k = K/N. The contour plot of Accuracy(k, l) is shown in Figure 7a.
The list of classifier answers B on the database F is made of N − L+ M symbols a1 and N − M + L
symbols a2. Therefore;
H(B)(k, l) = −(0.5 − k/2 + l/2) log2(0.5 − k/2 + l/2)− (0.5 + k/2 − l/2) log2(0.5 + k/2 − l/2) (9)
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For the considered classifier, the list OB is formed of L strings (v, a2), N − L strings (v, a1), K
strings (w, a1) and N − K strings (v, a2). The Shannon information entropy H(OB) equals:
H(OB)(k, l) = −k/2 log2(k/2)− (0.5 − k/2) log2(0.5 − k/2)− l/2 log2(l/2)− (0.5 − l/2) log2(0.5 − l/2) (10)
and the mutual information between record types and answers of the classifier is:
MI(k, l) = 1 + H(B)(k, l)− H(OB)(k, l) (11)
The function MI(k, l) is illustrated in Figure 7b.
Figure 7. (a) The countour plot of Accuracy(k, l) and (b) the mutual information MI(k, l) for the
classifier discussed in Section 2.4 as functions of k and l. The contour lines in (a) are equally distributed
between 0.5 and 1.0.
Comparing the dependence of Accuracy(k, l) with MI(k, l), we can identify a path in (k, l) space
along which one of the functions increases and the other decreases. An example of such a path is
marked by the red line in Figure 8a. The values of Accuracy(k, l) and 2 ∗ MI(k, l) along this path are
shown in Figure 8b. As seen, the increase in MI(k, l) can slightly decrease Accuracy(k, l).
Having this result in mind, we can say that although optimization based on the mutual
information is attractive because it can be easily applied in an optimization program and does not
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involve direct translation of the evolution into the classification result, a better classifier can still be
evolved if its accuracy is used to estimate the classifier fitness.




















Figure 8. (a) The countour plot of the mutual information illustrated in Figure 7b with a hypothetical
optimization path shown in red. (b) The accuracy (blue curve) and the double of mutual information
(red curve) along the path marked in (a).The value s = 0 describes the point (0, 0.5).
3. Discussion: Why can a Small Network of Chemical Oscillators So Accurately Determine
Which of the Two Numbers Is Larger?
The computing networks described above were obtained by a computer program without any
human help except of formulating the problem. Now, having the problem solved, we may think over
why such high accuracy of classification of which of the two numbers is larger has been achieved.
Let us notice that the problem of which of the two numbers (x, y) is larger can be approximated
by solving the problem if x ≥ 0.5. At a first glance, the problems seem quite different. However, if
the pairs are randomly distributed in the cube [0, 1]× [0, 1] (see Figure 1a), then if x1 ≥ 0.5, then with
75% probability, x1 is the larger number in a pair (x1, y). And similarly, if x2 < 0.5, then with
75% probability, x2 is the smaller number in the pair (x2, y). Construction of a device that checks
if a number is smaller or larger than 0.5 using a single chemical oscillator is very easy. Let us
assume that the chemical oscillator has a period T. Let us consider a classifier made of a single
oscillator. This oscillator serves both as the input of x and the output. Let us consider the classifier
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is characterized by tmax = 2T − ε, tstart = tmax and tend = 0. For the input value z, the input
illumination is tinput(z) = tstart + (tend − tstart) ∗ z = (2 ∗ T − ε) ∗ (1− z). If z < 1− T/(2 ∗ T − ε), then
tinput(z) > T − ε so only one excitation of the oscillator is observed in the time interval [tinput(z), tmax].
On the other hand, if z ≥ 1 − T/(2 ∗ T − ε), then tinput(z) ≤ T − ε and two excitations are observed.
Therefore, such a single oscillator classifier correctly predicts if the input is larger than 0.5 for most
of numbers from the interval [0, 1]. If we use it to compare two numbers, then using the arguments
presented above, we obtain an accuracy of 75%. The idea of a single oscillator classifier presented
above can be easily generalized to verify if the input z belongs to one of subintervals of [0, 1]. Let us
assume that tmax = nT − ε, tstart = tmax and tend = 0. For the input value z, the input illumination
is tinput(z) = tstart + (tend − tstart) ∗ z = (n ∗ T − ε) ∗ (1 − z). Therefore, the oscillator can exhibit
1 + f loor(z ∗ n) different numbers of oscillations (assuming the we can neglect small ε). Precisely j
oscillations are observed for tinput(z) ∈ (max(0, (n − j)T − ε), (n − j + 1)T − ε], which corresponds
to z ∈ [1 − ((n − j + 1) ∗ T − ε)/(nT − ε), 1 − ((n − j) ∗ T − ε)/(nT − ε) ). Therefore, by observing
the number of excitations on a single oscillator, we can estimate the input value with the accuracy
±1/(2n).
Now let us come back to the problem of which of the two numbers in a pair (x, y) is larger.
Consider a classifier made of two non-interacting oscillators. One of these oscillators works as an input
of x and another as an input of y, as described above. Next, we compare the number of excitations on
both oscillators. If the number of excitations on the oscillator acting as x input is larger, then x > y.
If the number of excitations is smaller, then y > x (cf. Figure 5b). If the numbers of excitations are
equal, then we can assume, for example, x > y because for uniformly distributed data it will give 50%
of correct results. Therefore, the accuracy of such a classifier can be estimated as 1 − 1/(2n). Such a
trend can be seen in Figure 5c; thus, the evolutionary algorithm was able to discover the idea of the
classifier presented above. For tmax = 500 and T = 30, the value of n is 17, so we would expect the
classifier error around 0.029. The error of the optimized classifier, based on three interacting oscillators,
was smaller and equal to 0.018.
4. Conclusions and Perspectives
In the paper, I discussed how information theory methods can be applied for optimization of
a classifier using a network of interacting oscillators as a chemical medium. The problem has been
inspired by the fact that bottom-up design of chemical computers is inefficient. It usually produces
large structures requiring a precise fit of reaction parameters [38]. The structures resulting from
bottom-up design can be difficult for experimental realization. In this aspect, the methods inspired by
information theory provide tools for top-down design of compact and reasonably accurate chemical
processing media. The use of mutual information for estimating the quality a of chemical information
processing medium seems effective because it does not require specification of the rule used to translate
the output information into the classification result. The selection of oscillatory chemical processes
for information processing applications comes from the fact that these processes are common and
more robust than the acclaimed excitable systems. Chemical oscillations are observed at different
spatio-temporal scales going down to nanostructures [39]. Therefore, methods that can help to simplify
the design of an information processing medium based on oscillator networks can be important for
their future success of chemical computing. It is important that information processing networks
of oscillators designed with evolutionary algorithms are not based on the binary logic but use the
properties of a medium in an optimized way. The algorithms are parallel just by their design.
As an example, I considered the application of optimization methods based on the maximization
of mutual information between the classifier evolution and the record types of the test dataset for
finding which of two numbers is larger. The optimized network was able to solve this problem with
the accuracy exceeding 98%. Moreover, the evolutionary algorithm lead to a rational strategy that
was utilizing the properties of the medium in a rational way. In order to speed-up the simulation
procedure, I used the event based model of oscillations and interactions between oscillators, but there
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are no restrictions on the model. A similar functionality can be expected for oscillating reactions
described by chemical kinetic equations. Therefore, I can claim that also in the other cases, the methods
of information theory combined with evolutionary optimization are able to reveal the computing
potential of the considered medium for the required computing task.
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Abstract: We study flow of substance in a channel of network which consists of nodes of network
and edges which connect these nodes and form ways for motion of substance. The channel can have
arbitrary number of arms and each arm can contain arbitrary number of nodes. The flow of substance
is modeled by a system of ordinary differential equations. We discuss first a model for a channel
which arms contain infinite number of nodes each. For stationary regime of motion of substance in
such a channel we obtain probability distributions connected to distribution of substance in any of
channel’s arms and in entire channel. Obtained distributions are not discussed by other authors and
can be connected to Waring distribution. Next, we discuss a model for flow of substance in a channel
which arms contain finite number of nodes each. We obtain probability distributions connected
to distribution of substance in the nodes of the channel for stationary regime of flow of substance.
These distributions are also new and we calculate corresponding information measure and Shannon
information measure for studied kind of flow of substance.
Keywords: network; flow; channel; probability distribution; Shannon information measure
1. Introduction
Complex systems have been studied intensively in the last decades as such systems are
encountered frequently in the area natural sciences, population dynamics, social sciences, etc. [1–11].
Large number of phenomena in above systems can be studied by network models [12–16]. One class
of phenomena is connected to certain kinds of motion of substance through channels of networks
(such as, e.g., migration flows, logistic flows, transport of substances, etc.) [17–25]. In the last years we
have studied several cases of flow of substance in channels of networks [23,26–31]. At the beginning,
our studies have been inspired by application of studied models to channels of human migration.
One direction of this research is related to probability distributions connected to motion of substance
in studied channel of a network. At the beginning we have used model for channel with single arm.
After that we have obtained results for channels containing two or three arms. Below we extend this
theory for flow of substance in a class of channels containing arbitrary number of arms. We consider
the situation where studied channel has a main arm which is the root for other arms. There are special
nodes in this channel: the nodes where split of an arm happens. We shall consider the case where
more than one arm can arise by this split.
The study presented below is carried out from point of view of possible application of discussed
model to various practical cases. Because of this we use the general terms substance, channel and
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nodes of a network. The model can be applied to different kinds of substances and for flows of these
substances in any channel which can be modeled by chains of nodes of a network. We note that the
probability distributions obtained below are not discussed by other authors and these distributions
can be connected to interesting long-tail distributions (e.g., to the Waring distribution) for particular
case where the channel contains single arm.
The organization of text is as follows. In Section 2 we discuss a model of channel containing arms
consisting of infinite number of nodes in each of them. We obtain probability distributions connected
to amounts of substance in nodes of the arms of this channel for case of stationary flow of substance.
Then we study the case of stationary flow of substance in channel which arms contain finite number of
nodes each. In Section 3 we discuss the information measure and the Shannon information measure
connected to the obtained probability distributions. Short discussion is presented in Section 4 and
several concluding remarks are summarized in Section 5.
2. Results
2.1. Flow of Substance in a Channel Consisting of Arms Containing Infinite Number of Nodes Each
The model of motion of substance through the channel discussed below is an extension of model
discussed in [23,24]. The channel consists of chains of nodes of a network—Figure 1.
Figure 1. Network and studied channel. Nodes and edges which belong to the channel are marked by
solid lines. Other nodes and edges of the network are marked by dashed lines.
The convention for numbering of nodes of channel is as follows—Figure 2. Let us denote a node
of the channel by N . We associate 4 indexes to each node: N a,bi,j . The lower indexes specify position of
node in current arm. i is the number associated with current arm. j is the the number of node of i-th
arm. Upper indexes specify the origin of arm i. The index a is number of arm from which arm i splits.
The index b is number of node of arm a where this split happens. Thus a = 3, b = 8 means: arm i of
the channel arises from node 8 of arm 3. Then N 1,23,5 means: 5-th node of arm 3 which splits at node 2 of
channel’s arm 1.
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2,0 3,0 5,0 4,1
i+1,0 i+2,0
Figure 2. The channel and numbering of its nodes. Only the lower two indexes of numbering of nodes
are shown.
We assume that some substance can enter studied channel from external environment only
through the 0-th node of main arm of the channel (this arm is labeled by q = 0 below in the text).
In addition the substance can move only in one direction in any of arms (from nodes labeled by smaller
values of index j to nodes labeled by larger values of index j). Nodes of each arm are connected by
edges and each node is connected only to two neighboring nodes of the arm except for special nodes
where a split of an arm happens. These special nodes can be connected to 1 or more additional nodes.
In addition we assume that substance can quit the nodes of channel and can move to environment.
This process will be called “leakage”. As substance can enter the channel only through 0-th node of
main arm then leakage is possible only in direction from channel nodes to other network nodes (and
not in the opposite direction).
We stress the following. The node where arm i begins is labeled as 0-th node of i-th arm. This node
is the next one after splitting at node b of arm a. Thus any of nodes of the channel has unique notation.
This is illustrated in Figure 2. The 0-th node of arm 1 arises from 0-th node of the arm 0 (the 0-th node
of arm 0 is “environment” which supplies substance to 0-th node of arm 1).
We can consider each node as a cell (box), in other words, we consider the arm to be an array of
infinite number of cells indexed in succession by non-negative integers. We assume that an amount
x
aq ,bq
q of some substance is distributed among cells of the arm q which splits at node (aq, bq) of the
network. This substance can move from one cell to another cell.
Let x
aq ,bq
q,i be amount of substance in i-th cell of the q-th arm of the channel. We consider in this
















q can be considered as probability values of distribution of a discrete





q (ζq = i), i = 0, 1, . . . (2)
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We can define another distribution: the distribution of substance in entire channel. The total

















where M + 1 is number of arms of channel (remember the main arm of channel which has number 0).









Next we assume that the amount x
aq ,bq
q,i of substance in i-th node of q-th arm of channel can change
because of following processes:
1. Some amount sa,bq of substance enters arm q from external environment through 0-th cell of
corresponding arm. We consider two kinds of external environments for an arm of the channel
(a) For the root of the channel (arm with label q = 0): substance s0,00 enters the root through
environment of the channel
(b) For the arms of the channel which are not root (i.e., which number is q = 0): Substance sa,bq
is part of substance presented in node (a, b) of parent arm. This substance “leaks” from
the parent arm to corresponding child arm.
The substance sa,bq is presented only in node 0 of q-th arm of channel. For other nodes of channel
there is no substance which enters the node from environment of channel.
2. Amount f a,bq,i from x
a,b
q,i is transferred from the i-th cell to (i + 1)-th cell of q-th arm;
3. Amount ga,bq,i of x
a,b
q,i leaks out i-th cell of q-th arm to environment of the arm of channel. This
leakage can be of two kinds
(a) Leakage to the environment of channel: this kind of leakage leads to loss of substance for
the channel
(b) Leakage to other arms of the channel which begin from the node b of the arm a: This
leakage is connected to the substance sa,bq which enters corresponding child arm of channel
which splits from node b of arm a.
We assume that the process of motion of substance is continuous in time. Then the motion




= sa,bq − f a,bq,0 − ga,bq,0;
dxa,bi,q
dt
= f a,bq,i−1 − f a,bq,i − ga,bq,i , i = 1, 2, . . . , ; (5)
There are two regimes of work of the channel: stationary regime and non-stationary regime.
We shall discuss below the stationary regime of work. In this regime dxa,bi,q /dt = 0, i = 0, 1, . . . . Let us
mark the quantities for the stationary regime with ∗. Then from (5) one obtains
f ∗a,bq,0 = s
∗a,b
q − g∗a,bq,0 ; f ∗a,bq,i = f ∗a,bq,i−1 − g∗a,bq,i (6)
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a,b; 1 ≥ δq ≥ 0






q,i ; 1 > α
a,b





q,i ; 1 ≥ γ̂a,bq,i ≥ 0 → non-uniform
leakage in the nodes. (7)
Indexes c and d in the second of above relationships describe parent arm (numbered by c) and parent
node of the arm c (numbered by d) for the arm q. βa,bq,i accounts for circumstances which lead substance







describes the situation with leakages in cells. γa,bq,i is the leakage to environment from i-th node of q-th
arm. δa,bp,q,i describes the leakage to the nodes which split from i-th node of q-th arm. The notation
p ∈ (q, i) in the sum means all arms which arise from node i of arm q.




= sa,bq − αa,bq,0xa,bq,0 − γ̂a,bq,0xa,bq,0;
dxa,bq,i
dt
= [αa,bq,i−1 + (i − 1)βa,bq,i−1]xa,bq,i−1 − (αa,bq,i + iβa,bq,i + γ̂a,bq,i )xa,bq,i ; i = 1, 2, . . . (8)
Below we shall discuss the situation in which a stationary state exists in entire channel. Then we







For the root of the channel (arm 0) we substitute s0,00 from (7) in (9) and obtain that x
0,0
0,0 is a free























ba,bq,i,j exp[−(αa,bq,j + jβa,bq,j + γ̂a,bq,j )t],
i = 1, 2, . . . , (11)
where x∗a,bq,i is stationary part of solution. We note that because of the non-negative values of the
parameters α, β, and γ̂, xa,bq,i converges to x
∗a,b
q,i with increasing time.
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For x∗a,bq,i one obtains the relationship (just set dx
a,b
q,i /dt = 0 in Equations (8))
x∗a,bq,i =






x∗a,bq,i−1, i = 1, 2, . . . . (12)
The corresponding relationships for coefficients bqij are (i = 1, . . . ):
ba,bq,i,j =
αa,bq,i−1 + (i − 1)βa,bq,i−1
(αa,bq,i − αa,bq,i ) + (iβa,bq,i − jβa,bq,j ) + (γ̂a,bq,i − γ̂a,bq,j )
ba,bq,i−1,j,
j = 0, 1, . . . , i − 1, (13)












αa,bq,i−j + (i − j)βa,bq,i−j + γ̂a,bq,i−j
] x∗a,bq,0 (14)





















αa,bq,i−j + (i − j)βa,bq,i−j + γ̂a,bq,i−j
] x∗a,bq,0 . (15)




















































i = 1, 2, . . . (16)
We can write probability distribution connected to distribution of substance in a channel
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To the best of our knowledge the distributions presented by (16), (18) and (19) have been not
discussed up to now outside our research group, in other words, they are new probability distributions.
We note that for case of channel containing just one arm the obtained probability distributions reduce
to distribution discussed in the Appendix of [23]. This distribution is connected to the long-tail
distribution of Waring (Edward Waring was the 6-th Lucasian professor in mathematics at University
of Cambridge).
2.2. Theory for the Case of Channel Consisting of Arms Containing Finite Number of Nodes
We consider a channel containing main arm labeled by 0 and number M of other arms. The arm
q of this channel has finite number of Nq + 1 nodes (labeled from 0 to Nq). The mathematical model
for this case consists of a system of equations which contains an equation for 0-th node, equations for
nodes 1, . . . , Nq−1 and equation for node Nq. The model system of equations for node 0 and for nodes
1, . . . , Nq−1 of q-th arm of the channel is (notations are the same as in the previous section)
dxa,bq,0
dt
= sa,bq − αa,bq,0xa,bq,0 − γ̂a,bq,0xa,bq,0, (20)
dxa,bq,i
dt
= [αa,bq,i−1 + (i − 1)βa,bq,i−1]xa,bq,i−1 − (αa,bq,i + iβa,bq,i + γ̂a,bq,i )xa,bq,i ;
i = 1, 2, . . . , Nq − 1. (21)
For node Nq of q-th arm there is no outflow to next mode of the arm (as node Nq is the last node of q-th
arm). Thus the equation for motion of substance for this node is
dxa,bq,N
dt









We discuss the case of stationary motion of substance through arms of studied channel. Then dxq0/dt =
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For root of the channel (arm 0) we substitute s0,00 from Equation (7) in Equation (23) and obtain that
















For x∗a,bq,i we obtain the relationship (just set dx
a,b
q,i /dt = 0 in (21))
x∗a,bq,i =






x∗a,bq,i−1, i = 1, 2, . . . , Nq − 1; (25)
In order to calculate x∗a,bq,Nq we use (22). The result is
x∗a,bq,Nq =

















αa,bq,i−j + (i − j)βa,bq,i−j + γ̂a,bq,i−j
] x∗a,bq,0 , i = 1, . . . , Nq − 1. (27)







































where A is given by relationship
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where Bq,Nq is given by the relationship
Bq,Nq =























We can write also the probability distribution of substance for entire channel, in other words, for M
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, i = 1, . . . , Nq−1. (38)
























To the best of our knowledge the distributions presented by (31)–(34) and (37)–(39) are not discussed
up to now outside our research group. In other words, these are new probability distributions.
The obtained distributions are interesting for the practice as they are connected to class of channels
containing finite number of arms and in addition each arm contains finite number of nodes.
3. Information Measures Connected to Obtained Probability Distributions
We can calculate various quantities connected to the obtained distributions. Below we consider an
example related to an information problem. Let us consider flow of substance in the channel of network
studied above. Each node of the channel is numbered and we can consider these nodes as letters of
an alphabet. Let some kind of event happens in any of the nodes and let probability of occurrence
of this event be proportional of amount of substance in corresponding node. Thus probability of
occurrence of event in a node of channel will be equal to the probability from the corresponding
probability distribution obtained above in the text. The channel (the source) will generate events with
corresponding probability and we can calculate measure of information and Shannon measure of
information for these sequences.
The information measure connected to an event with probability p is
Ip = − log(p), (40)
and Shannon information measure (average information we get from a symbol in a stream) connected






Let us consider the distribution P∗ of substance in q-th arm of the channel given by (31)–(35).
The information connected to event with probability pi from i-th node of this arm is
Ip0 = log(Aq)
Ipi = log(Aq)− log(Bq,i), i = 1, . . . , Nq − 1
IpN = log(Aq)− log(Bq,Nq). (42)





















Let us consider now a very simple case: a channel containing single arm that has just three nodes.
Below we write information measures for the nodes as well as Shannon information measure for this
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channel. We shall omit the indices a, b and q. We note that for this case Nq = N = 2 as labels of nodes























The parameters in (44) account for following processes
• α0 (0 < α0 < 1): flow between first and second node,
• α1 (0 < α1 < 1): flow between second and third node,
• β1 (0 < β1 < 1 − α1): preference for the third node,
• γ̂1 (0 ≤ γ̂1 < 1 − α1 − β1): leakage from the second node,
• γ̂2 (0 < γ̂2 ≤ 1): leakage from the third node.
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. (45)
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. (46)
Several illustrations for the dependence of p0,1,2, Ip0,p1,p2 and H on parameters of problem are
presented in Figures 3–7.
Figure 3 shows influence of the parameters of problem on probabilities p0,1,2 (connected to
stationary distribution of substance in the three nodes of studied channel). Figure 3a shows the
influence of α0 on p0,1,2 when other parameters are fixed. α0 is a parameter which regulates the outflow
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where c0, c1, c2 are appropriate constants which values depend on values of fixed parameters.
With increasing outflow from the node 0, p0 decreases and p1 and p2 increase. This is connected to
redistribution of percentage of total substance which is presented in any of the three nodes: percentage
of the substance in node 0 decreases because of the increased outflow and this leads to increase of
percentage of substance in other two nodes.
Figure 3b shows influence of increasing value of parameter α1 on the probabilities p0,1,2. Parameter
α1 accounts for the outflow of substance from node 1 to node 2 of studied channel. Increase of the value
of α1 leads to decrease of percentage of substance in node 2 and to increase of percentage of substance
in node 2. Interesting is what happens in node 0. For fixed values of parameters as in Figure 3b the
percentage of substance in node 0 increases but for other values of these parameters percentage of
substance in node 0 can decrease.
Figure 3c shows influence of increasing value of the parameter γ̂1 on percentages of substance
in the three nodes of channel. As there are no branches in studied channel then γ̂1 = γ1. Parameter
γ1 accounts for the leakage from node 1 of channel. The increase of this leakage leads to decrease of
percentage of substance in node 1 and in following node 2 at expense of percentage of substance in
node 0 (node 0 is not affected by the leakage of substance in node 1 which position is after node 0).
Figure 3d shows influence of increasing value of the parameter γ̂2 on percentage of substance
in nodes 0, 1, and 2. Parameter γ̂2 accounts for leakage of substance from node 2 of studied channel.
There are no branches in studied channel and because of this γ̂2 = γ2. Increased value of γ̂2 (increased
leakage from node 2) leads to decrease of percentage of substance in node 2 and to corresponding
increase of substance in nodes 0 and 1.
Figure 4 shows influence of increasing value of the parameter β1 on probabilities p0,1,2. Parameter
β1 accounts for additional outflow of substance from node 1 to node 2 because of some extra reason
(in the theory of migration this extra reason can be preference of migrants which prefer to migrate
to country 2 instead to stay in country 1). Increased value of β1 leads to decrease of percentage of
substance in the node 1 and to increase of percentage of substance which is located in node 2. For the
values of parameters as in Figure 4 there is an additional change: percentage of substance in node 0
increases too.
Figure 3. Probabilities p0 (solid lines), p1 (dashed lines), and p2 (dot-dashed lines) as functions of
selected parameter of the problem when all other parameters are fixed. (a): p0(α0), p1(α0); p2(α0) for
fixed values of other parameters as follows: α1 = 0.04, β1 = 0.28, γ̂1 = 0.04, γ̂2 = 0.13. (b): p0(α1),
p1(α1); p2(α1) for fixed values of other parameters as follows: α0 = 0.4, β1 = 0.01, γ̂1 = 0.3, γ̂2 = 0.7.
(c): p0(γ̂1), p1(γ̂1); p2(γ̂1) for fixed values of other parameters as follows: α0 = 0.4, α1 = 0.3, β1 = 0.01,
γ̂2 = 0.7. (d): p0(γ̂2), p1(γ̂2); p2(γ̂2) for fixed values of other parameters as follows: α0 = 0.2, α1 = 0.3,
β1 = 0.01, γ̂1 = 0.4.
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Figure 4. Probabilities p0(β1) (solid lines), p1(β1) (dashed lines), and p2(β1) (dot-dashed lines) as
functions of β1 when all other parameters are fixed as follows: α0 = 0.28, α1 = 0.04, γ̂1 = 0.04,
γ̂2 = 0.13.
Figures 5 and 6 show influence of changing values of parameters of problem on the values of
information measures Ip0 , Ip1 , and Ip2 for nodes of studied channel. Figure 5a shows changes in the
information measures with increasing value of parameter α0 when values of all other parameters
of problem are fixed. We observe that the value of Ip0 increases with increasing value of α0 and
values of Ip1 and Ip2 decrease with increasing value of α1. This is because of the redistribution of
percentage of substance in nodes 0, 1 and 2 with increasing value of α0. Because of increasing outflow
from node 0 the percentage of total substance located in this node decreases. The event associated
with information measure I for node 0 becomes rare and occurrence of this event carries larger
information. The percentage of substance in nodes 1 and 2 increases with increasing value of α0. The
event associated with information measure I becomes more frequent and this leads to decreasing
information associated with occurrence of this event in nodes 1 and 2. Similar is the situation in
Figure 5b where increasing value of parameter α1 (accounting for outflow of substance from node 1
to node 2) leads to increasing percentage of substance in nodes 0 and 2 and decreasing percentage
of substance in node 2. The information associated with occurrence of event of interest in node 2
increases and information associated with occurrence of event of interest in nodes 0 and 2 decreases.
Figure 5c shows influence of increasing value of the leakage parameter γ̂1∗ (accounting for leakage
from node 1) on information associated with occurrence of the event of interest in nodes 0, 1, and 2.
Decreasing percentage of amount of substance in nodes 1 and 2 and increasing percentage of substance
in node 0 lead to increasing information associated with occurrence of the event in nodes 1 and 2 and
decreasing information associated with occurrence of event of interest in node 0. Situation connected
to increasing value of the leakage parameter γ̂2 is shown in Figure 5d. This situation is similar to the
situation from Figure 5c: increasing percentage of substance leads to decreasing value of information
measure associated with occurrence of event of interest and decreasing percentage of substance leads
to increasing value of information measure associated with occurrence of event of interest.
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Figure 5. Information measures Ip0 (solid lines), Ip1 (dashed lines), and Ip2 (dot-dashed lines) as
functions of selected parameter of the problem when all other parameters are fixed. (a): Dependence
of Ip0 , Ip1 ; Ip2 on α0 for fixed values of other parameters as follows: α1 = 0.04, β1 = 0.28, γ̂1 = 0.04,
γ̂2 = 0.13. (b): Dependence of Ip0 , Ip1 ; Ip2 on α1 for fixed values of other parameters as follows:
α0 = 0.4, β1 = 0.01, γ̂1 = 0.3, γ̂2 = 0.7. (c): Dependence of Ip0 , Ip1 ; Ip2 on γ̂1 for fixed values of other
parameters as follows: α0 = 0.4, α1 = 0.3, β1 = 0.01, γ̂2 = 0.7. (d): Dependence of Ip0 , Ip1 ; Ip2 on γ̂2 for
fixed values of other parameters as follows: α0 = 0.2, α1 = 0.3, β1 = 0.01, γ̂1 = 0.4.
Figure 6 shows influence of increasing value of preference parameter β1 on information measures
Ip0 , Ip1 , and Ip2 . For corresponding fixed values of other parameters the increase of value of β1 leads
to increase of percentage of substance in nodes 0 and 2 and decrease of percentage of total substance
located in node 2. The information associated with event of interest increases for events occurrence in
node 2 and decreases for events occurrence in other two nodes.
Figure 6. Ip0 (solid lines), Ip1 (dashed lines), and Ip2 (dot-dashed lines) as functions of β1 when all
other parameters are fixed as follows: α0 = 0.28, α1 = 0.04, γ̂1 = 0.04, γ̂2 = 0.13.
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Finally Figure 7 shows influence of increasing value of selected parameters on the Shannon
information measure for entire channel. Shannon information measure H is the average information
we get from a occurrence of event of interest in nodes of studied channel. Two kinds of behavior of
Shannon information measure are shown in Figure 7. First of all increase of value of selected parameter
(with fixed values of other parameters) can lead to a maximum of the value of Shannon information
measure for some value of changing parameter as shown in Figure 7a,b,d. Second kind of behavior is
shown in Figure 7c where increasing value of leakage parameter γ1 leads to monotonous decrease of
value of the Shannon information measure.
Figure 7. Shannon information measure as function of selected parameters when the other parameters
of probability distribution are fixed. (a): H(α0) for fixed values of other parameters as follows:
α1 = 0.04, β1 = 0.28, γ̂1 = 0.04, γ̂2 = 0.13. (b): H(α1) for fixed values of other parameters as follows:
α0 = 0.4, β1 = 0.01, γ̂1 = 0.3, γ̂2 = 0.7. (c): H(γ̂1) for fixed values of other parameters as follows:
α0 = 0.4, α1 = 0.3, β1 = 0.01, γ̂2 = 0.7. (d): H(γ̂2) for fixed values of other parameters as follows:
α0 = 0.2, α1 = 0.3, β1 = 0.01, γ̂1 = 0.4.
4. Discussion
The results obtained above allow us to discuss various kinds of probability distributions.
The conventional probability distributions correspond to a channel which has a single arm.
Such distributions have been discussed in our previous work [23,26–28]. These distributions can
be connected to Waring distribution, Zipf distribution, Yule-Simon distribution, Binomial distribution,
etc. We can study also other kinds of distributions. One example is the probability distribution
connected to distribution of substance in a channel which has more than one arm. More complicated
case is the probability distribution connected to distribution of substance in a part of the studied
network that contains several channels for motion of substance. The most complicated kind of
probability distribution is the probability distribution connected to distribution of substance in all
nodes of studied network.
5. Concluding Remarks
We discuss above a model of directed motion of substance through a channel of a network.
The study is devoted to the stationary regime of motion of substance through channel arms and main
outcomes are obtained new distributions connected to distribution of substance in nodes of channel.
The model is formulated in such a way that it can have broad range of applicability. For an example
the model can be used for study of motion of substance in technological systems or for study of
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motion of resources in various networks (e.g., motion of goods in logistic networks). The model can
be applied also for study of other systems such as channels of human migration. Let us finish the
text by an interpretation of obtained results from point of view of migration flows. For the case of
migration flow migrants move through countries which form a migration channel and some migrants
obtain permission to stay in corresponding country (which corresponds to leakage phenomenon in our
model). Figure 3 shows the influence of model parameters on distribution of migrants in corresponding
channel. Especially interesting is the influence of increasing leakage parameter shown in Figure 3d.
Increasing leakage γ2 means an increase of number of migrants who obtain permission to stay in the
third country of studied channel. This can lead to drop of percentage of migrants without permission
to stay in this country at the expense of the percentage of migrants without permission to stay in
the other two countries of channel. Figure 3c shows that increasing leakage in second country of
studied channel affect the percentage of migrants in the third country of the channel. If migrants
have preferences for the third country of studied channel then percentage of migrants in this country
increases with increased preference mostly at expense of percentage of migrants in previous country
of channel—Figure 4. Changes of parameters of the model affect information about events connected
to flows of migrants (e.g., information about criminal events). With increasing permeability of borders
between countries (for an example with increasing value of parameter α0) the amount of information
connected to studied class of events increases in first country of studied channel and decreases in next
two countries—Figure 5a. Opposite effect connected to increasing of leakage is shown in Figure 5c.
Increasing value of preference parameter β1 leads to increasing value of information connected with
studied class of events in second country of the channel—Figure 6. Interesting is that the Shannon
information measure connected to studied class of events can have maxima for selected values of
model parameters—Figure 7.
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Abstract: Due to their growing number and increasing autonomy, drones and drone swarms are
equipped with sophisticated algorithms that help them achieve mission objectives. Such algorithms
vary in their quality such that their comparison requires a metric that would allow for their correct
assessment. The novelty of this paper lies in analysing, defining and applying the construct of
cross-entropy, known from thermodynamics and information theory, to swarms. It can be used as a
synthetic measure of the robustness of algorithms that can control swarms in the case of obstacles and
unforeseen problems. Based on this, robustness may be an important aspect of the overall quality.
This paper presents the necessary formalisation and applies it to a few examples, based on generalised
unexpected behaviour and the results of collision avoidance algorithms used to react to obstacles.
Keywords: entropy; cross-entropy; drones; swarms; robustness
1. Introduction
The development of drones and their swarms will eventually lead to crowded skies, particularly
in urban environments. The safety of such environments depends on the way the behaviour of swarms
is organised, including the need to keep them within allocated airspace. Furthermore, an appropriate
organisation of swarms may have a positive impact on the fulfilment of their missions while requiring
limited use of resources and minimising the impact on the environment.
However, the physicality of flight means that the swarm is always affected by some level of
disorganisation, whether it is caused by changeable weather or unanticipated objects crossing the flight
path. A certain level of disorganisation can be managed but excessive disorganisation may lead to
significant damage. It is possible to calculate an acceptable disorganisation profile as a part of mission
risk management.
This paper proposes the use of cross-entropy as a metric of the robustness of the swarm control
algorithm, where the swarm is treated as a Shannon stochastic information source that is optimised
for the acceptable level of disorganisation. Knowing the divergence from the acceptable, referential
entropy will help control missions to avoid unacceptable levels of disorganisation and to compare
mission control algorithms to identify those that prevent excessive disorganisation. This paper presents
research that provides a proposition and some cases to support it. Further work is planned to verify
and apply this theory to actual swarms of drones.
This paper starts with a brief note on terminology and goes on to introduce the model of the
swarm. Further, the necessary formalisation with brief examples and discussion is presented. Then,
an extended example is presented, as well as an overview of some related works with conclusions.
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2. Terminology
A drone is a general term related to unmanned vehicles of various kinds [1], whether they be
remotely operated or autonomous. For this paper, it is beneficial to primarily think of drones in terms
of popular multirotor unmanned aerial vehicles, such as quadcopters. A swarm is a collection of
drones under a single management system, occupying a certain space, interacting with each other,
and pursuing their collective objective while avoiding collisions (we intentionally exclude swarms
whose intention is to engage in a collision). A mission is any time during which drones in a swarm move
to a specific target while performing the desired trajectory. A mission should be realised optimally and
safely. A mission can be performed automatically, semi-automatically or autonomously, depending on
the management methods.
3. Model
Let us consider a swarm of drones D = {di; i = 1, . . . , k} that execute
mission M =
{
tj; j = 1, . . . , m; tj+1 > tj
}
, which is defined as an ordered, evenly spaced, sequence of
moments in time. To accomplish the mission, drones must progress through a series of respective
states, e.g., follow certain trajectories. As long as drones follow their planned trajectories, the swarm is
considered to be organised. Unexpected events, such as changes in the weather or the intrusion of
objects into flight paths, make the swarm diverge and introduce some degree of disorganisation to the
otherwise organised structure of a swarm.
The swarm can withstand disorganisation up to a certain level. While such a level can be defined
in different ways, here it is described by an overall disorganisation “mass”, where each divergence
contributes to such a mass. Events of low-impact divergences (e.g., being slightly off course) have a
small contribution, whereas events of high-impact divergences (e.g., leaving the allocated perimeter)
have a large contribution. Certain substitutions are possible, e.g., a few low-impact events can be
considered to be the equivalent of a single high-impact one.
Based on the relative occurrence of different events, it is possible to construct the acceptable
probability of events such that low-impact events can appear more frequently than high-impact ones.
Note that some impact is unavoidable, there is no state free from some disorganisation. Considering
that there is a finite precision, the state of being perfectly on course can be determined even if such a
state is not free from some impact.
As drones report their behaviour through events, it is possible to determine the difference between
the acceptable probability distribution of events and the actual one to find out whether the mission
flies at low or high levels of disorganisation.
4. Formalisation
Let us assume that there is a set of n classes of possible states, each reflecting a certain level of
divergence such that at any time interval, the drone can report one of n possible events. Those classes
(and associated events) are identified as C = {ci, i = 1, . . . , n}. At regular intervals throughout the
mission, each drone communicates the class they are currently in. With every class, there is an
associated relative impact factor on disorganisation, F =
{
fi, i = 1, . . . , n
}
. The assessment of such an
impact can be provided, e.g., by the analysis of previous missions in a way similar to risk assessment.
From the relationship between various impact factors, it is possible to calculate the normalised
discrete probability distribution Q, where events from classes associated with the lower impact factor
are granted a higher probability of occurrence. For example:
Q =
{




fi ×∑ j=1,..., n 1f j
. (1)
It is also possible to construct Q using other methods, e.g., by sampling previous events in a
manner that is often used in risk management. As high-impact events also tend to be low probability
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events, efficient sampling may be based on importance and may even internally employ cross-entropy
to determine Q [2].
The distribution Q describes the referential probability distribution when the overall
disorganisation is still at an acceptable level. This distribution is associated with a referential
entropy, i.e., a level of disorganisation that does not disrupt the mission. This referential entropy can









As drones communicate signals, it is possible to determine the probability distribution of receiving
various classes of signals, P =
{
pi, i = 1, . . . , n
}
. Based on this, the cross-entropy between the observed
and the referential entropy can be calculated using [4]:
H(p, q) = −
∑
i=1,..., n
p(xi) × log(q(xi)). (3)
This cross-entropy can be interpreted as a measure of disorganisation of the swarm relative to
the referential one. Note that the cross-entropy can be both smaller and larger than the referential
one, indicating situations of (acceptable) low disorganisation and of high (potentially unacceptable)
disorganisation, respectively.
For clarification, the levels of entropy that are above the referential one represent an increased risk
to the mission but do not necessarily signify its failure. In practice, the levels below the referential
one may allow the swarm to continue its operation in a fully automatic or even autonomous manner,
while levels higher than the referential one may call for an operator’s action.
For example, let us consider a swarm that can emit five classes of signals that represent five real-life
situations, namely c1: the drone is on course, c2: the drone is slightly off course but not disturbing other
drones, c3: the drone is within the limits of the swarm but it is disturbing other drones, c4: the drone
has left the perimeter of the swarm and c5: the drone has lost contact with the swarm.
The impact of various classes on the disorganisation has been determined and shown in Table 1.
Such an impact can be associated, e.g., with the mission average delays, energy usage, or other risk
factors. Note that it is only the relative impact that is important, not the absolute values.
Table 1. Relative impact of classes of events.
c1 c2 c3 c4 c5
0.01 1.0 20.0 50.0 100.0
This implies the following (Table 2) probability distribution (all values rounded).
Table 2. Probability distribution for classes of events.
q1 q2 q3 q4 q5
0.9893 0.0990 0.0005 0.0002 0.0001
The referential entropy calculated according to the equation above is approx. 0.090. Therefore,
if the actual entropy of the swarm is below this value, the swarm can be characterised as having
low disorganisation, while higher values indicate an extent of disorganisation that may unacceptably
increase the risk to the mission.
Case 1: Let us consider a situation where the mission has been disturbed such that several drones
left their planned trajectories. The observed distribution of events is as shown in Table 3:
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Table 3. Probability distribution for significant disturbances.
p1 p2 p3 p4 p5
0.8 0.1 0.06 0.03 0.01
For this case, the cross-entropy is approx. 1.840, much higher than the referential one. This indicates
an increase in disorganisation and an increased risk.
Case 2: Let us consider the same swarm flying a very quiet mission where the drones fly exactly
as planned all the time. The observed distribution P has the form of the Kronecker delta (Table 4).
Table 4. Probability distribution for the undisturbed mission.
p1 p2 p3 p4 p5
1.0 0.0 0.0 0.0 0.0
In this case, the cross-entropy is approx. 0.016, lower than the referential one. This indicates that
this mission is well organised.
5. Continuous and Mixed Probability Distributions
As the size and the density of swarms grow, it is reasonable to consider a continuous case where
both probability distributions P and Q are continuous functions over some support X. For example,
probability distribution Q may be derived from a continuous function linking the distance from the
correct state with the impact on disorganisation. Alternatively, distribution P can be a continuous
estimate of the actual discrete distribution.
H(p, q) = −
∫
x∈X
P(x) × logQ(x) dx (4)
Situations of mixed distributions, where Q is continuous while p is discrete, are of some practical
use. For example, the drone management system may define the continuous impact function that
links the distance between the expected and the actual state to the extent of the impact, resulting in
a continuous distribution of Q. Meanwhile p can be discrete, as it is being calculated from events
observed during the swarm mission.
For such situations, the cross-entropy can be determined as follows, where Q(x) is the value of the
probability distribution function calculated using the impact function for given value x:
H(p, q) = −
∑
x∈X p(x) × log(Q(x)). (5)
An alternative approach may require the use of the fixed-width quantisation of functions over
the support in the form of an LDDP (limiting density of discrete points). This may introduce the
need for correction of the quantisation error [5,6]. Note that the use of cross-entropy in this paper
is a comparative one: it is more interesting to compare two values than present their correctness.
Consequently, both approaches may provide a solution.
6. Discussion
6.1. Advantages of Cross-Entropy
The difference between the desired and the actual state of drones can be expressed through various
loss metrics, specifically using the mean squared error (MSE) or through cross-entropy. The choice
of cross-entropy over MSE comes from the intended purpose of the loss metric, namely to improve
the control algorithm for the swarm of drones. Compared to MSE, cross-entropy stresses the small
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differences from the referential level of entropy, i.e., cross-entropy allows for better differentiation
between what is acceptable (in terms of disorganisation) and what is excessive.
The problem of drones diverging from their intended trajectories is mostly seen as a control
problem with an impact on energy loss. Whatever method is used to manage the swarm, it has to
determine its situation and undertake control measures to revert drones to their routes. Thus, the key
determinants of the extent of the divergence are the control precision and energy loss. Out of these two
loss metrics, cross-entropy that is a better estimator for the required additional amount of information.
From the perspective of control, small differences must not be neglected, as they still require
actions to be taken and the swarm control algorithm must be adjusted to react to them without
over-reacting. In contrast, when the difference is large, the extent of this difference gradually matters
less from the perspective of control, as only some coarse actions have to be taken.
Similarly, from the perspective of energy consumption and owing to the inertia of the drone,
small manoeuvres are relatively expensive (per the unit of distance), while large manoeuvres can be
inexpensive. Thus, the cross-entropy seems to be a better estimator for both the control overhead and
the use of energy.
6.2. Coding Scheme
Cross-entropy is susceptible to the choice of the coding scheme (i.e., the distribution q). Specifically,
q must anticipate all possible classes of signals by assigning them certain non-zero probabilities over
all the support of p. If such a distribution is derived from the impact factor, then no signal is allowed to
be free from the impact. Otherwise, if the swarm is in situations not anticipated by q (i.e., where the
distribution is either undefined or zero), the information content of such signals is undefined or infinite.
The construction of an appropriate q can be done using different methods; this paper does not
assume that the impact factor is the only appropriate one. The impact factor is conceptually similar
to methods used in machine learning, where there are weighted penalties for misclassification [7].
The authors’ choice of a method for the determination of the probability distribution was affected by
two factors. First, the probability distribution forms the common denominator for various methods to
determine q. Second, the problem of controlling the swarm is a signalling and information problem;
therefore, adherence to the cross-entropy origin was preferential.
There is a further similarity between the problem of constructing q and machine learning where a
training set does not have samples of some classes, leading to difficulties in calculating the cross-entropy.
This is improved by the recommendation to include samples for all classes. Similarly, this paper
contains a restriction that there is no class without a certain impact. Note that, formally, this approach
is justified: in real life, the class of “being perfectly on course” cannot be described as a Dirac delta due
to measurement imprecision. Hence, it must always contain some range of low-impact behaviours.
The problem of assigning an appropriate probability to events that are only anticipated or that
are rare is known, with some propositions applying cross-entropy to optimise the importance of
sampling [2]. This proposition does not improve on them, as it only assumes that q can be determined.
The proposed use of a real-life impact function closely links the proposed metric with actual costs and
benefits of various behaviours, without claiming any particular shape of the impact function.
6.3. Referential Entropy
This model uses a referential probability distribution and its referential entropy to calculate
the cross-entropy. It makes cross-entropy both positive and negative, depending on whether the
actual distribution of signals indicates that the level of disorganisation is higher or lower than the
referential one. Consequently, in a way that is different than in other applications of cross-entropy,
there is no minimum entropy level that the cross-entropy will always be higher than, even though
such cross-entropy can be used to judge (and to optimise) the swarm management algorithm.
There is an underlying assumption that the swarm can take certain levels of disorganisation
such that not every localised disorganisation has an immediate impact on the swarm. Specifically,
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that imprecision in measurements may not allow us to confirm whether any drone is actually in the
desired state. Therefore, the algorithm quality should not be judged by absolute perfection but rather
by staying on the safe side of the referential level of disorganisation.
This reasoning means that the Kullback–Leibler (K-L) divergence is not applicable to this case.
K-L divergence provides an estimate of the difference between the entropy of the actual distribution
and the cross-entropy. In this case, it is at its minimum when p = q, i.e., when the swarm is disorganised
exactly in an acceptable way. Whether the actual distribution indicates more or less disorder than the
swarm can bear, the K-L divergence will grow. Still, K-L divergence may be a useful metric of the
distance from the referential disorganisation that helps design control algorithms.
7. Extended Example
Collision avoidance is an example of a process that temporarily increases the disorganisation of
the swarm. That is, in the presence of a disturbance, drones have to veer off course and break the
formation. In such situations, they find themselves at locations that are less expected. Intuitively,
the entropy of a swarm should increase. However, such an increase should only be temporary. In the
absence of continuous disturbances, drones should return to the desired paths to continue their mission.
As the drones again appear at the expected locations, the entropy of the swarm should decrease.
Thus, the managed swarm should be perceived as an entropy-minimisation device, i.e., its entropy
will increase only to the extent required to overcome an obstacle and will decrease once the obstacle
is removed. The quality of such a strategy is reflected by the level of entropy carried by the swarm
throughout the mission.
Collision avoidance by unmanned aerial vehicles can be implemented in many ways. Gong et al. [8]
used a gradient-based collision avoidance algorithm for the control of multi-agent formations.
The algorithm uses a consensus theory and a graph theory applied to three topologies. This method
uses two circular zones that define distances from adjacent objects, whether they be obstacles or
neighbours, to define prohibited zones.
This section makes use of the collision avoidance algorithm developed by Cofta et al. [9] that
bears a superficial similarity to the one described above. The algorithm itself is inspired by the physics
of repulsive forces (see, e.g. [10]), thus algorithmically replicating the exclusivity. The algorithm is run
by each drone independently for at least at fixed time intervals and always planning for the interval
ahead. It considers the location and movement of neighbouring drones. If some drones are nearby,
then the algorithm alters the paths of drones to avoid close encounters; otherwise, they attempt to










(xi, xj) , (7)
i ∈ N↔
∣∣∣∣→p i
















p z—vector that the drone will adopt for the next time interval.
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→
p m—mission vector, i.e., the vector that the drone should have adopted to continue the mission;
this vector is calculated to achieve the objective of the mission in the current situation if it were
ignoring obstacles.
→
p u—escape vector that should be adopted to escape close encounters with neighbours disregarding
the mission.
xj—drone’s location.





N—the set of neighbours within radius R.
R—radius within which neighbours are of interest (in this simulation R = 25 m).
Q and τ—parameter constants (in this simulation Q = 1 and τ = 1).
The following examples were developed using the simulation software created by the authors.
The probability function used in those examples directly relates the distance between the actual and
expected locations of the drone. It is defined as the cumulative distribution function of the lambda
distribution. Consequently, the probability distribution Q is a lambda function Q(x) = λe−λx; λ = 1,
with a referential entropy of 1. As the p distribution is a discrete one, the mixed version of cross-entropy
is used, where the sum is run over the product of the discrete probability distribution p and the point
value of Q(x).
This approach allows for an introduction of “momentary” entropy, where the distribution p takes
on the form of the Kronecker delta. This allows for analysing changes in the entropy over time in
response to obstacles for an individual drone or a swarm of them. While the “momentary” entropy
is not intended to be used as a metric of robustness, it is a useful tool to illustrate and analyse the
behaviour of drones and swarms.
Video recordings of simulations related to the extended example are included as
Supplementary Materials.
7.1. Close Encounter
Figure 1 shows the trajectory of the flight of a swarm D that consists of three drones. D2 and D3
fly to the east, while D1 flies to the west. Their trajectories were close enough such that the collision
avoidance algorithm was triggered for all of them.
Figure 1. Close encounter of drones.
When the two topmost drones got too close to each other, they both veered off their courses,
as expected. However, this caused the central drone to move closer to the lower one, triggering its
algorithm as well. Eventually, all drones moved away from their courses. Once the distance became
safe again, they returned to their original courses. Figure 2 shows the momentary entropy of each
drone as a function of time.
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Figure 2. Momentary entropy of each drone as a function of time.
7.2. Grid Formation
Figure 3 shows a sixteen-drone swarm with drones stationary in a grid formation. The objective
of their mission was to remain in this formation and at their current positions. The simulation depicted
a situation where there was an intruder drone that passed through the swarm, paying no attention
to other drones, to the extent of potentially colliding with them. However, each drone in the swarm
was paying attention to every other drone, including the intruder, executing the collision avoidance
algorithm. Note that the path of the intruder was straight, while drones from the swarm gave way.
Once the intruder passed, each drone returned to its assumed position in the formation. Because the
formation was relatively dense, the movement of one drone affected its neighbours.
Figure 3. Sixteen-drone swarm with an initial grid formation. The swarm avoids the intruder (straight
line) before returning to the grid formation via the paths shown.
Figure 4 shows the change in the momentary entropy over time of particular drones from
the swarm. Figure 5 shows the total momentary entropy of the swarm over time. As expected,
the appearance of the intruder initially increased the entropy but once the intruder left the swarm,
it eventually returned to just above zero.
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Figure 4. Momentary entropy of drones within the swarm.
Figure 5. Momentary entropy of the swarm.
Note that the momentary entropy assumed the value of −log(Q(x)), i.e., it could reach any positive
value. The change in entropy over time, as shown in Figure 5, was calculated by including events from
all drones for a given moment in time. As all drones reported events at regular intervals, this made the
values presented in Figure 5 the average of the respective values from Figure 4.
Note that neither the momentary entropy of the drones nor the momentary entropy of the swarm
ever exceeded the value of the referential entropy, which means that the level of disorganisation
was acceptable. The entropy of the whole swarm, calculated for the whole passage of the intruder,
was approx. 0.14. Again, this indicates that, despite the disturbances, the swarm was reasonably
organised and that the mission itself was not endangered.
8. Related Works
Cross-entropy is a measure of a discrepancy between two probability distributions [4]. It is used
widely beyond the theory of information, e.g., as an objective function for the optimisation of traffic
flow [11] or in a particle swarm optimisation [12,13]. It is also used in machine learning as a loss
function for the training set of neural networks [14] or to improve the clustering of data [15]. Further,
it is used in robotics for the optimisation of controllers based on fuzzy logic [16,17]. Regarding the
social sciences, it can also be used to explain complex global behaviours [18] and can be used in swarm
intelligence [19].
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Swarms and their self-organisation borrows much from the observation of bees [20], locusts [21],
birds and fish [22–25]. The close resemblance between unmanned aircraft and insects or animals has
been researched [26], specifically in terms of collision avoidance and in collaborative intelligence [27],
while Can et al. [28] applies the rules of particle physics to swarms.
In those diverse areas, entropy is defined by re-applying Shannon’s formula to various forms of
grouping. For example, Folino and Forestiero [29], inspired by Van Dyke Parunak and Brueckner [30],
demonstrates how entropy can be used to assess the properties of self-organising flocking algorithms
by observing changes in entropy resulting from coupling organised and disorganised systems.
The application of cross-entropy to the process of training neural networks bears some resemblance
to the problem discussed here, specifically for discrete distributions. Cross-entropy is one of the
standard loss functions, specifically regarding multi-label classification [31]. Such a loss function can
be extended to include some penalties for mislabelling [32,33], making it attractive for some real-world
cases where misclassification should be penalised [6].
Particle swarm optimisation (PSO) [34] can use entropy for the simulated set of states (“particles”)
(EA-PSO) [12], and then it may apply cross-entropy in the meta-optimisation of the search space. Various
modifications and extensions exist, such as memetic based [13], niche strategy [35], or clustering [36].
The evolutionary approach is used in Hu et al. [37], while Zhang et al. [38] employs direct competition.
PSO may prematurely converge to local optima since the best performing particle attracts the
remaining ones. Therefore, the problem of diversity management (i.e., having particles exploring
different alternatives beyond the local optimum) is important. Entropy is used in a way inspired by
Shannon to manage the extent of diversity at the swarm level, combined with the optimum-seeking
behaviour of particles at the local level.
Cross-entropy is used by PSO (among others) as a way to meta-optimise the solution space.
For example, Yin [39] applies cross-entropy minimisation to determine the optimum threshold in
image segmentation by comparing the probability distribution of the original image and the one after
a threshold has been applied.
9. Conclusions
This paper proposes the use of cross-entropy as a metric for the quality of algorithms that manage
swarms of drones. It reflects the extent of disorganisation of the swarm throughout its mission,
where such disorganisation should be always minimised as much as possible. This cross-entropy is
calculated relative to the referential probability distribution that is constructed out of the real-world
impact that various events may have on the swarm.
Initial simulations demonstrated the viability of cross-entropy as a metric and allowed for
distinguishing between missions with low and high levels of disorganisation. This is a work in
progress. The authors plan to run both simulations and field experiments to determine the practical
usefulness of the proposed metric under various flight conditions.
Supplementary Materials: The following are available online at http://www.mdpi.com/1099-4300/22/6/597/s1,
Video S1: Grid, Video S2: Grid (debug), Video S3: Simple, Video S4: Simple (debug).
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have read and agreed to the published version of the manuscript.
Funding: This research received no external funding.
Conflicts of Interest: The authors declare no conflict of interest.
152
Entropy 2020, 22, 597
References
1. Parlin, K.; Alam, M.M.; Le Moullec, Y. Jamming of UAV remote control systems using software defined radio.
In Proceedings of the 2018 International Conference on Military Communications and Information Systems
(ICMCIS), Warsaw, Poland, 22–23 May 2018.
2. Ridden, A.; Rubinstein, R. Minimum Cross-entropy Methods for Rare-event Simulation. Simulation 2007,
83, 769. [CrossRef]
3. Shannon, C.E. A mathematical theory of communication. Bell Syst. Tech. J. 1948, 27, 379–423. [CrossRef]
4. Rao, C.R. Entropy and Cross Entropy: Characterizations and Applications. In The Legacy of Alladi Ramakrishnan
in the Mathematical Sciences; Alladi, K., Klauder, J., Rao, C., Eds.; Springer: New York, NY, USA, 2010.
[CrossRef]
5. Jaynes, E.T. Information Theory and Statistical Mechanics. In Statistical Physics (PDF); Ford, K., Ed.; Benjamin:
New York, NY, USA, 1963; p. 181.
6. Jaynes, E.T. Prior Probabilities. IEEE Trans. Syst. Sci. Cybern. 1968, 4, 227–241. [CrossRef]
7. Mahdy, M. Weighted Entropy Measure: A New Measure of Information with its Properties in Reliability
Theory and Stochastic Orders. J. Stat. Theory Appl. 2018. [CrossRef]
8. Gong, Q.; Wang, C.; Qi, Z.; Ding, Z. Gradient-based collision avoidance algorithm for second-order
multi-agent formation control. In Proceedings of the 2017 36th Chinese Control Conference (CCC), Dalian,
China, 26–28 July 2017.
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