We consider a scale-free network of inhibitory Hindmarsh-Rose (HR) bursting neurons, and investigate coupling-induced burst synchronization by varying the average coupling strength J0. When passing a lower threshold J * l , a transition from desynchronization to 3-cluster burst synchronization occurs due to a constructive role of inhibition to favor the cluster burst synchronization. For this case, the whole population is segregated into 3 clusters, and HR neurons in each cluster exhibit burst synchronization. However, as J0 is increased and passes an intermediate threshold J * m , HR neurons begin to make intermittent hoppings between the 3 clusters. Due to the intermittent intercluster hoppings, the 3 clusters are integrated into a single one. In spite of break-up of the 3 clusters, burst synchronization persists in the whole population, which is well visualized in the raster plot of burst onset times where bursting stripes (composed of burst onset times and indicating burst synchronization) appear successively. With further increase in J0, intercluster hoppings are intensified, and bursting stripes also become smeared more and more due to a destructive role of inhibition to spoil the burst synchronization. Eventually, when passing a higher threshold J * h a transition to desynchronization occurs via complete overlap between the bursting stripes. Finally, we also investigate the effects of stochastic noise on both 3-cluster burst synchronization and intercluster hoppings.
I. INTRODUCTION
has also been found to be most similar to that of a scalefree network (SFN) [94] . This type of SFNs are inhomogeneous ones with a few "hubs" (i.e., superconnected nodes) [95, 96] . Many recent works on various subjects of neurodynamics have been done in SFNs with a few percent of hub neurons with an exceptionally large number of synapses [13, 14, 16, 17, 21, 29] .
In this paper, we consider an inhibitory SFN of suprathreshold (i.e., self-oscillating) Hindmarsh-Rose (HR) bursting neurons, and investigate coupling-induced burst synchronization by changing the average coupling strength J 0 . For sufficiently small J 0 , desynchronized states exist. But, when passing a lower threshold J * l , a transition to 3-cluster burst synchronization occurs due to a constructive role of inhibition to favor the cluster burst synchronization. This type of cluster burst synchronization is in contrast to that occurring via postinhibitory rebound (PIR) in globally-coupled networks of subthreshold (i.e., non-oscillating) neurons with inhibitory synaptic connections [1, 8, 24] ; for the case of PIR, complete synchronization appears in each cluster (i.e., states of all the neurons in each cluster are the same). For our case, the whole population is segregated into 3 clusters. In each cluster, HR neurons make burstings every 3rd cycle of the instantaneous wholepopulation burst rate R w (t) of the whole population, and hence a single peak appears at 3 T G [T G : global period of R w (t)] in the inter-burst-interval (IBI) histogram for the whole population of HR neurons. Moreover, these burstings in each cluster are also made in a coherent way, and hence a type of incomplete synchronization occurs in each cluster (i.e., burstings in each cluster show some coherence, although they are not completely synchronized). In this way, 3-cluster burst synchronization emerges. However, as J 0 is increased and passes an intermediate threshold J * m , HR neurons begin to make intermittent hoppings between the 3 clusters, because they intermittently fire burstings at a 4th cycle of R w (t) via burst skipping rather than at its 3rd cycle. As a result of such burst skippings, the IBI histogram is composed of two peaks at 3 T G and 4 T G . Due to the intermittent intercluster hoppings, the 3 clusters are integrated into a single one. However, in spite of break-up of the 3 clusters, burst synchronization persists in the whole population, which is well visualized in the raster plot of burst onset times where bursting stripes (composed of burst onset times and representing burst synchronization) appear successively. With further increase in J 0 , intercluster hoppings are intensified (e.g., for a larger J 0 a 3rd peak appears at 5 T G in the IBI histogram), and bursting stripes also become smeared more and more due to a destructive role of inhibition to spoil the burst synchronization. Eventually, when passing a higher threshold J * h , a transition to desynchronization occurs via complete overlap between the bursting stripes. For a desynchronized case, burst onset times are completely scattered without forming any stripes in the raster plot. Finally, the effects of stochastic noise on both 3-cluster burst synchronization and intercluster hoppings are also investigated. This paper is organized as follows. In Sec. II, we describe a Barabási-Albert SFN composed of inhibitory HR bursting neurons. Then, in Sec. III we investigate coupling-induced burst synchronization by varying the average coupling strength J 0 , and then study the effects of stochastic noise on burst synchronization in Sec. IV. Finally, we give summary and discussion in Sec. V.
II. INHIBITORY SCALE-FREE NETWORK OF HINDMARSH-ROSE BURSTING NEURONS
We consider an inhibitory SFN composed of N bursting neurons equidistantly placed on a one-dimensional ring of radius N 2π . We employ a directed Barabási-Albert SFN model (i.e. growth and preferential directed attachment) [95, 96] . At each discrete time t, a new node is added, and it has l in incoming (afferent) edges and l out outgoing (efferent) edges via preferential attachments with l in (pre-existing) source nodes and l out (preexisting) target nodes, respectively. The (pre-existing) source and target nodes i (which are connected to the new node) are preferentially chosen depending on their outdegrees d 
where N t−1 is the number of nodes at the time step t − 1.
Here, we consider the case of symmetric preferential attachment with l in = l out [≡ l * (= 15)]. For generation of an SFN with N nodes, we begin with the initial network at t = 0, consisting of N 0 = 50 nodes where the node 1 is connected bidirectionally to all the other nodes, but the remaining nodes (except the node 1) are sparsely and randomly connected with a low probability p = 0.1. The processes of growth and preferential attachment are repeated until the total number of nodes becomes N . For this case, the node 1 will be grown as the head hub with the highest degree.
As an element in our SFN, we choose the representative bursting HR neuron model which was originally introduced to describe the time evolution of the membrane potential for the pond snails [97] [98] [99] . We consider the Barabási-Albert SFN composed of N HR bursting neurons. The following equations (2)-(4) govern the pop- Neurotransmitter [101] τ l = 1 τr = 0.5 τ d = 5 Xsyn = −2 (4) Synaptic Connections between Neurons in The Barabási-Albert SFN l * = 15 (symmetric preferential attachment) J0 : Varying σ0 = 0.1 ulation dynamics in the SFN:
where
Here, the state of the ith neuron at a time t (measured in units of milliseconds) is characterized by three state variables: the fast membrane potential x i , the fast recovery current y i , and the slow adaptation current z i . The parameter values used in our computations are listed in Table I . More details on external stimulus to each HR neuron, synaptic currents, and numerical integration of the governing equations are given in the following subsections.
A. External Stimulus to Each HR Neuron
Each bursting HR neuron (whose parameter values are in the 1st item of Table I [ 100] ) is stimulated by a DC current I DC,i and an independent Gaussian white noise ξ i [see the 5th and the 6th terms in Eq. (2)] satisfying ξ i (t) = 0 and ξ i (t) ξ j (t ) = δ ij δ(t − t ), where · · · denotes the ensemble average. The intensity of noise ξ i is controlled by the parameter D. As I DC passes a threshold I * DC ( 1.26) in the absence of noise (i.e., D = 0), each single HR neuron exhibits a transition from a resting state to a bursting state [see Fig. 1(a) ]. With increasing I DC , the bursting frequency f b , (corresponding to the reciprocal of the average IBI IBI ), increases monotonically, as shown in Fig. 1(b) . For a suprathreshold case of I DC = 1.35, deterministic bursting occurs when neuronal activity alternates, on a slow time scale ( 578 msec), between a silent phase and an active (bursting) phase of fast repetitive spikings, as shown in Fig. 1(c) . The dotted horizontal line (x * b = −1) denotes the bursting threshold (the solid and open circles denote the active phase onset and offset times, respectively), while the dashed horizontal line (x * s = 0) represents the spiking threshold within the active phase. An active phase of the bursting activity begins (ends) at a burst onset (offset) time when the membrane potential x of the bursting HR neuron passes the bursting threshold of x * b = −1 from below (above). For this case, the HR neuron exhibits bursting activity with the slow bursting frequency f b ( 1.7 Hz) [corresponding to the reciprocal of the average IBI ( IBI 578 msec)]. Throughout this paper, we consider a suprathreshold case such that the value of I DC,i is chosen via uniform random sampling in the range of [1.3,1.4], as shown in the 2nd item of Table I B
. Synaptic Currents
The last term in Eq. (2) represents the synaptic couplings of HR bursting neurons. The coupling strength of the synapse from the jth pre-synaptic neuron to the ith post-synaptic neuron is J ij . These synaptic strengths are normally distributed with the mean J 0 and the standard deviation σ 0 (= 0.1). I syn,i of Eq. (5) represents a synaptic current injected into the ith neuron, and X syn is the synaptic reversal potential. The synaptic connectivity is given by the connection weight matrix W (={w ij }) where w ij = 1 if the bursting neuron j is presynaptic to the bursting neuron i; otherwise, w ij = 0. Here, the synaptic connection is modeled in terms of the Barabási-Albert SFN. Then, the in-degree of the ith neuron, d (in) i (i.e., the number of synaptic inputs to the neuron i) is given by d
The fraction of open synaptic ion channels at time t is denoted by g(t). The time course of g j (t) of the jth neuron is given by a sum of delayed double-exponential functions
where τ l is the synaptic delay, and t (j) f and F j are the f th spike and the total number of spikes of the jth neuron at time t, respectively. Here, E(t) [which corresponds to contribution of a presynaptic spike occurring at time 0 to g j (t) in the absence of synaptic delay] is controlled by the two synaptic time constants: synaptic rise time τ r and decay time τ d , and Θ(t) is the Heaviside step function: Θ(t) = 1 for t ≥ 0 and 0 for t < 0. For the inhibitory GABAergic synapse (involving the GABA A receptors), the values of τ l , τ r , τ d , and X syn are listed in the 3rd item of Table I [101] .
C. Numerical Integration
Numerical integration of differential equations (2)-(4) is done by using the 4th-order Runge-Kutta method in the absence of noise (D = 0) and the Heun method [102] in the presence of noise (D > 0) (with the time step ∆t = 0.01 msec). For each realization, we choose a random initial point [x i (0), y i (0), z i (0)] for the ith (i = 1, . . . , N ) neuron with uniform probability in the range of x i (0) ∈ (−1.5, 1.5), y i (0) ∈ (−10, 0), and z i (0) ∈ (1.2, 1.5).
III. COUPLING-INDUCED BURST SYNCHRONIZATION OF HR BURSTING NEURONS
In this section, we consider a directed Barabási-Albert SFN with the symmetric attachment degree l * = 15, composed of N inhibitory HR bursting neurons. The synaptic coupling strengths {J ij } are chosen from the Gaussian distribution with the mean J 0 and the standard deviation σ 0 (= 0.1). We investigate coupling-induced burst synchronization by varying J 0 in the absence of noise (D = 0).
A. Emergence of Cluster Burst Synchronization
Burst synchronization in the whole population may be well visualized in the raster plot of burst onset times which corresponds to a collection of all trains of burst onset times of individual bursting neurons. For the case of burst synchronization, bursting stripes (composed of burst onset times and representing burst synchronization) appear successively in the raster plot [e.g., see the top panel of Fig. 2 (c1) for J 0 = 1], while in the desynchronized case burst onset times are completely scattered without forming any bursting stripes [e.g., see Fig. 2 (b1) for J 0 = 0.5]. To see emergence of burst synchronization in the whole population, we employ an (experimentallyobtainable) instantaneous whole population burst rate (IWPBR) which is often used as a collective quantity showing bursting behaviors. This IWPBR may be obtained from the raster plot of burst onset times [30] [31] [32] [33] . To obtain a smooth IWPBR, we employ the kernel density estimation (kernel smoother) [103] . Each burst onset time in the raster plot is convoluted (or blurred) with a kernel function K h (t) to obtain a smooth estimate of IW-PBR R w (t):
where t (i) b is the bth burst onset time of the ith neuron, n i is the total number of burst onset times for the ith neuron, and we use a Gaussian kernel function of band width h:
Throughout the paper, the band width h of K h (t) is 20 msec. In the case of burst synchronization, the IWPBR kernel estimate R w (t) shows a slow-wave oscillation with a whole-population bursting frequency f
[e.g., see the top panel of Fig. 2 (d1) for J 0 = 1]. In contrast, for a desynchronized case R w (t) is nearly stationary [e.g., see Fig. 2 
Recently, we introduced a realistic bursting order parameter, based on R w (t), for describing transition from desynchronization to burst synchronization [31] . The mean square deviation of R w (t),
plays the role of an order parameter O b ; the overbar represents the time average. This bursting order parameter may be regarded as a thermodynamic measure because it concerns just the macroscopic IWPBR kernel estimate R w (t) without any consideration between R w (t) and microscopic individual burst onset times. As N (number of HR neurons in the whole population) is increased, R w (t) exhibits more regular oscillations for the case of burst synchronization, while R w (t) becomes more stationary in the case of desynchronization. Hence, in the thermodynamic limit of N → ∞, the bursting order parameter O b , representing time-averaged fluctuations of R w (t) from its time-averaged mean, approaches a non-zero (zero) limit value for the synchronized (desynchronized) state. In this way, the bursting order parameter O b can determine whether population states are synchronized or desynchronized. Figure 2 (a) shows a plot of log 10 O b r versus J 0 . In each realization, we discard the first time steps of a trajectory as transients for 10 3 msec, and then we numerically compute O b by following the trajectory for 3 × 10 4 msec. Hereafter, · · · r denotes an average over 20 realizations. For J 0 < J * l ( 0.78), the bursting order parameter O b r tends to zero with increasing N . On the other hand, when passing J * l a transition to burst synchronization occurs, because O b r approaches a non-zero limit value. Consequently, for J 0 > J * l burst synchronization occurs in the whole population due to a constructive role of synaptic inhibition to favor the burst synchronization. Figures 2(b1)-2(b2) show an example of desynchronization for J 0 = 0.5, where burst onset times in the raster plot are completely scattered and the corresponding IW-PBR kernel estimate R w (t) is nearly stationary. Two examples for burst synchronization are given for J 0 = 1 and 5. For the case of J 0 = 1, bursting stripes appear successively in the raster plot of burst onset times [see the top panel of Fig. 2(c1) ], and the corresponding IWPBR kernel estimate R w (t) exhibits a slow-wave oscillation, as shown in the top panel of Fig. 2(d1) . As J 0 is further increased, burst synchronization gets better, as shown for the case of J 0 = 5 [see top panels of Figs. 2(c2) and 2(d2)]; bursting stripes in the raster plot become clearer (i.e. less smeared) and the amplitudes of R w (t) become larger.
We note that the whole population for J 0 = 1 and 5 is segregated into 3 sub-populations (clusters); N I (number of neurons in the Ith (I = 1, 2, and 3) cluster) N 3 . This type of clustering may be well seen in the raster plots for the clusters. Bursting stripes in each cluster appear successively every 3rd global cycle of R w (t), as shown in the I = 1, 2, and 3 panels of Figs. 2(c1) and 2(c2). To see emergence of burst synchronization in each cluster, we employ an instantaneous sub-population burst rate (ISPBR) which is also obtained from the raster plot of burst onset times in each cluster. As in the case of R w (t), we get the ISPBR kernel estimate R 
where t
is the bth burst onset time of the ith neuron in the Ith cluster, n (I) i is the total number of burst onset times for the ith neuron in the Ith cluster, and N I is the number of neurons in the Ith cluster. The ISPBR kernel estimates R 
with the mean-squared amplitude normalization, respectively. The number of data for each power spectrum is 2 13 , and the overline denotes the time average. Figure 2 (d3) shows power spectra of ∆R w (t) (top panel) and ∆R (I) s (t) (I =1, 2, and 3 panels) for J 0 = 1. For the case of whole population, the power spectrum has its peak at f (w) b 5 Hz. On the other hand, in the case of each sub-population (cluster), the power spectrum has a main peak at f
3 and its harmonics. Hence, R (I) s (t) oscillates with the slow sub-population bursting frequency f
We also investigate individual bursting behaviors of HR neurons in each cluster. Figure 2 (e) shows a time series of a membrane potential x i (t) of a representative neuron in each Ith cluster (i =4, 1, and 3 for I = 1, 2, and 3, respectively), along with the IWPBR kernel estimate R w (t); the vertical dotted lines represent global cycles of R w (t). The 4th HR neuron in the I = 1 cluster makes burstings in the 1st global cycle of R w (t) (after the transient time t = 10 3 msec). We note that the duration of silent phase of the 4th neuron is about twice as long as the length of its active bursting phase. During this silent phase, the 1st and the 3rd HR neurons in the I = 2 and 3 clusters exhibit burstings alternately in the 2nd and the 3rd global cycles of R w (t), respectively. In this way, individual HR neurons in each cluster show burstings every 3rd global cycle of R w (t). This kind of individual bursting behaviors are well shown in the IBI histograms [see Figs. 2(f1) and 2(f2), where vertical dotted lines denote the multiples of global periods T G of R w (t); T G 200.2 and 190.5 msec for J 0 = 1 and 5, respectively]. Each IBI histogram is composed of 5 × 10 4 IBIs, and the bin size for the histogram is 2.5 msec. We note that single peaks appear at 3 T G for both cases of J 0 = 1 and 5, which is also consistent with f
3 . The peak for J 0 = 5 is broader than that for J 0 = 1, because J 0 = 5 is close to an intermediate threshold J * m ( 5.2) where break-up of 3 clusters occurs (this point is explained in details in the following subsection).
B. Break-up of Cluter Burst Synchronization via Intercluster Hoppings
As J 0 is further increased and passes an intermediate threshold J * m ( 5.2), 3-cluster burst synchronization breaks up into (non-cluster) burst synchronization without clustering through intercluster hoppings. As an example, we consider the case of J 0 = 10. mittently at a 4th cycle of R w (t) through burst skipping at its 3rd cycle. Here, 3rd and 4th cycles of R w (t) refer to ones counted just after the latest burstings (e.g., see the example given below). An example for the 5th neuron in the 1st (I = 1) cluster is given in Fig. 3(b) . A burst skipping occurs in the small box in the gray region [corresponding to a 3rd cycle of R w (t)], and then another bursting appears at its 4th cycle; for reference, R w (t) is shown on the top panel and vertical dotted lines represent global cycles of R w (t). Thus, in addition to the major peak at 3 T G , a new minor peak appears at 4 T G in Fig. 3(a) .
Intercluster hoppings may be well seen in sequential long-term raster plots of burst onset times in the whole population and in the Ith (I = 1, 2, and 3) clusters. Fig. 3(c1) , individ-ual HR neurons in the Ith cluster make intermittent intercluster hoppings to the nearest neighboring (I + 1)th cluster (i.e., neurons in the Ith cluster exhibit intermittent burstings at a 4th cycle of R w (t) (along with regular burstings of neurons in the (I +1)th cluster) due to burst skipping at its 3rd cycle). As a result, additional bursting stripes (composed of intermittent burstings occurring at a 4th cycle of R w (t) due to burst skipping at its 3rd cycle) appear next to the regular bursting stripes in the raster plot for the Ith cluster. These additional bursting stripes in the Ith cluster are vertically aligned with regular bursting stripes in the (I + 1)th cluster. In this way, intermittent hoppings from the Ith to the (I + 1)th clusters occur. For the intermediate stage in Fig. 3(c2) , one more step occurs for the intercluster hoppings due to a 2nd burst skipping, and hence intercluster hoppings occur from the Ith cluster to the (I + 1)th cluster (due to a 1st burst skipping) and then to the (I + 2)th cluster (due to a 2nd burst skipping). Consequently, two successive additional bursting stripes (consisting of intermittent burstings occurring at a 4th cycle of R w (t) due to 1st and 2nd burst skippings) appear next to the regular bursting stripes in the raster plot of the Ith cluster. These two additional bursting stripes are vertically aligned with regular bursting stripes of the (I + 1)th and the (I + 2)th clusters. Consequently, for each cluster bursting stripes appear at every cycle of R w (t) in the raster plot, like the case of whole population, although additional bursting stripes (formed due to burst skippings) are still somewhat sparse (i.e. their densities are low in comparison with those of regular bursting stripes). As the time t is further increased, a 3rd burst skipping may also occur, and then another intercluster hopping from the (I + 2)th to the Ith clusters occurs (i.e., return to the original Ith cluster occurs due to a 3rd burst skipping). In this way, intercluster hoppings occur in a cyclic way (I → I + 1 → I + 2 → I) due to burst skippings. After a sufficiently long time, in the final stage in Fig. 3(c3) , intercluster hoppings between clusters are more and more intensified, which leads to complete break-up of clusters. As a result, density of all bursting stripes becomes nearly the same, independently of I = 1, 2, and 3. We also note that, in spite of break-up of clusters, burst synchronization persists in the whole population, because bursting stripes appear successively in the rater plot of the whole population. In the initial stage in Fig. 3(d1) , smaller-amplitude oscillations [corresponding to lower-density additional bursting stripes appearing due to burst skippings at regular 3rd cycles of R w (t)] appear next to the regular oscillations [occurring at every 3rd cycle of R w (t)] for each Ith (I = 1, 2, and 3) case. In the intermediate stage in Fig. 3 (d2), one more step for intercluster hoppings occurs due to 2nd burst skippings, and hence two successive smaller-amplitude oscillations appear next to the regular s (t) makes oscillations at every cycle of R w (t), although its amplitudes vary depending on the cycles of R w (t). As the time t is further increased, these amplitudes tend to become nearly the same due to intensified intercluster hoppings, as shown in Fig. 3(d3) for the final stage. Consequently, all the ISPBR kernel estimates R So far, we consider the case of J 0 = 10 where (noncluster) burst synchronization without clustering appears via intercluster hoppings which occur due to burst skippings. With increase in J 0 from 10, another type of bursting skippings begin to occur at 4th cycles of R w (t), in addition to the above skippings at 3rd cycles for J 0 = 10. Figure 4 (a1) shows the IBI histogram for J 0 = 15. When compared with the IBI histogram for J 0 = 10 in Fig. 3(a) , the height of the peak at 4 T G is so much increased, and hence its height becomes higher than that of the decreased peak at 3 T G . As a result, the peak at 4 T G becomes a major one. Furthermore, a new smaller peak appears at 5 T G due to intermittent burst skippings at 4th cycles of R w (t). Thus, the IBI histogram for J 0 = 15 consists of 3 peaks at 3 T G , 4 T G , and 5 T G . Figures 4(b1) and 4(c1) show the raster plot and the corresponding IW-PBR kernel estimate R w (t) for J 0 = 15. In comparison with the case of J 0 = 10 in Figs. 3(c1) and 3(d1), due to s destructive role of synaptic inhibition to spoil the burst synchronization, burst stripes become more smeared, and amplitudes of R w (t) become smaller. Consequently, the degree of burst synchronization becomes worse.
As J 0 is further increased, this kind of tendency for burst skippings is intensified. As an example, see the case of J 0 = 16. The IBI histogram is shown in Fig. 4(a2) . In comparison with the IBI histogram in Fig. 4(a1) for J 0 = 15, heights of both peaks at 3 T G and 4 T G are decreased, while the height of the peak at 5 T G is a little increased. Additionally, a new small peak appears at 6 T G . In this way, the IBI distribution becomes broad. When compared with the case of J 0 = 15, bursting stripes become more smeared and amplitudes of R w (t) are decreased, as shown in Figs. 4(b2) and 4(c2), respectively. In this way, with increasing J 0 burst synchronization becomes more and more worse.
Eventually, when passing a higher threshold J * h ( 17.8), a transition to desynchronization occurs. Consequently, for J 0 > J * h desynchronized states appear, as shown in the case of J 0 = 20. For this case, the IBI histogram is so broad and has just a central maximum via merging of peaks. Burst onset times in the raster plot are completely scattered without forming any bursting stripes, and the corresponding IWPBR kernel estimate R w (t) becomes nearly stationary [see Figs. 4(b3) and 4(c3), respectively]. This type of transition from burst synchronization to desynchronization may also be well described in terms of the bursting order parameter O b of Eq. (9). Figure 4(d) shows a plot of log 10 O b r versus J 0 . As N is increased, the bursting order parameter O b r approaches a non-zero limit value for J 0 < J * h ( 17.8), and hence burst synchronization occurs. On the other hand, when passing J * h a transition to desynchronization occurs, because O b r tends to zero with increasing N . Consequently, for J 0 > J * h desynchronized states appear due to a destructive role of synaptic inhibition to spoil the burst synchronization.
C. Characterization of Burst Synchronization
We characterize burst synchronization in the range of J * l < J 0 < J * h by employing a statistical-mechanical bursting measure M b [31] . For the case of burst synchronization, bursting stripes appear successively in the raster plot of burst onset times. The bursting measure M (b) i of the ith bursting stripe is defined by the product of the occupation degree O (b) i of burst onset times (representing the density of the ith bursting stripe) and the pacing degree P (b) i of burst onset times (denoting the smearing of the ith bursting stripe):
The occupation degree O (b) i of burst onset times in the ith bursting stripe is given by the fraction of bursting neurons:
where N (b) i is the number of bursting neurons in the ith bursting stripe. In the case of full burst synchronization, all bursting neurons exhibit burstings in each bursting stripe in the raster plot of burst onset times, and hence the occupation degree O of burst onset times in the ith bursting stripe can be determined in a statistical-mechanical way by taking into account their contributions to the macroscopic IWPBR kernel estimate R w (t). Central maxima of R w (t) between neighboring left and right minima of R w (t) coincide with centers of bursting stripes in the raster plot. A global cycle starts from a left minimum of R w (t), passes a maximum, and ends at a right minimum. An instantaneous global phase Φ (b) (t) of R w (t) was introduced via linear interpolation in the region forming a global cycle (for more details, refer to Eqs. (14) and (15) in [31] ). Then, the contribution of the kth microscopic burst onset time in the ith bursting stripe occurring at the time t
A microscopic burst onset time makes the most constructive (in-phase) contribution to R w (t) when the corresponding global phase Φ (b) k is 2πn (n = 0, 1, 2, . . . ), while it makes the most destructive (anti-phase) contribution to R w (t) when Φ (b) k is 2π(n − 1/2). By averaging the contributions of all microscopic burst onset times in the ith bursting stripe to R w (t), we obtain the pacing degree of burst onset times in the ith stripe:
where B i is the total number of microscopic burst onset times in the ith stripe. By averaging M (b) i of Eq. (11) over a sufficiently large number N b of bursting stripes, we obtain the realistic statistical-mechanical bursting measure M b , based on the IWPBR kernel estimate R w (t):
We follow 3 × 10 3 bursting stripes in each realization and get M b r via average over 20 realizations. In this section, we study the effects of stochastic noise on burst synchronization by changing the noise intensity D. First, we obtain the state diagram in the J 0 − D plane, which is shown in Fig. 6 . Four types of population states exist. 3-cluster states appear in the gray region, denoted by C, on the left side. Also, burst synchronization occurs in the dark gray region, represented by BS, on the right side. In the intersection region, shaded in black and denoted by C − BS, between the cluster and the burst synchronization regions, 3-cluster burst synchronization occurs. On the other hand, in the remaining regions of the cluster and the burst synchronization regions, cluster desynchronization and non-cluster burst synchronization occurs, respectively; these remaining regions are denoted by C − Desync and N C − BS, respectively. Outside these cluster and burst synchronization regions, non-cluster desynchronization occurs in a region denoted by N C − Desync.
Next, we investigate the effects of noise on 3-cluster burst synchronization and intercluster hoppings (studied in the above section for D = 0) by increasing the noise intensity D along the 3 routes for J 0 =3, 4.5, and 10, denoted by vertical arrows (I, II, and III) in the state diagram of Fig. 6 .
A. Effects of Noise in The Route I Figure 7 shows results on the noise effects in the 1st route I for J 0 = 3. For D = 0 a 3-cluster burst synchronization occurs. As D is increased and passes a lower threshold D * l ( 0.093), a transition to desynchronization occurs, which may be described in terms of the bursting order parameter O b of Eq. (9). Figure 7 (a) shows a plot of log 10 O b r versus D. With increasing N , the bursting order parameter O b r approaches a non-zero limit value for 0 ≤ D < D * l , and hence burst synchronization occurs. On the other hand, when passing D * l a transition to desynchronization occurs, because O b r tends to zero, as N is increased. Consequently, for D > D * l desynchronized states appear due to a destructive role of noise to spoil the burst synchronization.
This kind of transition from 3-cluster burst synchronization to desynchronization may also be well seen in the raster plots of burst onset times in the whole population and in the Ith clusters (I =1, 2, and 3). ing stripes (representing burst synchronization) appear successively in the raster plot for the whole population [see the top panel of Fig. 7(b1) ], and the corresponding IWPBR kernel estimate R w (t) exhibits a slow-wave oscillation with the whole-population frequency f (w) b ( 5.2 Hz), as shown in the top panel of Fig. 7(c1) . The whole population is segregated into 3 clusters (I =1, 2, and 3), which is well seen in the raster plots for the clusters [see the I = 1, 2, and 3 panels in Fig. 7(b1) ]. We note that bursting stripes in each cluster appear successively every 3rd cycle of R w (t), and the corresponding ISPBR kernel estimate R (I) s (t) exhibits a regular oscillation with the sub-population frequency f
3 ). In this way, 3-cluster burst synchronization appears for D = 0. For this case, a single peak appears at 3 T G [T G ( 193.4 msec): global period of R w (t)] in the IBI histogram, as shown in Fig. 7(h1) .
As D is increased from 0, the 3-cluster burst synchronization for D = 0 persists, but its degree becomes more and more worse due to a destructive role of noise to spoil the burst synchronization. As shown in Figs. 7(b2)-7(b4), with increasing D, bursting stripes in the whole population and in each Ith (I = 1, 2, and 3) cluster become smeared more and more. Hence, amplitudes of R w (t) and R Eventually, when passing a lower threshold D * l , a transition to desynchronization occurs. Consequently, desynchronized states appear for D > D * l . As an example, see the raster plots in Fig. 7(b5) and the IWPBR kernel estimate R w (t) and the ISPBR kernel estimates R (I) Fig. 7(c5) for D = 0.12. Burst onset times in the raster plot for the whole population seem to be completely scattered, and the corresponding IWPBR kernel estimate R w (t) is nearly stationary.
However, we note that, for D = 0.12 bursting bands in the raster plot for each cluster are preserved, and the corresponding ISPBR kernel estimate R Fig. 7(h5) becomes broader in comparison with those for the cases of burst synchronization, and its average IBI IBI is 573.7 msec (corresponding to the above period P ). To examine the square-wave-like behavior more clearly, the number of HR neurons is increased from N = 10 3 to 10 4 . For this case, raster plots for the whole population and the clusters and their corresponding IWPBR kernel estimate R w (t) and the ISPBR kernel estimates R (I) s (t) are shown in Figs. 7(d) and 7(e), respectively. For the whole population, burst onset times are more completely scattered, and hence the corresponding IW-PBR kernel estimate R w (t) is more stationary. Furthermore, for each cluster bursting bands in the raster plot show clearly the clustering structure, and hence the corresponding ISPBR kernel estimate R (I) s (t) shows squarewave oscillations more clearly. Thus, for each cluster burst onset times in bursting bands are completely scattered, and they show a desynchronized state. In this way, 3-cluster desynchronization appears, as D passes D * l . However, as D is further increased and passes a higher threshold D * h ( 0.15), clusters are broken up via intercluster hoppings due to another destructive role of noise to break up the clusters. Hence, for D > D * h non-cluster desynchronized states appear. As an example, we consider the case of D = 0.17. For this case, raster plots and the corresponding IWPBR kernel estimate R w (t) and ISPBR kernel estimate R l . Due to a destructive role of noise to spoil the burst synchronization, as D is increased from 0 to D * l , P (b) i r decreases smoothly from 0.581 to zero. Then, the statistical-mechanical bursting measure M b r also makes a smooth decrease from 0.194 to 0, as in the case of P
B. Effects of Noise in The Route II
As J 0 is increased and passes a threshold J * * ( 3.7), break-up of clusters in the desynchronized states (e.g., the above route I case for J 0 = 3) no longer occurs. Instead, before a transition to desynchronization, breakup of clusters occurs in the burst-synchronized states. As an example, see the route II for J 0 = 4.5 in Fig. 6 . Figure 8 shows results on the noise effects in the 2nd route II for J 0 = 4.5. With increasing D, noise first breaks up clusters, and then a transition to desynchronization occurs due to another destructive role of noise to spoil the burst synchronization. Hence, the destructive roles of D is similar to those of J 0 , shown in Figs. 3-4 in the absence of noise (D = 0).
The bursting order parameter O b of Eq. (9) may describe well a transition from burst synchronization to desynchronization. Figure 8(a) shows a plot of log 10 O b r versus D. As N is increased, the bursting order parameter O b r approaches a non-zero limit value for 0 ≤ D < D * * h ( 0.105), and hence burst synchronization occurs. In contrast, when passing D * * h a transition to desynchronization occurs, because O b r tends to zero, with increasing N . Consequently, for D > D * * h desynchronized states appear due to a destructive role of noise to spoil the burst synchronization.
As in the 1st route I for J 0 = 3, when D = 0 appearance of 3-cluster burst synchronization is well shown in the raster plots for the whole population and the clusters (I = 1, 2, and 3) [see Fig. 8(b1) ] and their corresponding IWPBR kernel estimate R w (t) and the ISPBR kernel estimates R (I) s (t) [see Fig. 8(c1) ]. For each cluster, bursting stripes appear every 3rd cycle of R w (t), which results in emergence of 3-cluster burst synchronization. For this case, the IBI histogram has a single peak at 3 T G [T G : global period of R w (t)], as shown in Fig. 8(d1) . As D is increased, bursting stripes in the raster plots become smeared, due to a destructive role of noise to spoil the burst synchronization, and hence amplitudes of R w (t) and R In this case, the IBI histogram has a broad single peak with lower height at 3 T G , as shown in Fig. 8(d2) .
Eventually, as D passes a lower threshold D * * l ( 0.05), the IBI histogram begins to have a new minor peak at 4 T G , in addition to the major peak at 3 T G , as shown in Fig. 8(d3) . Hence, individual HR neurons begin to exhibit burstings intermittently at a 4th cycle of R w (t) via burst skipping at its 3rd cycle. Due to burst skippings, clusters become broken up via intercluster hoppings, as in the case of Fig. 3 for J 0 = 10 in the absence of noise (D = 0). As a result, (non-cluster) burst synchronization without clustering appears in the whole population. As an example, we consider the case of D = 0.06. Similar to the case in Figs With increasing D from 0.06, the degree of burst synchronization is decreased due to a destructive role of noise to spoil the burst synchronization. In the IBI histogram for D = 0.09, the height of the peak at 3 T G is decreased, while the height of the peak at 4 T G increases a little [see Fig. 8(d4) ]. Thus, the IBI histogram becomes broader, and burst skippings are enhanced. Consequently, intercluster hoppings are more intensified. Figures 8(g1) and 8(h1) show the raster plot and the corresponding IWPBR kernel estimate R w (t) for D = 0.09, respectively. In comparison with the case of D = 0.06, bursting stripes are more smeared and amplitudes of R w (t) are decreased. Eventually, when passing the threshold D * * h ( 0.105), a transition from non-cluster burst synchronization to desynchronization occurs. Then, for D > D * * h desynchronized states appear. As an example of desynchronized state, we consider the case of D = 0.13. With increasing D the two peaks in the IBI histogram for D = 0.09 are merged, and then it has a broad single maximum, as shown in Fig. 8(d5 C. Effects of Noise in The Route III Finally, we consider the route III for J 0 = 10 in Fig. 6 . Unlike the above cases of routes I and II, in the absence of noise (D = 0) clusters are broken up due to burst skippings, and hence (non-cluster) burst synchronization without clustering appears. In this case, we investigate the noise effect on the non-cluster burst synchronization by increasing D, and due to destructive roles of noise, both intensified intercluster hoppings via burst skippings and smearing of bursting stripes are thus found.
As shown in the above cases, a transition from burst synchronization to desynchronization may be well described in terms of the bursting order parameter O b . Figure 9(a) shows a plot of log 10 O b r versus D. With increasing N , the bursting order parameter O b r converges to a non-zero limit value for 0 ≤ D < D * * * ( 0.082). Consequently, burst synchronization occurs. On the other hand, when passing D * * * a transition to desynchronization occurs, because O b r tends to zero, as N is increased. Accordingly, for D > D * * * desynchronized states appear due to a destructive role of noise to spoil the burst synchronization.
Figures 9(b1)-9(b4) show the IBI histograms for D =0, 0.05, 0.07, and 0.1, respectively. For D = 0, a minor peak appears at 4 T G , in addition to the major peak at 3 T G . Hence, individual HR neurons exhibit burstings intermittently at a 4th cycle of R w (t) via burst skipping at its 3rd cycle. Due to this type of burst skippings, interbursting hoppings occur between clusters, and the clusters become broken up. Thus, for D = 0 (non-cluster) burst synchronization without clustering appears, in contrast to the above two cases.
With increasing D, the height of the peak at 4 T G is increased, while the height of the peak at 3 T G decreases. Furthermore, a small peak also appears at 5 T G , as shown in Fig. 9(b2) for D = 0.05. Hence, intercluster hoppings become intensified due to enhanced burst skippings. With further increase in D, these 3 peaks begin to show a tendency of merging [e.g., see Fig. 9 (b3) for D = 0.07]. In the desynchronized case of D = 0.1, these peaks are completely merged, and then the IBI histogram has a broad single peak.
Figures 9(c1)-9(c4) show raster plots for D = 0, 0.05, 0.07, and 0.1, respectively, and their corresponding IWPBR kernel estimates R w (t) are also shown in Figs. 9(d1)-9(d4), respectively. As D is increased from 0, bursting stripes in the raster plots become more and more smeared, and amplitudes of R w (t) also are decreased. Hence, with increasing D the degree of burst synchronization becomes worse, due to a destructive role of noise to spoil the burst synchronization. 
V. SUMMARY AND DISCUSSION
We investigated coupling-induced burst synchronization by changing the average coupling strength J 0 in an inhibitory Barabási-Albert SFN of HR bursting neurons. For sufficiently small J 0 , desynchronized states exist. But, as J 0 passes a lower threshold J * l ( 0.78), a transition to 3-cluster burst synchronization has been found to occur due to a constructive role of inhibition to favor the cluster burst synchronization. In each clus-ter, HR neurons make burstings every 3rd cycle of the IWPBR kernel estimate R w (t). Therefore, a single peak has been found to appear at 3 T G [T G : global period of R w (t)] in the IBI histogram. Furthermore, these burstings in each cluster have been found to exhibit burst synchronization. In this way, 3-cluster burst synchronization has been found to emerge. Burst synchronization in the whole population may be well visualized in the raster plot of burst onset times where bursting stripes appear in a regular and successive way, and the corresponding IWPBR kernel estimate R w (t) shows regular oscillations with the whole-population bursting frequency f (w) b . Moreover, cluster synchronization may also be seen well in the raster plot of burst onset times in each cluster, along with the corresponding ISPBR kernel estimate R 3 ). However, with increase in J 0 and passing an intermediate threshold J * m ( 5.2), HR neurons have been found to exhibit intermittent hoppings between the 3 clusters, since they intermittently fire burstings at a 4th cycle of R w (t) due to burst skipping rather than at its 3rd cycle, and hence the IBI histogram is composed of two peaks at 3 T G and 4 T G . As a result of the intermittent intercluster hoppings, the 3 clusters have been found to be integrated into a single one, which was well shown in sequential long-term raster plots of burst onset times. Although the 3 clusters are broken up, burst synchronization has been found to persist in the whole population. As J 0 is further increased, intercluster hoppings have been found to be intensified due to enhanced burst skippings (e.g., for J 0 = 15 a 3rd peak appears at 5 T G in the IBI histogram), and bursting stripes have also been found to be smeared more and more because of a destructive role of inhibition to spoil the burst synchronization. Eventually, as a higher threshold J * h ( 17.8) is passed, a transition to desynchronization has been found to occur. Then, burst onset times are completely scattered in the raster plot due to complete overlap between the bursting stripes, and the IWPBR kernel estimate R w (t) becomes nearly stationary.
In the above way, through competition between the constructive and the destructive roles of synaptic inhibition, burst synchronization has been found to occur in an intermediate range of J * l < J 0 < J * h . Particularly, when passing J * l , 3-cluster burst synchronization emerges due to a constructive role of inhibition to favor the cluster burst synchronization. However, with increasing J 0 and passing an intermediate threshold J * m , it is transformed into (non-cluster) burst synchronization without clustering via intercluster hoppings due to a destructive role of inhibition to break up clusters. As J 0 is further increased and passes a higher threshold J * h , a transition to desynchronization occurs because of another destructive role of inhibition to spoil the burst synchronization.
We have also studied the effects of stochastic noise on burst synchronization, and obtained a state diagram in the J 0 −D plane. By increasing the noise intensity D, we investigated the noise effects along the 3 routes I, II, and III for J 0 = 3, 4.5, and 10. For J * l < J 0 < J * m (where 3-cluster burst synchronization occurs for D = 0), two cases have been found to appear; the 1st (2nd) case occurs when J 0 < (>)J * * ( 3.7). As the 1st example, we considered the 1st route I for J 0 = 3. With increasing D, bursting stripes become just smeared (without intercluster hoppings) due to a destructive role of noise to spoil the cluster burst synchronization. Eventually when passing a lower threshold D * l ( 0.093), a transition from the 3-cluster burst synchronization to desynchronization has been found to occur via complete overlap between the bursting stripes. As a result, desynchronized 3-cluster states appear for D > D * l . However, as D is further increased and passes a higher threshold D * h ( 0.15), the 3 clusters have been found to be broken up via intercluster hoppings due to a destructive role of noise to break up the clusters, and then (non-cluster) desynchronized states without clustering appear for D > D * h . On the other hand, in the 2nd route II for J 0 = 4.5, intercluster hoppings have been found to occur before desynchronization when passing a lower threshold D * * l ( 0.05) due to a destructive role of noise to break up the clusters, in addition to smearing of bursting stripes. Hence, for D > D * * l (non-cluster) burst synchronization without clustering persists in the whole population, in contrast to the 1st example. Then, a transition to (non-cluster) desynchronization has been found to occur when passing a higher threshold D * * h ( 0.105). As a 3rd example, we considered the 3rd route III for J 0 = 10 (where (noncluster) burst synchronization without clustering exists for D = 0). With increasing D from 0, both smearing and intercluster hoppings have been found to be intensified due to a destructive role of noise, and when passing a threshold D * * * ( 0.082), (non-cluster) desynchronized states have been found to occur. As shown in these 3 examples, the stochastic noise plays destructive dual roles to spoil the burst synchronization and to break up clusters. We also note that, in the present work in a population of (self-firing) suprathreshold bursting neurons, noise makes just destructive effects on population states without showing any constructive role. These noise effects for the suprathreshold case are in contrast to those in previous works [30, 33] on stochastic burst synchronization (SBS) in a population of (non-self-firing) subthreshold bursting neurons where SBS was found to appear in an intermediate range of noise intensity via competition between the constructive and the destructive roles of noise.
Finally, we expect that our results on burst synchronization, associated with neural information processes in health and disease, would make some contributions for understanding mechanisms of emergence and break-up of cluster burst synchronization and effects of stochastic noise on burst synchronization.
