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Abstract
We investigate collisions between giant molecular clouds (GMCs) as potential generators of
their internal turbulence. Using magnetohydrodynamic (MHD) simulations of self-gravitating,
magnetized, turbulent, GMCs, we compare kinematic and dynamic properties of dense gas
structures formed when such clouds collide compared to those that form in non-colliding clouds
as self-gravity overwhelms decaying turbulence. We explore the nature of turbulence in these
structures via distribution functions of density, velocity dispersions, virial parameters, and mo-
mentum injection. We find that the dense clumps formed from GMC collisions have higher ef-
fective Mach number, greater overall velocity dispersions, sustain near-virial equilibrium states
for longer times, and are the conduit for injection of turbulent momentum into high density gas
at high rates.
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1 Introduction
Collisions between dense molecular clouds (MCs) within the in-
terstellar medium (ISM) have long been posited to explain var-
ious star-forming regions observed in the Galaxy (e.g., Loren
1976; Scoville et al. 1986; Duarte-Cabral et al. 2011; Fukui
et al. 2014). On a global galaxy scale, giant molecular cloud
(GMC) collisions driven by galactic orbital shear (Gammie
et al. 1991) may be a dominant mode for the creation of
star clusters and high-mass stars, thus setting the star forma-
tion rates (SFRs) in circumnuclear starbursts and disk galax-
ies (Tan 2000). These rates are characterized by the dynamical
Kennicutt-Schmidt relation (Kennicutt 1998; Leroy et al. 2008;
Suwannajak et al. 2014), ΣSFR ∝ ΣgasΩ, where ΣSFR is the
SFR surface density, Σgas is the total gas mass surface density,
and Ω is the orbital angular frequency. For a flat rotation curve
disk, ΣSFR ∝ Σgas/torb, where torb is the orbital time. The av-
erage GMC collision time in a marginally self-gravitating disk
with a significant fraction of its gas mass in GMCs is expected
to be a small, approximately constant fraction of the orbital
time, i.e., tcoll ∼ 0.2torb (Tan 2000), depending somewhat on
the GMC mass function. This relation was verified approxi-
mately by Tasker & Tan (2009) and Tan et al. (2013), with more
detailed investigation by Li et al. (2017) (see also, e.g., Dobbs
2008; Fujimoto et al. 2014; Dobbs et al. 2015). The mechanism
of shear-driven GMC collisions as the rate limiting step for cre-
ating star-forming clumps naturally connects the scales of star
cluster formation, i.e., ∼ 1−10pc, with those of global galactic
disks, i.e., ∼ 1− 10 kpc.
GMCs are observed to have highly supersonic velocity dis-
persions, indicative of turbulence playing a large role in their
structure and evolution (e.g., Larson 1981; McKee & Ostriker
2007). This is supported by parsec-scale numerical simulations
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of supersonic magnetized turbulence (e.g., Federrath & Klessen
2012; Padoan et al. 2014). However, simulations also show that
cloud-scale turbulent modes decay within ∼1 dynamical time,
tdyn∼Rc/σc∼ tff , whereRc is the cloud radius and σc is the in-
ternal 1D velocity dispersion (Stone et al. 1998; Mac Low et al.
1998; Mac Low 1999). Thus, mechanisms are sought to explain
the replenishment of turbulence in GMCs. Feedback from star
formation has been proposed, e.g., from ionization fronts and/or
supernovae (e.g., Joung & Mac Low 2006; Goldbaum et al.
2011; Ko¨rtgen et al. 2016). However, it is unclear if realistic
models of feedback are efficient enough to power the observed
levels of turbulence in GMCs, especially given the “impedance
mismatch” of coupling supernova feedback, which mostly per-
meates low-density phases of the ISM, with the dense, over-
pressured conditions of GMCs. Furthermore, there is no clear
observational evidence that the degree of turbulence, e.g., as
measured via the virial parameter (Bertoldi & McKee 1992, see
below). is greater for GMCs with active star formation com-
pared to those without.
Frequent collisions between GMCs may be a source of
stochastic turbulent energy and “turbulent momentum” injec-
tion within the clouds (Tan 2000; Tan et al. 2013; Li et al. 2017).
Much of the energy will be radiated away in post-shock cool-
ing layers, so we focus on “turbulent momentum”, by which we
are referring to the momentum associated with internal turbu-
lence in the GMC(s). One goal of this present study is to relate
turbulent momentum injection to that of the initial momenta of
the two GMCs, in their center-of-mass frame. Thus we will in-
vestigate the effect that GMC collisions have on turbulence, by
following the momentum injected in interactions at the GMC
scale down to pre-stellar clumps and filaments.
This work forms part of a series of papers investigating the
nature of collisions between magnetized GMCs. Paper I (Wu
et al. 2015) explored an idealized 2-D parameter space for GMC
collisions in ideal MHD and introduced photo-dissociation re-
gion (PDR)-derived heating/cooling functions. Paper II (Wu
et al. 2017a) expanded the study to 3D and introduced su-
personic turbulence within the GMCs. Paper III (Wu et al.
2017b) developed sub-grid star formation models and Paper IV
(Christie et al. 2017) implemented ambipolar diffusion. Paper
V (Bisbas et al. 2017) investigated observational signatures via
PDR and radiative transfer modeling.
Below, Section 2 describes our numerical model. Results
are presented in Section 3, including analysis of morphology,
density distributions, kinematics, dynamics, and turbulent mo-
mentum. We discuss our conclusions in Section 4.
2 Numerical Model
2.1 MHD Simulations of GMC Collisions
We perform our analysis on the fiducial ideal-MHD non-
colliding and colliding GMC simulations of Paper IV. These
GMC models include self-gravity, supersonic turbulence, PDR-
based heating/cooling, and are simulated with ideal MHD. Note
that we are primarily focused on the turbulent properties of the
gas and thus do not include star formation (introduced in Paper
III) or ambipolar diffusion (introduced in Paper IV) in this par-
ticular analysis.
Our model comprises a (128 pc)3 domain containing two
GMCs, initialized as uniform spheres of radius RGMC =
20.0 pc, Hydrogen number densities of nH,GMC = 100 cm
−3,
and individual masses of MGMC = 9.3× 104M⊙. The GMCs
are initially nearly touching, with the center of “GMC 1” at
(x,y,z)= (−RGMC,0,0) and “GMC 2” at (RGMC,0,b), where
the impact parameter b = 0.5 RGMC. The clouds are em-
bedded in an ambient medium of nH,0 = 10 cm
−3 represent-
ing an atomic cold neutral medium (CNM). In the colliding
model, both the CNM and GMCs are converging with a rela-
tive velocity of vrel = 10 km s
−1. In the non-colliding model,
vrel = 0kms
−1.
The entire domain is magnetized, initialized with a uniform
magnetic field of |B| = 10 µG at an angle θ = 60◦ with re-
spect to the collision axis. The GMCs are moderately magneti-
cally supercritical, each with a dimensionless mass-to-flux ratio
λGMC = (M/Φ)/(1/(2piG
1/2)) = 4.3. Equilibrium tempera-
tures of GMC gas are ∼ 15 K, corresponding to a thermal-to-
magnetic pressure ratio β = 8pic2sρ0/B
2 = 0.015.
Within the GMCs, gas is initialized with a supersonic turbu-
lent velocity field that is purely solenoidal, following v2k ∝ k−4,
where k=pi/L is the wavenumber for an eddy diameter normal-
ized to the simulation box length, L. The strength of the initial
turbulence is moderately super-virial, with a 1D velocity disper-
sion of σv = 5.2 kms
−1 corresponding to sonic Mach number
M∫ ≡ σ/cs = 23 (for T = 15K). The initial virial parameter
is αvir ≡ 5σ2R/GM = 6.8. This turbulence is not artificially
driven and would decay within a few dynamical times.
In this work, we follow the evolution to 4.5 Myr. The
freefall time based on the initial densities of the GMCs is
tff =
√
3pi/32Gρ ≃ 4.35 Myr, but tff for denser, substructures
that form from compression due to the collision or local turbu-
lence can be much shorter.
The simulation has been performed using Enzo1, an MHD
adaptive mesh refinement (AMR) code (Bryan et al. 2014).
The MHD equations are solved using a MUSCL-like Godonov
scheme (van Leer 1977) while the ∇ ·B = 0 solenoidal con-
straint of the magnetic field is maintained via Dedner-based hy-
perbolic divergence cleaning (Dedner et al. 2002; Wang & Abel
1 http://enzo-project.org (v2.5)
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2008). The variables are reconstructed using a simple piecewise
linear reconstruction method (PLM), while the Riemann prob-
lem is solved via the Harten-Lax-van Leer with Discontinuities
(HLLD) method.
The simulation domain is realized with a top level root grid
of 1283 with 4 additional levels of AMR. The decision to re-
fine to a finer level is based on the desire to resolve the lo-
cal Jeans length (Truelove et al. 1997). We require at least
eight cells of resolution, which is twice that recommended
by Truelove et al. (1997), but lower than that used by, e.g.,
Federrath et al. (2011). Our models have an effective maxi-
mum resolution of 20483 corresponding to a minimum spatial
cell size of ∆x = 0.0625 pc. However, note that with the reso-
lution implemented here we will not fully satisfy the Truelove
condition over the range of densities we simulate, in particu-
lar at high densities where the gas cools to ∼ 10K or less. We
note that, since the GMCs are partially supported by magnetic
fields, the precise refinement condition is likely to depend on
the magneto-Jeans length, which will be less stringent than that
of resolving the Jeans length. Still, our focus here is not to fully
resolve fragmentation, but rather to describe bulk properties of
the turbulence in the clouds.
2.2 Connected Extractions
Much of our investigation involves analysis of dense sub-
structures within the GMCs. To isolate these regions, we ex-
ecute a clump-finding algorithm based on density contours to
identify topologically disconnected structures within the entire
domain. The largest contiguous sub-structure, by volume, in
which all contained cells have densities above a certain thresh-
old is extracted. These density thresholds are chosen to be nH=
102, 103, 104, and 105 cm−3, where each successive extraction
is contained within the lower density threshold region. These
connected extractions (CEs) are denoted as CEnc2 , CE
nc
3 , CE
nc
4 ,
and CEnc5 for the non-colliding model and CE
c
2, CE
c
3, CE
c
4,
and CEc5 for the colliding model, respectively. Occasionally,
we omit the superscript or subscript when describing CEs for
more general cases. Note that this method differs from the con-
nected extractions performed in Paper II, which were defined
via a 13CO(J = 1− 0) intensity threshold connected within
position-velocity space.
3 Results
From the simulations, we explore parameters that describe spe-
cific aspects of turbulence within the clouds and clumps. For
each study, we directly compare non-colliding GMCs with
those undergoing a collision and analyze global properties as
well as those of the CEs. We investigate the morphology
(Section 3.1), volume density PDFs (Section 3.2), kinematics
(i.e., velocity dispersion) (Section 3.3), dynamics (i.e., virial
analysis) (Section 3.4), and turbulent momentum (Section 3.5).
3.1 Morphology
Figure 1 shows the time evolution of the non-colliding and col-
liding models. For each case, maps of mass surface density, Σ,
and the CEs are shown.
Evolution of the non-colliding case is dominated by the ini-
tial turbulent velocity field and self-gravity. A network of dis-
persed filamentary structures develops over time, with slowly
increasing differentiation in mass surface density. By t=4Myr,
Σ≈ 0.5 g cm−2 is seen in isolated regions. Overall evolution is
relatively quiescent and the spatial extent of the original GMCs
is roughly preserved.
CEnc2 contains most of the material from GMC 2 by t =
1Myr and, by 3 Myr, encompasses both GMCs. CEnc3 grows
from a relatively isolated region near the right-most edge of
GMC 2 into a structure tens of parsecs in scale by 4Myr, span-
ning much of GMC 2. CEnc4 retains a highly filamentary mor-
phology and generally occupies a small portion GMC 2. By
4Myr, it spans tens of parsecs and includes multiple filaments,
with CEnc5 having formed near a filament junction.
In contrast, the colliding case is dominated by two large-
scale bulk flows which compress both the GMCs and CNM.
This forms a centralized conglomeration of filamentary struc-
tures with a primarily flattened morphology oriented orthogonal
to the collision axis. Secondary filaments extend outward from
this region as well. Large shocks sweep up the gas in the grow-
ing collision region, eventually encompassing all material from
the originally separated GMCs. Relative to the non-colliding
case, the collision forms dense structures withΣ>0.5g cm−2 at
much earlier times and these are predominantly clustered within
the central main filament.
By t = 1 Myr, the collision has bridged CEc2 into both
GMCs, and it effectively traces the total combined GMC gas
throughout the simulation. Additionally, CEc3 and CE
c
4 have
formed at the GMC collision interface by this time. Over the
next few Myrs, CEc3 grows to encompass most of GMC 2 and
eventually the entire complex of high-density gas of the primary
filament. CEc4 and CE
c
5 remain localized within the collisional
interface and grow over time as additional gas is fed into the
region.
3.2 Volume Density PDFs
Probability distribution functions (PDFs) of gas have been used
to quantify various properties of supersonic turbulence. They
can be shaped by self-gravity, shocks, and magnetic fields (see,
e.g., Vazquez-Semadeni 1994; Padoan et al. 1997a, 1997b;
Kritsuk et al. 2007; Federrath et al. 2008; Price 2012; Collins
et al. 2012; Burkhart et al. 2015). A notable feature both in ob-
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Fig. 1. Row 1: Time evolution of projected mass surface density for the non-colliding model. Row 2: Connected Extractions (CEs), the largest spatially-
connected sub-structures for each density threshold are shown plotted over the corresponding grayscale mass surface density map. Blue, green, red, and
cyan correspond to CEnc
2
, CEnc
3
, CEnc
4
, and CEnc
5
, respectively (see text). Rows 3-4: Same as rows 1-2 except for the colliding model. Snapshots at t = 1,
2, 3, and 4 Myr are shown. The visualizations adopt the rotated coordinate system (x′, y′, z′) (i.e., the simulation coordinates (x,y, z) transformed by a
(θ,φ) = (15◦,15◦) rotation used throughout this paper series.
servations (of mass surface density, Σ) and simulations (of vol-
ume density, ρ) is a lognormal distribution of densities. Paper II
comparedΣ-PDFs with an observed Infrared Dark Cloud IRDC
from Butler et al. (2014) and Lim et al. (2016) and found con-
sistency between the observed Σ-PDF and those formed in col-
liding GMC simulations, though later stages (t>4Myr) of non-
colliding GMCs were not ruled out.
A lognormal PDF takes the form:
pV (s) =
1√
2piσ2s
exp
(
(s− s)2
2σ2s
)
d lnρ, (1)
where s≡ ln(ρ/ρ0), and the mean (s) and variance (σs) of lnρ
are related by s=−σ2s/2 (Vazquez-Semadeni 1994).
The turbulent sonic Mach number, M, has been shown in
simulations to be related to the standard deviation of the loga-
rithm of density, σs, via
σs =
√
ln(1+ b2M2). (2)
The constant b, often referred to as the turbulence driving pa-
rameter, depends on the turbulent driving modes of the accel-
eration field. From numerical simulations of periodic boxes of
driven turbulence, b=1/3 for fully solenoidal (divergence-free)
forcing (Padoan et al. 1997b; Kritsuk et al. 2007; Federrath et al.
2008, 2010), while b= 1 for fully compressive (curl-free) forc-
ing (Federrath et al. 2008, 2010).
Figure 2 shows volume-weighted and mass-weighted den-
sity PDFs at t = 2 and 4 Myr, normalized to total gas fraction.
PDFs for non-colliding and colliding clouds, along with their
respective CEs are plotted together for comparison.
The volume-weighted PDFs at 2 Myr show a more broad-
ened distribution for the colliding case. Densities have also
reached an order of magnitude higher at this time, to ∼
105 cm−3. The non-colliding PDF is fit with σs = 1.06 and
the colliding PDF, with σs = 1.14. Mass-weighted sonic Mach
numbers, directly calculated from the individual cell values,
yield M = 10.90 for the non-colliding case and M = 13.05
for the colliding. Values of b= 0.13 were found (i.e., relatively
low values, but not indicative of any particular turbulent driving
mode.) The collision also produces CEs that occupy a higher
fraction of total gas at their given densities. This indicates that
most of the high-density gas in a collision is contained within
connected structures concentrated at the collisional interface. In
the non-colliding case, high-density gas is decentralized. This
trend is seen throughout all of the PDFs.
As the simulations progress to 4 Myr, the PDFs broaden
in both models. They show similar behavior at low-densities,
but the collision forms a higher-end tail, reaching almost two
orders of magnitude greater densities, to ∼ 108 cm−3. These
PDFs are fit with σs = 1.42 for the non-colliding case and
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Fig. 2. (Left:) Volume-weighted PDFs at t = 2 and 4 Myr of GMC evolution are shown. PDFs for the total gas (black), CE2 (blue), CE3 (green), CE4 (red),
and CE5 (cyan) are plotted. Dashed lines represent the non-colliding case, while solid lines represent the colliding case. Power laws are fit to each total gas
PDF for nH > 10
4 cm−3. (Right:) Same as left, except for mass-weighted PDFs.
σs = 1.63 for the colliding case. Notably, the Mach number
for the non-colliding case has decreased toM= 9.73 while for
the colliding case it has instead increased toM = 15.22. This
may be indicative of the collision inducing increased turbulence
into the GMC-GMC system. In this time, the turbulent driving
mode b has increased to 0.26 and 0.24 for the non-colliding and
colliding models, respectively. We note, with caveats that our
boundary conditions are not those of a periodic box and that the
precise effects of the non-turbulent ambient medium are unac-
counted for, our measured values of b are close to those seen in
purely solenoidal driving simulations. Additionally, these have
increased relative to earlier times, perhaps trending toward more
compressive modes as gravitational collapse begins to domi-
nate. The similarity of b measured between isolated and collid-
ing clouds indicates that this parameter is not strongly affected
by cloud collisions in our particular simulation set-up.
Deviations from purely lognormal PDFs at high densities
in the form of power-law tails, i.e., p(ρ) = aρ−k, are often
attributed to gravitational collapse (Klessen 2000; Va´zquez-
Semadeni et al. 2008). From isothermal self-gravitating super-
sonic turbulence simulations, Kritsuk et al. (2011) found indices
of 1.67 and 1.5 for intermediate and high density thresholds, re-
spectively, with flattening potentially due to the onset of rota-
tional support. Self-gravitating MHD simulations in Federrath
& Klessen (2013) produced high-density tails consistent with
radial density profiles of power law index k =−1.5 to -2.5.
We investigate power law fits to the high-density regimes
(nH > 10
4 cm−3) of our PDFs. At 2 Myr, the non-colliding
case has an index of k = −3.35, while the colliding case has
k=−2.03. At 4 Myr, the indices are k=−2.00 and k=−1.32
for the non-colliding and colliding cases, respectively. In both
models, the index becomes shallower as the clouds evolve, with
the GMC collision expediting this process.
The mass-weighted PDFs are presented as well in Fig. 2,
and emphasize differences between the non-colliding and col-
liding cases that grow over time. In subsequent sections, anal-
ysis of mass-weighted quantities are commonly used. These
panels thus serve to more intuitively display the relative contri-
butions of gas at different densities, particularly of the CEs.
3.3 Kinematics
3.3.1 Position-velocity diagrams
We investigate the velocity structure of the entire clouds
and individual CEs via position-velocity (p − v) diagrams.
Observationally, this method is used to determine velocity
dispersion and velocity gradients of GMCs and IRDCs (e.g.,
Hernandez & Tan 2015). Paper II investigated p− v diagrams
using synthetic 13CO-connected structures and found veloc-
ity dispersions in colliding GMC simulations were higher than
those of non-colliding clouds by a factor of a few and were in
agreement with observed velocity dispersions of ∼ few kms−1
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Fig. 3. Position-velocity diagrams for the non-colliding (top) and colliding (bottom) models. In each model, behavior at t = 2 (left panels) and 4 Myr (right
panels) are shown. The sub-panels show line-of-sight velocities vx and vz versus orthogonal positions. The kinematic structure for the total gas is depicted
as the grayscale colormap, while the CEs are denoted with correspondingly colored boundaries. The edges of the shock in the ambient medium and the
associated central density enhancement can be seen in grey.
(Hernandez & Tan 2015).
Figure 3 shows p − v diagrams of the gas density in the
non-colliding and colliding simulations, measured along lines
of sight for the collision axis (vx) and for a side view (vz).
Results for vy are not displayed, but are in general similar to
those along vz .
In the non-colliding model at 2 Myr, the overall gas distri-
bution shows turbulent kinematic structures that are generally
within ±5 kms−1. The individual GMCs can be distinguished
in the x direction. CEnc2 , which traces GMC 2 at this time
(see Section 3.1), shows similar kinematic structure. CEnc3 and
CEnc4 can also be seen, with relatively narrow velocity spreads
of at most a few kms−1.
At 2 Myr, the colliding model has formed a more spatially
compact structure and exhibits much stronger kinematic signa-
tures. Portions of the GMCs exceed ±10 kms−1, due to the
bulk flow velocity combined with initially turbulent gas. This
gas has not yet interacted with the incoming GMC. CEc2, which
contains the combined GMC gas, shows more disrupted struc-
tures with high velocity dispersions. The cloud collision can
be clearly seen in the vx vs. y and vx vs. z panels, with two
large, opposing velocity components bridged by an overdense
intermediate-velocity region. It is within this collisional inter-
face that the primary higher-density structures–CEc3, CE
c
4, and
CEc5–form. Compared with the non-colliding model, the ve-
locity dispersion is much higher, although CEcs at successively
higher densities similarly form with lower relative velocity dis-
persions. The cloud collision is less apparent along vz , but
higher velocity dispersions relative to the non-colliding case can
be seen at the interface.
At 4 Myr, p− v diagrams for the non-colliding model re-
veal the presence of higher density structures via the total pro-
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Fig. 4. Velocity dispersions as functions of density. Each panel represents a different snapshot in time, from t = 1 to 4.5 Myr. The non-colliding case is
represented by dashed lines, while the colliding case is represented by solid lines. For each model, σv (averaged over the x, y, and z lines-of-sight) for the
total gas content (black), CE2 (blue), CE3 (green), CE4 (red), and CE5 (cyan) is plotted.
jected cell mass values, but overall velocity dispersion is similar.
CEnc2 now includes both GMCs, and CE
nc
3 tracks the majority
of GMC 2. CEnc4 and CE
nc
5 , which have now formed, contain
gas with relatively low velocity dispersions.
The colliding case at 4 Myr reveals very different behavior,
exhibiting much higher velocities and more compact gas struc-
tures. CEs at this stage of evolution now include gas with much
higher velocity dispersions, with higher-density CEs showing
large amounts of disruption. Compared to the colliding case at 2
Myr, the gas kinematics are now dominated by post-collisional
gas located in the central structure rather than the pre-collisional
gas from the original GMCs.
3.3.2 Velocity dispersion
To understand the evolution of GMC kinematics in greater de-
tail, we analyze the velocity dispersion, σv , both as functions of
density (Figure 4) and time (Figure 5). σv is calculated as the
cumulative mass-weighted gas velocity dispersion, taking the
average of the x, y, and z lines of sight. For the non-colliding
model, the components σv,x, σv,y, and σv,z (not shown), are
fairly similar throughout their evolution. In the colliding model,
σv,x is initially larger, but the dispersions in fact converge by
∼ 2− 3Myr after the GMCs have sufficiently interacted.
In Figure 4, σv versus nH is plotted at various snapshots in
time. σv for the total gas and in CEs above given nH thresholds
are shown. The top row, showing t = 1, 2, and 3 Myr outputs,
follows a similar trend in both the non-colliding and colliding
models. As the GMCs evolve, the σv versus nH relation reveals
the formation of higher density gas, with the colliding case ex-
hibiting relatively higher σv throughout the entire density range
due to the bulk flows. In both models, σv versus nH remains
fairly constant (i.e., a few km s−1) before dropping off at higher
nH. Additionally, overall lower σv values are measured in in-
creasingly denser CEs. At these earlier times, the σv at a given
density is highest in the total gas, revealing higher relative dis-
persions between sub-structures than within sub-structures.
After t ≈ 3Myr, this trend begins to shift, especially in the
colliding model. The GMC collision induces higher σv for even
the highest density gas. Higher-density CEcs begin to have
larger relative σv as well. At 4 Myr, σv within CE
c
2, CE
c
3, and
CEc4 match that of the overall gas, while CE
c
5 has only slightly
lower σv . By 4.5 Myr, σv for the highest-density CEs actu-
ally exceed that of the containing CEs and overall gas, indicat-
ing transition to a higher velocity dispersion within dense struc-
tures versus between structures. Conversely in the non-colliding
model, the behavior at early times remains, with lower σv mea-
sured for higher-density CEs.
Offner et al. (2008) found in driven and decaying turbu-
lent box simulations that turbulence driving produced struc-
tures with velocity dispersions similar or slightly higher in value
within the densest regions (proto-stellar cores/clumps) com-
pared to the core-to-core dispersion. A sign of turbulent de-
cay was that velocity dispersions within cores sharply increased
with density after a free-fall time.
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Fig. 5. Velocity dispersion as a function of time. Each panel displays the time evolution of gas above a certain density threshold, from nH = 10 to 10
6 cm−3.
The non-colliding case is represented by dashed lines, while the colliding case is represented by solid lines. For each model, σv (averaged over the x, y, and
z lines-of-sight) for the total gas content (black), CE2 (blue), CE3 (green), CE4 (red), and CE5 (cyan) is plotted.
Figure 5 follows the time evolution of σv for the total gas
and in each CE. Different panels correspond to increasing gas
density thresholds, above which σv is calculated. Only CEs at
the relevant density threshold are plotted. However, σv versus t
for a given CE differs from panel to panel based on the density
threshold. For example, consider CEc4 in the nH ≥ 105 cm−3
panel (bottom center). The line associated with CEc4 shows the
velocity dispersion for all gas ≥ 105 cm−3 within CEc4, which
includes CEc5 as well as other dense structures. Such values can
be used to compare overall dispersion not limited to a single
CE.
The evolution of σv for gas at lower-density thresholds (top
row) stays fairly constant at ∼ 3 kms−1 for the total gas, CE2,
and CE3 in both non-colliding and colliding models. For all
thresholds and all extractions, the colliding model produces
higher σv than the non-colliding model by at least a factor of
∼ 2.
For the nH≥ 104 cm−3 threshold and higher, the time evolu-
tion shows generally increasing σv . For higher density thresh-
olds, σv rises at a faster rate. t = 4Myr can be seen as the
critical time in the colliding case where σv within structures ex-
ceeds that found overall. At this time, all CEs are measured
to have σv ≈ 3 km s−1. Structures formed in the non-colliding
model have a wide range of σv , from ∼ 1.5 km s−1 for CEnc2
down to ∼ 0.4 km s−1 for CEnc5 .
3.4 Dynamics
Dynamical properties of gas structures can be described via a
virial analysis, which calculates the relative importance of a
cloud’s internal kinetic energy to self-gravity. This ratio of these
energies is defined as the virial parameter,
αvir =
5σR
GM
, (3)
where σ is the line-of-sight velocity dispersion, R is the radius,
and M is the total mass of the structure. A uniform sphere in
virial equilibrium has αvir = 1. Note, values of αvir < 2 still
imply a gravitationally bound structure if magnetic and surface
pressure terms are ignored (Bertoldi & McKee 1992). Virial
analysis of a cloud may reveal signatures of its kinematic his-
tory and thus can be a useful diagnostic to understand dense gas
formation triggered by GMC collisions. For example, a colli-
sion and merger of two clouds would be expected to raise the
virial parameter of the combined structure, depending on how it
is defined.
Figure 6 displays the virial parameter and component prop-
erties measured for each CE. Values for mass, radius, velocity
dispersion, and virial parameter are calculated for CEs in the
non-colliding and colliding GMC models.
In both models, the total masses of the CEs generally in-
crease monotonically with time, as the extractions accrete sur-
rounding gas and join with other structures. CE2 masses formed
in the collision are only slightly greater than those in the non-
colliding case, as they track the initial GMC material. For
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Fig. 6. Virial analysis. (From top to bottom:) time evolution of total mass,
half-mass radii, mean 1D velocity dispersion, and corresponding virial pa-
rameter. The non-colliding and colliding models are plotted as dashed and
solid lines, respectively. Values for respective CEs are shown in blue (CE2),
green (CE3), red (CE4), and cyan (CE5).
higher density CEs, the relative difference grows up to factors
of a few tens. Overall, the colliding case forms higher density
CEs at approximately 0.5 to 1 Myr earlier times, with greater
total masses.
The radius of a given CE is defined as the spherical radius
calculated from the mean CE gas density. The radii of CE2s
decrease gradually as the GMCs contract gravitationally, while
the higher-density CEs increase in size as additional material
is included. While the non-colliding model retains a slightly
larger measured radius relative to the compressed GMCs, the
collision forms larger higher-density structures.
Larger differences are seen in velocity disperison, described
in detail in Section 3.3.2. Structures in the non-colliding model
have σv that increase slowly with time throughout the early evo-
lution, with denser CEs exhibiting lower σv for the entirety of
the simulation For colliding GMCs, structures with much larger
velocity dispersions are found. During early stages of evolu-
tion, values of σv are a factor of a few times higher due to the
contributions of the converging flows. The velocity dispersion
increases at a more rapid pace for higher-density CEs, with σv
for all CEs converging to roughly 3kms−1 at 4Myr. After this
time, the highest density CEs have higher velocity dispersions.
The combined influence of these parameters leads to notable
differences in the resulting virial parameter. In both models, the
GMCs are initialized with moderately supervirial turbulence,
which then naturally decays, as indicated by the initial CE2s.
In the non-colliding case, the virial parameters of the CEncs
decrease to sub-virial states by t∼ 3Myr and remain so for the
remainder of the simulation. Higher-density CEncs are mea-
sured with lower αvir, and all CE
ncs reach αvir ≃ 0.2− 0.4
by t = 3.5Myr and remain fairly constant. Note the presence
of large-scale B-fields can help stabilize these structures. The
structures formed in the colliding GMCs have measured virial
parameters higher in general by a factor of a few, and remain
near the αvir ≃ 0.5− 2 range from their formation to the end of
the simulation. Higher-density CEcs have higher αvir–opposite
of the trend seen in the non-colliding case. The virial param-
eters of all CEcs show growth after 4 Myr, dominated by the
increase in σv .
Observationally, Hernandez & Tan (2015) measured αvir∼1
for 10 IRDCs/GMCs (with dispersion of about a factor of 2)
and found that gas in IRDCs had moderately enhanced veloc-
ity dispersions and virial parameters relative to GMCs, which
may be indicative of more disturbed gas kinematics particularly
in denser regions. This is consistent with dense gas structures
formed from our numerical simulations of GMC collisions.
3.5 Turbulent Momentum
The injection of turbulence from cloud collisions has been in-
vestigated on galactic scales (Tan et al. 2013; Jin et al. 2017;
Li et al. 2017). From hydrodynamic simulations of flat rotation
curve galactic disks, Li et al. (2017) found that GMC collisions
occurred primarily with mass ratios only moderately less than 1,
relative velocities of ∼10s of km s−1, and timescales between
subsequent collisions of ∼ 10 to 20Myr for conditions near a
galactocentric radius of r ∼ 4 kpc.
The average rate of “internal turbulent momentum” injection
per GMC, p˙CC, is expressed as
p˙CC =
MGMCvrel
tcol
(4)
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Fig. 7. (Left:) Time evolution of turbulent momentum (top) and the magnitude of its time derivative (bottom), with hatched segments denoting negative values.
Total momentum is calculated for all gas and individual CEs in the simulation frame. The non-colliding case is drawn with dashed lines while the colliding case
is drawn with solid lines. For each plot, the grey horizontal lines indicate the expected initial values for p and the expected average p˙ over 4.5 Myr for material
contained within the non-colliding GMCs (dotted) and colliding GMCs (dash-dot), respectively. (Right:) Time evolution of specific turbulent momentum (top), ps,
normalized to the total mass of the structure. The absolute value of its time derivative (bottom), |p˙s| is also plotted, with hatched segments denoting negative
values. Non-colliding and colliding models are shown as dashed and solid lines in separate columns, respectively, with the expected GMC initial values in gray.
whereMGMC is the GMC mass, vrel is the relative collision ve-
locity, and tcol is the average time between collisions. Using
the GMC collision parameters from Li et al. (2017) described
above, p˙ ∼ 10× 105 M⊙ kms−1Myr−1. Further, by balanc-
ing the total injection and dissipation of turbulent momentum
leads to estimation of average GMC mass surface densities of
ΣGMC,eq ≃ 100M⊙ pc2, consistent with observations.
Figure 7 shows the time evolution for turbulent momentum,
p (top) and the absolute value of its time derivative, |p˙| (bot-
tom). p is calculated as the magnitude of the total momentum
for a given region, i.e., p=
∫
V
ρ|v|dV , a scalar quantity, with ve-
locities calculated in the simulation frame. |p˙| accounts for the
total turbulent momentum injection as well as advection into the
CE. The total momenta and rates are shown on the left, while
quantities for the specific momentum ps, i.e., normalized to the
mass of the region or CE, are displayed on the right. Values
for the total gas and all CEs are calculated for both the non-
colliding and colliding models. Also shown are horizontal lines
displaying the expected initial value of p for the two GMCs in
non-colliding and colliding models. The former accounts for
the initial velocity dispersion of the GMC gas while the latter
includes terms for the bulk colliding flows. Dividing the total
4.5 Myr gives the expected average rate, p˙. By comparing CEs
with this initial value, we can estimate the efficiency of the con-
version of turbulent momentum into denser structures.
For the total and CE2 gas, p remains fairly constant
over time, while higher-density CEs experience monotonic in-
creases. p inCEncs are in general smaller than in CEcs by up to
a few orders of magnitude. Denser sub-regions have necessar-
ily smaller p but experience larger relative growth which can be
attributed to mass advection and, in primarily colliding cases,
increased velocity dispersion. The CE2s, once both GMCs are
taken into account, closely agree with the analytic expected ini-
tial values for p within the GMC gas.
The rate at which this momentum is injected into the var-
ious structures, p˙, is also calculated. The non-colliding sim-
ulation domain is shown to have slightly positive growth of
turbulent momentum as material flows into the volume. The
colliding case shows negative values of p˙, indicated by the
hatched lines, due to the lower velocity post-shocked ambi-
ent gas. The individual CEs all exhibit positive p˙ by 2 Myr,
with CEncs having generally lower rates ranging widely from
103 − 105 M⊙ kms−1Myr−1 and CEcs converging near 4×
105 M⊙ kms
−1Myr−1. Values for p˙ for CEc2 grow to those
consistent with Equation 4, while CEnc2 is generally an order of
magnitude lower.
To minimize the effects of mass advection into the struc-
ture, we investigate the specific momentum, ps, for each re-
gion. For the non-colliding model, ps gradually increases for
overall gas but slowly decreases for all CEncs. This illustrates
overall decay of turbulent momentum due to decay of turbu-
lence, though short-lived generation due to the collapse and
attraction of the clouds occurs. ps of a few km s
−1 are seen
in this case. This general decrease is shown by CEncs with
p˙s ≈−0.1km s−1Myr−1.
The ps in the colliding GMC case decreases for overall gas
as well as for CEc2 initially. However, later stages and higher-
density CEcs have ps of ∼ 10 kms−1. Comparisons with the
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expected ps show approximate turbulent momentum injection
efficiencies of∼0.7−0.8 intoCEc2 for the majority of the simu-
lation and initially smaller efficiencies for higher-density CEcs,
but increasing over time. The rates fluctuate as the collision oc-
curs, but at later times results inCEc2 near p˙s≈ 1km s−1Myr−1
and increased values for higher-density CEcs. In contrast to the
non-colliding case, turbulent momenta grows positively in all
the CEcs.
4 Discussion and Conclusions
We have analyzed three-dimensional turbulent MHD simula-
tions of non-colliding and colliding GMCs in order to inves-
tigate properties of turbulence from GMC to clump scales and
to determine whether or not GMC collisions can be a source
of supersonic turbulent momentum injection. Properties of
the global gas and that which is contained within increasingly
dense, spatially-connected structures (CEs) are compared. The
morphology, volume density PDFs, velocity dispersion, virial
analysis, and rate of injection of turbulent momenta are dis-
cussed.
The density PDFs reveal relatively smaller values of σ in
the non-colliding case compared with the GMC collision. The
collision produces gas which is more highly turbulent, with
M ∼ 13 and increasing with time, while the more quiescent
model hasM∼ 9 and is decaying.
Velocity dispersions found in the total gas and especially
within CE structures were consistently higher in the colliding
scenario. Key differences occur as the models evolve: in the
colliding case, high levels of velocity dispersion are maintained
even at high densities overall, whereas the non-colliding case
forms high-density gas with low velocity dispersions. At late
stages, high-density CEcs have greater velocity dispersion than
the low-density CEcs. In the non-colliding case, the opposite
trend occurs.
The virial parameter is also generally lower in the non-
colliding case, quickly decreasing and remaining at sub-virial
states through the course of the simulation. Note, however, that
some support of the structures is expected to be derived from the
presence of large-scale B-fields in the clouds. The GMC col-
lision, on the other hand, forms approximately virialized dense
gas structures that persist even into the late stages.
The rate of turbulent momentum injection, p˙, was found to
be consistent with a simple model based on the initial global
momenta of the colliding clouds. This implies relatively high
conversion efficiencies of the bulk momenta of the collision
into internal turbulence. These results lend support to a model
of maintenance of GMC internal turbulence via GMC-GMC
collisions that has been investigated in simulations of shearing
galactic disks by Li et al. (2017). We also note that the colliding
GMCs produced greater rates of specific turbulent momentum
injection in higher density structures whereas the non-colliding
GMCs experienced decreasing specific turbulent momentum.
In conclusion, parameters used to measure turbulence within
dense gas indicate that GMC collisions can indeed create and
maintain states of higher turbulence within dense gas structures.
These are consistent with various observations of dense IRDCs.
Non-colliding GMCs, on the other hand, experience turbulent
decay with much less energetic high-density structures.
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