atmospheric perspective, texture (due to 3-D surface corrugations) gradient, and so forth (Gibson 1950) . In either case, the framework is specified through local optical structure at many, globally distributed, places, whereas local optical structure is itself evaluated in terms of the global framework. These chicken-and-egg problems are inherent in vision (as they are in other modalities such as hearing and active touch), but are hardly understood today. There isn't even much empirical foundation for theorising. In computer vision there is some literature on the computation of the direction of illumination (for instance Pentland 1982 ) that marginally applies to our work.
In this paper we explore the ability of human observers to estimate the direction of the tangential component of the light vector with respect to a corrugated surface. We consider a globally flat, locally Lambertian (see Appendix 1) surface of unit albedo, modulated with a random Gaussian process in the normal (`height') direction. Owing to shading, such a surface will appear textured (Pont and Koenderink 2002 ) (see Appendix 2), though this is not the type of texture implied by the`shape-from-texture' literature (Ga® rding 1993) (that is to say, the texture is not due to pigmentation of the surface and thus is not`flat').
We consider only the viewing direction normal to the surface. The apparent texture depends upon the direction and directionality (degree of diffuseness) of the illumination (see Appendix 1). We consider only collimated beams (see Appendix 1), with random elevation and azimuth with respect to the surface. The observer is required to match these parameters with a probe, a hemispherical boss on a plane irradiated with a collimated beam whose direction is controlled by the observer.
It is important to understand such abilities of human observers because the perception of the light field depends to a large extent on this texture cue. Owing to this cue, the flow of light is written all over the surfaces of objects in a scene (Pont and Koenderink 2003) . Although human observers are sensitive to this, science has largely ignored the topic.
Methods

The stimuli
The stimuli were prepared through a`Mathematica' (Wolfram 1996) program and saved as image files of 5126512 pixels, 8 bit per pixel. The rendered surfaces are shown in a circular mask of 256 pixels radius, the surround being uniformly black. We constructed a statistically independent random surface for each image. The surfaces were generated with normally distributed heights and an isotropic Gaussian autocorrelation function (Longuet-Higgins 1957) . The half-width of the autocorrelation function was 4 pixels (s), the rms spread in the heights also 4 pixels (s). The surfaces were shaded with a collimated beam (see Appendix 1) and Lambertian BRDF (`bidirectional reflectance distribution function'ösee Appendix 1), pixels in body shadow (see Appendix 1) being set to black (no`ambient term'). After shading, we ran an exact cast shadow algorithm that set all pixels in cast shadow to black. The images were presented on a monitor at unit gamma (linearised monitor).
These stimuli represent physically realistic renderings (see figure 1 ) except for the fact that multiple scattering (reflexes) was not taken into account (see Appendix 1). Multiple scattering (Koenderink and van Doorn 1983) may become important if the depth of relief is appreciable and the albedo of the surface near to unity. When we compare the stimuli to models made in our mechanical workshop, painted matte white and illuminated by a highly directional beam, the likeness is indeed striking.
We generated 211 stimuli in total with illumination directions randomly (see below) distributed over the hemisphere of potential illumination directions (see figure 2) . Figure 1 . Examples of stimuli used in the experiment. Top row left the stimulus with the highest elevation (polar distance 108, azimuth À508), this is the`second-order shading' regime (see Appendix 1). The centre example in the top row (polar distance 308, azimuth À588) is in the linear shading regime; for the rightmost example, the shading is still dominant, though traces of shadowing are clearly seen (polar angle 508, azimuth À948). The examples in the bottom row are in the shadowing regime, with progressively more dominant cast shadows (polar angle 628, azimuth À318; polar angle 728, azimuth 968; and polar angle 848, azimuth 418). The rightmost example at the bottom represents the lowest elevation present in the set. These are all images used in the actual experiment. Figure 2. The parameters of the 211 stimuli used in the experiment. The grid specifies 158 increments in azimuth and elevation. The convention for the specification of the azimuth (zero direction towards the right, increase in counterclockwise direction) is used throughout this paper. Elevation is measured by the polar angle, that is the distance to the direction of normal incidence (at the centre of the graph). The elevation and azimuth specify the direction towards the light source.
The fiducial illuminance indicator
As an illuminance indicator we used a hemispherical, Lambertian boss on a plane, both of unit albedo. Viewing direction was normal to the plane (see figure 3 ). This object was shaded with a collimated beam, with the body shadow set to black (nò ambient term') and the exactly calculated cast shadow again set to black. The observer was given real-time control over the simulated illumination direction via a trackball.
Such an`illuminance indicator' is not a`probe' in the technical sense, but has to be understood as a convenient graphical interface by which the observer is put in a position that allows responding in an essentially perceptual, nondiscursive mode.
Paradigm
The stimuli were presented on a CRT monitor in a darkened room. The pitch was 72 dots per inch, viewing distance was 83 cm. Viewing was binocular. The head was fixated through a chin-rest.
The observer was given trackball control over the simulated illumination of the fiducial illuminance indicator (see figure 3) . The task was to reproduce the apparent illumination of a stimulus with the fiducial illuminance indicator. The simulated azimuth and elevation of this illumination were recorded as the response. We also recorded the amount of time taken by the observer to conclude the setting. Observers were left free to use as much time as they needed, but it was suggested to them that it was in their best interest to act on the first impression, and they were discouraged to`figure it out'. Indeed, close scrutiny over some longer period tends to lead to confusion. After the conclusion of a setting (as recorded via an`OK' button), the observers could initiate the next trial (via a`Next' button). Stimuli appeared in random order; no feedback was provided at any time. The observers were only confronted with their results (and those of the other observers) after the conclusion of all of their sessions.
Design of the experiment, observers
There were 211 stimuli in total. In one session they were presented once, in random order. The observers completed five sessions (with different random orders). Three observers (the authors) completed the task. They all have normal or corrected-tonormal vision and have no known visual disorders. All observers had participated in an earlier (about a year earlier) experiment with samples taken from the CURET database (Curet 1997; Dana et al 1997 Dana et al , 1999 . They had no prior experience with shaded random Gaussian surfaces.
The azimuths of the stimuli were drawn from a uniform distribution on (08, 3608). The polar angles (defined as 908 minus the elevation) were drawn from a probability density function sin 2p (p the polar angle) on (08, 908). This was done in order to Figure 3 . The fiducial illuminance indicator used in the experiment. It is the rendering of a hemispherical boss on a plane (both Lambertian), illuminated with a collimated beam whose elevation and azimuth could be controlled by the observer (through a trackball device). Like in the case of the stimuli themselves, multiple scattering (reflexes) was not taken into account, but the shading and shadowing calculations were exact. The thin white rim surrounding the boss helps to distinguish between body and cast shadow and improves the accuracy of the settings. prevent the occurrence of an overdose of grazing samples. In the neighbourhood of the zenith (normal incidence) the probability density was nearly uniform on the hemisphere of illumination directions (see figure 2) .
At the conclusion of the experiment the data were sorted. The times of conclusion of trials were converted to intertrial intervals. We averaged illumination direction vectors in order to obtain an interview. For most of the analysis we did not average illumination direction vectors, however, but processed azimuth and elevation separately. This makes sense, because these parameters are specified by quite different cues (Koenderink and Pont 2003) .
The latter point is of importance in the analysis of the data. For instance, it would be a mistake to rely on commonly used Euclidean invariants related to pairs of directions such as the scalar and vector products. Rather, one should aim the analysis on those aspects of the data that are related to the major cues, that is to say, the relevant information encoded in the optical input. In this case, azimuth and elevation can be shown to be encoded in quite distinct aspects of the optical input.
In an earlier experiment (Koenderink et al 2003) , with samples taken from the CURET database (Curet 1997) , we had found that observers were quite good at azimuth estimates, up to a 1808 ambiguity, whereas they were almost fully at loss for the estimates of elevation. This is indeed to be expected from an analysis of the available cues (Koenderink and Pont 2003) (see Appendix 2).
Polar angles were averaged and the spread calculated in the usual way. This could not be done in the case of the azimuths because observers commit (partly) random 1808 errors (but see below).
Results
The observers completed a trial in about 8 AE 3 s (median value and interquartile range) for observer AD, 7 AE 2 s for observer JK, and 9 AE 4 s for observer SP. There was no significant correlation between the index of the sample and the time taken to complete it. Thus, responses were about as fast as the interface (the manipulation of the illuminance indicator via the trackball and the actuation of the`Next' and`OK' buttons) allowed. All observers found the task a hard one [more difficult than the earlier experiment (Koenderink et al 2003) , with samples from the CURET database] and remarked that it wouldn't have helped to try to`figure out' the correct response. They acted on a`feeling' and were not prepared to`defend' their settings rationally in any detail. It is clearly not much of a cognitive task. For the purpose of the present experiment we may safely consider these observers`na|« ve'.
In figure 4 we present an overview of all the data collected in the experiment, averaged over the five sessions. This figure shows the space of directions in Postel projection: this is a polar coordinate system where the origin (centre of the figure) is the normal direction, radius the angle subtended by the plotted direction and the normal, and angle the azimuth. Each set of responses was clustered into responses with azimuth near to the veridical value and responses with azimuth near the opposite azimuth (veridical azimuth plus 1808). Thus each set of responses could lead to either one or two clusters. This is necessary because the responses are strongly bimodal. Clusters of more than one item are represented as covariance ellipses in the figure. Thus each case is represented with either one or two ellipses. For these statistics only, we represented the directions as 3-D unit vectors. In the remainder of the analysis we process the azimuth and elevation settings separately.
In figures 5 and 6 we show scatter plots of the polar distance and azimuth settings of all observers, averaged over the five sessions, plotted as a function of the veridical values. For the elevation settings this is without any problem, but for the azimuth settings we considered it desirable to factor out the influence of random convexaconcave confusions since these lead to 1808 flips of the observed azimuth, which exceeds the actual precision by a large amount. Thus azimuth settings collected over a number of sessions cannot simply be averaged, since this would lead to a severe misrepresentation of the data. The azimuth is a periodic variable (with period 3608), so the proper way (Mardia 1975 ) to average it is to average {cos a, sin a} (a being the azimuth) and define hai arctan (hsin aiahcos ai). We cannot use this method here because of the random flips. In order to get rid of the random flips one uses the`double-angle representation' (Rieger and van Vliet 2002) and averages {cos 2a, sin 2a}; this gives hai 1 2 arctan (hsin 2aiahcos 2ai). Notice that the double angle has 1808 periodicity instead of 3608 periodicity, which is why we plotted (figure 6) on the interval (08, 1808).
Notice that the observed values correlate quite well with the ground truth, both for the elevation and for the azimuth data. For the elevation, the coefficients of determination are 0.91 for observer AD, 0.92 for observer JK, and 0.95 for observer SP; for the azimuth (converted via the double-angle representation) the coefficients of determination are 0.75 for observer AD, 0.82 for observer JK, and 0.83 for observer SP. The azimuth is periodic; thus one expects no offset and unit slope (and, of course , that is what we find), but the polar angle is defined on the interval (08, 908). For the polar angle we find p H 17 0X48p for observer AD, p H 3X4 0X85p for observer JK, and p H 14 0X79p for observer SP. Thusöalthough the observers show very similar behaviouröthe responses of the observers are quantitatively different. The polar angle tends to be underestimated (all observers, especially AD), and there can be an appreciable offset (especially AD and SP). We will consider possible reasons for this below.
The spread in the elevation estimates was not significantly correlated with the elevation itself. The values are 5.08 for observer AD, 5.48 for observer JK, and 6.88 for observer SP.
The observers were quite good in their azimuth estimates (see figure 7) . Apart from the 1808 errors (in the double-angle representation), the interquartile intervals of the deviations of the estimates from the fiducial azimuth were AE13X78 (observer AD), AE12X58 (observer JK), or AE7X18 (observer SP). Perhaps remarkably, given our experience with the study with samples from the CURET database, observers were much better than chance at estimating the direction (as distinct from the orientation) of illumination. Many more than 50% of the estimates did not show the 1808 flip (see below).
It is somewhat to our surprise that we find that the observers were quite successful in their elevation estimates. This is indeed surprising given the earlier data for the samples taken from the CURET database. Apparently the homogeneity of the sample (different but statistically identical samples from a Gaussian process) makes such a feat possible. The CURET database is indeed composed of a very inhomogeneous population of samples which largely precludes comparisons between trials. The effective cue used by the observers might be average gray level, contrast (in the shadowless regime), number and length of scattered shadows (at the onset of the shadow regime), shadowed fraction of total area (in the shadow regime), and number and size of illuminated spots in the overall black image (in the grazing illumination regime). We looked at correlations between such descriptors and the data (see figure 8) . At a first shot we would opt for average gray level, contrast, and shadow fraction as the important cues, without discounting the other possibilities at this point. The data correlate quite significantly with each of these cues. Of course, the cues are mutually highly correlated. Figure 7 . Histograms of the errors in the azimuth (converted via the double-angle representation) for each observer. In this representation the effect of 1808 flips cancels out.
The fact that observers make far less than 50% random flips is also surprising given our experience with the samples from the CURET database. We have good theoretical reasons to believe (see Appendix 2) that azimuth from shading involves second-order statistics and thus is fully subject to the convexaconcave ambiguity. Apparently, the occurrence of shadows allows observers to do better. In order to investigate this, we split the data into three groups: the`pure shading' regime with polar angles lower than 308, the`shading with (mostly body^)shadows' regime with polar angles in the 308 to 608 range, and the`cast-shadow-dominated' regime with polar angles higher than 608 (see figures 9 and 10). In these figures, the azimuthal errors (figure 9) and settings (figure 10) are represented through polar histograms. We find that all observers are indeed at chance level in the pure shading regime (most clearly evident from figure 9), corroborating the expectation that observers rely on second-order statistics in these circumstances. Observers are (some of them much) above chance when shadowing sets in (up to 70%) and even better in the cast-shadow-dominated regime (where we find values of up to 85% correct responses). Apparently, observers use the shadows to introduce a first-order statistics cue. This is remarkable, because in the cast-shadowdominated regime individual cast shadows hardly occur owing to merging.
The preference for`light from above' (Ramachandran 1988 Figure 8 . Scatterplot of the average elevation settings (polar angle p H ) of all observers and the percentage of shadowfilled area (s), the average intensity (i), and the rms contrast (c). Notice that shadowing sets in at a polar angle of about 308, and that the settings correlate nicely with the shadow fraction. The maximum intensity and the rms contrast also act as cues in the shading regime, not just in the shadow regime. clearly visible in figure 10 ). The probability of a light from above setting is much higher than is warranted by the stimuli (which are fifty^fifty distributed). When an observer prefers light from above over the veridical interpretation, the observer necessarily inverts the relief too. Apparently the observers are quite uncertain as to which are thè hills' and the`dales' of the apparent relief.
Observer AD also has a rather pronounced preference for illumination from the left. This is also noticeable (though much less outspoken) in the responses of observers JK and SP.
Conclusions
This study has confirmed some of our earlier observations on samples taken from the CURET database. We also ran into a number of unexpected findings, though: observers were quite capable at elevation estimation and they were much better than chance at the estimation of the direction (as distinct from the orientation) of illumination. The reason is clearly the statistical homogeneity of the samples presented in the course of a session. For instance, in the case of elevation, observers may grade samples as to average brightness, contrast, shadow fraction, ..., and establish an equivalent elevation scale for the session. It cannot be that the observers indeed possess an absolute sensitivity to the height of the light source, as this is not possible in view of the`bas-relief ambiguity' (Belhumeur et al 1997) (see Appendix 1). It is quite possible that the obvious monotonic dependences of contrast and shadow fraction on elevation for a statistically homogeneous sample might suggest that they do though. Thus, it remains to attempt experiments in which various statistically distinct random surfaces are mixed.
Observers did not`like' the samples too much because they appear somewhat ambiguous. This is also apparent when one looks at real samples (from the mechanical workshop, painted white). We believe that this is due to the fact that the surface conrrugations occur at only a single scale defined by the width of the Gaussian autocorrelation function of the heights. In this respect, the stimuli are similar to the well-known sine-wave gratings. Such gratings are also rather unpleasant to view because they offer no`hold' to the eye. (This is easily appreciated when one tries to focus a slide representing such a grating: the projector is impossible to focus because the image is equally`sharp' at all settings of the lens. Defocus affects only contrast, and that only to second order.) It would make sense to extend the studies to surfaces with a spectrum of scales, eg Brownian or other fractal surfaces.
That the azimuth estimates are much less characterised through random 1808 flips than in the case of the study with the samples taken from the CURET database (Curet 1997; Koenderink et al 2003) , implies that the observers did not invariably rely on second-order statistics (Koenderink and Pont 2003) (see Appendix 2). They apparently had access to a (weak, because many random flips were still being made) first-order (or perhapsöbut unlikelyöthird-order) cue. One possibility that appears likely is the asymmetric shape of short shadows in the intermediate (shadowing setting in) regime and of the illuminated`islands' in the dark shadow pool in the cast-shadow-dominated regime. Both shadow and light patches indeed tend to be non-isotropic, a feature to which the observers might well be sensitive. Another possible, and very likely, cue is the nature of the shadow edge. A body shadow edge is a first-order intensity discontinuity (in the direction of the tangential component of the light vector the intensity decreases linearly towards zero at the edge of the body shadow and stays zero from thereon), whereas a cast shadow edge is a zeroth-order intensity discontinuity (the shadow region suddenly changes into an illuminated region, with a finite jump in intensity). The light^dark and dark^light transitions (in the direction of the tangential component of the light vector) are cast shadow edges and body shadow edges; thus we have a rather direct cue. Such cues apply irrespective of the homogeneity of the sample. It might also be responsible for the (very minor) bias of the flips found in the case of the samples from the CURET database. This is an interesting topic for future studies, since a novel cue is implicated. The theoretical treatment of this type of cue waits to be attempted.
APPENDIX 1:`Shading', definition of terms
In this appendix we define the terms used in the main text. We deem this necessary because of all too frequent confusions in the mainstream literature. The sequence is not alphabetic, but (roughly) conceptual. The treatment is in terms of geometrical optics and photon number flux. Geometrical optics treats the propagation of radiation in terms of the geometry of rays. The amount of radiation can be measured in terms of photon number flux, radiant power, or ray density. Although conversions are not altogether trivial (if spectral content is important), we use only photon number because of its conceptual simplicity.
A pencil of rays is a spatial region filled with a continuum of rays such that one unique ray passes through any point of the region. A beam of rays is a region filled with a continuum of rays such that a continuum of directions of rays (thus infinitely many) passes through any point of the region (Gershun 1939). Although elementary optics texts deal mainly with pencils, in reality only beams exist, pencils being convenient fictions in certain (very limited) contexts.
An`elementary beam' has a narrow cross-section that contains rays concentrated about a narrow range of directions. It can be assigned a`volume', known as throughput or e¨tendue, given by the product of the cross-sectional area (taken perpendicularly to the average direction) and the solid angle of directions. General beams are handled through integration over infinitesimal (and thus elementary) beams (Gershun 1939; Moon and Spencer 1981) . The throughput is a`capacity', analogous to the capacity of a capacitor.
Like a capacitor containing electric charge, a throughput contains photon number flux. The radiance is the number of photons per second that passes through the beam, divided by the throughput (thus the radiance is like the voltage, which is the charge divided by the capacitance).
The radiance is a property of the beam and cannot be localised (Gershun 1939) . Thus the radiance of the blue sky is not due to any material surface (presumably painted blue). When one speaks of the`radiance of a surface' (as is often done), one means the radiance of the beam emitted or scattered by that surface.
When a beam meets a material surface, that surface is being bombarded by photons that travel in the beam. The number of photons per second per surface area regardless of their direction of incidence is the irradiance of the surface by the beam.
When an elementary beam meets a planar surface element, the angle of incidence is well defined. The irradiated area is typically larger than the cross-section of the beam by a factor equal to the cosine of the angle of incidence. This is the (surface) attitude effect. For`collimated' (narrow range of directions) beams the irradiance over a curved surface thus follows the changes of the angle of incidence. This is shading due to the attitude effect (see figure A1 .1).
When a beam is rather diffuse (large range of directions), the irradiance is found by integration over infinitesimal (elementary) beams.
An irradiated material surface interacts with the photons in mainly two ways (various other possibilities are of no importance here): it either absorbs a photon, or it scatters it. Both processes typically depend on photon energy, leading to spectral effects, which we will ignore. The scattered photon may`remember' its incidence direction, like in the case of the perfect mirror. It typically retains at least some`memory' of its past direction. Thus the radiance of the scattered beam into the direction of the eye will not just depend upon the irradiance value, but on the full viewing geometry. One typically needs the bidirectional reflectance distribution function BRDF (Nicodemus et al 1977) in order to find the radiance at the eye. A surface that completely erases all memory' of the photons is a convenient fiction. Such surfaces don't exist in nature, but they are conceptually attractive and describe certain actual surfaces in a coarse manner. These fictional surfaces are known as Lambertian (Lambert 1760). For Lambertian surfaces (and only for those!) the radiance at the eye is fully determined by the irradiance of the surface. Virtually all theory in`shape from shading' (Horn and Brooks 1989) depends upon the`Lambertian assumption'. This is so common, one often forgets.
A collimated beam can be assigned a`light vector', which is a vector pointing in the direction from which the photons are coming (towards the source) with a magnitude equal to the radiance times the solid angle of directions of the beam (sometimes called`radiant flux'). A surface element can be assigned a unit (outward ) surface normal. The irradiance is the scalar product of these two vectors. This is the most convenient way to describe the attitude effect. A shallow relief is a somewhat articulated plane. It has a global (or average) normal, such that the local normals fluctuate about it. It is natural to describe the relief as a height function (height reckoned along the global normal direction) of position on the (fiducial) plane. When the relief is met with a collimated beam it is natural to decompose the light vector into a component along the normal direction and a component tangential to the average plane. The shading then decomposes into an average level and a modulation (often called`the' shading of the relief) determined by the gradient of the height function and the tangential component of the light vector. One distinguishes three limiting regimes (see figure A1.1): öWhen the tangential component is negligible, the shading is of very low contrast. The contrast depends upon the square of the magnitude of the gradient, which is why one speaks of second-order shading. The`second order' is important, because it makes this type of shading insensitive to depth reversal, whereas it deemphasises shallow slopes and emphasises steep ones. A depth reversal is not related to a misjudgment of illumination direction. In this regime, human observers have difficulties with`shape from shading'; öWhen the contribution due to the tangential component is important, the shading is prominent. The contrast is proportional to the magnitude and the sign of the contrast to the direction of the gradient (`first-order shading'). In this regime a protrusion has a light side (`facing the light') and a dark side (`turned away from the light'). Depth reversals are strictly related to misjudgments of the illumination direction and vice versa. The shading is easy to`read'. This is shading in the proper sense, due to the attitude effect. Classical`shape from shading' applies. öWhen the inclination becomes such that some parts of the surface are fully turned away from the source, the shadowing regime sets in. When the shadows`grow together', the shading is dominated by shadows and human observers have great difficulties making out the surface shape.
In the first-order shading regime the shading depends upon the scalar product of the tangential component of the light vector and the gradient of the height function (both 2-D vectors in the average plane). If you flip the sign on both vectors, the shading remains the same. This is the classical convexaconcave ambiguity. If you scale one vector by some factor and the other by the reciprocal of that factor the shading doesn't change either. This is the`bas-relief ambiguity' [in the narrow sense, (1) The texture contrast due to the attitude effect is proportional to the (eg rms) magnitude of the gradient and inversely proportional to the sine of the elevation. Thus, it varies enormously over the surface of a global object (Pont and Koenderink 2002) . This is the reason that the craters of the moon are only seen at the terminator (edge of the body shadow) through weak binoculars. This contrast effect has received no name, nor has it been identified as a potent`cue'. It certainly is, though.
Notice that the magnitude of the gradient depends only on the slopes of the relief, not the heights. The shading rather immediately specifies the slant and tilt of surface elements, but not their heights.
The heights are important in a different way, though. When a collimated beam has an inclination such that certain surface elements cannot`see' the source, such elements are not irradiated at all. They will be in the body shadow. Since the source is occluded from certain viewpoints, there will also be a cast shadow, causing some surface elements that could in principle`see' the source to be in shadow anyway (see figure A1 .4).
(1) We have simplified matters here and the bas-relief ambiguity is only approximate in this simplified description. A more complete treatment (Belhumeur et al 1997) takes`additive planes' into account and applies an additional adjustment on the albedo. Our treatment considers thè classical' case: uniformly white objects (eg plaster casts) and mere depth (of relief) scalings.
The length of the cast shadow of an isolated protrusion on a plane is proportional to the height of the peak and the tangent of the polar angle. On a hilly landscape, you will seldom see the full length of cast shadows though, as they are`caught' by other peaks. Cast shadows cannot be handled through local geometryöthey are intrinsically global entities. This is why shape-from-shading algorithms cannot handle shadows. Perhaps remarkably, the shading, including cast shadows is also subject to thè bas-relief ambiguity'. If you don't know the inclination of the source, you can't estimate the height of protrusions from the length of their cast shadows, or vice versa (see figure 13 ).
When the beam is not collimated, but diffuse, things are quite different. This is a common enough case, the overcast sky being an example of a very diffuse beam. When you irradiate a surface relief with a diffuse beam, it is typical that many surface elements will be unable to`see' the full extent of the source (the overcast sky, say). This is known as vignetting (Koenderink and van Doorn 1983) of the source by the surface itself. Vignetting is the compound effect of shadowing of the infinitesimal elementary beams that make up the diffuse beam. The resulting effect doesn't look like shadowing at all though, but can hardly be distinguished from shading. We call it shading due to vignetting. The cause is quite distinct from shading due to the attitude effect; thus, common shape-from-shading algorithms are fooled by vignetting. At this moment no algorithms handle the (very common) combined effects of vignetting and attitude effects.
Photographers tend to prefer shading due to vignetting (broad sources) over shading due to the attitude effect (single searchlight), which tends to be overly harsh. The shape of a face in a portrait taken with fairly diffuse illumination`reads' much better than one taken with a very directional illumination. This should perhaps serve to caution the vision community not to rely almost singularly on collimated beams as is common today.
An important radiometric effect is that of reflexes or multiple scattering. So-called light sources' are not the only sources of beams. In fact, any irradiated surface that scatters photons becomes a`secondary source'. Thus, shading depends not only on thè primary sources', but also on the layout of the scene. Each object shows the combined effect of the illumination of the total scene. Reflexes are intrinsically global effects, thus hard to handle theoretically, which is why they are often omitted in psychophysical experiments. It is not at all the case that reflexes may be ignored because their influence is slight, though. They often make (quantitatively) rather important, and sometimes counterintuitive (witness common misperceptions) contributions to the shading (see figure A1 .5). Figure A1 .5. Reflexes can have a strong influence on the apparent shading. A hemispherical cup is shown with shading due to a collimated beam at normal incidence, with and without the reflex. The reflexes make the bottom of the cup brighter than the surrounding plane, although the surface attitude is the same.
APPENDIX 2: Estimation of light direction A single protrusion on a plane may be used as a windsock for the illumination direction: It appears like a local contrast`dipole' with the dipole direction (the darkl ight direction) pointing in the direction of the tangential component of the light vector. The magnitude of the dipole depends upon the slopes of the protrusion and on the magnitude of the tangential component of the light vector. For a single indentation in a plane you find the opposite: the dipole points opposite to the tangential component of the light vector. For a random corrugated surface there are equal numbers of protrusions and indentations; thus, the average over all dipoles tends to zero as the contributions of the indentations cancel the contributions of the protrusions. This is the reason why first-order statistics does not work for texture. Second-order statistics does the work though, since the squaring operation removes the polarity (direction) of the dipoles while retaining their orientation. (Remember that two opposite arrows have the same orientation though different directions.) Second-order statistics reveals the average orientation of the local dipoles and thus allows you to find the light direction up to a 1808 ambiguity. Equivalently, second-order statistics is blind towards the sign of the slopes and thus falls prey to the convexaconcave ambiguity.
For a random Gaussian surface one may derive the second-order stastistics analytically. Suitable statistics are the activity of`edge detectors' or the activity of`line detectors' (see figure A2 .1). In either case, one finds the same result up to a constant factor. For the stimuli used in our experiment, the orientation of the illumination may be found with an accuracy of a few degrees. The accuracy depends upon the size of the sample used in the statistics; thus lower accuracies are expected when only part of the stimulus is effectively used in the statistical estimate. For a more extensive description see Koenderink and Pont (2003) .
Because the statistics uses only the angular distribution of power over spatially dispersed pools of edge detectors or line detectors (or bothösee figure A2.1), the neurophysiological substrate may well be primary visual cortex. The estimation of illumination orientation thus involves only the simplest (certainly precognitive) processes.
ß 2004 a Pion publication Figure A2 .1. Left an`edge detector'; right a`line detector'. These are local operators that compute the first and the second directional derivative of the retinal irradiance distribution. The estimation of the orientation of the illumination can be based on (spatially and directionally/orientationally dispersed) pools of such operators.
