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Abstract—In this paper, we derive closed-form expressions for
significant statistical properties of the link signal-to-noise ratio
(SNR) and the separation distance in mobile ad hoc networks
subject to Ornstein-Uhlenbeck (OU) mobility and Rayleigh fad-
ing. In these systems, the SNR is a critical parameter as it
directly influences link performance. In the absence of signal
fading, the distribution of the link SNR depends exclusively on
the squared distance between nodes, which is governed by the
mobility model. In our analysis, nodes move randomly according
to an Ornstein-Uhlenbeck process, using one tuning parameter
to control the temporal dependency in the mobility pattern. We
derive a complete statistical description of the squared distance
and show that it forms a stationary Markov process. Then,
we compute closed-form expressions for the probability density
function (pdf), the cumulative distribution function (cdf), the
bivariate pdf, and the bivariate cdf of the link SNR. Next, we
introduce small-scale fading, modeled by a Rayleigh random
variable, and evaluate the pdf of the link SNR for rational path
loss exponents. The validity of our theoretical analysis is verified
by extensive simulation studies. The results presented in this work
can be used to quantify link uncertainty and evaluate stability
in mobile ad hoc wireless systems.
Index Terms—signal-to-noise ratio statistics, mobile ad hoc
wireless networks, mobility modeling, Ornstein-Uhlenbeck pro-
cess, Rayleigh fading.
I. INTRODUCTION
MOBILE ad hoc networks (MANET) consist of au-tonomous mobile wireless devices (nodes) that can
create a network in a decentralized manner, without the need
for a fixed infrastructure [1], [2]. A link between two nodes
exists if the received SNR is higher than a system-dependent
threshold. In this environment, SNR changes over time due
to node movements and due to variations in the propagation
channel. Therefore, connections between nodes are established
and broken intermittently, leading to dynamically changing
network topology. Node mobility and channel randomness are
thus the main factors impacting the distribution of the link
SNR, and consequently, the performance of MANETs [3],
[4]. Particularly, routing in these systems faces strong chal-
lenges [5], [6]. For instance, the protocol must be able to
update its routes rapidly to maintain connectivity. At the
same time, it should not overflow the network with service
messages. Hence, in this paper, we are motivated to investigate
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a fundamental issue related to node connectivity, namely,
what is the probability that two mobile wireless devices are
connected at any time instance? To this end, we require closed-
form expressions for the distribution of the link SNR.
The link performance is fundamentally determined by the
instantaneous SNR and, hence, it has been extensively an-
alyzed in the literature. Authors in [7] used the link SNR
to evaluate the mean proportion of time that two mobile
devices are connected for five different types of mobility
(including Ornstein-Uhlenbeck mobility). In [8], the authors
characterized variations in the SNR process to study the
coverage and outage durations experienced by mobile users,
while, in [9] they studied the time variations of the SNR in
the absence of fading experienced when a mobile user moves
across a Poisson cellular network. The mobility pattern used
in these two papers is very simple, i.e., nodes move along
straight lines in random directions with a constant speed. This
model has been used extensively in the literature, but it does
not fully capture the temporal dependence of the movement
of a node over time [10].
In [11] the link SNR was proposed as a quality measure
to predict links’ state evolution in mesh networks. Closed-
form expressions for the outage probability and the average
probability of error based on the SNR of dual-hop wireless
systems subject to Rayleigh fading were presented in [12].
The statistical properties of amplify and forward relay fading
channels were studied in [13]. In that paper, the link SNR was
used to derive the frequency of outage and the average outage
duration. In the case of multi-hop scenarios, it is more difficult
to find expressions for the pdf and cdf of the end-to-end
SNR. In [14], the authors overcame this problem by evaluating
parameters such as the mean, the variance, the skewness, and
the kurtosis to characterize the behavior of the distribution of
the output SNR over Nakagami-m fading channels.
In this paper, we derive closed-form expressions for impor-
tant statistical parameters of the link SNR and the separation
distance in systems subject to both signal fading and random
mobility. The SNR depends on the distance between nodes,
which, in turn, is governed by the mobility model and the
environmental factors controlling the channel between devices.
Here, nodes move according to an OU process, a continuous-
time Gaussian Markov process [15]. This mean-reverted pro-
cess is particularly suitable for describing the movement of
a group of elements having the same destination suffering
from random displacement around the projected trajectory.
2Moreover, the OU process represents a wide range of patterns
with varying degrees of memory, including, as the two extreme
cases, the random walk and the constant mobility model [16].
We develop our analysis both in the absence and presence of
channel randomness caused by fading. In modeling the mobile
radio channel, we refer to Clarke’s model [17], which assumes
that the wireless channel is time-invariant during the symbol
interval, but it varies spatially due to scattering.
Link connectivity is strongly dependent on the instantaneous
SNR at any time t. Therefore, the analytical results obtained
in this work can be used to create a framework to calculate the
connectivity probability in closed form, and to evaluate link
stability for both fading and non-fading scenarios. The main
contributions of this paper are the following:
• We derive a complete statistical description of the squared
distance process, including its pdf and autocorrelation
function, and show that it forms a stationary Markov
process.
• We compute the stochastic differential equation of the
link SNR.
• In the absence of fading, we derive closed-form expres-
sions for the pdf, the cdf, the bivariate pdf, and the
bivariate cdf of the link SNR.
• In the presence of fading, we evaluate the pdf of the link
SNR for rational path loss exponents.
• We calculate the connectivity probability in closed form
for both fading and non-fading scenarios.
The rest of the paper is organized as follows. Section II
provides basic definitions, the mobility model formulation, and
the Rayleigh fading channel characterization. In section III,
we present the mathematical and simulations results in mobile
networks when there is no signal fading. We generalize our
theoretical framework in section IV, where we analyze the
statistical properties of the link SNR in the presence of signal
fading. Finally, concluding remarks are discussed in section V.
II. SYSTEM MODEL
Consider two arbitrary nodes (mobile wireless devices)
moving randomly over a two-dimensional plane. Each device
movement is assumed to be independent from the other. The
locations of the nodes at time t ≥ 0 are given by A′t =
(X ′t;Y
′
t ) and A
′′
t = (X
′′
t , Y
′′
t ), respectively. We denote by Rt
the Euclidean distance between two nodes, Rt = ‖A′′t −A′t‖,
and by Zt the squared distance, Zt = R
2
t .
A. Signal to Noise Ratio
Instantaneous SNR is a critical measure that gives clear
indications on the quality of a node’s connectivity with its
neighbors. In a typical multi-path propagation environment,
the SNR of a communication link with additive Gaussian noise
at any time t is given by
Nt = ψZ
−η/2
t Gt, (1)
where η is the path loss exponent (typically 2 ≤ η ≤ 5),
ψ is a constant depending on different parameters such as
transmit power, antenna properties, and wavelength, and Gt is
the channel gain. Unless specified otherwise, all results in this
paper assume ψ = 1.
A transmission from node 1 to node 2 at any time t is
successful if the SNR is higher than a certain threshold ρth,
determined by the communication hardware, as well as the
modulation and coding scheme of the wireless system. With
these definitions, the probability the two nodes establish a
communication link equals to
P
(
Z
−η/2
t Gt ≥ ρth
)
. (2)
We are interested in quantifying the connectivity probabil-
ity (2). To this end, we require expressions for the distribution
of the link SNR.
B. Mobility Model
We model the node displacements along the x and y
coordinates, {(X ′t, Y ′t ) , (X ′′t , Y ′′t )}, by independent identical
OU processes. Specifically, each coordinate X ′t, Y
′
t , X
′′
t , Y
′′
t is
equally in distribution with St, where {St, t ≥ 0} is an OU
process.
An OU process is defined as the solution to the stochastic
differential equation (SDE) [18], [19]
dSt =
1
τ
(µ− St)dt+
√
DdWt, S0 = s0 ∈ R, (3)
where µ is the desired position, and {Wt, t ≥ 0} is the
standard Brownian motion. The solution to the SDE in (3)
exists, and is unique [20]. The parameters τ and D are
positive constants called the relaxation time and the diffusion
coefficient, respectively;
√
D controls the fluctuation in the
position of the devices along each coordinate axis, and 1/τ
controls the rate of reversion of the device to the desired
position µ. Given the starting point {S0 = s0, t = 0}, the
expectation is m = µ + (s0 − µ)e−t/τ and the variance is
α = Dτ2
(
1− e−2t/τ ). Note that α → Dτ2 and m → µ as
t→∞.
In Fig. 1 are shown three sample paths of OU processes
with the same parameters, τ = 1, µ = 0 and
√
D = 0.3, but
different initial positions. In the long term, all paths approach
the steady-state. A 2D simulation of node 1 and node 2
trajectories is plotted in Fig. 2. The OU process is a continuous
time Gaussian Markov process [15]. If the initial condition
of the process, S0, is drawn according to the steady-state
distribution, then the process is stationary.
Another quantity of interest is the stationary autocovariance
function of the OU process, which is obtained by allowing the
system to approach its steady-state. It is given by [15]
KS (∆t) = E {[St+∆t −m] [St −m]} = Dτ
2
e−∆t/τ . (4)
In the steady-state, the random variables St and Su are only
significantly correlated if |t− u| ≈ τ , also known as the cor-
relation time. Under the model described above, the random
variables X ′t, Y
′
t , X
′′
t , Y
′′
t ∼ N (m,α) are independent, and
the squared distance between two nodes 1 and 2, at any time
t, is given by
Zt = X
2
t + Y
2
t , (5)
where Xt = X
′′
t − X ′t ∼ N (0, 2α) and Yt = Y ′′t − Y ′t ∼
N (0, 2α) are independent random variables.
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Fig. 1: Three sample paths of OU processes with the same
parameters: τ = 1s, µ = 0 and
√
D = 0.3m2/s, but different
initial positions S0.
C. Rayleigh Fading Channel Model
In modeling the mobile radio channel, we refer to Jakes’
model [21]. This radio model takes into account the dynamics
of signal power variations that are unavoidably caused by
obstructions and irregularities in the propagation path between
the receiver and transmitter. The main assumption of the
model is that all reflected signals at the receiver become
uncorrelated in amplitude while uniformly distributed between
0 and 2pi in phase. Consequently, the in-phase and quadrature
components of the channel response tend towards a Gaussian
distribution, while their envelope follows a Rayleigh distribu-
tion with parameter λ. In a noisy fading channel, the most
important parameter is the channel gain, {Gt, t ≥ 0}, as it
determines the received power at any time instance t. By a
simple transformation of random variables it is easy to show
Gt ∼ Exp
(
λ2
)
for all t. In this paper, we assume that the
channel gain is exponentially distributed with mean one, i.e.,
λ = 1. It will become apparent that the omission of this detail
does not hinder the development of important results. The
autocovariance function best describes the temporal variability
of the channel gain. In Jakes’ channel model, it is shown to
be [22]
KG (∆t) = J20 (2piνmax∆t) , (6)
where J0 (·) is the zero-order Bessel function of the first
kind, and νmax is the maximum Doppler shift, a measure for
the rate of change of the fading channel. It follows that the
channel gain {Gt, t ≥ 0} is a wide-sense stationary (WSS)
process since its mean and variance are time-invariant, and its
autocovariance function depends only on the time shift ∆t.
III. STATISTICAL PROPERTIES OF MOBILE NETWORKS
WITHOUT FADING
In this section, we derive the statistical properties of the link
SNR when there is no signal fading affecting the link between
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Fig. 2: A 2D simulation of node trajectories along the x and
y coordinates.
nodes, i.e., Gt = 1 for t ≥ 0. Neglecting the effects of the
underlying wireless channel, the SNR simplifies to
Nt = Z
−η/2
t . (7)
Consequently, the connectivity probability can be written
as P
(
Zt ≤ r20
)
, where r0 = (1/ρth)
1
η defines the typical
connection range and depends on several system parameters,
such as the transmit power, wavelength, bandwidth, and the
noise power spectral density. This model is also known as the
hard connection model of link connectivity [23]. It states that
nodes can communicate whenever they lie within some critical
distance of each other. Hence, in this scenario, the statistical
properties of the link SNR are completely determined by the
squared distance between the two nodes.
A. Squared Distance Process
Starting from the mobility model described in section II-B,
we derive the SDE of Zt stated in the following proposition.
Proposition 1. The stochastic differential equation of the
squared distance Zt between two nodes 1 and 2 moving ran-
domly in a two-dimensional plane according to independent
identical OU processes with mobility parameters τ and D is
dZt = k (θ − Zt) dt+ σ
√
ZtdWt, Z0 = z0, (8)
where k = 2/τ , θ = 2Dτ , σ = 2
√
2D, Wt is a standard
Brownian motion, and z0 ≥ 0 is the starting point of the
process.
Proof: See Appendix A.
The stochastic process Zt solving (8) belongs to the Cox-
Ingersoll-Ross (CIR) family of diffusions. They were first
introduced in finance to model short-term interest rates [24].
By performing particular space-time changes, Zt can be repre-
sented as a Bessel-squared process, BESQδz0 , with dimension
δ = 2. The transition densities of Bessel-squared processes are
known explicitly [25]; therefore, the transition density of Zt
can be determined precisely as follows.
4Fig. 3: The conditional probability density of the squared
distance fZt|Z0 (zt|z0) at time t = 0.2s; mobility parameters
τ = 1s and D = 100m2/s.
Corollary 1. The squared distance at time s, conditioned on
its value at the current time t, follows a non-central chi-square
distribution, χ2 [2zsc; 2, 2ztu], with 2 degrees of freedom and
parameter of non-centrality 2ztu. Its transition pdf can be
expressed as
fZs|Zt (zs|zt) = ce−(zsc+ztu)I0 (2
√
ztuzsc) , (9)
where c = 1
θ(1−e−k(s−t)) , u = ce
−k(s−t), and I0 is the
modified Bessel function of the first kind with order zero.
Proof: The result follows from a time-space transforma-
tion of the transition density of the corresponding Bessel-
squared process [25].
The parameters k and θ influence the behavior of the process
Zt in several ways [26]. First, if k, θ > 0, then (8) admits a
unique solution. Second, if 2kθ ≥ σ2, the stochastic process
Zt is strictly positive for t > 0, and never hits zero [24], [27].
These conditions are always verified in our model for every
value of τ and D. Therefore, Zt is a mean-reverting diffusion
process with speed of adjustment k and long-term average θ.
Next, we make two remarks.
Remark 1. If k, θ > 0, then as s → ∞ the conditional den-
sity will approach an exponential distribution, fZ∞|Zt (z) ∼
Exp (θ), with mean and variance equal to θ and θ2, respec-
tively. The result follows by taking the limit for s→∞ of (9).
Remark 2. The stochastic process Zt possesses the Markov
property. The result follows from the fact that Zt is a Bessel-
squared process, and Bessel (squared) processes are Markov
processes [25].
We verify the validity of our theoretical analysis by running
different simulations. In Fig. 3 we plot the conditional prob-
ability density of the squared distance fZt|Z0 (zt|z0) at time
t = 0.2s, whereas, in Fig. 4 we plot the same function but
at time t = 10s. To generate these plots, we fix the starting
point of the squared distance process, Z0, and then perform
Fig. 4: The conditional probability density of the squared
distance fZt|Z0 (zt|z0) at time t = 10s; mobility parameters
τ = 1s and D = 100m2/s.
Monte Carlo simulations to estimate the conditional distribu-
tion function empirically. At the beginning of the simulations,
t = 0.2s, we observe that the conditional distribution follows
a non-central chi-square distribution. Eventually, as time goes
by, it approaches the limiting distribution.
Now, if the initial condition of the process, Z0, is drawn
according to the limiting distribution, then the process {Zt, t ≥
0} is stationary. Beginning with (9) and averaging over Z0, the
density function of the squared distance can be evaluated to
yield the result stated in the following proposition.
Proposition 2. At every time t, when the initial condition of
the process Z0 is drawn according to the limiting distribution,
the squared distanced between the nodes 1 and 2, Zt, is
exponentially distributed. Its pdf can be written as
fZt (z) =
1
θ
e−z/θ, (10)
where θ = 2Dτ .
Proof: See Appendix B.
Equation (10) shows that {Zt, t ≥ 0} is a stationary
stochastic process, since its distribution does not depend on
time t. Therefore, we can conclude that the squared distance
between two nodes 1 and 2 forms a stationary Markov process
with transition probability density given by (9), and steady-
state pdf given by (10). To the best of our knowledge,
this is the most complete mathematical analysis reported in
the literature proving that the distance process inherits the
stationary and Markov properties of the OU process modeling
node displacements along the x and y coordinates. As an
example, in Fig. 5, we plot the pdf (10). It should be noted
that in this figure the starting point of the process, Z0, is
drawn independently from the limiting distribution in each
simulation trial. We observe an excellent agreement between
the theoretical result and the Monte Carlo estimate.
5Fig. 5: The probability density, fZt (z), of the squared
distance at any time t; mobility parameters τ = 1s and
D = 100m2/s.
B. Autocovariance Function
Another statistical property of interest is the stationary
autocovariance function of the process {Zt, t ≥ 0}. It gives a
measure of dependency of the random process to its delayed
version, as a function of the time-lag, in the steady-state. Given
that Zt is stationary, this function depends only on the time
shift s− t = ∆t.
Proposition 3. The stationary autocovariance function of the
process {Zt, t ≥ 0} is given by
KZ (∆t) = θ
2e−k∆t, (11)
where k = 2/τ , and θ = 2Dτ .
Proof: See Appendix C.
This result implies that the autocovariance function tends
toward zero as the time-lag increases. This is perfectly intuitive
since an increase in time-lag would yield a decrease in the
correlation of the random variables Zs and Zt. In Fig. 6 we
plot the normalized autocovariance function KZ (∆t) versus
the time-lag, and we observe how the autocovariance function
decays exponentially with the time-lag.
Remark 3. The stationary autocovariance function KZ (∆t)
is proportional to the autocovariance function of the OU
process KS (∆t) in (4).
C. Distance Process
Here, we analyze the distance between nodes, Rt =
√
Zt.
From the theory of Bessel processes [25], the square root of
BESQδz0 is also a Bessel process of dimension δ and starting
point r0 =
√
z0.
Corollary 2. The transition probability density of the distance
process Rt follows a Rice distribution, while its steady-state
is Rayleigh distributed, i.e.,
fRs|Rt (rs|rt) =
rs
b2
exp
[
− (r2s + r2t a2)
2b2
]
I0
(rsrta
b2
)
, (12)
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Fig. 6: The normalized autocovariance function KZ (∆t);
mobility parameters τ = 0.1s and D = 100m2/s.
and
fRt (r) =
2r
θ
e−r
2/θ (13)
respectively, with θ = 2Dτ , a2 = u/c, and b2 = 1/2c.
Proof: Apply the transformation of random variables
Rt =
√
Zt and the result follows.
In Fig. 7 we plot the conditional probability density of the
distance fRt|R0 (rt|r0) for the particular time instance t = 10s.
In a similar fashion as for the squared distance, to generate this
plot we fix the starting point R0 and then perform Monte Carlo
simulations to estimate the conditional distribution function
empirically. As expected, we observe the same behavior, i.e.,
at the beginning of the simulations, the conditional distribution
follows a Rice distribution. Eventually, as time goes by, it
approaches the steady-state which is Rayleigh distributed.
To conclude, in a system where nodes move randomly in
a two-dimensional plane according to an OU process both
the distance Rt and the squared distance Zt form stationary
Markov processes.
D. SNR process
Now, starting from the SDE of Zt in (8) we will derive
the SDE of Nt by applying Itoˆ’s formula, which enables us
to find the differential of a scalar function of a stochastic
process [20]. This formula is valid when the function is C2,
i.e., it is twice differentiable. The SNR Nt is not C2 at the
origin; but, in our system, Zt never reaches zero for t > 0,
and Z0 is drawn according to the limiting distribution, i.e.,
Z0 ∼ Exp (θ). Therefore, since Zt never hits the origin for
t ≥ 0, we can still apply Itoˆ’s formula and obtain the following
result.
Proposition 4. The stochastic differential equation of the link
SNR Nt in mobile networks where nodes experience an OU
6Fig. 7: The conditional probability density of the distance
fRt|R0 (rt|r0) at time t = 10s; mobility parameters τ = 1s
and D = 100m2/s.
mobility model is
dNt =
[
kη
2
Nt − kθη
2
N
1+2/η
t +
σ2
2
η
2
(
1 +
η
2
)
N
1+2/η
t
]
dt
− ση
2
N
1+1/η
t dWt, N0 = Z
−η/2
0 , (14)
where k = 2/τ , θ = 2Dτ , σ = 2
√
2D, and Wt is a standard
Brownian motion.
Proof: See Appendix D.
Furthermore, the pdf and the cdf of the instantaneous SNR
Nt can be determined precisely as follows.
Corollary 3. The density function of the link SNR is
fNt (ρ) =
2
ηθ
ρ−2/η−1e−
ρ−2/η
θ , ρ > 0, (15)
and its cumulative distribution is
FNt (ρ) = e
− ρ−2/ηθ , (16)
where θ = 2Dτ .
Proof: To obtain the pdf, apply the principle of random
variable transformation to (7) and the result follows. The cdf,
instead, is obtained by integrating the pdf in (15).
To check the accuracy of the derived pdf in (15), in Fig. 8
we plot the pdf of the link SNR for η = 4. We observe an
excellent match between the theoretical result and the Monte
Carlo simulate. It is important to note that the mean and the
variance of the link SNR are undefined because the integral
does not converge.
Eq. (14) provide a useful way to simulate values of the
SNR Nt. In particular, we can simulate a discretized process
{Nk, k ∈ N} for any time step k = t0 + k∆t, k ∈ N and
∆t > 0. The smaller the value of∆t, the closer our discretized
path will be to the continuous-time path of (14). We perform
numerical simulations to check the accuracy of the derived
SDE. While there are a number of discretization schemes
Fig. 8: The probability density of the link SNR Nt for
η = 4; mobility parameters τ = 1s and D = 100m2/s.
available to simulate the SDE in (14), we used the simplest
and most common scheme, the Euler scheme. In Fig. 9, we
plot the density of the discretized path of the link SNR and
the pdf in (15) when η = 2.
Understanding whenever the link SNR Nt is greater than
some certain threshold is very important for connectivity
issues. It determines if a successful communication can be
established between the two nodes. From (16), the probability
that two nodes 1 and 2 are connected is given by
P (Nt ≥ ρth) = 1− e−
ρ
−2/η
th
θ . (17)
From a system design perspective, this is a very important
result, because it provides an explicit relation between the
connectivity probability and various system parameters, such
as the transmit power, wavelength, bandwidth, and the noise
spectral density.
E. Bivariate Distribution of the Link SNR
In many situations, we may be interested in the future
states of the link SNR. For instance, we may ask what is
the probability that the link SNR is lower than some certain
threshold for two different time instances. To that end, we
derive the joint cdf of the link SNR random variables Ns and
Nt, with s > t, as follows.
Proposition 5. The bivariate cumulative distribution of the
link SNR random variables Ns and Nt, s > t, is
FNs,Nt (ρs, ρt) =
1
θ
∞∑
j=0
uj
cj+1j!Γ (j + 1)
(18)
× γ
(
j + 1, cρ−2/ηs
)
γ
(
j + 1, cρ
−2/η
t
)
,
where c = 1
θ(1−e−k(s−t)) , u = ce
−k(s−t), Γ (·) is the gamma
function, and γ (a, x) =
∫ x
0 v
a−1e−vdv is the lower incom-
plete gamma function.
Proof: See Appendix E.
7Fig. 9: The probability density of the link SNR Nt for
η = 2; mobility parameters τ = 1s and D = 100m2/s.
Corollary 4. The bivariate density function of the link SNR
random variables Ns and Nt, s > t, is
fNs,Nt (ρs, ρt) =
4
η2θ
∞∑
j=0
ujcj+1
j!Γ (j + 1)
(19)
×
[
(ρsρt)
−2/η
]j
e
−c
(
ρ−2/ηs +ρ
−2/η
t
)
,
where c = 1
θ(1−e−k(s−t)) , u = ce
−k(s−t), and Γ (·) is the
gamma function.
Proof: The result follows from differentiating the joint
cumulative distribution function (18) with respect to ρs and
ρt, i.e., fNs,Nt (ρs, ρt) =
δ2FNs,Nt (ρs,ρt)
δρsδρt
.
IV. STATISTICAL PROPERTIES OF MOBILE NETWORKS
SUBJECT TO RAYLEIGH FADING
In this section, we generalize our analysis to take into
account small-scale fading modeled by a Rayleigh random
variable. Through this extension, the distribution of the link
SNR depends both on the squared distance Zt, which is
governed by the mobility model, and the environmental factors
controlling the channel between devices captured by Gt. It is
clear from (1) that the link SNR has a compound probability
distribution, i.e., Nt ∼ Exp (Υt), where Υt = Zη/2t . On that
account, the unconditional density function of the link SNR
can be evaluated to yield the result stated in the following
proposition.
Proposition 6. In a system where nodes move randomly
according to an OU process and Rayleigh fading affects their
connections, the pdf of the link SNR at any time t for rational
path loss exponents η is given by
fNt (ρ) =
2q
pθ
p
3
2+
p
2q√
2q
(2pi)
1−q− p2 θ1+
p
2q
×G 2q,pp,2q
((
ρ
2q
)2q
(pθ)
p
∣∣∣∣∣
2pq−2q−p
2pq ,...,
−p
2pq
0,..., 2q−12q
)
, ρ ≥ 0, (20)
Fig. 10: The probability density of the link SNR Nt for
η = 2; mobility parameters τ = 1s and D = 100m2/s;
channel parameters νmax = 100Hz, sampling rate=0.0003s.
where Gm,ns,t (z| u1,...,usv1,...,vt ) is the Meijer G furcation, θ = 2Dτ ,
p, q ∈ Z+ so that η = p/q is a positive rational number.
Proof: See Appendix F.
Eq. (20) provides an explicit relation between the pdf of the
link SNR, mobility parameters τ , θ, and path loss exponent
η. A number of interesting points can be noted from this
expression. First, it indicates that the link SNR {Nt, t ≥ 0} is
a first-order stationary stochastic process, since its distribution
does not depend on time t. Second, this is the most complete
mathematical analysis of the distribution of the link SNR re-
ported in the literature for a system subject to Rayleigh fading
and OU Mobility accounting for rational path loss exponent.
Indeed, since the path loss exponent is an experimentally
estimated parameter, it is, by definition, rational in practice due
to finite precision measurement equipment. Although the link
SNR distribution is given in terms of the Meijer G function,
it can be easily evaluated using numerical software such as
Mathematica for any given inputs. It should be noted that (20)
reduces to the following expressions for the special cases
η = 2
fNt (ρ) =
1
θ (ρ+ 1/θ)
2 , ρ ≥ 0, (21)
and η = 4
fNt (ρ) =
√
pie1/4ρθ
2 (
1 + 2θ2ρ
)
Erfc
(
1
2θ
√
ρ
)
− 2θ√ρ
4θ2ρ5/2
(22)
where ρ ≥ 0, and Erfc (x) = 2√
pi
∫∞
x
e−t
2
dt is the comple-
mentary error function. However, for any other value of η,
the expression given in proposition 6 is the most compact,
accessible form. Eq. (21) corresponds to a shifted Pareto
distribution with shape parameter 1 and scale parameter 1/θ.
This is a heavy-tail distribution, with undefined mean and
variance given that the shape parameter is equal to one.
We perform numerical simulations to check the accuracy
of the derived distribution formulae in (21) and in (22).
8Fig. 11: The probability density of the link SNR Nt for
η = 4; mobility parameters τ = 1s and D = 100m2/s;
channel parameters νmax = 100Hz, sampling rate=0.0003s.
To simulate the Rayleigh fading channel, we refer to the
autoregressive stochastic model presented in [28]. In Fig. 10
and Fig. 11 we plot the pdf of the link SNR when η = 2
and η = 4, respectiovely. We observe an excellent agreement
between the Monte Carlo result and the corresponding one
from the mathematical analysis.
For the particular case η = 2, the cumulative distribution
of the link SNR can be evaluated in closed-form by integrat-
ing (21)
FNt (ρ) =
ρθ
1 + ρθ
, (23)
Then, the probability that two nodes 1 and 2 are connected is
given by
P (Nt ≥ ρth) = 1
1 + ρthθ
, (24)
with θ = 2Dτ . This is a significant result because it provides
some insight to the relationship between the link connectivity
probability, mobility parameters τ and θ, and the SNR thresh-
old ρth, which depends on the communication hardware, as
well as the modulation and coding scheme of the wireless
system.
V. DISCUSSION AND CONCLUSIONS
In this work, we derived closed-form expressions for the
statical properties of the link SNR and the separation distance
in systems subject to Rayleigh Fading and Ornstein-Uhlenbeck
Mobility. We started our analysis by first considering the case
when there is no signal fading affecting the link between
nodes. In this scenario, the statistical properties of the link
SNR are entirely determined by the squared distance between
the two nodes. As main contributions, we provided a full sta-
tistical description of the squared distance process, including
its distribution and autocorrelation function, and showed that it
forms a stationary Markov process. Then, we derived closed-
form expressions for the pdf, the cdf, the bivariate pdf, and the
bivariate cdf of the link SNR. Next, we extended our analysis
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Fig. 12: Simulation of a SNR path for η = 2 in mobile
networks without fading; ρth = 2dB; mobility parameters
τ = 0.6s and D = 4m2/s.
to take into account variations in the propagation channel (e.g.,
fading), and calculated the pdf of the link SNR for rational
path loss exponents η. To the best of our knowledge, this is the
most complete mathematical analysis reported in the literature
for the distribution of the link SNR in mobile wireless systems.
We also computed expressions for the connectivity probability
in closed form for both fading and non-fading scenarios.
Finally, we performed extensive simulations to check the
accuracy of the proposed mathematical analysis.
Characterizing and managing the SNR variations users
would see across mobile ad hoc networks is a challenging
but important problem towards understanding network stability
and connectivity. Therefore, the results derived in this paper
could be helpful to quantify the coverage and outage durations
that each user will experience in the network. For instance,
given an SNR threshold, as shown in Fig. 12, one can
characterize the temporal characteristics of the on/off level
crossing process associated with the SNR being above and
below the threshold.
Finally, our results provide useful insight and analytical
tools that can be used to develop a framework to evaluate link
stability in systems subject to Rayleigh Fading and Ornstein-
Uhlenbeck Mobility. These systems pose several design issues
due to the dynamic characteristics of their underlying topology.
Particularly, the routing protocol faces strong challenges as
connections between nodes are established and broken inter-
mittently. It is, therefore, imperative to quantify topological
uncertainty when designing and implementing these systems
in any real-world application. In our previous work [29], we
presented a mobility metric for the evaluation of the link
stability in mobile ad hoc networks in the absence of signal
fading. Our next goal is to generalize this stability metric to
take into account the effects of the physical characteristics of
the underlying wireless channel.
9APPENDIX A
PROOF OF THE STOCHASTIC DIFFERENTIAL EQUATION OF
THE SQUARED DISTANCE PROCESS
From the mobility model described in section II-B, {Xt, t ≥
0} and {Yt, t ≥ 0} are two identical independent OU pro-
cesses. Using Itoˆ’s formula, (Theorem 4.1.2 in [20] ), we
can compute the SDEs of the squared stochastic processes
as follows
dX2t =
(
2D − 2
τ
X2t
)
dt+ 2
√
2DXtdW
x
t , (25)
dY 2t =
(
2D − 2
τ
Y 2t
)
dt+ 2
√
2DYtdW
y
t , (26)
where {W xt , t ≥ 0} and {W yt , t ≥ 0} are two independent
standard Brownian motions.
Now, let
Bt =
∫ t
0
XudW
x
u + YudW
y
u . (27)
Bt is a stochastic integral with respect to a Brownian motion
with quadratic variation given by
〈B〉t =
∫ t
0
[
(Xu)
2
+ (Yu)
2
]
du =
∫ t
0
Zudu. (28)
Consequently, by Levy’s characterization theorem (Theorem
8.6.1 in [20] ), the stochastic process
Wt =
∫ t
0
1√
Zu
(XudW
x
u + YudW
y
u ) (29)
is a standard Brownian motion. This enables to write the SDE
of Zt as
dZt = k (θ − Zt) dt+ σ
√
ZtdWt, Z0 = z0, (30)
where k = 2/τ , θ = 2Dτ , σ = 2
√
2D, and Z0 is the starting
point of the process. The solution to this SDE exists, and is
unique if k, θ > 0. It is given by
Zt = z0e
−kt + θ
(
1− e−kt)
+ σ
∫ t
0
√
Zue
k(u−t)dWu. (31)
This expression is obtained by multiplying both sides of (30)
by ekt and then integrating over the time interval [0, t].
APPENDIX B
PROOF OF THE DENSITY FUNCTION OF THE SQUARED
DISTANCE PROCESS
Here, we provide a brief outline for the derivation of the
pdf expression in (10). Beginning with (9) and averaging over
Z0, we can write the density function as follows
fZt (zt) =
∫ ∞
0
fZt|Z0 (zt|z0) fZ0 (z0) dz0. (32)
Then, letting Z0 ∼ Exp (θ), i.e., the initial condition of the
process is drawn according to the limiting distribution, we
obtain
fZt (zt) =
∫ ∞
0
ce−(ztc+z0u)I0 (2
√
ztuz0c)
1
θ
e−z0/θdz0
(a)
=
ce−ztc
uθ + 1
∞∑
j=0
(
ztucθ
uθ + 1
)j
1
j!
=
c
uθ + 1
e−
ztc
uθ+1
=
1
θ
e−zt/θ, (33)
where (a) follows from the series expansion of I0
(
2
√
ztuz0c
)
.
APPENDIX C
PROOF OF THE AUTOCOVARIANCE FUNCTION OF THE
SQUARED DISTANCE PROCESS
In the following, we calculate the stationary autocovariance
function of the process {Zt, t ≥ 0}. In this case, the autocor-
relation function depends only on the time shift s − t = ∆t,
i.e.,
KZ (∆t) = E {ZsZt} − µ2Z , (34)
where µZ = θ is the stationary mean. Substituting (31) in (34),
we obtain
KZ (∆t) = σ
2e−k(t+s)E
{(∫ t
0
√
Zue
kudWu
)2}
. (35)
Using the Itoˆ isometry (Lemma 3.1.5 in [20] ), the integral
simplifies to
E
{(∫ t
0
√
Zue
kudWu
)2}
= E
{∫ t
0
Zue
2kudu
}
. (36)
As t, s→∞, the stationary autocovariance function simplifies
to
Kz (∆t) = θ
2e−k∆t,
which has been shown in Proposition 3.
APPENDIX D
PROOF OF THE STOCHASTIC DIFFERENTIAL EQUATION OF
THE LINK SNR
The squared distance process Zt is an Itoˆ process with
stochastic differential equation given by (8). Now, let Nt =
g(t, Zt) = Z
−η/2
t . From Itoˆ’s formula (Theorem 4.1.2
in [20] ), Nt is again an Itoˆ process with SDE
dNt =
δg
δt
(t, Zt) dt+
δg
δz
(t, Zt) dZt
+
1
2
δ2g
δz2
(t, Zt) (dZt)
2
, (37)
where
δg
δt
(t, Zt) = 0,
δg
δz
(t, Zt) = −η
2
Z
−(η/2+1)
t ,
δ2g
δz2
(t, Zt) =
η
2
(η
2
+ 1
)
Z
−(η/2+2)
t ,
(dZt)
2
= σ2Ztdt.
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APPENDIX E
PROOF OF THE BIVARIATE DISTRIBUTION OF THE LINK
SNR
Here, we provide a brief outline for the derivation of the
bivariate cumulative distribution function in (18).
FNs,Nt (ρs, ρt) = P (Ns ≤ ρs, Nt ≤ ρt)
= P
(
Zs ≤ ρ−2/ηs , Zt ≤ ρ−2/ηs
)
=
∫ ρ−2/ηt
zt=0
∫ ρ−2/ηs
zs=0
fZs|ZtfZtdzsdzt. (38)
Substituting (9) and (10) in (38), we obtain
FNs,Nt (ρs, ρt)
(a)
=
c
θ
∫ ρ−2/ηt
zt=0
e−czt
∞∑
j=0
ujcjzjt
j!Γ (j + 1)
×
∫ ρ−2/ηs
zs=0
e−czszjsdzsdzt
=
1
θ
∞∑
j=0
uj
cj+1j!Γ (j + 1)
×
∫ ρ−2/ηs
zs=0
e−czszjsdzs
∫ ρ−2/ηt
zt=0
e−cztzjtdzt,
where (a) follows from the series expansion of I0
(
2
√
zsuztc
)
.
APPENDIX F
PROOF OF THE DENSITY FUNCTION OF THE LINK SNR
Here, we provide a brief outline for the derivation of the
pdf expression in (20). The conditional density function of Nt,
given Υt = υ, is equal to
fNt|Υt (ρ|υ) = υe−ρυ. (39)
The unconditional distribution of the SNR results from
marginalizing (39) over the random variable Υt, i.e.,
fNt (ρ) =
∫ ∞
0
fNt|Υt (ρ|υ) fΥt(υ) dυ. (40)
By the change-of-variables formula, the density function of
Υt is given by
fΥ (υ) =
2
ηθ
υ2/η−1e−
υ2/η
θ . (41)
It follows that the stationary probability density of the process
{Nt, t ≥ 0} is equal to
fNt (ρ) =
2
ηθ
∫ ∞
0
υ
2
η e−ρυe−
υ2/η
θ dυ. (42)
Given η = p/q with p and q integers, we define
I(x) =
∫ ∞
0
t2q/pe−xte−
t2q/p
θ dt. (43)
We use the Mellin-transform (MT) method for the exact cal-
culation of the integral I(x). We can get the Mellin transform
as
M{I(x); s} =
∫ ∞
0
t2q/pe−
t2q/p
θ
×
(∫ ∞
0
xs−1e−xtdx
)
dt. (44)
Next, we make the substitution u = xt in the internal integral
and obtain
M{I(x); s} = p
2q
θ
2q+p−ps
2q Γ(s)Γ
(
2q + p− ps
2q
)
, (45)
for 0 < Re (s) < 2q+pp .
Then the inverse transform can be written as
I(x) =
θ
2q+p
2q
2pii
p
2q
∫ δ′+i∞
δ′−i∞
(
xθ
p
2q
)−s
× Γ(s)Γ
(
1 +
p
2q
− ps
2q
)
ds. (46)
Given p, q ∈ N, we make the substitution s = 2qu and write
I(x) =
1
2pii
p
3
2+
p
2q√
2q
(2pi)
1−q− p2 θ1+
p
2q
×
∫ δ′+i∞
δ′−i∞
((
x
2q
)2q
(pθ)
p
)−u 2q−1∏
n=0
Γ
(
u+
n
2q
)
×
p−1∏
n=0
Γ
(
n+ 1
p
+
1
2q
− u
)
du
=
p
3
2+
p
2q√
2q
(2pi)
1−q− p2 θ1+
p
2q
×G 2q,pp,2q
((
x
2q
)2q (
p
c0
)p∣∣∣∣∣
2pq−2q−p
2pq ,...,
−p
2pq
0,..., 2q−12q
)
,
where G (·) denotes Meijer’s G furcation, 0 < δ′ < 2q+pp , and
(a) holds from the multiplication theorem.
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