This paper studies the effects of resource pooling on system performance in the presence of failures. The goal is to understand whether pooling increases efficiency and/or reduces risk. We consider four queueing systems with different degrees of pooling (one has no pooling, one has only queues pooled, one has queues and failures pooled, and one has servers pooled), estimate efficiency via the mean number of customers in each system, and assess risk via the probability that there are many customers in each system. Our results show that when servers are subject to failures, pooling both queues and servers improves efficiency but also increases risk. Thus there is a tradeoff between efficiency and risk in the presence of failures. Furthermore, we show that pooling queues is always beneficial, but pooling servers does not necessarily improve performance when servers are unreliable. These conclusions are different from reliable systems where pooling simultaneously improves efficiency and reduces risk and more pooling is better than less pooling (e.g., pooling queues and servers is better than pooling queues only). Thus, insights about resource pooling obtained from studying reliable systems should be used with caution in the presence of failures.
Introduction
This paper considers systems with unreliable resources; the objective is to understand the effects of pooling on system performance. More specifically, we consider the following four queueing systems, denoted as P ∅ , P Q , P Q,F , and P S , where P refers to pooling and the subscript indicates what is pooled: P ∅ : s single-server queues in parallel with servers subject to independent failures (no pooling);
P Q : a single queue with s servers subject to independent failures (the queues are pooled); P Q,F : a single queue with s servers subject to synchronous failures (the queues and failures are pooled);
P S : a single-server queue (with the server subject to failures) where the service rate is s times the rate of the servers in the other systems (the servers, and hence the queues and failures, are pooled).
These four systems will be described more precisely in Section 2; the relationship between them is depicted in Figure 1 .
queues pooled P P P P P P P P P Pueues and failures pooled P Q ?
failures pooled P P P P P P P P P P q servers (and failures) pooled P Q,F 1 servers pooled P S Figure 1 : Relationship between systems P ∅ , P Q , P Q,F , and P S .
The performance measures we consider are the mean system size and tail probabilities of the number of customers in the system. These two performance measures capture efficiency (mean system size) and risk (tail probability of system size). Throughout the paper, we will compute the two performance measures for the four systems P ∅ , P Q , P Q,F , and P S , and compare them to investigate the effects of pooling on system performance. We are specifically interested in identifying the effects that changes made with the intent of increasing efficiency have on risk. In particular, resource pooling is aimed at increasing operational efficiency, but may expose the servers to the same (or correlated) failures, and hence increase risk.
It is well known that pooling queues improves the performance of reliable systems. For example, an M/M/s queue with arrival rate sλ and service rate µ for each server is superior (in the sense of standard stochastic ordering) to s parallel M/M/1 queues, each having an arrival rate of λ and service rate µ, in terms of the number of customers in the system. In fact, Smith and Whitt [20] establish the stronger monotone likelihood-ratio ordering of the number of customers in these two systems. Similarly, it is well known that an M/M/1 queue with arrival rate sλ and service rate sµ, is superior to an M/M/s queue with arrival rate sλ and service rate µ for each server with respect to the mean number of customers in the system (see for example Wolff [30] , page 258). Moreover, when s = 2, the number of customers in an M/M/1 queue with arrival rate sλ and service rate sµ is stochastically smaller than the number of customers in the corresponding M/M/s queue (see Wolff [30] , pages 257 and 258; a generalization of this result to s servers is provided in Proposition A.1 in the Appendix). We can then conclude that pooling queues and servers improves efficiency and reduces risk in reliable Markovian systems (however, Scheller-Wolf [19] shows that pooling can increase risk in certain systems with heavy-tailed service times and van Dijk and van der Sluis [23, 24] numerically argue that pooling may not be advantageous when there are two (or more) classes of customers, one class being short jobs, the other long jobs, and investigate how to improve the performance of pooling in this scenario). Note that using basic queueing theory, it is easy to determine that the tail probabilities of system size in these three systems all have a decay rate of λ µ . Interested readers are referred to Bassamboo, Randhawa, and van Mieghem [2] , Benjaafar [3] , Calabrese [6] , Larson [13] , Rothkopf and Rech [18] , and Smith and Whitt [20] for additional discussions of the effects of pooling on system performance in reliable systems. Our objective is to investigate if the same comparisons hold when servers are unreliable. To the best of our knowledge, this is the first paper that addresses the performance of pooling when the servers are subject to failures.
Argon and Andradóttir [1] , Buzacott [5] , Mandelbaum and Reiman [16] , and Van Oyen, Gel, and Hopp [25] study pooling in queueing networks. In particular, Argon and Andradóttir [1] provide sufficient conditions for partial pooling of multiple adjacent queueing stations to be beneficial in tandem lines, allowing the service rate of a team of pooled servers to be additive, sub-additive, or super-additive. Buzacott [5] studies two models of pooling stations in a tandem line, namely parallel facilities (where each server completes all tasks in order) and teams (where the total processing time is the maximum duration of the subtasks completed by different team members). He shows that high task processing time variability makes the parallel system attractive compared to the tandem system, but pooling with teams is not superior to the (un-pooled) tandem line unless factors such as motivation improve the performance of team members. Mandelbaum and Reiman [16] show that for a tandem Jackson network, complete pooling always helps, but for Jackson networks with more general routing, complete pooling becomes advantageous only when the service variability is low. Van Oyen, Gel, and Hopp [25] study tandem lines with cross-trained servers. They show that if all servers are identical, then complete resource pooling maximizes throughput along all sample paths. Finally, Borst, Mandelbaum, and Reiman [4] and Wallace and Whitt [27] discuss the effects of resource pooling in call centers.
Note that none of the studies reviewed in the previous paragraphs consider server failures. We first use results in the literature, probability generating functions, and large deviations techniques to provide closed-form expressions for the mean and tail asymptotics of the number of customers in the systems P ∅ , P Q , P Q,F , and P S . We then compare these systems using closed-form expressions, stochastic ordering techniques, and numerical experiments. We find that some standard ordering results comparing the mean and tail probabilities of the number of customers in pooled and un-pooled systems may be reversed when servers are unreliable. Thus, the benefits of pooling may no longer apply when the servers are subject to failures, and one needs to use caution while pooling servers in these systems.
The rest of the paper is organized as follows. In Section 2, we provide a detailed description of the four systems we consider. The steady-state mean numbers of customers for these four systems are given in Section 3. Section 4 focuses on the tail probabilities of the number of customers in the four systems. In Section 5, we compare the systems analytically. Section 6 provides numerical experiments to compare the four systems for different number of servers s. In Section 7, we use numerical experiments to investigate if the conclusions of Section 6 hold for systems with reliable servers, and also provide a result on how the mean number of customers changes with respect to the number of servers in reliable systems. Finally, Section 8 concludes the paper, and the Appendix provides proofs of some of the technical results presented in the paper and two new propositions with their proofs.
Models
We compare various degrees of pooling under different failure scenarios. For these purposes, we consider queueing systems with s ≥ 2 servers and with the arrivals following a Poisson process with rate sλ. Each server has service times that are exponentially distributed with rate µ. The time between failures is exponentially distributed with rate f . Repair times are exponentially distributed with rate r. We assume that servers can fail anytime.
Specifically, we focus on four different systems within the class of systems described above. The first system, which is denoted by P ∅ , is s M/M/1 queues in parallel with arrival rate λ to each queue (no pooling). The second system, which is referred to as P Q , is an M/M/s queue with independent server failures (the queues have been pooled). The third system, which is called P Q,F , is an M/M/s queue with synchronous server failures (the queues and failures have been pooled). Finally, the last system, which is named P S , is an M/M/1 queue where the service rate is sµ (the servers have been pooled, implying the pooling of the queues and failures). In all four systems, the proportion of time R (for reliability) that each server is available is the same (i.e., R = r/(r + f )). We assume that a failure occurring while a customer is served results in preemption of the customer, and the displaced customer becomes the first in the queue. Our objective is to compare the mean number of customers and the tail probabilities of the number of customers in these four systems. Note that the stability condition for all four systems is λ < µ[r/(r + f )].
The pooling of queues and servers is well known from the study of reliable queueing systems (see, e.g., the literature review in Section 1). The original motivation for considering the pooling of failures is that pooling the queues may involve co-locating the servers, and hence subjecting them to the same failures (e.g., power outages). Also, pooling of failures (when pooling queues) has been show to arise in computer systems. For example, Tang and Iyer [21] study a VAX cluster where failures of the nodes in the cluster exhibit correlation, and more recently, Huang and Xu [12] demonstrate that correlated failures can arise in modern multicore architectures, due to the fact that the operating temperature of one core affects the failure distribution of neighboring cores.
Average Performance (Efficiency)
In this section, we provide expressions for the steady-state mean number of customers in the systems P ∅ , P Q , P Q,F , and P S in Sections 3.1, 3.2, 3.3, and 3.4, respectively.
Mean Number in System
Mitrani and Avi-Itzhak [17] derived the probability generating function of the number of customers in the system for an M/M/s queue with independent server failures. In particular, the mean number in the system for an M/M/1 queue with failures is given in equation (29) of [17] and the result below simply follows by multiplying that expression with s:
3.2 Mean Number in System P Q -One M/M/s Queue, Independent Failures
As mentioned in Section 3.1, Mitrani and Avi-Itzhak [17] derived the probability generating function of the number of customers in the system for an M/M/s queue with independent server failures. Even though it is difficult to compute the performance measures that we are interested in for systems with general numbers of servers (from this probability generating function), one can obtain the mean number of customers for specific values of s. For example when s = 2, we have
where
3.3 Mean Number in System P Q,F -One M/M/s Queue, Synchronous Failures
There do not appear to be results in the literature for this system. There are results for systems in which the failures (vacations) occur when the system becomes idle (see Chao and Zhao [7] , Levy and Yechiali [14] , Tian, Li and Cao [22] , Vinod [26] , and Zhang and Tian [31] ), but not for when the failures occur at any point in time. Consequently, our results in this section may be of some independent interest. Let p k,w (p k,f ) be the steady-state probability of having k customers in the system and the servers working (failed). The balance equations are
Define p k = p k,w +p k,f , the steady-state probability that there are k customers in the system. The probability generating function for the number in the system, P (z), may be expressed
Multiplying both sides of (5) with z k , summing up over all k ≥ 1, and adding this to (6), we derive
Multiplying both sides of (2) and (3) with z k , summing up over all k ≥ 1, and adding this to (4), we obtain
Combining the last two equations, we have
Note that using equations (3) to (6), one can express p 1,w , p 2,w , . . ., p s−1,w in terms of p 0,w . Then using the fact that P w (1) = r r+f and equation (8) , one can obtain p 0,w , which together with (7) and (8) will yield P (z).
The previous discussion provides a mechanism for computing P (z), and, hence, L Q,F for specific s. As an example, consider the case with s = 2 servers. Then
The result immediately follows from equation (29) of Mitrani and Avi-Itzhak [17] since we have an M/M/1 queue with server failures, arrival rate λs and service rate µs (see (1)):
.
Tail Behavior (Risk)
In this section, we provide exact tail asymptotics for the number of customers in systems P ∅ , P S , and P Q,F in Sections 4.1, 4.2, and 4.3, respectively. Since obtaining this expression is more challenging for system P Q (because the large deviation paths appear to become complex), we will consider the tail probabilities of this system numerically in Section 6. Note that even though the probability generating function for the number in the system is available either in closed form (for systems P ∅ and P S ) or via an algorithm (for systems P Q and P Q,F ), it is challenging to invert these functions to obtain the exact probabilities.
Tail Behavior of System P ∅ -s M/M/1 Queues
Examining one queue in isolation, we have that X I (t) = (Q I (t), N I (t)) is a ContinuousTime Markov Chain (CTMC), where Q I (t) is the number of customers in the system and N I (t) is the status of the server at time t. This system has been studied in Lorek [15] , where the techniques in Foley and McDonald [8, 9] are applied to compute the exact tail asymptotics of the steady-state distribution for X I (t), as well as the corresponding large deviations paths. We are only concerned with the former here. Let f ∼ g denote the relationship
) is a CTMC, where Q i (t) and N i (t) are independent copies of Q I (t) and N I (t), for i = 1, . . . , s (as each queue operates independently from the others). The proof of the following result is given in the Appendix. 
as → ∞, where
Tail Behavior of System P S -One M/M/1 Queue
This system is a direct application of Proposition 2.1 of Lorek [15] , where the arrival and service rates are sλ and sµ, respectively. So, for finite constants c S,w and c S,f ,
Tail Behavior of System
Let Q(t) be the number of customers in the system at time t. Then {Q(t)} is a CTMC and the transition rates for P Q,F and P S agree for all but a finite number of states (those with Q(t) = 0, 1, . . . , s − 1). Thus, the decay rates of the tails of the steady-state distribution are identical. In other words, for finite constants c Q,F,w and c Q,F,f ,
While the decay rate is the same as for system P S , the constants will in general be different.
Comparison
In this section, we compare the means and tail probabilities of the number of customers in the four systems described in Section 2. In each case, we start with the comparison of the mean number of customers (but in certain cases we will have stronger stochastic ordering results), and then continue with the comparison of the tail asymptotics (except for the cases involving system P Q ). Numerical results are provided in Section 6 to study the tail asymptotics of system P Q . More specifically, in Sections 5.1, 5.2, and 5.3, we compare the un-pooled system P ∅ with the pooled systems P Q , P Q,F , and P S , respectively; in Section 5.4, we compare the two partially pooled systems P Q and P Q,F ; and in Sections 5.5 and 5.6, we compare the two partially pooled systems P Q and P Q,F with the fully pooled system P S , respectively. Finally, we summarize our findings in Section 5.7.
Comparison of Systems P ∅ and P Q
We show that P Q (the system with pooled queues) has a better mean system size performance than P ∅ (the un-pooled system). In fact, Proposition 5.1 below proves the stronger result that the number of customers in P ∅ at any time t is stochastically larger than the number of customers in P Q at time t. Moreover, the arrival process can be a general renewal process (i.e., not necessarily Poisson). The proof of Proposition 5.1 is given in the Appendix.
Proposition 5.1 Consider systems P ∅ and P Q with s servers and general arrival processes. Let N ∅ (t) and N Q (t) be the number of customers at time t in these more general versions of systems P ∅ and P Q , respectively. Then
where st denotes the standard stochastic ordering.
For Markovian systems with s = 2, we can use the expressions in Sections 3.1 and 3.2 to compute L ∅ − L Q = Υ/∆, where
with z 1 defined in Section 3.2. Note that Υ > 0 since 0 < z 1 < 1 (see Mitrani and Avi-Itzhak [17] ) and ∆ > 0 since 0 < z 1 < 1 and the stability condition holds. Furthermore, the above expression verifies that L ∅ − L Q → ∞ as ρ = λ(r+f ) µr → 1. Proposition 5.1 also implies that P{N Q (t) ≥ k} ≤ P{N ∅ (t) ≥ k} for all t ≥ 0 and k ≥ 0, and hence system P Q performs better than system P ∅ in terms of both efficiency and risk.
Comparison of Systems P ∅ and P Q,F
We compute L ∅ − L Q,F when s = 2 (as we do not have a closed-form expression for L Q,F for general s, see Section 3.3). In this case, we have
which implies that P Q,F , which has correlated server failures, is more efficient than P ∅ where the servers fail independently and have dedicated queues.
As far as the comparison of tail asymptotics for these two systems is concerned, we have that γ ∅ < γ Q,F = γ S if (after some algebra):
If we square both sides and rearrange, we see that the above inequality is true if and only if
Again squaring both sides and rearranging, we have that
which holds under the stability condition. Thus, the pooling of queues and server failures helps to reduce the mean number of customers in the system, but actually has the opposite effect on the tail probabilities. Hence, pooling queues and server failures improves efficiency but increases risk in unreliable systems (because the servers are now exposed to the same failures). This suggests that while pooling queues and server failures, one needs to take into the account the tradeoff between risk and efficiency.
Comparison of Systems P ∅ and P S
It is easy to see that
As expected, system P S , which has a single server whose service rate is s times faster, has lower mean number in system than system P ∅ , where the servers fail independently and have dedicated queues. Moreover, as ρ → 1, L ∅ − L S approaches ∞.
As far as the comparison of the tail asymptotics is concerned, since the decay rate is the same in systems P Q,F and P S , the comparison in the previous subsection holds and we have γ ∅ < γ S . Hence, as in Section 5.2, pooling reduces the mean number of customers in the system but not the tail probabilities, and there is again a tradeoff between risk and efficiency.
Comparison of Systems P Q and P Q,F
We prove that for systems with s = 2, P Q has better performance than system P Q,F in terms of the mean number of customers. Using the expressions in Sections 3.2 and 3.3, we have
,
and z 1 and ∆ are defined in Sections 3.2 and 5.1, respectively. From the stability condition and the fact that 0 < z 1 < 1, we conclude that L Q,F − L Q > 0. Thus, pooling the failures does not improve efficiency. Moreover, using the closed form expression of L Q,F − L Q above, we can again see that L Q,F − L Q approaches ∞ as ρ → 1.
Comparison of Systems P Q and P S
For the comparison of systems P Q and P S , we provide a numerical example that demonstrates that one system does not necessarily dominate the other. In other words, the dominant mean number of customers depends on the system parameters. 
and ∆ and z 1 are as given in Sections 3.2 and 5.1, respectively. Furthermore, with some algebra one can verify that as λ → µr r+f , Γ reduces to
Thus, L Q − L S tends to −∞ as ρ goes to 1, and pooling the servers (and hence the failures) hurts efficiency when ρ is close to one. The difference of the mean number of customers in systems P Q and P S as a function of λ.
Comparison of Systems P Q,F and P S
The next proposition shows that the number of customers at any point in time is stochastically less for the system with pooled servers (P S ) than for the one with pooled queues and server failures (P Q,F ). Moreover, the result holds for general renewal arrival processes. The proof of Proposition 5.2 is intuitive and is given in the Appendix.
Proposition 5.2 Consider systems P Q,F and P S with s servers and general arrival processes. Let N Q,F (t) and N S (t) be the number of customers in these more general versions of systems P Q,F and P S , respectively. Then
The above proposition immediately implies that L Q,F ≥ L S . Hence, pooling the servers improves efficiency when the failures are already pooled. Moreover, for Markovian systems with s = 2 servers, we can quantify the difference in the mean number of customers in these two systems as
Note that L Q,F − L S < 1. Thus, unlike the differences of the mean number of customers in Sections 5.1, 5.2, 5.3, 5.4, and 5.5, this difference does not tend to infinity as ρ → 1. The tail asymptotics of system size in these two systems have the same decay rate.
Comparison Summary
In this section, we summarize the results of Sections 5.1 through 5.6. We start by addressing the efficiency of the systems P ∅ , P Q , P Q,F , and P S . In particular, we have shown that:
In addition, we have:
where indicates that the difference between the limits is infinite and < means that the difference is finite. Finally, when it comes to risk, we have shown that:
Remark 5.1 Consider a system P F that is composed of s M/M/1 queues with synchronized server failures (i.e., only the failures are pooled). Let L F be the mean number of customers in P F . Then it is easy to see that L F = L ∅ , which is given in equation (1) . Moreover, using an argument similar to the one in the proof of Proposition 5.1, one can show that
is the total number of customers in system P F at time t, and hence, P{N F (t) ≥ k} ≥ P{N Q,F (t) ≥ k}, for all k ≥ 0 and t ≥ 0. Hence, P F has the worst performance among the five systems both in terms of the mean and the tail probability of the number of customers in the system.
Numerical Results
In this section, we use numerical experiments to better understand how the systems P ∅ , P Q , P Q,F , and P S compare and to study how our two performance measures (mean number of customers and tail asymptotics) depend on s and other system parameters. In particular, we consider systems with s ∈ {2, 3, 5} and focus on six sets of rates as defined below:
• Set 1: r = 1, f = 1, µ = 100, and λ = 25;
• Set 2: r = 10, f = 1, µ = 100, and λ = Recall that the combined arrival rate to each system is sλ, and, thus, the parameters in sets 1, 2, and 3 yield a traffic intensity of ρ = 0.5 and the rates in sets 4, 5, and 6 result in systems with traffic intensity of ρ = 0.9. On the other hand, the proportion of time that systems with parameter sets 1 and 4 are reliable is R = 1/2, as compared to R = 10/11 for systems with parameter sets 2 and 5 and R = 100/101 for systems with parameter sets 3 and 6. Hence, these six parameter sets consider all combinations of medium and high traffic intensity ρ ∈ {0.5, 0.9} and low, medium, and high server reliability R ∈ {1/2, 10/11, 100/101}.
Let N denote the steady-state number of customers in the system. Hence, for all four systems, E[N ] = L, and P{N = k} for all k = 0, 1, . . . denotes the probability mass function of N . Tables 1 through 3 illustrate the steady-state mean number of customers in the system and the tail probabilities P{N > k} for systems P ∅ , P Q , P Q,F , and P S and k ∈ {15, 50, 100, 150, 200} when the rates are chosen from the sets of parameters listed above and s = 2, s = 3, and s = 5, respectively. The mean number in the system and the tail probabilities were computed exactly using the probability generating function of N for each system. The missing entries in the tables correspond to the cases where a straightforward implementation in Maple did not lead to results (as Maple was unable to compute the derivatives of the probability generating function of N ). Furthermore, for parameter sets 3 and 6, we computed the mean number in the system and the tail probabilities for equivalent systems where all rates are multiplied by 10, since Maple was again unable to compute these characteristics for systems with the original rates. For each parameter set in each table, we use bold font to indicate which system yields the best (smallest) value of each performance measure when data for all performance measures are available and the best is unique (up to the indicated precision); the corresponding system(s) are also indicated in bold.
We start by considering the mean number in the system. Tables 1 to 3 are consistent with equations (13) to (15) , and suggest that the results for s = 2 also hold for s > 2. More specifically, we know from Section 5 that Tables 1 to 3 agree with these results, and suggest that
and L S −L Q become large as ρ → 1 even when s > 2. On the other hand, we know that L Q − L S can be negative or positive when s = 2 depending on the arrival, service, failure, and repair rates. In our numerical experiments for systems with s = 2 and s = 3 (we do not have results for system P Q when s = 5), we have L S < L Q for parameter set 3 and L S is slightly larger than L Q for parameter set 6. However, L S is much larger than L Q for parameter sets 1, 2, 4, and 5. As given in equation (12), when s = 2, L Q,F − L S < 1, and the results in Table 2 suggest that this difference is also small when s = 3, but we can conclude from Table 3 that L Q,F − L S increases as s increases. Finally, we would like to point out that the results of Tables 1 and 2 suggest that unless the servers are highly reliable, system P Q in general has significantly smaller mean number of customers than the other three systems.
We next focus on the tail asymptotics of the number of customers in the system. The results of Section 5 show that the decay rates of the tail probabilities for systems P ∅ , P Q,F , and P S are ordered as γ ∅ < γ Q,F = γ S , and that system P Q outperforms system P ∅ in terms of tail probabilities (see equation (16)). Tables 1 through 3 illustrate that one does not need to go far in the tail to observe γ Q,F γ S . However, the results for parameter set 4 indicate that the ordering between γ ∅ and γ Q,F = γ S may become apparent only for large values of k in P{N > k} in certain cases. (This is consistent with the fact that the tail asymptotics for P ∅ include a polynomial term, unlike the tail asymptotics for P Q,F and P S , see equations (9), (10), and (11).) For systems with two servers and the rates from parameter set 4, we also computed P{N > k} for k = 650 and k = 700. We had P{N > 650} as 0.245499, 0.250597, and 0.250441, and P{N > 700} as 0.212541, 0.226916, and 0.226775, for systems P ∅ , P Q,F , and P S , respectively. Similarly, for systems with three servers and the rates from parameter set 4, we also computed P{N > k} for k = 900 and k = 950. We had Table 2 : Mean and tail probabilities for number in the system when s = 3.
P{N > 900} as 0.272061, 0.274816, and 0.274564, and P{N > 950} as 0.241642, 0.257140, and 0.256884, for systems P ∅ , P Q,F , and P S , respectively. Thus, for this set of rates, γ ∅ < γ Q,F = γ S is observed further in the tail and one needs to consider larger values of k in P{N > k} as s increases. Moreover, the results of Tables 1 and 2 suggest that as in the comparison of L, the tail probability for the number of customers in the system P Q declines faster than it does in the other three systems. Note that this observation holds even for systems with parameters in sets 3 and 6 (i.e., when the proportion of time that each server is up is high). We conclude this section by discussing how the behavior of systems P ∅ , P Q , P Q,F , and P S depends on the number of servers s, traffic intensity ρ, and server reliability R. Our results indicate that except for system P Q , the mean number in the system increases as the number of servers s increases. For system P Q , our results in Tables 1 and 2 show that the mean number in the system can increase or decrease with s. As expected, L is also an increasing function of the traffic intensity ρ. Finally, we observe that the mean number in the system Table 3 : Mean and tail probabilities for number in the system when s = 5.
decreases as the proportion of time R that each server is up increases. On the other hand, tail probabilities of the number of customers in systems P ∅ , P Q,F , and P S decay slower as s increases (the limited results for P Q suggest that the tail probabilities can decay faster for larger s in this system). As expected, the decay rate becomes slower as ρ increases. Finally, the decay in the tail probabilities is faster as R increases.
Comparison with Reliable Systems
In order to better understand the effects of server failures on the mean number and tail probabilities of system size, we have computed the values in Tables 1 through 3 for corresponding systems with reliable servers. In particular, we consider reliable systems with traffic intensities ρ = 0.5 and ρ = 0.9. Thus, we have • Set 7: µ = 100 and λ = 50;
• Set 8: µ = 100 and λ = 90. Tables 4 through 6 provide the mean and the tail probabilities for these two sets of parameters for systems with s = 2, s = 3, and s = 5, respectively. Note that when the servers are reliable, P Q and P Q,F are identical. Table 4 : Mean and tail probabilities for number in the system when s = 2 and servers are reliable. Table 5 : Mean and tail probabilities for number in the system when s = 3 and servers are reliable.
Consistent with the literature on queues with reliable servers, Tables 4 to 6 illustrate that
dominates L Q and L S both for reliable and unreliable systems. However, the ordering between L Q and L S depends on the system parameters when the servers are subject to failures (see Section 5.5). Moreover, in most of our numerical results in Section 6, we had L Q < L S for unreliable systems.
Tables 4 to 6 also show that the tail probabilities decline faster for systems P Q and P S than for system P ∅ when the servers are reliable. These results are consistent with the fact that it is beneficial to pool both the queues and the servers in reliable systems, and different from the case with unreliable servers where we had the tail probabilities for P Q declining much faster than those for P ∅ , which in turn decline faster than those of P S . Hence, in general, it is only beneficial to pool queues in unreliable systems.
We now turn our attention to the dependence of the mean and tail probabilities on s, ρ, and R. In system P ∅ with reliable servers, both the mean and the tail probabilities increase with s. This is consistent with the results for P ∅ with unreliable servers. Similarly, when servers are reliable, the mean number in the system and tail probabilities increase as Table 6 : Mean and tail probabilities for number in the system when s = 5 and servers are reliable.
s increases for system P Q (we prove the former result in Proposition A.2 in the Appendix). By contrast, when servers are unreliable, the mean number in the system P Q can increase or decrease with s and the tail probabilities of the number in the system decrease (unless the servers are highly reliable) as s increases (whereas the opposite holds for the other systems with unreliable servers). Thus, P Q with reliable servers behaves more like P Q,F with unreliable servers than like P Q with unreliable servers. Finally, both the mean and the tail probabilities remain the same for all s in system P S with reliable servers. This is reasonable because when the servers are reliable, increasing s in P S is equivalent to changing the time scale. This equivalence does not hold for P S with unreliable servers (since the failure and repair rates remain unchanged), and increasing s increases the number of customers arriving during down times, which leads to an increase in both the mean and tail probabilities. As expected, the relationship between the mean (and tail probabilities) of the number in the system and ρ in reliable systems is consistent with the results for unreliable systems. In particular, the mean number in the system increases with ρ, whereas the tail probabilities decay slower for large ρ. Finally, note that the mean and the tail probabilities of the number of customers in systems with rates drawn from parameter sets 7 (8) (depicted in Tables 4 through 6) are lower than those in systems with rates drawn from parameter sets 3 (6) (depicted in Tables 1 through 3 ). This is consistent with our earlier observation that the mean and the tail probabilities of the number in the system decrease as R increases.
Conclusions
In this paper, we investigated the effects of resource pooling on system performance in the presence of failures. The mean and tail probabilities of the number of customers in the system were the performance measures, with the former capturing efficiency and the latter assessing risk. We focused on four systems with differeing degrees of pooling, namely P ∅ (s parallel queues with independent server failures), P Q (an M/M/s queue with independent server failures -the queues have been pooled), P Q,F (an M/M/s queue with synchronous server failures -the queues and failures have been pooled), and P S (an unreliable singleserver queue where the server is s times faster than the servers in the other three systemsthe servers, and hence queues and failures, have been pooled). Our objective was to study the tradeoff between efficiency and risk.
Overall, the system P Q (with queues pooled) appears to show the best performance, both in terms of efficiency and risk. However, for systems with highly reliable servers, system P S can outperform system P Q in terms of efficiency. The systems P Q,F and P S in which failures are pooled perform similarly both in terms of efficiency (unless servers are highly reliable) and risk, and outperform the un-pooled system P ∅ in terms of efficiency but not risk. Thus, our results indicate that pooling queues is desirable, but that pooling servers is not necessarily wise in the presence of failures. Moreover, changes aimed at improving efficiency may increase risk and vice versa. By contrast, resource pooling in reliable systems simultaneously improves efficiency and reduces risk, and more pooling is better than less pooling (e.g., pooling queues is good, but pooling queues and servers is better). Thus, one should use caution when applying insights obtained from studying reliable systems to make resource pooling decisions for unreliable systems, and such decisions should address not only efficiency but also risk.
The belief that resource pooling is always beneficial is deep-rooted in our community. For example, the Wikipedia page on pooling [29] starts with the statement that "Pooling is a resource management term that refers to the grouping together of resources (assets, equipment, personnel, effort, etc.) for the purposes of maximizing advantage and/or minimizing risk to the users." Our research shows that pooling may decrease efficiency and increase risk, contrary to conventional wisdom.
We write
We will now provide upper and lower bounds on (20) given that ≥ sK + 1, so that there is at least one term in the second product. Using (17) and (18), a lower bound is
From (17) and (19) , when ≥ sK + 1, (20) has upper bound
The result now follows.
A.2 Proof of Proposition 5.1
Let {a n : n ≥ 1} denote the sequence of arrival times to both systems, where in P ∅ each arrival is assigned to one of the s queues with equal probability. Define {t n : n ≥ 1} as the sequence of event epochs of a Poisson process with intensity sµ. Note that {t n : n ≥ 1} is the sequence of potential service completion times in both systems. Finally, generate the server failure times and repair times so that each server in both systems experiences the same down times (when the server is undergoing repair). For all t ≥ 0 and stochastic processes {N (t)}, let N (t−) = lim s t N (s). If all servers are functioning at time t n and N Q (t n −) ≥ s, then t n is an actual departure time for P Q with probability 1, whereas if N ∅ (t n −) ≥ s, the probability that t n is an actual departure time for P ∅ can be less than 1 since some of the s servers may be idle at time t n in P ∅ . Similarly, if 0 < k < s servers are down at time t n and N Q (t n −) ≥ s, then t n is an actual departure time for P Q with probability s−k s , whereas if N ∅ (t n −) ≥ s, the probability that t n is an actual departure time for P ∅ can be less than s−k s since some of the s − k functioning servers may be idle at time t n in P ∅ . If all servers are functioning at time t n and N Q (t n −) = m < s, then t n is an actual departure time for P Q with probability m s whereas if N ∅ (t n −) = m < s, the probability that t n is an actual departure time for P ∅ can be less than m s since the number of customers being served at time t n can be less than m in P ∅ . Similarly, if 0 < k < s servers are down at time t n and N Q (t n −) = m < s, then t n is an actual departure time for P Q with probability min{s−k,m} s whereas if N ∅ (t n −) = m < s, the probability that t n is an actual departure time for P ∅ can be less than min{s−k,m} s since the number of customers served at time t n can be less than min{s − k, m} in P ∅ . Finally, if all s servers are down at time t n , then the probability that t n is a departure time is zero for both systems regardless of the number of customers in the system at time t n . Since both systems experience the same arrival process {a n : n ≥ 1}, this immediately yields that N Q (t) st ≤ N ∅ (t) for all t ≥ 0.
A.3 Proof of Proposition 5.2
Let {a n : n ≥ 1} and {t n : n ≥ 1} be defined as in the proof of Proposition 5.1. First assume that both servers are reliable. Then note that if N Q,F (t n −) = m ≥ 1, then t n is an actual departure time for P Q,F with probability min{m,s} s , whereas if N S (t n −) ≥ 1, then t n is an actual departure time for P S with probability 1. Since both systems experience the same arrival process {a n : n ≥ 1}, this immediately yields the desired stochastic ordering result for systems with reliable servers. Similarly, one can generate the server failure times and repair times so that both systems experience the same down times. Then having server failures is equivalent to setting the probability of t n being a departure time equal to 0 (for both systems) if t n occurs during a server down time, and the result follows.
A.4 Results for Reliable Systems
The next two propositions are on reliable systems. Consider an M/M/1 queue with arrival rate sλ and service rate sµ and an M/M/s queue with arrival rate sλ and service rate µ for each server, where s ≥ 2. Let N (1) and N (s) be the steady-state number of customers in the single-server and s-server queues, respectively, when λ µ < 1. We have the following result whose proof uses an argument similar to the one in Wolff [30] (pages 257-258). We now prove our observation that in a queueing system with Poisson arrivals of rate sλ and s reliable servers whose service times are exponentially distributed with rate µ (i.e., system P Q with reliable servers), the mean number of customers in the system (L) increases with the number of servers s. .
Note that the expression in (21) is positive. Furthermore, using the definition of the incomplete Gamma function, with some algebra the numerator of (22) 
