Fair queueing has long been a popular paradigm for providing bounded delay channel access and separation between ows in wireline networks. However, adapting fair queueing to the wireless domain is non-trivial because of the unique problems in wireless channels such as location-dependent and bursty channel error.
Introduction
Recent years have witnessed a tremendous growth in the wireless networking industry. With the increasing usage of wireless networks in both indoor and outdoor computing environments, the issue of providing fair channel access among multiple contending hosts or packet ows over a scarce and shared wireless channel has come to the fore. In wireline networks, uid fair queueing has long been a popular paradigm for providing bounded delay channel access and fairness among packet ows over a shared uni-directional link 1]. However, adapting fair queueing to the wireless domain is non-trivial because of the unique problems in wireless channels. These problems include location-dependent and bursty errors, channel contention, and joint scheduling of uplink and downlink ows. Consequently, the fair queueing algorithms proposed in literature for wireline networks do not apply directly to wireless networks.
Recently, a number of algorithms have been proposed for adapting fair queueing to the wireless domain. In uid fair queueing, during each in nitessimally small time window, the channel bandwidth is distributed fairly among all the backlogged ows, i.e. among the ows that have data to transmit during that time window. However, in the wireless domain, a packet ow may experience location-dependent channel error and hence may not be able to transmit or receive data during a given time window. The goal of wireless fair queueing algorithms is to make short bursts of location-dependent channel error transparent to users by a dynamic reassignment of channel allocation over small timescales. Speci cally, a backlogged ow f that perceives channel error during a time window t 1 2 ] in order to make up for the lost channel access during t 1 ; t 2 ], and this additional channel access is granted to f at the expense of ows that were granted additional channel access during t 1 ; t 2 ] while f was unable to transmit any data. Essentially, the idea is to swap channel access between a backlogged ow that perceives channel error and backlogged ows that do not, with the intention of reclaiming the channel access for the former when it perceives a clean channel. The di erent proposals di er in terms of how the swapping takes place, between which ows the swapping takes place, and how the compensation model is structured.
While fair queueing is certainly not the only paradigm for achieving fair and bounded delay access in shared channels, this article focuses exclusively on the models, policies, and algorithms for wireless fair queueing. In Section 2, we describe the network and wireless channel model, the wireless service model, uid fair queueing, and then outline the major issues in channeldependent scheduling. In Section 3, we discuss di erent policies and mechanisms for swapping, compensation, and achieving short-term and long-term fairness in wireless fair queueing. In Section 4, we provide an overview of several contemporary algorithms for wireless fair queueing. In Section 5, we illustrate the properties of wireless fair queueing with some simple examples. Section 6 concludes this article.
Models and Issues
In this section, we rst describe the network and channel model, and the service model for wireless fair queueing considered in this article. We then provide a brief overview of wireline uid fair queueing, and outline the key issues that need to be addressed in order to adapt uid fair queueing to the wireless domain.
Network and Channel Model
The technical discussions presented in this article are speci c to a packet cellular network consisting of a wired backbone and partially overlapping wireless cells. Each cell is served by a base station that performs the scheduling of packet transmissions for the cell (see Figure  1 ). Neighboring cells are assumed to transmit on di erent logical channels. All transmissions are either uplink (from a mobile host to a base station) or downlink (from a base station to a mobile host). Every mobile host in a cell can communicate with the base station, though it is not required for any two mobile hosts to be within range of each other. Each ow of packets is identi ed by a <host, uplink/downlink ag, ow id> triple.
The distinguishing characteristics of the network model under consideration are the following:
the channel capacity is dynamically varying channel errors are location-dependent and bursty in nature there is contention for the channel among multiple mobile hosts mobile hosts do not have global channel state (in terms of which other hosts contending for the same channel have packets to transmit, etc.) the scheduling must take care of both uplink and downlink ows mobile hosts are often constrained in terms of processing power and battery power Thus, any wireless scheduling and channel access algorithm must work within the constraints imposed by the environment.
In terms of the wireless channel model, we consider a single channel for both uplink and downlink ows, and for both data and signaling. We assume that each packet transmission involves a RTS-CTS handshake between the mobile host and the base station that precedes the data transmission. Successful receipt of a data packet is followed by an acknowledgement. At most one packet transmission can be in progress at any time in a cell (following the popular CSMA/CA paradigm for wireless medium access). Even though all the mobiles and the base station share the same channel, stations may perceive di erent interference and fading patterns. Therefore, errors are location dependent. For simplicity of the discussion, we consider packet transmissions to be of xed size that can be transmitted in one slot, though the algorithms described in this article are applicable for variable size packet transmissions as well.
A ow is said to perceive a clean channel if both the communicating end-points perceive clean channels and the handshake can take place. A ow is said to perceive a dirty channel if either end-point perceives a channel error. We assume a mechanism for the (possibly imperfect) prediction of channel state. This is reasonable, since typically channel errors are highly correlated between successive slots, every host can listen to the base station, and the base station participates in every data transmission by sending either data or an acknowledgement. Thus, every host that perceives a clean channel must be able to overhear some packet from the base station during each transmission. Note that while we use the CSMA/CA paradigm as a speci c instance of a wireless medium access protocol, this is not a requirement in terms of the applicability of the wireless fair queueing algorithms described in this article. In fact, the issues that need to be addressed in medium access are somewhat orthogonal to the issues that need to be addressed in wireless fair queueing 6, 7].
Service Model
Wireless fair queueing seeks to provide the same service to ows in a wireless environment as traditional fair queueing does in wireline environments. This implies providing bounded delay access to each ow, and providing full separation between ows. Speci cally, uid fair queueing can provide both long-term fairness and instantaneous fairness among backlogged ows. However, we show in Section 2.4 that in the presence of location-dependent channel error, the ability to provide both instantaneous and long-term fairness will be violated. Channel utilization can be signi cantly improved by swapping channel access between error-prone and error-free ows at any time -this will provide long term fairness, but not instantaneous fairness even in the uid model in wireless environments. Since we need to compromise on complete separation 1 between ows in order to improve e ciency, wireless fair queueing necessarily provides a somewhat less stringent quality of service than wireline fair queueing.
We now de ne the wireless fair service model that wireless fair queueing algorithms typically seek to satisfy, and defer the discussion of the di erent aspects of the service model to subsequent sections. The wireless fair service model has the following properties:
short-term fairness among ows that perceive a clean channel and long-term fairness for ows with bounded channel error delay bounds for packets short-term throughput bounds for ows with clean channels and long-term throughput bounds for all ows with bounded channel error support for both delay sensitive and error sensitive data ows We de ne the error-free service of a ow as the service that it would have received at the same time instant if all channels had been error-free, under identical o ered load. A ow is said to be leading if it has received channel allocation in excess of its error-free service. A ow is said to be lagging if it has received channel allocation less than its error-free service. If a ow is neither leading nor lagging, it is said to be in sync, since its channel allocation is exactly the same as its error-free service. If the wireless scheduling algorithm explicitly simulates the error-free service, then the lead and lag can be easily computed by computing the di erence of the queue size of a ow in the error-free service and the queue size of the ow in reality. If the queue size of a ow in the error-free service is larger, then the ow is leading. If the queue size of a ow in the error-free service is smaller, then the ow is lagging. If the two queue sizes are the same, then the ow is in sync.
Fluid Fair Queueing
As background reference, we now provide a brief overview of uid fair queueing in wireline networks.
Consider a uni-directional link that is being shared by a set F of data ows. Consider also that each ow f 2 F has a rate weight r f . At each time instant t, the rate allocated to a backlogged ow f is r f C(t)= P i2B(t) r i , where B(t) is the set of non-empty queues and C(t) is the link capacity at time t. Therefore, uid fair queueing serves backlogged ows in proportion to their rate weights. Speci cally, for any time interval t 1 In WFQ, each packet is associated with a start tag and nish tag, which correspond respectively to the`virtual time' at which the rst bit of the packet and the last bit of the packet are served in uid fair queueing. The scheduler then serves the packet with the minimum nish tag in the system. The k th packet of ow i that arrives at time A(p k i ) is allocated a start tag, S(p k i ), and a nish tag, F(p k i ) as follows:
S(p k i ) = maxfV (A(p k i )); F(p k?1 i )g where V (t), the virtual time at time t, denotes the current round of service in the corresponding uid fair queueing service.
where L k i is the length of the k th packet of ow i. The progression of the virtual time V (t) is given by dV (t) dt = C(t) P i2B(t) r i As a result of simulating uid fair queueing, WFQ has the property that the worst case packet delay of a ow compared to the uid service is upper bounded by one packet. A number of optimizations to WFQ, including closer approximations to the uid service and reductions in the computational complexity have been proposed in literature (see 3] for an excellent survey).
Issues in Wireless Fair Queueing
From the description of fair queueing in wireline networks in Section 2.3 and the description of the channel characteristics in Section 2.2, it is clear that adapting wireline fair queueing to the wireless domain is not a trivial exercise. Speci cally, wireless fair queueing needs to deal with the following unique issues.
The failure of traditional wireline fair queueing in the presence of location-dependent channel error. The compensation model for ows that perceive channel error: how transparent should wireless channel errors be to the user? The trade o between full separation and compensation, and its impact on fairness of channel access. The trade-o between centralized versus distributed scheduling and medium access in a wireless cell. Limited knowledge at the base stations about uplink ows: how does the base station discover the backlogged state and arrival times of packets at the mobile host? Inaccuracies in monitoring and predicting the channel state, and its impact on the e ectiveness of the compensation model. We now address three of the issues listed above: why uid fair queueing fails in wireless channels, what are the trade-o s between separation and compensation, and what state does the base station need with respect to uplink ows in order to schedule both uplink and downlink ows jointly.
Why Wireline Fair Queueing Fails Over Wireless Channels
Consider three backlogged ows during the time interval 0,2] with r 1 = r 2 = r 3 : Flow 1 and ow 2 have error free channels while ow 3 perceives a channel error during the time interval 0,1). By applying equation (1) which does not satisfy the fairness property of equation (1). This simple example illustrates the di culty in de ning fairness in a wireless network, even in an idealized model. In general, due to location-dependent channel errors, server allocations designed to be fair over one time interval may be inconsistent with fairness over a di erent time interval, though both time intervals have the same backlogged set.
In the uid fair queueing model, when a ow has nothing to transmit during a time window t; t + ], it is not allowed reclaim the channel capacity that would have been allocated to it during t; t + ] if it were backlogged at t. However, in a wireless channel, it may happen that the ow is backlogged, but unable to transmit due to channel error. In such circumstances, should the ow be compensated at a later time? In other words, should channel error and empty queues be treated the same or di erently? In particular, consider the scenario when ows f 1 and f 2 are both backlogged, but f 1 perceives a channel error while f 2 perceives a good channel. In this case, f 2 will additionally receive the share of the channel which would have been granted to f 1 in the error-free case. The question is whether the fairness model should readjust the service granted to f 1 and f 2 in a future time window in order to compensate f 1 . The traditional uid fair queueing model does not need to address this issue since in a wireline model, either all ows are permitted to transmit or none of them is.
In order to address this issue, the wireless fair queueing algorithms di erentiate between a non-backlogged ow, and a backlogged ow that perceives channel error. A ow that is not backlogged does not get compensated for lost channel allocation. However, a backlogged ow f that perceives channel error is compensated in future, when it perceives a clean channel, and this compensation is provided at the expense of those ows that received additional channel allocation when f was unable to transmit. Of course, this compensation model makes channel errors transparent to the user to some extent, but only at the expense of separation of ows. In order to achieve a trade-o between compensation and separation, we bound the amount of compensation that a ow can receive at any time. Essentially, wireless fair queueing seeks to make short error bursts transparent to the user so that long-term throughput guarantees are ensured, but exposes prolonged error bursts to the user.
Separation versus Compensation
Exploring the trade-o between separation and compensation further, we illustrate a typical scenario and consider several possible compensation schemes. Let ows f 1 , f 2 , and f 3 be three ows that share a wireless channel, with equal weights. Let f 1 perceive a channel error during a time window 0; 1), and during this time window, let f 2 receive all the additional channel allocation that was scheduled for f 1 (for example, because f 2 has packets to send at all times, while f 3 has packets to send only at the exact time intervals determined by its rate). Now, suppose that f 1 perceives a clean channel during 1; 2]. What should the channel allocation be? During 0; 1], the channel allocation was as follows: W 1 0; 1) = 0; W 2 0; 1) = 2=3; W 3 0; 1) = 1=3:
Thus, f 2 received 1/3 units of additional channel allocation at the expense of f 1 , while f 3 received exactly its contracted allocation. During 1; 2], what should the channel allocation be?
In particular, there are two questions that need to be answered.
Is it acceptable for f 3 to be impacted due to the fact that f 1 is being compensated even though f 3 did not receive any additional bandwidth? Over what time period should f 1 be compensated for its loss?
In order to provide separation for ows that receive exactly their contracted channel allocation, ow f 3 should not be impacted at all by the compensation model. In other words, the compensation should only be between ows that lag their error-free service and ows that lead that error-free service, where the error-free service denotes the service that a ow would have received if all the channels were error-free. The second question is how long it takes for a lagging ow to recover from its lag. Of course, a simple solution is to starve f 2 in 1; 2] and allow f 1 to catch up with the following allocation: W 1 1; 2] = 2=3; W 2 1; 2] = 0; W 3 1; 2) = 1=3:
However, this may end up starving ows for long periods of time when a backlogged ow perceives channel error for a long time. Of course, we can bound the amount of compensation that a ow can receive, but that still does not prevent pathological cases in which a single backlogged among a large set of backlogged ows perceives a clean channel over a time window, and is then starved out for a long time till all the other lagging ows catch up. In particular, the compensation model must provide for a graceful degradation of service for leading ows while they give up their lead.
Incomplete State at the Base Station for Uplink Scheduling
In a cell, hosts are only guaranteed to be within the range of the base station and not other hosts, and all transmissions are either uplink or downlink. Thus, the base station is the only logical choice for the scheduling entity in a cell. While the base station has full knowledge of the current state of each downlink ow (i.e. whether it is backlogged, and the arrival times of the packets), it has limited and imperfect knowledge of the current state of each uplink ow. In particular, a base station may not know precisely when a previously non-backlogged ow becomes backlogged, and the precise arrival times of uplink packets in this case. The lack of such knowledge has an impact on the accuracy of scheduling and delay guarantees that can be provided in wireless fair queueing. This problem can be alleviated in part by piggybacking ow state on uplink transmissions, but newly backlogged ows may still not be able to notify their state to the base station. For a backlogged ow, the base station only needs to know if the ow will continue to remain backlogged even after it is allocated the channel once. This information can be easily obtained by the base station by adding a one bit eld in the packet header. For a non-backlogged ow, the base station needs to know precisely when the ow becomes backlogged. As far as we know, there exists no way to guarantee up-to-date ow state for uplink ows at the base station except for periodic polling, which may be wasteful in terms of consuming signaling bandwidth. In related work 6, 7] , two alternative mechanisms are proposed for a base station to obtain this information, but these mechanisms do not guarantee that the base station will indeed obtain the precise state of uplink ows.
Policies and Mechanisms
In this section, we present a generic framework for wireless fair queueing, identify the key components of the framework, and discuss alternative policies and mechanisms for each of the components. The next section provides instantiations of these alternatives with speci c wireless fair queueing algorithms from contemporary literature.
Wireless fair queueing involves the following ve components:
Error-free service model: de nes an ideal fair service model assuming no channel errors. This is used as a reference model for channel allocation.
Lead and lag model: determines which ows are leading or lagging their error free service, and by how much.
Compensation model: compensates lagging ows that perceive an error-free channel at the expense of leading ows, and thus addresses the key issues of bursty and locationdependent channel error in wireless channel access.
Slot queue and packet queue decoupling: allows for the support of both delay sensitive and error sensitive ows in a single framework and also decouples connection-level packet management policies from link-level packet scheduling policies.
Channel monitoring and prediction: provides a (possibly inaccurate) measurement and estimation of the channel state at any time instant for each backlogged ow. Figure 2 shows the generic framework for wireless fair queueing. The di erent components in the framework interact as follows: The error-free service is used as the reference model for the service that each ow should receive. Since a ow may perceive location-dependent channel error during any given time window, the lead and lag model speci es how much additional service the ow is eligible to receive in the future (or how much service the ow must relinquish in the future). The goal of wireless fair queueing is to use the compensation model in order to make short location-dependent error bursts transparent to the lagging ows while provide graceful service degradation for leading ows. In order to support both delay-sensitive and error-sensitive ows, the scheduler only allocates slots to ows and does not determine which packet will be transmitted when a ow is allocated a slot. Finally, the channel prediction model is used to determine whether a ow perceives a clean or dirty channel during each slot.
Once a ow is allocated a slot, it still needs to perform the wireless medium access algorithm in order to gain access to the channel and transmit a packet. In this article, we do not explore the interactions between the scheduling algorithm and the medium access algorithm.
Error-free Service Model
The error-free service model provides a reference for how much service a ow should receive in an ideal error-free channel environment. As mentioned above, the goal of wireless fair queueing is to approximate the error-free service model by making short error bursts transparent to a ow, and only expose prolonged channel error to the ow. Most contemporary wireless fair queueing algorithms use well known wireline fair queueing algorithms for their error-free service model. Three choices have typically been used: Figure 2 : Generic Framework for Wireless Fair Queueing When we run the lag compensation algorithm to select the alternate ow f 2 , the algorithm picks a ow f 2 that has packets to send and perceives a clean channel at that instant.
can be computationally expensive. IWFQ 6] uses WFQ or WF2Q 4] to compute its error free service. 2. Wireline fair queueing algorithms such as STFQ 9] , in which the virtual time is not explicitly simulated. In STFQ, for example, the virtual time is set to the start tag of the packet that is currently being served. CIF-Q 8] uses STFQ to compute its error free service. 3. A variation of uid fair queueing which allows for a decoupling of delay and rate in the scheduler. This is achieved by allocating a rate weight r i and a delay weight i for each ow i, and modifying the tagging mechanism described in Section 2.3 as follows:
This algorithm was proposed by WFS 7] , and is revisited in Section 4.4.
Lead and Lag Model
In Section 2.1, we described the lag, lead, lagging ows, and leading ows in terms of the di erence in service received by a ow in its real service compared to its idealized service. We now re ne this de nition: the lag of a lagging ow denotes the amount of additional service to which it is entitled in the future in order to compensate for lost service in the past, while the lead of a leading ow denotes the amount of additional service that the ow has to relinquish in the future in order to compensate for additional service received in the past.
There are two distinct approaches to computing lag and lead. 1. The lag of a ow is the di erence between the error-free service and real service received by the ow. In this case, a ow that falls behind its error-free service is compensated irrespective of whether its lost slots were utilized by other ows. SBFA 10] uses this approach. 2. The lag of a ow is the number of slots allocated to the ow during which it could not transmit due to channel error, but another backlogged ow that had no channel error transmitted in its place and increased its lead. In this case, the lag of a ow is incremented upon a lost slot only if another ow that took this slot is prepared to relinquish a slot in the future. IWFQ 6], WFS 7] , and CIF-Q 8] use this approach. Lead and lag may be upper bounded by ow-speci c parameters. An upper bound on lag is the maximum error burst that can be made transparent to the ow, while an upper bound on lead is the maximum number of slots which the ow must relinquish in the future in order to compensate for additional service received in the past.
Compensation Model
The compensation model is the key component of wireless fair queueing algorithms. It determines how lagging ows make up their lag and how leading ows give up their lead. Thus the compensation model has to address three main issues: (a) When does a leading ow relinquish the slots that are allocated to it? (b) When are slots allocated for compensating lagging ows? and (c) How are compensation slots allocated among lagging ows? We now explore the design choices for each issue.
Leading ows are required to give up some of the slots that are allocated to them in errorfree service so that lagging ows can use these slots to reduce their lag. There are three possible choices for a leading ow to relinquish its lead.
The rst choice, adopted by IWFQ 6], is for a leading ow to relinquish all slots till it becomes in sync. The problem with this approach is that a leading ow that has accumulated a large lead because other ows perceive large error bursts may end up being starved of channel access at a later time when all lagging ows start to perceive clean channels. The second choice is for a leading ow to relinquish a fraction of the slots allocated to it. The fraction of slots relinquished may be constant, as in CIF-Q 8], or may be proportional to the lead of the ow, as in WFS 7] . The advantage of relinquishing a fraction of the allocated slots is that service degradation is graceful. In WFS, for example, the degradation in service decreases exponentially as the lead of a ow decreases. The third choice is for a leading ow to never relinquish its lead. In this case, we assume that there is a separate reserved portion of the channel bandwidth that is dedicated for the compensation of lagging ows. SBFA 10] uses this approach. Lagging ows must receive additional slots in excess of their error-free service in order to make up for lost service in the past. We call these additional slots`compensation slots'. There are three choices for allocating compensation slots to lagging ows:
Compensation slots are preferentially allocated till there is no lagging ow that perceives a clean channel, as in IWFQ 6] . As a result, lagging ows have precedence in channel allocation over in sync and leading ows. Compensation slots are allocated only when leading ows relinquish slots, and in CIF-Q 8] and WFS 7] . Compensation slots are allocated from a reserved fraction of the channel bandwidth that is set aside speci cally to compensate lagging ows, as in SBFA 10]. Giving lagging ows precedence in channel allocation may disturb in sync ows and cause them to become lagging even if they perceive no channel error. On the other hand, allocating a separate reserved portion of the channel statically bounds the amount of compensation that can be granted. Thus, we believe that the second approach, i.e. explicitly swapping slots between leading and lagging ows, is best suited for achieving wireless fair service.
The nal question in the compensation model is how to distribute compensation slots among lagging ows. Three design choices have been explored in contemporary algorithms:
The lagging ow with the largest lag is allocated the compensation slot, as in CIF-Q 8].
The history of when ows became lagging is maintained, and the ows are compensated according to the order in which they became backlogged, as in IWFQ 6] and SBFA 10]. The lagging ows are compensated fairly, i.e. each lagging ow receives the number of compensation slots in proportion to its lag, as in WFS 7] . Among these options, fair compensation achieves the goal of short-term fairness in wireless fair service, but is computationally more expensive than the other two options.
Slot Queues and Packet Queues
Typically, packets are tagged as soon as they arrive in wireline fair queueing algorithms. This works well if we assume no channel error, i.e. a scheduled packet will always be transmitted and received successfully. However, in a wireless channel, packets may be corrupted due to channel error, and an unsuccessfully transmitted packet may need to be retransmitted for an error-sensitive ow. Retagging the packet will cause it to join the end of the ow queue and thus cause packets to be delivered out of order.
Fundamentally, there needs to be a separation between`when to send the next packet', and which packet to send next'. The rst question should be answered by the scheduler, while the second question is really a ow-speci c decision and should be beyond the scope of the scheduler. In order to decouple the answers to these two questions, one additional level of abstraction can be used in order to decouple`slots', the unit of channel allocation, from`packets', the unit of data transmission. When a packet arrives in the queue of a ow, a corresponding slot is generated in the slot queue of the ow, and tagged according to the wireless fair queueing algorithm. At each time, the scheduler determines which slot will get access to the channel, and the head-of-line packet in the corresponding ow queue is then transmitted. The number of slots in the slot queue at any time is exactly the same as the number of packets in the ow queue.
Providing this additional level of abstraction enables the scheduler to support both errorsensitive ows and delay-sensitive ows according to the wireless fair service model. Errorsensitive ows will not delete the head-of-line packet upon channel error during transmission, but delay-sensitive ows may delete the head-of-line packet once it violates its delay bound. Likewise, the ow may have priorities in its packets, and may choose to discard an already queued packet in favor of an arriving packet when its queue is full. Essentially, the approach is to limit the scope of the scheduler to determine only which ow is allocated the channel next, and let each ow make its own decision about which packet in the ow it wishes to transmit. In our scheduling model, we support any queueing and packet dropping policy at the ow level because we decouple slot queues from packet queues 2 .
Channel monitoring and prediction
Perfect channel-dependent scheduling is only possible if the scheduler has accurate information about the channel state of each backlogged ow. The location-dependent nature of channel error requires each backlogged ow to monitor its channel state continuously, based on which the ow may predict its future channel state and send this information to the scheduler.
Errors in the wireless channel typically occur over bursts and are highly correlated in successive slots, but possibly uncorrelated over longer time windows. Thus fairly accurate channel prediction can be achieved using an n-state Markov model. In fact, we have found that even using a simple one step prediction algorithm (predict slot i + 1 is good if slot i is observed to be good, and bad otherwise) results in an acceptable rst cut solution to this problem.
The algorithms discussed in this article do not make any assumptions about the exact error model, though they assume an upper bound on the number of errors during any time window of size T i , i.e. ow i will not perceive more than e i errors in any time window of size T i , where e i and T i are per-ow parameters for ow i. The delay and throughput properties that are derived for the wireless fair queueing algorithms are typically`channel-conditioned', i.e. conditioned on the fact that ow i perceives no more than e i errors in any time window of size T i 6, 7].
Algorithms for Wireless Fair Queueing
In the last section, we described the key components of a generic wireless fair queueing algorithm, and discussed possible design choices for each of the components. In this section, we brie y provide an overview of four contemporary wireless fair queueing algorithms, and compare their characteristics.
The 
Idealized Wireless Fair Queueing (IWFQ)
In IWFQ, the error-free service is simulated by WFQ 2] or WF2Q 4]. The start tag and nish tag of each slot are assigned as in WFQ. The service tag of a ow is set to the nish tag of its head of line slot. In order to schedule a transmission, IWFQ selects the ow with the minimum service tag among the backlogged ows that perceive a clean channel.
Each ow i has a lead bound of l i and a lag bound of b i . The service tag of ow i is not allowed to increase by more than l i above, or decrease by more than b i below, the service tag of its error free service.
The compensation model in IWFQ is implicit. If a ow perceives channel error, it retains its tag (and hence, precedence for transmission when it becomes error free). Likewise, if a ow receives additional service, its service tag increases. Consequently, lagging ows end up having lower service tags than ows that are in sync or leading, and hence have precedence in channel access when they become error free.
As a consequence of the compensation model in IWFQ, a ow that is lagging for a long time will be able to capture the channel once it becomes error free. Likewise, a leading ow may be starved out of channel access for long periods of time. Thus the compensation model in IWFQ does not support graceful degradation of service. Additionally, in sync ows may be a ected during the compensation that is granted to lagging ows.
Channel-condition Independent Fair Queueing (CIF-Q)
In CIF-Q, the error free service is simulated by STFQ 9] . Each ow has a lag parameter that is positive if the ow is lagging and negative if it is leading.
When a lagging or in sync ow i is allocated the channel, if i perceives a clean channel, then it transmits a packet. Otherwise, if there is a backlogged ow j which perceives a clean channel and transmits instead of i, then the lag of i is incremented and the lag of j is decremented.
A leading ow i retains a fraction of its service and relinquishes a fraction 1 ? of its service, where is a system parameter that governs the service degradation of leading ows. When a leading ow relinquishes a slot, it is allocated to the lagging ow with the largest lag.
As a consequence of its compensation model, CIF-Q provides a graceful linear degradation in service for leading ows. Additionally, it performs compensation of lagging ows by explicitly swapping slots with leading ows, thus ensuring that in sync ows are not a ected. CIF-Q thus overcomes two of the main drawbacks of IWFQ.
Server Based Fairness Approach (SBFA)
SBFA provides a framework in which di erent wireline scheduling algorithms can be adapted to the wireless domain. The error free service in SBFA is the desired wireline scheduling algorithm that needs to be adapted to the wireless domain.
SBFA statically reserves a fraction of the channel bandwidth for compensation. In contrast with other wireless fair queueing algorithms, SBFA tries to compensate the lagging ows using the reserved bandwidth rather than swapping slots between leading and lagging ows.
In SBFA, a virtual ow called long term fairness server (LTFS) is created to provide compensation and allocated a rate weight that is adjusted to re ect the bandwidth reservation for compensation. When a ow that is allocated a slot is unable to transmit, the slot is queued to the LTFS. The scheduling algorithm then treats LTFS on par with other packet ows for channel allocation.
There is no concept of leading ows in SBFA. The lag of a ow is not explicitly bounded, and the order of compensation among lagging ows is according to the order in which their slots are queued in the LTFS.
As a consequence of the compensation model, SBFA provides long term fairness, but not short-term fairness or worst case delay bounds for packet transmission. Speci cally, the rate of compensation is bounded by the reserved portion of the channel bandwidth. In sync ows may be a ected by the compensation. The service degradation for leading and in sync ows is graceful and the available service is lower bounded by the minimum rate contracts established for the ow.
Wireless Fair Service (WFS)
In WFS, the error free service is computed by the modi ed fair queueing algorithm described in Section 3.1 in order to achieve a delay-bandwidth decoupling in the scheduler. This decoupling expands the schedulable region for WFS. Unlike traditional fair queueing algorithms, WFS can support ows with high bandwidth and high delay requirements, as well as ows with low bandwidth and low delay requirements.
Each ow i has a lead bound of l max i and a lag bound of b max i . A leading ow with a current lead of l i relinquishes a fraction l i =l max i of its slots, while a lagging ow with a current lag of b i receives a fraction b i = P j2S b j of all the relinquished slots, where S is the set of backlogged ows. E ectively, leading ows relinquish their slots in proportion to their lead, and relinquished slots are fairly distributed among lagging ows.
As a consequence of the compensation model, service degradation is graceful for leading ows and the fraction of slots relinquished by leading ows decreases exponentially. Compensation among lagging ows is fair. WFS achieves both short-term and long-term fairness, as well as delay and throughput bounds. The error-free service of WFS allows it to decouple delay and bandwidth requirements.
All the algorithms described in this section share several common features. First, they all specify an error-free service model and then try to approximate the error-free service even when some ows perceive location-dependent error, by implicitly or explicitly compensating lagging ows at the expense of leading ows. Second, they all have similar computational complexity. Third, they all provide mechanisms to bound the amount of compensation that can be provided to any ow, thereby controlling the amount of channel error that can be made transparent to error-prone ows. Finally, all of them try to achieve at least some subset of wireless fair service. Among the algorithms described, CIF-Q and WFS achieve all the properties of wireless fair service, and WFS additionally achieves delay-bandwidth decoupling.
Illustration of Wireless Fair Service
In this section, we illustrate di erent aspects of wireless fair service through simple examples. We have selected the WFS algorithm as a speci c instantiation of wireless fair queueing algorithms, and used this algorithm in the examples.
As described in the previous sections, the key features of wireless fair service include separation between ows, short term throughput and fairness guarantees for error-free ows, long term throughput and fairness guarantees for all ows, and graceful service degradation for leading ows. Additionally, WFS provides decoupling of delay and bandwidth. These features are illustrated in the examples described below.
The following are the performance measures used in the simulation: W: number of transmitted packets of the ow expressed as a fraction of the total number of packets transmitted for all ows; P l : loss probability, i.e. fraction of packets dropped; D max : maximum delay of successfully transmitted packets; D avg : average delay of successfully transmitted packets; D : standard deviation of the delay; d nq : maximum new queue delay, i.e. worst case delay of the head of line packet of a freshly backlogged ow. Note that the delay and throughput parameters are expressed in terms of slots.
Each of our simulations had a typical run of 50000 time units. We averaged each result over 25 simulation runs. To obtain measurements over short time windows, we measured the parameters over 5 di erent time windows, of size 200 time units each, in a single simulation run, and averaged the values got over 5 distinct simulation runs, for the results shown here.
We have considered Poisson ows and Markov-modulated Poisson (MMPP) ows in our simulations. For the MMPP ows, the modulated process is a continuous-time Markov chain which is in one of two states ON or OFF. The transition rate from the ON to OFF is 0.9 and OFF to ON is 0.1.
The wireless channel in our simulations evolves according to a two-state discrete Markov chain. p g is the probability that the next time slot is good given that the current time slot is in error, and p e is the probability that the next time slot is in error given that the current slot is good.
We use one-step prediction for the channel state, i.e., the channel state for the current time slot is predicted to be the same as the monitored channel state during the previous time slot. Though this is obviously not perfect, our simulation results indicate that it is reasonably e ective for typical wireless channel error models.
We present four examples in this section, where each one is used to demonstrate a speci c feature. Example 1 illustrates the decoupling of rate and delay, thus expanding the schedulable region. Example 2 shows the performance of error-sensitive and delay-sensitive ows in an error-prone channel. Example 3 demonstrates the graceful degradation of leading ows during compensation. It also illustrates how in-sync ows are not disturbed in the presence of leading ows. Example 4 shows how an adaptive ow can maintain its throughput, even when it drops packets due to channel error or delay violation.
Example 1: Decoupling of rate and delay in WFS. Consider three Poisson ows with error-free channels. Flow 1 has an average rate of 0.11, Flows 2 and 3 have average rates of 0.44 each. We consider two scenarios:
(a) In this scenario, we set the delay weights i to be equal to the rate weights r i of the ows. This reduces the algorithm to the Wireless Fair Queueing algorithm 1, 2]. The parameters and the simulation results over the entire run (I) and over small time windows (II) are given in Table 1 . As expected, the rates obtained by the ows are proportional to their weights, and the con guration is schedulable. 3 (b) Now, we change the delay weights for each of the ows, setting 1 = 0.9, 2 = 0.09 and 3 = 0.009. The simulation results over the entire run (I), and over small time windows (II) are shown in Table 2 . We can see that Flow 1, which has a larger delay weight than the other ows, experiences a much smaller delay, even though its rate is smaller than the other two ows. On the other hand, Flow 3 has a large rate, but it sees a large delay, as it has a smaller delay weight. Thus wireless fair service can support low rate, low delay ows, as well as high rate, high delay ows.
Example 2: Error-sensitive vs. Delay-sensitive ows. We now consider an example where the channel is error-prone, and where the ows can be delay-sensitive or error-sensitive. A delay-sensitive ow drops its packets when the packets are in the queue for a time larger than the speci ed delay bound. An error-sensitive ow drops packets when it tries to transmit a packet for a maximum number of times and encounters a channel error on all its attempts.
We consider three ows, where evolve according to a two-state discrete Markov chain having a steady state error probability P E = 0:3 with p g +p e = 0:1. Flow 3 has an error-free channel. The rate weights for all ows are r i = 0:333. The delay weights are also assigned to be equal to the rate weights. We consider two cases: (a) Error-sensitive ows: For each packet, we limit the maximum number of retransmissions to 8, i.e. a packet is dropped if it is not successfully transmitted after nine attempts. The simulation is performed over an entire run, as well as over a set of small time windows.
The simulation results are presented in Table 3 . For purposes of comparison, we also present the simulation results for same set of ows with error-free channels. It illustrates the fact that we get the same rates as in an ideal error-free channel with fair queueing, but since the channel is error-prone for some ows, those ows have larger delays. All ows get the rates in proportion to their rate weights. From the results with the small time windows, we see that the compensation model provides for short term fairness and throughput bounds even when the ows perceive short error bursts.
(b) Delay-sensitive ows: Instead of setting the maximum number of retransmission attempts per packet, we set an upper limit on the maximum delay of a packet to be 100. If a packet is in the system for more than 100 time slots, then it is dropped; this could possibly happen even before it reaches the head-of-the-queue. Thus, our ows are now delay-sensitive, rather than error-sensitive.
We present the simulation results in Table 4 . We also present the performance metrics over short time windows. This example complements the results of case (a) by leading to the same conclusions regarding the short term fairness and rate guarantees. It is also seen that Flow 3, which has an error-free channel, does not experience a change in its throughput, due to the Example 3: Graceful service degradation. In this example, we demonstrate the graceful degradation of leading ows. There are three ows all with identical delay and rate weights: Flow 1 is in error till time t = 100. Flows 2 and 3 are always error-free. All ows are backlogged at any instant of time. We bound the E max and G max of each ow to be 50. Figure 2 presents the plot of the number of packets served over time.
We are able to see that up to time t=100, Flow 1 is starved as it encounters channel error. Flow 2 receives the excess service while Flow 3 does not receive any of the excess service. At time t = 100, Flow 1 has accumulated a lag of 50, Flow 2 has a lead of 50, while Flow 3 does not have any lead or lag. After t=100, lagging Flow 1 experiences a clean channel and it starts reducing its lag. Leading Flow 2 gives up some of its slots to Flow 1, and we can see that the compensation decreases exponentially. Thus, even though Flow 2 had accumulated a lot of lead, it does not get starved, and observes a graceful degradation of service, while in-sync Flow to the number of packets lost at a higher rate.
In this example, we look at the e ect of the latency of adaptation on the throughput for a ow in the presence of channel error. In our simulation, we have incorporated a time-window for a ow that determines how soon a ow reacts to this packet dropping. A window of 10 implies that when a ow generates excess packets in reaction to a packet dropping, it will be 10 time units after the drop is observed. Ideally, this time-window should be 0. In this example, we measure the impact of the latency of adaptation on throughput. In particular, we have tried to show that the faster a ow adapts to packet dropping due to delay violations, the lesser is the decrease in throughput observed. Let us consider three ows: Flow 1 has an error-free channel at all times, Flow 2 and Flow 3 perceive channel errors according to Table 5 . All ows are MMPP ows with the Poisson arrival rate as 1.2 when the Markov chain is in the ON state. All three ows are delay-sensitive with the delay bound to be 100. Table 6 shows the throughput obtained for Flow 3 as a fraction of the overall throughput for di erent values of this time-window. The results show that the throughput increases as timewindows become smaller, i.e., when Flow 3 becomes more adaptive with respect to the rate. We see a two percent increase in throughput compared to the case when Flow 3 is non-adaptive, when the delay bound is set to be 100. If we reduce the delay bounds further (implying a greater number of losses), we see up to seven percent increase in throughput.
Conclusions
Emerging indoor and outdoor packet cellular networks will seek to support diverse communication-intensive applications with sustained quality of service requirements over scarce, dynamic and shared wireless channels. While fair queueing has long been a popular paradigm Table 6 : E ect of adaptive nature of ow on throughput for supporting bounded delay access to a shared uni-directional wireline link, wireline fair queueing algorithms cannot be applied directly to the wireless domain because of the unique characteristics of wireless channels, such as location-dependent and bursty channel error, channel contention, dynamic channel capacity, shared broadcast channels for uplink and downlink ows, etc.
In this article, we have identi ed some of the issues that need to be solved in order to achieve wireless fair queueing, and we have described some approaches to initial solutions in this area. Based on a preliminary evaluation of these approaches, we believe that currently proposed wireless fair queueing algorithms can e ectively provide channel-conditioned guarantees on delay, and some degree of separation between ows.
While many important issues remain to be solved, we believe that there are two key areas that require more research: (a) the development of simple and accurate channel prediction models that can be easily implemented within the framework of popular medium access protocols, and (b) the development of simple and robust medium access protocols that enable wireless fair queueing, including swapping slots between ows based on channel error and the propagation of precise uplink state to the base station.
As mentioned earlier on in this article, wireless fair queueing is only one way to provide fair access to the scarce and shared wireless channel. Several other algorithms for such sharing have been proposed 5, 11] . A comparison of these algorithms with wireless fair queueing is another prime area for future research.
