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a b s t r a c t
Given a group G and positive integers r, s ≤ |G|, we denote by µG(r, s) the least possible
size of a product set AB = {ab | a ∈ A, b ∈ B}, where A, B run over all subsets of G
of size r, s, respectively. While the function µG is completely known when G is abelian
[S. Eliahou, M. Kervaire, Minimal sumsets in infinite abelian groups, Journal of Algebra
287 (2005) 449–457], it is largely unknown for G non-abelian, in part because efficient
tools for proving lower bounds on µG are still lacking in that case. Our main result here
is a lower bound on µG for finite solvable groups, obtained by building it up from the
abelian case with suitable combinatorial arguments. The result may be summarized as
follows: if G is finite solvable of orderm, then µG(r, s) ≥ µG′ (r, s), where G′ is any abelian
group of the same order m. Equivalently, with our knowledge of µG′ , our formula reads
µG(r, s) ≥ minh|m
{(⌈ r
h
⌉+ ⌈ sh⌉− 1) h}.
One nice application is the full determination of the functionµG for the dihedral group
G = Dn and all n ≥ 1. Up to now, only the case where n is a prime power was known. We
prove that, for all n ≥ 1, the group Dn has the sameµ-function as an abelian group of order
|Dn| = 2n.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a group. In this paper we are interested in the minimal size function µG(r, s), giving the smallest cardinality of
the product ABwhere A, B run over all subsets of G of the given cardinalities r and s. Here AB = {ab : a ∈ A, b ∈ B} is the set
of elements of Gwhich can be written in at least one way as a product of an element of Awith an element of B.
It is known that if G is an abelian group, the function µG can be exactly modelled by the arithmetic function κG, defined
as follows. LetH(G) ⊂ N be the set
H(G) = {h ∈ N | h is the order of a finite subgroup of G}.
Given integers r, s ∈ N, we define
κG(r, s) = min
h∈H(G)
{(⌈ r
h
⌉
+
⌈ s
h
⌉
− 1
)
h
}
,
with the convention κG(r, s) = 0 if r = 0 or s = 0.
Then, if G is any abelian group, we have the equality
µG(r, s) = κG(r, s)
for all positive integers r, s ≤ |G|.
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This result is proved in [3] for finite abelian groups, and in [4] for general (possibly infinite) abelian groups.
As to non-abelian groupsG, we only have a lower bound on the functionµG, far from being optimal in general. This bound
can be expressed as a suitable variant of the kappa function. Given t ≥ 1, we set
Ht(G) = {h ∈ H(G) | h ≤ t}.
We now define the weak kappa function as
WκG(r, s) = min
h∈Hr+s−1(G)
(⌈
r + s
h
⌉
− 1
)
h.
Then, for any group G and positive integers r, s ≤ |G|, we have
µG(r, s) ≥ WκG(r, s).
See [7, Theorem 5].
We can go somewhat furtherwith solvable groups. In particular, we shall establish here a better lower bound onµGwhen
G is solvable and finite. But let us first recall an upper bound on µG, still in the solvable case, expressed as a close analog of
the kappa function. Define the subsetN (G) ⊂ H(G) as
N (G) = {h ∈ N | h is the order of a finite normal subgroup of G}.
We define the normal kappa function as
N κG(r, s) = min
h∈N (G)
{(⌈ r
h
⌉
+
⌈ s
h
⌉
− 1
)
h
}
.
Then, for any solvable group G and integers 1 ≤ r, s ≤ |G|, we have
µG(r, s) ≤ N κG(r, s).
See [7, Theorem 8].
As mentioned above, the object of this paper is to establish a lower bound on µG for finite solvable groups G, better than
the general one above provided by the weak kappa function. The new bound is again a close analog of the kappa function.
Given a group G, we define a supersetD(G) ⊃ H(G) as
D(G) = {d ∈ N | d divides the order h of a finite subgroup of G}.
For example, ifG is a finite group of order n, thenD(G) = Div(n), the set of positive divisors of n. We nowdefine the function
DκG as
DκG(r, s) = min
h∈D(G)
{(⌈ r
h
⌉
+
⌈ s
h
⌉
− 1
)
h
}
.
Note that if G is abelian, thenD(G) = H(G) and henceDκG(r, s) = κG(r, s) for all integers 1 ≤ r, s ≤ |G|.
We shall prove below that if G is a finite solvable group, then
µG(r, s) ≥ DκG(r, s)
for all positive integers r, s ≤ |G|.
Even thoughwe only treat finite solvable groups here, our proof can probably be extended to the case of finitely generated
solvable groups. More generally, it seems reasonable to conjecture that this lower bound holds in fact for all groups.
As an interesting application, we can now fully determine the function µG for G = Dn, the dihedral group of order 2n.
In [5] we proved that, if n is a prime power, then Dn has the same µ-function as an abelian group of order 2n. We show here
that this statement remains true for all n ≥ 1. This comes as a corollary of the above lower bound µG(r, s) ≥ DκG(r, s) for
finite solvable groups, combinedwith the reverse inequality for dihedral groups established by suitable constructions in [5].
For the purpose of carrying on arguments by induction, we shall have to consider groups G satisfying the condition
µX×G(r, s) ≥ DκX×G(r, s) for all abelian groups X and integers 1 ≤ r, s ≤ |X × G|. If this condition holds for G, we say that
µG is stably bounded below byDκG or, more shortly, that G is convenient. While this concept is quite technical, it is a key to
the advances made in this paper.
2. Decompositions
Let G,Γ be groups, pi : G→ Γ a group surjection and H = kerpi the kernel of pi . Given finite subsets A, B ⊂ G, we shall
obtain a useful lower bound on |AB| by estimating the sizes of the intersection of AB with the various fibers pi−1(α) of the
map pi .
We define the decomposition of A associated with pi as the partition {Aα, α ∈ Γ } of A given by Aα = A ∩ pi−1(α) for all
α ∈ Γ . Let r = |A|. The cardinalities rα = |Aα| of the slices Aα provide a function r : Γ → N, the decomposition function of
A, given by r(α) = rα for all α ∈ Γ . We have r =∑α∈Γ r(α) =∑α∈Γ rα .
We shall now use the decomposition functions of A and B, together with the function µH , to estimate from below the
cardinality of the product set AB.
In this estimate, expressions involvingµH(rα, sβ)may appear with vanishing arguments. By convention,µH(rα, sβ) = 0
if either rα = 0 or sβ = 0.
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Lemma 1. Let pi : G → Γ be a surjection of groups and let H be the kernel of pi . Let A, B be two finite subsets of G with
respective cardinalities r, s and with decompositions r =∑α∈Γ rα, s =∑β∈Γ sβ as above. Let r, s : Γ → N be the associated
decomposition functions and set
M(r, s) =
∑
γ∈Γ
max
α∈Γ {µH(rα, sα−1γ )}.
Then, we have |AB| ≥ M(r, s).
Proof. The product AB decomposes as the disjoint union
AB =
⊔
γ∈Γ
Cγ , where Cγ =
⋃
α∈Γ
AαBα−1γ .
Here
⊔
denotes disjoint union, and Cγ ∩ Cγ ′ = ∅ because Cγ ⊂ pi−1(γ ) and Cγ ′ ⊂ pi−1(γ ′) are indeed disjoint for γ 6= γ ′.
We therefore have |AB| =∑γ∈Γ |Cγ |.
Now, if X ⊂ pi−1(ξ) for some ξ ∈ Γ , and g ∈ G is any elementwithpi(g) = ξ−1, then gX and Xg are subsets ofH = kerpi
which depend on the choice of g , but such that |gX | = |Xg| = |X |.
It follows that if X ⊂ pi−1(α) has cardinality rX and Y ⊂ pi−1(β) has cardinality sY , then |XY | ≥ µH(rX , sY ).
The cardinality of the union Cγ = ⋃α∈Γ AαBα−1γ is at least as big as the maximum over α ∈ Γ of the cardinalities|AαBα−1γ |. Therefore, we have
|Cγ | ≥ max
α∈Γ {µH(rα, sα−1γ )}.
It follows that |AB| ≥∑γ∈Γ maxα∈Γ {µH(rα, sα−1γ )} = M(r, s). 
3. A basic proposition
In this section we consider the basic case of a surjection pi : G→ Γ with kernel an abelian p-group P . It seems difficult
to get information on µG from the sole knowledge of µΓ . As it happens, the task becomes easier if we invoke the function
µX×Γ for all abelian groups X simultaneously.
Proposition 2. Let pi : G→ Γ be a surjection of finite groups, with kernel an abelian p-group P. Assume that for every abelian
group X and positive integers r, s ≤ |X × Γ |, one has
µX×Γ (r, s) ≥ DκX×Γ (r, s).
Then for every positive integers r, s ≤ |G|, one has
µG(r, s) ≥ DκG(r, s).
Proof. Let A, B ⊂ G be subsets of Gwith |A| = r , |B| = s, and AB of least possible size, i.e. with |AB| = µG(r, s).
The subsets A, B determine decomposition functions r, s : Γ → N associated with pi , where r(α) = rα , s(β) = sβ for all
α, β ∈ Γ , and with r =∑α rα , s =∑β sβ . By Lemma 1, we have
|AB| ≥ M(r, s) =
∑
γ∈Γ
max
α∈Γ {µP(rα, sα−1γ )}.
In particular, we have µG(r, s) ≥ M(r, s).
Let L be any abelian group of cardinality |L| = |P| = pν . Then we have |L× Γ | = |P × Γ | = |G|, and thus
DκL×Γ (r, s) = DκP×Γ (r, s) = DκG(r, s).
Given any subsets Uα , Vβ ⊂ Lwith
|Uα| = rα, |Vβ | = rβ
for all α, β ∈ Γ , we construct subsets U, V ⊂ L× Γ as follows:
U =
⊔
α∈Γ
Uα × {α}, V =
⊔
β∈Γ
Vβ × {β}.
We have |U| = |A| = r and |V | = |B| = s, since |U| =∑α∈Γ rα = r and |V | =∑β∈Γ sβ = s.
Writing L× Γ additively, and using our hypothesis µX×Γ (r, s) ≥ DκX×Γ (r, s) for all abelian groups X , we then have
|U + V | ≥ µL×Γ (r, s) ≥ DκL×Γ (r, s) = DκG(r, s).
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Now, we will show that by a proper choice of group L and of subsets Uα, Vβ ⊂ L for every α, β ∈ Γ , we can arrange that
M(r, s) = |U + V |.
This will suffice to conclude the proof of Proposition 2, since then
µG(r, s) ≥ M(r, s) = |U + V | ≥ DκG(r, s),
as stated.
As specific group we choose the elementary abelian p-group L = Fpν , where Fp = Z/pZ. As required, we have
|L| = |P| = pν . We order the set Fp in the natural way by identifying it with the ordered set {0, 1, . . . , p − 1}. We also
order the set L lexicographically. That is, if x = (x1, . . . , xν), y = (y1, . . . , yν) ∈ L, with xi, yi ∈ Fp for all i, then x < y if and
only if the first components xi, yi for which xi 6= yi satisfy xi < yi.
An initial segment in L is a subset of the form
I[a] = {x ∈ L | x ≤ a}
for some a ∈ L. Since L is totally ordered, an initial segment is completely determined by its cardinality. For any integer
0 ≤ r ≤ pν , we shall denote by IS(r) the unique initial segment in L of cardinality r . (Later on, we shall set up a dictionary
between the two notations I[a] and IS(r).)
Now, our specific choice of subsets Uα , Vβ in Lwill be initial segments of the required cardinalities. That is, we take
Uα = IS(rα), Vβ = IS(sβ)
for all α, β ∈ Γ .
We will need the following formula, proved below as a separate lemma:
IS(t)+ IS(u) = IS(κL(t, u))
for all 0 ≤ t, u ≤ pν . In particular, a sum of initial segments in L is itself an initial segment.
With the above choices and formula, we have
Uα + Vβ = IS(rα)+ IS(sβ) = IS(κL(rα, sβ)),
and thus
|Uα + Vβ | = κL(rα, sβ) = κP(rα, sβ)
for all α, β ∈ Γ . Since U =⊔α∈Γ Uα × {α}, V =⊔β∈Γ Vβ × {β}, we have
|U + V | =
∑
γ∈Γ
∣∣ ⋃
α∈Γ
(Uα + Vα−1γ )× {γ }
∣∣ =∑
γ∈Γ
max
α∈Γ {κP(rα, sα−1γ )}.
(The second equality uses the obvious fact that a union of initial segments is again an initial segment.) Since P is an abelian
group, we have the equality µP(t, u) = κP(t, u) for all 0 ≤ t, u ≤ pν , as recalled in the Introduction. Therefore, we have∑
γ∈Γ
max
α∈Γ {κP(rα, sα−1γ )} =
∑
γ∈Γ
max
α∈Γ {µP(rα, sα−1γ )},
and we conclude |U + V | = M(r, s), as desired. 
We shall now prove the needed formula on the sum of two initial segments in L. This formula could be extracted by
combining various results in [1,2,8,3]. Here we provide an elementary combinatorial proof.
Lemma 3. In L = Fpν ordered lexicographically, we have
IS(t)+ IS(u) = IS(κL(t, u))
for all integers 0 ≤ t, u ≤ pν .
Proof. As a matter of notation, we write [0, k] = {0, 1, . . . , k} if k is a non-negative integer and [0, k] = ∅ if k < 0. Wemay
assume t, u ≥ 1.
Our proof proceeds by induction on ν. The statement is trivial for ν = 1, since in Fp, identified with [0, p− 1], we have
{0, 1, . . . , t − 1} + {0, 1, . . . , u− 1} = {0, 1, . . . ,min(p, t + u− 1)− 1},
and κFp(t, u) = min(p, t + u − 1) by definition of the numerical function κFp . We now assume ν ≥ 2, and shall split the
argument into several steps.
Step 1. Let a = (a1, . . . , aν) ∈ L. Then I[a] has cardinality∣∣I[a]∣∣ = a1pν−1 + a2pν−2 + · · · + aν + 1.
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Equivalently, we have the formula
I[a] = IS(a1pν−1 + a2pν−2 + · · · + aν + 1).
Indeed, using the definition of I[a] = {x ∈ L : x ≤ a} and the lexicographical order on L, we get the partition
I[(a1, . . . , aν)] = [0, a1 − 1] × Fpν−1
⊔
{a1} × I[(a2, . . . , aν)].
This yields the recurrence formula∣∣I[(a1, . . . , aν)]∣∣ = a1pν−1 + ∣∣I[(a2, . . . , aν)]∣∣.
The claimed formula follows by induction on the dimension, which starts well since, in dimension 1, we clearly have∣∣I[(aν)]∣∣ = aν + 1.
Step 2. Let IS(t) = I[(a1, . . . , aν)], IS(u) = I[(b1, . . . , bν)] be two initial segments in L of length t, u, respectively. Then we have∣∣IS(t)+ IS(u)∣∣ = κL(t, u).
Step 2.1. Assume first a1 + b1 ≥ p (as integers). Then∣∣IS(t)+ IS(u)∣∣ = pν = κL(t, u).
Indeed, by Step 1 we have∣∣I[(a1, . . . , aν)]∣∣+ ∣∣I[(b1, . . . , bν)]∣∣ ≥ (a1 + b1)pν−1 + 2 > pν = |L|.
It follows by a well-known argument that
I[(a1, . . . , aν)] + I[(b1, . . . , bν)] = L.
(See e.g. [9, Theorem 1.1].) It remains to establish the formula
κL(t, u) = pν
in the present case. It suffices to show that, for any integer 0 ≤ k ≤ ν − 1, we have
(dt/pke + du/pke − 1)pk > pν .
(Recall that for k = ν, we have (dt/pνe + du/pνe − 1)pν = pν .)
By Step 1, we have
t =
ν∑
i=1
aipν−i + 1
and thus,
dt/pke ≥ d(a1pν−1 + 1)/pke = a1pν−1−k + 1.
Similarly,
du/pke ≥ d(b1pν−1 + 1)/pke = b1pν−1−k + 1.
It follows that
(dt/pke + du/pke − 1)pk ≥ ((a1 + b1)pν−1−k + 1)pk > pν,
as desired.
Step 2.2. Assume now a1 + b1 ≤ p− 1 (as integers again).
We proceed to show the equality∣∣IS(t)+ IS(u)∣∣ = κL(t, u)
by induction on ν.
Using the decompositions in Step 1 for I[(a1, . . . , aν)] and I[(b1, . . . , bν)], we easily end up with the disjoint union
I[(a1, . . . , aν)] + I[(b1, . . . , bν)] = [0, a1 + b1 − 1] × Fpν−1
⊔
{a1 + b1} × (I[(a2, . . . , aν)] + I[(b2, . . . , bν)]).
Consequently, we get the formula∣∣I[(a1, . . . , aν)] + I[(b1, . . . , bν)]∣∣ = (a1 + b1)pν−1 + ∣∣I[(a2, . . . , aν)] + I[(b2, . . . , bν)]∣∣.
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It follows from Step 1 that∣∣I[(a2, . . . , aν)]∣∣ = t − a1pν−1 and ∣∣I[(a2, . . . , aν)]∣∣ = u− b1pν−1.
Therefore, by the induction hypothesis, we have∣∣I[(a2, . . . , aν)] + I[(b2, . . . , bν)]∣∣ = min
k≤ν−1(d(t − a1p
ν−1)/pke + d(u− b1pν−1)/pke − 1)pk
= min
k≤ν−1(dt/p
ke + du/pke − 1)pk − (a1pν−1 + b1pν−1).
Collecting the above formulae, we get∣∣I[(a1, . . . , aν)] + I[(b1, . . . , bν)]∣∣ = (a1 + b1)pν−1 + ∣∣I[(a2, . . . , aν)] + I[(b2, . . . , bν)]∣∣
= (a1 + b1)pν−1 + min
k≤ν−1(dt/p
ke + du/pke − 1)pk − (a1pν−1 + b1pν−1)
= min
k≤ν−1(dt/p
ke + du/pke − 1)pk.
It remains to show that the above minimum can be extended to k = ν without affecting its value. To this end, it suffices to
compare the cases k = ν − 1 and k = ν and prove the inequality
(dt/pν−1e + du/pν−1e − 1)pν−1 ≤ pν = (dt/pνe + du/pνe − 1)pν .
(The equality on the right has already been observed.) For k = ν − 1, it follows from the formulae
t =
ν∑
i=1
aipν−i + 1 and u =
ν∑
i=1
bipν−i + 1
that
dt/pν−1e = a1 + 1 and du/pν−1e = b1 + 1.
Therefore,
(dt/pν−1e + du/pν−1e − 1)pν−1 = (a1 + b1 + 1)pν−1 ≤ pν,
as desired.
Summarizing the above, we get the equalities∣∣I[(a1, . . . , aν)] + I[(b1, . . . , bν)]∣∣ = min
k≤ν−1(dt/p
ke + du/pke − 1)pk
= min
k≤ν (dt/p
ke + du/pke − 1)pk
= κL(t, u),
and the proof of Step 2.2 is complete.
Step 3. For any initial segments IS(t), IS(u) in L, we have
IS(t)+ IS(u) = IS(κL(t, u)).
We have shown in Step 2 that these two sets have the same cardinality. It remains to show that the sumset IS(t)+ IS(u) is
an initial segment in L. This follows from the proofs in Step 2. If
IS(t) = I[(a1, . . . , aν)] and IS(u) = I[(b1, . . . , bν)],
then we either have
I[(a1, . . . , aν)] + I[(b1, . . . , bν)] = L
as in Step 2.1, or a decomposition
I[(a1, . . . , aν)] + I[(b1, . . . , bν)] = [0, a1 + b1 − 1] × Fpν−1
⊔
{a1 + b1} × (I[(a2, . . . , aν)] + I[(b2, . . . , bν)])
as in Step 2.2. It easily follows, by induction on ν, that IS(t)+ IS(u) is an initial segment in L. Therefore
IS(t)+ IS(u) = IS(κL(t, u)),
and this concludes the proof of the stated formula. 
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4. Two refinements
Wewill actually need two successive refinements of Proposition 2. For the purpose of the discussion, we shall say that a
group Γ is convenient if µΓ is stably bounded below byDκΓ , i.e. if Γ satisfies the condition
µX×Γ (r, s) ≥ DκX×Γ (r, s)
for all abelian groups X and integers 1 ≤ r, s ≤ |X × Γ |. For instance, all abelian groups Z are convenient, since
µZ = DκZ = κZ as recalled in the Introduction.
Proposition 2 states that if G is a finite group with P C G a normal abelian p-subgroup, such that Γ = G/P is convenient,
then µG(r, s) ≥ DκG(r, s). We shall now strengthen this conclusion and show that G itself is convenient.
Proposition 4. Let pi : G → Γ be a surjection of finite groups, with kernel an abelian p-group P. If Γ is convenient, then G is
convenient as well.
Proof. Let Y be an arbitrary abelian group. We must show that
µY×G(r, s) ≥ DκY×G(r, s)
for all positive integers r, s ≤ |Y × G|. According to Proposition 2, this inequality holds for the trivial group Y0 = {1}.
Set G′ = Y × G, Γ ′ = Y × Γ and pi ′ : G′ → Γ ′ the map pi ′ = idY × pi . Since Γ is convenient, it follows from the
definition that Γ ′ is convenient as well. Moreover, kerpi ′ is an abelian p-group, as kerpi ′ = kerpi = P . We may thus apply
Proposition 2 to pi ′ : G′ → Γ ′, thereby concluding that
µG′(r, s) ≥ DκG′(r, s)
for all positive integers r, s ≤ |G′|, as desired. 
In our next refinement, the kernel of pi : G → Γ is still assumed to be abelian, but needs no longer be a p-group. Of
course, the key induction step is provided by the preceding result.
Proposition 5. Let pi : G → Γ be a surjection of finite groups, with abelian kernel H. If Γ is convenient, then G is convenient
as well.
Proof. Being finite abelian, the group H is the direct product of its Sylow p-subgroups P1, . . . , Pm, the order of Pi being a
power qi of the prime pi. Each Pi is normal in G, since H is normal in G and Pi is invariant under all automorphisms of H . We
may thus define the groups
Gj = G/(Pj × · · · × Pm)
for all 1 ≤ j ≤ m+ 1. We shall prove, by induction on j, that Gj is convenient for all j. This will suffice to conclude the proof,
since Gm+1 = G.
For j = 1, the group G1 = G/H is isomorphic to Γ and hence is convenient by hypothesis. Assume now 1 ≤ j ≤ m and
Gj convenient. We have an exact sequence
1→ Pj → Gj+1 → Gj → 1,
since Gj is isomorphic to Gj+1/Pj by construction. Moreover, Pj is an abelian pj-group. Applying Proposition 4, we conclude
that Gj+1 is also convenient, as desired. 
5. The main result
We now come to the main theorem of this note. One consequence is that if G is a solvable group of orderm, thenµG(r, s)
is bounded below by µG′(r, s), where G′ is any abelian group of the same orderm.
Theorem 6. Let G be a finite solvable group. Then we have
µG(r, s) ≥ DκG(r, s)
for all positive integers r, s ≤ |G|.
Proof. We shall actually prove the stronger statement that G is convenient, i.e. that
µY×G(r, s) ≥ DκY×G(r, s)
for every abelian group Y and integers 1 ≤ r, s ≤ |Y × G|. The theorem follows by taking for Y the trivial group {1}.
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As G is assumed to be solvable, let
G = G0 ) G1 ) · · · ) G` = {1}
be the finite series of iterated derived (i.e. commutator) subgroups of G, where Gi+1 = [Gi,Gi] for all i. The index ` is known
as the derived length of G. We shall prove that G is convenient by induction on `. (We would not know how to do it by
induction on the length of a composition series of G.)
The case ` ≤ 1 corresponds to abelian groups, which are convenient as observed at the beginning of the preceding
section.
Assume now ` ≥ 2. The subgroup G`−1 is abelian, and is normal in G. The quotient group G/G`−1 is solvable of derived
length `− 1, since its derived series is given by
G/G`−1 = G0/G`−1 ) G1/G`−1 ) · · · ) G`−1/G`−1 = {1}.
Therefore, by the induction hypothesis, the group G/G`−1 is convenient. With the exact sequence
{1} → G`−1 → G→ G/G`−1 → {1}
and the fact that the kernel G`−1 is abelian, Proposition 5 implies that G is convenient, as claimed. 
6. Applications
For the dihedral group Dn of order 2n, with presentation
〈a, b : an = b2 = 1, bab−1 = a−1〉,
an explicit construction of small sumsets in [5] gives the upper bound
µDn(r, s) ≤ κDn(r, s)
for all positive integers r, s ≤ 2n. In the same paper, this inequality is shown to be an equality whenever n is a prime power,
while the general case remained open. With the lower bound obtained above for solvable finite groups, we can now close
the gap.
Theorem 7. For the dihedral group Dn of order 2n, we have
µDn(r, s) = κDn(r, s)
for all n ≥ 1 and positive integers r, s ≤ 2n.
Proof. We haveDκDn = κDn , since every positive divisor of 2n is the order of a subgroup ofDn. Therefore, Theorem 6 yields
the lower bound
µDn(r, s) ≥ κDn(r, s)
for all positive integers r, s ≤ 2n. Combining this with the upper bound from [5] recalled above, we conclude that equality
holds. 
Let now G be an arbitrary solvable group. In the Introduction, wementioned the normal kappa functionN κG(r, s) and the
upper bound
µG(r, s) ≤ N κG(r, s)
for all positive integers r, s ≤ |G|, obtained in [7, Theorem 8]. See also [6]. Combining this with Theorem 6, we get the
following bounds on the function µG.
Theorem 8. Let G be a finite solvable group. Then we have
DκG(r, s) ≤ µG(r, s) ≤ N κG(r, s)
for all positive integers r, s ≤ |G|. 
By comparison, observe that for any group G and integers r, s, we have
DκG(r, s) ≤ κG(r, s) ≤ N κG(r, s).
This follows from the very definition of these arithmetical functions (see the Introduction) and the inclusions D(G) ⊃
H(G) ⊃ N (G).
In particular, if G is finite solvable, and if the functionsDκG andN κG coincide at some pair 1 ≤ r, s ≤ |G|, then µG(r, s)
is determined and equal to κG(r, s).
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There are other instances of this equality, which we now recapitulate. If G is an arbitrary finite group, we know that
µG(r, s) = κG(r, s)
in the following cases:
• r + s > |G|. Then µG(r, s) = κG(r, s) = |G| [9, Theorem 1.1].
• r + s = |G|. Here we have µG(r, s) = κG(r, s) = |G| − hG(r), where hG(r) is the largest order of a subgroup of G dividing
r [8, Theorem 4.2].
• κG(r, s) < s+ r/2 [8, Theorem 4.4].
• 1 ≤ r ≤ 3 and 1 ≤ s ≤ |G| [8, Theorem 4.6].
The simplest and perhaps most striking example of the occurrence of
DκG(r, s) < µG(r, s) = κG(r, s) < N κG(r, s)
is provided by the alternating group G = A4 of order 12, at r = s = 6. Here, we have
DκA4(6, 6) = 6, µA4(6, 6) = κA4(6, 6) = 9, N κA4(6, 6) = 11.
One instance of
DκG(r, s) = µG(r, s) = κG(r, s) < N κG(r, s)
occurs with the dihedral group G = D15 of order 30, at r = s = 6. The first two equalities are provided by Theorem 7. We
haveDκD15(6, 6) = µD15(6, 6) = κD15(6, 6) = 6. However,N κD15(6, 6) = 9, as no subgroup of order 6 in D15 is normal.
We have no example of a group G and integers r, s for which
µG(r, s) < κG(r, s).
In fact, it might reasonably be conjectured that none exists. On the other hand, there are examples for which
κG(r, s) < µG(r, s) = N κG(r, s).
This occurs, for instance,with the groupsG1 = C7oC3, with presentation 〈a, b : a7 = b3 = 1, bab−1 = a2〉, andG2 = C13oC3,
with presentation 〈a, b : a13 = b3 = 1, bab−1 = a3〉.
For G1 = C7 o C3, one can show that κG1(r, s) < µG1(r, s) = N κG1(r, s) for r ≤ s if and only if (r, s) = (5, 9), (6, 8),
(6, 9), (8, 9) or (9, 9). In all other cases we have µG1(r, s) = κG1(r, s), sometimes with µG1(r, s) = κG1(r, s) < N κG1(r, s).
For G2 = C13o C3, we could establish by machine calculation thatµG2(6, 6) = N κG2(6, 6) = 11, whereas κG2(6, 6) = 9.
For higher values of |G|, r and s, exhaustive machine calculations seem out of reach. At the current level of theory, the
behaviour of µG(r, s) in cases where κG(r, s) < N κG(r, s) remains mysterious.
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