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We study Calabi-Yau threefolds with large Hodge numbers by constructing and
counting triangulations of reflexive polytopes. By counting points in the associated
secondary polytopes, we show that the number of fine, regular, star triangulations of
polytopes in the Kreuzer-Skarke list is bounded above by
(
14,111
494
) ≈ 10928. Adapting a
result of Anclin on triangulations of lattice polygons, we obtain a bound on the number
of triangulations of each 2-face of each polytope in the list. In this way we prove
that the number of topologically inequivalent Calabi-Yau hypersurfaces arising from
the Kreuzer-Skarke list is bounded above by 10428. We introduce efficient algorithms
for constructing representative ensembles of Calabi-Yau hypersurfaces, including the
extremal case h1,1 = 491, and we study the distributions of topological and physical
data therein. Finally, we demonstrate that neural networks can accurately predict
these data once the triangulation is encoded in terms of the secondary polytope.
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1 Introduction
String theory gives rise to an immense wilderness of four-dimensional effective theories.
A first step to understanding these theories is to chart out the regions in theory space
that are populated by specific classes of solutions. Compactifications of critical string
theories on Calabi-Yau threefolds, or on orientifolds thereof, are perhaps the best-
understood class for this purpose, because of the perspective afforded by algebraic
geometry.
Although Calabi-Yau threefolds are not fully classified, or even known to be finite
in number, one can learn much by studying subclasses that enjoy additional structure.
Calabi-Yau threefolds that are hypersurfaces in toric varieties can be treated combi-
natorially because the ambient toric varieties correspond to certain triangulations of
reflexive polytopes in Z4, as we will recall below. Kreuzer and Skarke famously enu-
merated the 473,800,776 distinct four-dimensional reflexive polytopes [1], and their list
has served as a wellspring of topological data of Calabi-Yau threefolds (see e.g. [2, 3]).
However, the actual number of inequivalent Calabi-Yau threefolds arising as hyper-
surfaces in toric varieties has not been known, even to the nearest thousand orders of
magnitude.
In this work we prove an upper bound, NCY < 1.65 × 10428, on the number of
inequivalent Calabi-Yau threefold hypersurfaces in toric varieties. We also show that
the number of fine, regular, star triangulations (FRSTs) of four-dimensional reflexive
polytopes is bounded above by NFRST < 1.53 × 10928. Both upper bounds are domi-
nated by the single polytope with the largest number of points: this is a four-simplex
containing 496 lattice points, which engenders Calabi-Yau threefolds with h1,1 = 491
and h2,1 = 11.
To grapple with these astronomically large discrete sets, we then develop novel al-
gorithms for fair sampling of triangulations and of Calabi-Yau threefolds. Enumerating
FRSTs of polytopes with hundreds of points and then operating on the triangulation
data is computationally demanding, and to reach acceptable speeds we were obliged
to adapt and combine a considerable number of software packages and libraries. Our
methods allow rapid enumeration of triangulations of even the largest polytope in the
Kreuzer-Skarke list, and give samples that are representative in the range of h1,1 where
we are able to test them.
Finally, the immense size of discrete data sets in string theory, such as those en-
countered here, suggests the use of data science techniques — see [4–25] as well as
the reviews [26] and [27]. In the final part of this work, we develop machine learning
algorithms to predict the topological data of Calabi-Yau threefolds. We demonstrate
that these are orders of magnitude faster than our enumerative algorithms, have out-
standing accuracy at modest Hodge numbers, and remain accurate for some quantities
even at h1,1 = 491. The key idea is to represent the data of a regular triangulation
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in terms of the GKZ vector — introduced in Definition 1 below — that arises in the
secondary polytope construction of Gelfand, Kapranov, and Zelevinsky (GKZ) [28].
The organization of this paper is as follows. In §2 we review key elements of
Calabi-Yau threefold hypersurfaces in toric varieties, and of the secondary polytope of
a point configuration. In §3 we derive upper bounds on the number of FRSTs and the
number of distinct Calabi-Yau threefolds that result from polytopes in the Kreuzer-
Skarke list. In §4 we present algorithms for fair sampling of FRSTs and Calabi-Yau
threefolds, as well as our software implementation (in §4.3). In §5 we demonstrate
that deep neural networks can very accurately predict topological data of Calabi-Yau
threefold hypersurfaces. We conclude in §6. Appendix §A contains the results of
testing our sampling algorithms.
2 Regular Triangulations and the Secondary Polytope
We start by briefly reviewing Batyrev’s construction [29] of Calabi-Yau threefolds as
hypersurfaces in toric varieties. Let ∆ and ∆◦ be a dual pair of four-dimensional
reflexive polytopes, and let T be a triangulation of ∆◦. When T is a fine, regular, star
triangulation (FRST), conditions that we will presently discuss, it defines a subdivision
of the normal fan of ∆, and so defines a four-dimensional toric variety whose generic
anticanonical hypersurface is a smooth Calabi-Yau threefold.
Each condition on the triangulation T plays an important role in the construction.
T is called star if all of its full-dimensional simplices have the origin as a vertex. This
allows one to define cones forming a complete fan, and hence construct a compact
toric variety. T is called fine if every point in the point configuration, which in our
case consists of all lattice points not interior to facets,1 is a vertex of a simplex in T .
This ensures that the singularities in the toric variety are sufficiently mild so that the
Calabi-Yau is smooth. Finally, T is called regular if it can be obtained as the projection
of the lower faces of the convex hull of a point set in one higher dimension. This is
required so that the toric variety is projective, and hence Ka¨hler — the hypersurface
then inherits this Ka¨hler structure.
Let us now dissect the regularity condition, which will be crucial in our analysis.
A triangulation T of a configuration A of n points pi ∈ Rd, i = 1, . . . , n, is regular if it
can be constructed as follows. One starts with the points of A and lifts them into one
higher dimension, i.e. into Rd+1, by adding an extra coordinate and defining heights
hi ∈ R, i = 1, . . . , n. One can then construct the convex hull. For generic heights, the
lower faces of this convex hull will be simplices that can be projected down to produce
a triangulation of A. A schematic of this process is shown in Figure 1. If one of the
lifted points, p, lies in the interior of the convex hull, then the resulting triangulation
1Points strictly interior to facets correspond to divisors of the ambient variety that do not intersect
the Calabi Yau hypersurface transversely. See e.g. Appendix B of [30] for a detailed discussion.
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does not include p. Note that within the space of heights there are lower-dimensional
subspaces that do not result in triangulations of A, but rather in regular subdivisions
that do not fully divide A into simplices.
Figure 1: Regular triangulations descend from projections of the lower faces of a
convex hull in one higher dimension. In the figure, a two-dimensional point set is lifted
by a set of heights into a three-dimensional convex hull. The lower faces (shown in
red) induce a triangulation on the original point set via their projection.
The regular triangulations of a point configuration have a very rich structure
studied by Gelfand, Kapranov, and Zelevinsky (GKZ) [31, 32]. An extensive discussion
of their results can be found in their book [28] and in the more recent textbook [33],
which also provides more general information on triangulations. Here we recall the
constructions and theorems that will be necessary for our purposes. The main concepts
we will need are those of the secondary polytope and secondary fan of a d-dimensional
point configuration A with n points. To this end, we first define the GKZ vector of a
triangulation.
Definition 1 (GKZ Vector) Let A be a point configuration with points pi ∈ Rd, i =
1, . . . , n, and let T be a triangulation of A. We define a map ϕA : {triangulations of A} →
Rn such that ϕA(T ) is a vector whose ith component is given by
ϕiA(T ) :=
∑
{σ∈T |pi∈vert(σ)}
vol(σ) , (2.1)
where the sum is over all maximal simplices σ that have pi as a vertex. This is called
the GKZ vector (or volume vector) of T .
The secondary polytope can now be constructed from the GKZ vectors as follows.
Definition 2 (Secondary Polytope) Let A be a point configuration. The secondary
polytope Σ(A) is the convex hull of the GKZ vectors associated to all the triangulations
of A,
Σ(A) := conv
{
ϕA(T )|T is a triangulation of A
}
. (2.2)
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We adopt the convention that the standard simplex has unit volume, which implies that
if the points in A are lattice points, as in our situation, then the secondary polytope
is a lattice polytope in Zn. The key result due to GKZ is the following theorem.
Theorem 1 (Gelfand, Kapranov, Zelevinsky 1989) For a point configuration A, the
vertices of the secondary polytope Σ(A) are in one-to-one correspondence with the
regular triangulations of A.2
Let us now relate the secondary polytope Σ(A) to the definition of regularity
described above. Given a point configuration A with n points, the set of height vectors
that result in a given triangulation forms (the interior of) a full-dimensional cone in
Rn. The set of such cones (including their boundaries and intersections) from all of
the regular triangulations forms a complete fan, called the secondary fan, which can
be equivalently defined as follows [31, 32]:
Definition 3 (Secondary Fan) The secondary fan of a point configuration A is the
normal fan of the secondary polytope Σ(A).
Since the construction of smooth Calabi-Yau hypersurfaces requires triangula-
tions to be fine and star, we need to determine the regions in the secondary fan that
correspond to FRSTs. To this end, we make use of the following theorem [33]:
Theorem 2 Let A be a point configuration. Let h and h′ be the generic height vectors
defining two regular triangulations T and T ′. Finally, let Tt be the triangulation (or
subdivision) obtained from the height vector ht := (1− t)h + th′ for t ∈ [0, 1]. Then:
a) All subdivisions Tt are either triangulations or bistellar flips between two trian-
gulations.
b) All subdivisions Tt contain all the simplices that are common to both T and T ′.
Theorem 2 implies that the cones from FRSTs form a subfan with convex support
of the secondary fan.3 To see this we use the simple fact that a triangulation is fine
and star if and only if for each point other than the origin there is a one-simplex having
this point and the origin as its vertices.
A two-dimensional cross section of the subfan of FRSTs of the largest reflexive
polytope in the Kreuzer-Skarke database is shown in Figure 2.
2In fact, the theorem is much stronger: it asserts that the face lattice of Σ(A) is isomorphic to the
refinement poset of regular polyhedral subdivisions of A. For more details see [28, 33].
3We remark that the cones in the secondary fan are closely related to the Ka¨hler cones of the
ambient varieties: see [34].
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Figure 2: A two-dimensional cross section of the secondary subfan of FRSTs of the
largest four-dimensional reflexive polytope (left), and the result of combining regions
therein that give rise to the same Calabi-Yau (right). Each colored region on the left
(resp. right) corresponds to a different FRST (resp. Calabi-Yau), and the outermost
boundaries are defined by heights beyond which the triangulation becomes non-fine or
non-star.
3 Upper Bounds on the Number of Triangulations
As a step toward understanding the statistics of string vacua, it would be valuable
to compute the number NCY of distinct Calabi-Yau hypersurfaces arising from the
Kreuzer-Skarke list. In this work we will derive a rigorous upper bound on NCY, leaving
a direct computation of NCY as a challenge for future work.
In this section, we describe a general procedure for deriving upper bounds on the
number of regular triangulations of lattice polytopes. To our knowledge, our result in
equation (3.2) is the best upper bound available in the literature for the number of
regular triangulations of lattice polytopes4 in d ≥ 3. We then specialize to the case of
fine, regular, star triangulations of reflexive polytopes, and derive an upper bound for
the number of topologically distinct Calabi-Yau threefolds that can arise.
3.1 Bounding the number of regular triangulations of lattice polytopes
Our derivation of an upper bound relies on the construction of the secondary polytope
described in §2. In particular, we will make crucial use of the fact that the vertices of
4Lattice polygons have been studied more extensively, see e.g. [33, 35, 36].
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the secondary polytope are in bijective correspondence with regular triangulations of
the original point configuration.
Consider a set A of n points in Zd whose convex hull is a d-dimensional polytope.5
Let V be the volume of the polytope, in units where the standard simplex has unit
volume. Definition 1 then implies that the components ϕiA of the GKZ vectors take
integer values ranging from 0 to V . By counting the lattice points in the box defined
by 0 ≤ ϕiA ≤ V , i = 1, . . . , n, we obtain an upper bound on the number of regular
triangulations of A.
We can obtain a tighter bound by using the fact that the sum of all components
of each GKZ vector must be (d + 1)V , which follows from the fact that each simplex
has d+ 1 vertices and hence its volume is counted d+ 1 times. The counting problem
then reduces to finding the number of solutions to the equation
n∑
i=1
xi = (d+ 1)V , with xi ∈ Z≥0 . (3.1)
This is a straightforward combinatorial problem that yields an upper bound of
Nreg.triang. ≤
(
(d+ 1)V + n− 1
n− 1
)
. (3.2)
It is worth noting that the secondary polytope is of codimension d + 1 [33], whereas
here we are counting the number of lattice points in a simplex of codimension one. Re-
stricting the counting to a lower-dimensional space would yield a better upper bound,
but we leave this to future work.
By restricting to FRSTs of reflexive polytopes we can apply further constraints
that improve the above bound. For this case, the relevant n is the number of points
not strictly interior to facets, plus the origin. The star condition requires that the
component of the GKZ vector corresponding to the origin is equal to V , while the fine
condition simply requires that all other components are positive. We have thus shown
that bounding the number of FRSTs reduces to counting the number of solutions to
n−1∑
i=1
xi = dV, with xi ∈ Z>0 . (3.3)
Solving this simple combinatorial problem we find the bound
NFRST ≤
(
dV − 1
n− 2
)
. (3.4)
We can now apply the formula (3.4) to the polytopes in the Kreuzer-Skarke
5The set of n points need not include all the lattice points contained in the convex hull.
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database, for which d = 4 and n ≤ 496. The resulting upper bound is shown in
Figure 3, and Table 1 shows the values for the largest polytopes. We find that the sin-
gle largest polytope, which has h1,1 = 491, h2,1 = 11, n = 496, and V = 3528, gives the
overwhelmingly dominant contribution to the bound: N
(491,11)
FRST < 1.53× 10928, which is
55 orders of magnitude larger than the contribution of the first subleading polytope.
This observation is consistent with [37], although our upper bound is lower than their
estimate.
Figure 3: The upper bounds on the number of FRSTs, NFRST, and distinct Calabi-
Yau threefolds, NCY, from four-dimensional reflexive polytopes. The fits for h
1,1 ≥ 200,
shown in red, are log10(NFRST) = 1.91h
1,1 − 5.31 and log10(NCY) = 0.90h1,1 − 15.45.
In the right panel, we show (3.5) for h1,1 < 200, i.e. to the left of the vertical line, while
for h1,1 ≥ 200 we show the tighter bound obtained by explicitly computing NFRT(f)
for some of the 2-faces f , and using this data in (3.5).
3.2 Bounding the number of distinct Calabi-Yau hypersurfaces
We have now bounded the number of FRSTs, but different FRSTs can give rise to the
same Calabi-Yau threefold, in different regions of its Ka¨hler moduli space. We will
now derive a stronger bound for the number of distinct — i.e., homotopy inequivalent
— Calabi-Yau threefolds.
Wall’s theorem [38] implies that the homotopy types of compact Calabi-Yau three-
folds with torsion-free homology are classified by the Hodge numbers, triple intersection
numbers (κABC , defined in (4.2)) and second Chern class. Now suppose that T1 and
T2 are two FRSTs of a reflexive polytope ∆◦ whose restrictions to the 2-faces of ∆◦
are identical. Let us show that T1 and T2 define Calabi-Yau hypersurfaces X1 and X2,
respectively, that are homotopy equivalent.
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First of all, the Hodge numbers of X1 and X2, being determined only by ∆
◦, are
identical. Similarly, the triple intersection numbers of X1 and X2, which are specified
by the restrictions of T1 and T2 to the 2-faces of ∆◦, are equal — see for example [30].
Finally, we show that the second Chern classes of X1 and X2 are equal. Viewing
the second Chern class c2(X) of a threefold X as a linear form acting on the homology
classes of divisors D, c2[D] :=
∫
D
c2(X), one easily shows (see e.g. [39]) that c2[D] can
be computed from the triple intersection numbers κABC of X and the holomorphic
Euler characteristic of D, χh(D) := h0,0(D)− h0,1(D) + h0,2(D). For D a prime toric
divisor, χh(D) is easily expressed in terms of polytope data, and so the action of c2(X)
on a basis of prime toric divisors can be computed from polytope and triangulation
data that is sufficient to compute the κABC : that is, from the data of a triangulation
restricted to the 2-faces of ∆◦.
In summary, for a Calabi-Yau threefold hypersurface X in a toric variety defined
by an FRST of a reflexive polytope ∆◦, the data required by Wall’s theorem to deter-
mine the homotopy type of X is specified by the restriction of the FRST to the 2-faces
of ∆◦. In particular, two FRSTs of ∆◦ that differ only by simplices in 3-faces define
homotopy equivalent Calabi-Yau threefolds.
Thus, to bound the number of homotopy inequivalent Calabi-Yau hypersurfaces
arising from the Kreuzer-Skarke list, we need only bound the number of triangulations
of the 2-faces of the corresponding polytopes. This reduces our task to that of counting
triangulations of lattice polygons, which is rather well-understood. To our knowledge,
the following theorem by Anclin [35] provides the best upper bound for our purpose.
We use the more convenient formulation presented in Theorem 9.3.7 of [33].
Theorem 3 (Anclin 2003) The number of fine triangulations of a lattice polygon is
bounded by 23i+b−3, where i and b are the number of interior and boundary lattice points
in the polygon.6
We stress that this is an upper bound for the number of all fine, not necessarily regular,
triangulations. Even so, it yields a stronger bound than the method described in §3.1,
even when the latter is restricted to fine and regular triangulations.
From the above theorem it follows that the number of distinct Calabi-Yau three-
folds that arise from a particular four-dimensional reflexive polytope is bounded by
NCY ≤
∏
f∈F∆◦ (2)
23if+bf−3, (3.5)
where F∆◦(2) denotes the set of 2-faces of ∆
◦ and if and bf denote the number of interior
and boundary points, respectively, of the 2-face f . Sometimes one can compute the
6This theorem is applicable to lattice polygons embedded in a higher-dimensional lattice since their
affine Z-span is an affine lattice isomorphic to Z2.
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actual number NFRT(f) of fine, regular triangulations for certain 2-faces f , such as
those with relatively few points, and replace the corresponding factors in (3.5) with
NFRT(f), leading to a tighter bound.
We have evaluated (3.5) for the 473,800,776 polytopes in the Kreuzer-Skarke list.
For polytopes with h1,1 ≥ 200, we used TOPCOM [40] to compute NFRT(f) for 2-faces
f with up to 17 lattice points,7 while for the far more numerous polytopes with small
h1,1 we used (3.5) directly.
In total, we find that the number of distinct Calabi-Yau threefolds arising from
the Kreuzer-Skarke list obeys8
NCY < 1.65× 10428 . (3.6)
This is one of our main results.
The bound (3.6) is dominated by the polytope with h1,1 = 491, which contains
the largest 2-face in the database, and contributes
N
(491,11)
CY ≤
(
26 · 32 · 52 · 172 · 972 · 1012
)
· 21374 ≈ 1.65× 10428 , (3.7)
where the factors in parentheses come from the numbers of triangulations of 2-faces
with ≤ 17 points. The contribution (3.7) is 27 orders of magnitude more than that
from the first subleading polytope.
In Figure 3 we show the contributions to the upper bound as a function of h1,1,
and explicit values for the largest polytopes are shown in Table 1.
As a final comment, even though there exist lower bounds for the number of
triangulations of polygons, e.g. in [36], these do not directly lead to lower bounds
on the number of Calabi-Yau threefolds, as not all combinations of triangulations of
2-faces occur in a full triangulation of the polytope.
4 Random Sampling of Calabi-Yau Threefolds
The set of Calabi-Yau threefold hypersurfaces in toric varieties is potentially of astro-
nomical proportions. As it is not possible to study every Calabi-Yau hypersurface in
this set, we instead aim to construct representative ensembles of hypersurfaces. Below
we describe a method that allows us to produce diverse samples, and we demonstrate
7We stop at 17 lattice points because in the polytope with h1,1 = 491, which dominates the bound,
the next-larger 2-face has 129 lattice points, making an exact count impractical.
8The exact bound is 16468748345409819248194378023304313940946564187432078509364852963014
6040575488255243589332232903592518474658158429571147325462793749362868946853319691948129
8883395339972203613804284096289742550789265088421675080072368874768688779979297016169174
5194720127658754222186509852391225057750610021878875802809122461761270655713263315386424
8913905073354395569564592722506413231664691489296656747662315313727961454833931913041383
322595623.
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Table 1: Upper bounds for polytopes with h1,1 ≥ 400.
Hodge Numbers Upper bounds
h1,1 h2,1 NFRST NCY
491 11 1.53× 10928 1.65× 10428
462 12
1.13× 10873 3.71× 10401
2.67× 10873 2.66× 10401
433 13
8.39× 10817 8.36× 10374
1.98× 10818 6.00× 10374
4.67× 10818 4.30× 10374
3.06× 10816 3.00× 10374
416 14
2.46× 10786 7.64× 10359
1.04× 10786 6.65× 10359
404 14
1.47× 10763 1.35× 10348
3.47× 10763 9.69× 10347
8.20× 10763 6.94× 10347
2.27× 10761 6.75× 10347
5.37× 10761 4.84× 10347
8.30× 10759 2.42× 10347
that it in fact produces fair samples, at least at the modest values of h1,1 where we
can test it. The key strategy that makes this possible is to explore the space of regular
triangulations via their height vectors, as well as with the more common technique of
performing bistellar flips.
In this section, we first describe our sampling algorithms and the software used to
implement them. We then use these algorithms to obtain random samples of Calabi-
Yau threefolds arising from the polytopes with largest Hodge numbers. Finally, we
analyze these ensembles and present the statistics of relevant geometric quantities.
4.1 Sampling algorithms
The most straightforward way of obtaining random triangulations is to move in the
space of triangulations by performing random bistellar flips (see e.g. [36, 41]).
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Algorithm 1: Random Flips
1. Pick an initial FRST T = T◦.
2. Construct a new FRST Tnew by performing Nflip random flips on T , making
sure that the resulting triangulation is fine, regular and star.
3. Add Tnew to the sample, set T = Tnew and repeat step 2.
The main shortcoming of this algorithm is that it has a very long mixing time: it
produces samples that are strongly dependent on the initial triangulation T◦, and the
statistics of the sample converge very slowly, even for relatively small polytopes with
O(10) points. The reason for this behavior is that Algorithm 1 explores the space of
FRSTs by taking small steps, performing Nflip flips at a time, and it takes a long time
to move from one corner of the space to the other. Increasing the step size by setting
Nflip  1 is prohibitively expensive, as regularity needs to be checked after each flip.
We now propose an algorithm that addresses this issue. As explained in §2,
Theorem 2 implies that the set of heights h that result in an FRST form a convex,
polyhedral cone, which we denote by C˜. We can thus explore the space of FRSTs by
taking random walks within C˜. Moreover, since a homogeneous scaling of the heights
h→ λh, λ ∈ R+ does not change the triangulation, a suitable subspace to explore is the
intersection of C˜ and a sphere of radius one: C := {h|Th is fine and star, and |h| = 1}.
Although constructing C explicitly is difficult, we can obtain a random sample of points
in C using a hit and run algorithm, as it is easy to determine whether a given height
vector h is contained in C. In practice, we explore the space of fine, regular but not
necessarily star triangulations this way, and transform them into FRSTs at the end,
for technical reasons we describe in §4.3.
Algorithm 2: Random Walks
1. Pick an initial height vector h = h◦ ∈ C.
2. Pick a random unit vector α ∈ Rn, |α| = 1.
3. Consider h′ = (h + α)/|h + α|, and find the largest  = max such that h′ ∈ C.
4. Pick a random real number δ ∈ [0, max] and set h = (h + δα)/|h + δα|.
5. Repeat steps 2-4, Nwalk times.
6. Compute Th, convert it to a star triangulation, and add it to the sample.
7. Repeat steps 2-6.
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The main advantage of Algorithm 2 is that it converges much faster than Algo-
rithm 1. There are two factors that contribute to this improvement. First, obtaining a
regular triangulation from a given height vector is significantly faster than determin-
ing whether a given triangulation is regular. Second, a single step of Algorithm 2 can
produce FRSTs that differ by a large number of bistellar flips, enabling more efficient
exploration of the space of FRSTs.
A crucial step in implementing Algorithm 2 is finding the initial height vector
h◦ ∈ C. A natural choice is hi◦ = |pi|2 where |pi| are the norms of the lattice points on
the polytope. The height vector h◦ is not generic and gives rise to a subdivision, rather
than a triangulation. A triangulation can be obtained by an infinitesimal perturbation
h = h◦ + . Such triangulations are called Delaunay, and they enjoy a number of nice
properties, including being fine and regular [33].
Although Algorithm 2 is very efficient, it has a crucial shortcoming: even if it
returns a representative sample of points in C, the resulting sample of FRSTs is not
representative. In fact, different regions in C corresponding to different triangulations
need not have the same volume, cf. Figure 2, and we expect the triangulations cor-
responding to larger regions to be sampled more frequently. One way to combat this
problem is by estimating the volumes of these regions and constructing a weighted
sample of triangulations. However, this becomes prohibitively expensive at large h1,1.
We will instead address this issue by combining Algorithms 1 and 2:
Algorithm 3: Random Walks + Random Flips
1. Pick an initial height vector h = h◦ ∈ C.
2. Pick a random vector unit vector α ∈ Rn, |α| = 1.
3. Consider h′ = (h + α)/|h + α|, and find the largest  = max such that h′ ∈ C.
4. Pick a random real number δ ∈ [0, max] and set h = (h + δα)/|h + δα|.
5. Repeat steps 2-4, Nwalk times.
6. Compute Th.
7. Construct a new triangulation Tnew by performing Nflips random flips on Th,
making sure that the triangulation stays fine and regular.
8. Convert Tnew to a star triangulation, and add it to the sample.
9. Repeat steps 2-8.
This algorithm does not suffer from the weaknesses mentioned above. As we
explain in Appendix A, at small h1,1 we can enumerate all the distinct Calabi-Yau
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hypersurfaces resulting from a polytope, and verify that the output of Algorithm 3
gives a fair sampling of this set. We cannot similarly prove that Algorithm 3 gives a
fair sampling for polytopes with h1,1  1, because computing the true distribution for
the purpose of verification is too expensive. However, we are not aware of any particular
biases in the sampling, and so we propose Algorithm 3 as a way to efficiently generate
(provisionally) fair samples for any polytope in the Kreuzer-Skarke list.
4.2 Geometric data
Before constructing random samples of Calabi-Yau threefolds using the algorithms
described above, we recall the definitions of the relevant geometric data of a Calabi-
Yau hypersurface in a toric variety.
Let ∆◦ be a four-dimensional reflexive polytope, and consider the set of lattice
points {vA} ∈ Z4 that are on the boundary of ∆◦ but are not strictly interior to a
facet. An FRST of {vA} defines a toric variety V of which a generic anticanonical
hypersurface X ⊂ V is a smooth Calabi Yau threefold. The Hodge numbers h1,1 and
h2,1 of X are determined solely by polytope data. In particular, when ∆◦ is favorable,9
which is the case for all polytopes we consider below, there are h1,1 + 4 lattice points
{vA}.
Each of the points vA corresponds to a prime effective divisor D̂A of V , and
the intersection DA = D̂A ∩ X defines an irreducible effective divisor on X.10 The
irreducible algebraic curves Ca on X generate the Mori cone, MX ⊂ H2(X,Z). The
volumes of algebraic subvarieties of X are calibrated by the Ka¨hler form J ,
V := Vol(X, J) = 1
6
∫
X
J ∧ J ∧ J ,
τA := Vol(DA, J) =
1
2
∫
DA
J ∧ J ,
ta := Vol(Ca, J) =
∫
Ca
J .
(4.1)
The Ka¨hler cone of X, KX ⊂ H2(X,R), is defined as the set of cohomology classes
of closed (1, 1) forms J for which the volumes above are all positive. We define the
intersection numbers
MaA = #Ca ∩DA ,
κABC = #DA ∩DB ∩DC .
(4.2)
It is useful to pick h1,1 of the irreducible divisors Di, i = 1, . . . , h
1,1, to construct a basis
for H4(X,Z). The Poincare duals [Di] of the Di furnish a complete basis for H2(X,Z).
9See e.g. §2.1.1 of [42] for the definition.
10In general, not all irreducible effective divisors of X can be written this way: see e.g. [42].
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We expand the Ka¨hler form J in terms of [Di],
J = ti[Di] , (4.3)
and rewrite (4.1) as
V = 1
6
κijkt
itjtk ,
τA =
1
2
κAjkt
jtk ,
ta = Makt
k .
(4.4)
The Ka¨hler metric Kij computed from the Ka¨hler potential K = −2 logV can be
expressed as
Kij =
titj
8V2 −
Aij
4V , (4.5)
where Aij =
∂ti
∂τj
.
For most Calabi-Yau hypersurfaces X, computing the generators of the Mori
cone MX is difficult. The Mori cone of the ambient variety MV ⊃ MX , however, is
easily computed from toric data and is a useful approximation for MX . As different
ambient toric varieties can give rise to the same Calabi-Yau hypersurface, a better
approximation toMX can be obtained by taking the intersection of the Mori cones of
the ambient varieties,
M∩ :=
⋂
α
MVα . (4.6)
Here, α runs over the ambient toric varieties that contain the same Calabi-Yau hyper-
surface. This is equivalent to gluing together the Ka¨hler cones of the ambient varieties,
K∪ :=
⋃
α
KVα . (4.7)
To study the large-volume region of the Ka¨hler cone KV , we define the stretched
Ka¨hler cone K˜V as the subset of KV where the volumes of all curves Ca ∈ MV are
greater than one,
K˜V =
{
J ∈ H1,1(X,R)
∣∣∣ ta ≥ 1 ∀ Ca ∈MV} . (4.8)
Similarly, we define
K˜∪ =
{
J ∈ H1,1(X,R)
∣∣∣ ta ≥ 1 ∀ Ca ∈M∩} . (4.9)
In practice, constructing K˜∪ is prohibitively expensive at large h1,1. Thus, we will
construct and use K˜V in most of our analyses.
Finally, we define the tip of the stretched Ka¨hler cone as the point J? ∈ K˜V that
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is closest to the origin, and we write
J? = t
i
?[Di] . (4.10)
The distance between the origin and J? is then
dmin =
√
δijti?t
j
?. (4.11)
Many physical quantities of interest depend on the Ka¨hler form J . Ideally, given a
mechanism for moduli stabilization at large h1,1 one might sample Ka¨hler forms within
the Ka¨hler cone according to a measure defined by the dynamics of stabilization,
i.e. favoring regions of moduli space where stabilization is likely. Here, for want of
a sufficiently general theory of moduli stabilization, we will set J → J?. Thus, we
will compute V and the eigenvalues of Kij at the tip of the stretched Ka¨hler cone.
Revisiting our analysis in the context of specific scenarios for moduli stabilization
would be worthwhile.
4.3 Computation
Obtaining random samples of Calabi-Yau hypersurfaces and computing their topolog-
ical data poses a significant computational challenge, especially at large h1,1. To this
end, we have developed a number of algorithms and made use of a collection of software
packages, which we now summarize.
Given the vertices of a reflexive polytope, we first find the lattice points not strictly
interior to facets using PALP [43]. (An alternative library for analyzing polytopes is
PPL [44]. For a convenient wrapper, see SageMath [45].) We then obtain a fine and
regular triangulation by lifting these points into one extra dimension by a set of heights,
constructing the convex hull using Qhull [46], and projecting down its lower faces to
obtain the simplices of the triangulation.11 To obtain a star triangulation, the height
of the origin can be set to be much lower than all other heights. However, for large
polytopes this leads to numerical overflow issues with Qhull. As a solution, we first
construct a non-star triangulation and make it star by removing edges strictly interior
to the polytope and connecting all points to the origin, as described in [47].12
Although the triangulation algorithm described above is very fast, it does not
allow one to systematically compute all triangulations of a given point configuration.
11Within the space of height vectors, there will be lower-dimensional subspaces that give rise to
convex hulls with non-simplicial faces, which Qhull automatically subdivides into simplices. This
subdivision may not preserve regularity, so one must avoid such cases.
12It is worth mentioning that there is a significantly faster triangulation library in the Computer
Geometry Algorithms Library (CGAL) [48]. With it, one can directly compute star triangulations,
even for the largest polytopes in the Kreuzer-Skarke database. Additionally, when further subdivisions
are necessary for non-generic height vectors, it always performs one that preserves regularity. More
details can be found in [49].
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We use TOPCOM [40] and MPTOPCOM [50] for this purpose. Carrying out the random
sampling Algorithms 1 and 3 requires performing random flips and checking regularity.
We use a modified version of TOPCOM to perform random flips. Checking whether a
triangulation is regular using these packages, however, is prohibitively slow. To perform
this check, we compute the corresponding secondary cone, which is full-dimensional if
and only if the triangulation is regular [31, 32]. The problem of determining whether
a cone is full-dimensional can be translated into checking the feasibility of a linear
program, which we carry out using Google’s OR-Tools [51].
Once we obtain an FRST, the next step is to compute the topological data of
the Calabi-Yau hypersurface. We compute the generators of the Mori cone, cf. (4.2),
using the algorithm described in [52] (see also [34]). Finding the tip of the stretched
Ka¨hler cone is a sparse quadratic programming problem, which we solve using the
optimization package Mosek [53]. To compute the triple intersection numbers κijk
of the hypersurface, we first compute the intersection numbers κABCD of the prime
effective divisors in the ambient variety. When A,B,C,D are all distinct, we calculate
the corresponding intersection number simply by inspecting the simplices in the FRST.
We then use the linear equivalences between the prime effective divisors to construct
a linear system of equations involving the self-intersection numbers.13 The resulting
system is overdetermined but consistent, and can be solved using Mathematica [54].
(For an alternative tool for solving sparse linear systems, see [55].)
4.4 Random samples at large Hodge numbers
We now use the methods described above to construct and study random ensembles
of Calabi-Yau hypersurfaces arising from three exceptional polytopes, with the Hodge
numbers (h1,1, h2,1) = (491, 11), (11, 491), and (251, 251). These are the three polytopes
with the maximal value of h1,1 + h2,1 in the Kreuzer-Skarke list, and the first and the
second, which are dual to each other, attain the maximal values of h1,1 and h2,1,
respectively.
These polytopes, which we denote by ∆◦h1,1,h2,1 , are defined by the vertices
∆◦491,11 :

v1 v2 v3 v4 v5
1 0 0 21 −63
0 1 0 28 −56
0 0 1 36 −48
0 0 0 42 −42
 ∆◦251,251 :

v1 v2 v3 v4 v5
1 0 0 0 −903
0 1 0 0 −602
0 0 1 0 −258
0 0 0 1 −42
 ∆◦11,491 :

v1 v2 v3 v4 v5
1 0 0 0 −42
0 1 0 0 −28
0 0 1 0 −12
0 0 0 1 −1

(4.12)
All three polytopes are favorable, and ∆◦251,251 is self-dual.
13We are indebted to Mike Stillman for this method of calculating the intersection numbers.
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(a) # of nonzero entries of κABC (b) # of nonzero entries of κABC
(c) RMS size of nonzero entries of κABC (d) RMS size of nonzero entries of κABC
Figure 4: Distributions of the number and RMS size of the nonvanishing intersection
numbers κABC , cf. (4.2), from a sample of 10,000 triangulations of ∆
◦
491,11 and ∆
◦
251,251,
obtained using Algorithm 3 with Nflip = 40 and Nwalk = 50.
For ∆◦491,11 and ∆
◦
251,251, we use Algorithm 3 with Nflip = 40 and Nwalk = 50 to
obtain a sample of 10,000 FRSTs for each polytope. We find that each of these FRSTs
corresponds to a distinct14 Calabi-Yau hypersurface. The polytope with the largest
h2,1, ∆◦11,491, has 252 FRSTs, all of which give the same Calabi-Yau. For each Calabi-
Yau hypersurface X, we compute the generators of the Mori coneMV , the intersection
numbers κABC , the tip of the stretched Ka¨hler cone J?, and the distance dmin. We then
calculate the volume of X and the eigenvalues λmin ≤ · · · ≤ λmax of the Ka¨hler metric
Kij with J = J?. (See (4.2), (4.10), (4.11), (4.1), and (4.5) for the definitions of these
quantities.)
Focusing on the ensembles obtained from ∆◦491,11 and ∆
◦
251,251, we first examine
14For present purposes, we say that two Calabi-Yau hypersurfaces are distinct if they have different
triple intersection numbers κABC . It is in principle possible that two sets of intersection numbers that
appear different are related by a basis transformation and the corresponding Calabi-Yau manifolds
are equivalent. We do not expect this subtlety to affect any conclusions we draw in this work, though
it would matter for an attempt to exactly count, rather than to give an upper bound on, inequivalent
threefolds.
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(a) dmin (b) VJ?
(c) Eigenvalue spectrum of Kij (d) λmax, maximum eigenvalue of Kij
Figure 5: Distributions of dmin, cf. (4.11), VJ? , cf. (4.1), (4.8), (4.10), and the
eigenvalues of Kij, cf. (4.5), from a sample of 10,000 triangulations of ∆
◦
491,11 and
∆◦251,251, obtained using Algorithm 3 with Nflip = 40 and Nwalk = 50.
the properties of the intersection numbers κABC . For each geometry, we compute the
number and root mean square (RMS) size of the nonvanishing intersection numbers,
see Figure 4. In both ensembles, the intersection numbers are extremely sparse and
the distribution of the RMS size of the nonvanishing entries is strongly peaked.
The distance dmin, given in Figure 5a, is a good measure of the size of the Ka¨hler
cones KV .15 Large values of dmin indicate that the Ka¨hler cones are very narrow. As
a direct consequence, the volume of X at J?, denoted VJ? , is large in both ensembles,
while the eigenvalues of Kij, suppressed by VJ? , are accordingly small, see Figure 5.
It is worth noting that although the hypersurfaces from ∆◦491,11 have narrower Ka¨hler
cones compared to that of ∆◦251,251, they have smaller volumes VJ? .
Finally, we study the Calabi-Yau from ∆◦11,491 in more detail. In particular, we
15See [42] for a detailed discussion.
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N6=0(κABC) 94
RMS(κABC) 62.31
dmin 28.86
VJ? 9.83× 104
Vmin 9.83× 104
λmin 3.42× 10−10
λmax 2.34× 10−4
Table 2: The results for the Calabi-Yau hypersurface from ∆◦11,491.
construct K∪, cf. (4.7), and define J? as the tip of K˜∪, cf. (4.7). In addition to
the quantities discussed above, we numerically minimize V in K˜∪ and find that it is
minimized at J?. The results are summarized in Table 2.
5 Machine Learning Triangulations
Despite the significant computational advances summarized in §4.3, constructing a
Calabi-Yau hypersurface with h1,1 = 491 and computing the intersection numbers
κABC still takes of order a second on a modern CPU [56]. It is therefore of great
interest to design machine learning algorithms to more rapidly predict these topological
quantities. In this section, we will demonstrate that given a training set consisting of
a large number of triangulations of a reflexive polytope, a neural network can learn to
predict a wide range of geometric quantities with high precision, within ∼ 50µs on a
modern GPU.
The main difficulty in making use of a machine learning algorithm in this setting
is that the input data (i.e. an FRST) is not a simple vector in Rn, but is structured. Al-
though machine learning with structured data, such as sets, graphs and triangulations,
is an area of active research and there are a number of effective approaches,16 machine
learning triangulations directly remains difficult. We now point out a key fact that
makes regular triangulations amenable to machine learning: a regular triangulation T
can be represented efficiently by the GKZ vector ϕ(T ).
Datasets We consider triangulations of two reflexive polytopes: a randomly chosen
polytope with h1,1 = 15 and h2,1 = 42, which we denote by ∆◦15,42, and the largest
polytope in the Kreuzer-Skarke database, ∆◦491,11. Working with a polytope with mod-
erately large h1,1 is useful as the number of FRSTs is large enough to train machine
learning algorithms while the computational cost of preparing datasets is minimal, al-
lowing for fast experimentation with modest computational resources. On the other
hand, ∆◦491,11 gives rise to the largest and most challenging triangulations to study.
16See, for example, [57].
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We start by constructing two million FRSTs for each polytope by picking random
height vectors h = h◦ + , where h◦ gives rise to a Delaunay subdivision and the  are
sampled from a Gaussian distribution. We do not use the random sampling algorithms
described in §4.1, as preparing a dataset large enough to train a neural network would
be prohibitively expensive. For each FRST, we compute the GKZ vector ϕ(T ) and
the following geometric quantities:
1. N6=0(κABC): number of nonzero entries of κABC , cf. (4.2).
2. RMS(κABC): root mean square size of nonzero entries of κABC .
3. κ111.
4. dmin, cf. (4.11).
5. VJ? , the volume of the Calabi-Yau hypersurface at J?, cf. (4.1), (4.8), (4.10).
6. λmin, the smallest eigenvalue of Kij at J?, cf. (4.5).
7. λmax, the largest eigenvalue of Kij at J?.
We then construct seven datasets for each polytope, where an element of a dataset
consists of a GKZ vector ϕ(T ) as the input data and one of the geometric quantities
above as the label. We divide each dataset into a training set (70%), a validation set
(10%), and a testing set (20%), making sure that a given Calabi-Yau does not appear
in both the training/validation and testing sets.17
The statistics of these datasets are summarized in Table 3. Note that the statistics
for ∆◦491,11 differ from those described in §4.2. This indicates that the dataset does not
consist of a fair random sample of FRSTs. Ultimately, there is a tradeoff between the
quality of the sampling algorithm and the size of the dataset. Here, we use a simple
sampling algorithm to obtain a sizable training set. Employing the random sampling
Algorithm 3 to construct datasets of higher quality is likely to improve the performance
of the neural networks; we leave this to future work.
Network Architecture The most prominent feature of our neural network archi-
tecture is the use of ReZero layers [58]. Denoting the output of a dense layer as F (xi),
where xi are the inputs to the layer, a ReZero layer implements xi + αF (xi), where
the parameter α is trainable and initialized to zero at the beginning of the training.
This layer allows for training very deep neural networks efficiently — see [58] for more
details.
Our architecture consists of a dense layer followed by 32 ReZero layers, all with
width 512 and ReLU activation functions. To regularize the network, we incorporate a
17Note that different triangulations can give rise to the same Calabi-Yau hypersurface. We compute
the intersection numbers κABC to detect identical Calabi-Yau threefolds.
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µ σ MAE R2
N6=0(κABC) 114 3.396 6.92× 10−2 1.00
RMS(κABC) 2.35 9.72× 10−2 8.08× 10−3 1.00
log10 dmin 1.92 9.44× 10−2 4.07× 10−3 0.996
log10 VJ? 4.13 0.290 1.41× 10−2 0.995
log10 λmin -6.74 0.387 1.81× 10−2 0.999
log10 λmax -5.23 0.316 1.82× 10−2 0.993
κ111 3.80 2.34 1.32× 10−2 1.00
(a) h1,1 = 15
µ σ MAE R2
N6=0(κABC) 3906 12.8 5.62 0.698
RMS(κABC) 7.98 1.76× 10−2 6.94× 10−3 0.756
log10 dmin 5.83 1.48× 10−2 9× 10−3 0.403
log10 VJ? 13.1 0.113 2.69× 10−2 0.909
log10 λmin -18.5 0.156 3.54× 10−2 0.917
log10 λmax -12.8 0.811 8.48× 10−2 0.980
κ111 5.00 1.91 6.52× 10−2 0.999
(b) h1,1 = 491
Table 3: Mean (µ) and standard deviation (σ) of the labels and performance of the
neural networks given in terms of the mean absolute error (MAE), cf. (5.1) and the
coefficient of determination (R2), cf. (5.2).
Dropout layer in each ReZero layer, except for the last one. For the datasets containing
triangulations of ∆◦15,42, we use a dropout rate of 0.1. For ∆
◦
491,11, we observe that the
neural networks are much more prone to overfitting, so we use a dropout rate of 0.9,
as well as both L1 and L2 regularization with magnitude 10−6. We use Tensorflow [59]
to implement and train the networks with a learning rate of 5× 10−3 and a batch size
of 213, on a single Nvidia RTX 2080 Ti GPU.
Results We quantify the performance of the neural networks via the mean absolute
error
MAE :=
1
N
N∑
i=1
|yi − xi| , (5.1)
and the coefficient of determination,
R2 := 1−
∑N
i=1(yi − xi)2∑N
i=1(yi − 〈x〉)2
, (5.2)
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where N is the size of the dataset, yi are the predictions, xi are the true values and
〈x〉 is the mean of the xi. Note that R2 takes values in (−∞, 1]: a perfect predictor
achieves R2 = 1 while a naive model that predicts the mean 〈x〉 every time has R2 = 0.
We summarize the performance of the neural networks in Table 3. At h1,1 =
15 the networks achieve essentially-perfect performance with R2 > 0.99 for all seven
quantities. While the results are less consistent at h1,1 = 491, it is worth noting that
the networks still achieve very high precision with R2 > 0.9 for some quantities most
relevant for the phenomenology of string compactifications, such as VJ? and λmax.
6 Conclusions and Outlook
In order to count and understand a vast class of solutions of string theory, we have
surveyed Calabi-Yau threefold hypersurfaces in toric varieties.
We first proved an upper bound NFRST < 1.53 × 10928 on the number of fine,
regular, star triangulations (FRSTs) of reflexive polytopes in the Kreuzer-Skarke list,
by means of counting lattice points in the associated secondary polytopes. We then
proved an upper bound, NCY < 1.65 × 10428, on the number of inequivalent Calabi-
Yau threefold hypersurfaces resulting from the Kreuzer-Skarke list. Both bounds were
dominated by the largest polytope in the list, with h1,1 = 491 and h2,1 = 11.
In order to explore these extremely large sets, we then developed algorithms
and software to generate representative samples of FRSTs and Calabi-Yau threefolds,
including the most challenging — but also, potentially, the most numerous — cases,
where h1,1  1. Our methods allow computation of the topological data of a Calabi-
Yau threefold with h1,1 = 491 in of order a second.
Finally, to more rapidly survey the space of geometries, we devised a machine
learning algorithm that can predict the topological data of a Calabi-Yau threefold in
∼ 50µs, with nearly perfect accuracy for h1,1 ∼ 15, and with good accuracy for some
quantities even at h1,1 = 491. The key to our approach is representation of the data
in terms of the GKZ vector of the secondary polytope construction (see Definition
1). In a time when it is not clear which problems in physics and mathematics are
amenable to machine learning, we find it worth emphasizing that neural networks can
evidently excel at predicting properties of regular triangulations of lattice polytopes,
and the corresponding Calabi-Yau hypersurfaces in toric varieties, provided that the
triangulation data is represented by the GKZ vector.
We are preparing a user-friendly Python package for constructing and manipu-
lating Calabi-Yau hypersurfaces in toric varieties, with the capability to carry out the
calculations described above [56]. An obvious next step is to deploy our methods in a
systematic study of Calabi-Yau threefold hypersurfaces.
Perhaps the most urgent question left unanswered by our work is a lower bound
on the number of distinct Calabi-Yau threefolds arising from the Kreuzer-Skarke list,
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or from individual polytopes in it. Our upper bounds are dominated by the largest
polytope, and it is not unreasonable to guess that there are exponentially many in-
equivalent Calabi-Yau threefolds with h1,1 = 491, but this is as yet unproven.
More generally, computing the actual sizes of the astronomically large discrete
sets in the string landscape is an important open problem.
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A Testing the Random Walk Algorithm
In §4.1, we described three algorithms for obtaining random samples of Calabi-Yau hy-
persurfaces. We now test these algorithms by constructing random samples of FRSTs
of a reflexive polytope with h1,1 = 11, defined by the vertices
∆◦test =

v1 v2 v3 v4 v5
−1 1 −1 −1 −1
−1 −1 −1 7 −1
0 0 0 −2 2
0 0 2 −2 0
 . (A.1)
This polytope has 15 lattice points not strictly interior to facets and is favorable. It
has 330,019 FRSTs, corresponding to 117,893 distinct Calabi-Yau hypersurfaces.
As we can explicitly construct the complete set of Calabi-Yau hypersurfaces arising
from this polytope, we can determine whether a given sample is representative. To this
end, we construct three samples of 10,000 FRSTs using Algorithms 1, 2 and 3, with
Nwalk = 50 and Nflip = 40. All three algorithms return samples for which the properties
of the intersection numbers κABC match the true distribution. The comparison for the
root mean square of the nonzero intersection numbers is given in Figure 6. However,
Algorithm 2 prefers FRSTs with wider Ka¨hler cones and, as a result, smaller volumes:
see Figure 7. As discussed in §4.1, this behavior is due to the fact that Algorithm 2
generates samples where FRSTs corresponding to larger cones in the secondary fan are
favored.
A random sampling algorithm is useful only if the statistics of the sample it pro-
duces converge within a reasonable time frame. We compare the convergence rates
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(a) Algorithm 1 (b) Algorithm 2 (c) Algorithm 3
Figure 6: Comparison of the root mean square of nonzero intersection numbers from
samples obtained using our sampling algorithms with Nwalk = 40 and Nstep = 50 versus
the true distribution.
(a) Algorithm 1 (b) Algorithm 2 (c) Algorithm 3
Figure 7: Comparison of the volume of the Calabi-Yau at J? from samples obtained
using our sampling algorithms with Nflip = 40 and Nwalk = 50 versus the true distri-
bution.
of our algorithms by computing the GKZ vector ϕi, cf. Definition 1, for each trian-
gulation in the sample and comparing the mean value 〈ϕi〉sample of the sample to the
true mean value 〈ϕi〉true. As the algorithm converges, the ratio 〈ϕi〉sample/〈ϕi〉true ap-
proaches 1 for all i. In Figure 8, we plot 〈ϕi〉sample/〈ϕi〉true for Algorithms 1, 2 and 3
versus run-time on a single CPU, adjusting Nflip and Nwalk such that all three algo-
rithms produce samples of ∼ 1000 triangulations per minute. While Algorithms 2 and
3 converge reasonably quickly, Algorithm 1 is significantly slower.
In summary, testing the random sampling algorithms at small h1,1 reveals that
Algorithm 1 converges slowly, Algorithm 2 produces skewed samples, and Algorithm 3
produces fair samples efficiently.
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(a) Algorithm 1 (b) Algorithm 2 (c) Algorithm 3
Figure 8: 〈ϕi〉sample/〈ϕi〉true vs. run-time of Algorithm 1 with Nflip = 1, Algorithm 2
with Nwalk = 8 and Algorithm 3 with Nflip = 1, Nwalk = 4.
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