Systems constructed from components, including distributed systems, consist of a number of elements that interact with each other. As the number of network elements or interchangeable components for each network element increases, the trade off that the system tester faces is the thoroughness of test configuration coverage, versus availability of limited resources (time and budget). An approach to resolving this trade off is to determine a minimal set of test configurations that test each pair-wise combination of components. This goal gives a well-defined, cost-effective level of test coverage, with a reduced number of system configurations. To select such a set of test configurations, we show how to apply the method of covering arrays, and improve on previous results.
INTRODUCTION
A common source of system faults is unexpected interactions between system components. The risk is magnified when there are a number of interchangeable components for each element in a system. A manufacturer of these system components would want to test as many of the potential system A system tester faces the constraints of time and money, and all possible configurations cannot be tested within any reasonable allotment. For each system test configuration, a suite of system tests must be executed. Changing between configurations normally requires additional effort. Therefore, reducing the number of system test configurations will produce significant savings. How, then, can the risk of interaction faults be managed in a realistic test plan?
One approach is to at least test for all two-way interactions among various system components. This leads to a reduced set of test configurations. The assumption is that the risk of an interaction among three or more components is balanced against the ability to complete system testing within a reasonable budget. This paper investigates this approach, using covering arrays to determine the set of test configurations that cover all two-way interactions.
This paper starts with an overview of design of statistical experiments, and then shows how to apply these concepts to the testing of software. Orthogonal arrays and covering arrays are defined. An algorithm to generate orthogonal arrays is presented, and these are used to derive building blocks for constructing larger covering arrays. An algorithm, improving on the results from [14] , for larger covering arrays is presented, first using an example, and then in general. Algorithm results are provided with respect to the number of configurations produced. The paper concludes with a summary, and opportunities for further work.
APPLYING STATISTICAL EXPERIMENTAL DESIGN TO SOFTWARE TESTING
There is a great deal of work in the literature of statistics, devoted to the subject of experimental design. Except for a few instances ( [2] , [3] , [4] , [5] , [6] [9] , [10] ), the results have not generally been applied to the testing of software. Areas where these techniques are often used to detect interactions are in chemical, biological, and medical research. They are increasingly being advocated for use in engineering quality control.
We can make excellent use of these techniques when testing software. The software testing "experiment" that is proposed is to determine if all of the software components are truly free of unwanted interactions. A successful run of the experiments would confirm this independence. A single experiment would consist of running the entire set of test cases for an application, over a specific test configuration. (The prior existence of a suitable "complete" test suite is assumed.)
The application of this method turns out to be simpler than the general situation of experimental design, and this allows some of the constraints to be removed. This means that smaller designs with fewer configurations can be used while still achieving the goals of software testing.
There are two considerations that arise in applying statistical experimental design to software testing. The first is that the values for each system configuration parameter are typically selected from a set of discrete components. The sets of factors and levels are readily apparent, and there is no need to select a set of values from a continuous real-valued range, as would be the case with traditional experimental design.
Second, a statistical analysis of real-valued results is not required. The expected test results are determined directly (e.g. from specifications or customer requirements.) After running each test case, the result is a test verdict: one of "pass," "fail," or perhaps "inconclusive." One experiment corresponds to running the entire test suite, so an overall verdict for the entire test suite is needed to represent the result of the experiment. The assumption is then that if pass verdicts result for all experiments -that is, running the test suite for all configurations in the design -the probability of unwanted interactions is small (depending on the coverage of the test suite used for each configuration). A discrete result for each experiment can be determined on an individual basis. There is no need to analyse a set of realvalued results, with confidence intervals and so on.
Therefore, the requirement for balance can be removed. If every possible pair-wise combination of values is covered, any interactions between those values can be detected. Removing the need for balance provides for a significant reduction in test configurations required.
One possible goal is to determine interactions caused by (up to) a specific number of parameters. In particular, covering of two-way interactions seems to be a reasonable goal that balances the requirement of having a practical number of test configurations, while still finding most of the potential interaction problems in a system. Results obtained in an empirical study [4] show that covering two-way interactions results in excellent code coverage. When required, experiments can be designed to find interactions among three or more specific parameter values, at the expense of an increased number of configurations. This paper will focus on pair-wise parameter value coverage.
ORTHOGONAL AND COVERING ARRAYS
In this section, we first set up the test configuration problem. Next, orthogonal arrays and covering arrays are defined. An algorithm is provided for generating orthogonal arrays. Based on these arrays, we introduce "basic" and "reduced" arrays, which can be used as building blocks to build larger covering arrays.
The Configuration Problem
Suppose there are k independent system parameters. The property of independence means that the selection of a particular value for one parameter does not effect the selection of any other parameter values. (See [14] for how to handle dependencies among parameters.) Each parameter has a set of discrete values that the parameter can take. Suppose parameter i has n i values, which are enumerated as 1…n i . Without loss of generality, assume that the parameters are ordered so that n 1 ≥ n 2 ≥ … ≥ n k .
A test configuration consists of a selection of values for each parameter. Therefore, it consists of a k-tuple of parameter values. The goal is to minimise the number of k-tuples that achieve a test coverage criterion.
We also introduce a value n = f(n 1 ,…,n k ) that is a scalar representation for the "number of values" in various array constructions. Aside from conversion to a scalar value, the reason for introducing a separate variable is that some of the constructions we shall use have additional constraints on n. These constraints can be incorporated into the function f.
Definitions
A standard construction used for the design of statistical experiments is known as an orthogonal array.
Let O(c,k,n,t) denote an orthogonal array, where: -c is the number of rows in the array. The k-tuple forming each row is a single test configuration, and thus c is the number of test configurations. -k is the number of columns, which represents the number of parameters.
-The entries in the array are the values 1,…,n, where n = f(n 1 ,…,n k ).
Typically, this means that each parameter would have (up to) n values. -t is the strength of the array (see below).
An orthogonal array has strength t if in any c × t sub-matrix (that is, select any t columns), each of the n t possible t-tuples (rows) appears the same number of times (>0). In other words, all t-way combinations of parameter values occur the same number of times. It is this balance property that defines the orthogonal array. This property allows the effect of a single parameter to be detected, as well as interactions among (up to) t parameters.
The definition of covering array (see [12] or [13] ), is identical to the definition of orthogonal array, except that the strength of the array is redefined as follows:
A covering array, denoted C(c,k,n,t), has strength t if in any c × t submatrix (that is, selecting t columns), each of the n t possible t-tuples (rows) appear at least once. In other words, all t-way combinations of parameter values occur at least once. This definition of strength captures the desired tway interaction property.
This compares with an orthogonal array, where each t-interaction elements appears at least once, and also the same number of times. An orthogonal array satisfies the requirements of a covering array, but a covering array may not be orthogonal. Table 1 shows examples of an orthogonal array (left) and a covering array (right). In the orthogonal array, you can select any two columns, and each ordered pair (1,1), (1,2), (2,1), and (2,2) appears exactly once. In the covering array, each of those ordered pairs will occur at least once, but some may be repeated Table 1 . Examples of an orthogonal array (left) and a covering array (right)
Testing at the system level normally occurs in practice after each software component has been tested as an individual unit. If each software component has passed unit testing, it is not necessary to extract the effect of a single parameter. The ability to analyse real-value results is also lost, but this is not required when test verdicts are derived independently. Therefore, the covering array preserves all of the properties needed for software testing, and we can reduce the number of configurations required, as compared with an orthogonal array.
For the rest of the paper, unless explicitly specified, a default value of t = 2 is assumed, and the orthogonal and covering arrays will be denoted as O(c,k,n), and C(c,k,n), respectively. This corresponds to the testing goal of pair-wise coverage of parameter values.
Orthogonal Array Construction
Orthogonal arrays do not necessarily exist for arbitrary values of c, k, and n (see [11] for restrictions). We will use a construction for arrays of strength 2 adapted from Bose [1] for O(n 2 ,n+1,n). In this construction, n is required to be a prime power. Therefore, we shall define function n = f(n 1 ,…,n k ) such that n ≥ n 1 and n = p m for some prime number p and integer m ≥ 1. The value of n is the largest number of parameter values, increased to the next highest prime power. In this particular case, the value of f is only dependent on n 1 , and not on any of the other parameters.
Let GF(n) = {x 0 ,x 1 ,…,x n-1 } be a Galois (finite) field of order n where x 0 = 0 and x 1 = 1. If the value of n is a prime number, then the integers modulo n can be used. For values where n is a prime power, see, for example, [7] for an algorithm to generate a Galois field.
To find the element of the array O ij (n 2 ,n+1,n) for i = 1,…,n 2 ,
, determine q such that, using the Galois field arithmetic, x q = x j-2 ⋅ x u + x w . and O ij (n 2 ,n+1,n) = q. This algorithm produces orthogonal arrays that have several useful properties, which will be taken advantage of in subsequent constructions: -The first row is all ones. -The first n rows have entries equal to the row index, excepting the first column. -The first column consists of n ones, n twos, etc. -Each column of O(n 2 ,n+1,n), except the first, is comprised of sets of permutations of (1,…,n). In Figure 1 (in section 1), a scenario was illustrated where there are four system parameters, each with three possible values. There are 81 possible configurations, but pair-wise coverage can be achieved with only 9 configurations.
Building Blocks for Covering Arrays
Two additional types of arrays are introduced, based on the orthogonal array. These "basic" and "reduced" arrays will be used as building blocks for construction of larger covering arrays. Define a "basic" array B(n 2 -1,n+1,n,d) = O(n 2 ,n+1,n) with the first row removed, and each column duplicated d times consecutively. The array B(n 2 -1,n+1,n,d) has n 2 -1 rows and (n + 1) × d columns. Define a "reduced" array R(n 2 -n,n,n,d) = O(n 2 ,n+1,n) with the first n rows removed, the first column removed, and each (remaining) column duplicated d times consecutively. R(n 2 -n,n,n,d) has n 2 -n rows and n × d columns. Figure 2 shows an example of an orthogonal array O (9, 4, 3) , and shows a corresponding basic array B (8, 4, 3, 1) and reduced array R (6,3,3,1) .
The general strategy for using the basic and reduced arrays is that the reduced array has fewer rows, so it contributes fewer test configurations. However, with fewer columns, the reduced array has less parameter capacity. The basic array will be used only when the reduced array cannot hold enough parameters.
We now introduce some building blocks that are not based on an orthogonal array. However, they are useful for constructing larger covering arrays, as we shall see. Let I(c,d) denote an array that contains all ones, and is c rows by d columns. Let N(n block of twos, vertically concatenated with a n × d block of threes, and so on up to n. N(c,n,d ) has c rows and n × d columns. These constructions are used to add parameter capacity when possible.
For illustrative purposes, the notation in Table 2 will be used to show how building blocks are combined to form larger arrays Table 2 indicates that three copies of O (9, 4, 3) , and then I(9,1) are to be concatenated horizontally. Below the three copies of O (9, 4, 3) , the array R (6, 3, 3, 4) is to be concatenated vertically, and below the array I(9,1), the array N(6,3,1) is to be concatenated. The resulting large array has 13 columns and 15 rows.
CONSTRUCTING LARGER COVERING ARRAYS
In this section, we show how to construct covering arrays that are not subject to the restrictions on the number of parameters that apply to orthogonal arrays.
The orthogonal array O(n 2 ,n+1,n) is constrained to (a maximum limit of) k = n + 1 parameters [11] . When k > n + 1, then there are two approaches that can be taken. One is to use a value of n = k -1, instead of setting n as a function of the number of values. This will cause the number of configurations to grow to k 2 . The number of configurations is proportional to the square of the number of parameters. However, it is possible to reduce the number of test configurations to be proportional to the logarithm base n + 1 of the number of parameters.
A "divide and conquer" approach can be taken. Suppose we want to construct a covering array for twelve parameters, each of which has three values. As a first stage, start by horizontally concatenating three copies of O(9,4,3) (see Table 2 ). This results in an array with twelve parameters, and three values for each. The next step is to examine how close this array is toward achieving pair-wise coverage.
Consider the first column of the first copy of O (9, 4, 3) . Because of the orthogonal array construction, pair-wise coverage is achieved with the remaining three columns in that first copy of O (9, 4, 3) . Each of the additional copies of O (9, 4, 3) has duplicates of those same three other columns. The only column where pair-wise coverage has not yet been achieved is the first column in each of the other copies of O (9,4,3) . These columns are identical with the first column in the first copy of O (9, 4, 3) . In these identical columns, only the pairs (1,1), (2,2), and (3,3) are covered.
The strategy is then to cover the missing ordered pairs in a second stage. This is where the reduced array can be used. The array R (6,3,3,1) covers the non-(x,x) pairs for three parameters. The columns of R(6,3,3,1) can be inserted under each of the first columns of the O arrays.
It turns out that this process can be repeated for the each column in the first repetition of O (9,4,3) . The effect is to duplicate the columns of R (6, 3, 3, 1) , effectively forming R (6, 3, 3, 4) .
Since we have expanded the array in the vertical direction, there is now capacity for a thirteenth parameter. We can add a column of nine 1's (that is, I(9,1)) to the right of the O arrays, and the values 2 to n (repeated n times each vertically) next to the R array (that is, N(6,3,1) ).
Why does this work? We are making use of the properties of the Bose orthogonal array construction. In the R array, we have n -1 permutations of 1,…,n in each column. Therefore, we can construct a column of n 2's, n 3's, and so on up to n. This covers all combinations in the other columns except for the (1,x) combinations. We can then fill the part of the column next to the O arrays with 1's. Except for the first column of the O arrays (and their identical counterparts), the O array columns are permutations of 1,…,n. The first columns are structured as n 1's followed by n 2's and so on up to n's. Filling the column with 1's will definitely achieve pair-wise coverage.
In fact, we need to fill the column with n 1's at the start, and then in every nth position after that. The remainder of the positions could be left as "don't care" values, where the value of the parameter does not affect the final coverage. It could be set to any legal value to construct a test configuration.
Because this step results in "don't care" values and an unbalanced use of values (the "1" in the example), the tester can judiciously choose the correspondence between the enumerated values 1,2,…,n and actual system configuration values. For example, if a particular system element has not been as thoroughly tested in the unit testing phase, the system tester could assign this element to correspond to "1" in the extra column, and fill in the "don't care" values with ones as well. This will result in this particular system element being used in more test configurations. For the rest of this section, the don't care values will be arbitrarily filled in as 1's, to form a column of n 2 1's. Pair-wise coverage of all parameters has now been achieved. A notation for this two-stage construction of C(15,13,3) is shown in Table 3 . The selection of the reduced array is by the rule "use R(n 2 -n,n,n,n+1) under each group of n repetitions of O(n 2 ,n+1,n)." Up to n 2 + n parameters can be handled using the reduced array.
If there are n 2 + n < k ≤ (n + 1) 2 parameters, the reduced array cannot be used in the second stage, because the first stage will require n + 1 copies of O(n 2 ,n+1,n) instead of n. Instead, the basic array B(n 2 -1,n+1,n,n+1) is used in the second stage. This is at the expense of n -1 additional configurations.
Using the reduced array instead of the basic array means that we cannot add an additional column. The basic array does not have the property that its columns are consecutive permutations of 1,…,n.
For example, if there are sixteen parameters, each with three values, we can construct C(17,16,3) as shown in Table 4 .
Table 4. C(17,16,3) in shorthand notation
O (9, 4, 3) O (9, 4, 3) O (9, 4, 3) O (9, 4, 3) B (8, 4, 3, 4) If there are more than (n + 1) 2 parameters, the entire process can be repeated recursively, both horizontally and vertically.
The extra column presents some additional difficulties for additional stages. However, we can replicate the extra columns as we did with the rest of the array, and then cover the missing combinations. It turns out that we can just use the same method of covering the missing combinations of identical columns: add a reduced array underneath the duplicated columns. We can then add a final extra column, again because of the increased vertical dimension. An example of a three-stage construction is shown Table 5 . For each stage, the number of parameters that can be accommodated is multiplied by n + 1 (with an extra column possibly added), so the number of stages required is s = log n+1 (k).
Algorithms for covering array construction
To construct a covering array of strength 2, we are given k, the number of parameters, and that parameter i has n i values, which are enumerated as 1,…,n i . Let n be the least integer where n ≥ n 1 and n = p m for some prime number p and integer m ≥ 1. The number of stages required is s = log n+1 (k). If s = 1, then a subset of k columns of O(n 2 ,n+1,n) can be used as C(c,k,n), and it is not necessary to proceed further.
Determining the building blocks to use
Let g r represent the number of columns to be used in the arrays at stage r. Specifically, g r = n + 1 indicates that at stage r, copies of the basic array are used. If g r = n, then copies of the reduced array are used. The initial number of columns for arrays in each stage is g 1 = n + 1 (representing the use of the orthogonal array O(n 2 ,n+1,n) in the first stage), and g r = n for r = 2,…,s. We are hoping to use reduced arrays for all stages after the first one.
Algorithm 1. Determine parameter capacity
To calculate the values of g r , an algorithm to determine the parameter capacity will be used as a subroutine:
Parameter capacity h ← n + 1 For r = 2,…,s: h ← h × g r If g r = n then h ← h + 1 (for extra column) Algorithm 1 is of order log(k), since the for loop will execute up to s-1 times.
Algorithm 2. Determine usage of basic versus reduced arrays
g 1 ← n + 1, and g r ← n for r = 2,…,s r ← 2.
Determine parameter capacity h. While h < k: g r ← n + 1; increment r Redetermine h Algorithm 2 is of order log(k), since the for and while loops will execute up to s-1 times. After using Algorithm 2, g r = n + 1 indicates that at stage r, copies of the basic array are used. If g r = n, then copies of the reduced array are used.
Algorithm 3. Determine column duplication values
The
Algorithm 4. Values to set up "extra" columns
For each stage that uses reduced arrays, we need to determine the parameters for the extra columns. Let e r be the number of extra columns in stage r. Thus, at stage r, the arrays I(c,e r ) and N(n 2 -n,n,e r ) are used, where c is the current number of rows in the covering array. Then, e r = 0 if g r = n + 1,
Then, there is the duplication factor for the reduced arrays that are added for the extra columns. The set of extra columns added at each stage is treated differently at each subsequent stage. Let λ rq be the duplication factor for the reduced array added at stage q, for the extra columns added at stage r. For the columns added at any particular stage, the duplication factor starts at 1 in the next stage, and is multiplied by n for subsequent stages. λ rq = 1 if q = r + 1 and r + 1 ≤ s, and λ rq = λ r,q-1 × n for q = r + 2,…,s Calculation of the values for e r is of order log(k), since there are s values of the e r . Calculation of the λ rq is of order log 2 (k), since there are (up to) s values of r and q.
Building the covering array
The results of the preceding section give us the structure of the building blocks that are needed to construct C (c,k,n,2) . This section describes how to assemble the building blocks.
It is assumed that if an array has a duplication factor of 0, it is a null array, and concatenating a null array results in the original array. Add to the right of S e r / (nλ rq ) copies of R(n 2 -n,n,n,λ rq )
Horizontally concatenate array N(n 2 -n,n,e r ) to the right of S Vertically concatenate array S below C Overall, algorithm 5 is of order klog 2 (k). The nested r and q loops are executed on the order of log 2 (k) times. The horizontal concatenations are repeated order k times as the largest number of repetitions is k/n times.
Because the algorithms are executed in sequence, the overall complexity is on the order of n 2 + klog 2 (k). Construction of the O, R, and B arrays is of order n 2 . This is done prior to the execution of algorithm 5, so the complexities are added.
5.
ALGORITHM RESULTS
Results for the example
For the example in Figure 1 (in section 1), Table 6 shows the test configurations determined from C(9,4,3) that provide pair-wise parameter value coverage for this situation: 
Number of configurations generated
With regard to the number of test configurations for k parameters, with values n 1 …n k , the best case lower bound on the number of configurations produced is log n+1 (k) (n 2 -n) + n where n is the next integer ≥ n 1 that is a prime power. The worst case upper bound is log n+1 (k) (n 2 -1) + 1. In general, the number of configurations is proportional to the square of the number of values, and the logarithm of the number of parameters. 
Comparison with the IPO algorithm
The algorithms presented here have been implemented in a tool (versions exist in C++ and Java) called "TConfig". For comparison, the TConfig tool was run using the situations described in the paper by Lei and Tai [8] on their in-parameter-order (IPO) strategy. This is a heuristic strategy that starts with two parameters, and configurations for each combination of the values for those two parameters. The strategy is then to grow the array horizontally by adding a single parameter at a time, and then growing the array vertically by adding test configurations as needed. Table 7 shows the run times and the number of configurations generated by each method. To ensure a fair comparison, the IPO strategy was implemented using the same compiler and class library, and the algorithms were run on the same machine. In fact, the IPO results presented here are slightly better than those reported in [8] .
The complexity of the IPO algorithm is n 5 ×k 3 [8] . The algorithm presented here has complexity of n 2 + klog 2 (k), which is a considerable improvement.
In all cases, because the algorithm presented here is deterministic, it runs much faster than the IPO method. For situations where the number of parameters are the same for each value, TConfig almost always generated fewer configurations to achieve pair-wise parameter value coverage; the exception is case 6. For situations where the numbers of values for each parameter differ, TConfig generated slightly more configurations.
Overall, the TConfig tool clearly outperforms the IPO method for execution time, and produced fewer test configurations in 13 of the 16 cases. 
CONCLUSIONS AND FURTHER WORK
This paper has shown that methods from statistical experimental design can be applied to the problem of determining a set of system test configurations that meet a defined goal for coverage of potential 2-way interactions. We presented improvements in algorithms for generating covering arrays. These covering arrays are constructed to ensure that pairwise coverage of software components is achieved.
Further work needs to be done to address the situation where there are varying numbers of values for each parameter. A potential approach is to combine this approach with a heuristic such as the IPO method to deal with the differing number of values for each parameter.
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