This paper develops a new forecasting framework for GDP growth in Korea to complement and further enhance existing forecasting approaches. First, a range of forecast models, including indicator-and pure time-series models, are evaluated for their forecasting performance. Based on the evaluation results, a new forecasting framework is developed for GDP projections. The framework also generates a data-driven reference band for the projections, and is therefore convenient to update. The framework is applied to the current World Economic Outlook (WEO) forecast period and the Great Recession to compare its performance to past projections. Results show that the performance of the new framework often improves the forecasts, especially at quarterly frequency, and the forecasting exercise will be better informed by cross-checking with the new data-driven framework projections. JEL Classification Numbers:
I. INTRODUCTION
The purpose of this paper is to evaluate and enhance growth forecasts for Korea by developing a purely data-driven forecast framework. The paper uses high frequency economic indicators as well as pure time-series methods to project GDP. The initial selection of the indicators is driven by economic theory, and is evaluated using various forecast models. The new forecast framework is fully data-driven and therefore convenient to update. This differs from many existing forecasting approaches, which often involve a significant amount of subjective judgment. The simulation results suggest that, at annual frequency, the WEO forecasts are in line with the forecasts of the data-driven framework, although they can be improved at quarterly frequency by better incorporating seasonal factors.
The rest of the paper is organized as follows. Section II introduces the forecast models evaluated in the paper. Section III explains the evaluation method, including issues related to data, evaluation periods and estimation samples. Section IV provides the evaluation results and Section 5 develops the new forecast framework based on the evaluation results. Two application examples are also included in Section V--an assessment of the current WEO forecasts and an evaluation of the forecasts by the new framework at the onset of the recent Great Recession. SectionVI summarizes and concludes.
II. FORECAST MODELS

Indicator models
The forecast models estimated and evaluated in this paper can be divided into two categories, indicator models and pure time-series models. Suppose V is the variable to forecast, which could either be GDP itself or one of its demand components, and M is a vector of economic indicators. The indicator models include:
i) VAR -Vector autoregression models in levels:
The VAR models include the first two lags of all related variables, and are estimated in the levels of V and M to produce dynamic out-of-sample forecasts.
1 ii) GVAR -Vector autoregression models in growth rates:
GVAR is similar to the previous method, but includes the growth rates of V and M instead, to address potential nonstationarity and non-cointegration issues among the data. 2 Like VAR, the GVAR models also include the first two lags of all variables.
iii) INDAR
This method forecasts V based on the following regression:
where the out-of-sample projections of M are derived from an AR(1) process.
iv) INDLAG(L)
The n-period ahead forecast of V is based on the following regression:
, where 1 or 2 . 3
Unlike INDAR, this method involves no forecast of the indicators. However, in order to obtain the out-of-sample forecasts for different horizons, the above equation needs to be estimated multiple times, one for each forecast horizon. 4 For instance, for INDLAG(1), the one-period ahead out-of-sample forecast is based on the estimation of , while the two-period ahead forecast is based on . The out-of-sample projections by this method are static forecasts.
Pure time-series models
Pure time-series models estimated and evaluated in this paper include: i) GRW -Random walk models in growth rates 5 :
The GRW method assumes that the future growth rates of V are given by the last available observation. This simple forecast method serves as the benchmark for the forecast evaluations. The forecast performance of all models will first be compared to that of the GRW model, and then compared to each other on the basis of their relative performance with respect to the GRW model.
ii) GMA -Moving average models in growth rates:
The GMA model projects the future path of V by assuming that its growth rate is a moving average process. MA(6) is used for all variables in this paper.
iii) GAR -Autoregression models in growth rates:
GAR is similar to GMA, but models the growth rate of V as an autoregressive process instead. AR(4) is used for all variables in this paper.
iv) AR(1) and AR(6) -autoregression models in the level of V.
v) LAG -Ordinary least square regressions on the lag of V:
As the INDLAG models, LAG runs a regression for each forecast horizon and produces static out-of-sample projections.
III. MODEL EVALUATIONS
Evaluation method
The paper first evaluates the forecast performance of different models for the individual demand components of GDP, namely, private consumption (C), investment (I), government consumption (G), exports (X) and imports (M). Based on the results, it will then construct forecast models for the aggregate GDP, by summing up, respectively, the best performing indicator models and pure time-series models for each component. Finally, these forecast-bycomponents models will be compared to several other methods that forecast GDP directly, including the WEO framework.
There are two main reasons to forecast GDP by components. First, although there are broad indicators for GDP, the use of more tailored indicators to capture the developments of a certain component of GDP, may improve the forecasts. For instance, the consumption goods shipment index would be more helpful to forecast consumption than the GDP. The paper tries to take advantage of such specific indicators. Secondly, in addition to forecasting GDP itself, another objective of the new framework is to provide better insight into the key driving factors behind the GDP forecasts.
To sift through various models in a consistent manner, the paper utilizes a standing point concept to define the information set used for estimation as well as the beginning of the forecast period. For instance, when a model is applied to forecast a variable at standing point T, the estimation sample extends up to period T-1, and the first out-of-sample forecast would be for period T. For each standing point T, eight out-of-sample forecasts are obtained, for periods T to T+7, resulting in eight series of out-of-sample forecast, one for each forecast horizon.
While GDP and its components are forecasted in levels, the performance of the models is evaluated using their growth rates. This is partly because GDP and its components have a trend, thus the same percentage deviations in forecasts would imply larger and larger level forecast errors over time. It should also be noted that, for any standing point T, the growth rates for evaluation purposes are calculated relative to the same fixed period, T-1, instead of on a sequential basis. For example, after a model produces out-ofsample forecasts to , the projected growth rates of V will be calculated as ( / , where t is any period between T and T+7.
6
The main evaluation metric used is the root mean squared forecast error (RMSFE), relative to that of the GRW model. If the model being evaluated outperforms the GRW model at a certain forecast horizon, its RMSFE ratio will be less than unity for that forecast horizon. For two different forecast models, smaller RMSFE ratios suggest better forecast performance. Since GDP and its components are at quarterly frequency, the monthly indicators need to be converted into quarterly data before being used for forecasting. For the VAR, GVAR and INDLAG models, the quarterly indicators are calculated as the average of the available monthly observations, whereas for INDAR, the indicators are first forecasted using AR models with monthly data and then averaged into quarterly numbers. 6 Why does the paper not adopt sequential growth rates as the basis for evaluations? Suppose the actual sequential growth rates for periods T and T+1 are 4 percent and 5 percent, respectively, while the projected sequential rates are 5 percent and 4 percent. If the evaluations were based on sequential growth rates, both projections for T and T+1 would have missed the actual by 1 percentage point. However, the evaluations based on the growth rates relative to the fixed period T-1 would suggest the projection for period T+1 as exactly right. 7 Two alternative criteria were also utilized in cases where clear conclusions could not be reached using the RMSFE ratio. These are the mean absolute forecast errors (MAE) ratio and the mean absolute percentage deviations (MAPD), both relative to the GRW model as well. 1970 1972 1974 1976 1978 1980 1982 1984 1986 1988 1990 1992 1994 1996 Although the indicator models use quarterly data to forecast GDP and its components, there will actually be three monthly updates at each standing point T, when new monthly indicators become available. 8 These monthly updates are divided into three groups, M1, M2 and M3, depending on how many monthly observations are available for that particular standing point. Comparing the M1, M2 and M3 forecasts could shed some light on whether high frequency update of the indicator models, incorporating the most recent information, is really helpful to improve the forecasts. If the answer is positive, then the M3 forecasts, which incorporate the latest information, should be better than the M2 forecasts, which in turn should be better than the M1 forecasts.
Evaluation periods and estimation samples
All forecast models are evaluated based on their performance in two evaluation periods, the standard one, which starts in 2003Q1 and ends in 2008Q4, and the extended one, which extends the standard one to include earlier periods going as far back as 1970s, and whose starting point varies across models depending on data availability. The purpose of studying different evaluation periods is to check whether the predictive power of the economic indicators and forecast models has changed over time.
When a forecast model is evaluated for the standard evaluation period, it is estimated using two different estimation samples at each standing point, one starting in 1997Q1 (the standard estimation sample) while the other extending as far back as allowed by the data (the extended estimation sample). The purpose of using different estimation samples is to find out whether longer data series or a more homogenous sample helps to improve forecasts. When the forecast model is evaluated for the extended evaluation period, the estimations are always based on extended estimation samples.
IV. EVALUATION RESULTS
Demand components of GDP
The candidate indicators for the demand components of GDP are listed in Table 1 . Some of them are specific indicators capturing the development of a certain component, such as the consumption goods shipment index. There are also general indicators, such as the stock market index, KOSPI, and the CPI. These are included to capture mechanisms such as wealth effects and linkages between the financial and real sectors of the economy.
9 Based on these indicators, the paper evaluates various indicator models for each demand component, whose specifications are explained in Appendix II. In addition, there are five pure time-series models evaluated for each demand component, GMA, GAR, AR1, AR6 and LAG. Table 2 are the best performing models based on the evaluation results. 
Summarized in
E LAG 1/ "S" stands for standard evaluation period or estimation sample, while "E" stands for extended ones. 2/ * indicates the best forecast models for the standard evaluation period. The evaluation process suggests the following key findings:

For each demand component, the forecast performance varies greatly across the indicator models, although they are based on the same small set of indicators. This suggests that the forecast performance depends not only on the selection of indicators, but also on the forecasting methods.
The best forecast models are different for the standard and extended evaluation periods in most cases, which implies that the predictive power of the indicators and forecast models have changed over time. This could be due to improvements in data quality, or more fundamentally due to structural breaks, or both.
Comparisons of the M1, M2 and M3 forecasts show that, although there are cases where as expected, monthly updates improve forecasts at the quarterly frequencies, it is not a consistent finding and the improvements from M1 to M2 and from M2 to M3 are often very small. Such results suggest that incorporating the most recent monthly observations of the indicators does not always improve the forecasts, and when it does, the benefits tend to be marginal.
Neither the indicator models nor the pure time-series models show consistently better performance over the other. This partly explains why the new forecast framework developed in the next section, takes advantage of both types of models.
 Among the indicator models, for the standard evaluation period, there is a clear trade-off between estimation samples. Forecasts based on the standard estimation samples are often better than those based on the extended ones at short forecast horizons, while it is the opposite for longer forecast horizons. This seems to suggest that for short-term forecasts, the homogeneity of the sample matters more than the size of the sample, while longer data series are better suited for medium-term forecasts. This trade-off pattern is less evident among the pure time-series models, for which longer data series often perform better despite the potential risk of structural breaks.
Aggregate GDP
Based on the above results, two forecast-by-component GDP models are constructed for each evaluation period. To keep the illustration simple, these models are built by simply summing up the best indicator models (INDGDP) and the best time-series models (TSGDP), respectively. 11 The paper then compares them against several other models that forecast the aggregate GDP directly, which include time-series models, the growth rate random-walk model (GRW) and the AR(1) model (AR1GDP), and the current forecasting framework (referred to as WEO).
12 As before, GRW is still the underlying benchmark for the evaluations. The WEO observations used for the evaluations include all the published WEO forecasts between 2000 and 2008. Table 3 summarizes the evaluations of the aggregate GDP forecast models. 13 A notable result is the relative performance of the WEO forecast. For both the standard and extended evaluation periods, the benchmark random walk model outperforms WEO at most forecast horizons, although the WEO forecasts seem to perform quite well only at T+3. Since the T+3 projections are actually four quarters ahead forecasts relative to the information set, the strong performance of WEO at this particular forecast horizon suggests that its overall performance could be due to the less well-developed seasonal pattern in its quarterly forecasts. To verify this, the models are compared again after the quarterly forecasts are aggregated into annual ones.
14 The conjecture is to a large extent confirmed by the results in Table 4 . For the standard evaluation period, the existing forecasting framework turns out to be the second best forecast model, only next to AR1GDP. For the extended evaluation period, although WEO still trails both AR1GDP and TSGDP at T+0 and T+1, the difference is significantly smaller compared to what was reported in Table 3 , and it actually has the best performance at T+2 and T+3. 13 Since there is no observation of WEO forecasts for T+7, the table covers only the forecast horizons from T to T+6.
14 The annual GDP forecasts used in the evaluations do not necessarily coincide with the calendar year. Rather, they are based on a moving window. For instance, for standing point T, the annual GDP forecast for T is the sum of the quarterly forecasts for T to T+3, while the annual GDP forecast for T+1 is the sum of the quarterly forecasts for T+1 to T+4. Because of this, based on the quarterly GDP forecasts for T to T+6, 4 annual GDP forecasts can be constructed, for T to T+3. At quarterly frequency, the performance of the indicator model, INDGDP, is not satisfactory either. It fails to beat the underlying benchmark model consistently. Unlike the WEO, converting the quarterly forecasts into annual ones does not help improve its performance, especially for the standard evaluation period.
The time-series models, on the other hand, generally perform well. For both evaluation periods, whether at quarterly or annual frequency, the time-series models consistently beat the benchmark with large margins. There are two additional interesting observations. First, the model that forecasts the aggregate GDP directly (AR1GDP) outperforms the forecast-bycomponent model (TSGDP). This result shows that although forecasting GDP by components may provide helpful interpretations to the projections, it does not necessarily improve the accuracy of the forecasts. Second, for the standard evaluation period, the model based on the extended estimation samples (AR1GDP_E) consistently outperforms the one based on the standard estimation sample (AR1GDP_S).
To summarize: (i) The WEO forecast performs well at annual frequency, but its quarterly projections do not seem to capture seasonality properly; (ii) In spite of their simplicity, the selected time-series models generally perform well. Compared to the AR models that forecast the aggregate GDP directly, forecasting each component using time-series models does not seem to improve the accuracy of the forecasts significantly; (iii) Although the indicator models provide good projections for some individual GDP components, and are helpful for interpreting the GDP forecasts, simply summing them up does not produce better forecasts of the aggregate GDP. 3/ The annual GDP forecasts used in the evaluations do not necessarily coincide with the calendar year. Rather, they are based on a moving window. For instance, for standing point T , the annual GDP forecast for T is the sum of the quarterly forecasts for T to T+3 , while the annual GDP forecast for T+1 is the sum of the quarterly forecasts for T+1 to T+4 .
V. THE NEW FORECAST FRAMEWORK: AN APPLICATION
This section discusses how to apply the findings in the previous section to forecast GDP. The first subsection illustrates the new forecast framework through an example assessing the current WEO forecasts, and the second subsection examines how this forecast framework would have performed at the onset of the recent Great Recession.
New forecast framework
There are four steps in the new forecast framework. First, at least two forecast models are selected for each individual demand component of GDP, based on their forecast performance evaluated in Section IV. The next step is to forecast the demand components of GDP using the selected models based on available information. Currently most of the indicators are available up to July 2010, and the paper forecasts the demand components out for eight quarters, from 2010Q3 to 2012Q2. The forecast results are reported in Table 5 below.
The next step is to aggregate the forecasts of the individual demand components into an aggregate GDP forecast. Here, the framework allows us to construct a high path and a low path for GDP forecasts, respectively, based on the individual demand component forecasts. For instance, in the 1/ The selection of the forecast models is based on the standard evaluation period. Indicated in the parenthesis are estimation samples. 
Imports
Gross capital formation
Exports will be part of the low-path forecast. 15 For investment, on the other hand, the indicator model, LCIIVD3, will be part of the low-path profile, while the time-series model, LAG will be part of the high path profile. For the net exports, the paper uses high/high and low/low combinations for exports and imports, since high export activities are often associated with high import volumes, and vice versa. 16 The projected high path and low path forecasts form a model-based reference band for the GDP forecasts.
The last step of the new framework is to forecast the aggregate GDP directly using the AR(1) model, which has the best forecasting power. The projections by the AR(1) model provide another reference for forecasting the aggregate GDP, which complements the reference band established by the high path and low path forecasts.
The first example applies the above framework to assess the current WEO projections. The projections are reported in Appendix III. For 2010 annual projections, the high path, low path and AR1 projections of the real GDP growth are 7.4, 5.7 and 6.4 percent, respectively. The WEO projection, at 6.1 percent, is within the reference band defined by the high and low paths, but much closer to the low path and below the AR1 forecast. The components of the forecast reveal that this is primarily due to a conservative--relative to the data-driven models --forecast of government consumption by WEO. Had the WEO forecast used even the low path forecast of government consumption, its annual growth projection for 2010 would be 7.0 percent, much closer to the high path projection. Preliminary estimates for 2010 indicate that actual GDP growth in Korea was indeed 6.1 percent, exactly in line with the staff's WEO projection.
For 2011 annual forecasts, the assessment is based on the projected GDP levels, instead of growth rates, to avoid bias caused by base effects. The WEO projection is very close to the level projected by the AR1 model, and both projections are near the middle of the band defined by the high path and low path forecasts. These results provide support to the current annual WEO projection for 2011. However, a closer examination of the components of the GDP forecasts reveals that the only demand component for which the WEO projection lies roughly in the middle of the reference band is investment. The WEO projection for private consumption is more optimistic than the high path projection, while for the net foreign balance, it is very close to the upper bound of the reference band. Nonetheless, the conservative WEO projection on government consumption ensures that the WEO forecast for the aggregate GDP is still within the reference band.
At quarterly frequency, the results are similar. While all the WEO forecasts stay within the reference band, the projection for 2011Q1 is very close to the lower bound. a closer look at individual demand components reveals that WEO actually has higher projections for private consumption and net foreign balance than the high path, but its forecast for government consumption is lower than suggested by the band, which lowers the overall forecast for 2011Q1. Furthermore, the WEO projections suggest a sharp pickup in growth starting from 2011Q2, relative to the band. The main driving factor behind this acceleration is the projected strong pickup in consumption, both private and public, nearly 70 percent higher than the projected increase in 2011Q1-Q2 by the high path.
New forecast framework and the Great Recession
There are two key components in the new forecast framework--the reference band based on the forecast models for individual components of GDP, and the level reference forecast for the aggregate GDP provided by the AR(1) model. The performance of the AR(1) model was already evaluated in the previous section and proved to be one of the best forecasting models. In this section, the paper tests the robustness of the reference band by evaluating its performance at the onset of the recent Great Recession.
As expected, the actual GDP levels from 2008Q1 onwards are below the reference band, given the large negative shock to the economy the data-driven models are not able to forecast well. Nonetheless, the new forecast framework seems to perform better in forecasting consumption and net external balance, especially in 2009 and at annual frequency (Table 6 ). 
VI. CONCLUSION
This paper develops a purely data-driven forecasting framework for the Korean real GDP to complement the staff's existing WEO forecasting approach. It first evaluates various forecast models for the indicidual demand components of GDP and finds that: (i) the performance of an indicator model depends not only on the indicator used, but also the forecast method adopted; (ii) incorporating the most recent monthly observations of the indicators does not necessarily improve the forecasts, and when it does, the benefits tend to be marginal; (iii) the performance of indicator models varies over time, suggesting that the evaluation results of this paper should be updated periodically; (iv) simple time-series models such as AR1 and LAG generally perform well, and for these models, the benefits of using longer data series seem to always outweigh the concerns of a potential structural break in the longer sample; and( v) neither the indicator models nor the time-series models dominate each other.
For the aggregate GDP, the main findings of the paper are: (i) despite the strong performance of the selected indicator models for individual demand components, simply summing them up does not seem to produce good forecasts for the aggregate GDP; (ii) the time-series models forecast the aggregate GDP better than the indicator models; (iii) among the timeseries models, those forecasting the individual demand components do not seem to generate more accurate forecasts than those forecasting the aggregate GDP directly, and forecasts based on larger estimation samples seem to perform better than those based on smaller estimation samples; and (iv) the existing WEO forecasting approach performs well at annual frequency, although its predictive power at quarterly frequency can be improved. A new forecasting framework is developed based on the evaluation results. The key component of this framework is the construction of a high path and a low-path forecast for GDP. The two paths are derived from a combination of pure time-series and indicator models for the individual demand components of GDP, and together they provide a model-based reference band for forecasting. The reference band could help inform the existing WEO forecasting framework for Korea, or any other judgment-or model based forecasts, by providing a purely data-driven range of forecasts. A test run of this framework shows that even at the onset of the recent Great Recession, it would have provided good guidance to forecasting economic activity. 
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