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Abstract
We focus on solving problems on quadratic backward stochastic differential
equations (BSDEs). We improve fundamental results on quadratic BSDEs
by using more general conditions on the coefficients. Firstly, we consider
quadratic BSDEs with possibly unbounded coefficients. We prove a mono-
tonicity theorem, which gives the main argument of the existence result.
Then, we give sufficient conditions for the existence of a solution pair. Sec-
ondly, we consider the general one-dimensional case of Riccati BSDEs. We
prove that some integrability conditions, which are weaker than the existing
ones, are sufficient for the existence of a solution to the Riccati BSDE. As an
application, we obtain the existence of a solution to linear-quadratic optimal
control problems with possibly unbounded coefficients. Thirdly, we study a
certain class of Riccati BSDEs with possibly unbounded coefficients. Integra-
bility conditions on the coefficients are derived that ensure the existence and





Backward stochastic differential equations (BSDEs) are a special type of
stochastic differential equations. Let (Ω,F , {Ft}t≥0 ,P) be a given complete
filtered probability space on which a d-dimensional standard Brownian mo-
tion {W (t), 0 ≤ t ≤ T} is defined. We assume that {Ft}t≥0 is the augmenta-
tion of σ{W (s) : 0 ≤ s ≤ t} by all P-null sets of F . Consider the backward
stochastic differential equation (BSDE):
y(t) = ξ +
∫ T
t
F (s, y(s), z(s)) ds−
∫ T
t
z(s) dW (s), t ∈ [0, T ], (1.1.1)
where ξ is a given FT -measurable R -valued random variable, and the ran-
dom generator F : Ω × [0, T ] × R × Rd → R is a progressively measurable
function.
BSDEs are terminal value problems of stochastic differential equations.
Considering a terminal value problem in a stochastic setting is different from
one in a deterministic setting (see [64] for details). In particular, for an ordi-
nary differential equation, both the initial and terminal value problems have
solutions under the Lipschitz condition. However, for backward stochastic
differential equations (BSDEs), the situation is different since we are looking
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for a solution that is adapted to the given filtration. The solution of equation
(1.1.1) is a pair of adapted stochastic processes (y(·), z(·)). The role of the
second component of the solution is to correct the possible non-adaptiveness
that may occur because of the backward nature of the BSDE. In other words,
the presence of the second component is crucial in order to have an adapted
solution.
The history of backward stochastic differential equations can be dated
back to Bismut in [9]. Bismut introduced a linear BSDE with adapted so-
lutions when he studied an optimal stochastic control problem. The general
nonlinear case was introduced by Pardoux and Peng [52], which obtained
the existence and uniqueness results of square integrable solutions under the
Lipschitz condition of the generator. Many articles have focused on relaxing
the existing conditions and finding weaker ones that are sufficient for the
existence of a solution. Pardoux and Peng [53] proved the existence and
uniqueness of a solution when the generator is locally Lipschitz in y and
globally Lipschitz in z. Mao [47] obtained the existence and uniqueness un-
der weaker conditions than the Lipschitz condition. Bahlali [3] weakened the
global Lipschitz condition to a local Lipschitz condition. One direction of re-
laxing the conditions under which the BSDE has a solution is to assume that
the generator is only continuous and satisfies a linear or quadratic growth
condition. Lepeltier and San Martin [45] considered the BSDE when the
generator is continuous and satisfies a linear growth condition, see also [36]
and [44].
The theory of backward stochastic differential equations has been studied
in different fields, such as stochastic control and mathematical finance (see
for example, [51], [30] and [23]). In stochastic control, BSDEs can be applied
to solve stochastic optimal control problems such as linear-quadratic optimal
control problems. Moreover, in mathematical finance, the pricing problem
of a contingent claim can be formulated in terms of a linear BSDE. In addi-
tion, BSDEs have an interesting application to partial differential equations
(PDEs). In particular, some results show that there is a link between BS-
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DEs and solutions of partial differential equations (see for example, [12], [20]
and [37]). Therefore, from the viewpoints of stochastic control, mathemati-
cal finance and partial differential equations, studying BSDEs in more detail
is useful. For a detailed discussion on the theory of BSDEs, see for exam-
ple, [64] and [48]. [64] also provides an extensive literature review of stochastic
optimal control problems such as linear-quadratic optimal control problems.
See [48], [23] and [21] for more details about applications of BSDEs to finance
and insurance.
1.2 Backward stochastic differential equation with
unbounded coefficients
In the theory of BSDEs, improving the conditions under which a BSDE
is solvable is an important subject. An important direction of weakening
the conditions on the generator is to consider the possibility of unbounded
coefficients, which is also the main subject of this thesis. Many articles have
considered the problem of solvability of BSDEs with unbounded coefficients.
El Karoui and Huang [22] proved the solvability of general BSDEs that satisfy
the following Lipschitz condition
|F (t, y1, z1)− F (t, y2, z2)| ≤ c1(t) |y1 − y2|+ c2(t)|z1 − z2|, (1.2.1)
for all y1, y2 ∈ R, z1, z2 ∈ Rd, a.e. t ∈ [0, T ] a.s., for some nonnega-
tive processes c1(·) and c2(·) that can be unbounded. This type of condi-
tion was also assumed in Bender and Kohlmann [6] and Wang et al. [59].
Gashi and Li [27] considered the general BSDEs that satisfy (1.2.1) with un-
bounded coefficients. They proved the existence of a unique solution pair,
but under weaker assumptions on the coefficients than those in El Karoui and
Huang [22]. The solution pairs in [27] and [22] are proved to exist in specific
weighted spaces. Yong [63] considered linear BSDEs with unbounded coeffi-
cients and proved the existence of solution pairs that belong to non-weighted
spaces. Bahlali et al. [4] considered BSDEs with continuous quadratic gen-
erators where unbounded generators are also considered. Gashi and Li [28]
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obtained some integrability results and applied them to prove the solvability
of a special case of quadratic BSDEs, called Riccati BSDEs, with unbounded
coefficients.
BSDE problems with possibly unbounded coefficients are not only of sig-
nificant theoretical importance but are also motivated by applications in
mathematical finance. For example, the modelling of interest rate gives rises
to the unboundedness of the coefficients. Some important interest rate mod-
els are given by stochastic differential equations (see for example, Date and
Gashi [19] and Yong [63]). In general, the solutions to these equations are
unbounded processes. This generates several problems in a market with un-
bounded coefficients, such as the market completeness problem. Gashi and
Li [28] obtained the solvability of linear BSDEs with unbounded coefficients,
which in turn was used to solve the problems of market completeness. More-
over, the problem of optimal investment has been studied with possibly un-
bounded coefficients, see for example [7], [8], [41] and [42]. Gashi and Li [28]
used their results on Riccati BSDEs to solve an optimal investment problem
with power utility in a market with unbounded coefficients. Shen [57] consid-
ered a mean–variance portfolio selection problem in a complete market with
unbounded coefficients. To solve the problem, he proved the existence and
uniqueness of solutions to two BSDEs with unbounded coefficients, a linear
BSDE and a Riccati BSDE.
1.3 Quadratic backward stochastic differential equa-
tions
Quadratic backward stochastic differential equations, whose generators have
quadratic growth in z, are a special class of BSDEs. Now, we introduce
the following simple example of a quadratic BSDE (see [37]). Consider the
following equation








z(s) dW (s), t ∈ [0, T ]. (1.3.1)
4
The exponential transformation y1 := e
y, z1 := (e





z1(s) dW (s), t ∈ [0, T ]. (1.3.2)
In this example, if eξ ∈ L2F (Ω,FT ,P;Rd), (1.3.2) has a unique solution





, for all t ∈ [0, T ] (1.3.3)
and z1(·) is determined by the martingale representation theorem. If we de-
fine y(t) := log(y1(t)) and z(t) :=
z1(t)
y1(t)
for all t ∈ [0, T ], then (y(·), z(·)) ∈
L2F (0, T ;R)× L2F (0, T ;Rd) is a solution of (1.3.1).
Many problems on quadratic BSDEs have been solved in the literature.
They were first solved by Kobylanski [36]. In [37], Kobylanski assumed that
ξ is bounded, and that the generator satisfies the following condition:
F (t, y, z) = a0(t, y, z) y + F0(t, y, z) (1.3.4)
∀ (t, y, z) ∈ R+ × R× Rd, with





β0 ≤ a0(t, y, z) ≤ α0 a.s.,
where β0, α0, b ∈ R and c : R+ → R+ is a continuous increasing func-
tion. Under such conditions, equation (1.1.1) admits a solution pair (y, z) ∈
L∞F (0, T ;R)×L2F (0, T ;Rd), where L∞F (0, T ;R) is the space of all Ft-progressively
measurable R-valued processes which are almost surely bounded for almost
every t in [0, T ], and L2F (0, T ;Rd) is the space of all Ft-progressively mea-
surable Rd-valued processes θ(·) such that E
∫ T
0 |θ(s)|
2ds < ∞. Lepeltier
and San Martin [44] proved the existence of a solution for BSDEs when
the generator is continuous and has superlinear growth in y and quadratic
growth in z. In [13], Briand and Hu proved the existence result for BSDEs
5
with quadratic generators with respect to the variable z and with unbounded
terminal conditions. No uniqueness result was stated in that work. Later,
in [14], the uniqueness of the solution was proved under the assumption that
the generator is convex with respect to the variable z. Morlais [51] proved
the existence and uniqueness of solutions for a class of quadratic BSDEs
driven by some general martingale, providing applications to the utility max-
imisation problem. Fan [25] obtained the existence and uniqueness results
for bounded solutions and p-integrable solutions of one dimensional BSDEs
when the generator has superlinear growth in y and quadratic growth in z,
under weaker conditions than [44]. Jamneshan et al. [33] considered the solv-
ability of multidimensional quadratic BSDEs with bounded and unbounded
terminal conditions, when the generators are bounded and independent of
y. They give sufficient conditions under which the existence and uniqueness
of solutions hold. Quadratic BSDEs have several interesting applications in
mathematical finance and stochastic control. Hu et al. [30] considered the
problem of utility maximisation for traders on financial markets. In order to
obtain the value function and optimal trading strategy, they used a quadratic
BSDE and applied a result of Kobylanski [37] to prove the existence of the
BSDE solution. In addition, some optimal control problems can be solved by
applying results of quadratic BSDEs. Kohlmann and Tang [38] considered
two BSDEs, a linear BSDE and a Riccati BSDE, to solve the the singular
linear-quadratic stochastic control problem and the mean-variance hedging
problem.
1.3.1 Riccati BSDEs
Riccati BSDEs are matrix-valued nonlinear BSDEs with an additional alge-
braic matrix positive definiteness constraint. In particular, this constraint
is part of the equation that must be satisfied by any solution. Hence, the
solvability problem of general Riccati BSDEs is more challenging than solv-
ing general BSDEs. The main difficulties come from the nonlinear nature
of the generator, the fact that the equation is matrix-valued, and from the
algebraic constraint.
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Now, let us introduce the general one-dimensional case of Riccati BSDEs:
dK(t) = −
[
a(t)K(t) + c ′(t)L(t) +Q(t) + F (t,K(t), L(t))
]
dt
+L′(t)dW, t ∈ [0, T ],
K(T ) = M a.s.,
N(t) +K(t)D′(t)D(t) > 0 a.e. t ∈ [0, T ] a.s.,
(1.3.5)
with
F (t, x, y) := −
[






B(t)x+ C ′(t)D(t)x+ y′D(t)
]′
,
for all t ∈ [0, T ], x ∈ R, y := (y1, · · · , yd)′ ∈ Rd,
a(t) := 2A(t) +
d∑
i=1
C2i (t), c(t) := (c1(t), ..., cd(t))
′ := 2 (C1(t), ..., Cd(t))
′ , t ∈ [0, T ],
C(t) := (C1(t), ..., Cd(t))






, t ∈ [0, T ].
Here M is an FT -measurable random variable, the coefficients A(·), Ci(·)
and Q(·) where i = 1, ..., d, are {Ft}t≥0-progressively measurable R-valued
stochastic processes, the coefficients B(·) and Di(·) are {Ft}t≥0-progressively
measurable Rm-valued stochastic processes andN(·) is an {Ft}t≥0-progressively
measurable Rm×m-valued stochastic process. A′ is the transpose of the vector
or matrix A. Note that the first two equations in (1.3.5) represent a non-
linear BSDE. The solution of (1.3.5) is the matrix-valued stochastic process
(K(t), L1(t), ..., Ld(t)) adapted to the filtration {Ft}t≥0, which must satisfy
the first equation (BSDE), the terminal condition and the algebraic con-
straint.
Many cases of Riccati BSDEs have been solved in the literature. First,
the case where all coefficients are determistic was solved by Wonham [61]. In
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this case, the unrandomness of the coefficients implies that L = 0, and thus
the Riccati BSDE is reduced to a nonlinear ordinary differential equation.
Wonham treated the equation as a limit of a sequence of linear differential
equations. Bismut [9] was the first to study Riccati BSDEs with random
coefficients. In [10], he assumed that C = 0 and D = 0, and thus the
generator becomes independent of L. In [11], he only assumed that D = 0,
and here the generator becomes linear in L. In [11], Bismut commented on
pp. 220 that: “We could not prove the existence of a solution for equation
(1.3.5) for the general case”. Peng [54] proved the existence and uniqueness
of a certain class of Riccati BSDE with random coefficients under which he
treated the equation as a nonlinear backward stochastic differential equa-
tion. Later, Kohlmann and Zhou [40] studied the case when all coefficients
are deterministic, and the control weighting matrix N is reduced to zero
(the singular case). They additionally assumed that C1 = ... = Cd = 0,
M = In×n and A+A
′ ≥ BB′. Kohlmann and Tang [38] also studied the sin-
gular multi-dimensional case when the coefficients are allowed to be random
and M and D′D are uniformly positive. Kohlmann and Tang [39] obtained
the existence and uniqueness results for the general one-dimensional Riccati
BSDE with random coefficients. They assumed that all coefficients and the
terminal matrix M are bounded. The existence result was obtained using an
approximation technique initially used by Kobylanski [36] and Lepeltier and
San Martin [45]. Kohlmann and Tang’s [39] result solves the one-dimensional
case of Bismut’s problem, which was introduced in [11]. Hu and Zhou [31]
applied the results of quadratic BSDEs in [37] to prove that the indefinite
general Riccati BSDEs admits a nonnegative solution. In [29], Guatteri and
Tessitore obtained the existence and uniqueness results for Riccati BSDEs in
infinite dimensions with random coefficients arising in quadratic optimal con-
trol problems with infinite dimensional stochastic differential state equations.
In all cases mentioned above, the coefficients are assumed to be bounded.
Riccati BSDEs have been applied in different fields including stochas-
tic control. We can study linear-quadratic optimal stochastic control prob-
lems (LQ problems) using Riccati BSDEs. One of the advantages of linear-
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quadratic optimal control problems is the ability to obtain explicit forms for
the optimal feedback law and the optimal value function through Riccati BS-
DEs. The following connection is well known (see Bismut [10] and Kohlmann
and Tang [39] for details): a stochastic LQ problem is solvable if there is a
solution to the associated Riccati BSDE, and by this solution we can obtain
an optimal control. In other words, the stochastic LQ problem can be re-
duced to that of solving the Riccati BSDE. One of the methods that gives
rise to a Riccati BSDE is the completion of squares. Using this method, one
can obtain an optimal control in a linear state feedback form.
1.4 Contributions
This thesis considers the solvability problems of certain classes of quadratic
BSDEs with possibly unbounded generators. Considering possibly unbounded
generators is an important direction to improve the conditions under which
a BSDE is solvable. From the application point of view, linear-quadratic op-
timal stochastic control problems with possibly unbounded coefficients give
rise to BSDEs with possibly unbounded generators.
We now give a summary of the contributions of this thesis. In chapter 3,
we consider the solvability problem of quadratic BSDEs when the generator
satisfies:
F (t, x, u) := c1(t, x, u) x+ F0(t, x, u),
for all (t, x, u) ∈ [0, T ]× R× Rd, with
|F0(t, x, u)| ≤ c0(t) + 12 c2(t)|u|
2 a.e. t ∈ [0, T ] a.s..
Here the processes c0(·), c2(·) and c1(·) are possibly unbounded. Clearly, due
to the processes c0(·), c2(·) and c1(·), our conditions are weaker in compar-
ison to [37], see (1.3.4). In particular, we give sufficient conditions for the
existence of an adapted solution pair and those conditions permit for un-
bounded coefficients, which is not the case in [37], where the coefficients are
assumed to be bounded. From the literature review, this case of quadratic
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BSDEs with unbounded coefficients has not been considered. Before study-
ing the solvability problem, we prove a monotonicity theorem which is the
main reasoning behind the existence result, with the proof presented under
weaker conditions than [37]. In particular, we prove that if (Fn, ξn)n≥0 is a
sequence of parameters such that
|Fn(t, xn, un)| ≤ c0(t) + c2(t) |un|2,
for all xn ∈ R, un ∈ Rd, a.e. t ∈ [0, T ] a.s., and if for each n, the BSDE
with (Fn, ξn) has a solution (xn, un), then the solutions (xn, un) converge to
the solution (x, u) of the BSDE with parameters (F, ξ). We give sufficient
conditions for this theorem, and they permit for unbounded coefficients. We
expect that these results will be useful in solving some difficult problems with
unbounded coefficients, such as reflected BSDEs with quadratic growth, the
indefinite case of Riccati BSDEs and their application in optimal investment.
In chapter 4, we study the solvability for the general one-dimensional case
of Riccati BSDEs under weaker conditions on the coefficients in comparison
to the existing ones. We prove that some integrability conditions, which per-
mit for unbounded coefficients, are sufficient for the existence of a solution
pair to the Riccati BSDE. These results are expected to contribute to solve
the problems of optimal investment and mean–variance portfolio selection
with possibly unbounded coefficients.
As an application, we obtain the solution to the LQ optimal control prob-
lem under weaker conditions on the coeffcients in comparison to Theorem 5.2.
of Kohlmann and Tang [39]. In particular, we give an explicit solution to the
LQ optimal control problem with possibly unbounded coefficients, using our
results in this chapter for the Riccati BSDE with unbounded coefficients.
In chapter 5, we study the solvability of a certain class of Riccati BSDEs
when D = 0, under weaker conditions on the coefficients as compared to
Theorem 5.1. of Peng [54]. In particular, we give sufficient conditions for
the existence of a unique solution pair for this class of Riccati BSDEs when
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the coefficients are possibly unbounded, which is not the case in Peng [54]
where the coefficients are assumed to be bounded. This result is expected to
play an important role in solving similar problems on Riccati BSDEs, such as
solving the singular case with possibly unbounded coefficients. In addition,
applications such as the LQ optimal control problem with D = 0 can be
obtained by applying this result.
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1.5 Notation
The key notation used throughout this thesis are as follows:
• | · | is the Euclidean norm.
• Rd is d-dimensional real Euclidean space.
• R+ is the set of all non-negative real numbers.
• A′ is the transpose of the vector or matrix A.
• 〈A,B〉 is the inner product of the two vectors A and B.
• Rm×n is the set of m× n real matrices.
• Lp(Ω;Rd) is the space of Rd-valued random variables ξ with E[|ξ|p] <
∞, for p ∈ [0,∞).
• L∞(Ω,FT ,P;Rd) is the space of FT -measurable Rd-valued bounded
random variables ξ.
• L2F0(Ω,F0,P;R
d) is the space of F0-measurable Rd-valued random vari-
ables ξ such that E (|ξ|2) <∞.
• L2F (Ω,FT ,P;Rd) is the space of FT -measurable Rd-valued random vari-
ables ξ such that E (|ξ|2) <∞.
• L0F (0, T ;Rd) is the space of Ft-adapted Rd-valued processes.
• L∞F (0, T ;Rd) is the space of Ft-progressively measurable Rd-valued pro-
cesses θ(·) which are almost surely bounded for almost every t in [0, T ],
i.e, ||θ(·)||L∞F := sup
t∈[0,T ]
|θ(t)| <∞ a.s.
• LF (0, T ;Rd) (resp. L2F (0, T ;Rd)) is the space of Ft-progressively mea-
surable Rd-valued processes θ(·) such that E
∫ T








In this chapter, we present a number of basic concepts of probability theory
and stochastic calculus that are to be used throughout this thesis. This
chapter is presented briefly without including any proofs. More detailed
information and proofs are given in textbooks on stochastic calculus and
stochastic control such as those by Klebaner [35], Mao [48] and Yong and
Zhou [64].
2.1 Stochastic processes
Let (Ω,F ,P) be a probability space. A filtration is a family {Ft}t≥0 of in-
creasing sub σ-algebras of F , i.e. Ft ⊂ Fs ⊂ ... ⊂ F , for all 0 ≤ t ≤ s <∞.
A probability space (Ω,F ,P) is said to be complete if for any P-null set A (i.e.
P(A) = 0 for a set A ∈ F), one has another P-null set B ∈ F whenever B ⊆ A
(thus, B is also a P-null set). A filtered probability space (Ω,F , {Ft}t≥0,P)
is a probability space equipped with the {Ft}t≥0 of its σ-algebra F , which
consists of: a sample space of elementary events, a field of events, a proba-
bility defined on that field and a filtration of increasing subfields.
A stochastic process with state space Rd is a collection {X(t), t ≥ 0} of
Rd-valued random variables. The stochastic process can be regarded as a
function of two variables (t, ω) from I × Ω to Rd , where I is an index set.
A stochastic process is said to be continuous if for almost all ω ∈ Ω, the
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function X(t, ω) is continuous on t ≥ 0. A stochastic process is integrable
if for every t ≥ 0, X(t) is an integrable random variable. It is said to be
measurable if the stochastic process regarded as a function of two variables
(t, ω) from R+×Ω to Rd is B(R+)×F-measurable, where B(R+) is the family
of all Borel subsets of R+. A stochastic process is progressively measurable
(or progressive) if for each t ≥ 0, {X(s), 0 ≤ s ≤ t} regarded as a function
of (s, ω) from [0, t] × Ω to Rd, is B([0, t]) × Ft-measurable, where B([0, t])
is the family of all Borel subsets of [0, t]. It is said to be {Ft}-adapted (or
adapted) if for every t, X(t) is Ft-measurable. Note that if X(t) is {Ft}t≥0-
progressively measurable, it must be measurable and {Ft}t≥0-adapted.
2.2 Convergence of random variables
In this section, we state some definitions of the main convergence concepts of
a sequence of random variables. Important results on the relations between
these convergence concepts are also given.
Definition 2.2.1 (Convergence in probabilty). ( [35], Definition 2.12)




ω : |Xn(ω) −
X(ω)| > ε
)
= 0 as n→∞.
Definition 2.2.2 (Convergence almost surely). ( [35], Definition 2.13)
{Xn} converges almost surely (a.s.) or with probability 1 to X if there exists
a set of zero probability such that for every ω outside the set, the sequence







Definition 2.2.3. ( [35], Definition 2.14)
For any p > 1, we say that a random variable X ∈ Lp(Ω;Rd) if E|X|p <∞




Definition 2.2.4 (Convergence in Lp). ( [35], Definition 2.15)
A sequence of random variables {Xn} converges in Lp(Ω;Rd) to a random
variable X, if lim
n→∞
E[ |Xn −X|p] = 0.
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Note that since the Lp norms are increasing in p, convergence in Lp im-
plies convergence in Lr for r < p.
Theorem 2.2.5. Let {Xn} be a sequence of random variables, and let X be
some other variable. If {Xn} converges in Lp to X for some p ≥ 1, or if
{Xn} converges almost surely to X, then {Xn} also converges in probability
to X.
Theorem 2.2.6. If {Xn} converges to X in probability, then there is a sub-
sequence {Xnk} converging almost surely to the same limit X.
Theorem 2.2.7 (Continuous Mapping Theorem). Let {Xn} be a sequence
of random variables and X be some other variable. Let f : R → R be a
continuous function. If {Xn} converges almost surely to X, then f(Xn)
converges almost surely to f(X).
2.3 Convergence of functions
We now introduce a number of theorems for the convergence of a sequence of
functions. We also discuss some theorems for the convergence of expectations.
The following theorem gives an equivalent definition of uniform convergence.
Theorem 2.3.1. fn(x) converges uniformly to f(x) if and only if
sup
x
|fn(x)− f(x)| → 0.
Theorem 2.3.2 (Uniform Convergence Theorem). If fn is a sequence of
continuous functions which converges uniformly to the function f , then the
limit f is also continuous.
Note that the limit of a pointwise convergent sequence of continuous
functions does not have to be continuous.
Theorem 2.3.3 (Monotone Convergence Theorem). ( [1], Theorem 2.4.2.)
If a sequence is monotone and bounded, then it converges.
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Theorem 2.3.4 (Dominated Convergence Theorem). Suppose fn : R →
[−∞,∞] are measurable functions such that the pointwise limit f(x) = lim
n→∞
fn(x)
exists and there is an integrable g : R → [0,∞] with |fn(x)| ≤ g(x) for all n














In other words, under certain conditions, the dominated convergence the-
orem allows one to interchange limits and [Lebesgue] integrals. In particular,
we can apply this theorem to integrands that change sign if there exists a
dominating integrable function and a pointwise limit of the sequence of inte-
grands.
Functions can be seen as elements of normed spaces. In the following,
we introduce number of theorems for the convergence of functions in normed
spaces.
Theorem 2.3.5. ( [24], Theorem 1)
Let X be a normed space and {xn}n a sequence converging weakly to x ∈ X.
Then
||x|| ≤ lim inf
n→∞
||xn||.
Theorem 2.3.6. ( [24], Theorem 2)
Let {xn}n be a bounded sequence in a normed space X, then there exists a
subsequence {xnk}k of {xn}n which converges weakly to some x ∈ X.
2.4 Martingales
Martingales represent a special class of stochastic processes. In this thesis,
martingales constructed from a Brownian motion are considered.
Definition 2.4.1. A stochastic process {X(t)}t≥0 is called square-integrable
if E|X(t)|2 <∞ for every t ≥ 0.
16
Definition 2.4.2. ( [48], Definition 4.1)
A (standard) one-dimensional Brownian motion is a real-valued continuous
{Ft}-adapted process {W (t)}t≥0 with the following properties:
(i) W (0) = 0 a.s.;
(ii) for 0 ≤ s ≤ t < ∞, the increment W (t) −W (s) is normally distributed
with mean zero and variance t−s. This means that if s = 0, then W (t)−W (0)
has distribution N (0, t);
(iii) for 0 ≤ s < t <∞, the increment W (t)−W (s) is independent of Fs.
Note that one can also define a Brownian motion W (·) over any time
interval [a, b] or [a, b) for any 0 ≤ a < b < ∞. In particular, W (·) is said to
be standard over [a, b] if W (a) = 0.
A Brownian motion {W (t)} has many important properties. It is a
continuous square integrable martingale.
Definition 2.4.3. ( [35], Definition 2.30) A real-valued {Ft}-adapted stochas-
tic process X(t) for t ≥ 0, is called a martingale with respect to {Ft} (or





for any 0 ≤ s < t,
E[X(t)|Fs] = X(s) a.s.
In other words, a martingale is a stochastic process for which at a certain
time, given all previous values, the conditional expectation of the next value
is equal to the current value. In particular, if we know the values of the
process up to time s, and X(s) = x, then the expected future value at any
future time is x.
In general, stochastic integrals with respect to martingales are local mar-
tingales but not martingales. Thus, we introduce the definition of local mar-
tingales. Before introducing this definition, we present the definition of stop-
ping times.
Definition 2.4.4 (Stopping Times). ( [48], Definition 2.33) A non-negative
random variable τ : Ω→ [0,∞], where τ may be infinite, is called a stopping
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time (with respect to the filtration {Ft}t≥0) if for each t the event {τ ≤ t}
∈ Ft.
In other words, a random time τ is a stopping time if for any t we can
decide to stop (knowing whether or not τ has occurred) based only on the
information we observed up to time t and not on any future information.
Definition 2.4.5 (Local Martingales). ( [35], Definition 7.20) An adapted
process M(t) is called a local martingale if there exists an increasing sequence
of stopping times τn, such that for every n the stopped process M(t ∧ τn) is
a martingale.
The following result gives the condition under which a local martingale
becomes a martingale.
Theorem 2.4.6. ( [35], Corollary 7.22) Let M(t) for 0 ≤ t ≤ ∞, be a






< ∞ for all t. Then M(t) is a
martingale.
2.4.1 Martingales inequalities
Theorem 2.4.7 (Doob’s Martingale Inequality). ( [48], Theorem 3.8)
Let M(t) be an Rd-valued martingale and [s, T ] be a bounded interval in R+.










for all c > 0.
Theorem 2.4.8 (Burkholder-Davis-Gundy Inequality). ( [64], Theorem 5.4)
Let W (t) be a d-dimensional standard Brownian motion. Let σ(t) : [0, T ] ×
Ω→ Rd be an {Ft}t≥0-adapted stochastic process such that∫ T
0
|σ(t)|2 dt <∞ a.s.
Then, for any p > 0, there exists a constant Kp > 0 such that for any
























In this section, we introduce the stochastic integral∫ T
0
X(t) dW (t),
where X(t) is some stochastic process and W (t) is a Brownian motion.
The following theorem gives two important properties of the stochas-
tic integral, also called the Itô integral.
Theorem 2.5.1. ( [35], Theorem 4.3)
Let X(t) for 0 ≤ t ≤ T be an {Ft}-progressively measurable process such that∫ t
0 X
2(s) ds <∞ a.s., then the Itô Integral
∫ t







ds <∞, then the following properties hold

















Remark 2.5.2. ( [35], Remark 4.1)
One of the preferable properties of the integral is that we can interchange the
expectation and the integral. In order to have this property, the condition that
X(t) is adapted is not enough and a stronger condition, that of a progressively
measurable process, is needed.
Theorem 2.5.3. ( [35], Theorem 4.7)










0 X(s) dW (s) for 0 ≤ t ≤ T is a continuous zero mean square
integrable martingale.







ds =∞, then the stochastic integral
∫ t
0 X(s) dW (s) may fail
to be a martingale, however it is always a local martingale.
Definition 2.5.5 (Itô process). A one-dimensional Itô process is a continu-
ous adapted process X(t) of the form






σ(s) dW (s), 0 ≤ t ≤ T, (2.5.1)
where µ(·) : [0, T ]× Ω→ R and σ(·) : [0, T ]× Ω→ Rd with∫ T
0
|µ(t)| dt <∞ a.s. and
∫ T
0
|σ(t)|2 dt <∞ a.s. (2.5.2)
We say that X(t) has stochastic differential dX(t) on t ∈ [0, T ] given by
dX(t) = µ(t) dt+ σ(t) dW (t).
Theorem 2.5.6 (Itô’s formula for the Itô process). ( [48], Theorem 6.2)
Let X(t) be given by (2.5.1) such that (2.5.2) holds. Let F (t, x) : [0, T ]×R→
R be C1 in t and C2 in x with Ft, Fx and Fxx continuous. Then F (t,X(t))
is an Itô process with stochastic differential given by
dF (t,X(t)) =
[







+ Fx(t,X(t)) σ(t) dW (t).
Moreover, the formula for integration by parts (stochastic product





= X(t) dY (t) + Y (t) dX(t) + d[X,Y ](t).
If
dX(t) = µX(t) dt+ σX(t) dW (t),
dY (t) = µY (t) dt+ σY (t) dW (t),
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then,
d[X,Y ](t) = dX(t) dY (t) = σX(t)σY (t) (dW (t))
2 = σX(t)σY (t) dt,





= X(t) dY (t) + Y (t) dX(t) + σX(t)σY (t) dt.
2.6 Quadratic BSDEs
In this section, we state some results on the existence and uniqueness of
quadratic BSDEs. Let (Ω,F , {Ft}t≥0 ,P) be a given complete filtered proba-
bility space on which a d-dimensional standard Brownian motion (W (t), 0 ≤
t ≤ T ) is defined. We assume that (Ft, 0 ≤ t ≤ T ) is the augmentation of
σ{W (s) : 0 ≤ s ≤ t} by all P-null sets of F .
The first theorem, due to Kobylanski [37], considers the solvability of
one-dimensional BSDEs with quadratic growth. Let α0, β0, b ∈ R and c :
R+ → R+ be a continuous increasing function. The generator F satisfies
condition (K1) with α0, β0, b and c if F is continuous and satisfies:
F (t, y, z) = a0(t, y, z) y + F0(t, y, z),
for all (t, y, z) ∈ R+ × R× Rd, and
β0 ≤ a0(t, y, z) ≤ α0 a.s.,





Theorem 2.6.1. ( [37], Theorem 2.3) Let (F, T, ξ) be a set of parameters of
the following BSDE
y(t) = ξ +
∫ T
t
F (s, y(s), z(s)) ds−
∫ T
t
z(s) dW (s), t ∈ [0, T ]. (2.6.1)
Suppose that the generator F satisfies (K1) with α0, β0, b, c and ξ ∈ L∞(Ω,FT ,P;Rd).
Then the BSDE (2.6.1) has at least one solution (y, z) ∈ L∞F (0, T ;R) ×
L2F (0, T ;Rd).
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The second theorem, due to [39], considers the unique solvability of the
Riccati BSDE in the regular case (i.e. M ≥ 0, Q ≥ 0 and N > 0). Assume
that the coefficients A, B, Ci and Di for i = 1, ..., d, are {Ft}t≥0-adapted,
bounded, matrix-valued processes, defined on Ω× [0, T ], of dimension n× n,
n ×m, n × n and n ×m, respectively. Assume that Q and N are {Ft}t≥0-
adapted, bounded, matrix-valued processes, defined on Ω×[0, T ] of dimension
n × n and m ×m respectively. Assume that the matrix M : Ω → Rn×n is
an FT -measurable and bounded n× n random matrix. In this theorem, the
one-dimensional case has been considered. Set
a(t) := 2A(t) + |C(t)|2, t ∈ [0, T ],
c(t) := (c1(t), · · · , cd(t))′ := 2 (C1(t), · · · , Cd(t))′ , t ∈ [0, T ],
C(t) := (C1(t), ..., Cd(t))






, t ∈ [0, T ].
Theorem 2.6.2. ( [39], Theorem 2.1) Assume that M ≥ 0, Q(t) ≥ 0
a.e. t ∈ [0, T ] and N(t) ≥ ε Im×m a.e. t ∈ [0, T ] for some constant ε > 0.
Then, the following equation
dK(t) = −
[
a(t)K(t) + c′(t)L(t) +Q(t) + F (t,K(t), L(t))
]
dt
+L(t) dW (t), t ∈ [0, T ],
K(T ) = M a.s.,
with
F (t,K(t), L(t)) = −
[








B(t)K(t) + C ′(t)D(t)K(t) + L′(t)D(t)
]′
,
has a unique {Ft}t≥0-adapted solution (K(t), L(t)) in L∞F (0, T ;R)×L2F (0, T ;Rd).
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The next theorem, due to [54], considers the unique solvability of the
Riccati BSDE in the regular case (i.e. M ≥ 0, Q ≥ 0 and N > 0) with the
additional condition D = 0.
Theorem 2.6.3. ( [54], Theorem 5.1) Assume that Q(t) ≥ 0 a.e. t ∈ [0, T ],
N(t) > 0 a.e. t ∈ [0, T ] and M ≥ 0. Further, assume that D(t) = 0. Then,
the following Riccati BSDE
dK(t) = −
[
A′(t)K(t) +K(t)A(t) + L(t)C(t) + C ′(t)L(t) + C ′(t)K(t)C(t)
+Q(t)−K(t)B(t)N−1(t)B′(t)K(t)
]
dt+ L(t) dW (t), t ∈ [0, T ],
K(T ) = M, a.s.,
has a unique solution (K(t), L(t)) in L2F (0, T ;Rn) × L2F (0, T ;Rn) such that
K(t) is nonnegative and bounded.
2.7 Linear-quadratic optimal control problems
In general, stochastic optimal control problems have a number of common
features: there is a mathematical system which is described by a stochastic
differential equation, there are many alternative decisions that can impact
the system, there are some constraints that the decisions and/or the state
are subject to, and there is a function that measures the performance of the
decisions. By solving such a problem, we mean to optimise (maximise or
minimise) the performance function by choosing one decision between the
decisions satisfying all constraints (see [64] for details). The linear-quadratic
optimal control problems (LQ problems) is a special class of optimal control
problems where the state equations are linear in both the state and control,
and the cost functionals are quadratic in both the state and control. Now, let
us introduce the stochastic LQ problem with random coefficients. Let T > 0
be given. For any (s, x) ∈ [0, T ]×R, consider the following linear controlled
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stochastic differential equation







dWi(t), t ∈ [s, T ],
X(s) = x,
(2.7.1)
under the same coefficients assumptions as in section 1.3.1. A quadratic cost
functional is given by









For any s ∈ [0, T ], we denote by Uω[s, T ] the set of u(·) satisfying the
following:





(ii) Under u(·), for any x ∈ R, equation (2.7.1) has a unique solution X(·).
(iii) The right-hand side of (2.7.2) is well-defined under u(·).
We then state the stochastic linear-quadratic optimal control problem
(LQ problem) as follows: for each (s, x) ∈ [0, T ] × R, find û(·) ∈ Uω[s, T ]
such that
J(û(·); s, x) = inf
u(·)∈Uω [s,T ]
J(u(·); s, x) = V (s, x).
V is called the value function of the LQ problem. The LQ problem is said
to be solvable at (s, x) ∈ [0, T ] × R if there exists a control û(·) ∈ Uω[s, T ]
such that J(û; s, x) = V (s, x). û(·) is called an optimal control and the
corresponding X̂(·) is called an optimal state process. For example, if the
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processes appearing in (2.7.1) and (2.7.2) satisfy the following:{
A,Ci ∈ L∞F (0, T ;R), B,Di ∈ L∞F (0, T ;Rm),
Q ∈ L∞F (0, T ;R), N ∈ L∞F (0, T ;Rm×m),M ∈ L∞(Ω,FT ,P;R),
then (2.7.1) has a unique solution X(·) ∈ L2F (0, T ;R) and (2.7.2) is well-
defined.
The LQ problem was introduced at the beginning of optimal control the-
ory. Many articles have considered this problem, see for example, [46], [60],
[50] and [49]. Kalman [34] solved the deterministic LQ problem (see [2]
and [60] for details). Stochastic LQ problems using Riccati BSDEs were first
studied by Wonham [61], who solved the problem when all coefficients are
deterministic. Stochastic LQ problem has been studied further in several ar-
ticles (see for example, [55], [15] and [32]). Bismut [10] was the first to study
stochastic LQ problems with random coefficients. He proved the existence
and uniqueness of solutions to the associated Riccati BSDEs when N is posi-
tive definite and Q and M are positive semidefinite. Then, he gave sufficient
conditions for the existence of a solution to the LQ problem. Chen et al. [16]
proved that stochastic LQ problems with random coefficients when the cost
functional is allowed to have a negative weight on the square of the control
variable, i.e. N is negative definite, can be solvable. They gave conditions
under which the stochastic LQ problem when C = 0 has a solution. Chen
and Zhou in [17], obtained an optimal feedback control for the indefinite case
when C 6= 0. Further articles considering the indefinite case include [18], [56]
and [62]. Kohlmann and Tang [39] later proved that the solvability of Ric-
cati BSDEs with random coefficients leads to the existence of solutions of the








We consider the solvability problem of quadratic backward stochastic dif-
ferential equations (BSDEs) with possibly unbounded coefficients. We give
sufficient conditions, which are weaker than those that already exist, for the
existence of a solution pair.
3.2 Introduction
Let (Ω,F , (Ft, t ≥ 0),P) be a given complete filtered probability space on
which a d-dimensional standard Brownian motion (W (t), t ≥ 0) is defined.
We assume that (Ft, t ≥ 0) is the augmentation of σ{W (s) : 0 ≤ s ≤ t} by
all P-null sets of F . Consider the backward stochastic differential equation
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(BSDE):
y(t) = ξ +
∫ T
t
F (s, y(s), z(s)) ds−
∫ T
t
z′(s) dW (s), t ∈ [0, T ], (3.2.1)
where ξ is a given FT -measurable R-valued random variable and the random
generator F : Ω× [0, T ]×R×Rd → R is a progressively measurable function.
Many problems on quadratic BSDEs were solved in the literature. They
have been first solved by Kobylanski, see [36] and [37]. Lepeltier and San
Martin [44] proved the existence of a solution for BSDEs when the generator
is continuous, has superlinear growth in y and quadratic growth in z. In [13],
Briand and Hu proved the existence result for BSDEs with linear growth in
y and quadratic growth in z, with unbounded terminal value. In all cases
mentioned above, the coefficients are assumed to be bounded. Kobylanski [37]
assumed that the terminal value is bounded and that the generator satisfies
F (t, y, z) = a0(t, y, z) y + F0(t, y, z), (3.2.2)
for all (t, y, z) ∈ R+ × R× Rd, with
β0 ≤ a0(t, y, z) ≤ α0 a.s.
and





where β0, α0, b ∈ R and c : R+ → R+ is a continuous increasing function.
Under such conditions, equation (3.2.1) admits a solution, however, one which
is in general non-unique.
An important direction of relaxing the conditions on the generator un-
der which equation (3.2.1) has a solution is to consider possibly unbounded
coefficients. In this chapter, we first prove the following monotonicity the-
orem: under weaker conditions than those in [37], the sequence of solutions
{(yn, zn)} of the BSDEs with parameters {(Fn, ξn)} converge to the solution
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pair (y, z) of the BSDE with parameters (F, ξ). This result provides the main
argument of the existence theorem. We then show the solvability of equation
(3.2.1) when F is continuous and has quadratic growth in z. In particular,
we obtain the existence result when the coefficients are not assumed to be
bounded.
3.3 Notation and assumptions
The key notation and assumptions used in this chapter are as follows:
• 1 < β, 1 < β1 and 1 < β2 are given real constants such that β1 ≤ β
and β2 ≤ β.
• γ(·), γ̂(·), c0(·) and ĉ0(·) are given R-valued positive progressively mea-
surable processes such that γ̂(·) ≤ γ(·) a.s., c0(·) ≤ ĉ0(·) a.s. and
ĉ0(·) ≥ 1 a.s..
• ξ is a given FT -measurable R-valued non-negative random variable.
• c1(·) and a(·) are given R-valued progressively measurable processes
such that a(·) ≥ 0 a.s. and c1(·) ≤ a(·) a.s..
• ĉ2(·) and c2(·) are given R-valued progressively measurable processes
such that 1 ≤ c2(·) ≤ ĉ2(·) a.s. and ĉ2(t) := ĉ2(0) +
∫ t
0 a(s) ĉ2(s) ds for
0 ≤ t ≤ T .
• k1(·) and k2(·) are given R-valued non-negative progressively measur-
able processes such that k1(·) ≤ ĉ2(·) a.s., k22(·) ≤ 12 ĉ2(·) a.s., k
2
2(t) is
differentiable and d[k22(t)]/dt = k1(t).
• ϕ(·) ≥ 1 is a given R-valued progressively measurable process such that
ϕ(t) ≤ ĉ2(t) a.e. t ∈ [0, T ] a.s. and dϕ(t) = a(t)ϕ(t) dt for t ∈ [0, T ].
• p(t) := exp
[∫ t






, t ∈ [0, T ].
• p̂(t) := exp
[∫ t






, t ∈ [0, T ] .
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• 64 a(t) ĉ22(t) ≤ γ(t) + 4β ĉ20(t) ĉ22(t) a.e. t ∈ [0, T ] a.s..
• H2p(0, T ;Rd) (resp. H2p̂(0, T ;Rd)) is the space of Ft-progressively mea-










• M2p(0, T ;Rd) (resp. M2p̂(0, T ;Rd)) is the space of Ft-progressively mea-












• M2ϕ(0, T ;Rd) is the space of Ft-progressively measurable Rd-valued






We say that the pair (F, ξ) satisfies conditions H if:
(1) F is a continuous function of x and u;
(2) F (t, x, u) := c1(t) x+ F0(t, x, u), for all (t, x, u) ∈ [0, T ]× R× Rd,
with
|F0(t, x, u)| ≤ c0(t) + 12 c2(t)|u|
2, a.e. t ∈ [0, T ] a.s.;
(3) there exists a positive constant M such that:
(a) E
[







t 2ĉ0(s) ĉ2(s) ds+2ĉ2(T )ξ
∣∣Ft] ≤ e2ĉ2(t)M , t ∈ [0, T ] a.s.,
(c) ϕ(t) e32 ĉ2(t)M c0(t) ∈ LF (0, T ;R),
(d) ϕ(t) a(t) e32 ĉ2(t)M ∈ LF (0, T ;R),
(e) ĉ2(T )
∫ T



















2(T ) exp(ĉ2(T )ξ)
∣∣∣F(t)]} ≤ eĉ2(t)M ,









∣∣∣Ft]}−1 ≥ e−ĉ2(t)M , t ∈ [0, T ] a.s.,
where η(t) := [a(t)− c1(t)]ĉ2(t)(M + 1) + c0(t)ĉ2(t), t ∈ [0, T ].
Here we give sufficient conditions, which permit for unbounded coeffi-
cients, for the existence of an adapted solution pair. This is not the case
in [37], where the coefficients are assumed to be bounded. In particular, due
to the processes c0(·), c1(·) and c2(·), our conditions are more general. For
example, if c0(t) = 0, c1(t) = 0, c2(t) := sin(W (t)) + 1 + exp(
∫ t
0 W (s) ds),
t ∈ [0, T ], the known results on the existence of solutions do not apply and
thus our conditions are weaker as compared to [37]. Note that we can choose
k1(·), k2(·), ĉ0(·), ĉ2(·), a(·) and M . This provides more flexibility on the con-
ditions. For instance, condition H-(3) can be suitable weakened by choosing
large values for M . Moreover, the process γ(·) is important as we can take an
arbitrary large value of γ(·) under which 64 a(·) ĉ22(·) ≤ γ(·) + 4β ĉ20(·) ĉ22(·)
holds a.s..
3.4 Special cases of quadratic BSDEs with unbounded
coefficients
In this section, we give some useful results for the existence theorem, when we
prove that the solution of (3.2.1) with (F, ξ) is bounded. In Lemma 3.4.1 and
Lemma 3.4.2, we prove the existence and uniqueness results for two different
quadratic BSDEs with possibly unbounded coefficients. In Theorem 3.4.5
and Lemma 3.4.7, we prove that if equation (3.2.1) with parameters (F, ξ)
admits a solution (y, z), then we can find upper and lower bounds for y and
an explicit upper bound of z in a weighted space. Define:
φ(t) := ĉ22(t) p(t) e
4ĉ2(t)M ,
where M is given in condition H(3). Let M2φ(0, T ;Rd) be the space of Ft-







Lemma 3.4.1. Let (G1, ξ) be a set of parameters of equation (3.2.1) such
that:
G1(t, y1, z1) := ĉ0(t) + a(t) y1 + ĉ2(t) |z1|2, (t, y1, z1) ∈ [0, T ]× R× Rd.
(3.4.1)
If conditions H hold, then equation (3.2.1) with (G1, ξ) has a unique solution










t 2ĉ0(s) ĉ2(s) ds+2ĉ2(T )ξ
∣∣Ft]} , 0 ≤ t ≤ T. (3.4.2)
This lemma gives an example of a BSDE with possibly unbounded co-
efficients that has a bounded solution. For instance, if ĉ0(t) = 0, ξ = 1/2,
ĉ2(t) = W (t), 0 ≤ t ≤ T , then y1(t) ∈ L∞F (0, T ;R)
Proof. We prove this lemma by transforming equation (3.2.1) with the gen-
erator G1 into an equivalent linear BSDE. Let v := e
2ĉ2(t)y1 for (t, y1) ∈
[0, T ]× R. We have:
dv(t) = 2v(t)y1(t)a(t) ĉ2(t) dt− 2 ĉ2(t)v(t)G1(t, y1(t), z1(t)) dt
+2 ĉ22(t) v(t) |z1(t)|2 dt+ 2ĉ2(t) v(t) z′1(t) dW (t).
By setting z(t) := 2ĉ2(t) v(t) z1(t), we have:
dv(t) = 2v(t) y1(t) a(t) ĉ2(t) dt− 2 ĉ2(t) v(t)
[
ĉ0(t) + a(t) y1(t) + ĉ2(t) |z1(t)|2
]
dt
+2 ĉ22(t) v(t) |z1(t)|2 dt+ z′(t) dW (t).
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Thus, we obtain:
dv(t) = −2 ĉ0(t) ĉ2(t)v(t) dt+ z′(t) dW (t), t ∈ [0, T ],
v(T ) = e2ĉ2(T ) ξ.
(3.4.3)
As equation (3.4.3) is a linear BSDE, it satisfies the conditions of Theorem
2.1 of [27] and it thus has a unique solution pair (v(·), z(·)) ∈ H2p(0, T ;R) ×
M2p(0, T ;Rd). Now, consider the following equation:
dx(t) = 2 ĉ0(t) ĉ2(t)x(t) dt, t ∈ [0, T ],
x(0) = 1,
(3.4.4)
which has a unique solution x(t) = exp
[∫ t
0 2ĉ0(s) ĉ2(s) ds
]
. By the Itô’s
product rule, the differential of x(t)v(t) is:
d{x(t) v(t)} = v(t) dx(t) + x(t) dv(t)
= 2 ĉ0(t) ĉ2(t)x(t) v(t) dt+ x(t)
[
− 2ĉ0(t) ĉ2(t) v(t) dt+ z′(t) dW (t)
]
= x(t) z′(t) dW (t). (3.4.5)






0 ĉ0(s) ĉ2(s) ds |z(t)|2 dt
]
<∞.
Then, the stochastic integral in (3.4.5) is a martingale and thus by integrating
from t to T , and by taking the expectation, (3.4.5) becomes:
E
[




v(t) = x−1(t) E
[














By this, together with condition H(3)-(b), we have 0 < y1(t) ≤M a.s.
for all t ∈ [0, T ]. Thus, sup
t∈[0,T ]
|y1(t)| < ∞ a.s., and therefore equation
(3.2.1) with (G1, ξ) has a unique solution pair (y1(·), z1(·)) ∈ L∞F (0, T ;R) ×







, t ∈ [0, T ].

Lemma 3.4.2. Let (G2, ξ) be a set of parameters of equation (3.2.1) with:
G2(t, y2, z2) := −ĉ0(t) + a(t) y2 − ĉ2(t) |z2|2, (t, y2, z2) ∈ [0, T ]× R× Rd.
(3.4.6)
If conditions H hold, then equation (3.2.1) with (G2, ξ) has a unique solution









t (2ĉ0(s) ĉ2(s))ds−2ĉ2(T )ξ
∣∣Ft]} , 0 ≤ t ≤ T. (3.4.7)
Proof. The proof relies on similar computations as the previous lemma. Let
v̂ := e−2ĉ2(t)y2 , then:




(−2 ĉ2(t))2 v̂(t) |z2(t)|2 dt− 2ĉ2(t) v̂(t) z′2(t) dW (t).
By setting ẑ(t) := −2ĉ2(t) v̂(t) z2(t), we have:
dv̂(t) = −2v̂(t) y2(t) a(t) ĉ2(t) dt+ 2 ĉ2(t)v̂(t)
[
− ĉ0(t) + a(t) y2(t)− ĉ2(t) |z2(t)|2
]
dt
+2 ĉ22(t) v̂(t) |z2(t)|2 dt+ ẑ ′(t) dW (t)
= a(t) v̂(t) log v̂(t) dt− 2 ĉ2(t) ĉ0(t) v̂(t) dt+ 2 a(t) y2(t) ĉ2(t) v̂(t) dt
−2 ĉ22(t) v̂(t) |z2(t)|2 dt+ 2 ĉ22(t) v̂(t) |z2(t)|2 dt+ ẑ ′(t) dW (t).
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Thus, we obtain the following equation:
dv̂(t) = −2 ĉ0(t) ĉ2(t) v̂(t) dt+ ẑ ′(t) dW (t), t ∈ [0, T ],
v̂(T ) = e−2 ĉ2(T ) ξ a.s..
(3.4.8)
As equation (3.4.8) is a linear BSDE, it satisfies the conditions of Theorem
2.1 of [27], and it thus has a unique solution pair (v̂(·), ẑ(·)) ∈ H2p(0, T ;R)×
M2p(0, T ;Rd). Now, applying the Itô’s product rule on x(t)v̂(t), where x is
the solution of (3.4.4), gives:
v̂(t) = x−1(t) E
[






t 2ĉ0(s) ĉ2(s) ds −2ĉ2(T ) ξ|Ft
]
≤ e2ĉ2(t)M .
Thus equation (3.2.1) with (G2, ξ) has a unique solution pair (y2(·), z2(·))
such that y2(t) ≥ −M . 
Now, we present the following useful results, Lemma 3.4.3 and Lemma
3.4.4. The proof of Lemma 3.4.3 is given in the appendix to this chapter.
Lemma 3.4.3. Let the random function Q be defined as:
Q(t, y) :=
e2ĉ2(t)y − 1− 2ĉ2(t)y − 2ĉ22(t)y2, for (t, y) ∈ [0, T ]× [0,M ],0, for (t, y) ∈ [0, T ]× [−M, 0].
Then, the following properties hold:
(i) Q(t, y) ≥ 0 a.s. for all (t, y) ∈ [0, T ] × [−M,M ], and Q(t, y) = 0 for








(t, y) = a(t) y
∂Q
∂y
















≤ 16 e4M2e4ĉ22(t) a.s. for all (t, y) ∈ [0, T ]× [−M,M ].





(s, y(s)) z′(s) dW (s), t ∈ [0, T ],
is a martingale.
Proof. From the Burkholder-Davis-Gundy inequality, see Theorem 2.4.8, there






















































By the assumption z(·) ∈ M2φ(0, T ;Rd), the second part in the right hand
side is finite. Now, we prove that the first part is finite. We have:
dĉn2 (t)
dt
= n ĉn−12 (t)
dĉ2(t)
dt
= na(t) ĉn2 (t).
Thus,





na(s) ĉn2 (s) ds.













































































(s, y(s)) z′(s) dW (s), t ∈ [0, T ],
is a martingale. 
Here c0(·), c1 and c2(·) are given processes, but we can choose any values
for β, ĉ0(·), γ(·), a(·) and ĉ2(·) such that c1 ≤ a(t), c2(t) ≤ ĉ2(0) e
∫ t
0 a(s) ds,
and 8 a(t) ĉ22(t) − γ(t) − 4β ĉ20(t) ĉ22(t) ≤ 0 a.e. t ∈ [0, T ] a.s.. Note that
the previous lemma is needed for Theorem 3.4.5 when we take expectation.
In [37], the martingale property holds since the coefficients are bounded.
In the following theorem, we prove that if the BSDE (3.2.1) with (F, ξ)
admits a solution (y, z), then y is bounded above by the solution of (3.2.1)
with G1, and bounded below by the solution of (3.2.1) with G2.
Theorem 3.4.5. Let (y(·), z(·)) ∈ L∞F (0, T ;R)×M2φ(0, T ;Rd) be a solution
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of the equation:{
dy(t) = −F (t, y(t), z(t)) dt+ z′(t) dW (t), t ∈ [0, T ],
y(T ) = ξ.
(3.4.9)
such that (F, ξ) satisfy condition H.
(i) If (y1(·), z1(·)) ∈ L∞F (0, T ;R)×M2φ(0, T ;Rd) is a solution of the equation:









with G1(t, y1, z1) that is given in (3.4.1), then y(·) ≤ y1(·) for all t ∈ [0, T ]
a.s..
(ii) If (y2(·), z2(·)) ∈ L∞F (0, T ;R)×M2φ(0, T ;Rd) is a solution of the equation:









with G2(t, y2, z2) that is given in (3.4.6), then y(·) ≥ y2(·) for all t ∈ [0, T ]
a.s..
Proof. (i) The idea of the proof is similar to that of Proposition 2.1. in
[37]. However, here it is more difficult since the coefficients are possibly
unbounded. In [37], it has been proved that the solution of (3.2.1) is bounded
by the solution of a given ordinary differential equation. Here, we compare
the BSDE (3.4.9) with another BSDE (3.4.10). In Lemma 3.4.1, we gave
sufficient conditions under which equation (3.4.10) has a unique solution.
Our aim is to prove that y(·) ≤ y1(·). Let M := sup
ω∈Ω
(|y|+ |y1|). Define
Ĥ(t, x) := ĉ2(t)Q(t, x) for (t, x) ∈ [0, T ] × [−M,M ]. The differential of
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Ĥ(t, y(t)− y1(t)) is:




= d[ĉ2(t)] Q(t, y(t)− y1(t)) + ĉ2(t) dQ(t, y(t)− y1(t))




(t, y(t)− y1(t)) dt
−
[
F (t, y(t), z(t))−G1(t, y1(t), z1(t))
] ∂Q
∂y

















By integrating from t to T , we obtain:

















F (s, y(s), z(s))−G1(s, y1(s), z1(s))
] ∂Q
∂y






















F (t, y, z)−G1(t, y1, z1) = c1(t)y + F0(t, y, z)−G1(t, y1, z1)




c2(t) |z|2 − a(t)y1 − ĉ2(t)|z1|2.
Substituting this in (3.4.12) and by (ii) in Lemma 3.4.3, we obtain
Ĥ(t, y(t)− y1(t))
≤ Ĥ(T, y(T )− y1(T ))−
∫ T
t










































ĉ2(t) [c1(t) y(t)− a(t) y1(t)] = ĉ2(t) [c1(t) y(t)− a(t) y1(t) + c1(t) y1(t)− c1(t) y1(t)]






By substituting this in (3.4.13), we obtain





















































ĉ2(t) c2(t) |z(t)|2 = ĉ2(t) c2(t) |z(t)− z1(t) + z1(t)|2
≤ ĉ2(t) c2(t)
[




























































(t, y(t)−y1(t)) ≤ 0, and by (iv) in Lemma
3.4.3, (3.4.15) becomes:
Ĥ(t, y(t)− y1(t)) ≤ −
∫ T
t





























By (iii) in Lemma 3.4.3, (3.4.16) becomes:
Ĥ(t, y(t)− y1(t)) ≤ −
∫ T
t






































and −a(t) ĉ2(t)Q(t, y(t)− y1(t)) ≤ 0, thus (3.4.17) becomes:















































is a martingale. By taking expectation of (3.4.18), we obtain:











Thus, E Ĥ(t, y(t)−y1(t)) = 0 for all t ∈ [0, T ]. Since Ĥ(t, y(t)−y1(t)) ≥ 0,
then Ĥ(t, y(t) − y1(t)) = 0 for all t ∈ [0, T ] a.s.. By the definition of Ĥ,
y(t) ≤ y1(t) for all t ∈ [0, T ] a.s..
(ii) Here we compare equation (3.4.9) with equation (3.4.11). In Lemma
3.4.2, we proved that equation (3.4.11) has a unique solution. Our aim is to
prove that y(·) ≥ y2(·). Set M := sup
ω∈Ω
(|y|+ |y2|). We have:




= d(ĉ2(t)) Q(t, y2(t)− y(t)) + ĉ2(t) dQ(t, y2(t)− y(t))





(t, y2(t)− y(t)) dt
−
[
G2(t, y2(t), z2(t))− F (t, y(t), z(t))
] ∂Q
∂y


















By the expressions of F and G2, we have:
G2(t, y2, z2)− F (t, y, z) = G2(t, y2, z2)− c1(t) y − F0(t, y, z)








Substituting this in (3.4.19), and by integrating from t to T , we obtain:
Ĥ(t, y2(t)− y(t)) ≤ Ĥ(T, y2(T )− y(T ))−
∫ T
t













− c1(s) y(s) + 12 c2(s) |z(s)|
























Since c1(t) ≤ a(t) and y2(t) ≤ 0, we have:





By substituting this in (3.4.20), we obtain:
Ĥ(t, y2(t)− y(t)) ≤ Ĥ(T, y2(T )− y(T ))−
∫ T
t


















































ĉ2(t) c2(t) |z(t)|2 = ĉ2(t) c2(t) |z(t)− z2(t) + z2(t)|2
≤ ĉ2(t) c2(t)
[
2|z2(t)− z(t)|2 + 2|z2(t)|2
]
.
Putting this into (3.4.21), and since y2(T ) − y(T ) ≤ 0, then Ĥ(T, y2(T ) −
y(T )) = 0, we obtain:
Ĥ(t, y2(t)− y(t)) ≤ −
∫ T
t


















































]∣∣z2(t)∣∣2 ≤ 0, and by (iv) in Lemma 3.4.3, then
(3.4.22) becomes:
Ĥ(t, y2(t)− y(t)) ≤ −
∫ T
t




























Moreover, by (iii) in Lemma 3.4.3, (3.4.23) becomes:
Ĥ(t, y2(t)− y(t)) ≤ −
∫ T
t





































and −a(t) ĉ2(t)Q(t, y2(t)− y(t))) ≤ 0, then (3.4.24) becomes:












By Lemma 3.4.4, the stochastic integral in (3.4.25) is a martingale. Thus,
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taking expectation gives E Ĥ(t, y2(t) − y(t)) = 0 for all t ∈ [0, T ]. Since
Ĥ(t, y2(t)− y(t) ≥ 0, we have Ĥ(t, y2(t)− y(t)) = 0 for all t ∈ [0, T ] a.s.. By
the definition of Ĥ, y2(t) ≤ y(t) for all t ∈ [0, T ] a.s.. 
In the next lemma, we obtain an upper bound of z(·) in the space
M2φ(0, T ;Rd). We say that the pair (F, ξ) satisfies conditions H1 if:
(i) conditions H(1)-(2) hold;
(ii) ξ ∈ L∞(Ω,FT ,P;R);
(iii) there exists a positive constant M such that E
[
p(T ) e8ĉ2(T )µ
]
<∞, for









0 c0(t) dt ≤ e
2ĉ2(T )µ.
Before we give Lemma 3.4.7, we present the following useful lemma. The
proof is given in the appendix to this chapter.





eĉ2(t)(x+M) − 1− ĉ2(t)(x+M)
]
, (t, x) ∈ [0, T ]× [−M,M ].
Then, the following properties hold a.s. for all (t, x) ∈ [0, T ]× [−M,M ]:



















(t, x) = −φ(t).
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Lemma 3.4.7. Let conditions H1 hold and (y(·), z(·)) ∈ L∞F (0, T ;R)×M2φ(0, T ;Rd)
be a solution of equation (3.2.1) with (F, ξ). Then, there exists a constant b




φ(t) |z(t)|2 dt ≤ b.
Proof. The idea of the proof is similar to that of Proposition 2.1. in [37]. Let
M := sup
ω∈Ω



















(t, y(t)) z′(t) dW (t).
By integrating from 0 to T , we obtain:










c1(t) y(t) + F0(t, y(t), z(t))
] ∂ψ
∂y













(t, y(t)) z′(t) dW (t).
By (i)-(iii) in Lemma 3.4.6, and substituting the expression for F0, equation
(3.4.26) becomes:





























(t, y(t)) z′(t) dW (t). (3.4.27)
We next prove that the stochastic integral in (3.4.27) is a martingale. By the
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p(T ) e4ĉ2(T )M
[















The last step follows from condition H1(iii) and from z(·) ∈ M2φ(0, T ;Rd).
Thus, by Theorem 2.4.6, the stochastic integral in (3.4.27) is a martingale.
Moreover, by (iv) in Lemma 3.4.6, (3.4.27) becomes:∫ T
0













(t, y(t)) z′(t) dW (t). (3.4.28)
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p(T ) e8ĉ2(T )M
]
,
where the last step follows from conditions H1(iv) and H1(v). 
3.5 Monotonicity
Before we give the monotonicity theorem, we present the following useful
lemma. The lemma proof is given in the appendix to this chapter.
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e16 ĉ2(t)x − 16 ĉ2(t)x− 1
)
, (t, x) ∈ [0, T ]× [0, 2M ].
Then, the following properties hold:











(t, 0) = 0 a.s. for all t ∈ [0, T ].
Theorem 3.5.2. Let the pair (F, ξ) satisfies conditions H. Also, let the se-
quence of pairs {(Fn, ξn)}n≥0 satisfy the following assumptions:
(1) if lim
n→∞
yn = y and lim
n→∞
zn = z, then lim
n→∞
Fn(t, yn, zn) = F (t, y, z)
a.e. t ∈ [0, T ] a.s.,
(2) |Fn(t, y, z)| ≤ c0(t) + c2(t) |z|2, for all y ∈ R, z ∈ Rd, a.e. t ∈ [0, T ]
a.s.,
(3) ξn ∈ L∞(Ω,FT ,P;R), and lim
n→∞
ξn = ξ a.s.,
(4) for all n, the BSDE with (Fn, ξn) has a solution pair (yn(·), zn(·))
∈ L∞F (0, T ;R)×M2φ(0, T ;Rd) such that the sequence {yn(t)}n≥0 is de-
creasing a.s. for all t ∈ [0, T ].
There exists a pair (y(·), z(·)) ∈ L∞F (0, T ;R)×M2φ(0, T ;Rd) such that:
(i) the sequence {zn(·)}n≥0 converges to z(·) in M2ϕ(0, T ;Rd),
(ii) there exists a subsequence of {yn(·)}n≥0 that converges uniformly in t
to y(·),
(iii) (y(·), z(·)) is a solution pair to equation (3.2.1) with (F, ξ).
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Proof. The proof follows that of Proposition 2.4. in [37]. However, here
the proof is more difficult since we show this result with possibly unbounded
coefficients. Also, we prove the convergence of {zn(·)}n≥0 in a weighted space.
Since the sequence {yn(t)}n≥0 is monotone and bounded for all t ∈ [0, T ] a.s,
thus, by the monotone convergence theorem, see Theorem 2.3.3, {yn(t)}n≥0
converges to a process y(t) for all t ∈ [0, T ] a.s..
Part 1.
In this part, we prove that {zn(·)}n≥0 converges inM2ϕ(0, T ;Rd). By Lemma




φ(t) |zn(t)|2 dt ≤ b
for all n. By Theorem 2.3.6, there exists a subsequence {znk(·)}k≥0 of
{zn(·)}n≥0 and a process z(·) inM2φ(0, T ;Rd) such that {znk(·)}k≥0 converges
weakly to z(·) in M2φ(0, T ;Rd). We next show that the sequence {zn(·)}n≥0
converges to z(·) in M2ϕ(0, T ;Rd). For any 0 ≤ n ≤ p, we have
yn(t)− yp(t) =
(














































































































|Fn(t, yn, zn)− F p(t, yp, zp)| ≤ 2c0(t) + c2(t) |zn|2 + c2(t) |zp|2
≤ 2 c0(t) + c2(t)
[




2|zn − zp|2 + 2 |zn|2
]
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≤ 2 c0(t) + 2 c2(t) |zn − z|2 + 2 c2(t)|z|2 + 2 c2(t) |zn − zp|2
+4 c2(t)|zn − z|2 + 4 c2(t)|z|2 (3.5.2)
= 2 c0(t) + 2 c2(t) |zn − zp|2 + 6 c2(t)
[
|zn − z|2 + |z|2
]
a.e. t ∈ [0, T ] a.s..






















































By moving the terms in |zn − zp|2 and |zn − z|2 to the left-hand side of the
























c2(t) |zn(t)− z(t)|2 dt
≤ ψ1
(





































We next show that the stochastic integral on the right-hand side in the in-
equality (3.5.3) is a martingale. By the Burkholder-Davis-Gundy inequality,
























































e32 ĉ2(t)M − 1
)2 ≤ 2ϕ2(t) (e64 ĉ2(t)M + 1)
≤ 4ϕ2(t) e64 ĉ2(t)M


































































where the last step follows from ϕ(t) ≤ ĉ2(t) and from 64 a(t) ĉ22(t) ≤ γ(t) +
4β ĉ20(t) ĉ
2
2(t). By this, and since z
p(·), zn(·) ∈M2φ(0, T ;Rd), the expectation
in (3.5.4) is finite. Hence by Theorem 2.4.6, the stochastic integral in (3.5.3)





























































Before we take the limit as p goes to ∞ along the subsequence {nk}k≥0,
we study the applicability of the dominated convergence theorem for (3.5.5).
Firstly, by the continuity of ψ1 and since lim
p→∞




Eψ1(0, yn(0)− yp(0)) = lim
p→∞
ψ1(0, y
n(0)− yp(0)) = ψ1(0, yn(0)− y(0)).
Also, we have:
















































Eψ1(T, yn(T )− yp(T )) = Eψ1(T, yn(T )− y(T )).






























16 ĉ22(t) |z(t)|2 dt






0 32 a(s) ĉ
2
2(s) ds |z(t)|2 dt
≤ e16M2 e16 ĉ22(0) E
∫ T
0
φ(t) |z(t)|2 dt <∞,
note that the last two steps follow from 64 a(t) ĉ22(t) ≤ γ(t) + 4β ĉ20(t) ĉ22(t),










2 c0(t) + 6 c2(t) |z(t)|2
]
dt <∞.
































































































































c2(t) |zn(t)− z(t)|2 dt (3.5.6)
≤ Eψ1
(














2c0(t) + 6 c2(t) |z(t)|2
]
dt.






















c2(t) |zn(t)− z(t)|2 dt.
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2c0(t) + 6 c2(t) |z(t)|2
]
dt. (3.5.7)














= 16ϕ(t) ĉ2(t) e
16ĉ2(t)y(t) − 8c2(t)
[
2ϕ(t) e16ĉ2(t)y(t) − 2ϕ(t)
]
≥ 16ϕ(t) c2(t) e16ĉ2(t)y(t) − 8c2(t)
[
2ϕ(t) e16ĉ2(t)y(t) − 2ϕ(t)
]
≥ 16ϕ(t).























2c0(t) + 6 c2(t) |z(t)|2
]
dt. (3.5.8)















ϕ(t)|zn(t)− z(t)|2 dt ≤ Eψ1
(














2c0(t) + 6 c2(t) |z(t)|2
]
dt.
By letting n go to ∞ in the previous inequality, and by Theorem 2.3.4, the






ϕ(t)|zn(t)− z(t)|2 dt = 0, (3.5.9)
In other words, the sequence ({zn(t)}n≥0, t ∈ [0, T ]) converges to (z(t), t ∈
[0, T ]) in M2ϕ(0, T ;Rd).
Part 2.
In this part, we prove the uniform convergence in t of a subsequence of





Fnj (s, ynj (s), znj (s)) ds =
∫ T
t
F (s, y(s), z(s)) ds a.s. uniformly in t.
(3.5.10)
By (3.5.9), and by Theorem 2.2.6, there exists a subsequence {znj (t)}j≥0 of
{zn(t)}n≥0 such that {znj (t)}j≥0 converges to z(t) a.e. t ∈ [0, T ] a.s..
Now, by assumption (1) in Theorem 3.5.2, together with the facts that
{ynj(t)}j≥0 converges to y(t) almost surely for all t ∈ [0, T ], and {znj (t)}j≥0
converges almost surely to z(t) a.e. t ∈ [0, T ] a.s, we have:
lim
j→∞
Fnj (t, ynj (t), znj (t)) = F (t, y(t), z(t)) a.e. t ∈ [0, T ] a.s.
61
By assumption (2) in Theorem 3.5.2, and condition H(3)-(c), we have:∫ T
0












c0(s) + φ(s) |znj (s)|2
]
ds <∞ a.s..













Fnj (s, ynj (s), znj (s)) ds−
∫ T
t













∣∣Fnj (s, ynj (s), znj (s))− F (s, y(s), z(s))∣∣ ds = 0 a.s..





(znj (s))′ dW (s) =
∫ T
t
z′(s) dW (s) a.s. uniformly in t ∈ [0, T ].
(3.5.11)
Since the stochastic integral is a martingale, by Theorem 2.4.7, for any con-
stant ε > 0, the following holds:
P
(












[znj (s)− z(s)]′ dW (s)
∣∣∣∣2.
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By the Isômetry property, see Theorem 2.5.1, we have
P
(




























[znj (s)− z(s)]′ dW (s)
∣∣∣∣ = 0 in probability.








[znq(s)− z(s)]′ dW (s)
∣∣∣∣ = 0 a.s.,
i.e. the convergence (3.5.11) holds. Now, for any two elements nq and nm of
the sequence {nq}q≥0, we have:
ynq(t)− ynm(t)

















≤ |ynq(T )− ynm(T )|+
∫ T
t





























[znq(s)− z(s)]′ dW (s)
∣∣∣∣ for all t ∈ [0, T ] a.s..



















∣∣Fnq(s, ynq(s), znq(s))− F (s, y(s), z(s))∣∣ ds.
Hence, by lettings m→∞ in the inequality (3.5.12), we obtain:
|ynq(t)− y(t)|
≤ |ynq(T )− y(T )|+
∫ T
t




[znq(s)− z(s)]′ dW (s)
∣∣∣∣, for all t ∈ [0, T ] a.s..
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≤ |ynq(T )− y(T )|+
∫ T
0





[znq(s)− z(s)]′ dW (s
∣∣∣∣ a.s..
As the right-hand side in the previous inequality goes to 0 almost surely as





|ynq(t)− y(t)| = 0 a.s..
In other words, the subsequence {ynq(t)}q≥0 converges to (y(t), t ∈ [0, T ])
uniformly in t. Moreover, by the uniform convergence theorem, see Theorem
2.3.2, the process (y(t), t ∈ [0, T ]) has continuous paths.
Part 3.
By letting q →∞, the following sequence of equations:
ynq(t) = ynq(T ) +
∫ T
t
Fnq(s, ynq(s), znq(s)) ds−
∫ T
t
(znq(s))′ dW (s), t ∈ [0, T ],
converges to
y(t) = y(T ) +
∫ T
t
F (s, y(s), z(s)) ds−
∫ T
t
z′(s) dW (s), t ∈ [0, T ],
which proves that (y(·), z(·)) is a solution pair to equation (3.2.1) with (F, ξ).

3.6 Existence
In this section, we give the existence result for equation (3.2.1) when the
pair (F, ξ) satisfies condition H. The main idea here is to find an appro-
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priate approximation of F , before applying Theorem 3.5.2. We apply an
approximation technique also used by [45] and [27]. Before applying the
approximation, see Step 2 below, we use an exponential transformation to
control the growth of the generator with respect to z and a truncation to con-
trol the growth of the generator with respect to y. We follow the truncation
technique in Theorem 2.3 of [37].
Step 1
We consider the exponential transformation
v := eĉ2(t)y, (t, y) ∈ [0, T ]× R,
which is essentially a random version of that in [37]. We have
dv(t) =
[




+ ĉ2(t) v(t) z
′(t) dW (t).
Setting ẑ(t) := ĉ2(t) v(t) z(t), we obtain
dv(t) =
[
a(t) v(t) log v(t)− ĉ2(t) v(t)F
(










dt+ ẑ′(t) dW (t).
Thus, the transformed generator is:
f(t, v(t), ẑ(t)) = −a(t) v(t) log v(t) + ĉ2(t) v(t)F
(









By condition H(2), we have
F (t, y(t), z(t)) = c1(t) y(t) + F0(t, y(t), z(t))
≤ c1(t) y(t) + |F0(t, y(t), z(t))|





















a.e. t ∈ [0, T ] a.s..
Hence, (3.6.1) becomes:


























v(t) log v(t) + c0(t) ĉ2(t) v(t).
In other words, this transformation eliminates the quadratic term in z(·).
This is compatible with [37] if ĉ2(t) is a constant, for example, if ĉ2(0) is a
constant and a(t) = 0.
Define the random function f̂ as follows:
f̂(t, x, u) := Φ(t, x) f(t, x, u), (t, x, u) ∈ [0, T ]× R+ × Rd,
where the function Φ is defined for all t ∈ [0, T ] as:
Φ(t, x) :=
1, if x ∈ [e−ĉ2(t)M , eĉ2(t)M ],0, if x 6∈ [e−ĉ2(t)(M+1), eĉ2(t)(M+1)].
Step 2
We approximate the function f̂ by an infinite sequence of Lipschitz functions.
Each such function generates a backward stochastic differential equation.
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Later, we show that the solutions to such a sequence of equations converge
to the solution of the BSDE with (f̂ , ξ). For n > 0, define the sequence of
functions:
fn(t, v, ẑ) := sup
(y,z)∈R×Rd
{
f̂(t, y, z)− (n+ k1(t))|y − v| − (n+ k2(t))|z − ẑ|
}
.
Lemma 3.6.1. The sequence of functions fn have the following properties:
(i) Monotonicity: fn is a decreasing sequence in n;
(ii) Lipschitz condition: for any v1, v2 ∈ R, ẑ1, ẑ2 ∈ Rd,∣∣fn(t, v1, ẑ1)− fn(t, v2, ẑ2)∣∣ ≤ (n+ k1(t))∣∣v1 − v2∣∣+ (n+ k2(t))|ẑ1 − ẑ2|
a.e. t ∈ [0, T ] a.s.;
(iii) convergence: if vn → v and ẑn → ẑ as n→∞, then
lim
n→∞
fn(t, vn, ẑn) = f̂(t, v, ẑ) a.e. t ∈ [0, T ] a.s.;
(iv) linear growth: for any v ∈ R and ẑ ∈ Rd,
|fn(t, v, ẑ)| ≤ (n+ k1(t)) |v|+ (n+ k2(t)) |ẑ| a.e. t ∈ [0, T ] a.s..
Proof. (i) This property follows from the definition.
(ii)










f̂(t, y, z)− (n+ k1(t))|y − v2| − (n+ k2(t))|z − ẑ2|
}∣∣∣∣.
By the inequality
∣∣supi∈I ai − supi∈I bi∣∣ 6 supi∈I |ai − bi|, where I is an
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arbitrary index set, we have:
∣∣fn(t, v1, ẑ1)− fn(t, v2, ẑ2)∣∣
≤ sup
(y,z)∈R×Rd
∣∣− (n+ k1(t))|y − v1| − (n+ k2(t))|z − ẑ1|




∣∣(n+ k1(t))[|y − v2| − |y − v1|]+ (n+ k2(t))[|z − ẑ2| − |z − ẑ1|]∣∣
≤ sup
(y,z)∈R×Rd
∣∣(n+ k1(t))|y − v2 − y + v1|+ (n+ k2(t)) |z − ẑ2 − z + ẑ1|∣∣
= (n+ k1(t))
∣∣v1 − v2∣∣+ (n+ k2(t))|ẑ1 − ẑ2|.
(iii) Consider (vn, ẑn) → (v, ẑ) as n → ∞. By the definition of fn, for any
n > 0, there exists (pn, qn) ∈ R × Rd such that
f̂(t, vn, ẑn) ≤ fn(t, vn, ẑn)
≤ f̂(t, pn, qn)− (n+ k1(t))|pn − vn| − (n+ k2(t))|qn − ẑn|
+ (n+ 1)−1.
Then,
f̂(t, vn, ẑn) ≤ fn(t, vn, ẑn) + (n+ k1(t))|pn − vn|+ (n+ k2(t))|qn − ẑn|
≤ f̂(t, pn, qn) + (n+ 1)−1. (3.6.2)
By the definition of f̂ , we have f̂(t, pn, qn) = 0, if pn 6∈ [e−ĉ2(t)(M+1), eĉ2(t)(M+1)]
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and f̂(t, pn, qn) ≤ (c1(t)−a(t)) pn log pn+c0(t) ĉ2(t) pn, if pn ∈ [e−ĉ2(t)M , eĉ2(t)M ].
This implies that:
f̂(t, pn, qn) ≤ |c1(t)− a(t)| pn | log pn|+ c0(t) ĉ2(t) pn
≤ |c1(t)− a(t)| ĉ2(t)M eĉ2(t)M + c0(t) ĉ2(t) eĉ2(t)M .
Here, the upper bound of f̂(t, pn, qn) is independent of n. In order to make
fn(t, vn, ẑn) + (n+ k1(t))|pn − vn|+ (n+ k2(t))|qn − ẑn|
finite as n→∞, it is necessary to have:
lim
n→∞
(n+ k1) |pn − vn| <∞, lim
n→∞
(n+ k2) |qn − ẑn| <∞.
In particular, lim
n→∞
(pn, qn) = (v, ẑ). By letting n → ∞ in (3.6.2), we ob-
tain:
f̂(t, v, ẑ) ≤ lim
n→∞




fn(t, vn, ẑn) = f̂(t, v, ẑ).
(iv) By the Lipschitz property, we have
|fn(t, v, ẑ)| = |fn(t, v, ẑ)− fn(t, 0, 0) + fn(t, 0, 0)|
≤ |fn(t, v, ẑ)− fn(t, 0, 0)|+ |fn(t, 0, 0)|
≤ (n+ k1(t)) |v|+ (n+ k2(t)) |ẑ|+ |fn(t, 0, 0)|. (3.6.3)
From (i), we have fn(t, 0, 0) ≤ f0(t, 0, 0). Since f̂(t, y, z) can take value of 0,
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we have:
fn(t, 0, 0) = sup
(y,z)∈R×Rd
[
f̂(t, y, z)− (n+ k1(t)) |y| − (n+ k2(t)) |z|
]
≥ 0.
Therefore, |fn(t, 0, 0)| ≤ f0(t, 0, 0). Also, we have:
f0(t, 0, 0) = sup
(y,z)∈R×Rd
[
f̂(t, y, z)− k1(t) |y| − k2(t) |z|
]
.
Here the supremum is reached for y = 0 and z = 0, and then:
f0(t, 0, 0) = f̂(t, 0, 0) = 0.
Hence, the inequality (3.6.3) becomes:
|fn(t, v, ẑ)| ≤ (n+ k1(t)) |v|+ (n+ k2(t)) |ẑ|.

Now, using the functions {fn}n>0 as generators, we introduce the follow-
ing sequence of equations for n ≥ 0:
vn(t) = e
ĉ2(T ) ξ +
∫ T
t
fn(s, vn(s), ẑn(s)) ds−
∫ T
t
ẑn(s) dW (s), t ∈ [0, T ].
(3.6.4)
Lemma 3.6.2. Let conditions H hold. The BSDEs (3.6.4) have unique so-
lution pairs (vn(·), ẑn(·)) ∈ H2p̂(0, T ;R)×M2p̂(0, T ;Rd), for any n ≥ 0.
Proof. Here we show that the assumptions of Theorem 2.1. in [27] hold.
This theorem gives the existence and uniqueness of a solution pair for BSDEs
with unbounded Lipschitz generators. In Lemma 3.6.1, we already proved
that condition (ii) of Theorem 2.1. in [27] holds, and condition (iii) of this
theorem clearly holds. It remains to show that condition (i) of Theorem 2.1.
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≤ e2n2 T (β1+β2) E
[






where the last step follows from condition H(3)-(a). Therefore, by Theorem
2.1. in [27] the equations (3.6.4) have unique solution pairs (vn(·), ẑn(·)) ∈
H2p̂(0, T ;R)×M2p̂(0, T ;Rd). 
Since the sequence fn is decreasing, by the comparison theorem in [27],
see Theorem 2.2 (i), we obtain:
v0(t) ≥ v1(t) ≥ v2(t) ≥ · · · , for all t ∈ [0, T ] a.s.. (3.6.5)
Defining yn := log vn
/
ĉ2(t), we have:










∣∣ẑn(t)∣∣2 dt+ ĉ−12 (t) v−1n (t) ẑn(t) dW (t).
Thus,
yn(t) = ξ +
∫ T
t
Fn(s, yn(s), zn(s)) ds−
∫ T
t
z′n(s) dW (s), t ∈ [0, T ],
(3.6.6)
with
Fn(t, yn, zn) := a(t) yn +
fn(t, e






ĉ2(t) |zn|2, n ≥ 0,
∀(t, yn, zn) ∈ [0, T ]× R× Rd. (3.6.7)
In the following lemma, we prove that the BSDEs (3.6.6) with parame-
ters {(Fn, ξ)}n≥0 have unique solution pairs (yn(·), zn(·)) such that yn(t) is
bounded for all t ∈ [0, T ] a.s.. Let
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Lemma 3.6.3. Let conditions H hold. The BSDEs (3.6.6) have unique
solution pairs (yn(·), zn(·)) ∈ L∞F (0, T ;R)×M2φ̂(0, T ;R
d).
Proof. We proved that equations (3.6.4) have unique solution pairs (vn(·), ẑn(·))
∈ H2p̂(0, T ;R)×M2p̂(0, T ;Rd). Thus, equations (3.6.6) have unique solution
pairs (yn(·), zn(·)) such that:
yn(t) = log vn(t)
/
ĉ2(t) and zn(t) = ẑn(t)
/
ĉ2(t)vn(t), t ∈ [0, T ].
In order to show that yn(t) is bounded a.s. for all t ∈ [0, T ] and for all n ≥ 0,
we only need to show that vn(t) ∈ [exp(−ĉ2(t)M), exp(ĉ2(t)M)] a.s. for all
t ∈ [0, T ] and for all n ≥ 0. In order to show the upper bound on vn(t), we
only need to find an upper bound on the process (v0(t), t ∈ [0, T ]), as the
sequence {vn(t)}n≥0 is decreasing. From the linear growth property of the
generator f0, we have:
f0(t, v, ẑ) ≤ k1(t)|v|+ k2(t)|ẑ| ≤ k1(t)|v|+
1
4
+ k22(t)|ẑ|2 =: g(t, v, ẑ).
The BSDE with generator g and terminal value exp(ĉ2(T )ξ) is:
dvg(t) = −g(t, vg(t), zg(t))dt+ z′g(t)dW (t), t ∈ [0, T ],
vg(T ) = exp(ĉ2(T )ξ) a.s..















2(T ) exp(ĉ2(T )ξ)
}∣∣∣∣F(t)]} , t ∈ [0, T ],
and its upper bound of exp(ĉ2(t)M) is ensured by assumption H(3)-(g). As
g ≥ f0, it follows by the comparison theorem of [27] that v0(t) ≤ vg(t) a.s.
for all t ∈ [0, T ].
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In order to show the lower bound, we first find the following lower bound
on the generator f̂ :
f̂(t, v, z) = Φ(t, v)f(t, v, z)
≥ Φ(t, v)
[































≥ −η(t)|v| − |z|
2
|v|
=: h(t, v, z).
The BSDE with generator h and terminal value exp(ĉ2(T )ξ) is:
dvh(t) = −h(t, vh(t), zh(t))dt+ z′h(t)dW (t), t ∈ [0, T ],
vh(T ) = exp(ĉ2(T )ξ) a.s..








∣∣∣Ft]}−1 , t ∈ [0, T ],
and its lower bound of exp(−ĉ2(t)M) is ensured by assumption H(3)-(h).
As h ≤ f̂ ≤ fn for all n ≥ 0, it follows by the comparison theorem of
[27] that vh(t) ≤ vn(t) a.s. for all t ∈ [0, T ] and for all n ≥ 0. Therefore,
vn(t) ∈ [exp(−ĉ2(t)M), exp(ĉ2(t)M)] a.s. for all t ∈ [0, T ] and for all n ≥
0. This implies that −M ≤ yn(t) ≤ M for all t ∈ [0, T ] a.s. for all n ≥
0. Thus, the solution pairs (yn(·), zn(·)) of (3.6.6) belong to L∞F (0, T ;R) ×
M2
φ̂
(0, T ;Rd). 
Now, we present the main theorem in this chapter.
Theorem 3.6.4. Let the pair (F, ξ) satisfies conditions H. The BSDE
(3.2.1) admits a solution pair (y(·), z(·)) ∈ L∞F (0, T ;R)×M2φ̂(0, T ;R
d).
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Proof. The main idea of the proof is applying Theorem 3.5.2, and later The-
orem 3.4.5. By (3.6.5), we have:
y0(t) ≥ y1(t) ≥ y2(t) ≥ · · · , for all t ∈ [0, T ] a.s..
As the sequence {yn(t)}n≥0 is bounded and decreasing a.s. for all t ∈ [0, T ],
in order to apply Theorem 3.5.2, we only need to show that the remaining
assumptions of this theorem hold. We first prove that the generators Fn
have quadratic growth in zn(·). From the fact that fn(t, vn, ẑn) is decreasing
sequence in n, we have fn(t, vn, ẑn) ≤ f0(t, vn, ẑn). By the expression of fn,
fn(t, vn, ẑn) ≥ 0 a.s. a.e. t ∈ [0, T ]. Therefore,
|fn(t, vn, ẑn)| ≤ f0(t, vn, ẑn).
By (iv) in Lemma 3.6.1, we have
|f0(t, vn, ẑn)| ≤ k1(t) vn + k2(t) |ẑn|.
This implies that:
|fn(t, vn, ẑn)| ≤ k1(t) vn + k2(t) |ẑn|.
By this, together with (3.6.7), we obtain:
|Fn(t, yn, zn)| ≤ a(t) |yn|+
|fn(t, eĉ2(t) yn , ĉ2(t) eĉ2(t) yn zn|
ĉ2(t) eĉ2(t) yn




ĉ2(t) yn + k2(t) |ĉ2(t) eĉ2(t) yn zn|
ĉ2(t) eĉ2(t) yn
+ 12 ĉ2(t) |zn|
2
≤ a(t)M + k1(t)
ĉ2(t)
+ k2(t) |zn|+ 12 ĉ2(t) |zn|
2
≤ a(t)M + k1(t)
ĉ2(t)
+ 1 + k22(t) |zn|2 + 12 ĉ2(t) |zn|
2
≤ [a(t)M + 2] + ĉ2(t) |zn|2. (3.6.8)
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It remains to prove that the convergence of {Fn}n≥0 holds. Define the func-
tion F̂ as follows:
F̂ (t, y, z) := a(t) y +







∀(t, y, z) ∈ [0, T ]× R× Rd.
Assume that (yn, zn) → (y, z) as n → ∞. By letting n → ∞ in (3.6.7) and
by Lemma 3.6.1 (iii), we obtain:
lim
n→∞
Fn(t, yn, zn) = F̂ (t, y, z) a.e. t ∈ [0, T ] a.s.. (3.6.9)
Thus, by applying Theorem 3.5.2, the sequence {zn(t)}n≥0 converges to
(z(t), t ∈ [0, T ]) in M2ϕ(0, T ;Rd), there exists a subsequence of {yn(t)}n≥0
that converges uniformly in t to (y(t), t ∈ [0, T ]), and (y(·), z(·)) ∈ L∞F (0, T ;R)×
M2
φ̂
(0, T ;Rd) is a solution of the BSDE (3.2.1) with (F̂ , ξ). The Final step is
showing that the pair (y(·), z(·)) is also a solution to the BSDE (3.2.1) with
(F, ξ). By Theorem 3.4.5, we have −M ≤ y(t) ≤ M for all t ∈ [0, T ] a.s.,
then Φ(t, eĉ2(t) y(t)) = 1. By the expression of F̂ , we have
F̂ (t, y, z)
=
[



















Φ(t, eĉ2(t) y) + a(t) y
(













Therefore, (y(·), z(·)) is also a solution pair to equation (3.2.1) with param-
eters (F, ξ). 
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3.7 Conclusion
We have considered BSDEs with possibly unbounded generators that have
quadratic growth in the control process. We give sufficient conditions for
the existence of solution pairs. These conditions are new and weaker than
the existing ones. We expect that these results will be useful in solving
some difficult problems with unbounded coefficients, such as reflected BSDEs




Proof of Lemma 3.4.3.
For (t, y) ∈ [0, T ] × [−M, 0], all properties hold by the definition. Now, we
show that they hold for (t, y) ∈ [0, T ]× [0,M ].




(t, y) = 2 ĉ2(t)
(
e2 ĉ2(t) y − 1 − 2 ĉ2(t) y
)
≥ 0 a.s. for all (t, y) ∈




(t, y) = 2 a(t) ĉ2(t) y [e












(t, y) = −4 ĉ32(t) y ≤ 0 a.s. for all (t, y) ∈













2(e2ĉ2(t) y − 1)2 + 4ĉ22(t)y2
]
≤ 4ĉ22(t)[2(2e4ĉ2(t)y + 2) + 4ĉ22 (y)2]




2) + 1 + ĉ22(t)M
2]
≤ 8[ĉ42(t) + e4(ĉ
2
2(t)+M




≤ e4ĉ22(t) + 8e4(ĉ22(t)+M2) + 4e4ĉ22(t) + e4ĉ22(t)e4M2
≤ e4ĉ22(t)e4M2 + 8e4(ĉ22(t)+M2) + 4e4ĉ22(t)e4M2 + e4ĉ22(t)e4M2
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≤ 16 e4M2e4ĉ22(t) a.s. for all (t, y) ∈ [0, T ]× [0,M ].
Proof of Lemma 3.4.6.




























8 p(t) ĉ2(t) a(t)M e


























− φ(t)eĉ2(t)(x+M) = −φ(t)
a.s. for all (t, x) ∈ [0, T ]× [−M,M ].
Proof of Lemma 3.5.1.



























16 a(t) ĉ2(t)x e






















We consider a class of Riccati BSDEs with possibly unbounded coefficients,
giving sufficient conditions, which are weaker than those that already exist,
for the existence of a solution pair. As an application, we obtain the existence
of a solution to the linear-quadratic optimal control problem with possibly
unbounded coefficients.
4.2 Introduction
Let (Ω,F , {Ft}t≥0 ,P) be a given complete filtered probability space on which
a d-dimensional standard Brownian motion {W (t), 0 ≤ t ≤ T} is defined. We
assume that {Ft}t≥0 is the augmentation of σ{W (s) : 0 ≤ s ≤ t} by all P-





a(t)K(t) + c ′(t)L(t) +Q(t) + F (t,K(t), L(t))
]
dt
+L′(t) dW, t ∈ [0, T ],
K(T ) = M a.s.,
N(t) +K(t)D′(t)D(t) > 0 a.e. t ∈ [0, T ] a.s.,
(4.2.1)
with
F (t, x, y) := −
[






B(t)x+ C ′(t)D(t)x+ y′D(t)
]′
,
for all t ∈ [0, T ], x ∈ R, y := (y1, · · · , yd)′ ∈ Rd,
a(t) := 2A(t) + |C(t)|2, t ∈ [0, T ],
c(t) := (c1(t), ..., cd(t))
′ := 2 (C1(t), ..., Cd(t))
′ , t ∈ [0, T ],
C(t) := (C1(t), ..., Cd(t))






, t ∈ [0, T ].
Here M is an FT -measurable random variable and the coefficients A(·),
Q(·) and Ci(·) for i = 1, ..., d, are {Ft}t≥0-progressively measurable R-valued
stochastic processes, the coefficients B(·) and Di(·) for i = 1, ..., d, are
{Ft}t≥0-progressively measurable Rm-valued stochastic processes, the coef-
ficient N(·) is an {Ft}t≥0-progressively measurable Rm×m-valued stochastic
process. The solution of the Riccati BSDE is the pair of adapted stochastic
processes (K(t), L(t)) that satisfies (4.2.1).
Bismut [9] was the first to study Riccati BSDEs with random coefficients.
Kohlmann and Tang [39] obtained the existence and uniqueness results for
the general one-dimensional Riccati BSDE with random coefficients. In [31],
Hu and Zhou applied the results of quadratic BSDEs in [37] to prove that the
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general Riccati BSDE admits a nonnegative solution. In all of these cases,
the coefficients are assumed to be bounded. An important weakening of the
conditions on the coefficients under which equation (4.2.1) has a solution is
considering possibly unbounded coefficients. Gashi and Li [28] proved the
solvability of a certain class of Riccati BSDEs with possibly unbounded co-
efficients.
In this chapter, we consider the general case of equation (4.2.1) with
possibly unbounded coefficients. We give sufficient conditions, weaker than
the existing ones, for the existence of a solution pair. As an application,
we obtain the solution to the LQ optimal control problem under weaker
conditions on the coefficients than those in Theorem 5.2. of [39]. We give an
explicit solution to the LQ optimal control problem using our result for the
Riccati BSDE with unbounded coefficients.
4.3 Notation and assumptions
The key notation and assumptions used in this chapter are as follows:
• M ≥ 0 a.s..
• Q(t) ≥ 0 a.e. t ∈ [0, T ] a.s..
• N(t) ≥ ε Im×m a.e. t ∈ [0, T ] a.s. for some constant ε > 0.
• 2 ≤ β1 ∈ R and 2 ≤ β2 ∈ R are given constants.
• α1(·) is a given positive R-valued progressively measurable process such
that |a(·)| ≤ α1(·).
• α2(·) is a given positive R-valued progressively measurable process such








<∞ for some β̂ > 1.
• γ(·) ≥ 1, λ1(·) and δ(·) are given nonnegative R-valued progressively
measurable processes.
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• λ2(·) ≥ 1 is a given R-valued progressively measurable process with the
following representation λ2(t) := λ2(0) +
∫ t
0 δ(s) ds for t ∈ [0, T ] and
δ(·) ≤ λ2(·).




γ(s) + 4β1 α
2






, t ∈ [0, T ].
• 24 δ(t)λ2(t) ≤ γ(t) + 4β1 α21(t) + 4β2 α22(t) a.e. t ∈ [0, T ] a.s..
























0 〈c(τ),dW (τ)〉Q(s) ds
∣∣Ft], t ∈ [0, T ].
• H2p(0, T ;Rd) is the space of Ft-progressively measurable Rd-valued pro-





• M2p(0, T ;Rd) (resp. M2λ2(0, T ;R
d)) is the space of Ft-progressively
























(iii) there exists κ ∈ R+ such that V ≤ κ a.e. t ∈ [0, T ] a.s..
The coefficients and the processes λ1(·) and λ2(·) satisfy conditions H2 if for
κ, that is given in condition H1(iii), the following hold
(i) 3 ε−1 κ2
[
|B(t)|2 + |C(t)|2 |D(t)|2
]
≤ λ1(t);






∈ LF (0, T ;R);
(iv) λ1(t) e
(12λ2(t)+1)κ ∈ LF (0, T ;R);
(v) |c(t)|2
(
eκ (12λ2(t)+1) − 1
)
∈ LF (0, T ;R).
Here we give sufficient conditions, which permit for unbounded coefficients,
to obtain the existence of the Riccati BSDE (4.2.1). This is not the case
in [39], where all the coefficients are assumed to be bounded. In particular,
due to the processes Q(·), N(·), a(·), c(·), B(·) and D(·), those conditions
are more general. For example, if we take M = 0 a.s., Q(t) = 0 a.s. a.e.
t ∈ [0, T ] where the processes a(·), c(·), B(·), N(·) and D(·) are possibly
unbounded, the known results on the existence of solutions do not apply
and thus our conditions are weaker as compared to [39]. Note that we can
choose the processes α1(·), α2(·), λ1(·), λ2(·), γ(·), δ(·) and κ. This provides
more flexibility on the conditions. For instance, condition H1-(iii) can be
suitable weakened by choosing large values for κ. In addition, the process
γ(·) is important as we can take an arbitrary large value of γ(·) under which
24 δ(t)λ2(t) ≤ γ(t) + 4β1 α21(t) + 4β2 α22(t) holds a.e. t ∈ [0, T ] a.s.. On the
other hand, the set of conditions H1 is sufficient for most of the results in this
chapter. However, we need additional conditions for the convergence results,
see conditions H2 above, which permit for unbounded coefficients.
4.4 Solvability
In this section, we give sufficient conditions for the existence of a solution
pair (K(·), L(·)) for (4.2.1). The method of proof, also used in [36], [39]
and [45], is to construct a decreasing sequence of Lipschitz functions. Each
such function generates a Riccati BSDE. Then, we prove that the solutions
to such a sequence of Riccati BSDEs converge strongly to the solution of
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(4.2.1). We introduce the following new generator F̂ :
F̂ (t, x, y) := −
[






B(t)x+ C ′(t)D(t)x+ y′D(t)
]′
,
for all t ∈ [0, T ], x ∈ R, y ∈ Rd.
We have F̂ (t, x, y) = F (t, x, y), for all t ∈ [0, T ], x ∈ R+, y ∈ Rd.
4.4.1 Approximation
The main idea here is to approximate the generator F̂ by a decreasing se-
quence of Lipschitz functions. For simplicity, in the following, we write (K,L)
for (K(t), L(t)). We introduce the sequence of functions:
Fn(t,K,L) := sup
K̂∈R,L̂∈Rd
[F̂ (t, K̂, L̂)− (n+ α1(t))|K − K̂| − (n+ α2(t))|L− L̂|], n > 0.
We give in the following lemma some important properties of Fn.
Lemma 4.4.1. (i) Quadratic growth in K and L: for any K ∈ R, L ∈ Rd,








(ii) Monotonicity: Fn is decreasing in n;
(iii) Lipschitz condition: for any K1,K2 ∈ R, L1, L2 ∈ Rd,




Kn = K and lim
n→∞
Ln = L, then lim
n→∞
Fn(t,Kn, Ln) = F̂ (t,K,L).
Proof. The method of proof is a combination of ideas from [45], [39] and [27].
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B(t)K̂ + C ′(t)D(t)K̂ + L̂′D(t)
]′
(4.4.1)
− [n+ α1(t)] |K − K̂| − [n+ α2(t)] |L− L̂|
]
.
Since |K̂|D′(t)D(t) ≥ 0, we have N(t) + |K̂|D′(t)D(t) ≥ N(t), and then
[N(t)+|K̂|D′(t)D(t)] [N(t)]−1 ≥ I. Therefore, [N(t)]−1 ≥ [N(t) + K̂|D′(t)D(t)]−1.











B(t)K̂ + C ′(t)D(t)K̂ + L̂′D(t)
]′
− [n+ α1(t)] |K − K̂| − [n+ α2(t)] |L− L̂|
]
.

























− L̂′D(t) [N(t)]−1 K̂B′1(t)− L̂′D(t) [N(t)]−1D′(t)L̂






− (K̂ −K +K)2B1(t)[N(t)]−1B′1(t)
− 2B1(t)(K̂ −K +K)[N(t)]−1D′(t)(L̂− L+ L)
− (L̂′ − L′ + L′)D(t)[N(t)]−1D′(t)(L̂− L+ L)















− (L̂′ − L′)D(t)[N(t)]−1D′(t)(L̂− L)
− (L̂′ − L′)D(t)[N(t)]−1D′(t)L
− L′D(t)[N(t)]−1D′(t)(L̂− L)− L′D(t) [N(t)]−1D′(t)L






− 2(K̂ −K)2B1(t)[N(t)]−1B′1(t)− 2K2B1(t)[N(t)]−1B′1(t)
−B1(t)(K̂ −K)2[N(t)]−1B′1(t)
− (L̂− L)′D(t)[N(t)]−1D′(t) (L̂− L)
−K2B1(t)[N(t)]−1B′1(t)− (L̂− L)′D(t)[N(t)]−1D′(t) (L̂− L)
−B1(t)[N(t)]−1B′1(t)(K̂ −K)2 − L′D(t) [N(t)]−1D′(t)L
−B(t)[N(t)]−1B′(t)K2
− L′D(t) [N(t)]−1D′(t)L− (L̂′ − L′)D(t)[N(t)]−1D′(t) (L̂− L)
− 12(L̂













− 4(L̂− L)′D(t)[N(t)]−1D′(t)(L̂− L)




− 4(K̂ −K)2B1(t)[N(t)]−1B′1(t)− [n+ α1(t)] |K − K̂|
= −4B1(t)[N(t)]−1B′1(t)
[






















− 4(L̂− L)′D(t)[N(t)]−1D′(t)(L̂− L)− [n+ α2(t)] |L− L̂|
= −4D(t)[N(t)]−1D′(t)
[






















Therefore, the supremum in (4.4.3) is reached for K = K̂ and L = L̂, and
hence









For the case when B1(t) = D(t) = 0, (4.4.2) becomes:
0 ≥ Fn(t,K,L) ≥ sup
K̂∈R,L̂∈Rd
[
− [n+ α1(t)] |K − K̂| − [n+ α2(t)] |L− L̂|
]
.
Here, the supremum is reached for K = K̂ and L = L̂. Thus, Fn(t,K,L) = 0.




− L̂′D(t)[N(t)]−1D′(t)L̂− [n+ α1(t)] |K − K̂|





− (L̂′ − L′ + L′)D(t)[N(t)]−1D′(t)L̂− [n+ α1(t)] |K − K̂|





− (L̂′ − L′)D(t)[N(t)]−1D′(t)L̂− L′D(t)[N(t)]−1D′(t)L̂





− (L̂′ − L′)D(t)[N(t)]−1D′(t)(L̂− L+ L)
− L′D(t)[N(t)]−1D′(t)(L̂− L+ L)






− (L̂′ − L′)D(t)[N(t)]−1D′(t)(L̂− L)
− (L̂′ − L′)D(t)[N(t)]−1D′(t)L
− L′D(t)[N(t)]−1D′(t)(L̂− L)− L′D(t)[N(t)]−1D′(t)L























− 2(L̂− L)′D(t)[N(t)]−1D′(t)(L̂− L)





− 2(L̂− L)′D(t)[N(t)]−1D′(t)(L̂− L)− [n+ α2(t)] |L− L̂|
= −2D(t)[N(t)]−1D′(t)
[





















Here the supremum is also reached for K = K̂ and L = L̂, and thus:













−B1(t)K̂[N(t)]−1K̂B′1(t)− [n+ α1(t)] |K − K̂|





−B1(t)[N(t)]−1B′1(t)(K̂ −K +K)2 − [n+ α1(t)] |K − K̂|







− 2B1(t)[N(t)]−1B′1(t)|K − K̂|2 − [n+ α1(t)] |K − K̂|






− [n+ α2(t)] |L− L̂| − 2B1(t)[N(t)]−1B′1(t)
×
(













= −2B1(t)[N(t)]−1B′1(t)K2 + sup
K̂∈R,L̂∈Rd
[
− [n+ α2(t)] |L− L̂|
− 2B1(t)[N(t)]−1B′1(t)
(









Since the supremum is reached for K = K̂ and L = L̂, we obtain:









(ii) By the definition of Fn, it is a decreasing sequence in n.
(iii) |Fn(t,K1, L1)− Fn(t,K2, L2)| =∣∣∣∣ sup
K̂∈R,L̂∈Rd
{






F̂ (t, K̂, L̂)− [n+ α1(t)] |K2 − K̂| − [n+ α2(t)] |L2 − L̂|
}∣∣∣∣.
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|ai − bi|, where I is an arbitrary
index set, we have:
∣∣Fn(t,K1, L1)− Fn(t,K2, L2)∣∣
≤ sup
K̂∈R,L̂∈Rd
∣∣ − [n+ α1(t)] |K1 − K̂|




∣∣ [n+ α1(t)][|K2 − K̂| − |K1 − K̂|]+ [n+ α2(t)][|L2 − L̂| − |L1 − L̂|] ∣∣
≤ sup
K̂∈R,L̂∈Rd
∣∣ [n+ α1(t)] |K2 − K̂ −K1 + K̂|+ [n+ α2(t)] |L2 − L̂− L1 + L̂| ∣∣
= [n+ α1(t)] |K1 −K2|+ [n+ α2(t)] |L1 − L2|.
(iv) Consider (Kn, Ln)→ (K,L) as n→∞. By the definition of Fn, for any
n > 0, there exists (K̂n, L̂n) ∈ R× Rd such that
F̂ (t,Kn, Ln) ≤ Fn(t,Kn, Ln)
≤ F̂ (t, K̂n, L̂n)− [n+ α1(t)] |K̂n −Kn| − [n+ α2(t)] |L̂n − Ln|
+ (n+ 1)−1,
and then,
F̂ (t,Kn, Ln) ≤ Fn(t,Kn, Ln) + [n+ α1(t)] |K̂n −Kn|+ [n+ α2(t)] |L̂n − Ln|
≤ F̂ (t, K̂n, L̂n) + (n+ 1)−1. (4.4.4)
Since F̂ ≤ 0, thus
F̂ (t,Kn, Ln) ≤ Fn(t,Kn, Ln) + [n+ α1(t)] |K̂n −Kn|+ [n+ α2(t)] |L̂n − Ln|
≤ (n+ 1)−1.
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In order to make: Fn(t,Kn, Ln)+[n+α1(t)] |K̂n−Kn|+[n+α2(t)] |L̂n−Ln|
finite as n→∞, it is necessary to have
lim
n→∞
[n+ α1(t)] |K̂n −Kn| <∞ and lim
n→∞
[n+ α2(t)] |L̂n − Ln| <∞.
In particular, lim
n→∞
(K̂n, L̂n) = (K,L). Now, by taking the limit as n → ∞
in (4.4.4), we obtain
lim
n→∞
Fn(t,Kn, Ln) = F̂ (t,K,L).

Now, we define:
Gn(t,Kn, Ln) := a(t)Kn + c′(t)Ln +Q(t) + Fn(t,Kn, Ln),
for all t ∈ [0, T ], Kn ∈ R, Ln ∈ Rd. By using the functions {Gn}n≥0 as
generators, we introduce the following sequence of Riccati BSDEs:
dKn(t) = −Gn(t,Kn(t), Ln(t)) dt+ Ln(t) dW (t), t ∈ [0, T ],
Kn(T ) = M, a.s..
(4.4.5)
Lemma 4.4.2. Let conditions H1(i)-(ii) hold. Then equations (4.4.5) have
unique solution pairs (Kn(·), Ln(·)) ∈ H2p(0, T ;R)×M2p(0, T ;Rd), for any
n ≥ 0.
Proof. The main idea of the proof is showing that the assumptions of Theo-
rem 2.1. in [27] hold. This theorem gives the existence and uniqueness results
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for BSDEs with unbounded Lipschitz generators. We have:
|Gn(t,K1, L1)−Gn(t,K2, L2)|
=
∣∣a(t)K1 + c′(t)L1 + Fn(t,K1, L1)− a(t)K2 − c′(t)L2 − Fn(t,K2, L2)∣∣
≤ |a(t)| |K1 −K2|+ |c(t)| |L1 − L2|+ |Fn(t,K1, L1)− Fn(t,K2, L2)|










































where the last step follows from condition H1(i). Also, since γ(t) ≥ 1 and by

























Thus, by applying Theorem 2.1. in [27], equation (4.4.5) have unique solution
pairs (Kn(·), Ln(·)) ∈ H2p(0, T ;R)×M2p(0, T ;Rd). 
Moreover, in view of Theorem 2.2. in [27], and from the fact that the
sequence {Fn}n≥0 is decreasing, we have
K0(t) ≥ K1(t) ≥ · · · ≥ Kn(t) ≥ Kn+1(t) ≥ · · ·,
for all t ∈ [0, T ], a.s..
4.4.2 Nonnegativity of solutions
In this section, we obtain the nonnegativity of Kn(·). We follow Proposition
3.1. in [39]. Our proof is different from [39] since we show this result with
possibly unbounded coefficients. We have:
|Fn(t,K,L)| = |Fn(t,K,L)− Fn(t, 0, 0) + Fn(t, 0, 0)| (4.4.6)
≤ |Fn(t,K,L)− Fn(t, 0, 0)|+ |Fn(t, 0, 0)|
≤ |Fn(t,Kn, Ln)− Fn(t, 0, 0)|,
where the last step follows from the fact that Fn(·, 0, 0) = 0. By (iii) in
Lemma 4.4.1, (4.4.6) becomes:
|Fn(t,K,L)| ≤ [n+ α1(t)] |K|+ [n+ α2(t)] |L|. (4.4.7)
Note that, (4.4.7) here is more genral than [39], since the terms [n + α1(t)]
and [n+ α2(t)] can be unbounded. Define:
λn(t,K,L) :=

0, if K = L1 = · · · = Ld = 0,
Fn(t,K,L)
[n+ α1(t)] |K|+ [n+ α2(t)] |L|
, otherwise.
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Note that |λn(t,K,L)| ≤ 1. Therefore, we can write Fn(t,K,L) as:
Fn(t,K,L) = λn(t,K,L)
[
[n+ α1(t)] |K|+ [n+ α2(t)] |L|
]
.
By using the function |x| := S(x)x, with:
S(x) :=

1, if x > 0,
0, if x = 0,
− 1, if x < 0,
we can write:
Fn(t,K,L) = αn0 (t,K,L)K + α
n(t,K,L)L,






αn0 (t,K,L) := λ
n(t,K,L) [n+ α1(t)] S(K),
αn(t,K,L) := (αn1 , · · · , αnd )′,
αni (t,K,L) := λ
n(t,K,L) [n+ α2(t)] S(Li), i = 1, ..., d.
Here, we have written the Lipschitz generators Fn as linear functions in K
and L. Note that, αn0 (t,K,L) and α
n
i (t,K,L) are possibly unbounded. For
simplicity, we denote αn0 (·,K(·), L(·)) by αn0 (·) and αni (·,K(·), L(·)) by αni (·).
Therefore, (4.4.5) can be reformulated as
dKn(t) = − [an(t)Kn(t) + (cn(t))′ Ln(t) +Q(t)] dt
+Ln(t) dW (t), t ∈ [0, T ],




an(t) := a(t) + αn0 (t),




cni (t) := ci(t) + α
n
i (t), i = 1, ..., d.
Now, consider the following equations
dY n(t) = an(t)Y n(t) dt+ Y n(t) 〈cn(t), dW (t)〉 , t ∈ [0, T ],
Y n(0) = 1.
(4.4.9)
Lemma 4.4.3. If conditions H1 hold, then for each n, equations (4.4.9) have
unique strong solutions Y n(·).
The existence and uniqueness of strong solutions of (4.4.9) follow from
a result due to Gal’chuk [26], basic theorem on pp.756, also see Lemma 7.1.
in [58]. The proof of Lemma 4.4.3 is given in the appendix to this chapter.
We can find Y n explicitly as:








n(s) dW (s), t ∈ [0, T ].
The following lemma gives the nonnegativity result of Kn.
Lemma 4.4.4. Let conditions H1 hold. Then, for any n ≥ 0, Kn(t) ≥ 0,
for all t ∈ [0, T ], a.s..
Proof. By applying the Itô’s product rule on Kn(t)Y n(t), we have:
d (Kn(t)Y n(t)) = (dKn(t))Y n(t) +Kn(t) dY n(t) + (dKn(t)) (dY n(t))
= Y n(t)
[




an(t)Y n(t) dt+ Y n(t)(cn(t))′ dW (t)
]
+ Y n(t) (cn(t))′ Ln(t) dt
= −Y n(t)Q(t) dt+ Y n(t)Ln(t) dW (t) + Y n(t)Kn(t)(cn(t))′ dW (t).
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By integrating from t to T , we obtain
Kn(t) = (Y n(t))−1
[








Y n(s)Ln(s) dW (s) + Y n(s)Kn(s) (cn(s))′ dW (s)
]]
. (4.4.10)
Before taking expectation of (4.4.10), we show that the stochastic integrals
on the right hand side are martingales. Here, we apply Theorem 2.4.8, then
Theorem 2.3 in [28] to obtain finiteness for some expectation. From the
Burkholder-Davis-Gundy inequality, see Theorem 2.4.8, there exists a con-





































































































































, and θ(t) = −2cn(t).
















is finite, we prove that the conditions of Theorem 2.3. in [28] hold. For some
α̂ and β̂ such that α̂ β̂
2
β̂2+2 α̂β̂−α̂







































































































































































































[3c2i (s) + 3n




































Therefore, by Theorem 2.4.6, the process
∫ T
t Y
n(s)Kn(s)(cn(s))′ dW (s) is a
































where the last step follows from the fact Ln(·) ∈ M2p(0, T ;Rd) and from
(4.4.14). Thus, the process
∫ T
t Y
n(s)Ln(s) dW (s) is a martingale. Going
back to (4.4.10), by taking conditional expectation, we obtain
Kn(t) = (Y n(t))−1 E
[






4.4.3 Uniform boundedness of solution pairs
In this section, we prove the uniform boundedness of the solution pairs
{(Kn(·), Ln(·))}n≥0.
Lemma 4.4.5. Let conditions H1 hold. Then K

























′(τ) dW (τ)Q(s) ds
∣∣Ft], t ∈ [0, T ].
Proof. We have:
F 0(t,K0, L0) = sup
K̂∈R,L̂∈Rd
[
F̂ (t, K̂, L̂)− α1(t)|K0 − K̂| − α2(t)|L0 − L̂|
]
.
Since F̂ ≤ 0, the supremum here is reached for K0 = K̂ and L0 = L̂, and thus




a(t)K0(t) + c′(t)L0(t) +Q(t)
]
dt+ L0(t) dW (t), t ∈ [0, T ],
K0(T ) = M a.s..
This equation is a linear BSDE with possibly unbounded coefficients. The







∣∣∣∣Ft], t ∈ [0, T ].

Lemma 4.4.6. If conditions H1 hold, then the sequence {(Kn(·), Ln(·))}n≥0


















where the upper bound is independent of n.
Proof. The idea of the proof is similar to that of Proposition 3.3. in [39].
However, different from [39], we obtain the boundedness of the sequence
{Ln} in the weighted space M2p(0, T ;Rd). By condition H1(iii), we have
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K0(t) ≤ κ, for all t ∈ [0, T ] a.s.. By this, together with Lemma 4.4.2 and
Lemma 4.4.4, we have:
κ ≥ K0(t) ≥ K1(t) ≥ ... ≥ Kn(t) ≥ 0, for all t ∈ [0, T ] a.s..
Hence, the sequence {Kn}n≥0 is uniformly bounded. To prove the uniform
boundedness of {Ln}n≥0 in M2p(0, T ;Rd), we apply the Itô’s formula on
[p(t)(Kn(t))2]. Recall the equation:
dKn(t) = −
[
a(t)Kn(t) + c′(t)Ln(t) +Q(t) + Fn(t,Kn(t), Ln(t))
]
dt
+Ln(t) dW, t ∈ [0, T ],








γ(t) + 4β1 α
2





+ 2 p(t) Kn(t)
[
−a(t)Kn(t)− c′(t)Ln(t)−Q(t) − Fn(t,Kn(t), Ln(t))
]
dt
+ p(t) |Ln(t)|2dt+ 2 p(t) Kn(t)Ln(t) dW (t)
= p(t)
[






(Kn(t))2 dt− 2 a(t) p(t) (Kn(t))2 dt
− 2 p(t) Kn(t) c′(t)Ln(t) dt− 2p(t)Kn(t)Q(t) dt
− 2p(t)Kn(t)Fn(t,Kn(t), Ln(t)) dt
+ p(t) |Ln(t)|2 dt+ 2 p(t) Kn(t)Ln(t) dW (t).
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a(s) p(s) (Kn(s))2 ds+ 2E
∫ T
t




p(s) Kn(s)Q(s) ds+ 2E
∫ T
t




p(s) |Ln(s)|2 ds− 2E
∫ T
t
p(s) Kn(s)Ln(s) dW (s).
(4.4.15)














γ(s) + 4β1 α
2








a(s) p(s) (Kn(s))2 ds+ 2E
∫ T
t







p(s) |Ln(s)|2 ds+ E
∫ T
t





























































In the same way as in the proof of Lemma 2.1 (ii) of [27], it can be shown









































4.4.4 Strong convergence and existence results
The following lemmas are the main reasoning behind the existence result.
We give sufficient conditions, which permit for unbounded coefficients, for
the strong convergence of {Kn(t)}n≥0 and {Ln(t)}n≥0.
Lemma 4.4.7. If conditions H1 hold, then {Kn(t)}n≥0 converges almost
surely to a process (K(t), t ∈ [0, T ]) in L∞F (0, T ;R).
Proof. From Lemma 4.4.2 and Lemma 4.4.6, we know that the sequence
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{Kn(t)}n≥0 is decreasing and uniformly bounded. Thus, by Theorem 2.3.3,
{Kn(t)}n≥0 converges almost surely to a process K(·) ∈ L∞F (0, T ;R). 
Before presenting the strong convergence result of {Ln(t)}n≥0, we give
the following lemma. The proof is given in the appendix to this chapter.







− x, (t, x) ∈ [0, T ]× [0, κ].
The following properties hold:








(t, x) ≤ 12 δ(t)x e
(12λ2(t)+1)x
12λ2(t) + 1







(t, 0) = 0 for all t ∈ [0, T ] a.s..
Lemma 4.4.9. Let conditions H1 and H2 hold. Then the sequence {Ln(t)}n≥0







λ2(s) |Ln(s)− L(s)|2 ds = 0.
Proof. The method of proof has been used in [45], [37] and [39]. In our
case, the proof is more difficult since we show this result with possibly un-
bounded coefficients. Also, we prove the convergence of {Ln(t)}n≥0 in a
weighted space. From Lemma 4.4.6, the sequence {Ln(t)}n≥0 is uniformly
bounded in M2p(0, T ;Rd). Therefore, by Theorem 2.3.6, there exists a sub-
sequence {Lnk(t)}k≥0 of {Ln(t)}n≥0 and a process L(·) inM2p(0, T ;Rd) such
that {Lnk(t)} converges weakly to L(·) in M2p(0, T ;Rd). The next step is
to prove that the whole sequence {Ln(t)}n≥0 converges strongly to L(·) in
110
M2λ2(0, T ;R
d). Let l and r be two elements of the subsequence {nk}k≥0 such
that l < r. From (4.4.5), we have:













dW (s), t ∈ [0, T ],
where
Gl(t,K l, Ll) = a(t)K l + c′(t)Ll +Q(t) + F l(t,K l, Ll),
Gr(t,Kr, Lr) = a(t)Kr + c′(t)Lr +Q(t) + F r(t,Kr, Lr).
The the differential of Q(t,K l(t)−Kr(t)) is:


















(t,K l(t)−Kr(t)) [Ll(t)− Lr(t)]′ dW (t).
By integrating from 0 to T , we obtain:


























(s,K l(s)−Kr(s)) [Ll(s)− Lr(s)]′ dW (s).
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We have:
Gl(t,K l, Ll)−Gr(t,Kr, Lr)
= a(t)[K l −Kr] + c′(t) [Ll − Lr] + [F l(t,K l, Ll)− F r(t,Kr, Lr)].
Since F l(t,K l, Ll) ≤ 0 and F r(t,Kr, Lr) ≥ F̂ (t,Kr, Lr), we obtain:
Gl(t,K l, Ll)−Gr(t,Kr, Lr) ≤ a(t)[K l −Kr] + c′(t) [Ll − Lr]− F̂ (t,Kr, Lr).
By this, and by Lemma 4.4.8(ii), (4.4.17) becomes:



























(s,K l(s)−Kr(s)) [Ll(s)− Lr(s)]′ dW (s). (4.4.18)
By the Burkholder-Davis-Gundy inequality, see Theorem 2.4.8, there exists











































































)2 ≤ 2 e2(12λ2(t)+1)κ + 2 ≤ 4 e2(12λ2(t)+1)κ
























































(s,K l(s)−Kr(s)) [Ll(s)− Lr(s)]′ dW (s), t ∈ [0, T ],
is a martingale. Now, by taking expectation of (4.4.18), and by using the
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inequality 2ab ≤ [a2 + b2], we obtain:






























































+ E Q(0,K l(0)−Kr(0)) (4.4.20)
































. By using this in-
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equality, we have:
−F̂ (t,Kr, Lr) =
[
















B(t)Kr + C ′(t)D(t)Kr + (Lr)′D(t)
]′
≤ ε−1 |B(t)Kr + C ′(t)D(t)Kr + (Lr)′D(t)|2
≤ ε−1 {3|B(t)Kr|2 + 3|C ′(t)D(t)Kr|2 + 3|(Lr)′D(t)|2}
≤ ε−1 {3κ2 |B(t)|2 + 3κ2 |C ′(t)D(t)|2 + 3 |(Lr)′D(t)|2}
≤ λ1(t) + λ2(t) |Lr|2 = λ1(t) + λ2(t) |Lr − Ll + Ll|2
≤ λ1(t) + λ2(t)
[
2|Ll − Lr|2 + 2|Ll|2
]
= λ1(t) + λ2(t)
[
2|Ll − Lr|2 + 2|Ll − L+ L|2
]
≤ λ1(t) + 2λ2(t)
[
|Ll − Lr|2 + 2|Ll − L|2 + 2|L|2
]
= λ1(t) + 2 λ2(t) |Ll − Lr|2 + 4 λ2(t)|Ll − L|2 + 4 λ2(t)|L|2.
Note that, λ1(·) and λ2(·) depend on ε, κ and the coefficients B(·), C(·), D(·),
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+ E Q(0,K l(0)−Kr(0))





























λ1(s) + 2 λ2(s) |Ll(s)− Lr(s)|2 + 4 λ2(s)|Ll(s)− L(s)|2 + 4 λ2(s)|L(s)|2
]
ds.
By moving the terms in |Ll(t) − Lr(t)|2 and |Ll(t) − L(t)|2 to the left-hand
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λ1(s) + 4 λ2(s)|L(s)|2
]
ds.
Before we take the limit as r goes to ∞ along the subsequence {nk}k≥0,
we first study the applicability of the dominated convergence theorem for
(4.4.21). Firstly, from Lemma 4.4.7, we know that lim
r→∞
Kr(t) = K(t) for all
t ∈ [0, T ] a.s.. By this, and since:




































































[K l(s)−Kr(s)] e6[λ22(0) +2
∫ s
0 δ(u)λ2(u) du] ds









0 δ(u)λ2(u) du ds








where the last step follows from the fact that {Kn(t)}n≥0 belongs toH2p(0, T ;R).
















































































≤ eλ2(t) e(12λ2(t)+1)κ ≤ eλ2(t) eκ e6λ22(t) e6κ2






























0 δ(s)λ2(s) ds |L(s)|2 ds
≤ 4 e6κ2 eκ e7λ22(0) E
∫ T
0
p(s) |L(s)|2 ds <∞,
where the last two steps follow from 24 δ(t)λ2(t) ≤ γ(t)+4β1α21(t)+4β2α22(t),
and from the fact that L(·) belongs to M2p(0, T ;Rd). By this, together with



































≤ 2 e6κ2 eκ e7λ22(0) E
∫ T
0


















Finally, since K l(T )−Kr(T ) = 0, and by Lemma 4.4.8(i), we have
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(s,K l(s)−K(s)) [λ1(s) + 4 λ2(s)|L(s)|2] ds.










p(s) |Ll(s)− Lr(s)|2 ds.








≤ e6κ2 eκ e7λ22(0) E
∫ T
0




































By putting this in (4.4.23), we obtain:





































































− 6 λ2(t) (e(12λ2(t)+1)K − 1)













p(s) |Ll(s)− L(s)|2 ds.









|Ll(s)− Lr(s)|2 λ2(s) ds.
(4.4.26)
By (4.4.25) and (4.4.26), (4.4.24) becomes:
Q(0,K l(0)−K(0)) + E
∫ T
0





























λ1(s) + 4 λ2(s)|L(s)|2
]
ds.
By letting l → ∞, and by Theorem 2.3.4 and Lemma 4.4.8(i) − (iv), the
right-hand side of the previous inequality converges to 0. Also, the first part
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λ2(s) |Ll(s)− L(s)|2 ds = 0,
i.e. the whole sequence {Ln(t)}n≥0 converges to (L(t), t ∈ [0, T ]) inM2λ2(0, T ;R
d).

Note that the way to find the difference Gl(t,K l, Ll) − Gr(t,Kr, Lr),
see equation (4.4.17), is different from chapter 3. In this chapter, we go
back to F̂ from the sequence Fn. The reason is, we use the fact that
Fn(t,K,L) ≥ F̂ (t,K,L), together with the fact that Fn does not change
the sign. As a result, we can eliminate F l and we have F̂ instead of F r.
However, different from this, in chapter 3 the sequence Fn changes the sign.
In the following lemma, we prove the uniform convergence in t of a sub-
sequence of {Kn(t)}n≥0 to (K(t), t ∈ [0, T ]).
Lemma 4.4.10. If conditions H1 and H2 hold, then there exists a subse-
quence of {Kn(t)}n≥0 that converges uniformly in t to (K(t), t ∈ [0, T ]) al-
most surely.
Proof. Since the sequence {Ln(t)}n≥0 converges in M2λ2(0, T ;R
d), by The-
orem 2.2.6, there exists a subsequence {Lnj (t)}j≥0 of {Ln(t)}n≥0 such that







[Fnj (s,Knj (s), Lnj (s))− F̂ (s,K(s), L(s))] ds








[Lnj (s)− L(s)]′ dW (s)
∣∣∣∣ = 0 a.s.. (4.4.28)
Now, by Lemma 4.4.1(iv), together with the facts that {Knj(t)}j≥0 converges





Fnj (t,Knj (t), Lnj (t)) = F̂ (t,K(t), L(t)) a.e. t ∈ [0, T ] a.s..
Since N(t) ≥ ε Im×m implies that −ε−1 Im×m ≤ −N−1(t), and from
Lemma 4.4.1(i), we have:
0 ≥ Fnj (t,Knj , Lnj ) ≥ −
[
3B1(t)ε













− 4 ε−1 (Lnj )′D(t) D′(t)Lnj ,
and thus,
|Fnj (t,Knj , Lnj )| ≤ 3 ε−1 |B1(t)|2 (Knj )2 + ε−1 |B(t)|2 (Knj )2
+ 4 ε−1 |D(t)|2 |Lnj |2.
Since
3 ε−1 |B1(t)|2 (Knj )2 ≤ 3 ε−1 |B1(t)|2 κ2 = 3 ε−1 |B(t) + C ′(t)D(t)|2 κ2
≤ 3 ε−1
[




|Fnj (t,Knj , Lnj )| ≤ 2λ1(t) + ε−1 |B(t)|2 κ2 + 4 ε−1 |D(t)|2 |Lnj |2
≤ 2λ1(t) + λ1(t) + 2λ2(t) |Lnj |2




∣∣Fnj (s,Knj (s), Lnj (s))∣∣ ds ≤ ∫ T
0
[







3λ1(s) + 2 e
















Fnj (s,Knj (s), Lnj (s)) ds =
∫ T
0














Fnj (s,Knj (s), Lnj (s)) ds−
∫ T
t













∣∣Fnj (s,Knj (s), Lnj (s))− F̂ (s,K(s), L(s)))∣∣ ds = 0 a.s..
In other words, (4.4.27) holds. Now, we prove that (4.4.28) holds. Since the








[Lnj (s)− L(s)]′ dW (s)






[Lnj (s)− L(s)]′ dW (s)
∣∣∣∣2 .
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By the Itô Isômetry, see Theorem 2.5.1, we have
P
(




[Lnj (s)− L(s)]′ dW (s)













∣∣Lnj (s)− L(s)∣∣2 ds.








[Lnj (s)− L(s)]′ dW (s)
∣∣∣∣ = 0 in probability.








[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣ = 0 a.s.,
i.e. (4.4.28) holds. Now, for any two elements nq and nm of the sequence
{nq}q≥0, we have:




















[Lnq(s)− Lnm(s)]′ dW (s]
∣∣∣∣ (4.4.29)
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[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣, t ∈ [0, T ] a.s.



















|Fnq(s,Knq(s), Lnq(s))− F̂ (s,K(s), L(s))| ds.








[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣, t ∈ [0, T ] a.s.. (4.4.30)











[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣ a.s..
By (4.4.27) and (4.4.28), the right hand side in the previous inequality goes
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|Knq(t)−K(t)| = 0 a.s.
In other words, {Knq(t)}q≥0 converges uniformly in t to (K(t), t ∈ [0, T ]). 
Here by the uniform convergence theorem, see Theorem 2.3.2, the process
(K(t), t ∈ [0, T ]) has continuous paths. The following theorem gives the main
result of existence.
Theorem 4.4.11. If conditions H1 and H2 hold, then the backward stochastic
differential equation (4.2.1) has a solution pair (K(·), L(·)) ∈ L∞(0, T ;R)
×M2λ2(0, T ;R
d).
Proof. From Lemma 4.4.9 and Lemma 4.4.10, by letting q go to ∞ in the
sequence of equations:











Lnq(s) dW (s), t ∈ [0, T ],
we obtain that the pair (K(·), L(·)) is a solution of the equation










L′(s) dW (s), t ∈ [0, T ].
By the nonnegativity of (K(t), t ∈ [0, T ]), the pair (K(·), L(·)) is also a
solution to equation (4.2.1). 
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4.5 Application to linear-quadratic optimal control
problems
The known results on the existence of solutions to the linear-quadratic opti-
mal control problems do not cover the case when the coefficients are possibly
unbounded. In this section, we give an application of our results in section
4.4 to the linear-quadratic optimal control problem with possibly unbounded
coefficients. Consider the following linear controlled stochastic differential
equation:
dX(t) = [A(t)X(t) +B(t)u(t)] dt
+[C(t)X(t) +D(t)u(t)]′ dW (t), t ∈ [s, T ],
X(s) = x,
(4.5.1)
under the same setting for A(·), B(·), C(·), D(·) as in section 4.4, (s, x) ∈
[0, T ]× R are the initial time and initial state, respectively. The control u(·)
is an Rm-valued process. Here, we denote by A, the set of all such admissible
controls u(·). For any (s, x), and u(·) ∈ A , the quadratic cost functional is
given by:
J(u(·); s, x) = E
[







∣∣∣∣Fs], t ∈ [s, T ].
(4.5.2)
The coefficients Q(·), N(·), M(·) are under the same setting as in section 4.4.







In other words, the target of this problem is to minimize the cost functional
J(u(·); 0, x) for a given x, over all u(·) ∈ A, where the admissible set A is
defined below. The value function is defined as:
V̂ := V̂ (0, x) := inf
u(·)∈A
J(u(·); 0, x).
An admissible control u∗(·) is called optimal for the control problem (4.5.3)
if u∗(·) achieves the infimum of J(u(·); 0, x).
In this section, we obtain the solution to the LQ optimal control problem
(4.5.3) under weaker conditions on the coefficients as compared to Theorem
5.2. in Kohlmann and Tang [39]. In particular, we give an explicit solution to
the LQ optimal control problem with possibly unbounded coefficients using
our results in the previous section. Throughout this section, the following
additional notations will be used:










B′(t) ≤ s2(t) a.e. t ∈ [0, T ] a.s..





D′(t) ≤ S(t) a.e. t ∈ [0, T ] a.s..





v2 z + 2v y [C(s) v +D(s)u]
]′
dW (s),




u(·) ∈ L0F (0, T ;Rm) : under u(·), equation (4.5.1) admits a strong unique
solution Xu(·), and X̂(·,K(·), L(·), Xu(·), u(·)) is a martingale
}
.
Note that our method of solving the linear quadratic optimal control
problem implies putting such a technical condition for the stochastic integral
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X̂(·). Define:
u∗(t, y, z, v) := −[N(t) + y D′(t)D(t)]−1[y B(t) + y C ′(t)D(t) + z′D(t)]′ v,
∀ (t, y, z, v) ∈ [0, T ]× R× Rd × R. (4.5.4)
We say that the processes s1(·), s2(·) and S(·) satisfy conditions H3 if:
(i) s1(·) ∈ L2F (0, T ;R);
(ii) s2(·) ∈ LF (0, T ;R);
(iii) S(·) ∈ L∞F (0, T ;Rd×d).
The conditions H3 are needed for Theorem 4.5.4 to prove that the control
process u∗ is admissible, using our results in section 4.4. Those conditions
permit for unbounded coefficients which is not the case in [39]. In particu-
lar, we assume that the products of the coefficients B(·), [N(·)]−1 and D(·)
to be bounded by some stochastic processes s1(·) and s2(·) that satisfy fi-
nite expectations, see conditions H3(i)-(ii). On the other hand, in condition




D′(t) ] belongs to
L∞F (0, T ;Rd×d). This condition also permit for unbounded processes D(t)
and N(t). For example, if D(t) = W (t) and N(t) = W ′(t)W (t) + 1, H3(iii)
holds but the known results do not apply. Thus, our conditions are weaker
as compared to [39].
In the following theorem, we show that if u∗ is admissible, then it is the
unique solution to problem (4.5.3). Later, in Theorem 4.5.4, we give sufficient
conditions under which the control process u∗ is admissible, using our results
in section 4.4.
Theorem 4.5.1. Let (K(·), L(·)) be a solution of the Riccati BSDE (4.2.1).
If u∗ is admissible, then it is the unique solution (unique optimal control) of
the optimal control problem (4.5.3), and the corresponding optimal cost is
J(u∗) = K(0) x2.
132
Proof. The proof follows closely that of Theorem 3.1 in [16]. We include it
for completeness. For any u ∈ A, the differential of K(·)X2(·) is:
d[K(t)X2(t)] = [dK(t)] X2(t) +K(t) dX2(t) + [dK(t)] [dX2(t)]
= X2(t)
[
− a(t)K(t) dt− c′(t)L(t) dt−Q(t) dt









= −a(t)K(t)X2(t) dt−X2(t) c′(t)L(t)dt−X2(t)Q(t) dt








+2X(t)K(t) [C(t)X(t) +D(t)u(t)]′ dW (t)
+2X(t)L′(t) [C(t)X(t) +D(t)u(t)] dt
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By integrating from 0 to T :





















X2(t)L(t) + 2X(t)K(t) [C(t)X(t) +D(t)u(t)]
]′
dW (t).
By the admissibility of u, the stochastic integral on the right hand side is a




































Putting this in (4.5.2), we obtain:





−c′(t)L(t)X2(t)−Q(t)X2(t) + [K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]
×[N(t) +K(t)D′(t)D(t)]−1[K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]′ X2(t)
+2X2(t) K(t) A(t) + 2X(t) K(t)B(t)u(t) +K(t) |C(t)X(t)|2








u′(t)N(t)u(t) + [K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]
×[N(t) +K(t)D′(t)D(t)]−1[K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]′ X2(t)













+[K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]
×[N(t) +K(t)D′(t)D(t)]−1[K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]′ X2(t)
+2X(t)
[

































with equality if and only if u(t) = u∗(t), a.e. t ∈ [0, T ] a.s., and the
corresponding optimal cost (lowest value) is J(u∗) = K(0) x2. 
Note that Theorem 4.5.1 can be applied with different conditions on the
coefficients. In particular, we only need a Riccati BSDE that has a solution
under which u∗ is admissible, regardless of any properties of the solution.
In the following lemma, we state a useful result which is an immediate
adaption of Gal’chuk basic thorem [26], on the existence and uniqueness of
a strong solution of linear stochastic differential equations, see Lemma 7.1.
in [58].
Lemma 4.5.2. Assume that the functions f : Ω × [0, T ] × Rn → Rn, and
g : Ω× [0, T ]× Rn → Rn×d satisfy the following two conditions:
(i) for any X ∈ Rn, f(·, X) and g(·, X) are {Ft}-adapted processes such that∫ T
0
|f(t, 0)| dt <∞,
∫ T
0
|g(t, 0)|2 dt <∞, a.s.





|α̂2(t)|2 dt <∞ a.s.,
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and for any X1, X2 ∈ Rn,
|f(t,X1)− f(t,X2)| ≤ α̂1(t)|X1 −X2|,
|g(t,X1)− g(t,X2)| ≤ α̂2(t)|X1 −X2|.
Then, the equation
dX(t) = f(t,X(t)) dt + g(t,X(t)) dW (t), t ∈ [0, T ],
X(0) = x,
has a unique strong solution.
In the following theorem, we give sufficient conditions for equation (4.5.1)
to have a unique strong solution. That is, the first requirement for u∗ to be
admissible.
Theorem 4.5.3. Let the conditions of Theorem 4.4.11 hold, and (K(·), L(·)) ∈
L∞F (0, T ;R)×M2λ2(0, T ;R
d) be a solution of equation (4.2.1). If conditions
H3 hold, then under u
∗, the stochastic differential equation (4.5.1) has a
unique strong solution Xu∗(·).









C(t)−D(t)Γ(t)[K(t)B(t) +K(t)C ′(t)D(t) + L′(t)D(t)]′
]′
× dW (t), t ∈ [0, T ],
Xu∗(0) = x.
(4.5.6)
This is a linear stochastic differential equation with possibly unbounded co-
efficients which depend on the solution pair (K(·), L(·)) of equation (4.2.1).
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Therefore, we cannot apply the previous results on the solvability of linear
stochastic differential equations (see, for example, Theorem 6.14. in [64]).
Here, we show that the conditions of Lemma 4.5.2 hold in our case. Clearly,
condition (i) of Lemma 4.5.2 holds. Now, we prove that condition (ii) of

































































































































|C(t)|2 dt+ 6 κ2 E
∫ T
0








∣∣S(t)∣∣2 E ∫ T
0
λ2(t)
∣∣L(t)∣∣2 dt <∞, a.s.. (4.5.8)
From (4.5.7) and (4.5.8), the conditions of Lemma 4.5.2 hold. Thus, the
stochastic differential equation (4.5.1) has a unique strong solution Xu∗(·).

In the following theorem, we prove that the second requirement for u∗ to
be admissible holds. Due to the unboundedness of the coefficients, we put a
further assumption on the coefficients.
Theorem 4.5.4. Let the assumptions of Theorem 4.5.3 hold. If the coeffi-






<∞, then u∗ ∈ A.
Note that here we partially solve the linear-quadratic optimal control





< ∞. However, this
condition is not an explicit condition and hence we can give conditions on






For example, if the coefficients are bounded, the known results give all fi-
nite moments (see [64]). On the other hand, if we give an application of the
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solvability result of Riccati BSDEs when D = 0 to the linear-quadratic op-
timal control problem, the controlled stochastic differential equation (4.5.1)









0 C(s) dW (s)
]
<∞,
which is in terms of the processes A(·) and C(·), is sufficient to obtain the
moment.
Proof. We have proved in Theorem 4.5.3, under the solution (K(·), L(·)) ∈
L∞F (0, T ;R) ×M2λ2(0, T ;R
d) of (4.2.1), that equation (4.5.1) has a unique
strong solution Xu∗(·). Thus, it remains to prove that the process
X̂(·,K(·), L(·), Xu∗(·), u∗(·)) is a martingale. By Theorem 2.4.8, there exists



























































































×[K(s)B(s) +K(s)C ′(s)D(s) + L′(s)D(s)]′
∣∣2ds] 12









∣∣C(s)−D(s)Γ(s)[K(s)B(s) +K(s)C ′(s)D(s) + L′(s)D(s)]′∣∣2ds]
< ∞,
where the last step follows from the assumption on Xu∗(·), and from (4.5.8).
Therefore, from (4.5.9) and (4.5.10), and by Theorem 2.4.6, the process
X̂(·,K(·), L(·), Xu∗(·), u∗(·)) is a martingale. Hence, u∗ ∈ A. 
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4.6 Application to the mean–variance hedging prob-
lem
The mean–variance hedging problem is a special case of the linear-quadratic
optimal stochastic control problem. The known results on the existence of
solutions to this problems do not cover the case when the coefficients are
possibly unbounded. In this section, we formulate the mean–variance hedging
problem when the market coefficients are allowed to be unbounded. Consider
a market with one bond and m stocks, the prices of which are, respectively,
dS0(t) = r(t)S0(t) dt, t ∈ [0, T ],
dSi(t) = Si(t) [µi(t) + σ
′
i(t) dW (t)], i = 1, ...,m, t ∈ [0, T ].
(4.6.1)
The process r(·) is the interest rate, the processes µi(·), i = 1, ...,m, are the
appreciation rates, and the processes σi(·) = [σi1(·), ..., σi d(t)], i = 1, ...,m,
are the volatilities of the stocks. We assume that σ(·) is nonsingular. That is,
there exists a positive constant ε such that σσ′(t) ≥ ε Im×m a.e. t ∈ [0, T ]
a.s.. The risk premium process is given by η(t) := σ′(t)[σ(t)σ′(t)]−1 µ̂(t),
t ∈ [0, T ], where 1m = (1, ..., 1)′ ∈ Rm, and µ̂(t) := µ(t) − r(t)1m. For any
x ∈ R and π(·) ∈ A, the wealth process (X(t), t ∈ [0, T ]), with initial wealth
x and with amount of wealth π(·) invested in S(·), is given (assuming that
the investment is self-financing) by:
dX(t) = [r(t)X(t) + µ̂′(t)π(t) ] dt+ π′(t)σ(t) dW (t), t ∈ [0, T ],
X(0) = x.
(4.6.2)
Given a random variable ξ, the mean–variance hedging problem is a one-







The case of the mean–variance hedging problem (4.6.3) with ξ = 0 is
a special case of the LQ optimal control problem (4.5.3). For the general
mean–variance hedging problem, the solution is based on the Riccati BSDE
where our results in section 4.4 can be applied, similarly to Kohlmann and
Tang paper [39].
4.7 Conclusion
We have considered the solvability for the one-dimensional case of Riccati
BSDEs under weaker conditions on the coefficients. We have given sufficient
conditions for the existence of a solution pair when the coefficients are pos-
sibly unbounded. As an application, we have proved the solvability to the
LQ optimal control problem with possibly unbounded coefficients using our
results for the Riccati BSDE with unbounded coefficients.
4.8 Appendix
Proof of Lemma 4.4.3.
By setting f(t, Y n(t)) := an(t)Y n(t) and g(t, Y n(t)) := cn(t)Y n(t), we
have: ∫ T
0
|f(t, 0)| dt <∞ a.s.,
∫ T
0
|g(t, 0)|2 dt <∞ a.s..
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≤ nT + 2
∫ T
0
α1(t) dt <∞ a.s..

















































2 + 3n2 + 3α22(t)
]
dt






α22(t) dt ≤ 3n2 T + 6
∫ T
0
α22(t) dt <∞ a.s..
Therefore, by [26] there exists a unique solution Y n(t) of equation (4.4.9).
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Proof of Lemma 4.4.8.



















− 12 δ(t) e
(12λ2(t)+1)x − 1
(12λ2(t) + 1)2
≤ 12 δ(t)x e
(12λ2(t)+1)x
12λ2(t) + 1
for all (t, x) ∈ [0, T ]× [0, κ] a.s..
(iv) This follows from (ii) and (iii).
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Chapter 5





We consider a class of Riccati backward stochastic differential equations with
possibly unbounded coefficients. Integrability conditions on the coefficients,
which are weaker than those that already exist, are derived that ensure the
existence and uniqueness of the solution pair.
5.2 Introduction





a(t)K(t) + c′(t)L(t) +Q(t) + F (t,K(t), L(t))
]
dt
+L′(t) dW (t), t ∈ [0, T ],
K(T ) = M a.s.,
(5.2.1)
under the same settings as in chapter 4. A pair of processes (K(·), L(·)) that
satisfies (5.2.1) is said to be a solution pair. Bismut was the first to study
Riccati BSDEs with random coefficients. In [10], he proved the existence
result for the case where C = 0 and D = 0. The problem of solving equation
(5.2.1) when only D = 0 was introduced by Bismut [11]. Later, Peng [54]
proved the existence and uniqueness of this class of Riccati BSDEs with ran-
dom coefficients under which he treated the Riccati equation as a nonlinear
BSDE. In all of these cases, the coefficients are assumed to be bounded. In
this chapter, we study the solvability of this class of Riccati BSDEs under
weaker conditions on the coefficients in comparison to Theorem 5.1. of [54].
By assuming D = 0, equation (5.2.1) becomes:
dK(t) = −
[
a(t)K(t) + c′(t)L(t) +Q(t)
−B(t)N−1(t)B′(t)K2(t)
]
dt+ L′(t) dW (t), t ∈ [0, T ],
K(T ) = M a.s..
(5.2.2)
Here, we give sufficient integrability conditions, which permit for un-
bounded coefficients, for the unique solvability of (5.2.2).
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5.3 Notation and assumptions
The key notation and assumptions used in this chapter are as follows:
• M ≥ 0 a.s..
• Q(t) ≥ 0 a.e. t ∈ [0, T ] a.s. and N(t) ≥ ε Im×m a.e. t ∈ [0, T ] a.s. for
some constant ε > 0.
• 1 ≤ β1 ∈ R and 1 ≤ β2 ∈ R are given constants.
• γ(t) is a given R-valued positive progressively measurable process.















2(s) + 4β1 [B(s)N





• α(t) := inf
x∈[0,K̂]
[a(t) − 2B(t)N−1(t)B′(t) x]2, t ∈ [0, T ], for some con-
stant K̂.
• γ(t) + 2β1a2(t) + 4β1[B(t)N−1(t)B′(t)]4 + (β2 − 2)|c(t)|2 − 2a(t) ≥ 0
a.e. t ∈ [0, T ] a.s..



















t 〈c(τ),dW (τ)〉 [B(s)N−1(s)B′(s)+Q(s)] ds
∣∣∣∣Ft],
t ∈ [0, T ].
• H2p(0, T ;Rd) (resp. H2p̂(0, T ;Rd) is the space of Ft-progressively mea-










• M2p(0, T ;Rd) (resp. M2p̂(0, T ;Rd) is the space of Ft-progressively mea-































(iii) there exists K̂ ∈ R+ such that V1 ≤ K̂ a.e. t ∈ [0, T ] a.s..
Here the conditions permit for unbounded coefficients which is not the
case in [39]. For example, if d = m = 1, γ(t) = 1 a.s. a.e. t ∈ [0, T ], B(t) =
W (t), N(t) = W 2(t) + ν(t), t ∈ [0, T ] for some unbounded process ν(t), M
is bounded a.s., A(t) = C(t) = 0 a.s. a.e. t ∈ [0, T ], Q(t) = B2(t)/N(t) a.s.
a.e. t ∈ [0, T ], the known results on the existence of solutions do not apply
here where conditions A hold. In other words, our conditions are weaker as
compared to [39]. Note that we can choose the process γ(·) and K̂. This
provides more flexibility on the conditions. For instance, condition A-(iii)
can be suitable weakened by choosing large values for K̂. .
5.4 Existence and uniqueness
In this section, we prove the existence of a unique solution pair (K(·), L(·))
for (5.2.2). Our method of proof is the quasilinearization approach of Bell-
man [5]. This method offers a way to solve a nonlinear ordinary differential
equation as a limit of a sequence of linear differential equations. Wonham [61]
applied this method to solve Riccati BSDEs when all the coefficients are de-
terministic. Further, Peng [54] gave a generalization of Wonham’s approach
to the random setting. In theorem 5.1., he proved the existence and unique-
ness of the Riccati BSDE with random coefficients by using Bellman’s method
under which he treated this equation as a nonlinear BSDE.
Here, we construct an infinite sequence of linear BSDEs. Then, we prove
that the approximating solutions of the sequence converge strongly to the
solution of (5.2.2). To prove the uniqueness, we follow Peng [54] to show
that the first component (K(t), t ∈ [0, T ]) of the solution pair is unique.
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However, our proof is diffrenet from [54] since the coefficints are possibly
unbounded, and thus we apply a diffrent known result in order to obtain the
solvability of the equation of differences. On the other hand, we follow [27]
to prove the uniqueness of the second component (L(t), t ∈ [0, T ]) of the
solution pair. Before studying the solvability of equation (5.2.2), we present
the following lemma. In this lemma, we apply a known result due to Gashi
and Li [27] which considers general BSDEs with unbounded coefficients.
Lemma 5.4.1. Let conditions A hold. The linear backward stochastic dif-
ferential equation:
dy(t) = −[a(t)y(t) + c′(t)L(t) +Q(t)] dt+ L′(t) dW (t), t ∈ [0, T ],
y(T ) = M a.s.,
(5.4.1)
has a unique solution pair (y(·), L(·)) ∈ H2p(0, T ;R)×M2p(0, T ;Rd) with
y(t) ≥ 0 for all t ∈ [0, T ] a.s..
Proof. As equation (5.4.1) is a linear BSDE, it satisfies the conditions of
Theorem 2.1 of [27], and it thus has a unique solution pair (y(·), L(·)) ∈
H2p(0, T ;R)×M2p(0, T ;Rd). In order to show the non-negativity of y, we use
the comparison theorem of [27], as follows. Consider the linear BSDE:
dx(t) = −[a(t)x(t) + c′(t)z(t)] dt+ z′(t) dW (t), t ∈ [0, T ],
x(T ) = 0 a.s..
(5.4.2)
This equation satisfies the conditions on Theorem 2.1 of [27], and it thus
has a unique solution pair. Moreover, it is clear that this unique solution
pair is x(t) = 0 for all t ∈ [0, T ] a.s., and z(t) = 0 a.e. t ∈ [0, T ] a.s.. Let
f(t, y, L) := a(t)y + c′(t)L + Q(t) and g(t, x, z) := a(t)x + c′(t)z. Due to
the non-negativity of Q, it holds that f(t, y, L) ≥ g(t, y, L) a.s. ∀(t, y, L) ∈
[0, T ]×R×Rd, and since M is also non-negative, by Theorem 2.2 of [27], we
have y(t) ≥ x(t) = 0 ∀t ∈ [0, T ] a.s.. 
Equation (5.2.2) can be written as:
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
dK(t) = −[F (t,K(t), L(t), û(t,K(t))) + û′(t,K(t))N(t) û(t,K(t))] dt
+L′(t) dW (t), t ∈ [0, T ],
K(T ) = M a.s.,
(5.4.3)
where the random functions F and û are defined as:
F (t, x1, y1, z1) := a(t)x1 + c
′(t)y1 +Q(t) + 2x1B(t)z1,
∀(t, x1, y1, z1) ∈ [0, T ]× R× Rd × Rm,
û(t, x1) := −x1N−1(t)B′(t), ∀(t, x1) ∈ [0, T ]× R.
Let (K0(t), L0(t)) := (0, 0) for all t ∈ [0, T ]. As an approximation to (5.4.3),
we introduce the following infinite sequence of linear BSDEs:

dKn+1(t) = −[F (t,Kn+1(t), Ln+1(t), û(t,Kn(t)))
+û′(t,Kn(t))N(t) û(t,Kn(t))] dt
+L′n+1(t) dW (t), t ∈ [0, T ],
Kn+1(T ) = M a.s., n ∈ N0.
(5.4.4)
Lemma 5.4.2. Let conditions A hold. There exists unique solution pairs
(Kn+1(·), Ln+1(·)) to equations (5.4.4) with the following properties:
(i) (Kn+1(·), Ln+1(·)) ∈ H2p̂(0, T ;R)×M2p̂(0, T ;Rd), n ∈ N0,
(ii) Kn+1(t) ∈ [0, K̂] a.s. for all t ∈ [0, T ], n ∈ N0,
(iii) Kn(t) ≥ Kn+1(t) a.s. for all t ∈ [0, T ], n ∈ N0.
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Proof. We give a proof by induction. The first of the equations in (5.4.4),
corresponding to n = 0, is:
dK1(t) = −[F (t,K1(t), L1(t), û(t,K0(t))) + û′(t,K0(t))N(t) û(t,K0(t))] dt
+L′1(t) dW (t), t ∈ [0, T ],
K1(T ) = M a.s..
(5.4.5)
After substituting the expressions for F and û, this equation becomes:
dK1(t) = −[a(t)K1(t) + c′(t)L1(t) +Q(t)] dt+ L′1(t) dW (t), t ∈ [0, T ],
K1(T ) = M a.s..
(5.4.6)
By Lemma 5.4.1, there exists a unique solution pair (K1(·), L1(·))
∈ H2p(0, T ;R)×M2p(0, T ;Rd) such that K1(t) ≥ 0 a.s. for all t ∈ [0, T ]. As





























t ∈ [0, T ].
By assumption A(iii), it follows that K1(t) ≤ K̂ a.s. for all t ∈ [0, T ]. We
now assume that for some 1 < m ∈ N the equation:
dKm(t) = −[F (t,Km(t), Lm(t), û(t,Km−1(t)))
+û′(t,Km−1(t))N(t) û(t,Km−1(t))] dt
+L′m(t) dW (t), t ∈ [0, T ],
Km(T ) = M a.s.,
(5.4.8)
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has a unique solution pair (Km(·), Lm(·)) with the claimed properties. It
remains to prove that the equation:
dKm+1(t) = −[F (t,Km+1(t), Lm+1(t), û(t,Km(t)))
+û′(t,Km(t))N(t) û(t,Km(t))] dt
+L′m+1(t) dW (t), t ∈ [0, T ],
Km+1(T ) = M a.s.,
(5.4.9)
has a unique solution pair (Km+1(·), Lm+1(·)) with the claimed properties.
By substituting the expressions for F and û in (5.4.9), we obtain:
dKm+1(t) = −{[a(t)− 2B(t)N−1(t)B′(t)Km(t)]Km+1(t) + c′(t)Lm+1(t)
+Q(t) +B(t)N−1(t)B′(t)K2m(t)} dt+ L′m+1(t) dW (t), t ∈ [0, T ],
Km+1(T ) = M a.s..
We first show that this equation satisfies the requirements of Theorem 2.1
of [27] for the existence of a unique solution pair. From the basic inequality

























where the last inequality is due to assumption A(i). By the same basic
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where the last inequality follows from assumption A(ii). By Theorem 2.1
of [27], we now know that there exist unique solution pairs (Km+1(·), Lm+1(·))
to equations (5.4.9) with the claimed property (i). Moreover, since Q(t) +
B(t)N−1(t)B′(t)K2m(t) ≥ 0 a.e. t ∈ [0, T ] a.s., by the comparison Theorem
2.2 of [27], and in the same way as in the proof of Lemma 5.4.1, we further
know that Km+1(t) ≥ 0 ∀t ∈ [0, T ] a.s..
In order to show that Km+1(t) ≤ K̂ for all t ∈ [0, T ] a.s. and that the
property (iii) holds, we consider the difference Km(t)−Km+1(t), the equation
of which is:
d[Km(t)−Km+1(t)] = −[F (t,Km(t), Lm(t), û(t,Km−1(t)))
+û′(t,Km−1(t))N(t) û(t,Km−1(t))
−F (t,Km+1(t), Lm+1(t), û(t,Km(t)))
−û′(t,Km(t))N(t) û(t,Km(t))] dt
+[Lm(t)− Lm+1(t)]′ dW (t), t ∈ [0, T ],
Km(T )−Km+1(T ) = 0 a.s..
This equation has a unique solution pair (Km(·)−Km+1(·), Lm(·)−Lm+1(·))
(since equations (5.4.8) and (5.4.9) also have unique solutions pairs), and can
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rewritten as:
d[Km(t)−Km+1(t)] = −[F (t,Km(t), Lm(t), û(t,Km(t)))
−F (t,Km+1(t), Lm+1(t), û(t,Km(t))) +Qm(t)] dt
+[Lm(t)− Lm+1(t)]′ dW (t), t ∈ [0, T ],
Km(T )−Km+1(T ) = 0 a.s.,
(5.4.10)
where
Qm(t) := F (t,Km(t), Lm(t), û(t,Km−1(t))) + û
′(t,Km−1(t))N(t) û(t,Km−1(t))
−F (t,Km(t), Lm(t), û(t,Km(t)))− û′(t,Km(t))N(t)û(t,Km(t)).
Note that:
F (t,Km(t), Lm(t), û(t,Km(t)))− F (t,Km+1(t), Lm+1(t), û(t,Km(t)))
= a(t)Km(t) + c
′(t)Lm(t) +Q(t) + 2Km(t)B(t) [−Km(t)N−1(t)B′(t)]
−a(t)Km+1(t)− c′(t)Lm+1(t)−Q(t)− 2Km+1(t)B(t) [−Km(t)N−1(t)B′(t)]






[Km(t)−Km+1(t)] + c′(t)[Lm(t)− Lm+1(t)],
Qm(t) = a(t)Km(t) + c
































+c′(t)[Lm(t)− Lm+1(t)] +Qm(t)} dt
+[Lm(t)− Lm+1(t)]′ dW (t), t ∈ [0, T ],
Km(T )−Km+1(T ) = 0 a.s..
This equation satisfies the requirements of the comparison Theorem 2.2 of
[27], and in the same way as in the proof of Lemma 5.4.1, we further know
that Km(t)−Km+1(t) ≥ 0 for all t ∈ [0, T ] a.s.. This implies that Km+1(t) ≤
Km(t) ≤ K̂ for all t ∈ [0, T ] a.s., which concludes the proof that the pair
(Km+1(·), Lm+1(·)) has the claimed properties. 
Theorem 5.4.3. The Riccati backward stochastic differential equation (5.2.2)
has a unique solution pair (K(·), L(·)) ∈ L∞F (0, T ;R)×M2p̂(0, T ;Rd).
Proof of existence. As shown in Lemma 5.4.2, the sequence {Kn(t)}n≥1 is
bounded and decreasing, and thus, by the monotone convergence theorem,
it converges to a process K(t) for all t ∈ [0, T ] a.s.. Later in the proof we
show that this convergence is actually uniform in t. We next show the strong





















+ [Kn−1(t)−Km−1(t)] [Kn−1(t) +Km−1(t)− 2Km(t)]B(t)N−1(t)B′(t)
}
dt
+p̂(t) |Ln(t)− Lm(t)|2dt+ 2[Kn(t)−Km(t)] p̂(t) [Ln(t)− Lm(t)]′ dW (t).



































p̂(s) |Ln(s)− Lm(s)|2 ds−
∫ T
t
2 [Kn(s)−Km(s)] p̂(s) [Ln(s)− Lm(s)]′ dW (s).


































2 [Kn(s)−Km(s)] p̂(s) [Ln(s)− Lm(s)]′ dW (s).
In the same way as in the proof of Lemma 2.1 (ii) of [27], it can be shown that
the stochastic integral in the above inequality is a martingale. This implies
that:
E [Kn(0)−Km(0)]2 + E
[ ∫ T
0











×[Kn−1(s) +Km−1(s)− 2Km(s)]B(s)N−1(s)B′(s) ds
]
.
As the sequence {Kn(t)}n≥1 converges to K(t) for all t ∈ [0, T ] a.s., it follows
by the dominated convergence theorem that such a term converges to 0 as
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(m,n) tends to ∞. This implies that the second term on the right-hand side
of the above inequality also converges to 0 as (m,n) tends to ∞. This fur-
ther implies that the sequence {Ln(t)}n≥1 is a Cauchy sequence in the space
M2p̂(0, T ;Rd), and thus it converges to a process (L(t), t ∈ [0, T ]) in the same
space. Moreover, this implies that there exists a subsequence {Lnj (t)}j≥1 of
the sequence {Ln(t)}n≥1 that converges to (L(t), t ∈ [0, T ]) for a.e. t ∈ [0, T ]
a.s..
By Theorem 2.4.7, for any constant ε > 0, the following holds:
P
(




























p̂(s)|Lnj (s)− L(s)|2 ds
]
.








[Lnj (s)− L(s)]′ dW (s)
∣∣∣∣ = 0 in probability.








[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣ = 0 a.s.. (5.4.11)
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For any two elements nq and nm of the sequence {nq}q≥1 we have:












|c(s)| |Lnq(s)− Lnm(s)| ds+
∣∣∣∣∫ T
t






[Lnm(s)− L(s)]′ dW (s)
∣∣∣∣ .
Due to the almost sure convergence of the sequences {Knm(t)}m≥1 and
{Lnm(t)}m≥1, and the uniform convergence (5.4.11), as m → ∞ the above
inequality becomes:










































[Lnq(s)− L(s)]′ dW (s)
∣∣∣∣ = 0 a.s..
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Thus, the subsequence {Knq(t)}q≥1 converges uniformly in t to K(t), which
in particular means that the process (K(t), t ∈ [0, T ]) has continuous paths
(by the uniform convergence theorem). This further implies that as q →∞,
the sequence of equations:
























which proves that (K(·), L(·)) is a solution pair to equation (5.2.2).
Proof of uniqueness. Let (K1(·), L1(·)) and (K2(·), L2(·)) be two solution
pairs to equation (5.2.2) with the claimed properties. We show that these
two solution pairs coincide, and thus equation (5.2.2) has a unique solution
pair. To show that K1(t) = K2(t) a.s. for all t ∈ [0, T ], we prove that
K1(t) −K2(t) ≥ 0 a.s. for all t ∈ [0, T ], and K2(t) −K1(t) ≥ 0 a.s. for all





F (t,K1(t), L1(t), û(t,K1(t))) + û′(t,K1(t))N(t) û(t,K1(t))
− F (t,K2(t), L2(t), û(t,K2(t)))− û′(t,K2(t))N(t) û(t,K2(t))
]
dt
+[L1(t)− L2(t)]′ dW (t), t ∈ [0, T ],
K1(T )−K2(T ) = 0 a.s..
This equation can be rewritten as:
d[K1(t)−K2(t)] = −
[
F (t,K1(t), L1(t), û(t,K1(t)))− F (t,K2(t), L2(t), û(t,K1(t)))
+Q1(t)]dt+ [L1(t)− L2(t)]′ dW (t), t ∈ [0, T ],
K1(T )−K2(T ) = 0 a.s.,
(5.4.12)
where
Q1(t) := F (t,K2(t), L2(t), û(t,K1(t))) + û′(t,K1(t))N(t) û(t,K1(t))
− F (t,K2(t), L2(t), û(t,K2(t)))− û′(t,K2(t))N(t) û(t,K2(t)).
Note that:
F (t,K1(t), L1(t), û(t,K1(t)))− F (t,K2(t), L2(t), û(t,K1(t)))
= a(t)K1(t) + c′(t)L1(t) +Q(t) + 2K1(t)B(t)[−K1(t)N−1(t)B′(t)]
−a(t)K2(t)− c′(t)L2(t)−Q(t)− 2K2(t)B(t)[−K1(t)N−1(t)B′(t)]






[K1(t)−K2(t)] + c′(t)[L1(t)− L2(t)],
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= −2K2(t)K1(t)B(t)N−1(t)B′(t) + (K1(t))2B(t)N−1(t)B′(t)
+2(K2(t))2B(t)N−1(t)B′(t)− (K2(t))2B(t)N−1(t)B′(t)
= [K2(t)−K1(t)]2B(t)N−1(t)B′(t).







+[L1(t)− L2(t)]′dW (t), t ∈ [0, T ],
K1(T )−K2(T ) = 0 a.s..
This equation satisfies the requirements of the comparison theorem of [27],
see Theorem 2.2, and in the same way as in the proof of Lemma 5.4.1, we
further know that K1(t)−K2(t) ≥ 0 for all t ∈ [0, T ] a.s.. In the same way
one can show that K2(t) − K1(t) ≥ 0 for all t ∈ [0, T ] a.s., and these two
together imply that K1(t) = K2(t) for all t ∈ [0, T ] a.s..




















−2p̂(t)[K1(t)−K2(t)] [c′(t) [L1(t)− L2(t)] +Q1(t)]dt
+p̂(t) |L1(t)− L2(t)|2 dt+ 2 [K1(t)−K2(t)] p̂(t)[L1(t)− L2(t)]′dW (t).




























p̂(s) |L1(s)− L2(s)|2 ds−
∫ T
t
2 [K1(s)−K2(s)] p̂(s)[L1(s)− L2(s)]′dW (s).




p̂(s) |L1(s)− L2(s)|2 ds a.s. ∀t ∈ [0, T ],
which implies that L1(t) = L2(t) for a.e. t ∈ [0, T ] a.s.. 
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5.5 Conclusion
We have considered a class of Riccati BSDEs with possibly unbounded coef-
ficients. Sufficient conditions for the existence of a unique solution pair are
given. These conditions are new and weaker than the existing ones. This
result is expected to play an important role in solving other problems on
Riccati BSDEs, such as solving the singular case with possibly unbounded
coefficients. Also, some applications can be obtained by applying this result,




Throughout the thesis, we focus on studying the theory of Quadratic Back-
ward Stochastic Differential Equations with possibly unbounded coefficients.
We consider different classes of those equations under different sets of as-
sumptions which are weaker than the well-known ones. Also, depending on
our results, we give some possible works in the future.
In each chapter of the thesis, we improve fundamental results for the ex-
istence (and/or uniqueness) of solutions, and obtain a more general random
version of the monotonicity theorem. We derive sufficient conditions, that
are weaker than the existing ones, for the existence of solutions to BSDEs
with unbounded generators that have quadratic growth in the control pro-
cess; we derive sufficient conditions for the existence of solutions to Riccati
BSDEs with unbounded generators; we additionally obtain sufficient condi-
tions, that are weaker than the existing ones, for the existence and uniqueness
of solutions to a certain class of Riccati BSDEs with unbounded generators.
Based on our results, we consider an important problem in stochastic con-
trol. As an application, we obtain the unique solution to the linear-quadratic
optimal control problem with possibly unbounded coefficients under weaker
conditions. In particular, we give an explicit solution to this problem using
our results for the Riccati BSDE with unbounded coefficients.
Our results give a foundation for possible extensions to more general
situations. Notably, we have tried to prove the existence of solutions to the
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quadratic BSDEs with unbounded terminal conditions. In fact, it was proved
that the boundedness of the terminal condition is not necessary to get a so-
lution. For instance, see Theorem 2 in [13], Lemma 3.4.1 and Lemma 3.4.2.
Also, we expect that our results on the quadratic BSDEs in chapter 3 will
contribute to tackle some difficult problems on BSDEs with unbounded coef-
ficients, such as reflected BSDEs with quadratic growth, the indefinite case of
Riccati BSDEs and their applications in optimal investment. Furthermore,
our results on Riccati BSDEs in chapter 4 are expected to contribute to solve
the problem of optimal investment with power utility with unbounded coef-
ficients. Another potential extension to our results on the Riccati BSDEs in
chapter 5 is solving similar problems on Riccati BSDEs, such as the singular
case with possibly unbounded coefficients. Also, some applications can be
obtained by applying this result, such as the linear-quadratic optimal con-
trol problem and mean-variance portfolio selection with possibly unbounded
coefficients.
This thesis gives new results on the theory of quadratic BSDEs, which
is still improving, under more general (or weaker) conditions. These results
generalize some well-known results and give a foundation for the extension
to more general circumstances.
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Appendix
We describe here the definitions of two basic convergence of a sequence of
functions. Also, we introduce some concepts of convergence in normed spaces.
Definition 0.0.1 (Pointwise convergence). A sequence fn(x) of functions
converges pointwisely to a function f(x) if for any x and ε > 0, there exists a
natural number N = N(ε, x) such that for all n > N , |fn(x)− f(x)| < ε.
Note that, in this definition, N depends on x. In other words, for a given
ε > 0, a value of N that makes the statement hold for some x, may not work
for different x.
Definition 0.0.2 (Uniform convergence). A sequence fn(x) of functions con-
verges uniformly to a function f(x) if for any ε > 0, there exists a natural
number N = N(ε) such that for all n > N and for all x, |fn(x)− f(x)| < ε.
Note that the difference between pointwise and uniform convergence is
the placement of ”for all x” . Here, it comes after the existence of N , so the
single N has to work for all x, but for pointwise convergence it comes before
the existence of N , so different numbers N can be used for different values
of x.
Definition 0.0.3. A norm is a real-valued function || · || : X → R defined
on the vector space X over K, and has the following properties
(i) for every vector x, ||x|| ≥ 0.
(ii) ||x|| = 0⇔ x = 0.
(iii) for every vector x and scalar a, ||ax|| = |a| ||x||.
(iv) for every vectors x and y, ||x+ y|| ≤ ||x||+ ||y||.
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Definition 0.0.4 (Vector Space). ( [43], Definition 2.1-1)
A vector space over K is a nonempty set X of elements (called vectors)
together with two algebraic operations, called vectors addition and multipli-
cation of vectors by scalars, that is, by elements of K.
K is called the scalar field (or coefficient field) of the vector space X, and X
is called a real vector space if K = R. An example of vector space is Rn.
Definition 0.0.5 (Normed Vector Space). ( [43], Definition 2.2-1)
A normed vector space (or normed space) X is a vector space over R on
which a norm || · || is defined.
In other words, the pair (X, || · ||) is called a normed space.








Definition 0.0.6 (Strong Convergence). ( [43], Definition 4.8-1)
The usual convergence in norm is called strong convergence.
A sequence {xn}n in a normed space X converges strongly (or in norm) to
x ∈ X if
lim
n→∞
||xn − x|| = 0.
Definition 0.0.7 (Weak Convergence). ( [43], Definition 4.8-2)




for all continuous linear mappings f : X → R.
Note that the strong convergence implies the weak convergence but the
converse is not always true.
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