Crowdsourcing platforms and social media produce distinctive geographies of informational content. The production process is enabled and influenced by a variety of socio-economic and demographic factors, shaping the place representation, i.e., the amount and type of information available in an area. In this study, we explore and explain the geographies of Twitter and Wikipedia in Greater London, highlighting the relationships between the crowdsourced data and the local geodemographic characteristics of the areas where they are located. Through a set of robust regression models on a sample of 1.6M tweets and about 22,000 Wikipedia articles, we identify level of education, presence of people aged 30-44, and property prices as the most important explanatory factors for place representation at the urban scale. To some extent, this confirms the received knowledge of such data being created primarily by relatively wealthy, young, and educated users. However, about half of the variability is left unexplained, suggesting that a broader inclusion of potential factors is necessary.
1 Introduction nomenon has been variously characterised as spatial crowdsourcing, volunteered geographic information (VGI), spatial social media, and user-generated content (UGC) (Sui et al., 2012; See et al., 2016) . Among others, Wikipedia articles, Open-StreetMap vector data, and geo-located tweets are popular data sources for countless studies in geography, demography, sociology, and even seismology (e.g., Earle et al., 2010; Zagheni et al., 2014) .
Although the potential of these data sources is apparent, much research analysed very few platforms, such as OpenStreetMap (Mashhadi et al., 2015) , often paying limited attention to the geo-demographic context in which the data was produced. Studies of information geographies have so far focused on large spatial units, such as countries (Graham et al., 2015a) , with few works focusing on the urban or regional scale. The latter is however of particular importance, as VGI tends to be produced in urban areas (Hecht and Stephens, 2014) . When using VGI, it is necessary to consider the socio-spatio-temporal processes that supported its generation, thinking about what data is missing, and not only about what is visibly present.
As part of our ongoing efforts to chart geographies of digital information (Ballatore et al., 2017; Graham et al., 2015a) , this article investigates the spatial structure of two popular VGI sources at the urban scale. In particular, we consider geo-located Twitter posts and Wikipedia articles in Greater London, comparing and contrasting their spatial distribution. After providing descriptive statistics, the data from both sources is then studied in relation to a set of socio-demographic variables that characterise Greater London. Through a number of regression analyses, we explore the factors exhibit a similar presence or absence of information, including day-work population, ethnic composition, education level, and property prices, which might indicate a relationship to underlying geographies.
The term VGI encompasses diverse sources of spatial information that vary dramatically in terms of demographic, thematic, spatial, and temporal coverage. One of the objectives of this study is precisely to highlight the commonalities and differences of two very different data sources observed in the same geographic area. Moreover, this study analyses the place representation, i.e., the digital information available to characterise areas in heterogeneous data sources, regardless of the demographic characteristics of producers. For this reason, apart from a handful of prolific bots, we include all data available for each spatial unit of analysis, to see to what extent an area is either data-rich or data-poor.
This study contributes to the knowledge of VGI sources, providing findings about what areas are over-and under-represented in these two sources. These insights are relevant to VGI users, providing evidence about datasets' geographical structure, representativeness, and therefore fitness-for-purpose for studies and applications. Producers can also benefit by updating their platforms for a more equal place representation, along similar lines of studies of gender inequality in Wikipedia, which prompted a number of initiatives to increase participation of women. 1 From a more social-scientific perspective, this study can contribute to the study of digital divides and "informational ghettos" (Shaw and Graham, 2017, p. 4) , data-poor ar-eas that persist even in wealthy, digitally over-represented global hubs like London. Our initial hypothesis-only partially confirmed-is that content in both Twitter and Wikipedia tends to be more representative of wealthier urban areas, inhabited by a younger, and more educated, and less ethnically diverse population than average. The remainder of this paper is organised as follows. Section 2 summarises critically related work in this area. The socio-economic datasets used to characterise the geography of London are described in Section 3. Subsequently, Sections 4 describes our study of Twitter and Wikipedia located in Greater London, starting with a visual analysis and then continuing with a set of regression models. Section 5 summarises our findings. Finally, conclusions and future work directions are drawn in Section 6.
Related work
After a decade of research, much is known about VGI sources. Some sources are spatially-explicit, aiming at a spatial coverage, while others are spatially-implicit, embedding locational information as simply one of the attributes being expressed (Antoniou et al., 2010) . For example, Wikipedia and GeoNames aim at comprehensive coverage of cities, while geo-located tweets and Instagram photos are the by-product of a mediated communication process between users located in cities. Unsurprisingly, urban areas tend to be better covered than rural ones (Hecht and Stephens, 2014) , with the exclusion of sources limited to highly specific themes (e.g., hiking).
Different crowdsourcing platforms attract different demographic groups in terms of age, gender, income, education, area of residence, interests, and motivations, shaping the properties of the resulting dataset, each displaying its own idiosyncrasies (Acheson et al., 2017) . Despite early claims of radical democratization and inclusion, user communities tend to be skewed towards Western, wealthy, educated, white, and male users (Crampton et al., 2013) , although exceptions exist -countering the general trend, Wikimapia enjoys more uptake among Indian and Middle-Eastern users (Bittner, 2017) . Beyond the VGI niche, the characteristics of social media users are widely studied, particularly in relation to their similarities and differences to the general population.
The 330M monthly active users of Twitter tend to be wealthier and more educated than the average population, and they generate 500M tweets a day. From a statistical perspective, Twitter users are actually not representative of any particular population (Blank and Lutz, 2017) , but their sheer number and ease of access to large samples of the data attracts researchers and marketeers. As Sloan and Morgan (2015) point out, 0.85% of the Twitter feed output is geotagged with coordinates, which amounts to roughly 4M tweets a day, produced by a population only marginally different to the overall platform population. Geo-located tweets have been used for a variety of purposes, sensing for example urban activities (Lansley and Longley, 2016) , emotions (Quercia et al., 2012) , and beer-related behaviour (Zook and Poorthuis, 2014) .
Using geo-located tweets, Longley and Adnan (2016) conducted a geo-demographic analysis of tweets in London, identifying sub-groups in the user population and measuring the heterogeneity and the connectedness of places. Hahmann et al. (2014) investigated the spatial relationship between geo-located tweets and points of interest, showing correlations at the local scale for certain topics (e.g., "train station", "airport") and not for others ("pub", "bakery"). Using an approach similar to the one we adopt in our study, Li et al. (2013) explore tweets and Flickr photos spatiospatial distribution in California, showing that photos are denser in natural parks and that tweets tend to originate from areas with educated, high-income people.
Our second source for the study of place representation is Wikipedia. Despite a prolonged decline in the number of contributors (Halfaker et al., 2013) , the crowdsourced encyclopaedia is one of the top ten most visited websites worldwide, reaching more than 270M views per day, 2 and hosts 5.5M articles in English, edited by about 130,000 monthly active editors. Wikipedia shows an extreme gender imbalance, with about 84% of male editors, and less so in the readership, which is about 40% female (Hill and Shaw, 2013) . From a geographical perspective, in 2013, about 730,000 articles in English were associated with a geo-location. The bulk of the editing of these articles occurs in the Global North, also for articles about places in the Global South, exhibiting a staggering bias towards Western European and North American contributors (Graham et al., 2015b) . For this reason, the location of Wikipedia editing activity can be used as a proxy to knowledge capital of countries (Stephany and Braesemann, 2017) . Editing of spatial features such as cities tends to be performed by local editors, as observed for OpenStreetMap (Johnson et al., 2016) .
Much of this research aims at understanding the population of data producers, while the theme of place representation has been studied only marginally. The informational geographies of crowdsourced, VGI datasets have been charted at the global level (Graham et al., 2015a) , drawing attention to the common bias towards relatively young, educated, wealthy users located in the Global North. To the best of our knowledge, no study has comparatively explored the properties of diverse VGI datasets at the urban scale, and their relationship with socio-economic texture of the places that the data describe. Moreover, the relationship between Twitter and Wikipedia from a spatial perspective has not been directly studied before.
Datasets
The area of our study is Greater London, which has a population of 8.87M, extended over 1,569 km 2 . Three groups of datasets were collected and harmonised: socio-economic data from the UK Census, geo-located tweets, and Wikipedia articles. The summary statistics for the three datasets are shown in Table 1 , showing minimum, median, maximum, mean, and standard deviation for all relevant vari- ables. All variables are captured at the level of spatial unit selected for the analyses, detailed in the remainder of this section.
London demographic data
The UK Census, the latest of which occurred in March 2011, provides detailed socio-economic information about London. Census data is structured in Output Areas (OA), each covering between 40 and 149 households, corresponding to an average of 300 people. 3 For small area statistics, OAs are grouped into Lower Layer Super Output Areas (LSOA), which contain from four to six OAs, with a mean population of 1,500. Given the spatially uneven distribution of Twitter and Wikipedia data, the OAs and even LSOAs are too granular, leaving many areas without data. For this reason, we use Middle Layer Super Output Areas (MSOA), which further aggregates LSOAs into contiguous groups, with a minimum population of 5,000 and a national mean of 7,200. Greater London contains 983 MSOAs, whose boundaries were collected from the UK Data Service, 4 while the Census 2011 5 aggregated variables used in our study were collected from the London Datastore 6 and Nomis. 7 The variables include the MSOA's area, total and workday population, age composition, household size, education, and house prices (see Table 1 ). While some variables tend to have parametric distributions (e.g., percentage of residents aged from 0 to 15), others are heavily skewed towards large outliers, which we will take into account in our analyses. Notably, some areas of London have extremely high workday population: notably, during the day, the City of London hosts about 360,000 workers, while having just 9,400 residents. Similarly, house prices are skewed by multi-million-pound properties that are common in Central London.
Because of the high dimensionality and complexity of the Census data, geodemographic classifications have been produced as a way to summarise the population into a set of discrete classes. Notably, the London Output Area Classification (LOAC) categorises each OA in Greater London into eight super-groups, such as "Urban Elites" and "Settled Asians", further classified into groups (Singleton and Longley, 2015) . This classification is useful to detect the demographic structure of the urban space, and can be related to the place representation observed in the informational geographies.
Twitter data
All geo-referenced tweets produced in Greater London were collected from the Twitter API from October 2015 to May 2016, for a total of 2,076,588 tweets, produced by 222,719 users, excluding re-tweets. As we are interested in place representation and not in specific user behaviours, we retain low-activity users. The only category of users that we exclude from the analysis is high-activity bots, whose tweets do not capture the manual information production we intend to observe.
To identify bots, we combine two heuristics, measuring for each user (1) the number of tweets per day, and (2) the percentage of repeated tweets, assuming that bots, for advertising purposes, generate a high number of tweets, and tend to repeat the same content more than human users. Hence, we selected users that generated more than 10 tweets per day, and whose 10% of tweets were repeated at least once. These thresholds were identified by trial and error, and then observing a sample of excluded users to make sure they were all bots (e.g., trendinaliaGB). This process filtered out 1.4% of users, corresponding to 22.7% of tweets.
The remaining dataset of 1,589,819 tweets was generated by 219,604 users. As expected, most users produced very few tweets: The number of tweets per user range from 0 to 1,950, with a median of just 2. From a linguistic viewpoint, 91.6% of tweets are in English, with the other larger groups being undefined (3.4%), Spanish (1.6%), and French (0.8%). The tweets were then grouped in the MSOAs of Greater London. The number of tweets per spatial unit ranges from 9 to about 160,000 in Westminster, with a median of about 400 tweets (see Table 1 ). The number of users active in each unit follows a similarly skewed distribution. We also calculated Shannon entropy and the Gini coefficient as measures respectively of contribution diversity and inequality.
Wikipedia data
The second VGI source in this study consists of geo-referenced Wikipedia articles located in Greater London. At the time of writing, Wikipedia only allows for geotags in the form of points, and even large geographical entities are geo-tagged to a point. For example, the article about the Palace of Westminster is associated with a latitude/longitude point. 8 The decision about where to locate entities is a combination of the platform guidelines and the editors' arbitrary choices. As a result, the same entity can be pin-pointed in different locations in different language editions. Such inconsistencies are common in collaborative editing (Ballatore and Mooney, 2015) . For instance, at the time of writing, "England" in the English Wikipedia 9 is geo-tagged on the River Thames near the Palace of Westminster, whereas the Italian version geo-tags "Inghilterra" somewhere in the Borough of Bromley, near Biggin Hill. By contrast, the German Wikipedia selects a geometric centroid located east of Birmingham.
Using the databases available on Wikimedia Toolforge, 10 we extracted 22,411 articles, including features such as monuments, notable buildings, parks, and headquarters of organisations. About 41% of articles are in English, followed by 6% in French, 6% in German, and the remainder 47% in other languages. After grouping them in the MSOAs, it is possible to note that the articles are sparser than the tweets, with 32 spatial units (3%) without any article (see Table 1 ). Furthermore, 34% of units contain fewer than 6 articles. The densest parts of the distribution are found in an MSOA in Westminster (1,857 articles), and in the City of London (1,466). 
Explaining crowdsourced geographies
To understand the factors that shape the geography of the Twitter and Wikipedia data, we start by observing the properties of their spatial distribution. Figure 1 and Figure 2 show the number of tweets and Wikipedia articles in Greater London, scaled by workday population. While both distributions show, as largely expected, high density in Central London, the maps also suggest differences, for example in Southern parts of the city, which deserve more investigation.
To relate Twitter and Wikipedia data to the demographic geography of London, we display in Figure 3 the London Output Area Classification (LOAC) by Singleton and Longley (2015) , as a summary of the demographic characteristics of each area. In order to allow for a visual comparison of tweets and Wikipedia articles, Figure 4 displays a bi-variate choropleth map generated from the intersections of the three quantiles of each of the two variables. The darkest areas in this map represent the highest quantiles of both Twitter and Wikipedia content, indicating the data-richest areas. These areas tend to correspond with OAs classified as "Urban Elites" (i.e., young professionals in science, technology, and finance) and "London Life-Cycle" (i.e., relatively low numbers of students and households with dependent children, highly qualified professionals, predominantly white) in the City and Westminster, as well as Richmond, Merton, and the south part of Newham.
Heathrow Airport, located at the Western edge of Greater London, shows extremely high content density, as already noted by Longley and Adnan (2016) . Many areas in Southwark and Hackney, classified as "City Vibe", that is, single professionals and students in communal establishments, display a high density of Twitter content, but relatively low Wikipedia content. This might be due to not only to socio-demographic characteristics, but to the relatively low density of notable urban features in those districts. More generally, low-tweet areas seem to align with OAs classified as "Intermediate Lifestyles" and "Aging City Fringe", both associated with households in later stages in life-cycle.
This visual examination indicates that within Greater London there are substantial differences in the amount of content representing the different areas of the metropolis, broadly following the spatial distribution of the demographic characteristics that have been linked to VGI content production in the literature (e.g., Crampton et al., 2013) . Our initial hypothesis is that content in both Twitter and Wikipedia tends to be representative of wealthier areas, inhabited by younger sections of the population, with access to higher levels of qualifications. In the remainder of this section, we perform a series of regression analyses to explain the relationships between the socio-demographic characteristics discussed above, as independent variables, and the number of tweets and Wikipedia articles as dependent variables, aggregated at the level of MSOA. 
Variable selection and normalisation
The selection of the independent variables was based on a correlation analysis: Figure 5 illustrates the distribution of and correlations between the variables used in the regression models. The normalised values have been created using the natural logarithm (when [log] is added to the variable name) and the inverse hyperbolic sine (when [ihs] is added to the variable name) (Burbidge et al., 1988; Pence, 2006) . The percentage of population between 16 and 29 and between 30 and 44 were initially considered, but only the latter was included in the models, as it shows higher Table 2 Linear regression models to explain the spatial variation in the 1.6M geo-located tweets over 983 MSOAs in Greater London. Four models were devised (standard errors between parentheses, significance levels: * p<0.1; * * p<0.05; * * * p<0.01) correlation with both dependent variables. This was then combined with the house prices in the first models (Tw1, Tw2, and Wk1 below), which is the variable that show lower correlation among the other independent variables here considered. The percentage of households with dependent children and the percentage of population with level 4 qualifications or above are then combined in subsequent models (Tw3 and Wk2 below), as they show a lower correlation between each other. All models also include workday population independent variable, to account for the varying presence of people in each MSOA. Workday population was preferred to resident population due to its higher correlation with the dependent variable. Finally, we compare the amount of content present in the two VGI platforms, which is a novel approach to studying these information geographies (model TwWk below). It is important to note that these models are understood as explanatory of relationships to common underlying geographies, without claims to causality.
Twitter models
The first model in Table 2 (Tw1) includes the percentage of population between 30 and 44 and house prices as independent variables. However, the residuals of the model are not normally distributed (Shapiro-Wilk test, W = 0.99, p < 0.001), due to a handful of MSOA overrepresented in the Twitter dataset. To overcome this issue, we devised Model Tw2, which replicates Model Tw1, but excluding all MSOAs having an average of 10 or more tweets per day. In this second model, the independent variables account for 48% of the variation in the number of tweets. Model Tw2 is fit and robust, as the residuals are normally distributed (W = 1, p = 0.808), and satisfy the homoscedasticity assumption (Breusch-Pagan test, BP = 1.56, p = 0.668). The errors are slightly positively correlated, but this does not raise concerns (Durbin-Watson test, DW = 1.65, p < 0.001), and no multicollinearity has been identified in this model (average VIF is 1.07).
Model Tw3 includes the percentage of households with dependent children and the percentage of population with level 4 qualifications or above as independent variables (see Table 2 ). As above, the residuals are not normally distributed (W = 0.99, p < 0.001), thus we create Model Tw4 by excluding all MSOAs having an average of 10 or more tweets per day. In this model, the independent variables account for 55% of the variation in the number of tweets. Model Tw4 is fit and robust, as the residuals are normally distributed (W = 1, p = 0.471), and satisfy the homoscedasticity assumption (BP = 9.27, p = 0.026). The errors are slightly positively correlated, but this is not a cause for concern (DW = 1.74, p < 0.001), and no multicollinearity has been identified (average VIF is 1.12). By observing the spatial distribution of residuals of models Tw2 and Tw4, we did not find evidence of spatial clustering through local Moran's I.
Based on Model Tw2, a one percent increase in the population aged 30 to 44 is linked to an increase the number of tweets produced in the MSOA of about 9%. Similarly, a ten percent increase in house prices is linked to an increase the number of tweets in the MSOA of about 9%. Based on Model Tw4, other things being equal, a one percent increase in the population with level 4 qualifications or above is linked to an increase the number of tweets of about 4%, and a one percent increase in households composed by couples with dependent children is linked to a decrease the number of tweets of about 6%.
Wikipedia models
After having assessed the distribution of tweets, we proceed to observe possible explanatory factors of the presence of Wikipedia articles in a given MSOA in London. For the statistical modelling, we excluded the 3% of MSOAs that do not contain any Wikipedia article. We generated two regression models, Model Wk1 and Model Wk2, which are robust and fit (see Table 3 ). The residuals of Model Wk1 are normally distributed (Shapiro-Wilk test, W = 1, p = 0.219), and satisfy the homoscedasticity assumption (Breusch-Pagan test, BP = 5.05, p = 0.168). The errors are independent (Durbin-Watson test, DW = 1.89, p = 0.088), and no multicollinearity has been identified (average VIF is 1.08). The independent variables Table 3 Linear regression models to explain the spatial variation in the 22,411 Wikipedia articles over 983 MSOAs in Greater London. Two models were devised (standard errors between parentheses, significance levels: * p<0.1; * * p<0.05; * * * p<0.01).
Dependent variable:
Number Similarly, the residuals of Model Wk2 are normally-distributed residuals (W = 1, p = 0.158), and satisfy the homoscedasticity assumption (BP = 3.52, p = 0.318), In this model too, the errors appear to be independent (DW = 1.86, p = 0.04), and no multicollinearity has been identified (average VIF is 1.21). The independent variables account for 45% of the variation in the number of tweets, when aggregated by MSOA. As for the models presented in the previous section, the spatial distribution of residuals shows no sign of spatial clustering.
Based on Model Wk1, other things being equal, a one percent increase in the population aged 30 to 44 is linked to an increase the number of Wikipedia articles in the MSOA of about 2%. Similarly, a ten percent increase in house prices is linked to an increase the number of Wikipedia articles in the MSOA of about 8%. Based on Model Wk2, other things being equal, a one percent increase in the population with level 4 qualifications or above is linked to an increase the number of Wikipedia articles in the MSOA of about 3%, and a one percent increase in households composed by couples with dependent child is linked to a decrease the number of Wikipedia articles in the MSOA of about 2%. 
Comparison between Twitter and Wikipedia
The geographies of place representation that we analysed above can be directly compared. For this purpose, we created a model using the number of Twitter posts as the dependent variable and the number of Wikipedia article, to observe to what extent they converge, and where they differ. As this is a simple regression, the choice of either variable as dependent or independent does not affect the outcome of the analysis, and thus it was made arbitrarily Model Tw-Wk is fit and mostly robust. The residuals normally distributed (Shapiro-Wilk test, W = 1, p = 0.649), and satisfy the homoscedasticity assumption (Breusch-Pagan test, BP = 4.7, p = 0.03). The errors appear to be slightly positively correlated, but this is not a cause for concern (Durbin-Watson test, DW = 1.34, p < 0.001). Overall, the variability in the number of Wikipedia articles accounts for 49% of the variation in the number of tweets, when aggregated at the MSOA level. Based on Model Tw-Wk, other things being equal, a ten percent increase in the number of Wikipedia articles is linked to an increase in the number of tweets produced in the MSOA of about 8%. Indeed, these are not to be interpreted as causal relationships. For this model, the map in Figure 6 shows the spatial distribution of residuals. Unlike the previous models, this map shows some clustering in Central London and Heathrow Airport, where Twitter activity is higher than expected based on Wikipedia content, whilst the outskirts exhibit lower tweet density.
Discussion
The exploratory and explanatory analyses discussed above highlight a number of aspects of the information geographies of Twitter and Wikipedia at the urban scale. Overall, the explanatory analyses in Section 4 confirm our general hypothesis based on the literature and the exploratory analysis. Crowdsourced information generated in Greater London exhibits a significant bias towards areas characterized by a wealthier, younger, and higher-qualified population (Crampton et al., 2013) .
All models exhibit similar explanatory power, but the variability of content in both Twitter and Wikipedia seems to be more closely liked to level of education and average house prices, when aggregated at the MSOA level. At the same time, the standardized estimates presented in Table 5 suggest that the presence of population has a stronger influence on Wikipedia content than on Twitter, while both the percentage of people aged 30-44 and households composed by couples with dependent children have a stronger influence (positive and negative, respectively) on Twitter content. By contrast, house prices exert a strong influence on the presence of Wikipedia content. This might be linked to the tendency in Wikipedia content to document landmarks, heritage sites, and notable buildings, which tend to correspond to high property value.
The level of education seems to be a crucial factor for both datasets, suggesting that low-education level, indeed, constitute a barrier to accessing these platforms and take part in the digital production. Yet, our models highlight that Twitter and Wikipedia do not share the same geography. The fact of being different platforms used for different purposes is reflected in their informational geographies and in the way they over-and under-represent places. In particular, our comparison of geolocated tweets and Wikipedia articles indicate how the former is shaped more by the presence of population with given characteristics, while the latter by notable urban features. However, these findings must be qualified: The proposed regression models are robust, but account for about 44-55% of the variability, suggesting that much of the variation is not captured by socio-demographic variables alone. More explanatory factors, such as tourism-related activities and amenities, must be included to better capture the place representation outcomes. Interestingly, while most explanatory variables we considered bear some relationships with both crowdsourced datasets, the ethnic composition of each MSOA does not exhibit a link to neither. This could be related to the comparatively low level of residential segregation in the UK (Johnston et al., 2007) .
This study contributes to the deeper and paramount issue of representativeness in crowdsourced, "big data" sources. As Blank (2016) argues, Twitter users are generally younger and wealthier than the rest of the population, and do not strictly represent any demographic group. Therefore, Twitter users cannot be used to corroborate claims about society at large. For this reason, knowing the platform biases is important to inform researchers about what they can and, most cogently, cannot expect from such data. In a similar spirit, we argue that the information geographies we investigate in this study are unique and -strictly speaking -only representative of themselves. Hence, studying their socio-demographic biases is key to support their effective usage in research.
Conclusions
In this article, we investigated the information geographies of two well-known crowdsourced data sources, Twitter and Wikipedia, observing their place representation in Greater London. A set of 1.6M geo-referenced tweets and about 22,000 Wikipedia articles located in Greater London was studied with respect to socioeconomic variables. MSOAs were selected as the spatial unit of analysis, allowing for a granular analysis of the spatial variation in both tweets and articles. Linear regressions revealed that about half of the variability can be explained through variabilities in the level of education of residents, share of population aged group 30-44, and property prices. These factors explain half of the variability, while the other half remains unknown, calling for further work.
This study focussed only on one city. A comparative approach with other cities, in the UK and elsewhere, is necessary to observe the geographical variation in the relationships that between place and its information. Moreover, our models need to include land use and tourism data in order to capture the role of urban function and mass travel, prominent in many data-rich areas in central London. In the early stages of this analysis, we used an Output Area Classification (OAC) as a compact description of the demographic structure of the city (Singleton and Longley, 2015) , and we plan to conduct further quantitative analysis, exploring patterns beyond what is visible. Furthermore, we intend to explore the spatial clustering of the residuals in Figure 6 . Geographically weighted regressions (GWR) might provide more detailed explanations of the relationship between Twitter and Wikipedia. Characteristics of the built environment, such as building density and presence of other urban features, are likely to provide good independent variables for the analysis.
As future work, more comparative analyses between urban information geographies are needed to reveal the socio-spatial structure of these data sources. To refine these models beyond simple Census variables, more interaction between GIScience and quantitative human geography is needed. Charting the factors that shape these geographies and their place representation can produce insights about the real value, limits, and uncertainty when using such informational assets for research and knowledge extraction. In a context where the problematic use of unrepresentative data is widespread (Bowker, 2014) , more research is needed to devise analytical techniques to reduce the spatial and social biases embedded in all emergent, online datasets.
