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Abstract
We compute the entanglement entropy and Renyi entropies of arbitrary pure
states in pure Jackiw-Teitelboim gravity in Lorentz signature. We apply the quan-
tum Hubeny-Rangamani-Ryu-Takayanagi formula by computing the quantum cor-
rected area term and the bulk entropy term. The sum of these two terms for the
Hartle-Hawking state agrees with the black hole entropy above extremality com-
puted from the Euclidean disk path integral. We interpret the area term as the
universal contribution of a defect operator that plays a crucial role in our Lorentzian
interpretation of the Euclidean replica trick in gravity.
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1 Introduction
The most striking aspect of entropy in gravitational theories is that it is UV finite and
captured by the long distance effective theory of general relativity. In particular, the
famous formula S ≈ A/4GN relates a microscopic entanglement entropy to the area of
the extremal surface that divides space into two regions. This should be contrasted with
the conventional situation in which long distance effective theories lack the appropriate
data.
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Entanglement entropy is defined with respect to a factorization of the system, and
in the context of the AdS/CFT duality a precise notion is provided by considering the
dual of subregions on the boundary. In the semiclassical limit of the bulk, the dual
of a boundary subregion is a bulk subregion bounded by the codimension-2 Hubeny-
Rangamani-Takayanagi (HRT) surface [2], namely the bulk extremal surface of minimal
area that is homologous to the boundary subregion. Note that there is no obvious way
to assign an entanglement entropy to a general bulk region because there will not be an
intrinsic diffeomorphism invariant way of specifying the location of the bounding surface.
In this paper, we will give a new perspective on the Lorentzian interpretation of en-
tanglement entropy in gravity, by carefully considering how a factorized Hilbert space can
be defined and relating it to path integral calculations of Renyi entropies. We will do this
in the toy model of Jackiw-Teitelboim gravity in 1+1 dimensions. The situations we con-
sider will have boundary subregions that consist of an entire component of a disconnected
boundary, as arises in two sided black hole spacetimes.
The discovery of the Hubeny-Rangamani-Ryu-Takayanagi formula [1, 2] led to com-
putations of entanglement entropy in quantum gravity that have greatly furthered our
understanding of how bulk physics emerges from the boundary in AdS/CFT. Perturba-
tive quantum corrections to the HRT formula have been addressed in [4–6]. The conjecture
is that the quantum-corrected entropy should be computed with respect to the quantum
extremal surface instead of the classical extremal surface. A quantum extremal surface is
a codimension-2 surface that extremizes the generalized entropy Sgen, which is defined by
Sgen ≡ 〈A〉
4GN
+ Sbulk, (1.1)
where the first term is the expectation value of the area operator, and the second term
is the entanglement entropy of bulk fields across the surface, including gravitons. While
this formula has been used in various contexts [7–10], it is not fully understood how to
define the entanglement entropy of gravitons beyond leading order [11, 12].
Quantum corrections to gravitational entanglement entropy are crucial for understand-
ing bulk reconstruction [13–15], yet concrete calculations have mostly ignored the effects
of graviton entanglement by working in the semiclassical limit [9, 10]. Interesting studies
of graviton entanglement entropy include [16], which considers free gravitons, and [17],
which discretizes spacetime. Our understanding of entanglement entropy in quantum
gravity is incomplete.
The perturbatively corrected HRT formula can be proved [3,4,6] using the replica trick
by evaluating the Renyi entropies with the Euclidean gravity path integral. The origin
of the UV finiteness and universality of entropy in gravity can easily be seen from that
perspective. Moreover, there are no ambiguities in the definition of the contribution of
gravitational fluctuations to all orders in perturbation theory. The main goal of our work
2
is to relate such calculations to a Lorentzian description of the entanglement.
To study gravitational entanglement entropy in a controllable setting, we turn to
Jackiw-Teitelboim (JT) gravity [18–20]. JT gravity is a two-dimensional effective theory
of quantum gravity that is part of the IR limit of the SYK model [21], allowing for more
explicit studies of the bulk-boundary correspondence. In this paper, we will consider pure
JT gravity, without matter. Unlike effective theories of gravity in four or more dimensions,
JT gravity is a sensible, self-consistent quantum theory even if we choose to not impose a
UV cutoff scale.1 Despite its relative simplicity, JT gravity has proven to be a useful toy
model for developing our understanding of AdS/CFT [9,20,25,26,28–33,40].
For any pure state, we compute the entropy of entanglement between the two asymp-
totically nearly-AdS2 boundaries. We are particularly interested in computing the entan-
glement entropy of the Hartle-Hawking state, which describes the nearly AdS2 eternal
black hole prepared by the Euclidean gravity path integral on the half disk. The entan-
glement entropy of the Hartle-Hawking state is already known from the computation of
the Euclidean path integral on the disk [27]. For inverse temperature β, the Euclidean
calculation tells us that the entropy (above extremality) is given by
SHH(β) =
piφb
2GNβ
− 3
2
log
16piGNβ
φb
+
3
2
+ log(4pi3/2). (1.2)
In the semiclassical limit GN → 0, the leading contribution is
piφb
2GNβ
, (1.3)
which is the horizon value of the dilaton divided by 4GN . The origin of this semiclassical
area term has been studied in [35,36].
We will present two main results. Firstly, we describe a particular factorization map
that reproduces the Sbulk contribution to the right hand side of (1.1) in the Lorentzian
theory for the Hartle-Hawking state. The factorization map appears naturally in relating
JT gravity to the Schwarzian description of the boundaries. In Lorentzian JT gravity,
the expectation value of the area operator can be defined without factorizing the Hilbert
space. Upon summing the area term and the Sbulk term for the Hartle-Hawking state, we
find agreement with (1.2).2 Thus, we show how to apply the quantum HRT formula to
pure JT gravity.
Secondly, we give a Lorentzian interpretation of the Euclidean path integral calculation
of the Renyi entropies. We will see that topological obstructions prevent us from using
1Because JT gravity is self-consistent at all energy scales, we must be especially careful not to apply it
outside of its domain of validity. We will interpret JT gravity as an effective theory, not as a full theory
of quantum gravity.
2The entropy we compute also contains a universal, infinite additive constant. However, a counterterm
in the Euclidean path integral can shift (1.2) by an additive constant. We are not interested in any additive
constants that can be absorbed into the definition of the extremal entropy.
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a local boundary condition to define an isometric cutting map for the gravity Hilbert
space. Thus, we need to modify the usual trace formula for the Renyi partition functions
(Z[n] = Tr ρn). For the Hartle-Hawking state, the modified trace formula is
Z[n] = Tr De−nβH , (1.4)
where D is an operator that does not depend on β.3 We show in Section 5 that D is Her-
mitian and that it commutes with the Hamiltonian. This modification will lead to a more
precise characterization of the area term, as the expectation value of a universal operator
acting in a factorized Hilbert space of the effective theory. The entanglement entropy
of degrees of freedom in the factorized effective theory is Sbulk, while the extra insertion
of the operator D results from degrees of freedom in the full UV theory whose universal
effect in the long distance theory is to implement the correct topological restrictions.
In the next section, we explain the overall logic of this paper. We briefly summarize the
next section as follows. To compute entanglement entropy in JT gravity, we first define a
factorized JT gravity Hilbert space, HL⊗HR, by using a local boundary condition placed
on a codimension-1 “brick wall” boundary. The boundary condition we use is easy to
state in the BF formulation of the theory. As we will explain, it is not possible to use a
local boundary condition to define an isometric cutting map (as in Figure 1). However,
we argue that there is only one physically reasonable choice of factorization map from the
unfactorized JT gravity Hilbert space H into HL⊗HR, which we call J : H → HL⊗HR.
By studying the Euclidean path integral, we argue that J must take the form J = √DI,
where I : H → HL ⊗ HR is a cutting map, and D is a simple Hermitian operator that
acts on the factorized Hilbert space. The map I is not isometric, while J is:
J †J = I†DI = 1. (1.5)
In the BF formulation of the Euclidean JT theory, a smooth metric corresponds to a
flat gauge connection with a defect [36]. The operator D is the defect operator in the
Lorentzian theory. This explains why we insert D only once into the modified trace
formula (1.4) for the nth Renyi partition function. Using the modified trace formula,
we find that the defect operator makes a contribution to the entanglement entropy that
precisely matches the quantum area term in the HRT formula.
The remainder of this paper is summarized as follows. In Section 3, we review JT
gravity and establish our conventions. In particular, we show how JT gravity may be
naturally described as two copies of the Lorentzian Schwarzian theory subject to certain
constraints. In Section 4, we quantize the Schwarzian theory in Lorentz signature. In
Section 5, we describe how we isometrically map the Hilbert space of JT gravity to the
tensor product Hilbert space of two Schwarzian theories (that is, we define J ). In Section
3This formula corresponds to (5.62) in Section 5.
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6, we show how the Euclidean Schwarzian theory (described by a particle propagating near
the AdS boundary) follows from imposing a local boundary condition on a brick wall in
the Euclidean gravity path integral. In Section 7, we show how the Euclidean Schwarzian
path integral can be used to compute the image of the Hartle-Hawking state under the
factorization map described in Section 5. In Section 8, we compute the entanglement
entropy of arbitrary states by summing the quantum-corrected area term and the bulk
entropy term in the HRT formula. We also compute the Renyi partition functions from
the modified trace formula with the defect operator. We explicitly check that the defect
operator makes a universal contribution to the entanglement entropy that agrees with the
expectation value of the area operator.
2 Main Results
The purpose of this section is to fully explain the logic and motivations underlying our
calculations. In particular, we comment on how we factorize the Hilbert space and how
we interpret the Euclidean path integral.
2.1 Factorizing the Hilbert space of JT gravity
In this subsection, we elaborate on the process of factorizing a Hilbert space in either
quantum field theory or quantum gravity. Then, we describe our procedure for factorizing
the JT gravity Hilbert space. We emphasize that there is a difference between using a
local boundary condition to define a factorized Hilbert space and using a local boundary
condition to define a map from the original Hilbert space to the factorized Hilbert space.
In this paper, we use a local boundary condition to define a factorized Hilbert space for
JT gravity, but the factorization map we use cannot be produced by a local boundary
condition in the path integral.
The entanglement entropy of a state is defined as the von Neumann entropy of the
reduced density matrix ρ:
S = −Tr ρ log ρ. (2.6)
In particular, we use (2.6) to compute Sbulk in (1.1). The main obstacle to determining
ρ is the fact that the Hilbert space of the theory in question is usually not factorized,
as was shown in [21] for JT gravity. We must map the Hilbert space into a factorized
Hilbert space with a linear and isometric factorization map. The fundamental problem
is that different choices of the factorization map will produce different results for (2.6).
For instance, we can map an energy eigenstate |E〉 into an entangled state in a factorized
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Hilbert space as follows:4
U : |E〉 →
d(E)∑
m=1
1√
d(E)
|Em〉 ⊗ |Em〉 , (2.7)
where we are free to specify the degeneracy function d(E). Since one can achieve virtually
any result for (2.6) with an appropriate choice of factorization map, it is important to
identify the general principles that select one choice of factorization map over another.
Otherwise, we cannot compute entanglement entropy in a meaningful way.
A sensible requirement for the factorization map U is that it preserves locality. A
relatively weak notion of locality can be formulated algebraically. Namely, that the algebra
of local operators on the left (respectively right) of the entangling surface should act only
on the left (resp. right) tensor factor under the action of the cutting map. However, in
pure JT gravity, this is always obeyed by (2.7) because the left and right algebras in pure
JT gravity are simply generated by the left and right Hamiltonia (which moreover are
equal by the Gauss law). Other operators in JT gravity, such as the length of the spatial
geodesic at given boundary times, involve both boundaries and thus are in neither the
left nor right algebra.
A much stronger notion of locality would be implemented by requiring that the map
U is obtained from the path integral by splitting the spacetime with a local boundary
condition [22]. We call such a factorization map a “cutting map.” We illustrate the
process of using a boundary condition to define a cutting map in Figure 1. In quantum
field theory, such a boundary condition could include local background terms involving
the intrinsic metric and the extrinsic curvature [23]. However, in gravity, the metric is
dynamical, so there are no such non-dynamical background terms.
The aforementioned algebraic locality condition is insufficient even in quantum field
theory [23]. For example, in pure Chern-Simons theory on S2, the algebra of local op-
erators is empty, and one can obtain any result for the entanglement between the two
hemispheres by splitting the unique state analogously to one term in (2.7). However,
requiring that the factorization map results from a local boundary condition in the path
integral leads uniquely to the usual non-trivial result [41]. It will turn out that this path
integral procedure will have to be modified in gravity, in a way that will give a new
interpretation of the quantum HRT formula.
Before we explain the factorization map that we use in pure JT gravity, we first briefly
comment on pure 2D BF theory. In BF theory, one may define a cutting map by requiring
that the boundary component of the gauge field vanishes at the brick wall boundary. The
states in the factorized Hilbert space need not satisfy the Gauss law constraint at the
4For simplicity, we have written this equation pretending that |E〉 is normalized to unity. In JT gravity,
the energy eigenstates |E〉 are only delta-function normalizable. Also, the image of the factorization map
given here is a proper subspace of a factorized Hilbert space.
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Figure 1: We illustrate how to use a local boundary condition to define a cutting map
from an unfactorized Hilbert space to a factorized Hilbert space. Given a state in the
unfactorized Hilbert space, we can evolve for a small time δ with the Euclidean path
integral with an additional boundary inserted, shown in blue. The boundary condition
at the blue boundary defines each of the Hilbert space factors. It also defines the cutting
map. The boundary conditions on the dashed red boundaries correspond to defining
states in the Hilbert space. In quantum field theory, we additionally need to specify the
size and shape of the blue boundary. In quantum gravity, the geometry is dynamical,
so it is enough to only specify the boundary condition. The time parameter δ should be
taken to zero. We leave δ implicit in the remainder of this paper. The blue boundary is
often referred to as a brick wall.
entangling surface. We will sometimes refer to the the image of the original Hilbert space
in the factorized Hilbert space as the physical or gauge invariant states. Those do obey
the Gauss law constraint. Of course, in the factorized system with a brick wall boundary,
there is nothing unphysical or non-gauge invariant about the rest of the states. While
the presence of extra states may seem unsettling, we emphasize that the structure of the
factorized Hilbert space naturally arises from a simple local boundary condition on the
gauge field.
To factorize the Hilbert space of JT gravity, we can apply our knowledge of factorizing
the Hilbert space of BF theory. In Section 6, we rewrite the action of pure Euclidean JT
gravity in BF variables (which is equivalent to the first-order formalism) and consider the
path integral of the theory quantized on a spatial interval times Euclidean time. On one
boundary, we place the usual asymptotically nearly-AdS2 boundary condition associated
with JT theory. On the other boundary, we impose that the boundary component of the
frame fields and spin connection vanishes:
ea|boundary = ω|boundary = 0, a ∈ {1, 2}. (2.8)
Given these boundary conditions, we show in Section 6 that the path integral is for-
mally equivalent to that of the Euclidean Schwarzian theory,5 whose dynamical degrees
of freedom are described by a particle propagating near the boundary of the Euclidean
hyperbolic disk [40, 47]. We find the boundary particle formalism of JT gravity to be
convenient for our purposes, especially because it naturally follows from placing (2.8) on
an inner boundary.
5Whenever we use the term “Schwarzian theory” we are referring to the Lorentzian Schwarzian theory
of Section 4, which is not to be confused with the Euclidean Schwarzian theory of Section 7.
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We are free to impose (2.8) on the brick wall boundary to define a cutting map. For
now, we will only be interested in the structure of the factorized Hilbert space and not
the map itself. The previous paragraph implies that each factor of the factorized Hilbert
space is given by the Hilbert space of the Euclidean Schwarzian theory. There is a subtlety,
however. We have to take into account the fact that the Euclidean and Lorentzian gravity
theories are defined with different contours for the fields. In particular, as we show in
Section 7, the Hamiltonian of the Euclidean Schwarzian theory is not Hermitian, while
the Hamiltonian of the Lorentzian Schwarzian theory is Hermitian. We are ultimately
interested in Lorentzian JT gravity, but we require the Euclidean path integral to define
a cutting map as in Figure 1. Because we choose to formulate JT gravity as a theory of
boundary particles (which is a consequence of our desire to specify the brick wall boundary
condition in the first-order formalism), we find that wavefunctions prepared using the
Euclidean Schwarzian path integral must be analytically continued in an appropriate way
before they can be interpreted as wavefunctions of the Lorentzian theory. This is due to the
fact that the target space of the boundary particle is the hyperbolic disk in the Euclidean
Schwarzian theory and global AdS2 in the Lorentzian Schwarzian theory. We work out
the appropriate analytic continuation explicitly for the Hartle-Hawking wavefunction in
JT gravity in Section 7. The upshot is that the factorized Hilbert space of the Lorentzian
JT theory that we use in this paper is given by two copies of the Lorentzian Schwarzian
theory, each of which describes a particle propagating near a boundary of global AdS2.
While this method of defining a factorized Hilbert space arises from a local boundary
condition as desired, we note that the factorization map we ultimately use is not the
cutting map defined by (2.8). However, it is related to the cutting map in a simple way.
In fact, there is only one physically sensible choice of the factorization map from
the unfactorized Hilbert space of Lorentzian JT gravity to the factorized Hilbert space
described just above. We elaborate on this factorization map in Section 5. For now,
we mention that just as in BF theory, the physical states in the factorized JT gravity
Hilbert space must satisfy certain constraints, which we describe in Section 3. The linear
factorization map that we use simply maps an energy eigenstate of JT gravity with energy
E to the unique energy eigenstate of the factorized Hilbert space that obeys the constraints
and has energy E. Our factorization map is manifestly an isometry.
After factorizing the Hilbert space of JT gravity, the thermofield double state becomes
well-defined. Interestingly, our factorization map does not map the Hartle-Hawking state
to the thermofield double state of two copies of the Schwarzian theory. The reduced
density matrix of the Hartle-Hawking state is not proportional to e−βH . Rather, it is
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given by6
ρβ =
De−βH
Tr De−βH
, (2.9)
where D is a defect operator that does not depend on β.7 This fact reflects a fundamen-
tal tension between defining a factorization map that is both local (in the strong sense
described earlier) and isometric. As explained above, we use a local boundary condition
to define the factorized Hilbert space, but we do not use a local boundary condition to
define the factorization map itself. Rather, we choose our factorization map to be an
isometry onto the physical subspace of the factorized Hilbert space. In BF theory, one
can define both a factorized Hilbert space and an isometric factorization map with a local
boundary condition. In the next subsection, we explain why this is not the case in gravity
by examining the Euclidean gravitational path integral. We conclude that in Lorentzian
JT gravity, we must introduce an insertion of D into the computation of the disk par-
tition function. This leads to our prescription for computing entanglement entropies in
JT gravity for all pure states. We expect that it is possible to generalize our approach to
other theories of gravity.
2.2 A Lorentzian interpretation of the Euclidean gravity path
integral
In non-gravitational theories, the Renyi partition function Z[n] is computed on the n-
fold cover of the original background, branched over the codimension-2 boundary of the
subregion in question. This is a singular manifold with a 2pin conical excess angle, and
thus the associated partition function of a continuum quantum field theory is divergent.
Moreover, it is sensitive to short distance physics near the entangling surface.
In contrast, the Euclidean gravity path integral instructs us to compute the Renyi par-
tition function by integrating over metrics that are smooth (more precisely, the Einstein-
Hilbert action dynamically suppresses metrics with conical singularities). The result is
that the Renyi partition function can be evaluated in perturbation theory around a grav-
ity saddle which is completely smooth in the interior. In generic situations without time
reflection symmetry, this will be a complex saddle of the Euclidean path integral [42].
The result is finite and insensitive to short distance physics.
An important point is that the relation between the Euclidean path integral and
6As shown in Section 4, the Schwarzian theory contains states of arbitrarily negative energy. In this
paper, we restrict ourselves to the positive energy states for reasons given in Section 5. Thus, the trace
of ρβ is well-defined. We could define D to annihilate the orthogonal complement of the positive energy
subspace of the Hilbert space of the Lorentzian Schwarzian theory.
7The operator D is an operator in the Lorentzian Schwarzian theory. Note that in Section 7 we will
define an operator DE in the Euclidean Scwharzian theory, which also admits a Hilbert space description.
While D and DE have similar interpretations, they are mathematically distinct. We define D in (5.61)
and we define DE in (7.88).
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Figure 2: We illustrate the brick wall method of computing entanglement entropy in
quantum field theory. In a), we show how a brick wall can be used to factorize an
arbitrary state, prepared with the Euclidean path integral with the possible insertion of
some local operators. The condition that the factorization map is an isometry in the limit
 → 0 is visualized in b). In c), we show how the brick wall may be used to construct
the (unnormalized) reduced density matrix of a state. The Renyi partition functions are
then given by Tr ρn. On the dashed lines, we fix the values of the fields that appear in
the path integral. The brick wall is colored blue.
Hilbert space formulations of gravity is very subtle. In particular, the Euclidean path
integrals associated to the Renyi partition functions do not have any obvious interpretation
as a trace over a Hilbert space, precisely because the Euclidean time replica circle shrinks
in the interior. This is closely connected with the fact that the Hilbert space obtained
by quantizing gravity in connected spacetimes with two asymptotic boundaries does not
factorize, as was shown in [21] for JT gravity.
Recall that even in quantum field theory, the Hilbert space does not factorize into
pieces associated to spatial subregions. This is due to the fact that all states in the full
Hilbert space have entanglement between degrees of freedom that are arbitrarily close
to the entangling surface. This is the Lorentzian realization of the fact that the Renyi
entropies are ill-defined partition functions on manifolds with conical singularities.
The Renyi partition function can be regularized by excising the conical singularity
with a codimension-1 boundary.8 This is directly related to a factorization map of the
Hilbert space, I : H → HL ⊗ HR. See Figure 2. The parameter  specifies the size of
the excised region. Each tensor factor is defined as the Hilbert space of the quantum field
theory in the region with a boundary condition, placed at a distance  from the original
entangling surface. The resulting regularization of the entanglement entropy is called a
brick wall regulator.
The limit of removing the regulator, → 0, is divergent, and the quantities of interest
in quantum field theory are derivatives with respect to various parameters, for example
8Sometimes Renyi entropies have been regularized by smoothening the replica manifold. However this
does not lead to a Hilbert space interpretation.
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the location of the entangling surface, which may remain finite. In general it is a very
nontrivial question whether the result depends on the choice of boundary condition.
In some respects then, the gravitational case is simpler, because the microscopic entan-
glement entropy itself is finite. Ideally one would like to find a local boundary condition
in gravity that defines an isometric cutting map I : H → HL ⊗ HR via the Euclidean
path integral. If this were possible, then the Renyi entropies computed with respect to
the factorization defined by I would equal the Renyi entropies computed from the replica
trick using Euclidean path integral. The resulting entanglement entropy would match the
full holographic answer.
However, in gravity, defining an isometric cutting map with a local boundary condition
on a brick wall is impossible for a very general reason. The essential point is that in the
gravitational path integral with boundary, there is no way to impose that the extension
of the metric into the excised region is smooth, (that is, that the conical angle is 2pi)
because this condition is non-local in replica time. Equivalently, one needs to reproduce
terms in the bulk action that involve integrals of the Ricci scalar over the excised region
(as these are what suppress conical singularities there). In 2d gravity, the Gauss-Bonnet
theorem relates this to an integral of the extrinsic curvature 1
2pi
∫ √
γκ − 1. Because of
the 1 which measures the Euler character of the disk, this cannot be written as a local
integral on the boundary. The problem is topological in nature and its analog appears in
gravity in any dimension.
Similarly, the Euclidean Schwarzian description of JT gravity [27] includes the con-
straint that the field that appears in the path integral is globally a diffeomorphism of the
circle. That is, it has winding 1. This is again a non-local condition.
Furthermore, in the first order formulation of gravity, the same issue presents itself
as a topological restriction on the spin connection that cannot be imposed by a local
boundary condition.
Therefore there is no local boundary condition in gravity for which the cutting map
defined by the path integral is an isometry. Instead the Lorentzian interpretation of the
geometric entropy is slightly different.
Recall from the previous subsection that the Euclidean JT path integral with (2.8)
imposed on a brick wall is equivalent to the Euclidean Schwarzian theory [27], which we
discuss in Section 7. To compute the disk path integral, one must compactify Euclidean
time: τ ∼ τ + β. The action contains a single field, φ(τ), which is required to satisfy the
nonlocal condition that φ(τ +β) = φ(τ) + 2pi. In Section 7, we explain how the disk path
integral can be given a Hilbert space interpretation. First, we integrate in new fields and
write the action in a canonical form. The field φ(τ) becomes a noncompact scalar. The
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Euclidean disk path integral can be computed, up to normalization,9 as
ZDisk ∝ Tr DE e−βH , (2.10)
where
DE = e
−2pii piφ , (2.11)
and piφ is canonically conjugate to φ. The role of DE is to enforce the winding constraint.
Usually, to compute the partition function of a compact scalar in quantum mechanics, we
must sum over all winding sectors. If we are only interested in the sector with winding
number 1, we can decompactify the scalar and use (2.10) and (2.11) to isolate the desired
winding sector.
The field φ represents an angular coordinate on the hyperbolic disk. The winding
number constraint is simply the condition that φ has periodicity 2pi, or that there is no
conical singularity in the hyperbolic disk. Thus, while it is not possible to use a local
boundary condition to ensure that the conical angle around the brick wall in the disk
path integral is 2pi, this condition can easily be enforced by imposing (2.8) on the brick
wall and inserting the operator DE into the path integral.
Equation (2.10) provides a Hilbert space interpretation of the disk path integral in
the Euclidean Schwarzian theory. However, we want a Hilbert space interpretation in the
Lorentzian theory. The key feature of the Euclidean computation above is that we can
use (2.8) to define a cutting map, and the reduced density matrix of the Hartle-Hawking
state that is produced by this cutting map is e−βH . However, the norm of the Hartle-
Hawking state is given by Tr DEe
−βH instead of Tr e−βH . Furthermore, the nth Renyi
partition function is given by Tr DEe
−βnH instead of Tr e−βnH . The usual formula for the
Renyi partition function is modified by inserting an extra universal operator that fixes
the conical angle around the brick wall to be 2pi.
The lesson we learn from the Euclidean Schwarzian path integral is that the formula in
the Lorentzian theory for the nth Renyi partition function for any state should be given
by Z[n] = Tr Dρ˜n, where ρ˜ is a density matrix produced by a cutting map.10 We will
show in Section 5 that D is Hermitian and that it commutes with the Hamiltonian and
with the reduced density matrix ρ˜ for any state of the original unfactorized Hilbert space.
Let I : H → HL ⊗ HR denote the cutting map defined with (2.8) on the brick wall.11
The Hilbert space of the unfactorized Lorentzian JT theory is given by H, while HL⊗HR
corresponds to two copies of the Lorentzian Schwarzian theory. If ρ˜ is the reduced density
9The normalization is off by a factor of infinity. This infinity can be thought of as the extremal
entropy. We are not interested in such contributions.
10The matrix ρ˜ may not be normalized because the cutting map is not an isometry. We define ρ˜ in
(2.12).
11Because the Euclidean and Lorentzian theories have different contours as mentioned earlier, com-
puting I directly from the Euclidean path integral is subtle. We describe below how we can explicitly
determine I.
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matrix of the state |Ψ〉 ∈ H produced by I, then ρ˜ must satisfy
ρ˜ = TrHL I |Ψ〉 〈Ψ| I†. (2.12)
While I is not an isometry, our Euclidean calculations imply that there exists an operator
D that acts on HR only such that
〈Ψ|Ψ〉 = TrHRDρ˜. (2.13)
If we define the factorization map J : H → HL ⊗HR to satisfy12
J =
√
DI, (2.14)
then J is an isometry.
We mentioned earlier that given HL ⊗HR in JT theory, there is only one physically
sensible isometric factorization map into this factorized Hilbert space. This factorization
map, which we describe in detail in Section 5, is the only possible candidate for J . With
the explicit formula for J in hand, we can determine explicit formulas for I and D.
To do this, we use the principle that the reduced density matrix produced by I for the
Hartle-Hawking state must be proportional to e−βH , or the thermal density matrix of the
Lorentzian Schwarzian theory. This must be the case because I is a cutting map defined
with a local, covariant, boundary condition on the brick wall. Thus, to determine D,
we compute the reduced density matrix of the Hartle-Hawking state using J , and we
compare the result with e−βH . The formula for D is given in (5.61). The formula for I
then follows from the formulas for J and D. In what follows, we only need the formulas
for J and D.
To check the statement that J results from composing a simple, universal, operator
and a cutting map produced by the Euclidean path integral, we explicitly show in Section
7 how we use the Euclidean Schwarzian path integral with an insertion of
√
DE = e
−ipi piφ to
compute the image of the Hartle-Hawking state under J . Upon analytically continuing
the expression for the path integral in the appropriate way, we obtain the factorized
Hartle-Hawking wavefunction in HL⊗HR. In Appendix B, we also compute the reduced
density matrix of the Hartle-Hawking wavefunction from the Euclidean Schwarzian path
integral with an insertion of DE. In this case, the analytic continuation is more subtle,
but the results are consistent with equation (5.55), which is a formula for the reduced
density matrix of an arbitrary state in the image of J .
With explicit formulas for J and D in hand, we can compute the Renyi partition
12The square root of an operator is not uniquely defined. However, only the precise definition of D will
matter for us.
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functions for any state. The nth Renyi partition function is given by
Z[n] = Tr Dρ˜n = Tr D1−nρn, (2.15)
where
ρ ≡ Dρ˜. (2.16)
The reduced density matrix ρ is produced by the factorization map J and it satisfies
Tr ρ = 1 because J is an isometry. Starting from (2.15), we can compute the entanglement
entropy as follows:
−∂n
(
Z[n]
Z[1]n
)∣∣∣∣
n=1
= Tr [(logD)ρ]− Tr ρ log ρ. (2.17)
In Section 8, we explicitly check that the first term on the right hand side of (2.17) exactly
matches the expectation value of the area operator in (1.1). That is, in JT gravity, we
can define two separate notions of the area term in the quantum HRT formula. The first
definition is simply the first term on the right hand side of (2.17). The second definition
is the expectation value of the area operator in JT gravity, which can be unambiguously
computed in the unfactorized Hilbert space. It is nontrivial to check that these two
definitions are equivalent in JT gravity. We expect that our logic involving the defect
operator can be generalized to higher dimensions, where it is not as obvious how to
precisely define the area operator.
The defect operator is exactly what would be produced in the long distance effective
theory by performing the trace over the microscopic degrees of freedom in the black hole
microstates, starting with the exact factorization of the full theory. The universality of this
result in the long distance theory is the fact that this merely implements the appropriate
rotation in the Euclidean path integral, given by DE.
3 JT gravity
In this section we briefly review basic aspects of JT gravity. For more detail, see [21].
We quantize Lorentzian JT gravity on the spatial interval. Using the notation of [21], the
action is given by
SJT = Φ0
(∫
M
d2x
√−gR + 2
∫
∂M
√
|γ|K
)
+
∫
M
d2x
√−gΦ(R+2)+2
∫
∂M
dt
√
|γ|Φ(K−1),
(3.18)
where we have set 16piGN = 1. On both boundaries, we impose the boundary conditions
γtt = − 1
2
, Φ =
φb

, (3.19)
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and we work in the limit → 0.
The classical solutions describe two-sided black holes. The phase space is parameter-
ized by the horizon value of the dilaton Φh, which is restricted to be positive, and the
relative time shift between the two boundaries. The first term in (3.18) is purely topolog-
ical and determines the extremal entropy of the black hole solutions. The semiclassical
entropy of the black hole is given by
S = 4pi(Φ0 + Φh). (3.20)
The black hole energy measured from the left boundary equals the energy measured from
the right boundary, and the total Hamiltonian is given by
Htot = HL +HR =
2Φ2h
φb
. (3.21)
To quantize the theory, it is convenient to integrate out Φ in the bulk so that the off-
shell path integral amounts to integrating over metrics with constant negative curvature
that satisfy (3.19) on the boundaries. We parameterize each off-shell geometry as a cutout
of global AdS2, with metric
ds2 =
−dT 2 + dσ2
sin2 σ
, σ ∈ (0, pi). (3.22)
Let σ = 0 correspond to the right boundary of global AdS2 and σ = pi correspond to the
left boundary. The right cutout boundary is defined by the trajectory (TR(t), σR(t)), where
TR(t) can be regarded as a reparameterization of the boundary time t. The boundary
conditions (3.19) imply that
sinσR = T˙R +O(3). (3.23)
Likewise, the location of the left boundary is determined by TL(t). In the limit  → 0,
(3.18) becomes
SJT = φb
∫
dt
−T˙ 2R +
(
T¨R
T˙R
)2+ φb ∫ dt
−T˙ 2L +
(
T¨L
T˙L
)2 , (3.24)
where we have ignored the topological term and additional unimportant total derivative
terms. The JT theory with two boundaries simplifies to two copies of the Schwarzian
theory. Each Schwarzian theory has a global S˜L(2,R) symmetry13 that corresponds to
applying an isometry of AdS2 to the reparameterization field. We must gauge the subgroup
of S˜L(2,R) × S˜L(2,R) transformations that corresponds to applying the same isometry
13By S˜L(2,R) we mean the universal cover of SL(2,R).
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to both TR and TL, since these transformations do not change the cutout geometry.
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Furthermore, note that a Cauchy surface at time t ends on the left boundary at time
TL(t) and on the right boundary at time TR(t). Because Cauchy surfaces are spacelike,
physical wavefunctions can only have support for |TL − TR| < pi. These constraints also
appeared in [47].
To summarize, the physical states of JT gravity can be described as states of two copies
of the Schwarzian theory, subject to a gauged S˜L(2,R) symmetry and the constraint that
the wavefunction vanishes for |TL−TR| > pi. In the next section, we discuss the Schwarzian
theory in more detail.
4 Schwarzian theory
In this section, we quantize the Schwarzian theory. As described above, the action of the
Schwarzian theory is
S = φb
∫
dt
−T˙ 2 +( T¨
T˙
)2 . (4.25)
Because T (t) is a reparameterization field, its derivative T˙ (t) is constrained to be positive.
We rewrite the action by integrating in three new fields:
S =
∫
dt
[
pT T˙ + pχχ˙− 1
2φb
(
p2χ
2
+ pT e
χ +
e2χ
2
)]
. (4.26)
The path integral is defined with a flat measure for all of the fields:∫
DT DχDpT Dpχ eiS. (4.27)
Upon integrating out pT , χ, and pχ, we recover (4.25) with a reparameterization-invariant
measure for T . The quantization of (4.26) is straightforward because we have written the
action in a canonical form. For the remainder of this section, we let T , pT , χ, and pχ
denote the quantum operators that obey the usual canonical commutation relations. The
Hamiltonian obeys15
2φbH =
p2χ
2
+ pT e
χ +
e2χ
2
. (4.28)
14In our conventions, this is not the diagonal S˜L(2,R) subgroup. We provide more details in Section
5.
15This Hamiltonian should be thought of as either HL or HR in (3.21).
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The three S˜L(2,R) generators are
J1 = pT , (4.29)
J2 = (cosT ) pT − (sinT ) pχ + eχ cosT + i sinT
2
, (4.30)
J3 = (sinT ) pT + (cosT ) pχ + e
χ sinT − i cosT
2
, (4.31)
which satisfy the following commutation relation:
[Ja, Jb] = i
c
ab Jc, (4.32)
where abc is the completely antisymmetric tensor satisfying 123 = 1, and indices are
raised and lowered with ηab = diag(−1, 1, 1). The infinitesimal S˜L(2,R) transformations
of T and χ are
i[J1, T ] = 1, i[J2, T ] = cosT, i[J3, T ] = sinT,
i[J1, χ] = 0, i[J2, χ] = − sinT, i[J3, χ] = cosT.
(4.33)
The quadratic Casimir of the algebra is related to the Hamiltonian as follows:
1
2
(
ηabJaJb − 1
4
)
=
p2χ
2
+ pT e
χ +
1
2
e2χ = 2φbH. (4.34)
The central element of S˜L(2,R) is e2pii pT . Representations of S˜L(2,R) are labeled by the
eigenvalues of the Casimir and the central element [43].
We choose to work in a basis that diagonalizes H and pT . For a fixed eigenvalue of pT ,
Schrodinger’s equation for χ is equivalent to the quantum mechanics of a particle moving
in the Morse potential [44]. For fixed pT > 0, the Hamiltonian in (4.28) has a positive
spectrum, corresponding to scattering states. For fixed pT < 0, the potential develops
a well, allowing for negative energy bound states. Because this well becomes arbitrarily
deep for sufficiently negative values of pT , the Hamiltonian in (4.28) is unbounded from
below.
We only consider the positive energy states, as the negative energy states are not
relevant for our later analysis. For s > 0 and m ∈ R, let |sm〉 denote a basis state that
satisfies
2φbH |sm〉 = s
2
2
|sm〉 , (4.35)
pT |sm〉 = m |sm〉 . (4.36)
Comparing (4.35) with (3.21), we see that s equals twice the horizon value of the dilaton.
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The wavefunction in the T, χ basis that corresponds to |sm〉 is
〈T χ|ms〉 = e
imT
√
2pi
√
s sinh 2pis√
2pi
|Γ(1
2
+m+ is)|e−χ2W−m,is(2eχ), (4.37)
where Wa,b(x) is the Whittaker W-function. The state |sm〉 is normalized so that
〈sm|s′m′〉 = δ(s− s′)δ(m−m′). (4.38)
In the T, χ basis, the projection operator onto a single positive-energy representation is
given by
Ps,µ(T2, χ2, T1, χ1) ≡
∑
m∈Z+µ
〈T2 χ2|sm〉 〈sm|T1 χ1〉 =
ie2piiµbT2−T12pi c
4pi
s sinh(2pis)
cosh(2pis) + cos(2piµ)
csc
( |T2 − T1|
2
)
ei(e
χ1+eχ2 ) cot(T2−T12 )
×
(
e−pis+2ipiµH(1)2is
[
2e
χ1+χ2
2 csc
( |T2 − T1|
2
)]
− episH(2)2is
[
2e
χ1+χ2
2 csc
( |T2 − T1|
2
)])
,
(4.39)
where µ ∈ [0, 1) determines the eigenvalue of the central element. We explain how we
derived this expression in Appendix A. The factor of e2piiµbT2−T12pi c ensures that
Ps,µ(T2 + 2pin, χ2, T1, χ1) = e
2piiµnPs,µ(T2, χ2, T1, χ2), n ∈ Z. (4.40)
Finally, we note that when T2 = T1, the projector becomes
Ps,µ(T1, χ2, T1, χ1) =
e−χ1
2pi
s sinh 2pis
cosh(2pis) + cos(2piµ)
δ(χ1 − χ2). (4.41)
The trace of the projector is proportional to infinity. This infinity is the origin of the
infinite additive constant in the entanglement entropies that we compute. For now, we
define the infinite constant V so that∫ ∞
−∞
dT
∫ ∞
−∞
dχPs,µ(T, χ, T, χ) =
s sinh 2pis
cosh(2pis) + cos(2piµ)
V. (4.42)
It is important that V does not depend on either s or µ. As explained in Appendix A,
we should think of V as the volume of S˜L(2,R) .
5 Factorizing the Hilbert space
Defining entanglement entropy in quantum field theory is subtle because the Hilbert space
cannot be decomposed into factors that correspond to different spatial subregions. The
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Hilbert space of JT gravity is also not factorizable, as explained in [21]. A standard
approach to defining entanglement entropy is to isometrically embed the physical Hilbert
space into a larger, factorized Hilbert space that contains unphysical states. For instance,
to compute the entanglement entropy of an interval in 2D Yang-Mills, one can map the
Hilbert space to a larger space that includes states that are not gauge-invariant at the
endpoints of the interval [45]. As explained at the end of Section 3, the Hilbert space of JT
gravity consists of two copies of the Hilbert space of the Schwarzian theory subject to the
constraints that physical states are invariant under a gauged S˜L(2,R) global symmetry
and that Cauchy surfaces are spacelike. To isometrically map this Hilbert space to a
factorized Hilbert space, we simply remove these constraints. This factorization map
follows naturally from describing JT gravity as a system of two particles propagating
near the two boundaries of AdS2. In turn, the boundary particle description follows
naturally from a local boundary condition placed on a brick wall in the Euclidean path
integral, as we explain in Section 6. We further explain in Section 7 how we construct
this factorization map using the Euclidean path integral as in Figure 1, with the extra
insertion of a “half-defect.” In this section, we describe the details of our factorization
map (which we denote by J throughout this paper) and compute the reduced density
matrix of an arbitrary state in JT gravity. Then, we compute the reduced density matrix
of the Hartle-Hawking state and observe that it does not take the form of a thermal
density matrix. Rather, it is given by a thermal density matrix times a defect operator
that does not depend on the temperature.
As reviewed in [26], the isometries of AdS2 consist of global time translations, spatial
translations, and boosts. The associated Killing vector fields are
B = − cosT cosσ∂T + sinT sinσ∂σ, (5.43)
P = sinT cosσ∂T + cosT sinσ∂σ, (5.44)
E = ∂T . (5.45)
Using (3.23) and a corresponding relation for TL, we find that TR and TL transform under
B, P , and E as follows:
δBTR = − cosTR, δPTR = sinTR, δETR = 1,
δBTL = cosTL, δPTL = − sinTL, δETL = 1.
(5.46)
Let JLa and J
R
a correspond to the generators given in (4.29) for the left and right Schwarzian
theories, respectively. Let Ψ(TL, χL, TR, χR) be any state in the Hilbert space of the two
Schwarzian theories. Using (4.33) and (5.46), we find that if Ψ is to be invariant under
the isometries of global AdS2, Ψ must satisfy
(JL1 + J
R
1 )Ψ = 0, (J
L
2 − JR2 )Ψ = 0, (JL3 − JR3 )Ψ = 0. (5.47)
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In addition to imposing (5.47), we also impose the condition that Ψ vanish for |TL−TR| >
pi, which ensures that the left and right cutout boundaries are always spacelike separated.
These conditions fix Ψ completely up to a single function of the renormalized geodesic
distance [21] between the two boundaries:
Ψ(TL, χL, TR, χR) =
 e−
1
2
(χL+χR)ei(e
χR−eχL ) tan(TL−TR
2
)F
(
eχR+χL
cos2
(
TR−TL
2
)
)
, |TL − TR| < pi,
0, |TL − TR| ≥ pi.
(5.48)
To complete our definition of the factorization map, we must find gauge-invariant
solutions to Schrodinger’s equation. Let Ψs denote a wavefunction that satisfies (5.48)
for F = Fs. If we impose that the energy measured from the left is HL =
s2
4φb
for s > 0,
then Schrodinger’s equation becomes
2φbHL |Ψs〉 = s
2
2
|Ψs〉 = 1
2
(
ηabJLa J
L
b −
1
4
)
|Ψs〉 . (5.49)
This implies that Fs(u) is a linear combination of
√
uK2is(2
√
u) and
√
u I2is(2
√
u). In or-
der for Ψs(TL, χL, TR, χR) to vanish as |TL−TR| approaches pi, Fs(u) must be proportional
to
√
uK2is(2
√
u). Note that gauge invariance implies that the energy of Ψs measured from
the right is the same as the energy measured from the left, because as shown in (4.28),
the energy is determined by the Casimir. Also, there are no gauge-invariant wavefunc-
tions that are energy eigenstates with negative energy. The constraint (JL1 + J
R
1 )Ψ = 0
is incompatible with the fact that the Hamiltonian in (4.28) only has negative energy
eigenstates in the pT < 0 sector.
The factorization map is defined to map an energy eigenstate in JT gravity of total
energy Htot =
s2
2φb
to the unique gauge-invariant state of two copies of the Schwarzian
theory with the same total energy, which is
Ψs(TL, χL, TR, χR)
=

√
2s sinh(2pis)
2pi2
ei(e
χR−eχL ) tan(TL−TR2 )
cos
(
TR−TL
2
) K2is
(
2e
χL+χR
2
cos
(
TR−TL
2
)
)
, |TL − TR| < pi,
0, |TL − TR| > pi.
(5.50)
The normalization of (5.50) is chosen so that
〈Ψs′ |Ψs〉 = V δ(s− s′), (5.51)
where V was defined in (4.42).
Next, we present the reduced density matrix that one obtains after tracing over the
Hilbert space of the left Schwarzian theory. For any function f(s) that is square-integrable
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on R+, define
|Ψf〉 ≡
∫ ∞
0
ds f(s) |Ψs〉 , (5.52)
with |Ψs〉 given in (5.50). Without loss of generality, we assume throughout this paper
that the function f(s) always satisfies∫ ∞
0
ds |f(s)|2 = 1. (5.53)
We find that the reduced density matrix of |Ψf〉 is given by
ρf ≡ TrL |Ψf〉 〈Ψf |〈Ψf |Ψf〉 =
1
V
∫ ∞
0
ds |f(s)|2
∫ ∞
−∞
dm
cosh 2pis+ cos 2pim
s sinh 2pis
|sm〉 〈sm| . (5.54)
Using (4.39), we find that in the T, χ basis, ρf is given by
〈T2 χ2|ρf |T1 χ1〉 = 1
V
∫ ∞
0
ds |f(s)|2
(
iei(e
χ1+eχ2 ) cot(T2−T12 )
4pi
∣∣∣∣csc(T2 − T12
)∣∣∣∣
)
×

−episH(2)2is
(
2e
χ1+χ2
2 csc
(
T2−T1
2
))
, 0 < T2 − T1 < 2pi,
e−pisH(1)2is
(
2e
χ1+χ2
2
∣∣csc (T2−T1
2
)∣∣) , −2pi < T2 − T1 < 0,
0, |T2 − T1| > 2pi.
(5.55)
We derive these expressions in Appendix A.
The Hartle-Hawking state was computed exactly in various bases in [40] by performing
the Euclidean path integral of JT gravity on the semicircle. The image of the Hartle-
Hawking state under the factorization map is
|Ψβ〉 ≡
∫ ∞
0
ds
√
2s sinh 2pis e
−β s2
4φb |Ψs〉 , (5.56)
with |Ψs〉 given in (5.50). We choose the overall normalization of (5.56) to agree with our
calculation of the Hartle-Hawking wavefunction in Section 7, which uses the Euclidean
path integral. The explicit wavefunction, which follows from (5.50), is
〈TL χL TR χR|Ψβ〉
=

∫∞
0
ds s sinh(2pis)
pi2 cos
(
TR−TL
2
)e−β s24φb ei(eχR−eχL ) tan(TL−TR2 )K2is
(
2e
χL+χR
2
cos
(
TR−TL
2
)
)
, |TL − TR| < pi,
0, |TL − TR| > pi.
(5.57)
Note that |Ψβ〉 satisfies
e−uHL |Ψβ〉 = e−uHR |Ψβ〉 = |Ψβ+u〉 . (5.58)
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Furthermore, the norm 〈Ψβ
2
|Ψβ
2
〉 agrees (up to a β-independent, multiplicative infinite
constant) with the Euclidean disk path integral of JT gravity [27]. From (5.54), the
reduced density matrix is
ρβ ≡
TrL |Ψβ
2
〉 〈Ψβ
2
|
〈Ψβ
2
|Ψβ
2
〉 =
1
V Nβ
∫ ∞
0
ds
∫ ∞
−∞
dm 2(cosh 2pis+ cos 2pim) e
−β s2
4φb |sm〉 〈sm| ,
(5.59)
where
Nβ = V
−1 〈Ψβ
2
|Ψβ
2
〉 =
∫ ∞
0
ds 2s sinh 2pis e
−β s2
4φb . (5.60)
If we define the following operator,
D ≡ 2(cosh 4pi
√
φbH + cos 2pipT ), (5.61)
which acts on the Hilbert space of the Schwarzian theory, we find from (5.59) that the
Euclidean disk path integral of JT gravity, which is proportional to the norm of the
Hartle-Hawking state, satisfies
ZDisk(β) ∝ 〈Ψβ
2
|Ψβ
2
〉 = Tr De−βH , (5.62)
where the trace is over positive energy states of the Schwarzian theory. This is not the
usual formula for the partition function of a quantum mechanical system. We refer to D
as the defect operator.16 In the Lorentzian theory, the defect operator D is defined by
comparing TrL |Ψβ
2
〉 〈Ψβ
2
| with e−βH . Our rationale is that a factorization map defined
from a local boundary condition on a brick wall in the Euclidean path integral would
have mapped the Hartle-Hawking state to the thermofield double state. Thus, given
the factorization map, we can determine the defect operator D from the image of the
Hartle-Hawking state.
In Sections 6 and 7, we explain the role of the defect operator in the Euclidean theory.
In Section 8, we return to the Lorentzian theory where we use the defect operator to
compute the entanglement entropy of any state. We will show that the contribution of
the defect operator agrees with the expectation value of the area operator in the quantum
HRT formula.
16Another approach to quantizing JT gravity is given in [46], which makes use of a codimension-1 defect
in the bulk. It would be interesting to relate this defect to our defect operator. See also [47], where the
black hole partition function takes the form of (5.62).
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6 Gravitational path integral with brick wall bound-
ary
The notion of entanglement entropy requires a factorization of the Hilbert space. In
continuum quantum field theory, the full Hilbert space does not factorize according to
division between spatial regions, due to UV modes near the edge of the region. This is
reflected in the fact that the Renyi partition functions are on singular manifolds with
conical excess angles, and so are ill-defined. More physically, the result depends on short
distance physics near the conical singularity, and so is not a property of the long distance
effective theory. In some cases, the dependence of the entanglement entropy on various
parameters can be immune to such short distance physics, and it is that which is usually
discussed.
In contrast, in the exact holographic theories of quantum gravity, the entanglement
entropy, defined with respect to subregions of the boundary, is UV finite. The Euclidean
gravity computation of the Renyi partition functions is over smooth bulk geometries,
without any conical singularity (more precisely, the Einstein-Hilbert action suppresses
the contribution of singularity geometries dynamically). For this reason the result, to
leading approximation, is independent of the UV completion of the long distance gravity
effective theory.
However in the long distance effective theory of gravity, the Hilbert space does not
factorize. This is in some sense for the opposite reason as the case of continuum quan-
tum field theories. Namely, in gravity, there are no nontrivial diffeomorphism invariant
observables localized in a finite region, rather than too large an algebra of such operators.
To understand the Lorentzian meaning of the gravitational Renyi calculation, one must
define a cutting map from the gravitational Hilbert space to a factorized space.
To define a cutting map, we impose a local boundary condition on a brick wall as
shown in Figure 1. In this section, we show that after imposing the appropriate boundary
condition on the brick wall, the Euclidean path integral formally simplifies to the path
integral of [27]. We also point out that a local boundary condition cannot fix the conical
angle around the brick wall to be 2pi.
Because we are working with the Euclidean theory, our conventions are slightly differ-
ent from the rest of the paper. We will write the Euclidean action in first-order variables.
Define the three sl(2) generators Ta as follows:
T1 =
σ1
2
, T2 =
σ3
2
, T3 =
iσ2
2
, (6.63)
where σa refers to the Pauli matrices. We can package the frame one-forms e
1, e2 and the
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spin connection one-form ω into a gauge field as follows:
A = e1T1 + e
2T2 + ωT3. (6.64)
The dilaton is given by Φ. The first-order formalism requires two additional scalar fields,
λ1 and λ2. We can package them into the adjoint scalar field B as follows:
B = λ1T1 + λ
2T2 + ΦT3. (6.65)
We define the path integral on a spatial interval with coordinate x times Euclidean time
τ , which has period β. Setting 16piG = 1, the Euclidean action is given by
I = 4
∫
bulk
Tr BF + 2
∫
AdS
[
Φˆω − δabλa(eb − eˆb)
]
+ 2
∫
wall
[
Φω − δabλaeb
]
, (6.66)
where F = dA+ A ∧ A, δab = diag(1, 1), and eˆa and Φˆ represent fixed background fields.
The first term is the bulk action, the second term is the action for the asymptotic AdS
boundary, and the third term is a boundary term on the brick wall. On the AdS boundary,
we fix the metric and the dilaton:
eaτ = eˆ
a
τ , Φ = Φˆ, (6.67)
while on the brick wall, we impose
Aτ = 0. (6.68)
The boundary terms in (6.66) are chosen such that these constraints arise as classical
equations of motion.
To simplify the Euclidean path integral, we integrate Aτ in the bulk along an imaginary
contour so that it acts as a Lagrange multiplier enforcing the condition ∂xB = [B,Ax].
We also introduce a new group-valued field g ∈ S˜L(2,R) such that Ax = g−1∂xg. Next,
we define
h ≡ g−1wall gAdS, (6.69)
which represents a Wilson line of the flat connection A between the brick wall and the
AdS boundary. The Euclidean action then simplifies to
I = 2
∫ β
0
dτ
[
2Tr
[
B h−1∂τh
]− δabλaeˆbτ] , (6.70)
where B above is the value of the adjoint scalar on the AdS boundary. To define the
path integral measure, we use the Haar measure for h and a flat measure for B. We
24
parameterize h ∈ S˜L(2,R) using global AdS3 coordinates as follows:
h = eφT3eρT1evT3 , φ ∈ R, v ∈ R, ρ > 0, (6.71)
with the following identification:
(φ, v) ∼ (φ+ 2pi, v − 2pi). (6.72)
We integrate λ1 and λ2 along an imaginary contour to impose the constraints
(∂τρ, ∂τφ sinh ρ) · (cos v, sin v) = eˆ1τ
(∂τρ, ∂τφ sinh ρ) · (− sin v, cos v) = eˆ2τ .
(6.73)
These constraints imply that
(∂τρ)
2 + (sinh ρ ∂τφ)
2 = δabeˆ
a
τ eˆ
b
τ , (6.74)
meaning that the path integral simplifies to an integral over paths in a hyperbolic space
with metric
ds2 = dρ2 + sinh2 ρ dφ2, (6.75)
where the coordinate φ is noncompact. To obtain the Schwarzian theory, we set Φˆ and
eˆaτ as follows:
Φˆ =
φb

, eˆ1τ =
1

, eˆ2τ = 0. (6.76)
Solving the constraints in the limit → 0, we find that
(∂τφ) cosh ρ = 1 +
1
2
(
(∂τφ)
2 − (∂
2
τφ)
2
(∂τφ)2
)
2 +O(4). (6.77)
Using (6.77), the action (6.70) simplifies to
I = 2φb
∫ β
0
dτ
[
1
2
(
−(∂τφ)2 + (∂
2
τφ)
2
(∂τφ)2
)]
, (6.78)
where we have ignored total derivative terms and canceled a divergent 1
2
term with a
counterterm.
The purpose of these manipulations is to show that the Euclidean Schwarzian path
integral of [27] can be interpreted in terms of the JT gravity disk path integral with a
brick wall. As mentioned in (6.68), the brick wall boundary condition sets the frame fields
and the spin connection to zero. This creates a cusp singularity in the bulk geometry. To
obtain a smooth geometry around the brick wall, we instead want to impose the conditions
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eaτ = 0,
∫
wall
dτ ωτ = 2pi. (6.79)
Note that the above condition for the spin connection, which ensures that the conical
angle around the brick wall is 2pi, is nonlocal in τ and thus it is not possible to cut a
path integral with this boundary condition to obtain a density matrix (as in Figure 2c).
Equation (6.79) fixes the holonomy of the flat connection around the disk to be the central
element of S˜L(2,R) . From (6.71), this is equivalent to constraining the field φ(τ) to obey
φ(τ + β) = φ(τ) + 2pi. (6.80)
This is the winding constraint of [27].17 Because φ(τ) is noncompact, the winding con-
straint is easily implemented by inserting the defect operator DE, which shifts the value
of φ by 2pi.
In this section, we showed how a local boundary condition on a brick wall in the
Euclidean JT path integral leads us to the Euclidean Schwarzian path integral. We have
also pointed out the need to insert the defect operator DE into the partition function of
the Euclidean Schwarzian theory. In the next section, we provide more explicit details and
we use the path integral to map the Hartle-Hawking wavefunction to the wavefunction in
two copies of the Lorentzian Schwarzian theory.
7 Computing the factorized Hartle-Hawking wave-
function with the Euclidean path integral
In this section, we explain how the Euclidean Schwarzian path integral can be used to
prepare the factorized Hartle-Hawking state. Our strategy is similar to that of [47]. We
begin with the Euclidean disk path integral computed in [27] (see also [20]), which we
reproduce below, using slightly different conventions:
ZDisk =
∫
dµ[φ]
SL(2,R)
exp
(
−2φb
∫ β
0
dτ
(
1
2
(
φ′′
φ′
)2
− 1
2
(φ′)2
))
. (7.81)
The field φ(τ) is constrained to obey φ(τ + β) = φ(τ) + 2pi. This path integral computes
the partition function of Euclidean JT gravity on the disk. The length of the disk is fixed
and controlled by β. We have omitted the contribution from the topological term in the
JT gravity action. The field φ(τ) can be thought of as a reparameterization map from a
circle of length β to a circle of length 2pi. In particular, φ(τ) defines a cutout geometry
17Off-shell configurations where v has nonzero winding number are suppressed in the limit  → 0.
These correspond to cutout trajectories of the hyperbolic disk that self-intersect.
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in the hyperbolic metric
ds2 = dρ2 + sinh2 ρ dφ2. (7.82)
The path integral in (7.81) gauges the SL(2,R) transformations of φ(τ) that produce
equivalent cutout geometries. We choose to not divide by the infinite volume factor. This
results in the addition of an infinite constant to the Hartle-Hawking entropy that we are
not interested in. Rather, we are interested in how the entropy changes with temperature.
Indeed, the infinite volume may be absorbed into the definition of the extremal entropy.
Next, we integrate in additional fields, resulting in the following path integral:
Kβ(φ2, ψ2, φ1, ψ1) ≡∫
DφDψDpiφDpiψ exp
(∫ β
0
dτ
[
ipiψψ
′ + ipiφφ′ − 1
2φb
[
pi2ψ
2
+ ipiφe
ψ − 1
2
e2ψ
]])
.
(7.83)
At time τ = 0 the fields φ, ψ are fixed to φ1, ψ1 and at time τ = β the fields are fixed to
φ2, ψ2. To get (7.81) (without dividing by the volume of SL(2,R)), one simply needs to
set ψ1 = ψ2 = ψ and φ2 = φ1 + 2pi = φ and integrate over φ and ψ:
ZDisk · Vol SL(2,R) =
∫ ∞
−∞
dψ
∫ 2pi
0
dφKβ(φ+ 2pi, ψ, φ, ψ). (7.84)
From now on, we no longer keep track of prefactors multiplying ZDisk. The action in
(7.83) is written in a canonical form. We let φ and ψ be canonical position variables that
are both valued in (−∞,∞). The fields piφ and piψ are the canonical momenta. Thus, it
is appropriate to write
Kβ(φ2, ψ2, φ1, ψ1) = 〈φ2 ψ2|e−βH |φ1 ψ1〉 , (7.85)
with
H =
1
2φb
[
pi2ψ
2
+ ipiφe
ψ − 1
2
e2ψ
]
. (7.86)
Since this Hamiltonian is not Hermitian, computing (7.85) is subtle. However, for 2pi >
φ2 − φ1 > 0, (7.85) has been computed in [40]. The result is18
Kβ(φ2, ψ2, φ1, ψ1) = exp
(
(eψ2 + eψ1) cot
(
φ1 − φ2
2
))
× 1
pi2
1
sin φ2−φ1
2
∫ ∞
0
dss sinh(2pis)e
− s2
4φb
β
K2is
(
2e
ψ2+ψ1
2
sin φ2−φ1
2
)
.
(7.87)
18See Appendix B for more details.
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Figure 3: We illustrate the process of using the Euclidean path integral to compute
the Hartle-Hawking wavefunction in a factorized Hilbert space. If the integral of the spin
connection on the brick wall boundary (given in blue) satisfies
∫
ω = θ, then the geometry
will have an opening angle of θ between the two boundaries that represent the two Hilbert
space factors. For θ 6= pi, there is a kink. An isometric factorization map cannot have a
kink, or else the norm of the Hartle-Hawking wavefunction in the factorized Hilbert space
would be incorrect.
If we define the Euclidean defect operator to be
DE ≡ e−2pii piφ , (7.88)
then from (7.84), the disk partition function is given by
ZDisk ∝ Tr DEe−βH . (7.89)
The right hand side above is divergent, but this is expected because we chose to not divide
the disk path integral by the volume of SL(2,R).
To gain a better intuition for how the Euclidean Schwarzian path integral may be
used to define a cutting map, recall the procedure for defining a cutting map, given in
Figure 1. We impose boundary conditions on all boundaries and integrate over all possible
geometries. Because we impose in (2.8) that the metric component along the brick wall
vanishes, the brick wall shrinks to a point in the geometry defined by the metric. The spin
connection on the brick wall determines the opening angle between the two boundaries
that meet at the brick wall. See Figure 3. To define an isometric factorization map, we
want the spin connection on the brick wall to satisfy
∫
ω = pi. However, this cannot
be enforced by a local boundary condition on the brick wall. Because we impose the
local boundary condition (2.8) on the brick wall, we must insert
√
DE = e
−ipi piφ into the
Euclidean Schwarzian path integral.
The factorization map defined by inserting
√
DE into the Euclidean Schwarzian path
integral is exactly the same factorization map J described in Section 5. We now explicitly
demonstrate this for the Hartle-Hawking state. The Euclidean propagator (7.87) with the
insertion of a “half-defect” is defined to be
Kβ(φ2 + pi, ψ2, φ1, ψ1) =
1
pi2
∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
e(e
ψ1+eψ2 ) tan
φ2−φ1
2
cos φ2−φ1
2
K2is
(
2e
ψ1+ψ2
2
cos φ2−φ1
2
)
.
(7.90)
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Adding pi to φ2 on the left-hand-side can also be intuitively thought of as evolving halfway
around the thermal circle. To get the Hartle-Hawking wavefunction in the Lorentzian
theory, we analytically continue φ2 → iφR and φ1 → −iφL.19 The result is
Kβ(iφR+pi, ψ2,−iφL, ψ1) = 1
pi2
∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
ei(e
ψL+eψR ) tanh
φL+φR
2
cosh φL+φR
2
K2is
(
2e
ψ1+ψ2
2
cosh φL+φR
2
)
.
(7.91)
We can interpret (7.91) as the Hartle-Hawking wavefunction 〈φL ψL φR ψR|Ψβ〉 given in
Rindler variables, since upon analytically continuing φ in (7.82), one gets the metric for
the Rindler wedge. Note that there is an ambiguity in the definition of the basis vectors
|φψ〉. We are free to perform a phase rotation for any function f(φ, ψ):
|φψ〉 → eif(φ,ψ) |φψ〉 . (7.92)
We choose the function f(φ, ψ) such that the final expression for the Hartle-Hawking
wavefunction is
〈φL ψL φR ψR|Ψβ〉
=
1
pi2
∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
ei(e
ψL+eψR ) tanh
φL+φR
2
cosh φL+φR
2
K2is
(
2e
ψL+ψR
2
cosh φL+φR
2
)
× e−ieψR tanhφR−ieψL tanhφL .
(7.93)
To convert from Rindler time variables to global time variables, we use
tan
TL,R
2
= tanh
φL,R
2
, eχL,R = eψL,Rsech φL,R, dχL,R dTL,R =
1
coshφL,R
dφL,R dψL,R.
(7.94)
The result is
〈TL χL TR χR|Ψβ〉 =
∫ ∞
0
ds
s sinh(2pis)
pi2 cos
(
TR−TL
2
)e−β s24φb ei(eχR−eχL ) tan(TL−TR2 )K2is( 2eχL+χR2
cos
(
TR−TL
2
)) .
(7.95)
Note that the Rindler variables only cover the patch of the global variables where |TL| < pi2
and |TR| < pi2 . We want to determine the factorized Hartle-Hawking wavefunction in the
Lorentzian JT theory for all values of the global time variables. Because (7.95) only
depends on TL and TR via their difference, we may analytically continue (7.95) into the
entire region where |TL − TR| < pi. We next determine the wavefunction in the region
|TL − TR| > pi. Note that in Figure 3, one can fix the profile of the induced metric on
19The coordinates φR and φL are Rindler time coordinates in the right and left Rindler wedges, re-
spectively. Increasing values of φR and φL both correspond to time going forwards in the global AdS2
geometry that the Rindler wedges are embedded in. This explains the sign difference between φ2 → iφR
and φ1 → −iφL.
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the dashed red boundaries. The dashed red boundaries are always spacelike. Thus, the
Euclidean path integral implies the constraint mentioned in Section 3 that the boundary
particles are always spacelike separated. The wavefunction produced by the Euclidean
path integral then agrees with (5.57). By considering the Hartle-Hawking wavefunction
as an example, we have demonstrated how the Euclidean path integral with a half-defect
computes the factorization map J that we described in Section 5.
8 Entanglement entropy
In this section, we compute the entanglement entropy of arbitrary pure states in JT grav-
ity. First, we compute the von Neumann entropy of reduced density matrices produced
by our factorization map J . We then argue that this von Neumann entropy reproduces
Sbulk in the quantum HRT formula. We explain how the expectation value of the area
operator is defined in JT gravity. Finally, we use the defect operator to compute the Renyi
partition functions. We check that the defect operator makes a universal contribution to
the entanglement entropy that agrees with the expectation value of the area operator.
8.1 von Neumann entropy of the reduced density matrix
In this subsection, we compute the von Neumann entropy of reduced density matrices of
states that are in the image of the factorization map defined in Section 5. It follows from
(5.54) and (4.42) that the nth Renyi partition function associated with ρf is
Zf [n] ≡ Tr ρnf = V 1−n
∫ ∞
0
ds(|f(s)|2)n
∫ 1
0
dµ
[
cosh 2pis+ cos 2piµ
s sinh 2pis
]n−1
. (8.96)
To evaluate the µ integral, we use the result that for n ∈ R,∫ 1
0
dµ
[
cosh 2pis+ cos 2piµ
sinh 2pis
]n
= Pn(coth(2pis)), (8.97)
where Pn(z) is the nth Legendre polynomial.
20 Thus,
Zf [n] = V
1−n
∫ ∞
0
ds(|f(s)|2)nPn−1(coth 2pis)
sn−1
. (8.98)
We need to use the fact that for z > −1, [48]
∂nPn(z)|n=0 = log
z + 1
2
. (8.99)
20This expression indicates how the Legendre polynomials may be analytically continued to n /∈ Z≥0.
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The von Neumann entropy of ρf is then given by
Sf ≡ −Tr ρf log ρf = −∂n
(
Zf [n]
Zf [1]n
)∣∣∣∣
n=1
,
= log V −
∫ ∞
0
ds |f(s)|2
[
log
|f(s)|2
2s sinh 2pis
+ 2pis
]
.
(8.100)
8.2 Entanglement entropy of the Hartle-Hawking state
To compute the entropy of the Hartle-Hawking state |Ψβ
2
〉, we set
|f(s)|2 = 2s sinh(2pis)e
−β s2
4φb
Nβ
, (8.101)
which follows from (5.56). We define Nβ in (5.60). The von Neumann entropy of ρβ is
then
Sβ ≡ −Tr ρβ log ρβ,
= log V + log 2
∫ ∞
0
ds s sinh(2pis)e
−β s2
4φb +
∫∞
0
ds s sinh(2pis)e
−β s2
4φb
[
β s
2
4φb
− 2pis
]
∫∞
0
ds s sinh(2pis)e
−β s2
4φb
.
(8.102)
In JT gravity, the value of the dilaton at the horizon Φh plays the role of the area operator.
If we restore factors of 16piGN , we see from (3.20) that the entropy above extremality is
S − Sextremal = Φh
4GN
. (8.103)
Thus, we define the area operator of JT gravity to simply be A ≡ Φh. We will continue to
set 16piGN = 1 as before, so that
A
4GN
= 4piA. In terms of the total Hamiltonian (3.21),
A is given by
A =
√
Htotφb
2
. (8.104)
The expectation value of 4piA in the Hartle-Hawking state |Ψβ
2
〉 is
〈4piA〉β ≡
〈Ψβ
2
|4piA|Ψβ
2
〉
〈Ψβ
2
|Ψβ
2
〉 =
∫∞
0
ds (2pis)s sinh 2pis e
−β s2
4φb∫∞
0
ds s sinh 2pis e
−β s2
4φb
. (8.105)
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It follows that
〈4piA〉β + Sβ = log V + log 2
∫ ∞
0
ds s sinh(2pis)e
−β s2
4φb +
∫∞
0
ds s sinh(2pis)
[
β s
2
4φb
]
e
−β s2
4φb∫∞
0
ds s sinh(2pis)e
−β s2
4φb
,
= log
[
8pi3/2V
]
+
3
2
+
8pi2φb
β
− 3
2
log
β
φb
.
(8.106)
Up to an unimportant additive constant, this is the entropy of the two-sided black hole in
JT gravity, given in (1.2). We have thus demonstrated how the black hole entropy may
be computed in Lorentz signature in a way that agrees with the expectations of [4, 5].
The infinite constant in (8.106) appears because the Hilbert space of the Schwarzian
theory is comprised of unitary representations of S˜L(2,R) , which are infinite-dimensional.
As shown in (8.100), V is a universal constant that appears in the entanglement entropy
of any state. Thus, the difference of the entropies of two different states is well-defined
in JT gravity. The presence of the infinite constant in (8.106) signals the inability of the
effective gravity theory to predict the extremal entropy of the black hole.
8.3 Entanglement entropy of arbitrary pure states
The entropy of the Hartle-Hawking state is known from the Euclidean path integral cal-
culation, and we have shown how to reproduce it in a Lorentzian analysis. As shown
in (8.106), the entropy is a sum of the quantum-corrected area term and the von Neu-
mann entropy of the reduced density matrix of the Hartle-Hawking state computed in the
Schwarzian theory. The quantum HRT formula [4] gives a natural proposal for computing
the entanglement entropy of any state in JT gravity. We propose that the entanglement
entropy of |Ψf〉 in (5.52) is simply the sum of the expectation value of 4piA (with A given
in (8.104)) and the von Neumann entropy (8.100). The entanglement entropy of |Ψf〉 is
given by
〈4piA〉f + Sf = log V −
∫ ∞
0
ds |f(s)|2 [log |f(s)|2 − log(2s sinh 2pis)] . (8.107)
The right-hand-side of (8.107) has appeared elsewhere in the literature [35]. In particular,
this formula is related to the center variable method of computing entanglement entropy.
In the center variable method, the image of the factorization map (which we denote by
H) is written as a direct sum of superselection sectors, where each superselection sector
is a factorized Hilbert space:
H =
⊕
α
HαL ⊗HαR. (8.108)
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We are interested in the case where
dimHαL = dimHαR ≡ dimα. (8.109)
The reduced density matrix ρ must take the form
ρ =
⊕
α
pα ρα,
∑
α
pα = 1. (8.110)
The coefficient pα is the probability of measuring the state in the superselection sector
labeled by α. The von Neumann entropy of ρ is then given by
S(ρ) = −
∑
α
pα log pα +
∑
α
pαS(ρα), S(ρα) ≡ −Tr ρα log ρα. (8.111)
Earlier computations of entanglement entropy in JT gravity [51] have treated JT gravity
as a 2D BF theory. In 2D BF theory, where the superselection sectors correspond to
representations of the gauge group, S(ρα) is given by
S(ρα) = log dimα. (8.112)
To obtain agreement with (8.107), one could write down a continuum analog of (8.111):21
S(ρ) = −
∫ ∞
0
ds ps log ps +
∫ ∞
0
ds ps log(s sinh(2pis)) + constant, (8.113)
where (8.112) is replaced with the measure s sinh(2pis). Note that (8.113) agrees with
(8.107) for ps = |f(s)|2. Thus, our results are consistent with the earlier work of [35,51].
8.4 Entanglement entropy from the defect operator
By this point, we have shown how to apply the quantum HRT formula to JT theory. The
area operator is simple to define, and the Sbulk term can be computed with the factor-
ization map described in Section 5. However, we have not yet described how to compute
the Renyi entropies. Furthermore, the point of this paper is to frame the computation
of the entanglement entropy in a way that might generalize to higher-dimensional the-
ories or theories with matter. Thus, we now explain a separate way of computing the
entanglement entropy that highlights the contribution of the defect operator D.
We start with the Hartle-Hawking state. Recall from (5.62) that we may express the
21Because the superselection sectors are labeled by a continuous parameter, the additive constant must
be infinite.
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disk amplitude of JT gravity as
ZDisk(β) ∝ Tr De−βH = V
∫ ∞
0
ds 2s sinh(2pis) e
−β s2
4φb , (8.114)
where the trace is over positive-energy states of the Schwarzian theory. From the Eu-
clidean path integral, we know that the nth Renyi partition function in gravity is defined
(up to normalization) by
Z[nβ] ≡ Tr De−nβH . (8.115)
We next write
Z[nβ]
Z[β]n
= Tr D1−nρnβ. (8.116)
Note that ρβ is the reduced density matrix produced by J , which is the factorization map
that results from the Euclidean path integral with a half-defect inserted (as was shown in
Section 7). Thus, ρnβ contains n full defects. Alternatively, one can say that the Euclidean
path integral that computes ρnβ satisfies the condition
∫
ω = 2pin on the brick wall. If we
instead impose
∫
ω = 2pi while leaving the length of the asymptotically-AdS boundary
unchanged, the path integral computes the density matrix ρnβ. By comparing ρ
n
β with
ρnβ, we see that we must include the factor of D
1−n in (8.116).
The full entanglement entropy of the Hartle-Hawking state is given by
−∂n
(
Z[nβ]
Z[β]n
)∣∣∣∣
n=1
= Tr [(logD)ρβ]− Tr ρβ log ρβ. (8.117)
By construction, (8.117) is the full entanglement entropy of the Hartle-Hawking state,
equal to (1.2) up to an irrelevant additive constant. We already showed in Section 8.2
that the second term on the right-hand-side, Sβ, is precisely equal to the Sbulk term in
the quantum HRT formula. Thus, the Tr [(logD)ρβ] term must equal the area term in
the HRT formula.
Now we turn to general states. Given ρf in (5.54), we define
Z˜f [n] ≡ Tr D1−nρnf , (8.118)
which is not to be confused with Zf [n] in (8.96). Our definition of Z˜f [n] is meant to
mirror (8.116). We must multiply ρnf by D
1−n for the same reason that is given below
(8.116). We explicitly compute from (8.118), (5.54), and (5.61) that
Z˜f [n] = V
1−n
∫ ∞
0
ds
|f(s)|2n
(2s sinh 2pis)n−1
. (8.119)
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It follows that the nth Renyi entropy of |Ψf〉 is
Sn =
1
1− n log Z˜f [n]. (8.120)
We may compute the full entanglement entropy of the state |Ψf〉 as
−∂n
(
Z˜f [n]
Z˜f [1]n
)∣∣∣∣∣
n=1
= log V +
∫ ∞
0
ds
[−|f(s)|2 log |f(s)|2 + |f(s)|2 log(2s sinh 2pis)] .
(8.121)
This is identical to (8.107), or the HRT formula. Starting from (8.118), we also have that
−∂n
(
Z˜f [n]
Z˜f [1]n
)∣∣∣∣∣
n=1
= Tr [(logD)ρf ]− Tr ρf log ρf . (8.122)
We showed in (8.100) that the −Tr ρf log ρf term is simply Sf , or the Sbulk term in the
HRT formula. Thus, the Tr [(logD)ρf ] term agrees with the area term. Note that while
D was defined by examining the Hartle-Hawking state, we can use D to compute the
entanglement entropy of any state in the way described above.
We have given two different definitions of the entanglement entropy of an arbitrary
pure state in JT gravity, and we have checked that they are equivalent. The first definition,
which uses the quantum HRT formula, is given in (8.107). The second definition uses
(8.118) to define what we mean by the nth Renyi partition function for an arbitrary
state. The entanglement entropy is then given in (8.121). The benefit of the second
definition is that it also provides a formula for the Renyi entropies.
9 Discussion
The framework for computing quantum corrections to gravitational entanglement en-
tropy was originally outlined in [4] and expanded upon in [5, 6]. The nth gravitational
Renyi entropy is unambiguously defined from a Euclidean path integral whose asymptotic
boundary is an n-sheeted replica manifold. The authors of [4, 6] give a natural prescrip-
tion for analytically continuing in n, and they argue that the entanglement entropy can
be organized as the sum of a quantum-corrected area term and a bulk entropy term. Our
analysis uses a Euclidean path integral with a brick wall boundary to factorize the Hilbert
space of the Lorentzian JT theory. Our prescription for factorizing the Hilbert space al-
lows us to express the entanglement entropy of the Hartle-Hawking wavefunction in the
same way as in [4,6]. We can use the quantum HRT formula to compute the entanglement
entropy of any pure state in JT gravity, and our results are consistent with [35,51]. With
our factorization map, the reduced density matrix of the Hartle-Hawking state is, up to
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normalization, e−βH times a defect operator D, whose origin is the winding constraint of
the Euclidean path integral performed in [27]. The defect operator is needed to give a
Lorentzian interpretation of the Renyi partition functions. For the Hartle-Hawking state,
the nth Renyi partition function is Zβ[n] = Tr De
−nβH . The defect operator makes a
universal contribution to the entanglement entropy that nontrivially agrees with the area
term in the HRT formula.
9.1 The role of edge modes
In the context of computing entanglement entropy in quantum field theory, the term
“edge modes” refers to extra degrees of freedom that are introduced on the entangling
surface in order to factorize the Hilbert space. In gauge theories, edge modes naturally
arise from ungauging the gauge transformations that act nontrivially on the entangling
surface. The edge modes correspond to representations of the symmetry group associated
with the entangling surface. For specific examples, see [34]. After introducing edge modes
to factorize the Hilbert space, a generic reduced density matrix ρ takes the form
ρ =
⊕
α
pα ρα ⊗
(
Iα
dimα
)
, (9.123)
where α labels representations of the surface symmetry group. Each ρα corresponds to a
state of the quantum fields away from the entangling surface, and the coefficients pα sum
to 1. The second tensor factor in each of the α-blocks given above is the Hilbert space of
the edge modes and thus has dimensionality dimα. The density matrix of the edge modes
must be proportional to the identity operator Iα so that it is invariant under the action
of the surface symmetry group. The entanglement entropy of ρ then takes the form
S(ρ) =
∑
α
−pα log pα − pα(Tr ρα log ρα) + pα log dimα. (9.124)
It has been suggested [34, 52] that upon treating gravity as a theory of gauged dif-
feomorphisms, the log dimα term may account for the universal Bekenstein-Hawking en-
tropy. That is, the representation theory of the surface symmetry group should imply
the existence of edge modes whose entanglement entropy across an entangling surface
of area A could possibly reproduce the universal quantity A/4GN . Progress towards an
explicit realization of this proposal in JT gravity has been made in [35, 51]. The authors
of [51] describe JT gravity as a BF theory with a Plancherel measure that agrees with
the inverse Laplace transform of the disk path integral. There, the entanglement entropy
of the Hartle-Hawking state is computed as a von Neumann entropy, and the final ex-
pression takes the form of (9.124), as pointed out in [35].22 Furthermore, [35] identifies
22The second term in the sum in (9.124) is zero because the theory has no propagating bulk degrees of
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the Bekenstein-Hawking entropy (1.3) with the log dimα term in the semiclassical limit.
However, it is still unclear what the surface symmetry group is. The analysis of [51]
seems to suggest that the surface symmetry group is SL(2,R)+, or the subset of SL(2,R)
matrices with all positive entries. However, SL(2,R)+ is not a group. It is a subsemigroup
of SL(2,R). It would be interesting if the representation theory of SL(2,R)+ described
in [51] could somehow emerge from the formalism of [52] applied to JT gravity, despite
the fact that [52] asserts that the physical surface symmetries form a group.
In our analysis, we treat JT gravity as a theory of boundary particles. The particles
are only coupled through the constraints described in Section 3. This formulation of JT
gravity leads to a natural prescription for factorizing the Hilbert space. We simply lift
the constraints. The von Neumann entropy of the reduced density matrix produced by
this factorization map reproduces Sbulk in (1.1). However, this von Neumann entropy,
which is given in (8.100), does not take the form of (9.124). Thus, it would be misleading
to say that this entanglement entropy is due to edge modes that arise from ungauging a
gauge symmetry at the entangling surface. Likewise, in our analysis, the area term in the
HRT formula does not arise from counting edge modes. Instead, we use a defect operator
to provide a Lorentzian interpretation of the Euclidean path integral that computes the
Renyi partition functions. The role of the defect operator is to ensure that there is no
conical singularity in the path integral.
Specifying the edge modes of a theory is essentially identical to specifying a factoriza-
tion map. That is, in (2.7), the label m can be interpreted as counting the degeneracy
of edge modes. The “natural” choice of edge modes depends upon the language used to
formulate the theory. In [51], the authors formulate JT gravity in a way that has direct
parallels with BF theory. The edge modes of JT gravity are essentially the edge modes
of the BF theory, and they account for the full black hole entropy. In our analysis, the
“edge modes” that arise from removing the constraints do not account for the full black
hole entropy. It would be interesting to identify the role of edge modes in the framework
of [46], which makes use of a codimension-1 defect to compute the disk partition function.
Our main point is that the usual definition of edge modes (as extra degrees of freedom
that arise from ungauging a gauge symmetry at the entangling surface) is ambiguous
because a gauge symmetry is a redundancy in the description of the theory. In [51], the
gauge “group” is SL(2,R)+, while in our analysis, the group that we gauge consists of
the S˜L(2,R) transformations that translate both boundary particles in the same way.
As mentioned in Section 2, our computations are based upon the principle that a local
boundary condition should be used to factorize the Hilbert space [22]. In standard 2D
BF theory, it happens to be the case that the “natural” choice of edge modes [34] also
arises by imposing the boundary condition that the boundary component of the gauge
field vanishes.
freedom.
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9.2 Future directions
There are various directions that we wish to explore. First, we would like to generalize
our entire analysis to JT gravity coupled to matter, which was studied in [25,26]. Suppose
that one had a factorization map defined by a local boundary condition for the matter
theory in a fixed spacetime background, together with appropriate counterterms given by
local actions for the background metric [23]. For example, calculations of entanglement
entropy in scalar theories have often been performed with a lattice regulator, and ending
the lattice results in Neumann boundary conditions in the continuum limit.
One can then split the full Hilbert space including dynamical gravity using that matter
boundary condition together with the boundary condition we presented for JT gravity.
The entanglement entropy computed after that factorization, together with the inclusion
of the defect operator, should automatically agree with the entropy given by the Euclidean
replica trick.
An intriguing possibility for future exploration is whether one can find a model of
induced JT gravity, in the sense of a model of 2d gravity and dilaton coupled to matter
with no curvature terms in the action in the UV, and the usual JT Lagrangian generated
by integrating out short distance matter modes. Clearly that would require a non-trivial
coupling between the dilaton and the matter fields. If such a model could be found,
then in the UV description, no defect operator would be required, as there would be no
suppression of conical defects by the action of the microscopic theory.
Given the results of [12], it would be interesting to compute relative entropies of nearby
states and compare with relative entropies of nearby states computed the SYK model.
It would also be interesting to compute the entropy of bulk states that correspond to
nonstatic spacetimes, which is relevant for [9]. Furthermore, in our Lorentzian analysis,
we only computed the black hole entropy associated with the Euclidean path integral with
trivial disk topology. It would be interesting to compute the higher genus corrections to
the entropy in Lorentz signature. We would also like to generalize our analysis to the
deformed Schwarzian theory introduced in [53].
Finally, we are interested in generalizing our computations to gravitational theories
in three or more dimensions. In principle, by Kaluza-Klein compactification this should
reduce to a special case of 2d gravity coupled to a matter sector that includes all of the
modes of the higher dimensional theory. One important feature of such a construction
is that it should result in a version of the quantum HRT formula that is well-defined to
all orders in GN perturbation theory. In particular, the bulk region and the analog of
the area term will be determined by the local boundary condition and universal defect
operator, defined in the factorized Hilbert space.
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A Solving the Schwarzian theory
In this section, we provide more details on how we solve the Schwarzian theory. It is
useful to relate the Schwarzian theory to the theory of a nonrelativistic particle moving
on the S˜L(2,R) manifold. First, we define S˜L(2,R) generators
G1 =
1
2
(
0 1
−1 0
)
, G2 =
1
2
(
0 1
1 0
)
, G3 =
1
2
(
1 0
0 −1
)
. (A.125)
The generators satisfy
[Ga, Gb] = 
c
ab Gc, (A.126)
where abc is the completely antisymmetric tensor that satisfies 123 = 1, and indices
are raised and lowered with ηab = diag(−1, 1, 1). We parameterize a generic element of
S˜L(2,R) as
g = eTG1eχG3eη(G2−G1), (A.127)
with T , χ, and η all valued in R. The following metric is invariant under left and right
group multiplication:
ds2 = Tr
[
dgg−1dgg−1
]
= −1
2
dT 2 +
1
2
dχ2 + e−χdTdη. (A.128)
The corresponding Haar measure on S˜L(2,R) is
Dg = e−χ dTdχdη. (A.129)
Comparing (A.129) with (4.42), we see that V is the volume of S˜L(2,R) . The Hilbert
space of the theory of a particle moving on S˜L(2,R) consists of functions on the group
manifold that are square-integrable with respect to the Haar measure. The inner product
is
〈F1|F2〉 =
∫
Dg F1(g)∗F2(g) =
∫
dTdχdη e−χ F1(T, χ, η)∗F2(T, χ, η). (A.130)
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To obtain the Hilbert space of the Schwarzian theory, we truncate the Hilbert space of a
particle moving on S˜L(2,R) by restricting to functions F that satisfy
∂ηF = iF. (A.131)
Given a function F (T, χ, η) that satisfies (A.131), it is convenient to define a new function
f(T, χ) as follows:
f(T, χ) ≡ e−χ2F (T, χ, η)e−iη. (A.132)
The inner product of two such functions f1(T, χ) and f2(T, χ) is given by
〈f2|f1〉 =
∫
dTdχ f ∗2 (T, χ)f1(T, χ), (A.133)
which is essentially the same inner product as (A.130) but without the η integration.
Because F (T, χ, η) is defined on S˜L(2,R) , one may define a S˜L(2,R) transformation
that acts on F by left-multiplication. Given h ∈ S˜L(2,R), we define a new function F˜ as
follows:
F˜ (g) ≡ F (hg). (A.134)
We define f˜ as in (A.132):
f˜(T, χ) ≡ e−χ2 F˜ (T, χ, η)e−iη. (A.135)
Given f(T, χ), one may construct F using (A.132), transform F to F˜ using (A.134), and
then construct f˜ using (A.135). This defines a group action of S˜L(2,R) acting on f(T, χ).
This group action leads to the generators in (4.29). We think of f(T, χ) as an element of
the Hilbert space of the Schwarzian theory, with inner product (A.133). The Casimir of
the algebra leads to the Hamiltonian, as shown in (4.34).
Given this connection between the Schwarzian theory and the quantum mechanics of
a particle moving on S˜L(2,R) , it is clear that wavefunctions of the Schwarzian theory
are determined by matrix elements of S˜L(2,R) representations. Given a matrix element
F (T, χ, η), one may construct the wavefunction f(T, χ) using (A.132). Matrix elements
of S˜L(2,R) representations are known in the literature. There are different sources avail-
able [43, 49], but we have mostly used [49]. While [49] only contains matrix elements of
SL(2,R), [49] contains enough information to deduce the matrix elements of S˜L(2,R)
that we need.
The wavefunction (4.37) corresponds to a matrix element of S˜L(2,R) in a mixed basis,
which we may denote as Ds,µmρ(g). The label s denotes the Casimir and µ indicates that
the eigenvalue of the central element is e2piiµ. The value of the Casimir indicates that
we are using principal series representations. The m index corresponds to a basis that
diagonalizes G1, while the ρ index corresponds to a basis that diagonalizes G2−G1. The
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wavefunction (4.37) then follows from (4.6) of [49], with the parameterization of the group
element given by (A.127). The m index in [49] corresponds to the quantum number m
in (4.37). The conventions of [49] imply that the ρ index must be fixed to
√
2 so that
the matrix element satisfies (A.131).23 Given µ, we must restrict m ∈ Z + µ so that the
central element has the correct eigenvalue. Note that [49] only considers µ = 0 or 1
2
, which
are the only values relevant for SL(2,R) representations. The normalization of (4.37) can
be checked explicitly [50].
Since Ds,µmρ(g) corresponds to the state (4.37), the projector (4.39) is given, up to
normalization, by∑
m∈Z+µ
Ds,µmρ(g2)
(
Ds,µmρ(g1)
)∗
=
∑
m∈Z+µ
Ds,µρm(g
−1
1 )D
s,µ
mρ(g2) = D
s,µ
ρρ (g
−1
1 g2), (A.136)
where we have used the fact that Ds,µmρ is a matrix element of a unitary S˜L(2,R) rep-
resentation. Again, we must plug in ρ =
√
2. Thus, to determine (4.39), we need to
know matrix elements of the principal series representations of S˜L(2,R) in the basis that
diagonalizes G2 −G1. These matrix elements are given for the µ = 0 and µ = 12 cases in
(4.21) of [49]. The matrix elements for other values of µ are a linear combination of the
matrix elements for µ = 0 and µ = 1
2
. This is because the Casimir operator (4.34) is a
second-order differential operator, so general solutions of the eigenvalue equation for the
Casimir may be written as a linear combination of two linearly independent solutions.
The coefficients of the linear combination are chosen by requiring that
Ds,µρ ρ′(1) = δ
(
(sign ρ) · ρ
2
2
− (sign ρ′) · (ρ
′)2
2
)
,
Ds,µρ ρ′(−1) = δ
(
(sign ρ) · ρ
2
2
− (sign ρ′) · (ρ
′)2
2
)
e2piiµ,
(A.137)
where 1 denotes the identity element of S˜L(2,R) and −1 denotes the central element. The
normalization of Ds,µρρ (g
−1
1 g2) differs from the normalization of (4.39) by the well-known
Plancherel measure, which is explained further in [43] and [51], Appendix C.
Finally, we explain how we obtain (5.54) starting from (5.50). First, it is obvious that
(5.54) must vanish for |T1 − T2| > 2pi, given that ρf is the reduced density matrix of a
wavefunction of the form (5.50). So, we only need to determine ρf for |T1− T2| < 2pi. As
a trick, we compactify T ∼ T + 4pi, which does not change the result for |T1 − T2| < 2pi.
With this compactification, only the µ = 0 and µ = 1
2
representations are relevant. We
23That is, the eigenvalue of G2 −G1 is given by ρ
2
2 · (sign ρ).
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may rewrite (5.50) as
Ψs(TL, χL, TR, χR)
=
√
2s sinh 2pis
2pi2
e
i(eχR−eχL ) tan
(
TL−TR
2
)
∣∣cos (TL−TR
2
)∣∣ K2is
(
2e
χL+χR
2
∣∣∣∣sec(TL − TR2
)∣∣∣∣) (1 + sign (cos(TR−TL2 )))2 .
(A.138)
Using (4.21) of [49], we can obtain (A.138) as a linear combination of the matrix elements
Ds,0ρρ′(g
−1
L e
piG1gR) and D
s, 1
2
ρρ′ (g
−1
L e
piG1gR) with ρ =
√
2 and ρ′ = −√2.24 To get an expression
involving Whittaker functions, we may decompose
Ds,µρρ′(g
−1
L e
piG1gR) =
∑
m∈Z+µ
Ds,µρm(g
−1
L )D
s,µ
mρ′(e
piG1gR). (A.139)
We then find that (A.138) is given by
Ψs(TL, χL, TR, χR)
=
∑
m∈Z
1
2
√
s tanhpis
〈TL χL| −ms〉 〈TR χR|ms〉+
∑
m∈Z+ 1
2
1
2
√
s cothpis
〈TL χL| −ms〉 〈TR χR|ms〉 ,
(A.140)
with 〈T χ|sm〉 still defined as in (4.37). Compactifying T causes the inner product to be
modified:
〈s′m′|sm〉 = 2δ(s′ − s)δmm′ . (A.141)
The (unnormalized) reduced density matrix of |f〉 ≡ ∫∞
0
dsf(s) |Ψs〉 with |Ψs〉 given in
(A.140) is then
TrL |f〉 〈f | =
∫ ∞
0
ds |f(s)|2
∑
m∈Z
1
2s tanhpis
|ms〉 〈ms|+
∑
m∈Z+ 1
2
1
2s cothpis
|ms〉 〈ms|
 .
(A.142)
The matrix element (5.55) follows from using (4.39) to convert (A.142) to the T, χ basis.
Using (4.39) again, we obtain (5.54) from (5.55).
B The Euclidean Schwarzian path integral
In this section, we provide more details on the Euclidean Schwarzian path integral that
appears in [27, 40]. We also describe an alternate way to compute (5.59) by analytically
continuing the path integral with the insertion of a “full defect.” While in this case
24In [49], µ is denoted by  and k = 12 + is.
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there are subtleties in analytically continuing the Euclidean path integral, our result is
consistent with (5.59).
The path integral (or propagator) of the Euclidean Schwarzian theory is given in
first-order form as follows:
Kβ(φ2, ψ2, φ1, ψ1) ≡∫
DφDψDpiφDpiψ exp
(∫ β
0
dτ
[
ipiψψ
′ + ipiφφ′ − 1
2φb
[
pi2ψ
2
+ ipiφe
ψ − 1
2
e2ψ
]])
,
(B.143)
where at time τ = 0 the fields φ, ψ are fixed to φ1, ψ1 and at time τ = β the fields are
fixed to φ2, ψ2. Upon integrating out all of the fields except φ, we obtain a Euclidean
path integral with action
I = 2φb
∫ β
0
dτ
(
1
2
(
φ′′
φ′
)2
− 1
2
(φ′)2
)
, (B.144)
and a reparameterization-invariant measure for φ. The canonical form of (B.143) indicates
that the propagator satisfies Schrodinger’s equation:
1
2φb
[
−∂
2
ψ
2
+ eψ∂φ − 1
2
e2ψ
]
Kβ(φ, ψ, φ1, ψ1) = −∂βKβ(φ, ψ, φ1, ψ1). (B.145)
A perturbative analysis of (B.143) about the classical solution φ(τ) = φ1 + (φ2−φ1) τβ
has instabilities at one-loop when φ2 > φ1 + 2pi. Thus, we do not attempt to make
sense of (B.143) for φ2 > φ1 + 2pi.
25 For φ2 < φ1, (B.143) vanishes because no off-
shell configurations satisfy the constraint φ′ = e
ψ
2φb
, which is enforced with a Lagrange
multiplier.
The propagator (B.143) has already been solved in [40], equation (5.35). The expres-
sion there is given in Poincare´ variables x, z, where x is Euclidean Poincare´ time and z is
a rescaled spatial coordinate. The Poincare´ variables are related to φ, ψ as follows:
x = tan
φ
2
, z =
eψ
2
sec2
φ
2
. (B.146)
Applying this change of variables to (5.35) of [40], we obtain
K˜β(φ2, ψ2, φ1, ψ1) = exp
(
(eψ2 + eψ1) cot
(
φ1 − φ2
2
)
− eψ2 tan φ2
2
+ eψ1 tan
φ1
2
)
× 1
pi2
1
| sin φ1−φ2
2
|
∫ ∞
0
dss sinh(2pis)e−
s2
2
βK2is
(
2e
ψ2+ψ1
2
| sin φ1−φ2
2
|
)
,
(B.147)
25A more thorough analysis for the case φ2 > φ1 + 2pi would be interesting to study in future work.
See [36] for further comments on winding numbers greater than one.
43
and the measure associated with this propagator is dφ dψ. In [40], the propagator was
used to compute exact correlators of operators inserted on the boundary of the disk. For
φ1, φ3 ∈ (−pi, pi) satisfying φ3 > φ1, the propagator (B.147) satisfies the gluing property:∫ φ3
φ1
dφ2
∫ ∞
−∞
dψ2 K˜β1(φ3, ψ3, φ2, ψ2)K˜β2(φ2, ψ2, φ1, ψ1) = K˜(β1+β2)(φ3, ψ3, φ1, ψ1).
(B.148)
The correctness of (B.148) follows from the self-consistency of equation (6.74) of [40] upon
setting one of the operators to the identity.
To obtain (B.143), we must remove the factor of e−e
ψ2 tan
φ2
2
+eψ1 tan
φ1
2 from (B.147),
which does not affect the gluing property in (B.148). Thus, we conclude that for 2pi >
φ2 − φ1 > 0, (B.143) is given by
Kβ(φ2, ψ2, φ1, ψ1) = exp
(
(eψ2 + eψ1) cot
(
φ1 − φ2
2
))
× 1
pi2
1
sin φ2−φ1
2
∫ ∞
0
dss sinh(2pis)e
− s2
4φb
β
K2is
(
2e
ψ2+ψ1
2
sin φ2−φ1
2
)
,
(B.149)
where we have restored the variable φb. Note that (B.149) satisfies Schrodinger’s equation
(B.145) and only depends on φ1 and φ2 through their difference, φ2 − φ1.
While the Hartle-Hawking density matrix (5.59) follows from (5.57), we can also di-
rectly relate (5.59) to the analytic continuation of the Euclidean path integral. We con-
sider (B.149) with the insertion of a “full defect:”
Kβ(φ2 +2pi, ψ2, φ1, ψ1) =
1
pi2
∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
e(e
ψ1+eψ2 ) cot
φ1−φ2
2
sin φ1−φ2
2
K2is
(
2e
ψ1+ψ2
2
sin φ1−φ2
2
)
.
(B.150)
As explained earlier, (B.150) is only valid for 0 < φ1− φ2 < 2pi. To analytically continue,
we rotate φ1 → iφx and φ2 → iφy while keeping 0 < φx − φy < 2pi. We also multiply
(B.150) by a factor of i because the measure changes under analytic continuation: dφ dψ →
i dφ dψ. The result is
iKβ(iφy+2pi, ψy, iφx, ψx) =
∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
e−pis
2pi
iei(e
ψx+eψy ) coth
φy−φx
2
sinh φx−φy
2
H
(1)
2is
(
2e
ψx+ψy
2
sinh φx−φy
2
)
.
(B.151)
While we originally assumed that 0 < φx−φy < 2pi, we see that (B.151) is nonsingular in
the extended domain of φx > φy. We may analytically continue (B.151) to this extended
domain. We may interpret (B.151) as a matrix element of the unnormalized density
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matrix ρ˜β that corresponds to the Hartle-Hawking state. For φx > φy, we have
〈φy ψy|ρ˜β|φx ψx〉 =∫ ∞
0
ds e
−β s2
4φb s sinh(2pis)
e−pis
2pi
iei(e
ψx+eψy ) coth
φy−φx
2
sinh φx−φy
2
H
(1)
2is
(
2e
ψx+ψy
2
sinh φx−φy
2
)
× e−ieψy tanhφy+ieψx tanhφx .
(B.152)
To be consistent with the extra phases introduced in (7.91), we have introduced additional
phases in (B.152). Using (7.94) to convert to global time variables, we obtain
〈Ty χy|ρ˜β|Tx χx〉 =
∫ ∞
0
ds s sinh(2pis)e
−β s2
4φb
iei(eχx+eχy ) cot(Ty−Tx2 )
2pi
csc
(
Tx − Ty
2
)
× e−pisH(1)2is
(
2e
χx+χy
2 csc
(
Tx − Ty
2
))
, 2pi > Tx − Ty > 0.
(B.153)
While we have derived (B.153) from an expression in Rindler variables, we have analyt-
ically continued (B.153) to the full domain 2pi > Tx − Ty > 0 where it continues to be
nonsingular.
To obtain an expression for 〈Ty χy|ρ˜β|Tx χx〉 in the domain 2pi > Ty − Tx > 0, one can
start with (B.153) and impose the condition that ρ˜β is Hermitian. One cannot analytically
continue from the region 2pi > Tx − Ty > 0 to the region 2pi > Ty − Tx > 0. If we assume
that ρ˜β is the reduced density matrix of a wavefunction of the form (5.48), then we may
conclude that (B.153) vanishes for |Tx − Ty| > 2pi, which, after normalizing ρ˜β, results in
agreement with (5.55) for |f(s)|2 = 1
Nβ
2s sinh(2pis)e
−β s2
4φb .
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