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Abstract—Support vector machines (SVM) have drawn wide attention for the last two decades due to its extensive applications, so a
vast body of work has developed optimization algorithms to solve SVM with various soft-margin losses. To distinguish all, in this paper,
we aim at solving an ideal soft-margin loss SVM: L0/1 soft-margin loss SVM (dubbed as L0/1-SVM). Many of the existing (non)convex
soft-margin losses can be viewed as one of the surrogates of the L0/1 soft-margin loss. Despite its discrete nature, we manage to
establish the optimality theory for the L0/1-SVM including the existence of the optimal solutions, the relationship between them and P-
stationary points. These not only enable us to deliver a rigorous definition of L0/1 support vectors but also allow us to define a working
set. Integrating such a working set, a fast alternating direction method of multipliers is then proposed with its limit point being a locally
optimal solution to the L0/1-SVM. Finally, numerical experiments demonstrate that our proposed method outperforms some leading
classification solvers from SVM communities, in terms of faster computational speed and a fewer number of support vectors. The bigger
the data size is, the more evident its advantage appears.
Index Terms—L0/1 soft-margin loss, L0/1-SVM, L0/1 proximal operator, minimizer and P-stationary point, L0/1 support vectors,
L0/1ADMM.
F
1 INTRODUCTION
SUPPORT vector machines (SVM) were first introduced byVapnik and Cortes [1] and then have been extensively
applied into machine learning, statistic, pattern recognition
and so forth. The basic idea of SVM is to find a maximum
margin-type hyperplane in the input space that separates
the training dataset. In the paper, we focus on the binary
classification problem described as follows. Suppose we are
given a training set {(xi, yi) : i = 1, 2, · · · ,m}, where
xi ∈ Rn are the input vectors and yi ∈ {−1, 1} are the
output labels. The purpose of SVM is to train a hyperplane
〈w,x〉 + b = w1x1 + · · · + wnxn + b = 0 with w ∈ Rn
and b ∈ R to be estimated by the training set. For any new
input vector x′, one can predict its label y′ by y′ = 1 if
〈w,x′〉 + b > 0 and y′ = −1 otherwise. In order to find an
optimal hyperplane, there are two possible scenarios: lin-
early separable and inseparable training data. If the training
data is linearly separated in the input space, then the unique
optimal hyperplane can be obtained by solving a convex
quadratic programming:
min
w∈Rn,b∈R
1
2
‖w‖2
s.t. yi(〈w,xi〉+ b) ≥ 1, i ∈ Nm, (1)
where Nm := {1, 2, · · · ,m}. The above model is known as
the hard-margin SVM because it requires correct classifica-
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tions of all training samples. When it comes to the train-
ing data being linearly inseparable in the input space, the
popular approach is to allow violations in the satisfaction
of the constraints in (1) and penalize such violations in the
objective function, namely,
min
w∈Rn,b∈R
1
2
‖w‖2 + C
m∑
i=1
`(1− yif(xi)), (2)
where C > 0 is a penalty parameter and f(xi) := 〈w,xi〉+
b. Here, `(·) is one of loss functions that aims at penalizing
some sufficiently incorrectly classified samples and leaving
the others. The above model is known as soft-margin SVM,
allowing misclassified training samples. Authors in [1]–[3]
have pointed out that the ideal soft-margin SVM is
min
w∈Rn,b∈R
1
2
‖w‖2 + C
m∑
i=1
`0/1(1− yif(xi)), (3)
where the soft-margin loss function `0/1(·) is given by
`0/1(ti) =
{
1, 1− ti > 0,
0, 1− ti ≤ 0,
(4)
and ti = yif(xi), i ∈ Nm. We name (3) as L0/1-SVM,
which minimizes the number of soft-margin misclassified
samples. It is worth mentioning that the `0/1(·) loss function
arises in binary-valued regression, and is useful in many
machine learning problems: candidates include those from
perceptron learning [4] and deep learning [5]. However,
the L0/1-SVM is NP-hard [6], [7] since the `0/1(·) loss is
nonconvex and discontinuous, and up to now, it has not
been fundamentally well investigated.
As far as we know, this is the first paper that establishes
the optimality theory for the L0/1-SVM and develops an
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2effective algorithm aiming at pursuing an optimal solution
to (3). The main contributions are summarized as follows.
(C1) We prove that the globally optimal solutions to the
L0/1-SVM exist and also establish its optimality condition
aiming at finding such solutions. The condition has a close
relationship to the P-stationary point which is very practical
to solve the L0/1-SVM, even though the problem is NP-hard.
(C2) Recall that the vector w∗ that maximizes the margin
can be shown to have the form:
w∗ = α∗1y1x1 + · · ·+ α∗mymxm =
∑
i: α∗i 6=0
α∗i yixi, (5)
where α∗ = (α∗1,α
∗
2, ...,α
∗
m)
> is a solution to the dual
problem of (1). The training vectors xi corresponding to
non-zero α∗i are called support vectors [1], [8]. In this
paper, the P-stationary point allows us to define the L0/1
support vectors which coincide with the non-zero elements
of the Lagrangian multiplier of (3). From the point of the
optimization, the Lagrangian multiplier can be treated as a
solution to the dual problem of (3), even though the dual
problem is difficult to be derived due to the discreteness
of `0/1(·). Therefore, L0/1 support vectors are standard
support vectors. Furthermore, we show that allL0/1 support
vectors fall into the support hyperplanes 〈w∗,x〉+ b∗ = ±1,
where (w∗, b∗) is a P-stationary point of (3). Hence, the
number of L0/1 support vectors are naturally expected to be
no greater than the number of the standard support vectors.
This is also testified by our numerical experiments.
(C3) When it comes to solving the problem (3), we
adopt the famous alternating direction method of multipli-
ers (ADMM), where one of its sub-problems is addressed
by the L0/1 proximal operator involved in the P-stationary
point, which together with the idea of L0/1 support vectors
allows us to define a working set in each step. Indices i
of vectors xi out of this working set will be discarded, so
the proposed method has a considerably low computational
complexity and thus runs super fast. We prove that the limit
point of the generated sequence is a P-stationary point and
also a locally optimal solution to the problem (3). This means
the final classifier only uses a small number of support
vectors based on the statements in C2.
(C4) Comparing with some leading classification solvers
for addressing the SVM problems on synthetic and real
datasets, extensive numerical experiments demonstrate that
our proposed method achieves better performance includ-
ing higher prediction accuracy, a fewer number of support
vectors and faster computational speed. In addition, the
numerical comparison also certifies the robustness to the
outliers of the L0/1-SVM.
The remainder of this paper is organized as follows. In
the next section, a brief overview of various soft-margin loss
functions used in (2) will be given. Section 3 establishes
the optimality theory including the existence of a globally
optimal solution to the problem (3) and the relationships
between a P-stationary point and an optimal solution. In
Section 4, we will introduce the L0/1 support vectors and
cast a fast ADMM whose each step is integrated by a
working set strategy inspired by the L0/1 support vectors.
Numerical experiments and concluding remarks are given
in the last two sections.
2 RELATED WORK
The discrete nature of `0/1(·) in L0/1-SVM (3) limits its
wide applications. Therefore, most previous work focus
on the continuous surrogates of (3), namely, `(·) in (2) is
a continuous approximation of `0/1(·). We mention two
typical classes of such surrogate soft-margin loss functions
[3]. The first one consists of the convex soft-margin loss
functions. An impressive body of work has designed such
kinds of functions since they make the corresponding SVM
problems easier to deal with. Here, we only review some
popular ones.
• Hinge soft-margin loss function: `hinge(t) = max{0, 1−
t}. It is non-differentiable at t = 1 and unbounded.
SVM with hinge soft-margin loss function was first
proposed by Vapnik and Cortes [1], aiming at only
penalizing the samples with t < 1. Hinge soft-
margin loss SVM is the first SVM model and the most
wild studied one [9].
• Pinball soft-margin loss function: `τpinball(t) = max{1−
t,−τ(1 − t)}, with 0 ≤ τ ≤ 1, which is still non-
differentiable at t = 1 and unbounded. SVM with
this soft-margin loss function was proposed in [10],
[11] to pay penalty for all training samples. There
is a quadratic programming solver embedded in
Matlab to solve the SVM with pinball soft-margin
loss function [11].
• Huberized hinge soft-margin loss function: `τHH(t) =
max{1− t− τ/2,min{max{1− t, 0}2/2τ, τ/2}} with
τ > 0. It is smooth but still unbounded function.
SVM with such soft-margin loss function was first
proposed in [12] which can be solved by proximal
gradient method [13].
• Square soft-margin loss function [14], [15]: `square(t) =
(1− t)2, a smooth but unbounded function.
• Other convex and smooth soft-margin loss functions in-
clude the square hinge soft-margin loss function [16]
and log soft-margin loss function [17].
• Other convex and nonsmooth soft-margin loss functions
include the ε-insensitive zone pinball soft-margin
loss function [11] and φ-risk hinge soft-margin loss
function [18].
As the above loss functions are convex, their correspond-
ing SVM models are not difficult to be dealt with [9]–[21].
However, the convexity often induces the unboundedness
[22], [23], which weakens the robustness of those loss func-
tions to outliers from the training data. To overcome such a
drawback, one can set an upper bound and enforce the loss
to stop increasing after a certain point. This gives rise to the
second group: the nonconvex soft-margin loss functions.
• Ramp soft-margin loss function [24], [25]: `µramp(t) =
max{0, 1 − t} − max{0, 1 − (t + µ)} with µ > 0,
which is non-differentiable at t = 1 − µ and t = 1
but bounded between 0 and µ. It does not penalize
the case when t > 1, while pays linear penalty when
1− µ ≤ t ≤ 1 and a fixed penalty µ when t < 1− µ.
This makes such a function robust to outliers.
• Truncated pinball soft-margin loss function [26] (trun-
cated right side of pinball loss function): `τ,κTpin(t) =
max{0, (1+ τ)(1− t)}− (max{0, τ(1− t+κ)}− τκ),
3with 0 ≤ τ ≤ 1 and κ ≥ 0. It is non-differentiable at
t = 1 and t = 1 + κ and unbounded. The penalty is
fixed at κ for t > 1 + κ and is linear otherwise.
• Asymmetrical truncated pinball soft-margin loss function
[27] (truncated two side of pinball loss function):
`τ,κ,µATpin(t) = max{0, (1 + τ)(1− t)} − (max{0, τ(1−
t + κ)} + max{0, 1 − t − µ} − τκ) with 0 ≤ τ ≤ 1
and µ, κ ≥ 0. This function is non-differentiable at
t = 1 − µ, t = 1 + κ and t = 1 but bounded. The
penalty is fixed at τκ for t > 1 + κ and at µ for
t < 1− µ but is linear otherwise.
• Sigmoid soft-margin loss function [28]: `sigmoid(t) =
1/(1 + exp(−τ(1− t)) with τ > 0. It is a smooth and
bounded function. It penalizes all training samples.
• Other nonconvex and smooth soft-margin loss functions
include the smooth ramp soft-margin loss function
[29] and margin-based classification smooth soft-
margin loss function [3], [30].
• Other nonconvex and nonsmooth soft-margin loss func-
tions include the truncated logistic soft-margin loss
function [31] and ε-insensitive truncated least square
soft-margin loss function [32].
Compared to convex soft-margin loss functions, most
nonconvex ones are less sensitive to feature noise or outliers
due to their boundedness. Apparently, nonconvexity would
lead to difficulties of computations in terms of solving the
corresponding SVM models [22]–[34].
3 OPTIMALITY THEORY OF L0/1-SVM
For convenience of our subsequent analysis, denote
A := [y1x1 y2x2 · · · ymxm]> ∈ Rm×n,
y := (y1, y2, · · · , ym)> ∈ Rm,
1 := (1, 1, · · · , 1)> ∈ Rm, (6)
u := 1−Aw − by ∈ Rm,
u+ := ((u1)+, · · · , (um)+)> ∈ Rm,
where t+ := max{t, 0}. Moreover, the zero-norm of the
vector u is denoted by ‖u‖0 which counts the number of its
non-zero elements. It is easy to see that ui = 1− yi〈w,xi〉−
yib = 1 − yif(xi) = 1 − ti, i ∈ Nm. Then the soft-margin
loss function `0/1(·) in (4) can be rewritten as
`0/1(ui) =
{
1, ui > 0,
0, ui ≤ 0,
i ∈ Nm. (4′)
This indicates
m∑
i=1
`0/1(1− yif(xi)) =
m∑
i=1
`0/1(ui)
= ‖u+‖0 =: L0/1(u). (7)
Hence, the function L0/1(u) = ‖u+‖0 computes the number
of all positive elements in u. We call it the L0/1 soft-margin
loss function. Borrowing these notation, the L0/1-SVM (3) is
equivalent to the following optimization problem,
min
w∈Rn,b∈R
f(w; b) :=
1
2
‖w‖2 + C‖(1−Aw − by)+‖0, (8)
or the following problem with an extra variable u,
min
w∈Rn,b∈R,u∈Rm
1
2
‖w‖2 + C‖u+‖0 (9)
s.t. u+Aw + by = 1.
Recall the sparse optimization problem minv∈Rm{g(v)+
C‖v‖0}, where C > 0 is a given penalty parameter and
g : Rm → R is smooth or nonsmooth function. Due to the
combinatorial nature of ‖v‖0, the above sparse optimization
problem is generally NP-hard. However, this problem has
wide applications in linear and nonlinear compressive sens-
ing, robust linear regression, deep learning, etc. Hence it has
been extensively studied by a lot of researchers in different
communities. More recently, by utilizing continuous opti-
mization theory, the optimality conditions and algorithms
for such a problem are successfully established by some
researchers in optimization community [35]–[40].
Observe the L0/1-SVM model (8) or (9). We found that it
has same structure as the above sparse optimization model
with difference between ‖(·)+‖0 and ‖(·)‖0. Similarly, by
utilizing continuous optimization theory, we do the opti-
mality analysis of (8) or (9) in this section.
3.1 Existence of L0/1-SVM Minimizer
Firstly, we show the existence of a global minimizer (a
minimizer is often phrased as an optimal solution) to (8),
a premise of the optimality condition of the L0/1-SVM.
Theorem 3.1. Given b ∈ I := [−M,M ] with 0 < M < +∞.
Then the globally optimal solution to (8) exists and the
solution set is bounded.
The proof of Theorem 3.1 is given in Appendix A.1. For
any b ∈ I , since yi ∈ {−1, 1}, we have the following
observations
f(0; b) = C‖(1− by)+‖0 =

Cm−, b ≥ 1,
Cm+, b ≤ −1,
Cm, |b| < 1,
where m+ and m− are the number of positive and negative
yi. Therefore, let (w∗; b∗) be an optimal solution to (8) (such
a solution exists by Theorem 3.1), then
f(w∗; b∗) ≤ C min{m+,m−}.
In numerical experiments, this gives us a clue to set some
starting points (w0; b0) satisfying
f(w0; b0) ≤ C min{m+,m−}. (10)
3.2 First-Order Optimality Condition
From the perspective of optimization, establishing the opti-
mality conditions of an optimization problem is a key step
in theoretical analysis, because those conditions effectively
benefits for the algorithmic design. Now turn our attention
on the L0/1-SVM model (9).
Definition 3.1 (P-stationary point of (9)). For a given
C > 0, we say (w∗; b∗;u∗) is a proximal stationary (P-
stationary) point of (9) if there is a Lagrangian multiplier
λ∗ ∈ Rm and a constant γ > 0 such that
w∗ +A>λ∗ = 0,
〈y,λ∗〉 = 0,
u∗ +Aw∗ + b∗y = 1,
proxγC‖(·)+‖0(u
∗ − γλ∗) = u∗,
(11)
4where
[ProxγC‖(·)+‖0(z
∗)]i =
{
0, 0 < z∗i ≤
√
2γC,
z∗i , z
∗
i >
√
2γC or z∗i ≤ 0,
(12)
and z∗ := u∗ − γλ∗. The above equation (12) is termed as
L0/1 proximal operator, whose solution has been derived in
Appendix A.2.
The L0/1 proximal operator is the key in the optimality
analysis (see Theorem 3.2 below) and algorithmic design
(see Section 4.2) of L0/1-SVM. Using the above definition,
we reveal the relationship between local/global minimizer
and a P-stationary point of L0/1-SVM. To proceed more, let
B := [A y] ∈ Rm×(n+1), H :=
[
In×n 0
0 0
]
B+, (13)
where B+ ∈ R(n+1)×m is the generalized inverse of B, and
λH := λmax(H
>H) where λmax(H>H) is the maximum
eigenvalue of H>H. Thus, we have following theorem.
Theorem 3.2. The following relations hold for (9).
(i) A globally optimal solution is also a P-stationary
point with 0 < γ < 1/λH if B is full column rank.
(ii) A P-stationary point with γ > 0 is also a locally
optimal solution.
The proof of Theorem 3.2 is given in Appendix A.3. Note
that B being full column rank implies m ≥ n, i.e., the
number of samples is no less than the number of features.
However, from Theorem 3.2 (ii), if we find a P-stationary
point of the problem (9), then it must be a locally op-
timal solution without any assumptions. No requirement
of m ≥ n is enforced. Our numerical experiments testify
that our proposed algorithm based on the idea of the P-
stationary point works well for both cases: m ≥ n and
m < n.
3.3 Extension
In Section 3.2, we established the first-order optimality
condition for (9), i.e., (8), which is an unconstrained opti-
mization problem. This can be regarded as a special case of
the following general optimization model
min
u∈Rm
g(u) + C‖u+‖0, (14)
where C > 0 is a given penalty parameter and g : Rm → R
is a smooth function and gradient Lipschitz continuous with
a Lipschitz constant γg > 0.
Similarly, we introduce the proximal stationary point of
(14) as below.
Definition 3.2 (P-stationary point of (14)). For a given C >
0, we say u∗ is a proximal stationary (P-stationary) point
of problem (14) if there is a constant γ > 0 such that
u∗ = proxγC‖(·)+‖0(u
∗ − γ∇g(u∗)), (15)
where, ∇g(·) is the gradient of g(·).
The following theorem reveals the relationship between a
local/global minimizer and a P-stationary point of (14),
whose the proof is similar to that of the Theorem 3.2 and
thus is omitted.
Theorem 3.3. For problem (14), the following relations hold.
(i) For a given C > 0, if u∗ is a global minimizer of (14)
then it is a P-stationary point with 0 < γ < 1/γg .
(ii) For a given C > 0, if g is convex and u∗ is a
P-stationary point with γ > 0, then it is a local
minimizer of (14).
The above two theorems state that under condition of
convexity, the P-stationary point must be a local minimizer,
which means that we could use the P-stationary point as a
termination rule in terms of guaranteeing the local optimal-
ity of a point generated by the algorithm proposed in next
section.
4 FAST ALGORITHM
It is well known that the classifier is decided by support
vectors, see (5). If support vectors is used to design the
solving algorithm, the fewer number of support vectors
is, the faster the computational speed will be since fewer
samples in training data are used to train the classifier.
Therefore, reducing the number of support vectors tends to
be important for datasets in extremely large sizes. Motivated
by this, we introduce L0/1 support vectors and working set
strategy based on the theory in Section 3.2 and adopt the fa-
mous alternating direction method of multipliers (ADMM)
to solve the L0/1-SVM (9).
4.1 L0/1 Support Vectors
Let (w∗; b∗;u∗) be a P-stationary point of problem (9). Then
from Definition 3.1, there is a Lagrangian multiplier λ∗ ∈
Rm and a constant γ > 0 such that (11) holds. Let
T∗ :=
{
i ∈ Nm : u∗i − γλ∗i ∈ (0,
√
2γC]
}
, (16)
and T ∗ := Nm\T∗ be its complementarity set. Let zT ∈
R|T | be the sub-vector of z indexed on T and |T | be the
cardinality of T . It follows from the last equation of (11) and
(12) that
u∗
(11)
= proxγC‖(·)+‖0(u
∗ − γλ∗)
=
[
(proxγC‖(·)+‖0(u
∗ − γλ∗))T∗
(proxγC‖(·)+‖0(u
∗ − γλ∗))T∗
]
(12)
=
[
0T∗
(u∗ − γλ∗)T∗
]
.
which is equivalent to[
u∗T∗
λ∗
T∗
]
= 0. (17)
Then T∗ in (16) turns to
T∗ =
{
i ∈ Nm : λ∗i ∈
[
−
√
2C/γ, 0
)}
. (18)
This and (17) result in
λ∗i
{
∈ [−√2C/γ, 0), for i ∈ T∗,
= 0, for i ∈ T ∗.
(19)
Taking (19) into the first equation of (11) derives
w∗ = −A>T∗λ∗T∗ −A>T∗λ
∗
T∗
= −A>T∗λ∗T∗ =
∑
i∈T∗
− λ∗i yixi. (20)
5Remark 4.1. Regarding the expression (20), we have the
following comments.
• Recall (5), where α∗ is a solution to the dual prob-
lem of (1). From the optimization perspective, the
Lagrangian multiplier −λ∗ actually is a solution to
the dual problem of (9). In such a sense, {xi : i ∈ T∗}
indeed are standard support vectors. While we call
them the L0/1 support vectors since they are selected
by the L0/1 proximal operator.
• Furthermore, the third equation in (11) implies 1 =
u∗T∗+(Aw
∗+b∗y)T∗ = (Aw
∗+b∗y)T∗ due to u
∗
T∗ = 0
by (17), which and the definition (6) of A yield
〈w∗,xi〉+ b∗ = ±1, for i ∈ T∗. (21)
Interestingly, the L0/1 support vectors must fall into
the support hyperplanes 〈w∗,x〉+b∗ = ±1. As far as
we know, the hard-margin SVM has such a property
for linearly separable datasets. For linearly insepa-
rable datasets, most soft-margin SVM can not guar-
antee this property. However, (21) is ensured by the
L0/1-SVM regardless of the datasets being separable
or inseparable. This phenomenon manifests that the
L0/1-SVM could render fewer support vectors than
the other soft-margin SVM models, which is also
certified by our numerical experiments.
The set T∗ in (18) gives us a clue to select support vectors,
which is very practical in the following algorithmic design.
4.2 L0/1ADMM via Selection of Working Set
In this subsection, we take advantages of ADMM and work-
ing set to solve the L0/1-SVM (9). We firstly give the frame-
work of ADMM as follows. The augmented Lagrangian
function of the problem (9) is given by
Lσ(w; b;u;λ) =
1
2
‖w‖2 + C‖u+‖0 + 〈λ,u− 1+Aw + by〉
+
σ
2
‖u− 1+Aw + by‖2,
where λ is the Lagrangian multiplier and σ > 0 is the
penalty parameter. Given the kth iteration (wk; bk;uk;λk),
the framework to update each component is as follows:
uk+1 = argmin
u∈Rm
Lσ(w
k, bk,u,λk)
wk+1 = argmin
w∈Rn
Lσ(w, b
k,uk+1,λk) + σ2 ‖w −wk‖2Dk
bk+1 = argmin
b∈R
Lσ(w
k+1, b,uk+1,λk)
λk+1 = λk + ησ(uk+1 − 1+Awk+1 + bk+1y),
(22)
where η > 0 is the dual step-size. The proximal term is
‖w −wk‖2Dk = 〈w −wk, Dk(w −wk)〉.
Note that if Dk is positive semidefinite, then the above
framework is the standard semi-proximal ADMM [41].
However, authors in papers [42]–[44] have also investi-
gated ADMM with the indefinite proximal terms, namely,
Dk is indefinite. The basic principle of choosing Dk is to
guarantee the convexity of w-subproblem of (22). Since
Lσ(w; b
k;uk+1;λk) is strongly convex with respect to w,
Dk is flexible to be chosen as an indefinite matrix.
Now, let’s see how T∗ in (18) instructs to select the
support vectors. Denote zk := 1−Awk−bky−λk/σ. Define
a working set Tk at the kth step by
Tk :=
{
i ∈ Nm : zki ∈
(
0,
√
2C/σ
]}
(23)
and T k := Nm\Tk. Based on which, Dk is chosen as
Dk = −A>TkATk . (24)
Here, for a given set T ⊆ Nm, AT ∈ R|T |×n denotes the sub-
matrix containing rows of A indexed on T . The working set
Tk and the choice of Dk will tremendously speed up the
whole computation in each step of ADMM. More precisely,
we calculate each sub-problem in (22) as follows.
(i) Updating uk+1: The u-subproblem in (22) is equivalent
to the following problem
uk+1
= argmin
u∈Rm
C‖u+‖0 + 〈λk,u〉+ σ
2
‖u− 1+Awk + bky‖2
= argmin
u∈Rm
C‖u+‖0 + σ
2
‖u− zk‖2
= ProxC
σ ‖(·)+‖0(z
k),
where the last equation is from (??) with γ = 1/σ. This
together with (12) and the working set (23) suffices to
uk+1Tk = 0, u
k+1
Tk
= zk
Tk
. (25)
Therefore, updating uk+1 turns to be very simple and fast.
(ii) Updating wk+1. The w-subproblem in (22) is
wk+1 = arg min
w∈Rn
1
2
‖w‖2 + σ
2
‖w −wk‖2−A>
Tk
ATk
+〈λk, Aw〉+ σ
2
‖uk+1 − 1+Aw + bky‖2. (26)
It is a convex quadratic programming problem. To solve
(26), we only need to find a solution to the equations
0 = w − σA>
Tk
ATk(w −wk) +A>λk
+ σA>(uk+1 − 1+Aw + bky), (27)
which is equivalent to find a solution to the equations
(I + σA>TkATk)w = σA
>
Tk
vkTk , (28)
where vk := −(uk+1+bky−1+λk/σ). To derive (28) from
(27), we used two facts that uk+1
Tk
= zk
Tk
by (25) and
A>TkATk = A
>A−A>
Tk
ATk .
Therefore, the term ATk vanishes in (28), which means the
working set Tk and the choice of Dk discard the samples
{xj , j ∈ T k}. This would fasten the computation signifi-
cantly if the selected |Tk| is very small. In practice, (28) can
be addressed efficiently by the following rules:
• If n ≤ |Tk|, one could solve (28) directly through
wk+1 = (I + σA>TkATk)
−1σA>Tkv
k
Tk
. (29)
• If n > |Tk|, the Sherman-Morrison-Woodbury for-
mula [45] enables us to calculate the inverse as
(I + σA>TkATk)
−1 = I − σA>Tk(I + σATkA>Tk)−1ATk .
6Then we update wk+1 by
wk+1 = σA>Tk(I + σATkA
>
Tk
)−1vkTk . (30)
(iii) Updating bk+1. The b-subproblem in (22) is a convex
quadratic programming
bk+1 = arg min
b∈R
〈λk, by〉+ σ
2
‖uk+1 − 1+Awk+1 + by‖2.
which is solved by
bk+1 = 〈y, rk〉/‖y‖2 = 〈y, rk〉/m, (31)
where rk := −Awk+1 − 1+ uk+1 + λk/σ.
(iv) Updating λk+1. We update λk+1 in (22) as follows
λk+1Tk = λ
k
Tk
+ ησ$k+1Tk ,
λk+1
Tk
= 0, (32)
where $k+1 := uk+1 − 1 + Awk+1 + bk+1y and setting
λk+1
Tk
= 0 follows the idea in (17), namely, the part of the
Lagrangian multiplier not on the working set is removed.
Overall, updating each subproblem is summarized into
Algorithm 1, which is called L0/1ADMM, an abbreviation for
L0/1-SVM solved by ADMM.
Algorithm 1 : L0/1ADMM for solving problem (9)
Initialize (w0; b0;u0;λ0). Set C, η, σ,K > 0 and k = 0.
while The halting condition does not hold and k ≤ K do
Update Tk as in (23).
Update uk+1 by (25).
Update wk+1 by (29) if n ≤ |Tk| and by (30) otherwise.
Update bk+1 by (31).
Update λk+1 by (32).
Set k = k + 1.
end while
return the final solution (wk, bk) to (9).
4.3 Convergence and Complexity Analysis
The following theorem shows that if the sequence generated
by L0/1ADMM has a limit point, then it must be a P-stationary
point and also a locally optimal solution to (9).
Theorem 4.1. Suppose (w∗; b∗;u∗;λ∗) be the limit point of
the sequence {(wk; bk;uk;λk)} generated by L0/1ADMM.
Then (w∗; b∗;u∗) is a P-stationary point with γ = 1/σ
and also a locally optimal solution to the problem (9).
The proof of Theorem 4.1 is given in Appendix A.4.
Based on the authors’ limited knowledge, the above conver-
gence result is difficult to improve, because our L0/1ADMM
deals with L0/1-SVM directly, whose objective function in-
volves a discrete part ‖(·)+‖0. As a supplement, we mention
some works on ADMM and its convergence analysis: for
solving nonconvex nonsmooth optimization problems, see,
e.g. [46]–[49]; for solving the nonconvex soft-margin loss
SVMs, see, e.g. [50], [51].
With regard to the computational complexity in each
iteration of the proposed algorithm L0/1ADMM, we have the
following observations:
• Updating Tk by (23) needs the complexity O(m).
• The main term involved in computing uk+1 by (25)
is Awk, taking the complexity about O(mn).
• To update wk+1, we compute (29) if n ≤ |Tk| and
(30) otherwise. For the former, the dominant compu-
tations are calculating
A>TkATk and (I + σA
>
Tk
ATk)
−1.
Their computational complexities are O(n2|Tk|) and
O(nκ) with κ ∈ (2, 3), respectively. For the latter, the
dominant computations are from
ATkA
>
Tk
and (I + σATkA
>
Tk
)−1
with the computational complexities O(n|Tk|2) and
O(|Tk|κ) with κ ∈ (2, 3), respectively. Therefore, the
complexity to update wk+1 in each step is
O(min{n2, |Tk|2}max{n, |Tk|}).
• Similarly, Awk+1 is the most expensive computation
in (31) to derive bk+1. Again its complexity isO(mn).
• Same as that of updating bk+1, achieving λk+1 by
(32) takes O(mn) complexity.
Overall, the whole computational complexity in each step
of L0/1ADMM in Algorithm 1 is
O (mn+ min{n2, |Tk|2}max{n, |Tk|}) .
If the selected working sets have low cardinalities |Tk| or n is
very small (i.e., n m), L0/1ADMM possesses a considerably
low computational complexity.
With regard to non-asymptotic analysis for finding sta-
tionary points of nonsmooth nonconvex functions, see, e.g.
[52].
5 NUMERICAL EXPERIMENTS
In this section, we conduct numerical experiments to show
the sparsity, robustness and effectiveness of the proposed
L0/1ADMM by using MATLAB (2018b) on a laptop of 32GB of
memory and Inter Core i7 2.7Ghz CPU, against six leading
solvers on synthetic data and real data.
Inspired by Theorem 3.2, the P-stationary point is taken
as a stopping criteria. In the implementation, we terminate
the proposed algorithm if the point (wk; bk;uk;λk) closely
satisfies the conditions in (11), namely,
max{θk1 , θk2 , θk3 , θk4} < tol,
where tol is the tolerance level and
θk1 :=
‖wk +A>TkλkTk‖
1 + ‖wk‖ , θ
k
2 :=
|〈yTk ,λkTk〉|
1 + |Tk| ,
θk3 :=
‖uk − 1+Awk + bky‖√
m
,
θk4 :=
‖uk − proxC/σ‖(·)+‖0(uk − λk/σ)‖
1 + ‖uk‖ .
(a) Parameters setting. In our algorithm, the parameters
C and σ control the number of support vectors (see (23)),
so tuning good choices of these two parameters is crucial.
Hence, the standard 10-fold cross validation is employed
in training datasets to select them, where C is picked from
{2−7, 2−6, · · · , 27} and σ is tuned from {a−7, a−6, · · · , a7}
7with a =
√
2. The parameters with the highest cross valida-
tion accuracy are picked out. In addition, we set η = 1.618,
maximum iteration numberK = 104 and the tolerance level
tol= 10−3. For the starting points, set u0 = λ0 = 0. As
mentioned in Section 3.1, we choose w0 = 1/100 and b0 = 0
if it meets (10), and w0 = 0 and b0 = 1 (or −1) otherwise.
(b) Benchmark classifiers. Five classification solvers
from machine learning communities and an L2-regularized
logistic regression based solver are selected to make com-
parisons. All their parameters are also optimized by 10-fold
cross validation to maximize accuracy.
HSVM SVM with the hinge soft-margin loss is implemented
by LibSVM [53], where the parameter C is selected
from the set Ω := {2−7, 2−6, · · · , 27}.
LSSVM SVM with the square soft-margin loss [14] is imple-
mented by LibLSSVM [54], where the parameter C is
selected from the range Ω.
PSVM SVM with the pinball soft-margin loss can be tackled
by the traversal algorithm [55], where the parameter
C is turned from a union of Ω and the one in [55], the
parameter τ is set as {−1,−0.99, · · · , 0.99}, which is
the same as that in [55].
RSVM SVM with the ramp soft-margin loss can be ad-
dressed by CCCP [24], where the parameter C is se-
lected from Ω and µ is chosen from {0.1, 0.2, · · · , 1}.
RSSVM SVM with the nonconvex robust and smooth soft-
margin loss [3] is solved by the iteratively reweighted
algorithm with CVX, where both parameters C and
ν are tuned from Ω.
LOGI L2-regularized logistic regression is addressed by
employing Newton method [56], where the param-
eter C is selected from Ω.
(c) Evaluation criteria. To evaluate classification perfor-
mance, we report three evaluation criteria: testing accuracy
(ACC), number of support vectors (NSV) and CPU time (CPU).
Let {(xtestj , ytestj ) : j = 1, · · · ,mt} be the testing samples
data. The testing accuracy is defined as follows
ACC := 1− 1
2mt
mt∑
j=1
∣∣∣sign(〈w∗,xtestj 〉+ b∗)− ytestj ∣∣∣,
where sign(a) = 1 if a > 0 and sign(a) = −1 otherwise, and
(w∗, b∗) is a solution obtained by one solver. The accuracy
measures the ability of a solver to correctly predict the class
labels of new input samples. The higher ACC (or the smaller
NSV or CPU) is, the better performance of a solver delivers.
5.1 Comparisons with Synthetic Data
For visualization, we first consider a two-dimensional ex-
ample, where the features come from Gaussian distributions
[11], [55]. One can observe that L0/1ADMM performs extraor-
dinarily in terms of delivering a considerably small number
of support vectors.
Example 5.1 (Synthetic data in R2 without outliers). In
this example, m samples xi, i ∈ Nm with positive
labels yi = +1 are drawn from N(µ1,Σ1) and sam-
ples xi with negative labels yi = −1 are drawn from
N(µ2,Σ2), where µ1 = [0.5,−3]>,µ2 = [−0.5, 3]> and
Σ1 = Σ2 =
[
0.2 0
0 3
]
. We generate m samples with
two classes having equal numbers, and then evenly split
all samples into a training set and a testing set.
Data generated in this way has centralized features of each
class. For this example, the corresponding Bayes classifier
is 2.5x1 − x2 + 0 = 0. We display Bayes classifier and
100 training samples in Figure 1 (a), where samples are no
extra noises contaminated. We then add outliers on the data
generated in Example 5.1 as follows.
Example 5.2 (Synthetic data in R2 with outliers). Firstly,
m samples with two classes having equal numbers are
generated as in Example 5.1. Then in each class, we
randomly flip r percentage of labels. For instance, inm/2
samples with positive labels +1, we change mr/2 labels
to −1. This means r percentage of m samples are flipped
their labels, namely rm outliers are generated. Here r is
the flapping ratio. Finally, the m samples are evenly split
into a training set and a testing set. In Figure 1 (b), the
training set with r=10% outliers are presented.
To solve these two examples, seven solvers are applied to
calculate the classifier w1x1 + w2x2 + b = 0. Since data
are generated randomly, to avoid randomness, we report
average results of ACC, NSV and CPU over 10 times.
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Fig. 1: (a) A two dimensional training set with m = 200
samples. (b) Data in (a) but with r=10% outliers. Blue
stars: sampling samples in class −1. Red crosses: sampling
samples in class +1. Red dashed lines: the Bayes classifier.
(d) Synthetic data without outliers. Seven solvers are
applied to solve Example 5.1 with both the training and
testing sample sizes being m/2 ∈ {2000, 4000, · · · , 10000}.
Average results are reported in Table 1, where ”−−” rep-
resents that the results are not obtained if one solver takes
time longer than two hour (denote ”> 2h”) or the required
memory is out of the capacity of our laptop (denote ”∗∗”). It
can be clearly seen that all methods achieves desirable ACC
and L0/1ADMM gets slightly better ones. When it comes to
NSV, the result is significant different. Obviously, LSSVM,
PSVM and LOGI take all samples as the support vectors,
while the others select a small portion. It is evidently that
L0/1ADMM uses a considerably small number of the support
vectors (no more than 30 for all cases). These testify that
our constructed working set strategy is very effective to
reduce the number of the support vectors. Because of this,
L0/1ADMM consumes the shortest CPU time.
(e) Synthetic data with outliers. For Example 5.2, we
fix m/2 = 5000, n = 2 while alter the flapping ratio r
from {0, 0.05, 0.1, 0.15, 0.2} to see the robustness of each
method to outliers. Average results are presented in Table 2.
Apparently, the more outliers, the smaller ACC for each
8solver. There is no big difference of ACC generated by seven
solvers. Again, L0/1ADMM gets slightly better ACC, being
more robust to outliers than the others. Similar observations
to that in Table 1 can be seen for NSV. Moreover, the more
outliers are added, the more support vectors are used by
HSVM and RSSVM, which means their support vectors are
sensitive to the outliers. By contrast, L0/1ADMM and RSVM
make use of fewer support vectors when more outliers are
added. Not surprisingly, L0/1ADMM again runs the fastest.
TABLE 1: Comparisons of 7 solvers for solving Example 5.1,
where L0/1 stands for L0/1ADMM.
ACC (%)
m/2 L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
2000 97.05 97.05 97.00 97.05 97.05 97.05 97.03
4000 97.35 97.25 97.30 97.30 97.33 97.32 97.25
6000 97.33 97.28 97.33 97.24 97.33 −− 97.22
8000 96.96 96.91 96.89 96.91 96.96 −− 96.96
10000 97.20 97.18 97.16 97.19 97.20 −− 97.18
NSV
m/2 L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
2000 7 187 2000 2000 96 146 2000
4000 10 301 4000 4000 141 289 4000
6000 18 439 6000 6000 201 −− 6000
8000 26 571 8000 8000 223 −− 8000
10000 22 658 10000 10000 240 −− 10000
CPU (seconds)
m/2 L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
2000 0.002 0.014 0.221 9.642 3.969 132.5 0.034
4000 0.006 0.022 0.626 67.58 16.29 2043 0.112
6000 0.008 0.036 1.200 209.9 31.44 > 2h 0.204
8000 0.013 0.069 2.342 493.2 65.25 > 2h 0.536
10000 0.018 0.094 3.951 775.3 124.7 > 2h 0.938
TABLE 2: Comparisons of 7 solvers for solving Example 5.2
ACC (%)
r L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
0.00 97.16 97.08 97.10 97.16 97.16 97.12 97.08
0.05 92.65 92.46 92.50 92.60 92.65 92.57 92.58
0.10 87.98 87.78 87.78 87.90 87.90 87.90 87.70
0.15 83.06 82.86 82.80 82.98 83.06 83.04 82.93
0.20 78.30 78.16 78.12 78.28 78.28 78.20 78.16
NSV
r L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
0.00 21 364 5000 5000 184 329 5000
0.05 20 947 5000 5000 175 874 5000
0.10 17 1385 5000 5000 170 1015 5000
0.15 16 1795 5000 5000 161 1657 5000
0.20 13 2160 5000 5000 137 1989 5000
CPU (seconds)
r L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
0.00 0.008 0.027 0.801 93.11 22.53 4047 0.149
0.05 0.008 0.075 0.823 101.3 20.99 4069 0.131
0.10 0.006 0.123 0.853 105.4 19.43 4084 0.147
0.15 0.005 0.172 0.885 108.3 18.96 4092 0.152
0.20 0.005 0.236 0.898 110.6 18.41 4094 0.165
5.2 Comparisons with Real Data
We now apply these solvers to deal with 14 real datasets.
Their information are presented in Table 3, where the last
six datasets have the testing data.
Example 5.3 (Real data without outliers). We perform 10-
fold cross validation for the first four datasets. Each one
is randomly split into ten parts, with one part being
used for testing and the rest being used for training. We
then record average results to evaluate performance. For
datasets: SUSY and HIGGS in large sizes, the last 500,000
samples are used for testing, and the rest is for training.
In our experiments, all features are scaled to [−1, 1].
TABLE 3: Descriptions of 14 real datasets.
Training data Testing data Features
Datesets m mt n
Colon-cancer (col) 62 0 2000
Australian (aus) 690 0 14
Two-norm (two) 7400 0 20
Mushrooms (mus) 8124 0 112
Adult (adu) 17887 0 13
Covtype.binaty (cov) 581012 0 54
SUSY (sus) 5000000 0 18
HIGGS (hig) 11000000 0 28
Lekemia (lek) 38 34 7129
Splice (spl) 1000 2175 60
A6a (a6a) 11220 21341 123
W6a (w6a) 17188 32561 300
W8a (w8a) 49749 14951 300
ijcnn1 (ijc) 49990 91701 22
Example 5.4 (Real data with outliers). To see the influence
of the real data with outliers, we select six datasets from
small sizes to moderate sizes in Table 3. They are col,
aus, two, mus, adu and a6a. Same processes as in
Example 5.3 are then applied into the first five datasets.
Finally, r percentage of training and testing samples are
randomly treated as outliers (i.e., their labels are flipped).
(f) Real data without outliers. The average results are
recorded in Table 4. It can be clearly seen that L0/1ADMM
outperforms the others in terms of the highest ACC, small-
est NSV and shortest CPU for most datasets. For instance,
L0/1ADMM predicts more than 90% samples correctly for
col whilst HSVM and PSVM only get less than 80% correct
predictions. Compared with those generated by the other six
solvers, the number of the support vectors from L0/1ADMM
is relatively small. As expected, L0/1ADMM runs super fast,
especially for datasets in big sizes, 0.573 seconds v.s. 36.95
seconds by HSVM for data ijc. In addition, it only needs
14.26 seconds for the dataset hig with more than ten million
samples. Overall, it seems that the bigger m is, the more
evident the advantage of L0/1ADMM becomes.
(g) Real data with outliers. Finally, we would like to
see the robustness of each solver to the outliers for real
datasets in Example 5.4. Again we alter the flapping ratio r
from {0.01, 0.02, · · · , 0.1}. It is shown in Table 4 that RSSVM
takes too long time for datasets: two, mus, adu and a6a.
Therefore, its results related to these datasets are omitted.
All lines of ACC shown in Figure 2 decline with r ascending,
and L0/1ADMM achieves the highest ACC. As for NSV in
Figure 3, LSSVM, PSVM and LOGI always treat all samples as
support vectors. Lines from L0/1ADMM and RSVM either de-
cline or stabilize at a level with the rising of r, which means
they are quite robust to r, namely robust to the outliers.
What is more, L0/1ADMM always renders the fewest number
of the support vectors. For the computational speed, as
demonstrated in Figure 4, L0/1ADMM outperforms the others
for all datasets except for col which has a very small size.
6 CONCLUSION
In this paper, we have explored an ideal soft-margin SVM
model: L0/1-SVM, which well captures the nature of the
9binary classification and guarantees a fewer number of
support vectors than the other soft-margin SVM models. De-
spite the discreteness of the L0/1-SVM, the establishment of
the optimality theory, associated with the P-stationary point,
makes it tractable numerically. Based on the idea of L0/1
support vectors inspired by the P-stationary point, a work-
ing set was cast and integrated into the proximal ADMM,
which tremendously speeds up the whole computation and
reduces the number of support vectors. Consequently, the
proposed method performed exceptionally well with fewer
support vectors and faster computational speed, especially
for datasets on large scales.
We feel that the established methodology and techniques
might be able to extend to process the nonlinear SVMs [57]–
[59] and problems from perception learning [4] and deep
learning [5]. We leave these as future research.
TABLE 4: Comparisons of 7 solvers for solving Example 5.3.
ACC (%)
Name L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
col 90.23 64.52 85.48 77.69 89.68 85.87 86.74
aus 86.23 85.51 85.80 85.80 86.02 85.98 86.18
lek 82.35 58.82 79.41 58.82 76.47 82.35 82.35
spl 85.52 88.97 85.75 85.52 85.47 85.47 85.15
two 98.37 98.02 97.97 97.97 98.24 −− 97.78
mus 100.0 100.0 100.0 100.0 100.0 −− 100.0
adu 83.90 83.29 83.01 83.07 83.79 −− 82.95
a6a 84.90 84.18 84.55 84.69 84.72 −− 84.76
w6a 97.93 97.21 97.58 97.21 97.86 −− 95.13
w8a 98.54 98.27 −− −− −− −− −−
ijc 94.33 92.73 −− −− −− −− −−
cov 71.79 −− −− −− −− −− −−
sus 67.58 −− −− −− −− −− −−
hig 65.21 −− −− −− −− −− −−
NSV
Name L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
col 34 46 54 54 38 40 54
aus 24 203 621 621 89 177 621
lek 26 31 38 38 29 31 38
spl 70 607 1000 1000 87 532 1000
two 30 758 6600 6600 108 −− 6600
mus 135 550 7311 7311 506 −− 7311
adu 113 6379 16098 16098 1247 −− 16098
a6a 370 4346 11220 11220 1247 −− 11220
w6a 429 1128 17188 17188 946 −− 17188
w8a 867 2857 −− −− −− −− −−
ijc 215 8508 −− −− −− −− −−
cov 137 −− −− −− −− −− −−
sus 730 −− −− −− −− −− −−
hig 1338 −− −− −− −− −− −−
CPU (in seconds)
Name L0/1 HSVM LSSVM PSVM RSVM RSSVM LOGI
col 0.021 0.009 0.001 0.010 0.003 1.488 0.182
aus 0.005 0.014 0.033 0.874 0.650 87.23 0.021
lek 0.072 0.057 0.004 0.010 0.008 54.36 36.10
spl 0.043 0.117 0.083 7.976 0.631 348.2 0.151
two 0.054 0.265 2.506 516.7 139.2 > 2h 1.591
mus 0.074 0.997 3.419 769.5 153.4 > 2h 6.942
adu 0.576 3.775 24.58 1633.4 1013.2 > 2h 5.032
a6a 0.172 4.405 40.64 1472.5 1037.3 > 2h 6.046
w6a 0.226 1.532 170.9 5947.2 2747.4 > 2h 41.21
w8a 2.576 64.33 ∗∗ ∗∗ > 2h > 2h ∗∗
ijc 0.573 36.95 ∗∗ ∗∗ > 2h > 2h ∗∗
cov 3.870 ∗∗ ∗∗ ∗∗ ∗∗ ∗∗ ∗∗
sus 10.38 ∗∗ ∗∗ ∗∗ ∗∗ ∗∗ ∗∗
hig 14.26 ∗∗ ∗∗ ∗∗ ∗∗ ∗∗ ∗∗
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