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Abstract
HEVC (High Efficiency Video Coding), the latest and most popular video coding stan-
dard, has succeeded in significantly improving performance in terms of the compres-
sion efficiency by exploiting more and more spatial and temporal dependencies. Conse-
quently, HEVC coded videos are much more susceptible to network impairments, which
unless mitigated by some means, can have a significant detrimental impact on the end
users perceived Quality of Experience (QoE).
Furthermore, emerging HEVC based interactive video applications pose many chal-
lenges which cannot be resolved using traditional resource allocation algorithms or error
resilience schemes. These include dynamic network conditions, the need for maintain-
ing the QoE across a group of interacting users, strict delay constraints, as well as
the geographic and temporal variations in the interactive content processing require-
ments, all of which must collectively determine and adapt the appropriate video coding
parameters and network level resource allocation to enhance the overall QoE.
To this end, this research proposes application layer and network layer methodologies
to improve the end user QoE. First, an end user’s video quality prediction model is
proposed for HEVC based video communications under error prone channels. The
model which incorporates the errors in the motion vectors, the reference pixels and the
pixel clipping operations during the modelling phase, has subsequently demonstrated
only a 3% prediction error whereas the state-of-the-art methods couldn’t reach below
17.5% under identical conditions. Later, these distortion values are re-used inside the
HEVC Rate-Distortion Optimization (RDO) process to realize a 20%-40% improvement
in the BD-rate compared to the state-of-the-art error resilient schemes.
Secondly, a novel motion vector estimation algorithm is proposed to select motion
vectors which unlike the existing methods not only mitigate the error propagation from
the previous frames but also improve the concealment accuracy of the future encoding
frames. The proposed algorithm has consequently demonstrated 1.48 dB PSNR gain
compared to the existing methods for the same bit rate.
Finally a joint network and computational resource allocation scheme and an optimal
transmission route selection algorithm is proposed to maximize the end user QoE of
an interactive video application. The results demonstrates that the proposed resource
allocation scheme can outperform the existing methods by a 50% margin in the serving
probabilities and several orders of magnitude reduction in the computational times.
Key words: HEVC, Error Resilient Video Coding, Video Quality Prediction, Resource
Optimization.
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Chapter 1
Introduction
1.1 Motivation
Video content production for the general public is at present rapidly transitioning to
the use of closer to real-life technologies such as 4K/UHD (Ultra High Definition) and
HDR (High Dynamic Range) video [2]. Consequently, a massive increase in demand for
bandwidth will become inevitable which cannot be fulfilled even by the latest network
technologies such as LTE-A, 5G [3]. As an example, an uncompressed UHD video can
occupy several gigabytes of volume to store a few second video clip. Therefore, reducing
the video file size with minimal impact to the end users’ viewing pleasure has become
crucially important.
To this end, video compression technologies such as H.264/AVC (Advanced Video Cod-
ing), H.265/HEVC (High Efficiency Video Coding) [4] have drastically reduced the stor-
age requirements and transmission data rates of these high resolution video formats.
These video codecs themselves have been improving over the past decade and HEVC,
the latest video codec has demonstrated approximately 50% coding efficiency compared
to its immediate predecessor H.264 [5]. The compression efficiencies of these codecs have
mainly attributed to their abilities to exploit spatial and temporal correlations within
and between the video frames. With this regard, HEVC has introduced several novel
components including Advanced Motion Vector Prediction (AMVP), increased intra
prediction modes, quad tree based block partitioning scheme, Sample Adaptive Offset
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(SAO) filter [4] etc. to improve its coding efficiency . Consequently, the HEVC coded
video frames have significantly high dependencies among themselves. Aa a result, a
loss of one packet during a video transmission which is fairly common in wireless video
transmission channels, could affect number of frames which are dependent on the lost
information. As is explained in [6], the quality degradation due to a packet loss is much
worse in the HEVC codec compared to other codecs. Therefore, it is crucially impor-
tant to incorporate necessary precautions such as the video error resilient features, to
alleviate the adverse effects of packet losses on the end user’s Quality of Experience
(QoE) during the HEVC video transmission.
In the meantime, a revolutionary transformation in the way the video applications are
consumed is imminent with the advent of personalized and interactive video applica-
tions. Consequently, these modern video applications put forth number of challenges
for video service providers which cannot be resolved by the video error resilient fea-
tures alone or the traditional resource allocation algorithms. For instance, multi-user,
interactive video applications such as [7], urge a minimal end to end delay as low as 100
ms [8], a geography based video compression and processing, a dynamic and scalable
resource provisioning according to the user composition and a minimal level of guaran-
teed QoE. Thus, from a video service provider’s point of view, an intelligent resource
allocation scheme which can enhance the QoE of a group of interacting users is much
useful.
Considering all those numerous challenges, the scope of this research is aligned with im-
proving the end user QoE specifically considering the application layer and the network
layer. Fig. 1.1 illustrates the overall network architecture considered in this research.
As shown in Fig. 1.1 the focus of this research is limited to application layer and the
network layer within the Open System Interconnection (OSI) model [9]. However it
should be noted that the physical layer and the datalink layer too are viable candidates
in the process of improving the QoE, yet they are outside the scope of this research.
With respect the QoE improvement at the application layer, an HEVC based video
communication over an error prone channel is assumed. Naturally QoE improvement
in the application layer under erroneous video transmission is closely aligned with the
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Figure 1.1: Architectural components - QoE aware HEVC based video communication
error resilient video coding aspects. Specifically for real time video applications which
rely on low latencies, Forward Error Correction (FEC) mechanisms such as the error
resilient video coding are preferred to packet re-transmission [10]. An effective error
resilient framework consists of three main inter-related areas [11]. They are the end user
perceived QoE prediction at the encoder, the redundant information inclusion at the
encoder and the error concealment at the decoder. However the existing end user QoE
prediction models for HEVC based video communications have number of drawbacks
which are described in the section 2. The models proposed for previous codecs on the
other hand are ill-suited for an HEVC based system as they are not intelligent enough
to assess the impact of the new coding features introduced to HEVC. Consequently,
the state-of-the-art error resilient video coding methods themselves have become sub-
optimal within the context of HEVC. An end user video quality prediction model
which accounts for the newly introduced features of HEVC and including redundant
information according to the predicted quality values are therefore highly beneficial.
Furthermore, the QoE improvement at the network layer for interactive and person-
alized video applications still remains a challenge for video service providers. Along
with the growing popularity for such applications [12–15], the QoE improvement in
the network layer with respect to a multi-group, multicasting, interactive HEVC based
video application is considered in this research. The factors influencing the end user
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QoE include the network Quality of Service (QoS) parameters such as the packet error
rate, the jitter in the network, the end-to-end latency, the transmission data rate, and
the video source itself [16] ( A rigorous relationship between the QoS parameters and
the end user QoE is proven in [17]). Even though the end user QoE prediction using
the network QoS parameters is a well studied research area within the video domain,
a proper usage of these predicted QoE values has not been well investigated in the
context of a multicasting and interactive HEVC based video application such as the
one considered in this research. It can be found that the QoE improvement in the net-
work layer is tightly coupled with allocating networking resources as well as selecting
optimal network routes [18,19]. Therefore, designing such a resource allocation scheme
is highly favourable for both the end users and the video service providers.
1.2 Objectives and Methodologies
While having the overall goal to improve the end user QoE in an HEVC based video
communication system, this research has following set of objectives.
• Design an end user video quality prediction model for HEVC videos
when transmitting over erroneous mediums
An end user video quality prediction model which accounts for the features in-
troduced to HEVC which can affect the end user QoE is presented. With this
regard, the impact of the AMVP feature on the error propagation is modeled us-
ing a probabilistic model which resembles a binary tree. Each branch of the tree
corresponds to a probable motion vector which can be received by the decoder.
Later, with the aid of those motion vectors, the end user video quality is esti-
mated with respect to three main categories namely the distortions introduced
by inaccuracies of the motion vectors themselves, the distortions introduced by
the erroneous reference pixels and the distortions introduced by the pixel clipping
operations.
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• Derive an optimal Rate-Distortion Optimization (RDO) algorithm for
HEVC codec which can be used to incorporate error resilient features
The RDO process which is employed by the standard HEVC codec in order to
derive the optimal coding parameters is amended to suit for an erroneous video
transmission. First, the existing relationship between the Quantization Parameter
(QP) and the Lagrangian parameter (λ) is updated by incorporating packet error
rate and a set of content specific parameters. Later this updated relationship and
the distortion values obtained using the end user quality prediction model are
used during the RDO process inside the HEVC encoder. Consequently, the set
of coding parameters obtained under the modified RDO process becomes more
robust against the packet errors.
• Extending the error resilient scheme to a framework which accounts
for the network behaviour and the user perception
An extended version of the above proposed error resilient scheme is presented. In
the extended version, the motion vectors are first estimated in a such a manner
that they not only mitigate the channel error propagation, but also improve the
accuracy of the error concealment operation. This is achieved by updating the
proposed end user quality prediction model by additionally incorporating the
concealment accuracy of the future encoding blocks whenever they are re-using
the motion vectors of the current block. The encoded video is later packetized
into fixed sized blocks thereby accounting for the network MTU size restrictions.
An intelligent picture partitioning scheme which mitigates the discrepancies along
the packet boundaries, is subsequently introduced as the final step of the proposed
framework.
• Design a framework to allocate network resources and to select optimal
route in order to improve the end user QoE
An attempt to improve the end user QoE at the network layer is proposed. First
the end user QoE is modeled using the network Quality of Service (QoS) param-
eters as per [17]. Later the user QoE is maximized by allocating network and
computing resources and selecting the optimal video transmission route. Two
6 Chapter 1. Introduction
scenarios are considered in here: One with the flexibility to select network rout-
ing in addition to the resources allocation and one which assumes a set of virtual
links between the service providers. For the first scenario two tree-based muti-
casting tree generation algorithms are presented whereas for the second scenario
a Particle Swarm Optimization (PSO) based resource allocation algorithm is pre-
sented.
1.3 Thesis Structure
The research proposed in this thesis comprises of six chapters. The description of the
each chapter is as follow.
• Chapter 1 gives an overview of the overall research which is organized as the
motivation for the research, the overall goal of the research, individual objectives
to realize the overall goal and a concise methodology for each objective and finally
the research outcome.
• Chapter 2 first presents a background study in the related research domains.
During the background study following aspects are considered: A brief introduc-
tion about the features of HEVC which are applicable to the error resilient video
coding, video transmission protocols and video quality estimation tools both at
the application layer and the network layer. Afterwards state-of-the-art develop-
ments in the relevant literature is described with respect to two major aspects
namely the end user quality improvement at the application layer through error
resilient HEVC video coding and the end user quality improvement in the net-
work layer through optimal resource allocation. In each of these categories the
drawbacks in the existing methods are also elaborated.
• Chapter 3 starts by introducing the different types of artifacts which may arise
due to the HEVC AMVP feature. Later the contributions related to two objec-
tives are presented. They are 1. Designing an end user video quality prediction
model for HEVC coded videos during erroneous video transmission 2. Deriv-
ing an optimal RDO process to select robust coding mode decisions inside the
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HEVC encoder using the predicted quality in the first contribution. Finally the
performance of the proposed methods are compared against the state-of-the-art
methods by evaluating the accuracy of the proposed end user quality predic-
tion model and evaluating the quality degradation of the proposed error resilient
scheme during the erroneous video transmissions.
• The contributions related to the third objective are presented in Chapter 4.
Here, a simplified version of the proposed quality prediction model is first derived.
Later, an intelligent motion estimation algorithm is presented for erroneous sce-
narios which not only mitigates the error propagation from the previous frames
but also improves the concealment accuracy of the future encoding blocks. Af-
terwards, the proposed algorithm is further extended to support network packet
structures and to account for the user perception. The results which is obtained
using objective metrics and a subjective study confirm the effectiveness the pro-
posed scheme.
• Chapter 5 is related to the last objective of this research. There, a network layer
end user QoE maximization scenario is presented for a multigroup interactive
video application. Two types of network scenarios are assumed: One with the
flexibility to select network routing in addition to the resources allocation and
one which assumes a set of virtual links between the service providers. First the
problem formulation is done considering the network imposed constraints and the
application related constraints. Later a PSO based solution approach is proposed
for the virtual link scenario and a tree based multicasting algorithm is presented
for the explicit routing scenario. Finally the results are compared against the
state-of-the-art methods in similar fields.
• Chapter 6 presents the conclusive remarks together with the future research
areas that can be investigated.
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• G. Kulupana, D. S. Talagala, A. Fernando and H. K. Arachchi, ”Bit Allocation
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Video Encoding”, 2018 IEEE International Conference on Consumer Electronics
(ICCE), ( accepted ) [20].
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Jan. 2016, pp. 85-86 [21].
• G. Kulupana, D. S. Talagala, H. K. Arachchi and A. Fernando, ” A Model
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Chapter 2
Background and Related Work
2.1 Introduction
The concept of QoE aware video communication spans multiple layers within the end-to-
end system between a video server and a video consumer namely the application layer
where the quality aware video compression takes place, the networking layer where
the quality aware video routing takes place as well as the data-link and the physical
layers where the quality aware channel coding takes place. Furthermore, the proper
functionality of the each layer relies on an end-user video quality prediction which can
take place in either of the layers. With respect to the QoE aware video communication
described in this thesis following aspects of the overall system are covered.
• End user video quality prediction at the application layer for videos encoded using
HEVC
• QoE HEVC video encoding at the application layer by incorporating error resilient
features
• Resource allocation for QoE aware HEVC video transmission at the network layer
Therefore, the background section and the related work section presented in this chap-
ter are centred around the above three main aspects. First a background study is
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Figure 2.1: Functional block diagram of the HEVC encoder
conducted for the HEVC video codec and its implications on the end user perceived
video quality. Later the different video quality measuring metrics and their applicabili-
ties are described. A brief introduction about different transport layer video streaming
protocols follows next. Next, the impact of network parameters (i.e., QoS parameters)
on the end user QoE is discussed. Finally, the state-of-the-art developments in each of
these aspects are described in detail in the related work section.
2.2 Background Study
2.2.1 Features of HEVC
The architectural diagram of the HEVC video encoder is illustrated in Fig. 2.1 [30] (The
blue colour blocks correspond to the functionalities which are affected by the quality
improvement mechanism investigated in this research). Inside the encoder first the raw
video is split into fixed sized blocks called Coding Tree Units (CTUs) and later each
CTU is further split into smaller squared regions called Coding Units (CUs) [31]. Each
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CU is later predicted with information alone from the current frame (i.e., intra mode)
or using motion prediction from the previous frames (i.e., inter mode). Afterwards
the residual part which is obtained by deducting the predicted image from the original
image, is transformed, quantized and finally entropy coded. Similarly information
related to the predicted image is also entropy coded (i.e., intra prediction modes or
motion vectors). These entropy coded information are packetized and sent to the
decoder as a bit stream. The decoder performs the inverse operations to recover the
original image.
A set of new features which have been introduced to HEVC has contributed to nearly
50% coding efficiency [5] compared to its immediate predecessor H.264/AVC (Ad-
vanced Video Coding) [32]. These features include Advanced Motion Vector Prediction
(AMVP), increased intra-coding modes, Sample Adaptive Offset (SAO) filter, efficient
loopback filter, quad tree based CU structure, flexible Prediction Unit (PU) and Trans-
fer Unit (TU) structures and λ-domain rate controller [33]. A more detailed analysis
about the AMVP feature and its implication on the video quality is described under
the proposed end-user video quality prediction model in chapter 3. It should be noted
that the core idea of these added features is to further improve the correlation between
the original image and the the predicted image. However in the meantime, a loss of
information in a particular video frame can propagate throughout the video sequence
and consequently the quality degradation can be far worse than that would have been
with the H.264 codec [6].
In addition to those features which have been added to increase the compression effi-
ciency, several picture partitioning schemes have also been introduced mainly to facil-
itate a parallel video encoding and to speed up the encoding process thereby. HEVC
uses three major picture partitioning schemes with different motives. First, Wavefront
Parallel Processing (WPP) [34] is a feature which has been introduced to facilitate
a multi-threading support at the HEVC encoder and the HEVC decoder. With this
feature, each row of basic encoding units (i.e., CTUs) within a video frame is made
to encode individually while only relying on information available at the immediate
upper CTU row. As the name suggested, consequently the encoding process resembles
a moving wavefront. With a processor supporting multi-threading each CTU row can
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Figure 2.2: Using Tiles to segment a video frame
Figure 2.3: Tile based CTU addressing
be encoded by a dedicated thread. The next feature is called Tiles [35] which is again
introduced mainly to support parallel processing. With Tiles, each video frame is seg-
mented into rectangular areas each of which can be processed individually by a separate
thread. In addition to the parallel processing support, Tiles can also be used to isolate
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certain regions of a video frame and later apply different encoding configurations in
those regions. The main advantage of Tiles over WPP is attributed to its flexibility in
selecting a region of interest. Fig. 2.2 illustrates a Tiling structure for a sample video
frame where Tile boundaries are denoted in green colour. To support Tile based pic-
ture partitioning, a Tile based CTU addressing scheme is also incorporated in HEVC
and CTU encoding and decoding order therefore has to follow that addressing scheme.
Fig. 2.3 illustrates the Tile based addressing scheme used in HEVC which is different
from the raster scan order used by the standard HEVC encoder. The applications of
the Tiles include parallel processing, content production to support interactive media
processing [7], [36], error resilient video encoding [37] and improving rate-distortion
performances [38, 39]. A similar feature called Flexible Macroblock Ordering (FMO)
was used in H.264 video codec [40].
The last picture partitioning scheme introduced in HEVC is Slices [41]. Fig. 2.4
illustrates a Slicing structure in one sample video frame where Slice boundaries are
denoted in red colour. As, it can be seen in Fig. 2.4 unlike Tile partitioning which
has the flexibility to select an arbitrary rectangular regions within a video frame, Slice
partitioning has to follow a raster scan order. Consequently CTU addressing too follows
a raster scan order as shown in Fig. 2.5. Slices are used mainly to segment the video
frame into packets that is appropriate for transmission over the network. With the
information rich, high resolution video formats that are getting popular day by day, a
single video packet cannot accommodate the payload of a single video frame. Therefore,
the payload of a video frame is first encapsulated in to a logical unit called an Access
unit and later each Access unit is further split into Slices. A Slice therefore corresponds
to the payload of a physical packet which is called a Network Abstraction Layer (NAL)
unit [42]. Furthermore, depending on the scenario, each Slice can be further split into
Slice segments where the first Slice segment becomes an independent Slice followed by
one or more dependant Slice segments. It should also be noted that the Slicing concept
described here, serves as a mean of adding error robustness to the coded video since
with slices, a loss of a Slice does not affect the other Slices of the same video frame.
Furthermore, Slicing can be used together with Tiling in order to realize a synergistic
gain. Fig. 2.6 illustrates a sample video frame when both Slices as well as Tiles are
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Figure 2.4: Using Slices to segment a video frame
Figure 2.5: Slice based CTU addressing
used to segment a video frame. In Fig. 2.6 Tile boundaries are denoted in yellow colour
and Slice boundaries within a Tile are denoted in reed colour. During the chapter 4
Network- and User Perception- aware Robust HEVC Encoding Slice and Tile features
are extensively used for error resilient purposes.
HEVC uses another new feature called parameter sets with several design goals namely
compression efficiency, error resilience and providing system layer interfaces [43]. HEVC
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Figure 2.6: Using Tiles and Slices to segment a video frame
uses three types of parameter sets. They are Sequence Parameter Set (SPS), Video
Parameter Set (VPS) and Picture Parameter Set (PPS) in order to realize the above
goals. Fig. 2.7 illustrates the logical structure of the parameter sets. An SPS contains
the information related to all the pictures within a coded video including picture height,
picture with, bit depth, etc. Similarly a VPS which is to be used with the layered
extensions of HEVC contains the information related to all the layers within a code
video such as the number of layers, timing information etc. Finally a PPS contains
the information related to Tile partitionings, filters, Quantization Parameter (QP) etc
and they are unique to tat particular video frame. reside inside the PPS. Since these
parameter sets are re-used among pictures and Slices, the robustness of the parameter
sets are vitally important. There are few state-of-the-art techniques which consider
improving the robustness of the parameter sets by adding error resilient features to the
Figure 2.7: Parameter sets in HEVC encoder
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encoded bit stream [42,44,45]. During the first two chapters int this thesis it is assumed
that these picture parameter sets are sent over a more robust channel and therefore a
perfect delivery is possible for packets containing these information.
2.2.2 Video transmission protocols
After the video encoder produces a set of packets containing the compressed video, the
subsequent transmission of the packets can be done in different methods. They can be
either transmitted as pure data packets without any further encapsulation or they can
be further encapsulated with the help of a video transmission/streaming protocol which
operates at the transport layer of the OSI model [9]. The main reason for adopting a
transport layer streaming protocol is to cater the requirements specifically associated
with the video packets. As an example, these transport layer protocols can be used to
address common transmission related impairments such as out of order delivery, video
packet loss, and network jitter. If not addressed properly, these impairments can cause a
huge damage to the viewing pleasure of an end user. In addition to these functionalists,
those protocols can also be used to pass the information about the network conditions
to the encoder so that the encoder can compress the video files in a better way. The
particular aspect is mostly useful for real-time video applications rather than for pre-
encoded contents.
Moving Picture Expert Group-Transport Stream (MPEG-TS) [46] is one of the most
widespread used transport layer protocol. MPEG-TS does not assume any specific video
codec during its operation. Nevertheless, a smooth video playback at the decoder can
be maintained by Presentation Time Stamp (PTS) and Decode Time Stamp (DTS)
fields used in MPEG-TS. However, small and fixed sized packet format (188 bytes) in
MPEG-TS has caused severe performance impacts on today’s networks having larger
MTU sizes [47]. Real-time Transport Protocol (RTP) [48] is another most heavily used
transport protocols which is designed mainly for real-time video applications. Typi-
cally for such applications RTP relies on User Datagram Protocol (UDP). RTP Control
Protocol (RTCP) is an extension of RTP which is used to gather network statistics and
subsequently control the media flow [49]. However, along with the huge popularity for
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Hypertext Transfer Protocol (HTTP) based video transmission protocols, a number of
HTTP based streaming protocols have recently emerged. They are mainly designed
for video streaming purposes in constraint environments. MPEG Dynamic Adaptive
Streaming over HTTP (MPEG-DASH) [50], Apple HTTP Live Streaming (HLS) [51],
and Adobe dynamic streaming (HDS) [52] are few commonly used HTTP based stream-
ing protocols. Finally, in order to suit with heterogeneous network transmission, an
HEVC based transport layer video protocol is being developed by MPEG which is
known as MPEG Media Transport (MMT) [53]. It is expected to resolve functionali-
ties which cannot be addressed by traditional protocols such as flexible and dynamic
access to media components, easy conversion between the video formats to support stor-
age and packetized delivery, mixed usage of media components from multiple sources
located at multiple geographical locations [54]. Furthermore, MMT incorporates an
application layer forward error correction scheme during is functioning. The research
carried out in this work assumes UDP based RTP and RTCP protocols during the
erroneous video transmission.
2.2.3 Video quality measuring methods
The end user perceived video quality prediction plays a vital role in a QoE aware video
communication system. With this regard, video quality measuring tools also known as
video quality metrics are designed to approximate the end user perceived quality using
a set of features available in a video. Two types of video quality metrics are available:
objective quality metrics and subjective quality metrics. Out of the available objective
metrics, a majority of the metrics compares the quality of a given video with respect
to a reference video to estimate the user’s perception. These metrics are known as full
reference metrics [55]. The no reference metrics [56] on the other hand do not require the
existence of a reference video. Even though the accuracy of the non reference metrics
is comparatively lower than that of the full reference metrics, their applicabilities are
much wider than full reference metrics. Furthermore, the reduced reference metrics [57]
rely on a small set of information from the reference video in order to estimate the user
perception. Depending on the application, usage of each type of metric can be decided.
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In this research, two different objective quality metrics are incorporated during the
prediction model development stage and later during the assessment criteria. First
Mean Squared Error (MSE) is incorporated at the video encoder during the prediction
model generation stage. As the name implies, MSE measures the average of pixel wise
squared difference between two videos. The role of the MSE in the prediction model
described in chapter 3 is fundamentally different from when it is being used to compare
the decoded video. At the encoder MSE is used to evaluate the quality degradation of
an estimated video against its reference video (i.e., an average of MSEs between the
reference and probable versions of the decoded videos) whereas at the decoder it is
used to evaluate the quality degradation of the actually decoded video with respect to
the reference video. The main reason behind adopting MSE as the quality prediction
metric at the encoder follows the HEVC encoder architecture which during its coding
mode selection process evaluates MSE for a set of coding modes to derive the most
efficient coding mode.
PSNR = 10.log10
(MAX2
MSE
)
(2.1)
Later, during the robustness evaluation of the proposed method under erroneous con-
ditions, both PSNR and Video Quality Metric (VQM) [58] are incorporated as the
objective quality metrics. PSNR has a direct relationship to MSE as illustrated in
(2.1) where MAX = 255 for a video with an 8-bit precision. PSNR is one of the most
simple and widespread used full reference objective quality metric. It can be used to
infer both compression artifacts (i.e., due to the lossy video compression) as well as
transmission artifacts (i.e., due to the lossy video transmission). Furthermore during
High Dynamic Range (HDR) video quality measurement Perceptually Uniform PSNR
(PU-PSNR) [28, 59, 60] metric can be used to evaluate the performances. However,
PSNR does not account for any spatial or temporal features within the video frame
which is a vital feature in estimating the visual perception. VQM on the other hand,
extract temporal, spatial and chrominance features from spatially and temporally adja-
cent regions and therefore is able to estimate the user perception more accurately. The
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Figure 2.8: Continuous scale of the subjective experiment software
complexity of VQM is comparatively higher than PSNR though. VQM metric evalu-
ation can be done either as a full reference metric ( i.e., between the reference video
and the decoded video) or as a reduced reference metric using a subset of information
about the reference video. Furthermore, VQM has different models depending on the
scenario interested such as, 1. General, 2. Video Conferencing, 3. Television, 4. PSNR,
5. Developer [61].
Subjective quality evaluation is considered to be the best quality measuring method
even though the process is bit cubersome. During this research a subjective study is
conducted to verify the results obtained using the objective quality metrics. There are
few criteria that need to be considered when conducting a subjective experiment. A
sufficiently large number of subjects/viewers ( ITU recommends 4-40 number of sub-
jects [62]) who are non-experts on the particular area should take part in the study.
Next, depending on the impairment that has to be evaluated, one out of several sub-
jective experiment procedures should be selected. With this regard, Double-Stimulus
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Continuous Quality-Scale (DSCQS) is a method in which the reference video and the
impaired video is displayed to a subject in that order. The subject has to evaluate
the impaired version while keeping in mind the reference one. With Single Stimulus
Continuous Quality Evaluation (SSCQE) on the contrary, the reference video and a
set of impaired videos obtained using different techniques are displayed in a random
order. The subject should evaluate both the reference video and the set of impaired
videos. SSCQE is a method which is introduced to assess long running videos and is
recommended for evaluating impairments which can arise after a significant time from
the start. Therefore, SSCQE is recommended for evaluating error resilient aspects.
The ideal set of test procedure for a given impairment is described in detail in [62].
After selecting the test procedure, the video sources have to be prepared in accordance
with the test procedure and other guidelines. As such a total duration of not more
than half an hour is recommended. The setting up the test environment is the next
task. These include the appropriate distance between the subject and the display [62],
the evaluation method (paper based, computer software), lighting conditions etc. After
conducting the subjective experiment, the interpretation of the results has to be done.
This includes the outlier elimination and calculating the Mean Opinion Score (MOS)
and related statistics. During the subjective experiment conducted in the proposed
work, SSCQE method is incorporated with a computer based evaluation software. Fig.
2.8 illustrates the continuous scale of the computer based software that was used dur-
ing the experiment. A more detailed description about the test procedure is described
under section 4.5.
2.2.4 Video quality estimation using network QoS parameters
Video quality measuring methods described in the section 2.2.3 illustrate the impact of
the video source to the end user QoE. Those methods operate at the application layer
within the OSI model. However, as described in the section 2.1, predicting the end user
perceived quality can operate at a different layer other than the application layer as well.
With respect to a QoE prediction scheme which operates at the network layer, impact
from the network parameters such as packet loss rate, network jitter, network delay,
and bandwidth contribute to an accurate modeling. These parameters collectively
2.3. Related Work 23
Table 2.1: Impact of network parameters on QoS
QoS Parameter Relative Importance
Packet loss rate 41.7%
Delay 10.6%
Jitter 10.7%
Bandwidth 7.8%
Burst level 29.2%
are known as Quality of Service (QoS) parameters. The process of modelling QoE
using network QoS parameters involve first appropriately weighting the QoS parameters
based on their relative importance to form a QoS metric and later map those values to
corresponding QoE values which can be obtained using subjective studies. Therefore,
these quality metrics are essentially non-reference metrics. Table 2.1 illustrates the
weights of the QoS parameters recommended by ITU [63,64], for an IPTV scenario. In
chapter 5 a similar QoS model is used to predict the user perceived quality and thereby
to allocate network resources to maximize the QoE.
2.3 Related Work
This section discusses the state-of-the-art work and particularly their drawbacks with
respect to two major areas covered within the scope of this research namely, the end
user quality improvement at the application layer through error resilient HEVC video
coding and the end user quality improvement at the network layer through optimal
resource allocation.
2.3.1 End user quality improvement at the application layer through
error resilient HEVC video coding
Improving the end user video quality at the application layer can be achieved through
several techniques. With respect to the video transmission over a lossy channel, most
of these techniques are related to error resilient and error concealment video coding
concepts. Inclusion of redundant video information at the encoder to recover data that
could get lost during the transmission is known as the error resilient video encoding
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whereas recovering the lost information using already available data at the decoder is
known as the error concealment. Thus, it is clear that error concealment and error re-
silient are two inter-related operations. Therefore, the state-of-the-art developments in
the error resilient video coding domain is discussed with respect to following categories.
• Error concealment at the decoder
• End user quality prediction of HEVC videos at the encoder
• Quality aware HEVC video encoding using error resilient video encoding
Error concealment at the decoder
Recovering any lost information using already correctly received information is known
as the error concealment. Therefore, error concealment essentially takes place at the
video decoder. Error concealment operation does not impose any restriction to the
encoder which is one of the main advantages as error concealment can be applied in
any form of video content ( On the other hand, an error resilient operation relies on a
specific error concealment at the decoder which consequently restricts the way redun-
dant information are added at the encoder). There are numerous error concealment
approaches that can be found in the literature. Out of those error concealment op-
erations, frame copy [65] is the most widely used error concealment operation. The
main advantage of frame copy is its simplistic operation which is a crucial factor for
decoders with low computational resources. With frame copy, if information in the
current video frame gets lost, the whole video frame is replaced by the immediately
previous one. However, along with the increase in video resolutions a single video frame
can no longer accommodate a single video packet. Consequently it is more probable to
loose just one or more packets within a video frame rather than loosing the entire video
frame. Therefore, in order to address the packet losses in high resolution video formats
a variant of frame copy called Slice copy is introduced. Its operation is similar to frame
copy, except instead of replacing the whole video frame, now only the region corre-
sponding to the lost video packet is replaced. Fig. 2.9 (a) illustrates a decoded video
frame after one video packet get lost during the transmission. Fig. 2.9 (b) illustrates
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(a) Loosing a Slice from a background area
(b) Slice copy error concealment on the lost area
Figure 2.9: Slice copy error concealment on a background area for Poznan @ frame
155
the same video frame when it is concealed using the Slice copy error concealment. It is
obvious that Slice copy can improve the video quality during lossy video transmission.
Furthermore as can be seen in Fig. 2.10, propagated error from the lost Slice is not
very significant after 5 frames.
Even though frame copy and Slice copy are very simplistic operations, they affect severe
quality degradation for moving video content. As an example Fig. 2.11 illustrates the
behaviour when a Slice containing a moving region of the video frame get lost. The
discrepancies in the lost region has caused severe quality degradation in the temporal
domain as shown in Fig. 2.12. Therefore, applicability of using Slice copy alone as a
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Figure 2.10: Error propagation for Slice copy concealment on a background area for
Poznan @ frame 161
concealment method for every video typr is of limited interest. However for station-
ary areas, Slice copy can still produce a good replica of the lost information. In the
meantime usage of Slice copy can be made more intelligent by passing some additional
information by the encoder together with the original bit stream (i.e., inclusion of error
resilient features).
The second most widely used error concealment method is motion copy [66] which can
again be applied either on frame basis or Slice basis. With motion copy, lost region
is reconstructed by reusing the motion vectors in the immediate previous frame to
perform motion compensation. The key assumption of motion copy operation is the
movement of the previous frame is same as that of the current frame. Therefore, for
uniform motion video sequences motion copy produces better results than frame copy.
Fig. 2.13 illustrates the video frame obtained using the motion copy concealment for
the same video frame described in Fig. 2.11 (a).
Fig. 2.14 illustrates the error propagation after 5 frames from the occurrence of the
error. It is clear that as a consequence of improved accuracy of the motion copy error
concealment over Slice copy, the propagated error too has become less severe.
However, motion copy too is not sufficiently knowledgeable enough to replicate more
complex structures and non-uniform moving regions of a video frame. Consequently,
error concealment has become a widely investigated research area within the video
2.3. Related Work 27
(a) Loosing a Slice from a moving region
(b) Slice copy error concealment on the lost area
Figure 2.11: Slice copy error concealment on a moving region for Poznan @ frame 155
Figure 2.12: Error propagation for Slice copy concealment on a moving region for
Poznan @ frame 161
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Figure 2.13: Motion copy error concealment on a moving region for Poznan @ frame
155
Figure 2.14: Error propagation for motion copy concealment on a moving region for
Poznan @ frame 161
coding domain. To this end, Boundary Matching Algorithm (BMA) [67] is another
error concealment approach which is popular among the researchers. The conventional
BMA has two versions. First version recovers motion vectors assuming displaced frame
differences (i.e., residual) are correctly received. In doing so, first a set of motion vectors
belonging to spatially surrounding blocks of the lost block are assumed to be the lost
motion vectors. Then these motion vectors are reused to estimate the boundary pixels
of the lost block. The motion vector which produces the minimal difference between
the estimated pixels in the lost block and the adjacent pixels in the surrounding block
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is taken as the motion vector for the lost block. In other words, the motion vector
(dˆx,dˆy) which minimizes the cost function C in (2.5) is selected. Where,
CA =
x0+N−1∑
x=x0
(
fˆR(x, y0, n)− fR(x, y0 − 1, n)
)2
(2.2)
CL =
y0+N−1∑
y=y0
(
fˆR(x0, y, n)− fR(x0 − 1, y, n)
)2
(2.3)
CB =
x0+N−1∑
x=x0
(
fˆR(x, y0 +N − 1, n)− fR(x, y0 +N,n)
)2
(2.4)
and
C = CA + CL + CB (2.5)
In (2.2) - (2.4), fˆR(x, y, n) is the reconstructed pixel at a location (x, y) in the frame
n and fR(x, y, n) is the actual pixel at the same location. The derivation of fˆR(x, y, n)
from fR(x, y, n) follows (2.7),
fˆR(x, y, n) = fR(x+ dˆx, y + dˆy, n− 1) + fD(x, y, n) (2.6)
x0 ≤ x ≤ x0 +N, y0 ≤ y ≤ y0 +N
where fD(x, y, n) is the displaced frame difference (i.e., residual) and N is the height
and width of the block.
In the original BMA algorithm, below motion vectors are considered as valid candidate
motion vectors. 1. collocated block in the previous frame; 2. motion vectors in the
neighbouring blocks; 3. average of the motion vectors of the neighbouring blocks; 4.
median of the motion vectors of the neighbouring blocks; 5. zero motion vector. In the
second version of the BMA also known as Extended BMA (EBMA), both the residuals
and the motion vectors are recovered. In doing so, the lost residual is first assumed
to be copied from the top block, left block and the bottom block depending on the
availability and later BMA version 1 is applied. Finally the motion vectors and the
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residual which minimize the difference between the estimated pixels and the actual
pixels along the boundary are taken as the motion vector and the residual of the lost
block. A significant gain in performance has been observed with BMA compared to
motion copy [67].
Several improvements are later proposed by different researches to further enhance the
performance of BMA. In [68] Son et. al proposed an extension to BMA in order to both
speed up the minimization function (i.e., (2.5)) as well as to improve the accuracy of
the error concealment. There the authors proposed a method to first detect the edges
of the video frame which cross the boundaries of the lost block and later minimization
problem described in (2.5) is applied only around those edges. Consequently a gain in
speed as well as in the concealment accuracy has been observed. Similarly work pro-
posed in [69] applies a Kalman filter after obtaining motion vectors from the original
BMA. The Kalman filter is used to correct some of the erroneous motion vectors that
are selected by BMA. Furthermore, Mojtaba et. al proposed a set of different boundary
matching schemes in [70–72]. The common theme of all of these BMA implementations
is to give a different weight for different boundaries and different MBs depending on
a set of criteria. As per [70–72], first the order in which the lost MBs within a video
frame are to be concealed is decided. Later during the error concealment using BMA,
a weight is given for different boundaries of the lost block depending on whether or not
the corresponding neighbour is already concealed using the proposed algorithm. As a
result some MBs are concealed using the classic BMA and some are concealed using
the algorithms proposed in [70–72]. This adaptive BMAs have consequently demon-
strated up to 5.78 dB, 4.7 dB and 2.79 dB PSNR gain respectively compared to the
state-of-the-art BMA implementations. A similar weighting criteria which is derived
using the edge strengths of the neighbouring blocks is presented in [73] for conventional
BMA. Furthermore, in [74] Xiang et. al proposed an efficient spatio-temporal boundary
matching algorithm (ESTBMA) which accounts for both spatial and temporal smooth-
ness during its boundary matching operation. In [74] each constituent term in (2.5) is
modeled as a weighted combination of a spatial boundary match distortion, a temporal
boundary match distortion and a side match boundary distortion.
While relying on a BMA based algorithm [67], [74] to derive the initial set of motion
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vectors, the method proposed in [75] uses an Auto Regression (AR) model to further
enhance the concealment accuracy. Here, first the motion vectors obtained under the
selected BMA is used to derive the center position of the AR model. Later instead of
directly taking the pixel in the center position as done in BMA based approaches, a
square region (R × R) around that center position is taken as the contributors to the
AR model. i.e.,
xˆt(i, j) =
k=R∑
k=−R
k=R∑
l=−R
α(k, l) xt−1(i+ dy + k, j + dx+ l) (2.7)
where xˆt(i, j) corresponds to the recovered pixel in the (i, j)
th position in the lost
frame t and dx, dy are the initially obtained motion vectors. The set of coefficients
α(k, l) represents the coefficients of the AR model and the solution to the AR modeling
problem. The equation (2.7) can be expressed in the matrix format as,
xˆt(i, j) = Ψi+dy, j+dx,RXt−1αT (2.8)
In order to obtain the set of AR coefficients, first assuming spatial continuities the same
set of AR coefficients is first assumed for spatial neighbours. Therefore, the coefficients
which minimize the error functions in (2.9) are considered as the spatial contributors,
2=
k=R∑
k=−R
k=R∑
l=−R
(xt(i, j)− xˆt(i, j))2 (2.9)
=
k=R∑
k=−R
k=R∑
l=−R
(xt(i, j)−Ψi+dy, j+dx,RXt−1αT )2 (2.10)
Equation (2.10) is solved by taking the partial derivative equal to zero. In other words,
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d2
dα
=
k=R∑
k=−R
k=R∑
l=−R
(
(Ψi+dy, j+dx,RXt−1)T (Ψi+dy, j+dx,RXt−1)
)
αT
−
k=R∑
k=−R
k=R∑
l=−R
xt(i, j)(Ψi+dy, j+dx,RXt−1)T = 0 (2.11)
The process discussed in above (2.8) - (2.10) repeats for temporal contributors where
a similar set of AR coefficients are assumed for temporal neighbours (i.e., the collo-
cated block of the previous frame). Finally all of those coefficients of the neighbours
( maximum four spatial neighbours and one temporal neighbour ) are weighted to ob-
tain the AR coefficients of the current pixel. The model has consequently claimed to
demonstrate a significant improvement in the performance compared to state-of-the-art
methods. Similar AR models have been utilized in different degrees during the error
concealment operations in [76,77]. Moving in the same direction, in [78] Koloda et. al
proposed an error concealment strategy by exploiting spatial and temporal correlation
among the nearby pixels. First a correctly received pixel is estimated using a linear
combination of spatially and temporally neighbouring pixels. Then the set of coeffi-
cients of the linear AR function is derived such that the squared error between the
estimated and the actual pixels is minimum. Later using the same set of coefficients,
lost block is reconstructed by starting from the top left corner position. The process
moves on until the block is completely recovered.
The main disadvantages associated with AR based models described above is their high
computational time. To this end, error concealment can be made efficient yet accu-
rate by incorporating codec specific features. A list of such approaches are described
in [79] with respect to the H.264 codec. However, for recently emerged HEVC codec,
only limited number of approaches can be found. In [80] Lin et. al proposed an error
concealment approach compatible with the HEVC codec. First the block structure of
the lost block is extrapolated from the blocks structure in the previous frame. Later
the associated motion vectors are also copied from the previous frame according to
the initially derived block structure. Finally the bock structure is amended to address
the possible issue of having video objects belonged to different block partitions and
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consequently avoid producing of blocking artifacts. A similar approach considering the
block structure and the motion vectors is proposed in [81]. Here, first the motion vec-
tors of the collocated CTU and its neighbouring CTUs are inspected. If the Sum of
Absolute Difference (SAD) of the motion vectors between the collocated CTU and its
neighbours are above an experimentally derived threshold, the current loss CTU is not
further split and average motion vectors of the collocated CTU and the neighbouring
blocks are considered as the motion vector of the current loss CTU. If not, split deci-
sion is made depending on the depth values of the collocated CTU. Consequently the
method is claimed to demonstrate a 1.67 dB gain over the frame copy error conceal-
ment method. Another block partitioning approach is proposed in [82] by Chang et. al
which considers the residual energy of the associated PUs in order to make partitioning
decision. Later the motion vectors from the collocated block is reused to preform the
motion compensation in the current block.
After evaluating all the possibilities, the research proposed in this work assumes a
combination of motion copy and Slice copy as the error concealment operation at the
decoder due to simplistic operation and the reasonably good performance. However it
should be noted that the error resilient scheme proposed in this work can be amended
to support any other error concealment type and therefore algorithms developed here
are not limited to motion copy or Slice copy error concealment types as such.
End user quality prediction of HEVC videos at the application layer
End user quality prediction under lossy video transmission is another widely investi-
gated topic within the video coding domain. There are several applications which can
make use of the predicted quality. Inclusion of error resilient features at the applica-
tion layer which is one of them, is the main motivation for quality prediction in this
research. With this regard, a significant proportion of work has been done. MSE be-
tween the actual uncorrupted video and the probably corrupted video at the decoder
are used as the quality indicator in most of these work. The quality degradation (i.e.,
distortion) at the encoder therefore composes of two components. The distortion due
to the source component which occurs due to lossy video compression and the channel
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distortion which is caused by the lossy video transmission. i.e.,
DSE
(
Xin
)
, E
[(
Xin − X˜in
)2]
= E
[(
Xin − Xˆin + Xˆin − X˜in
)2]
(2.12)
=
(
Xin − Xˆin
)2
+ E
[(
Xˆin − X˜in
)2]
+ 2
(
Xin − Xˆin
)
E
[
Xˆin − X˜in
]
= DSESRC
(
Xin
)
+DSECH
(
Xin
)
+ 2DDSRC
(
Xin
)
DDCH
(
Xin
)
(2.13)
In (2.12), DSE
(
Xin
)
is the expected total distortion of the ith pixel in the nth frame at
the decoder. Xin, Xˆ
i
n, and X˜
i
n correspond to the actual, compressed (at the encoder)
and decoded pixel values of the particular pixel. Therefore, (2.12) can be simplified
as (2.13), where DSESRC
(
Xin
)
, DDSRC
(
Xin
)
are the source distortion measured in terms
of the squared error and in terms of the absolute error whereas DSECH
(
Xin
)
, DDCH
(
Xin
)
are the channel distortion measured in terms of the squared error and in terms of the
absolute error respectively. In general estimation of the component terms DSECH
(
Xin
)
and DDCH
(
Xin
)
is done under quality prediction models.
With this regard, Zhiahi et. al [83] proposed an end-to-end distortion estimation frame
work for an H.263 coded video assuming frame copy during packet losses. Here, authors
have assumed a complete video frame can be contained in one video packet. Conse-
quently, a lost packet results in a complete video frame lost. The proposed model
predicts the distortion with respect to two types of blocks namely intra-coded blocks
and inter-coded blocks. For intra coded blocks DSECH
(
Xin
)
is expressed as,
DSECH
(
Xin
)
= E
[(
Xˆin − X˜in
)2]
= p.E
[(
Xˆin − X˜in−1
)2]
= p.E
[(
Xˆin − X˜in−1 + Xˆin−1 − Xˆin−1
)2]
≈ p.E
[(
Xˆin − Xˆin−1
)2]
+ p.E
[(
Xˆin−1 − X˜in−1
)2]
≈ p.RFD (n, n− 1) + p.DSEConceal
(
Xin−1
)
(2.14)
where RFD (n, n− 1) represents mean square error between the reconstructed frames
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n and n − 1, p represents the packet error rate and DSEConceal
(
Xin−1
)
represents the
concealment error in ith pixel in (n − 1)th video frame. Furthermore, RFD (n, n− 1)
is approximated as,
RFD(n, n− 1) = a.Fd(n, n− 1) (2.15)
where a is an experimentally derived constant and Fd(n, n−1) is the MSE between the
original frames n and n− which can be found as,
Fd(n, n− 1) =
(
Xin −Xin−1
)2
(2.16)
For inter coded blocks DSECH
(
Xin
)
becomes,
DSECH
(
Xin
)
= E
[(
Xˆin − X˜in
)2]
= (1− p).E
[(
Xˆin − rin − X˜jn−1
)2]
+ p.E
[(
Xˆin − X˜in−1
)2]
= (1− p).E
[(
Xˆjn−1 − X˜jn−1
)2]
+ p.RFD (n, n− 1)
+p.DSEConceal
(
Xin−1
)
(2.17)
Furthermore, in order to simplify the computations, it is further assumed that the term
E
[(
Xˆjn−1 − X˜jn−1
)2]
can be approximated as below,
E
[(
Xˆjn−1 − X˜jn−1
)2]
= b.DSEConceal
(
Xin−1
)
(2.18)
where b is again an experimentally derived constant. Consequently the model has
claimed to demonstrate accurate estimation of the channel caused distortion compared
to state-of-the-art techniques. Extending the same model described in [83], authors
in [84] and [85] modelled the channel distortion by additionally considering the error
propagation when intra-coded macroblocks are encoded using neighbouring inter-coded
macroblocks. The particular mode known as Unconstrained Intra Prediction (UIP) is
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shown to exhibit more distortion compared to constraint intra prediction. Therefore,
the mathematical formulation has been amended in order to be compatible with the
UIP mode. Consequently, the average mismatch in SSE is claimed to be 11.36%.
Recursive Optimal per-Pixel Estimation (ROPE) [86] is another widely popular distor-
tion estimation model. In [86] first, the expected distortion is modeled as per (2.19).
DSECH
(
Xin
)
= E
[(
Xˆin − X˜in
)2]
=
(
Xin
)2 − 2Xin E [X˜in]+ E [(X˜in)2] (2.19)
Here for intra-coded blocks three possible scenarios are considered.
1. Scenario in which there is no loss during the transmission which has (1 − p)
probability. Consequently X˜in becomes Xˆ
i
n
2. Scenario in which current block is lost during the transmission yet immediate
previous frame has arrived without any error. In this scenario which has p(1− p)
probability, the median motion vector of the nearest macroblock is used as the
motion vector of the lost block. Consequently X˜in becomes Xˆ
l
n−1. Where Xˆ ln−1
is the motion compensated pixel using the median motion vector.
3. Scenario in which both the current block as well as the immediate previous frame
gets lost which occurs with p2 probability. In this scenario the zero motion vector
is used for current block. Consequently X˜in becomes Xˆ
i
n−1.
Therefore for intra-coded blocks (2.19) can be simplified as below,
E
[(
X˜in
)]
= (1− p) (Xin)+ (1− p)pE [(X˜ ln−1)]+ p2 E [(X˜in−1)] (2.20)
E
[(
X˜in
)2]
= (1− p) (Xin)2 + (1− p)pE [(X˜ ln−1)2]+ p2 E [(X˜in−1)2] (2.21)
For inter-coded blocks, scenario 2 and 3 applies in a similar manner. For scenario 1,
instead now the reference pixel Xjn−1 is used. Therefore, (2.19) can be written as,
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E
[(
X˜in
)]
= (1− p)
(
rin + E
[
X˜jn−1
])
+ (1− p)pE
[(
X˜ ln−1
)]
+ p2 E
[(
X˜in−1
)]
(2.22)
E
[(
X˜in
)2]
= (1− p)
(
rin + E
[
X˜jn−1
])2
+ (1− p)pE
[(
X˜ ln−1
)2]
+ p2 E
[(
X˜in−1
)2]
= (1− p)
(
(rin)
2 + 2rin E
[
X˜jn−1
]
+ E
[
(X˜jn−1)
2
])
+ (1− p)pE
[(
X˜ ln−1
)2]
+p2 E
[(
X˜in−1
)2]
(2.23)
Using (2.21) -(2.23) encoder can recursively estimate the decoder seen pixel values and
hence the distortion values. The authors in [87, 88] have extended the ROPE model
described above, to further improve the distrotion estimation accuracy. Furthermore
methods proposed in [89, 90] illustrate a mechanism which can be used to predict the
clipping caused distortion. Whenever the pixel values are out of their nominal range
(i.e., for 8 bit precise videos 0 to 255), the encoder performs the clipping operation to re-
tain the values within the range. Therefore, in error free video transmission the decoder
does not have to perform any clip them. However during the erroneous transmission
received pixel at the decoder can be outside their nominal region and consequently de-
coder has to do the clipping. This behaviour is transparent from the encoder and hence
the estimated distortion values can be inaccurate. Therefore, the distortion estimation
criteria can be made further accurate by modeling the decoder’s clipping operation at
the encoder as done in [89,90].
High computational complexity is a main problem among all of these pixel based dis-
tortion estimation algorithms. In order to reduce the computational complexity of the
distortion estimation process, Anegekuh et. al in [91] and [92] proposed a quality pre-
diction criteria for HEVC coded videos based on compressed domain features. The
model takes into account, the packet loss rate, transmission bit rate, QP, motion vec-
tors as well as a set of content properties during its modelling process. Consequently
the model in [91, 92] has claimed to exhibit a good approximation. However the main
drawback associated with this approach has to do with its operating position which is
after the encoding process. Consequently re-using the predicted quality values inside
the HEVC encoder to alter the coding mode decisions is of limited possibility.
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The applicability of the models described in this section in the context of HEVC is
limited due to the fact that these models do not possess the intelligence to capture the
error propagation behavior introduced by new features such as AMVP. A more detailed
analysis about AMVP features and its impact on HEVC coded videos is presented in
section 3.2.
Quality aware HEVC video encoding using error resilient video encoding
Quality aware video encoding at the application layer can be done in number of different
ways. During an erroneous transmission most of these approaches refer to some form
of error resilience. Intra-coded block insertion to prevent temporal error propagation,
redundant Slice inclusion, intelligent picture partitioning, error resilient prediction,
multiple descriptive coding, independent Slice segmenting are several of them [93].
However in addition to the application layer, the physical layer and the datalink layer
can add FEC features to imrpove the robustness. With respect to HEVC codec, [44,
94] have suggested Slice protection scheme that is compatible with HEVC NAL unit
format. Therefore non-Video Coding Layer (VCL) NAL units such as Video Parameter
Set NAL Unit (VPS NUT), Sequence Parameter Set NAL Unit (SPS NUT), Picture
Parameter Set NAL Unit (PPS NUT) which contain information related to the whole
video sequence [43], can be given a higher priority in the lower layers of the OSI model.
As an example during a wireless video transmission those NAL units can be turbo-
coded with a lower coding rate in order to protect against transmission impairments.
However, this research is focused on improving the video quality by making more robust
coding modes at the encoder (i.e., application layer) and therefore a detailed analysis
about error resilient approaches in other layers are not presented.
The remainder of this section discusses about different application layer error resilient
schemes specifically with respect to coding in intra mode in order to prevent temporal
error propagation. Intra-coded blocks (I blocks) help to prevent temporal error prop-
agation as they don’t rely on the information outside the current frame and therefore
pixel errors do not carry forward. On the contrary, inter-coded blocks (both P blocks
and B blocks) rely on the information outside the current frame and consequently the
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Figure 2.15: Frame-wise PSNR measurement at the encoder for different intra-refresh
interval values for Musicians sequence
Table 2.2: Average PSNR values at the encoder for different intra-refresh interval values
Intra-period PSNR (dB)
24 40.18
12 39.89
4 38.32
accumulated errors in the image regions for which the current block refer, can prop-
agate into the current frame. Furthermore, if a block in a future frame refer to an
erroneous area in the current frame, that block too can get affected. Therefore, having
intra-coded blocks is a good way of terminating temporal error propagation. However
since the pixel in a video frame are much correlated in the temporal domain compared
to the spatial domain, coding efficiency of the intra-coded blocks is significantly poor.
In general bit rate consumption of intra-coding pictures can be as much as 50-100 times
compared to inter-coded pictures. Therefore, having too much intra-coded blocks can
negatively impact the coding efficiency.
The simplest form of inserting intra-coded blocks is to set the intra-refresh interval in
the encoder. With this feature, encoder inserts one intra-coded frame for each intra-
refresh interval. Almost all the open source HEVC video encoders such as HM-reference
software [95], ffmpeg [ [96], X.265 [97] facilitate setting the intra-refresh interval in the
encoder.
Fig. 2.15 illustrates the per-frame PSNR values for different intra-refresh intervals.
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Figure 2.16: Frame-wise bit consumption for different intra-refresh interval values for
Musicians sequence
Figure 2.17: Frame-wise PSNR measurement at the decoder for different intra-period
values for Musicians sequence
Here, the PSNR numbers are obtained at the encoder after the compression which
therefor correspond to the compression related distortions. Table 2.2 indicates the
average PSNR numbers for each video sequence. All of these video sequences are
encoded at an 8 Mbps fixed bit rate. As is evident from Fig. 2.15 and Table 2.2,
it is clear that as the intra-refresh interval becomes smaller, the PSNR numbers get
reduced. The reason for this behaviour can be explained with the aid of Fig. 2.16.
Fig. 2.16 illustrates the bit rate consumed by each scenario where the peaks in the
bit rates correspond to the intra-coded frames. Therefore, the reason for behaviours
observed in Fig. 2.15 and Table 2.2 are attributed to the high bit rate consumption
of the intra-coded frames. Consequently as already stated, it can be confirmed that
adding too much intra-refresh frames is not compression friendly.
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Table 2.3: Average PSNR values at the decoder for different intra-period values
Intra-period PSNR (dB)
24 35.78
12 38.07
4 37.87
Fig. 2.17 illustrates the per-frame PSNR numbers for different intra-refresh intervals
after sending the compressed video over an erroneous channel. During the transmission
ten video packets are randomly dropped from the same location of each video sequence.
Later, the decoder is assumed to use motion-copying during the error concealment op-
eration. Table 2.3 indicates the average PSNR numbers for each video sequence. Based
on Fig. 2.17 and Table 2.3, it can be seen that intra-refresh interval 12 has demon-
strated the best results out of all the three scenarios. Based on these observations, it
can be further stated that having too few intra-refresh frames (i.e., intra-refresh inter-
val 24) can lead to relatively high error propagation. Finally it can be concluded that
adding intra-refresh frames or intra-refresh blocks should be done wisely with minimal
impact to the compression efficiency. One of the objectives of this research is tightly
coupled with intelligent placement of intra-coded blocks as elaborated in chapter 3 and
chapter 4.
Intelligent inclusion of intra-coded blocks is again well investigated in the literature. In
doing so, altering the standard RDO process has been a popular choice. The standard
RDO inside the MPEG encodes is designed to find the encoding parameters for a block
such that,
minimize (D), subjected toR < Rtarget (2.24)
where D is the quantization distortion, R is the bit rate consumption and Rtarget is the
target bit rate for that particular block. Later using the Lagrangian optimization tech-
nique, the constraint optimization problem in (2.24) is formulated as an unconstrained
optimization problem similar to (2.25).
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minimize (Jmode), where Jmode = D + λmodeR (2.25)
where λmode is the Lagrangian parameter which is calculated in HEVC as per (2.26).
QP = 4.2005× ln(λmode) + 14.0122 (2.26)
where QP is the quantization parameter. During erroneous video transmission DSE in
(2.12) can be used to replace D in (2.25) and this is the main motivation for estimating
the channel caused distortion in (2.12). Moving in this direction, in [98] Cote et. al
proposed a method to estimate D in (2.25) without using an error propagation model as
done in [83], [86] . In their proposed model, D is calculated using the error concealment
distortion values in the previous frame. i.e.,
D =
N∑
k=1
wkDkConceal (2.27)
where wk is the percentage overlap of the current block in the kth block in the previous
frame and DkConceal is the concealment error in the k
th block in the previous frame. The
overlapping region is decided by motion compensating the current block on the previous
frame using the motion vectors of the current block (The method proposed in [98] is
independent from the selected concealment operation type). However, the distortion
values in (2.24) can be made further accurate by incorporating an end-to-end distortion
model similar to [83], [86].
The models proposed in [99–102] make use of the distortion model proposed in [83] to
alter the RDO process of an H.264 encoder. However, the authors in [103], [99–101]
have discovered that the quantization distortion does not remain the same for different
intra-refresh block addition frequencies and later amended using a modeled relationship
of the Mean Absolute Difference (MAD) of the residual energy. Consequently the
model in [103] has demonstrated up to 1.54 dB PSNR gain compared to state-of-the-
art methods. A similar approach to include error resilient features to H.264 videos is
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presented in [104]. In their proposed method, the authors have used a combination of
error resilient features including redundant Slices, insertion of intra-coded macroblock
and reference frame selection. There the redundant Slices are expected to encode
adaptively with intra-coded blocks based on a model similar to [83]. Furthermore, the
intra coding mode decision in [104] is influenced by the motion homogeneity of the block
which is obtained using a two-parameter global camera motion model. Consequently
the method has demonstrated up to 2.3 dB performance gain compared to another
popular state-of-the-art method in the field namely Hierarchical Redundant Picture
(HRP) inclusion [105]. Furthermore, while relying on a distortion model similar to
[83], authors in [106] proposed an RDO process which is suitable for erroneous video
transmission. In their proposed method reusing error free λ (λmode) under erroneous
transmission is found to be sub-optimal and therefore is amended for a packet error
rate p as ,
λerror = (1− p)λmode (2.28)
However all of these methods can be sub-optimal for an HEVC based error resilient
framework as they have not fully exploited the newly added features in HEVC which can
affect the end user video quality prediction and the RDO process in general. Therefore,
in chapter 3 and chapter 4 an end user quality prediction framework together with an
improved RDO process is proposed for an HEVC based video communication system.
With respect to HEVC based error resilience, several methods can be found which
do not rely on an end user quality prediction model. Methods proposed in [107–109]
address the error propagation by intelligently switching on and off the Temporal Motion
Vector Prediction (TMVP) feature available in HEVC. A similar TMVP based approach
together with a motion vector protection scheme is proposed by Carreira et. al in
[107] for HEVC based video communication system. However, the effectiveness of
these resilient schemes becomes increasingly poor under high packet error channels as
explained under chapter 3 results section.
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2.3.2 End user quality improvement in the network layer through
optimal resource allocation
Up to now, a detailed analysis has been presented on improving the end user perceived
video quality at the application layer using error resilient video coding. This section
focuses on the methods which have contributed to an improved QoE and are operating
in the network layer. When it comes to the network layer, since the video has already
been encoded, the quality improvement usually is achieved by allocating network and
computing resources such that the end user QoE is maximized. In such methods it
is natural to rely on a QoE prediction model such as [17] to estimate the impact of a
resources allocation criteria on the end user perceived video quality. With this regard,
resource allocation in the network layer can be divided into two major categories,
namely the ones which have the flexibility to decide the optimal network layer routing
and ones which assume a logical connection between a Video Service Provider (VSP)
and an Internet Service Provider (ISP). Furthermore, during the resource allocation
phase it is crucially important to assess the specific requirements imposed by the video
application itself. Therefore, in this section different resource allocation criteria that
exist are discussed with respect to a delay critical multi-group, multicasting video
application for a logical link (i.e., virtual link) based scenario and an explicit routing
possible scenario. In the considered video application, a set of users belonging to
different user groups and are located in different geographical locations are expected
to interactively consume an HEVC based multicasting video stream. The particular
type of application is selected mainly due to the huge popularities of personalized and
interactive video applications over the past decade [7, 12–15].
Optimal networking and computational resources allocation for a virtual
link based video solution
Nowadays VSPs prefer using colud based video processing and video streaming plat-
forms mainly due to the increased scalability, deployment/migrating friendliness and
easy maintenance [110]. However with cloud computing, increased physical separa-
tion becomes a crucial problem specially for video services which rely on very low
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latencies [111]. As an example, interactive video applications require end-to-end delay
less than 100 ms [8] in order to maintain a proper interactivity. To this end, multi-
cloud [112] and Fog computing [113] are two variants of cloud computing which can
address the latency issue up to a certain degree. With multi-cloud strategy the video
service can be migrated among a set of cloud data centres in order to reduce the latency
issue whereas with fog computing, the video processing can be moved to a node which
is closer to the end user than the cloud data centre. However, in order to facilitate
mulicasting support and to maintain a proper synchronization in a delay critical inter-
active video application, ideally the video processing should take place in a single cloud
data centre. Consequently, intelligent resource allocation becomes an important aspect
of a cloud based video solution.
With respect to the resource allocation in cloud data centres, Filali et. al [114] proposed
a user QoE maximization approach. In [114] the QoE maximization problem is first
modeled as a global optimization problem and later used a heuristic algorithm to solve
the optimization problem. However the proposed method in [114] models a user’s QoE
in terms of the amount of resources allocated in the cloud which consequently ignores
the network QoS parameters on the user’s QoE and also the constraints imposed by
the application. In [115–117] Nan et. al proposed a resource allocation scheme for
a cloud based video application where more than one cloud data centre participates
during the service provisioning. The QoE of a user is first modeled as a function of
service response time and later a greedy heuristic solution is proposed to allocate the
virtual machines to media tasks which are placed in a First In First Out (FIFO) queue.
The differences among the approaches proposed in [115] - [117] are the imposition of
a delay bound for multimedia applications, using multiple cloud data centres located
at different geographical locations, adopting multiple clouds to process a single media
task and serving different classes of media services. However allocating resources in a
greedy manner can lead to sub-optimal solution for a long running video application
such as the one which is considered in this work. In the results section of chapter 5, it
is shown that a global optimum cannot be achieved using a Best Fit (BF) or First Fit
(FF) methods which too use a queuing based serving strategy similar to [115–117].
More recently Hassan et. al [118] proposed an efficient cloud based virtual machine
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allocation criteria for a multimedia application. The objective of the method is to
reduce the usage of physical servers which is linked with an energy saving motive. In
their proposed method, even though the authors have considered the delay requirement
of the virtual machine and network related constraints, the impact to the user QoE
in addition to the delay [17] and the multicasting nature of the video application is
not considered [118]. However, the solution approach presented in [118] is some what
similar to the approach used in this research. Therefore, it is summarized as below.
The objective of the research proposed in [118] is to minimize 2.29,
minimize
∑
p∈P
yp (2.29)
subjected to
∑
p∈P
xpv = 1 (C 2.1)∑
v∈V
uvrxpv ≤ cpryp ∀p ∈ P, ∀r ∈ R (C 2.2)
dI ≤ T (C 2.3)∑
v∈V
rucpvxpv ≤ T1 ∀p ∈ P (C 2.4)∑
v∈V
spvxpv ≤ T2 ∀p ∈ P (C 2.5)
where P is the set of physical servers, V is the set of virtual machines, R is the set of
resources in physical servers, and I is the set of multimedia services. In the class of
resource consumption related variables, uvr indicates the amount of resources r used by
virtual machine v, cpr indicates the capacity of server p of resource r, rucpv indicates
the resource utilization of p when virtual machine v is hosted in p and spv indicates the
percentage of special resource utilization of virtual machine v on server p. Finally, the
binary decision variables, yp becomes one if the physical server p is used for the media
application and xpv becomes one if virtual machine v is hosted on server p.
The objective function is designed to minimize the number of physical servers as in-
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dicates in (2.29) whereas constraint (C 2.1) is used to guarantee that a given virtual
machine can be hosted only in one physical server, and constraint (C 2.2) ensures that
virtual machine usage does not exceed the physical server capacities. The delay im-
position of the media application is done through (C 2.4) where T is the maximum
permittable delay and (C 2.5), (C 2.6) are optional constraints which have been added
to improve the resource utilization and to serve special media tasks. The usage of (C
2.5) and (C 2.6) is restricted by appropriately set T1 and T2 threshold values. A Mixed
Integer Linear Programming (MILP) based solution is subsequently presented in [118]
to solve the optimization problem while maintaining the imposed constraints. The re-
sults are later compared against BF, FF and Round Robin (RR) approaches and have
demonstrated a significant improvement.
To address all the QoS related issues and to model the QoS of a group of users who
consume a multicasting video application, a Particle Swarm Optimization (PSO) based
solution approach is presented in chapter 5. In general, heuristic based approaches such
as PSO and Genetic algorithm have reduced computational times compared to linear
programming based approaches while demonstrating comparable results. The proposed
improved PSO has consequently demonstrated higher convergence speed compared to
state-of-the-art implementations of the PSO algorithms.
Optimal networking and computational resources allocation for a video so-
lution with explicit routing
End user QoE can be further improved by incorporating the network route selection
into the resource allocation criteria. Such scenarios are facilitated by emerging Soft-
ware Defined Network (SDN) [119] concepts in which the routing related decisions are
taken by a central server called SDN controller [120]. Therefore, with respect to the
resource allocation problem described in this section, it is assumed that the optimal
computing and network resources allocation and the best network route selection are
simultaneously done at a central server similar to an SDN controller.
A number of resource allocation schemes which consider simultaneous optimization of
the computing, networking resources and network path selection can be found in the
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Figure 2.18: Network layer connectivity in [1]
Figure 2.19: Application layer connectivity in [1]
literature. In [121] Gao et. al modeled the optimization function as a linear combination
of three different cost terms: 1. carbon emission cost; 2. energy supply cost and 3.
latency. The solution approach follows an initial problem formulation using linear
programming methods and later problem solving using a combination of a heuristic
method and an MILP approach. Here, it can be seen that the user’s QoE is only partly
addressed through the imposition of the latency cost. However, this method has not
considered the remaining network parameters which affect the user’s QoE and also the
multicasting behaviour of a video application. Similarly the cost efficient cloud resource
allocation scheme proposed in [122–124] by Hans et. al adopts an MILP solver and a
Linear Programming (LP) relaxation technique to solve the optimization problem. In
this method a set of QoS parameters which can affect the user’s QoE is considered
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for a cluster based video application. However the route selection and the impact
of the selected route to the user’s QoE is implicitly disregarded [122]. Furthermore,
Goiri et. al in [125] proposed a solution approach to a delay bound, monetary cost
minimization problem. During the solution phase an initial set of feasible solutions are
obtained using an MILP solver while assuming that the CPAEX (Capital Expenditure)
is linearly proportional to the number of servers running at a given instance. In the
second stage, the proportionality assumption is relaxed and a heuristic approach is
proposed to reach the optimal criteria. However, here again the impact to the user’s
QoE from the networking aspects are not considered and furthermore the resource
allocation criteria in [125] describes a scenario where a group of users are allocated
to a single processing node which is different from the multi-group multi-user video
application considered in this research.
Finally Larumbe et. al in [1] proposed a Tabu search based solution approach to
optimally allocate cloud data centres to software tasks while considering the impact
from route selection on the user’s QoE. The solution method has two stages; initial
approximation using a greedy resource allocation method and later deriving the optimal
solution using a combination of an MILP and a Tabu search method. Due to the
similarity of the network architecture and the routing selection criteria considered in [1]
those architectures are illustrated in Fig. 2.18 and Fig. 2.19. Fig. 2.18 illustrates the
network connectivity diagram of resource allocation criteria in [1]. Here, the set of nodes
are categorized into access nodes (i.e., ISPs), processing nodes (cloud data centres) and
routing nodes (routers, switches) and they are indicated in Fig. 2.18 as A1−A5,L1−L3
and with standard router symbols respectively. The main distinction between [1] and
the other resource allocation schemes discussed in here is the inclusion of routing path
selection into the optimization function. Fig. 2.19 illustrates the application layer
connectivity diagram of the problem considered in [1] where WI1 −WI5 indicate the
web indexes, WS1 −WS5 indicate the web services and UI1 − UI5 indicate the user
interfaces. However, as per Fig. 2.19 it is evident that the multicasting nature of a
video application cannot be realized from a connectivity approach presented in [1] (
i.e., user interfaces may not need to have a direct connectivity to the master index
(WI1)). Furthermore, the impact form the other network parameters to the user’s
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QoE is not considered in [1]. Therefore, it can be concluded that the solution proposed
in [1] cannot be directly applied to allocate resources to a multi-group, multi-user video
application such as the one that is considered in this research.
In order to solve all of the issues highlighted, a tree-based computational and networking
resources allocation scheme is presented for a multi-user, multi-group video application
in chapter 5. Furthermore during the resource allocation phase in the proposed research,
the impact from route selection is also incorporated into the QoE modelling.
2.4 Summary
This chapter presents various approaches that have been studied in the literature to
improve the user QoE. As such, different types of artifacts are identified as the factors
influencing the end user QoE. These include video capturing related artifacts introduced
by the cameras, compression related artifacts introduced by the video encoders, trans-
mission related artifacts introduced by the underneath network and various types of
noises and imperfections introduced by the video display devices. This research specif-
ically proposes algorithms to mitigate the adverse effects of the artifacts introduced
during the video compression and the subsequent transmission phases. Therefore, the
network QoS parameters and the video content itself are identified as the factors in-
fluencing the end user QoE in each phase. Consequently, the analysis is conducted
under two major categories namely, the end user quality improvement at the applica-
tion layer through error resilient HEVC video coding (i.e., the contribution from the
video source) and end user quality improvement in the network layer through optimal
resource allocation (i.e., the contribution from the network QoS parameters).
With respect to the error resilient video encoding, a detailed analysis is presented
about the types of error concealment techniques which are used at the decoder, the
end user video quality prediction modelling at the encoder and the optimal redun-
dant information inclusion frameworks at the encoder. With respect to the redundant
information inclusion at the encoder, coding mode selection and the motion vector
estimation processes are identified as the factors influencing the end user QoE. The
contribution chapter 2 is therefore aligned with error resilient coding mode selection
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whereas the contribution chapter 3 describes an error resilient motion vector estima-
tion algorithm. Furthermore, the analysis confirm that these error resilient techniques
are sub-optimal in the context of HEVC based video communication systems as the
newly added features such as AMVP which can severely influence the error propaga-
tion, are not considered in these studies. Nevertheless, the RDO which is employed at
the video encoder to select the robust coding mode decisions can be sub-optimal during
the video transmission over an error prone channel, since the standard encoder does
not assume any transmission impairments during the video transmission. None of the
state-of-the-art methods have considered this aspect either.
Next the user quality improvement in the network layer is investigated with respect to
a delay critical multi-user, multi-group, interactive video application. Two scenarios
are considered with this regard. 1. Quality improvement through optimal computing
and networking resource allocation in a virtual links scenario (i.e., the VSPs do not
have the flexibility to select the networking route towards the end users) 2. Quality
improvement through joint resource allocation and network route selection. The anal-
ysis again confirms that the existing methods cannot be used in their original form due
to the incompatibilities in their QoS modeling phase and their abilities to extend the
service as a video multicast.
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Chapter 3
End User Video Quality
Prediction to Select Robust
HEVC Coding Parameters
This chapter focuses on two major aspects in the context of QoE aware video commu-
nication. First, it introduces a tree-based probabilistic model to predict the end-user
video quality in terms of the Mean Squared Error (MSE) between the transmitted and
the received video during erroneous HEVC video transmission. Secondly, the predicted
MSE values are re-used in order to determine an optimal Rate-Distortion (RD) criteria
for selecting robust video coding parameters during the same erroneous transmission.
3.1 Introduction
As a consequence of exploiting more and more spatial and temporal redundancies, the
videos encoded with HEVC have become much more vulnerable to network impairments
than with the previous codecs. To prevent errors being propagated in the subsequent
frames, Intra-coded blocks (I blocks) can be added as described in [93]. In the meantime,
the bit rate consumption of the intra coded blocks are significantly higher than the Inter-
coded blocks (P blocks and B blocks). Therefore, it is crucially important to decide
the optimal locations in the video frames where the Intra mode should be applied.
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With this regard, this chapter proposes an accurate scheme to incorporate I blocks
which eventually helps preventing error propagation in the temporal domain. In doing
so, the contribution of this work is two-fold. First, the this chapter proposes an end
user quality prediction framework which is compatible with the AMVP feature avail-
able in the HEVC codec. The proposed framework relies on a tree-based approach to
compute all possible motion vectors for a received block at the decoder. Based on these
motion vectors the expected transmission distortion (i.e., the end user perceived video
quality) at the decoder is predicted using a mathematical model presented in this work.
Furthermore, the clipping which occurs at the decoder due to erroneous reference pix-
els is also accounted within the model where the clipping term is first simplified using
a mathematical model and later expressed using a set of statistical properties of the
video frames. The second contribution of this work addresses the problem of optimally
utilizing the above mentioned distortion values inside the HEVC RDO process in order
to determine the most robust motion vectors and the coding modes. The conventional
Rate Distortion Optimization function which is employed by the HEVC encoder is
amended in order to be compatible with erroneous transmissions. There, the relation
between the Lagrangian parameter and the Quantization parameter is re-expressed in
terms of the Packet Error Rate (PER) together with a set of content specific parame-
ters. Later these content specific parameters are accurately estimated using statistical
properties of the motion vectors. The proposed algorithm is implemented in HEVC
HM reference software [95] and the performance of the proposed method is compared
against the state-of-the-art techniques for different packet error rates, bit rates and
content types. The results demonstrate a significant gain in performance in terms of
BD-rate for all the scenarios tested.
3.2 Background: Sources of Errors and Their Propaga-
tion in HEVC
The near 50% improvement in coding efficiency of HEVC over its predecessor H.264/AVC
[5] is achieved via a series of key features such as the Quad-tree CTU structure, AMVP,
additional intra/inter coding modes and sophisticated filtering techniques (e.g., SAO,
3.2. Background: Sources of Errors and Their Propagation in HEVC 55
8 PAL line filter in place of 4) [4]. However, this additional complexity of HEVC coded
bit streams make them more susceptible to network packet errors when compared to
H.264 bit streams [6]. Specifically, AMVP and the SAO filter at the decoder rely on
information external to the current decoding unit; hence, prior errors in the bit stream
can significantly distort subsequent decoding blocks. This section focuses on the back-
ground relevant to the AMVP feature in HEVC and the sources of the errors associated
with it1: (i) errors related to motion vectors, (ii) pixel level errors and (iii) errors related
to clipping of pixels values.
3.2.1 Impact of Packet Errors on the Motion Vectors
A consequence of AMVP-based motion vector encoding in HEVC is that motion vectors
seen by the decoder may become erroneous due to multiple reasons. As an example,
the motion vectors at the decoder can be erroneous although the coding information
of the corresponding block is correctly received. The three such scenarios relevant to
video transmission over lossy networks are briefly discussed next in decreasing order of
their impact.
Erroneous Candidate List Construction
Motion vectors in HEVC, instead of being sent directly and individually, are derived
indirectly from the motion vectors of neighboring blocks using a candidate motion
vector and a relative difference to this candidate. Yet, to minimize the number of bits
that must be transmitted, HEVC assumes that the decoder can derive the candidate
block using a predefined algorithm (known as candidate list generation), and therefore
only encodes an index and the relative difference into the bit stream. Naturally, losses
of previous coding blocks can result in a different candidate list (to what the encoder
expects) being generated by the decoder; thus, the computed motion vector could
become significantly different to what was intended.
This behavior, relevant to both the Merge and Motion Vector Prediction modes, is
1It is assumed that errors are concealed by the decoder using motion copying throughout the course
of this work.
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Figure 3.1: Spatial candidates and motion vectors at the (a) encoder and (b) decoder
after lossy transmission: a candidate list truncation scenario.
illustrated for a hypothetical scenario in Fig. 3.1 where block B1 is incorrectly re-
ceived. The candidate list generation follows the following process. First, the candi-
date list must be derived. To this end, the neighboring blocks are traversed in the
order A1 → B1 → B0 → A0 → B2, and blocks with the same motion vector as a prior
block in the candidate list are discarded. Next, the encoder evaluates the least cost
motion vector from all members in the candidate list, and encodes its index into the
bit stream. Finally, the decoder reverses this process. Yet, it becomes apparent that
the member motion vectors in the candidate list (in the initial list generation and due
to the truncation of the initial candidate list in particular) may differ from what the
encoder intended due to prior errors in the bit stream and their concealment by the
decoder. For example since A1 = B1 in Fig. 3.1(b), the previously 5 member candidate
list becomes truncated to 4 and the indices of B0, A0 and B2 are shifted by one at the
decoder. Thus, had the encoder selected A0, the decoder will assume B2 to be correct,
potentially resulting in a large error of the motion vector in what was essentially a
correctly received coding block at the decoder.
Erroneous Motion Vectors in the Candidate List
Fig. 3.2 illustrates a less severe case of motion vector errors to that described previ-
ously. Here, the candidate list remains unaltered, but individual motion vectors may be
incorrect (e.g., B0 differs at the decoder). In this scenario, B0 may have been derived
for example by concealing a lost block using its co-located block in the previous frame.
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Figure 3.2: Spatial candidates and motion vectors at the (a) encoder and (b) decoder
after lossy transmission: an erroneous motion vector scenario.
Thus, the motion vector error may be less significant in comparison to the previous
scenario, yet once more a moderate error will be observable for an otherwise correctly
received coding block at the decoder.
Errors Introduced by Concealment Operations
In contrast to the previous scenarios where motion vectors became incorrect in oth-
erwise correctly received blocks, the arguably most prevalent and detectable (by the
decoder) is the loss of the decoding information for the current block. Typically, in these
circumstances decoders apply a concealment operation ranging from motion-copy con-
cealment [126] (motion vectors of co-located blocks are reused) to boundary matching
algorithms [67] (motion vectors are estimated such that the discrepancy at the bound-
aries of the lost block are minimized) to reconstruct the lost regions of the frame.
Although in general these motion vectors do not exactly match the motion vectors
intended by the encoder, the resulting error in an individual frame may not be very
significant to the viewer. Crucially however, they can result in significant impact on
subsequent coding block, including those correctly received, due to the temporal propa-
gation of the motion vector error, leading to the motion vector error scenarios described
previously.
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3.2.2 Impact of Packet Errors on Pixel Information
Similar to the motion vector errors, pixel level errors may also occur in both correctly
and incorrectly received blocks due to two factors. In the case of the former, they
correspond to different motion vectors being observed by the decoder to what was
intended by the encoder at any time in the past. Here, the pixels pointed to may
differ from the intended, resulting in an erroneously recreated block. In the case of the
latter, error concealment techniques can only predict what was intended to be received;
thus, the missing residuals will almost certainly be irrecoverable. As a result, with
increasingly complex content the resulting pixel level errors could lead to significant,
visible propagated errors even when errors in the motion vectors are negligible.
3.2.3 Impact of Clipping in Reconstructed Pixels
The decoder clipping operation, which manifests due to a combination of the erroneous
motion vectors and pixel information can add errors to the decoded video. Clipping
error is merely a product of how decoders are implemented to remain within the valid
range of pixel values (e.g., between 0 and 255 for an 8-bit decoder), in each frame. In
fact, clipping at the decoder does not occur in error-free transmissions as the encoder
has already clipped such pixels before transmission. This however no longer remains
true in lossy transmissions and the incorrect motion vectors and missing residual pixel
values can result in pixels that exceed these bounds. Thus, the decoder will clip indi-
vidual pixels giving rise to what is known as clipping errors [89]. Unlike the previous
sources of errors, clipping occurs only in correctly received blocks, yet it too will result
in errors being propagated to subsequently decoded blocks.
3.3 End-to-end Distortion Modelling and Coding
Section III described how errors due to transmission losses in HEVC can be categorized.
Hypothetically, if the encoder could be made aware of where these errors occurred and
their impact on the decoded sequence, changes to the coding structure can be envisaged
that mitigate the impact of errors. To this end, it is necessary to model the distortion
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Table 3.1: Terms and Notations
Definition Notation
Packet Error Rate (PER) p
Current frame n
Location of an arbitrary pixel in the current frame i
Original pixel value of pixel i Xin
Error-free pixel value of pixel i Xˆin
Erroneous pixel value of pixel i X˜in
Residual of pixel i rin
Reference frame of pixel i n0
Location of the reference pixel of pixel i j
Squared error component in the channel: DSECH(·) E
[(
Xˆin − X˜in
)2]
Difference component in the channel: DDCH(·) E
[
Xˆin − X˜in
]
Squared error component at the source: DSESRC(·)
(
Xin − Xˆin
)2
Difference component at the source: DDSRC(·) Xin − Xˆin
Expectation operator: Expected value for a PER p E[·]
Clipping operation performed on pixel i Γ(Xin)
Motion compensation operator of motion vector u k(u)
introduced by errors during transmission from the encoder to the decoder, i.e., the
channel distortion, in addition to the source/quantization distortion (the differences in
the compressed and original pixel values) already known by the encoder. Furthermore,
the channel itself behaves randomly, leading to a varying severity of the channel induced
distortion. This section describes how this channel distortion can be modelled such that
the encoding process can be modified to mitigate the effects of transmission errors.
Table 3.1 summarizes the terms and notations used in this work. For a pixel i in
frame n, the reference pixel and reference frame are denoted by j and n0, respectively.
Further, for some packet error rate p, the original, error-free (at the encoder) and
erroneous (i.e., decoded and concealed) pixel values at the location i are given by Xin,
Xˆin and X˜
i
n, respectively. Thus, the error-free pixel value can also be expressed as
Xˆin = Xˆ
j
n0 + r
i
n, where r
i
n is the residual contribution to the pixel location i.
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3.3.1 Modelling Distortion Observed by the Decoder
The total distortion observed at the decoder can be expressed as Squared Error (SE)
between the original and displayed (including error concealment after decoding where
needed) pixel values. Here, the contribution of the individual pixels can be evaluated
separately; thus, the contribution of an arbitrary pixel to the squared error can be
defined as DSE
(
Xin
)
, in (3.1), using the notation in Table 3.1.
DSE
(
Xin
)
, E
[(
Xin − X˜in
)2]
= E
[(
Xin − Xˆin + Xˆin − X˜in
)2]
(3.1)
=
(
Xin − Xˆin
)2
+ E
[(
Xˆin − X˜in
)2]
+ 2
(
Xin − Xˆin
)
E
[
Xˆin − X˜in
]
= DSESRC
(
Xin
)
+DSECH
(
Xin
)
+ 2DDSRC
(
Xin
)
DDCH
(
Xin
)
(3.2)
DSECH
(
Xin
)
, E
[(
Xˆin − X˜in
)2]
= (1− p) E
[(
Xˆjn0 + r
i
n − Γ
{
X˜jn0 + r
i
n
})2]
+ p E
[(
Xˆjn0 + r
i
n − X˜ j˜n−1
)2]
(3.3)
DDCH
(
Xin
)
, E
[
Xˆin − X˜in
]
= (1− p) E
[
Xˆjn0 + r
i
n − Γ
{
X˜jn0 + r
i
n
}]
+ p E
[
Xˆjn0 + r
i
n − X˜ j˜n−1
]
(3.4)
The observed distortion at the decoder consists of three components; a source distor-
tion (a squared error) corresponding to the quantization error at the encoder, channel
distortion (a squared error) due to packet errors in the transmission, and a product
of the difference terms of the source and channel components. The random nature of
packet errors and their impact on the decoded pixels are modelled using the expecta-
tion operation E(·); thus, DDSRC being channel independent, the difference components
DDSRC and D
D
CH become independent and are expressed as such to obtain (3.2).
3.3.2 Channel Distortion from Motion Vector and Pixel Errors
HEVC, as with its predecessors, carries motion vectors, coding parameters and residual
information of CTUs in a single abstracted unit known as a NAL unit. Hence, the loss
of a transport layer packet during transmission compromises each element. Bearing
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Figure 3.3: A tree of potential motion vectors and their likelihoods with respect to a
known reference at the 0th window level.
this in mind, if a single NAL unit can be encapsulated in one transport layer packet,
the channel component of the distortion observed at the decoder can be defined as
in (3.3). Expending on the initial definition therein, for a PER p (if the state of the
reference frame n0 is known), the likelihoods of the NAL unit containing X
i
n being
correctly received or lost is (1− p) and p, respectively. Thus, since Xˆin , Xˆjn0 + rin, the
resultant channel distortion in each case can be computed, and the expected channel
distortion can be expressed with respect to its reference frame n0 as the probabilistically
weighted sum in (3.3). Note that the residual rin is only applied to the correctly
received scenario and is subsequently clipped by Γ, and X˜jn0 , X˜
j˜
n−1 denote the motion-
compensated and concealed2 pixel values relevant to the perfectly received and lossy
scenarios, respectively. Next, how these can also be incorporated into the end-to-end
distortion model is discussed.
First, in order to visualize the manner errors propagate and to aid the following dis-
cussions, consider the diagram in Fig. 3.3 where a tree diagram illustrates all possible
2This work applies motion coping as its preferred means of error concealment due to its relatively
greater capability of approximating both lost pixel and motion vector information at a low compu-
tational complexity. However, it should be noted that the proposed distortion estimation framework
is independent of the error concealment technique applied here, and that any error commencement
operation can be incorporated in its place in (3.3).
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states of motion vectors and the likelihood of each state with respect to a known ref-
erence (i.e., the 0th level)3, over an interval of 4 video frames. The dashed lines here
represent correctly received paths and the solid lines represent the paths where NAL
units were lost. Further, the motion vectors in each node may refer to any prior frame
in the decoding order; hence, the nodes in the diagram do not reflect any frame ordering
as such. For example, when connected by a solid line, the parent node corresponds to
the reference frame of the child node, whereas for a dashed line, it corresponds to the
immediately previous frame (in fact, this may not have been its reference frame in a
non-erroneous scenario, but the concealment operation applied here ensures that a lost
region always refers to its immediately previous frame). Now, if the set of leaf nodes
in the tree at the window length L are defined as U = U1 ∪ U2, where
U1 = {uL,1, uL,3, . . . , uL,W−1} | W = 2L (3.5)
U2 = {uL,2, uL,4, . . . , uL,W } | W = 2L, (3.6)
the motion vectors and probability of each leaf occurring become functions of the leaf
location u ∈ U given by
V (u) ∈ {V (uL,1) , V (uL,2) , . . . , V (uL,W )}
and
P (u) ∈ {P (uL,1) , P (uL,2) , . . . , P (uL,W )} ,
respectively. For notational simplicity in the derivations:
Definition: Let k (u) refer to a pixel location indicated by the motion vector V (u)
and P (u) = (1− p)apb for a, b ∈ {0, . . . L} | a+ b = L.
3Being that the transmission channel conditions are subject to change and that the proposed dis-
tortion model is used for error resilience inclusion in real-time applications, the existence of a feedback
channel as used in RTCP [48] that notifies the encoder of its current state, e.g., which NAL units were
not received, is assumed. As such, the 0th window level corresponds to this last known state and the
window length is determined by the latency of the feedback channel.
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Figure 3.4: The process of motion vector derivation in branches where packets are (a)
lost (solid lines in Fig. 3.3) and (b) received (dashed lines in Fig. 3.3).
From Fig. 3.3, it becomes clear that the combination of motion vectors that can be
received at the decoder increase rapidly with the window length L. Naturally, it is also
apparent that (3.3) only applies to the simplest case where L = 1. For a general case
of an arbitrary L, motion vectors are computed by the decoder in the manner outlined
in Fig. 3.4.
The two scenarios where the currently encoded block is received or lost in (3.3) can be
generalized to an arbitrary window length L, such that the squared error component in
the channel can be expressed as shown in (3.7)-(3.10). Equation (3.10) illustrates how
the channel distortion DSECH can be expressed as six individual distortion terms. In the
order that they appear, each summation term corresponds to the following:
• DSERefer - Distortion from referring to incorrect reference pixels; occurs due to
accumulated motion vector errors.
• DP SE,ΓRefer - Propagated distortions via the reference pixel; occur due to the combi-
nation of pixel errors and clipping.
• DXD,ΓRefer - Cross component of the reference pixel and propagated errors above,
including the impact of clipping.
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DSECH
(
Xin
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= DSERefer
(
Xin
)
+DP SE,ΓRefer
(
Xin
)
+DXD,ΓRefer
(
Xin
)
+DSEConceal
(
Xin
)
+DP SEConceal
(
Xin
)
+DXDConceal
(
Xin
)
(3.10)
• DSEConceal - Distortion due to the error concealment operation; the magnitude of
which is algorithm dependent.
• DP SEConceal - Propagated distortion via the concealment pixels in the (n − 1)th
frame. Note that DP SEConceal
(
Xin
)
,
∑
∀u∈U2 P (u)D
SE
CH
(
X
k(u)
n−1
)
.
• DXDConceal - Cross component of the concealment and the propagated concealment
errors above.
Similarly, the difference component in (3.4) can be generalized as shown in (3.11)-(3.14).
Equation (3.14) illustrates how DDCH can now be expressed as the sum of four difference
terms. Once again, in the order that they appear, summation each term corresponds
to the following:
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(3.14)
• DDRefer - Difference error with respect to the reference pixel due to motion .
• DPD,ΓRefer - Propagated difference error via the reference pixels due to pixel errors
and clipping.
• DDConceal - Difference error due to the error concealment operation; magnitude of
this error is algorithm dependent.
• DPDConceal - Propagated difference error via the concealment pixels in the (n−1)th
frame. This is also equivalent to DPDConceal
(
Xin
)
,
∑
∀u∈U2 P (u)D
D
CH
(
X
k(u)
n−1
)
.
Consequently, it becomes clear that the overall channel induced distortion is broadly
comprised of motion vector errors in the current frame, concealment errors in the
current frame and propagated errors from previous frames. For example, in (3.10)
and (3.14), DSERefer, D
SE
Conceal, D
D
Refer and D
D
Conceal can be derived directly for the n
th
frame, while DP SEConceal, DX
D
Conceal and DP
D
Conceal can be computed iteratively from
the (n − L)th frame. However, the propagated errors via the clipped pixel, the terms
corresponding to DP SE,ΓRefer, DX
D,Γ
Refer and DP
D,Γ
Refer, can have a significant impact on the
overall distortion; hence, modelling the impact those terms is essential. How these
components can be computed and approximated are described next.
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(3.15)
3.3.3 Clipping Distortion due to the Channel Errors
One approach to assessing the impact of clipping on DP SE,ΓRefer, DX
D,Γ
Refer and DP
D,Γ
Refer
would be to compute its impact at each node of the motion vector tree in Fig. 3.3 using
a brute-force approach to the problem. However, this quickly becomes impractical with
increasing L, and a simpler model of its behavior becomes indispensable. To this end,
these terms must first be simplified further as described in Appendix A. Following from
(A.8) in Appendix A, the summation of the clipped terms in (3.10) can be expressed
as given in (3.15), where
A , X˜k(u)n0 + rin − Γ
{
X˜k(u)n0 + r
i
n
}
DXDRefer
(
Xin
)
,
∑
∀u∈U1
2P (u)
(
Xˆjn0 − Xˆk(u)n0
)
DDCH
(
Xk(u)n0
)
and DP SERefer
(
Xin
)
,
∑
∀u∈U1
P (u)DSECH
(
Xk(u)n0
)
.
Since the error pattern will always be unknown, a statistical approach that considers the
properties of the input video sequence is adopted to estimate and quantify the impact
of clipping. Intuitively, for a general case, the absolute magnitude of the residual signal
can be seen to influences the likelihood of clipping, i.e., large residuals are more likely
to clip. Further, at the upper and lower extremes of the pixel value range, relatively
smaller residuals are also likely to clip, but the error itself will be proportional and
of a similar order to the residual. Hence, in this work, the following approximation is
assumed to be an analogue of the clipping behavior;
A , X˜k(u)n0 + rin − Γ
{
X˜k(u)n0 + r
i
n
}
≈ γnrin, (3.16)
where γn is an experimentally derived constant. γn itself is modelled by analyzing
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Figure 3.5: Actual and predicted components of the difference in distortion values for
CIF videos
Figure 3.6: Actual and predicted components of the difference in distortion values for
HD videos
multiple videos with different motion characteristics, and the following model was found
to be sufficiently accurate. Here, γn =
α1
σn
(µn + α2), where α1, α2 are resolution-
dependent constants, and µn and σn are the mean and the standard deviation of original
motion vectors in the nth frame. During the parameters estimation process, first the
difference between the distortion values predicted by the brute-force approach and the
unclipped distortion values predicted by the proposed method is calculated for different
video sequences for a fixed rate. Later, these values are estimated using a combination
of 3.16 and statistical properties of the motion vectors. Fig. 3.5 and Fig. 3.6 illustrate
the actual difference values and the corresponding predicted values. As it can be seen in
Fig. 3.5 and Fig. 3.6, there is a high correlation between the actual and the predicted
quantities. Table 3.2 summarizes the model parameters obtained for different video
formats.
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Table 3.2: Model parameters for distortion estimation
Format α1 α2
CIF 0.0459 2.8890
HD 0.0116 0.7216
The remaining clipping term in (3.15) can be approximated in a similar fashion by
incorporating the definition in (3.14) as
rin + 2 Xˆ
j
n0 − Γ
{
X˜k(u)n0 + r
i
n
}
− X˜k(u)n0 ≈ γnrin + 2
(
Xˆjn0 − X˜k(u)n0
)
. (3.17)
Substituting (3.16) and (3.17) where appropriate, (3.15) can be simplified as shown in
(3.18)-(3.19).
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= DP SERefer
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+DXSERefer
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+(1− p)(γnrin)2 + 2(γnrin) {DDRefer (Xin)+DPDRefer (Xin)} (3.19)
In a similar fashion to the clipped squared error components in (3.10), from (A.9) in
Appendix A, the clipped term of the difference error in (3.14) can be simplified further
using the assumption in (3.16). As a result,
DPD,ΓRefer = DP
D
Refer + (1− p) γnrin, (3.20)
where
DPDRefer ,
∑
∀u∈U1
P (u)DDCH
(
Xk(u)n0
)
(3.21)
and
∑
∀u∈U1 P (u) = (1 − p). At this point, each of the components in (3.10) and
(3.14) can be computed with the aid of the approximations in (3.19) and (3.20). How-
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ever, some components must still be computed recursively over the window length L.
Algorithm 1 and Algorithm 2 illustrate how the distortions can be predicted in this
manner.
3.3.4 Error-Compensated Rate-Distortion Optimization
In the standard and error free HM based HEVC encoding [95], the selection of coding
mode decisions (QP, coding tree structure, transform block structure, prediction block
structure, motion vectors) which produces the least distortions between the original
and the compressed video for a particular bit rate are found through Rate-Distortion
optimization (RDO) process. Mathematically the objective function which is operated
on a block of pixels can be expressed as,
min
m∈M
JRD
∣∣∣ JRD , D(m) + λ0R(m), (3.22)
where m is a coding mode decision from the set of all possible coding modes M, D is
the distortion of the block expressed in terms of MSE, R is the bit rate consumed by
that particular block and the Lagrangian parameter λ0 , −∂D∂R . Here the Lagrangian
Algorithm 1 Channel caused distortion estimation (first order difference)
1: procedure Channel Distortion (Lmax,W )
2: Using the channel feedback, replicate the decoder received video frame. Compute
DDCH
(
X
k(u)
n0
)
∀k(u) and u0,0
3: for window level L ∈ {1, .., Lmax} do
4: for leaf node w ∈ {1, 3, ...,W − 1} do
5: Xˆ
k(u)
n0 ← Motion compensate using motion vector V (uL,w) on frame n0.
6: DDRefer
(
Xin
)← DDRefer (Xin)+ P (u)(Xˆjn0 − Xˆk(u)n0 )
7: DPDRefer
(
Xin
)← DPDRefer (Xin)+ P (u)DDCH (Xk(u)n0 )
8: end for
9: for leaf node w ∈ {2, 4, ...,W} do
10: Xˆ
k(u)
n−1 ← Motion compensate using motion vector V (uL,w) on frame n− 1.
11: DDConceal
(
Xin
)← DDConceal (Xin)+ P (u)(Xˆin − Xˆk(u)n−1)
12: DPDConceal
(
Xin
)← DPDConceal (Xin)+ P (u)DSECH (Xk(u)n−1)
13: end for
14: Calculate the clipping compensation term (1− p) γnrin
15: Compute DDCH
(
Xin
)
for the window state L as per (14).
16: end for
17: return DDCH
(
Xin
) ∀i
18: end procedure
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Algorithm 2 Channel caused distortion estimation (squared difference)
1: procedure Channel Distortion (Lmax,W )
2: Using the channel feedback, replicate the decoder received video frame. Compute
DSECH
(
X
k(u)
n0
)
, DDCH
(
X
k(u)
n0
)
∀k(u) and u0,0
3: for window level L ∈ {1, .., Lmax} do
4: for leaf node w ∈ {1, 3, ...,W − 1} do
5: Xˆ
k(u)
n0 ← Motion compensate using motion vector V (uL,w) on frame n0.
6: DSERefer
(
Xin
)← DSERefer (Xin)+ P (u)(Xˆjn0 − Xˆk(u)n0 )2
7: DP SERefer
(
Xin
)← DP SERefer (Xin)+ P (u)DSECH (Xk(u)n0 )
8: DXDRefer
(
Xin
)← DXDRefer (Xin)+ 2P (u)(Xˆjn0 − Xˆk(u)n0 )DDCH (Xk(u)n0 )
9: end for
10: for leaf node w ∈ {2, 4, ...,W} do
11: Xˆ
k(u)
n−1 ← Motion compensate using motion vector V (uL,w) on frame n− 1.
12: DSEConceal
(
Xin
)← DSEConceal (Xin)+ P (u)(Xˆin − Xˆk(u)n−1)2
13: DP SEConceal
(
Xin
)← DP SEConceal (Xin)+ P (u)DSECH (Xk(u)n−1)
14: DXDConceal
(
Xin
)← DXDConceal (Xin)+ 2P (u)(Xˆin − Xˆk(u)n−1)DDCH (Xk(u)n−1)
15: end for
16: Calculate the clipping compensation term (1− p)(γnrin)2 +(
γnr
i
n
){
2(1− p)Xˆjn0 − 2
∑
∀u∈U1 P (u) E
[
X˜
k(u)
n0
]}
17: Compute DSECH
(
Xin
)
for the window state L as per (19).
18: end for
19: return DSECH
(
Xin
) ∀i
20: end procedure
parameter (λ0) is derived through a content dependent hyperbolic relationship between
R and D which is expressed as,
D(R) = CR−K (3.23)
where C and K are model parameters which reflect the characteristics of the video
sequence and are determined on the fly using a content learning approach [127]. In-
terestingly the same hyperbolic relationship between the rate and the distortion holds
true even under erroneous HEVC transmission. The particular behavior is illustrated
in Fig. 3.7. Therefore unlike in previous codecs, the λ determination does not require
additional modifications to the standard HEVC rate-distortion relationship even under
erroneous transmission.
The Quantization Parameter (QP) determines the quantization step size used to encode
Discrete Cosine Transform (DCT) coefficients and therefore has a significant bearings
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Figure 3.7: Rate-distortion curves of Musicians video sequence for different packet
error rates
Figure 3.8: Rate-distortion curves of Akiyo video sequence for different packet error
rates
on the total bit rate consumption and the output video quality. Furthermore un-
less multiple QP optimization is used, the standard HEVC encoder assumes a generic
exponential relationship between the QP and the λ irrespective of the video character-
istics [33]. i.e.,
QP = 4.2005× ln(λ0) + 14.0122 (3.24)
However, after performing multiple experiments, it is found that the relationship in
(3.24) is sub-optimal during erroneous HEVC video transmission. Following observa-
tions were made during the conducted experiments. For high packet loss scenarios,
video sequences with significantly low motion characteristics performs better when a
lower QP is applied than the one given by (3.24). Furthermore, in general for larger
λ values, lower QPs than the ones that are suggested by (3.24) demonstrates better
Rate-Distortion (RD) performances. The intuitive explanations for the above behaviors
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can be summarized as below. First as illustrated in Fig. 3.7, it can be observed that
as the packet error rate increases the RD curves shifts upwards in the RD plane. Fur-
thermore it can also be observed that the difference in λs (change in slopes of the RD
curve) between the error free scenario and the erroneous scenarios, gradually decreases
along with the increase in bit rate. Consequently, for higher λ values (corresponding
to lower bit rates), a lower QP value than the one that is given by (3.24) should be
used in the RDO process during erroneous scenarios. Similarly, the observed behavior
with respect to low motion video sequences can be explained as below. The change
in slopes between the error free RD curves and erroneous RD curves are much larger
in low motion video sequences specifically for low bit rates as illustrated in Fig. 3.8.
Therefore, the impact of the previously described behavior is much significant in low
motion video sequences forcing them to have lower QP values than the ones suggested
by (3.24) for much higher range of bit rates.
Therefore, in order to reflect the above behaviors during the QP derivation process
(3.25) is proposed in place of (3.24) for erroneous video compression.
QP = a× ln(λ0) + 14.0122 (3.25)
where,
a= m× p+ c (3.26)
m= β1/(σn + β2) + β3 × µn + β4 (3.27)
c= ν1/(σn + ν2) + ν3 × µn + ν4 (3.28)
p is the packet error rate, µn , σn are the mean length and the standard deviation
of the motion vectors frame in frames-0 to frame-n , β1, β2, β3, β4 and ν1, ν2, ν3, ν4 are
resolution dependent parameters.
The derivation process of the model parameters in (3.25) - (3.28) is as follow. For each
QP value, 5 different λ values ranging from 0.125 times the original λ to 2 times the
original λ value (i.e., 0.125, 0.25, 0.5, 1.0, 2.0 factors) are plotted. Later the best factor
for a given QP value is selected by identifying the data point which is furthermost
above from the standard QP-λ relationship. In the meantime, the selected set of data
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Figure 3.9: Best QP-λ data point selection for Musicians at 10%
points for different QP values should also span the whole operational bit per pixel
(bpp) range. The behavior for the Musicians sequence for 10% PER is shown in Fig.
3.9. Finally the selected data points are mapped to appropriate QP values using the
mapping function in (3.25). The content dependant variable a in (3.25) is derived by
employing the curve fitting approach. Motion vectors statistics (mean, STD) and PER
are used as the input to the fitting criteria. The generated best fitting functions are
illustrated in (3.26) -(3.28). Table 3.3 summarizes the model parameters obtained for
different video formats. Furthermore, Fig. 3.10 illustrates the obtained QP-λ using the
proposed mapping function and the QP-λ relationship obtained using the best point
selection criteria illustrated in Fig. 3.9. As it can be seen in Fig. 3.10, the mapping
function has been capable of accurately estimating the selected data points. Therefore,
this mapping function has been used throughout this chapter in place of (3.24).
3.4 Simulation Environment
The proposed distortion estimation framework and the RDO process are implemented
in HM16.2 HEVC reference software [95]. Additionally three state-of-the-art error re-
Table 3.3: Model parameters for distortion estimation
Format β1 β2 β3 β4 ν1 ν2 ν3 ν4
CIF -28.700 76.220 0.002 0.308 0.740 -2.552 0.000 3.728
HD 1.112 0.409 0.006 -0.183 45.860 5.359 0.104 0.315
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(a) 1%
(b) 2%
(c) 5%
(d) 10%
Figure 3.10: QP-λ curves for Musicians sequence for different PERs
3.5. Results and Discussion 75
siliency and distortion estimation schemes are also implemented within the same simula-
tion environment. The method proposed in [107] describes a motion vector preservation
criteria which relies on operational support from other nodes in the transmission chain
than the application layer alone whereas the proposed method as well as as [83] and [89]
incorporate error resilient features at the application layer.
Video sequences with different texture characteristics, motion characteristics and spa-
tial resolutions are tested during the performance evaluation (Table B in Appendix).
They can be summarized as below. Out of the Full HD (1920× 1080) video sequences
tested, both the background and the objects are moving in BMX 2, Musicians and
Park Scene video sequences; Objects are relatively stationary while the background
is moving (camera panning) in Kimono video sequence; Objects are moving in a sta-
tionary background in Cafe video sequence and Beer garden is a slow moving video
sequence with large amount of texture information. Finally Dancer and GT Fly are
two synthetic Full HD sequences with camera zooming. Similarly, out of the CIF
(352 × 288) video sequences tested, Stefan and Football are two very fast sequences
having both moving background and moving objects; Bus and Coastguard are two
fast camera panning sequences; Foreman and Carphone are averagely fast sequences
with relatively stationary objects and finally Akiyo and Highway are two very slow se-
quences. Table II summarizes the simulation configurations used in these comparisons.
All the Full HD videos are encoded such that one row of CTUs occupies the payload
of a single slice; therefore 30 CTUs per slice in Full HD video sequences and 6 CTUs
per slice in CIF video sequences. During the experiment, the compressed and encoded
video is assumed to be transmitted over a lossy wireless channel having 1%, 2%, 5%
and 10% packet error rates.
3.5 Results and Discussion
The accuracy of the proposed distortion estimation scheme and the effectiveness of the
overall error resilient framework is discussed separately in below two subsections.
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Table 3.4: HEVC Simulation Paramaters
Configuration Parameter Value
Group of Picture (GOP) Size 20
Number of encoded frames (HD) 100
Number of encoded frames (CIF) 300
Frame rate 25 fps
HEVC configuration encoder lowdelay P main
HEVC profile main
Number of CTUs per slice (HD) 30
Number of CTUs per slice (CIF) 6
Figure 3.11: Absolute error in estimated distortion with respect to the brute-force
distortion for GT Fly sequence for 10% PER
3.5.1 Accuracy of Distortion Estimation
The accuracy of the proposed distortion estimation scheme is compared against two
state-of-the-art methods [83], [89] which do not account for the AMVP features avail-
able in HEVC. Furthermore, in order to visualize the ability of the proposed method
to reach the theoretically best solution, a brute-force distortion estimation criteria is
also incorporated. Fig. 3.11 illustrates the absolute difference of predicted distor-
tion values and the brute-force distortion values obtained for the proposed method
and the state-of-the-art methods at 10% packet error rate for GT Fly video sequence.
Furthermore, the same measurements are plotted for the actual distortion values (i.e,
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Figure 3.12: Impact of window-length on the estimated distortion for GT Fly sequence
as seen by the decoder) as well. The corresponding measurement can be expressed
as, abs (DIST1 −DIST2) /DIST1. Where DIST1 is the per CTU average distortion
value predicted by the brute-force method and DIST2 is the per CTU average distor-
tion value predicted by the method interested. It should be noted that, here the CTU
based measurements are taken mainly as these values are re-used inside the CTU based
RDO cost function which is described in the next sub-section.
As can be seen in Fig. 3.11, the distortion values of the proposed method has been
very closer to the brute force values and as more frames are encoded, the accuracy of
the proposed method has become practically similar to the corresponding distortion
values. The main reason behind the superior performances of the proposed approach
can be considered as the incorporation of the AMVP techniques available in HEVC
during the distortion prediction stage. As further illustrated in Fig. 3.11, the impact
of incorporating the clipping compensation term has further improved the accuracy
of the distortion estimation. In the meantime, the state-of-the-art methods have not
been sufficiently accurate during the distortion estimation. Out of the two state-of-
the-art methods presented, [83] has been more accurate compared to [89] specially at
higher frame numbers. The clipping compensation term which is introduced in [89] for
a context different from the HEVC, has negatively impacted.
Fig. 3.12 illustrates the performance of the proposed method for different window
78 Chapter 3. End User Video Quality Prediction to Select Robust HEVC Coding
Parameters
lengths for GT Fly video sequence. As expected, as the window-length increases the
performance of the proposed method has decreased. This is simply due to the fact
that the encoder becomes less informative as the window length increases and conse-
quently, the prediction also becomes less accurate. Interestingly as the frame number
increases, the prediction error gets reduced and afterwards become stabled for each
window-length. This can be explained by the fact that, as many number of frames are
encoded, the content dependent parameters become more accurate and consequently
the prediction model becomes more and more intelligent. Therefore, the overall distor-
tion values become more closer to the brute force measurements making the proposed
distortion model suitable for long duration videos.
Fig. 3.13 describes the behaviors of the proposed method and the two state-of-the-art
methods for different packet error rates. GT Fly video sequence is tested for window-
length 4 in all of these simulations. As can be seen in Fig. 3.13, the two state-
of-the-art methods have demonstrated similar performances for all the four packet
error rates tested. However, two important observations can be made in the proposed
distortion prediction technique. First, as the frame number increases the percentage
error between the predicted and the brute-force approach get reduced and become
stable afterwards. Secondly, as the packet error rate increases, the above stabilizing
point occurs more rapidly. The first observation follows the criteria described in the
previous paragraph.(As more frames are encoded, the prediction model becomes more
knowledgeable). The second observation can be explained by the fact that as the
packet error rate increases, the convergence of the model parameters occur more rapidly
and consequently the stabilizing point. This eventually results in overall lesser error
percentage for high packet error rate scenarios.
Finally, Table 3.5 describes the measured block-wise distortion estimation performances
for different content types. Firstly, similar behaviors as with Fig. 3.13 can be ob-
served for all the video contents ( i.e., the performance gain over the state-of-the-art
methods, percentage error being reduced along with the increased packet error rates).
Secondly, the dependency of the content type on distortion estimation can be ob-
served in Table 3.5. As is expected, for relatively low motion video sequences such as
Beer garden,Cafe the distortion estimation has become more accurate.
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(a) 1%
(b) 2%
(c) 5%
(d) 10%
Figure 3.13: Prediction Accuracy for different packet error rates for GT Fly sequence
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Table 3.5: Average of Blockwise Percentage Error in Distortion Estimation (%)
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1920 ×1088 Dancer 4.3 28.2 26.2 3.6 26.3 24.4 2.8 22.8 21 2.2 21.9 20.6
GT Fly 3.9 20.0 19.4 3.8 20.3 19.6 2.6 16.8 16.3 1.7 16.4 16.1
1920 ×1080
Band 9.6 36.2 23.7 8.4 35.7 23.2 8.1 34.2 22.8 6.5 31.5 21.8
Beer garden 4.0 22.3 16.7 4.2 22.9 17.6 3.3 20.7 15.4 1.8 20.9 16.5
Cafe 5.1 31.0 18.3 4.5 32.3 20.1 2.8 28.6 16.7 2.4 31.0 20.4
Park scene 4.7 21.7 19.5 4.4 19.9 17.9 3.1 17.8 16.4 1.9 17.4 16.6
Musicians 3.6 24.7 20.4 3.4 25.2 21.1 2.8 23.1 19.6 2.2 20.6 18.5
Start race 1.3 22.2 4.1 0.8 30.2 13.7 2.2 29.8 15.0 0.8 27.3 12.0
Water splash 17.3 37.9 32.7 11.2 56.6 39.7 9.2 53.3 34.3 7.3 51.4 34.1
352 ×288
Akiyo 6.1 13.3 13 6.3 12.3 12.0 8.7 14.1 13.8 1.2 5.4 5.2
Bus 8.5 25.4 21.4 7.9 25.2 21.2 6.5 23.2 20.6 3.8 17.2 14.6
Carphone 4.0 21.9 11.2 3.0 18.6 8.1 2.6 17.4 7.9 1.1 14.0 6.3
Coastguard 7.2 25.5 17.5 4.4 64.1 65.5 4.2 71.9 77.8 2.2 38.5 35.7
Football 16.9 53.0 32.9 15.8 53.1 31.9 10.9 51.2 28.5 8.0 45.2 24.0
Foreman 5.9 26.3 20.4 5.8 22.4 16.7 5.1 22.4 17.3 1.5 16.9 11.8
Highway 8.8 51.9 16.4 8.0 50.6 16.0 7.0 48.9 17.7 3.4 43.9 14.1
Stefan 6.1 25.7 18.6 6.4 23.2 16.9 4.3 19.2 13.6 3.1 16.0 10.9
Average 6.9 28.7 19.5 6.0 31.7 22.7 5.1 30.3 22.1 3.0 25.6 17.6
3.5.2 Effectiveness of Overall Error Resiliency
This section describes the overall performance of the proposed method during erroneous
video transmission. Three state-of-the art methods [83], [89] and [107] are incorporated
during the performance comparison for 1%, 2%, 5% and 10% random packet errors.
Fig. 3.14 illustrates the PSNR measurements at the decoder for different error resiliency
schemes for Musicians video sequence. The horizontal axis in each graph is represented
using bit-per-pixel (bpp). As it can be seen in Fig. 3.14, the proposed method has
outperformed the state-of-the-art methods with a significant margin for all the packet
error rates considered. The percentage gain of the proposed method over the state-
of-the-art methods [83], [89] is more prominent in low bit rates for all the considered
3.5. Results and Discussion 81
(a) 1%
(b) 2%
(c) 5%
(d) 10%
Figure 3.14: PSNR values for Musicians sequence at different PERs
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packet error rates. This behavior indicates that the redundant information inclusion
which becomes much crucial at low bit rates, has been much optimal in the proposed
method compared to [83], [89]. The performance gain of the proposed over [83], [89] is
relatively consistent for all the tested packet error rates, making it equally suitable for
channels ranging from highly lossy channels to not-so lossy channels.
As it can be further seen in Fig. 3.14, [107] has performed reasonably well at relatively
lower packet error rates while operating at a narrow range of bit rates towards the
lower end. The lack of a probabilistic model, which could have evaluated the impact
of certain coding decisions along the temporal domain, has been the major reason for
poor performance in [107] for higher packet error rates. For lower packet error rates
the impact is minimal simply because the temporal error propagation too is minimal.
Furthermore, at lower bit rates the amount of redundant information that can be
allocated for error resiliency purposes are minimal irrespective of the type of the error
resilient scheme, which eventually leads to similar performances for all the schemes.
As is further evident from Fig. 3.14, HM encoder with motion-copying at the decoder
has performed significantly poor compared to the rest of the methods. This is mainly
due to the fact that the HM encoder assumes error free video transmission during its
operation and hence no error resiliency is introduced. Finally, the performance gain
in [89] compared to [83] is mainly attributed to its consideration of error prorogation
impact for both the coding mode selection process as well as the motion vector estima-
tion process where as in [83] it evaluates the error propagation impact only during the
coding mode selection.
Fig. 3.15 is used to demonstrate the performances of the individual components of
the proposed method. Both the graphs in the Fig. 3.15 incorporate the proposed
distortion estimation framework while RDO process is different in two. As, it can be
seen the proposed QP-λ model has outperformed the HM based Q-λ consistently from
a reasonable margin. The gain is much prominent in the mid-range of the bit rates in
general.
Table 3.6 summarizes the BD-rate gain observed for the proposed method for different
video sequences. The HM encoder with motion-copying has not been incorporated
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(a) 1%
(b) 2%
(c) 5%
(d) 10%
Figure 3.15: PSNR values of the proposed methods for Musicians sequence for different
packet error rates
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Table 3.6: Average BD-rate gain over state-of-the-art error resilient schemes (%)
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Dancer -45.1 -58.1 -67.9 -53.1 -69.4 -70.6 -96.5 -76.1 -66.0 -90.0 -23.5 -65.4
GT Fly 140 19.0 -26.1 176 14.2 -41.3 126 -22.8 -56.0 4.2 -53.5 -58.7
Beer garden -2.6 -28.7 -20.7 -2.5 -23.3 -37.5 -45.9 -38.9 -61.6 -33.3 -37.7 -44.9
BMX 2 -8.8 -57.8 -59.1 -77.0 -62.9 -68.0 -97.0 -51.8 -57.8 -96.9 -59.0 -54.0
Cafe -44.0 -46.8 -66.3 -41.8 -61.5 -84.4 -71.3 -80.5 -65.2 -100 -87.6 -53.7
Musicians -14.3 -34.0 -49.6 -44.5 -41.6 -53.7 -75.0 -44.7 -57.8 -89.2 -40.8 -49.7
Park scene -17.3 -27.9 -39 -31.3 -36 -42.7 -61.7 -41.3 -36.1 -80.2 -28.7 -21.4
Akiyo -3.3 15.8 30.0 -17.1 5.9 19.0 -24.2 9.4 37.9 -19.9 29.1 78.5
Bus -38.2 -12.9 -34.4 -51.5 -29.7 -39.2 -81.0 -39.4 -37.6 -95.0 -37.0 -33.0
Coastguard -47.5 -8.0 -30.5 -50.0 -43.5 -28.3 -96.6 -62.1 -66.0 -100 -60.0 -62.0
Stefan -28.2 -22.9 -35.2 -26.6 -19.7 -41.6 -90.0 -34.6 -32.0 -80.0 -34.3 -32.4
Foreman -46.5 -31.7 -29.5 -80.1 -33.4 -23.3 -96.4 -43.1 -33.9 -99.4 -40.0 -34.2
Football -27.9 -23.0 -9.5 -34.7 -13.8 -23.4 -72.3 -26.1 -19.1 -89.7 -34.0 -22.1
Highway -85.7 -27.7 -19.8 -90.0 -5.0 12.8 -94.4 9.0 23.0 -99.9 -3.7 25.9
Carphone -82.1 -12.3 -1.2 -99.8 -25.2 14.1 -100 -34.8 -28.9 -100 -45.0 -3.1
Average -23.5 -23.8 -30.6 -34.9 -29.7 -33.9 -65.1 -38.5 -37.1 -78.0 -37.1 -28.7
during the performance evaluation due to the fact that it doesn’t follow a hyperbolic
curve during the packet losses and a meaningful number therefore cannot be attained.
Among the noticeable behaviors, the proposed method has demonstrated better per-
formances for most of the videos tested and has failed in few instances. For Akiyo
video sequence, [83] and [89] has outperformed the proposed method. Akiyo is a very
slow moving video sequence with little variation over time. Therefore, it can be con-
cluded that for very slow motion sequences with stationary objects, even the models
without AMVP produces good results. Furthermore, [107] has outperformed the pro-
posed method for GT Fly video sequence under low packet error rates. GT Fly has
a uniform movement and consequently motion vectors too become fairly uniform. For
such sequences, motion vector protection alone as done in [107] has been sufficient and
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consequently having an advanced error propagation model is not essential. However,
as the packet error rate increases the necessity for a probabilistic model emerges as the
propagated error cannot be concealed only by preserving the motion vectors [107]. In
general it can be concluded that for most of the video types the proposed method has
outperformed the state-of-the-art methods with a significant margin.
3.6 Summary
This chapter proposes a framework to incorporate error resilient features during HEVC
video compression. The contribution of the chapter is two-fold. First a probabilistic
model is presented to estimate the distortion experienced by the HEVC decoder, when
the coded video is received over a lossy channel. The proposed probabilistic model has
considered the quality degradation with respect to three inter-related aspects namely,
errors caused by the incorrect motion vectors, errors in the pixels in the reference
frames and the errors attributed to the clipping operation. Consequently the model
has been capable of minimizing the discrepancy as low as 3% compared to the brute-
force approach while state-of-the-art methods couldn’t reach below 17.5%. The second
contribution describes a novel RDO process which can be employed by the HEVC
encoder during the coding parameters selection process in an erroneous environment.
The proposed RDO process which is based on the probabilistic model derived in the
first contribution, incorporates packet error rate and the content related parameters to
derive an accurate QP-λ relationship. The performance of the proposed algorithm is
compared against state-of-the-art error resilient schemes and has demonstrated 20%-
40% BD-rate improvement.
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Chapter 4
Network- and User Perception-
aware Robust HEVC Encoding
This chapter focuses on improving the error resilient algorithm proposed in Chapter 3
such that the impact of different network packet structures and the aspects of user per-
ception are accounted. in order to be able to apply under different network conditions.
In doing so, several new components are incorporated to realize the demands imposed
by the transmission network and by the end user. First, a simplified version of the pro-
posed end user video quality prediction model in Chapter 3 is constructed by disabling
the TMVP feature. The main motivation for this is to prune the probabilistic tree used
in the quality prediction model which otherwise would consume a huge computational
power along with the increase in the delay of the feedback path. Later, the standard
motion vector estimation process is amended in order to suit with the erroneous video
transmission. The derived motion vectors and associated encoding parameters not only
mitigate the channel error propagation, but also improve the accuracy of the error con-
cealment operation. Afterwards, the encoded video is packetized into fixed sized blocks
according to the network MTU size. An intelligent picture partitioning scheme which
mitigates the discrepancies along the packet boundaries, is subsequently introduced as
the final step of the proposed framework. The effectiveness of the proposed motion
vector estimation criteria and the intelligent picture partitioning scheme is individually
and jointly assessed using objective quality metrics and subjective experiments.
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4.1 Introduction
As explained in Chapter 3, video error resiliency plays a crucial role in improving
the video quality experienced by the end-user. However in the process of improving
the end-user’s QoE through error resiliency, a special consideration needs to be given
for the video content itself. As an example, a corruption in a small region within a
video object can cause more damage than a large background region being corrupted.
Furthermore, discontinuities specifically in moving regions can be displeasing for the
Human Visual System (HVS). First contribution of this chapter tackles the problem of
estimating the motion vectors which preserve the motion homogeneity of the moving
regions. While addressing the above issue, this work proposes a hybrid of the two
basic approaches: 1. A novel two-pass encoding scheme, to support content-based
adaptive error concealment, 2. A novel motion vector estimation algorithm that can be
used to accurately estimate the motion vectors and the coding mode decisions that not
only prevent the temporal domain error propagation but also improves the concealment
accuracy of the future coding blocks (thereby help to preserve the motion homogeneity.)
Here, the first pass of the encoder is employed to predict the ideal concealment technique
for the subsequent encoding blocks in the future frames as well as to estimate the current
frames propagation error to the future encoding blocks. Based on the information
learned, the second pass is employed to identify the error terminating coding modes
and the motion vectors supporting the error concealment in the future encoding frames.
The second contribution of this chapter addresses the problem of prioritizing the moving
objects within a video frame. In order to do so, first a picture partitioning scheme
based on HEVC ”Tiles” feature is employed to segregate the moving objects and the
background regions and to compose separate video packets. Later, the the homogeneity
of the moving objects are further improved by additionally deriving motion vectors
even for the intra-coded regions and re-using these motion vectors during the error
concealment operation at the decoder. These additional motion vectors which are
derived only for moving objects are later sent to the decoder using Supplementary
Enhanced Information (SEI) feature available in HEVC. Finally, the performances of
the proposed motion vector estimation criteria and the picture partitioning scheme
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Figure 4.1: Proposed concealment supportive motion vector estimation framework.
with unequal error protection scheme are compared against the state-of-the-art error
resilient techniques using PSNR evaluations and subjective experiments.
4.2 Concealment Supportive Motion Vector Estimation
4.2.1 Architectural Overview
Fig. 4.1 illustrates the architecture of the proposed concealment supportive motion
vector estimation framework. The framework consists of a two-pass HEVC encoder
embedded with error resilient features. The first encoding pass is designed to esti-
mate a number of coding parameters that are subsequently used during the second
encoding pass after which the final set of coding parameters are derived. The parame-
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Figure 4.2: Proposed error resilience aware HEVC encoder.
ters estimated in the first pass include the motion vectors and distortion terms of the
current frame as well as the optimal concealment method for encoding blocks in the
future frame. Precise usage of these parameters is discussed in detail in the subsequent
sections.
Fig. 4.2 illustrates the functional blocks inside the error resilience aware HEVC encoder.
The standard HEVC encoder is modified as illustrated in grey colour to store two
distortion maps, namely the SAD (Sum of Absolute Differences) based distortion map
and the SSE (Sum of Square Errors) based distortion map, which are later utilized
during the motion estimation and coding mode selection processes. The subsections
4.2.2 and 4.2.3 describe each criterion, respectively, in detail. It should be noted that
during the first encoding pass, the distortion maps do not account for any concealment
errors that occur in the future coding blocks, yet in the second pass these concealment
error terms are also incorporated into the respective cost functions. Furthermore, the
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Table 4.1: Terms and Notations
Definition Notation
Location of the reference pixel of pixel i in frame n j
Location of the reference pixel of pixel j in frame n− 1 k
Location of the concealment pixel of pixel i in frame n u
Location of the concealment pixel of pixel j in frame n− 1 m
Location of the motion compensated pixel of pixel j in frame n− 1 v
Location of the reference pixel of co-located pixel j in frame n s
Location of the concealment pixel of co-located pixel j in frame n t
Figure 4.3: Proposed motion vector estimation criteria in encoding pass 2.
optimal concealment method is also derived during this distortion estimation such that
the decoder can generate a more accurate replica of a lost slice.
4.2.2 Error Resilience Aware Motion Estimation
During the video compression, the standard HEVC encoder estimates the motion vec-
tors by minimizing the cost function,
Jmotion = SADno error + λmotion.Rmv (4.1)
where SADno error =
∑
∀i |Xin −Xjn0 | and λmotion, Rmv are the Lagrangian multiplier
and rate needed for motion vector transmission. (The notations used in this work are
presented in Table 3.1 and Table 4.1.) However, (4.1) above does not account for any
channel errors that could be encountered while transmitting, and thus cannot be used
when integrating resilient features.
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In order to address this issue, the motion vectors in an erroneous environment must be
estimated so as to minimize the following three types of artifacts;
1. Quantization distortion in the current block.
2. Error propagation impact from the previous blocks.
3. Error concealment impact for the future coding blocks.
To this end, Fig. 4.3 illustrates the proposed motion vector estimation process, where
the total distortion of a pixel can be expressed as the weighted sum of the distortions
of the pixels that are on a trajectory towards the pixel in question. The associated
weights are denoted on the corresponding arrows.
Consequently, after incorporating the distortion caused by the channel, the motion
estimation cost function in an erroneous environment can be expressed as,
J ′motion = SADerror + λmotion.Rmv (4.2)
where,
SADerror =
∑
∀i
{
(1− p)|E
[
Xin − X˜jn0
]
|+ p|E
[
Xin+1 − X˜jn
]
|
}
(4.3)
Equation (4.3) therefore now consists of two constituent distortion terms measured in
terms of the sum of absolute differences (SAD). In, the first term E{Xin−X˜jn0} captures
both the quantization caused distortion as well as the error propagation caused distor-
tion, whereas in the second term E{Xin+1 − X˜jn} captures the concealment distortion
of the co-located future coding block. ( For intra-coded blocks zero motion vectors are
used. Therefore, X˜jn = X˜in) This can be further simplified as,
SADerror =
∑
∀i
{
(1− p)|E
[
Xin − Xˆjn0+Xˆjn0 − X˜jn0
]
|
+p|E
[
Xin+1 + Xˆ
j
n − Xˆjn − X˜jn
]
|
}
(4.4)
SADerror =
∑
∀i
{
(1− p)|
(
Xin − Xˆjn0
)
+ E
[
Xˆjn0 − X˜jn0
]
|
+p|
(
Xin+1 − Xˆjn
)
+ E
[
Xˆjn − X˜jn
]
|
}
(4.5)
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By referring to Table 3.1, (4.5) can be further simplified as,
SADerror =
∑
∀i
{
(1− p)|E
[
Xin − Xˆjn0
]
+DDCH
(
Xjn0
) |
+p|E
[
Xin+1 − Xˆjn
]
+DDCH
(
Xjn
) |} (4.6)
It should be noted that he tree-based probabilistic model presented in Chapter 3 is
simplified in this work by forcefully disabling the TMVP feature available in HEVC
in order to cater the real-time requirements. Consequently, the tree presented in Fig.
3.3 is simplified to a smaller tree having only two branches irrespective of the window
length. (i.e., one branch representing the scenario where the current block is lost
and the other branch representing the scenario where the current block is received).
Furthermore, with this tree-pruning approach, having a feedback path is not essential
making it suitable for wider range of applications. Therefore, DDCH
(
Xjn0
)
in (4.6) is
calculated as,
DDCH
(
Xjn0
)
= E
[
Xˆjn0 − X˜jn0
]
= (1− p) E
[
Xˆkn0−1 − X˜kn0−1
]
+ pE
[
Xˆjn0 − X˜mn0−1
]
= (1− p)DDCH
(
Xkn0−1
)
+ pE
[
Xˆjn0 − Xˆmn0−1 + Xˆmn0−1 − X˜mn0−1
]
= (1− p)DDCH
(
Xkn0−1
)
+ pDDCH
(
Xmn0−1
)
+ pDDConceal
(
Xjn0
)
(4.7)
The interpretations of the notations introduced in (4.7) follows Table 3.1. Following
(3.14) in Chapter 3, (4.7) is equivalently expressible as,
DDCH
(
Xjn0
)
= DPD,ΓRefer
(
Xjn0
)
+DPDConceal
(
Xjn0
)
+DDConceal
(
Xjn0
)
(4.8)
A similar rationale as to (4.7) is applicable for DDCH
(
Xjn
)
in (4.6) as well, and therefore
can be expressed as,
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DDCH
(
Xjn
)
= (1− p)DDCH
(
Xsn0
)
+ pDDCH
(
Xtn0
)
+DDConceal
(
Xjn
)
(4.9)
From (4.6) it is evident that based on the relative locations of ith and jth pixels of
frame n, there is a probability to either pixel j has already been encoded or it has not
yet been encoded when the current pixel i of frame n is encoded. Yet, thanks to the
proposed two pass encoding, these values can be accurately estimated at the second
pass based on the values calculated at the first pass. Therefore in (4.5), the second
term is only included during the second pass of the encoding.
Furthermore, it should also be noted that the impact of the selected motion vectors
of the current frame on future coding blocks are meaningful only if and when the
collocated future blocks get lost and reuse the motion vectors estimated for the current
block during their concealments. To facilitate this behavior the proposed adaptive error
concealment approach is not restricted to a single concealment type; instead based on
the content properties first the most accurate concealment type is predicted for the
future coding blocks and later based on that, the motion estimation process of the
current frame is amended. Consequently, if the ith pixel of the (n+ i)th frame performs
a slice copying when its slice get lost, (4.6) becomes,
SADerror =
∑
∀i
{
(1− p)|E
[
Xin − Xˆjn0
]
+DDCH
(
Xjn0
) |} (4.10)
Hence, the future blocks error concealment type is predicted in the first encoding pass
so as to determine the appropriate form of (4.6) for the second encoding pass. This
prediction process involves first calculating the error concealment distortion for the
accompanying slice when slice copying is incorporated and thereafter calculating the
same distortion if motion copying is used. Finally, the least cost option is selected as
described in Condition 1.
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Condition 1
if
(∑
∀i∈slice
(
Xin+1 −Xin
)2
>
(
Xin+1 −Xjn
)2)
Assume motion copy as the concealment method for ith pixel in the (n+ i)th frame.
else
Assume slice copy as the concealment method.
4.2.3 Error Resilience Aware Coding Mode Selection
Similar to the motion estimation process discussed in the previous section, the standard
encoder determines the feasible set of encoding parameters (coding mode, Coding Unit
(CU) size, Quantization Parameter (QP), etc.) by minimizing a second cost function,
Jmode = SSEno error + λmode. (Rmv +Rresidual) (4.11)
where SSEno error =
∑
∀i
(
Xin − Xˆin
)2
and λmode, Rresidual Lagrangian multiplier which
trades-off the bit rate cost for that of the quantization distortion and the rate incurred
by residuals, respectively. However, this cost function is also unsuitable for an error
prone transmission as it does not evaluate the impact of the error propagation on the
overall distortion. Therefore, the mode selection cost function for a channel with a
packet error rate p can be expressed as,
J ′mode = SSEerror + λmode. (Rmv +Rresidual) (4.12)
where the overall distortion in an error prone channel SSEerror becomes,
SSEerror =
∑
∀i
{
E
[ (
Xin − X˜in
)2 ]
+ pE
[ (
Xin+1 − X˜jn
)2 ]}
(4.13)
As illustrated in (4.13), total distortion comprises of two constituent distortion terms
measured in terms of the SSE. The first term captures both the quantization distortion
in the current frame as well as the error propagation distortion from the previous frame;
whereas the second term captures the error concealment distortion of the future frames
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in the eventuality of the future frame being lost. The first term in (4.13) can be further
simplified as,
E
[(
Xin − X˜in
)2]
= E
[(
Xin − Xˆin + Xˆin − X˜in
)2]
=
(
Xin − Xˆin
)2
+ E
[(
Xˆin − X˜in
)2]
+ 2
(
Xin − Xˆin
)
E
[
Xˆin − X˜in
]
= DSESRC
(
Xin
)
+DSECH
(
Xin
)
+ 2DDSRC
(
Xin
)
DDCH
(
Xin
)
(4.14)
The notations and their interpretations in (4.14) adhere with (3.2) in Chapter 3. How-
ever, unlike in (3.2) with the help of complexity reduction approach (i.e, by forcefully
disabling TMVP) discussed earlier in this chapter, calculation steps in (4.14) are sim-
pler. DSECH
(
Xin
)
term in (4.14) can now be expressed as,
DSECH
(
Xin
)
= E
[(
Xˆin − X˜in
)2]
= (1− p) E
[ (
Xˆjn0 + r
i
n − X˜jn0 − rin
)2 ]
+ pE
[ (
Xˆin − X˜un−1
)2 ]
= (1− p) E
[ (
Xˆjn0 − X˜jn0
)2 ]
+ pE
[ (
Xˆin − Xˆun−1 + Xˆun−1 − X˜un−1
)2 ]
= (1− p)DSECH
(
Xjn0
)
+ p
(
Xˆin − Xˆun−1
)2
+pE
[ (
Xˆun−1 − X˜un−1
)2 ]
+ 2pE
[ (
Xˆun−1 − X˜un−1
) ](
Xˆin − Xˆun−1
)
= (1− p)DSECH
(
Xjn0
)
+ pDSEConceal
(
Xin
)
+pDSECH
(
Xun−1
)
+ 2pDDCH
(
Xun−1
)
DDConceal
(
Xin
)
(4.15)
The interpretations of the notations introduced in (4.15) follows Table 3.1. Following
(3.10) in Chapter 3, (4.15) is equivalently expressible as,
DSECH
(
Xin
)
= DP SE,ΓRefer
(
Xin
)
+DSEConceal
(
Xin
)
+DP SEConceal
(
Xin
)
+DXDConceal
(
Xin
)
(4.16)
In order to perform the adaptive error concealment proposed in this work, the decoder
is now expected to perform either slice copying or motion copying as the concealment
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Condition 2
if
(∑
∀i∈slice
(
Xin −Xin−1
)2
+ pDSECH
(
Xin−1
)
+ 2pDDCH
(
Xin−1
) (
Xin −Xin−1
)
>∑
∀i∈slice
(
Xin −Xvn−1
)2
+ pDSECH
(
Xvn−1
)
+ 2pDDCH
(
Xvn−1
) (
Xin −Xvn−1
))
Assume motion copy as the concealment method for ith pixel in the nth frame.
Make u = v
else
Assume slice copy as the concealment method.
Make u = i
operation depending on the predicted accuracy of each approach. This optimal conceal-
ment method selection criterion is explained in Condition 2. As a consequence, both
the DSEConceal and the D
D
Conceal terms can have different interpretations. In practice, the
concealment method is selected on a per slice basis, and is transmitted as a SEI in each
NAL unit.
The derivation of the future coding block’s concealment error in (4.13) can now follow
a similar approach as to the derivation of the expected concealment error in (4.6). As
such, E
[ (
Xin+1 − X˜jn
)2 ]
can be expressed as,
E
[(
Xin+1 − X˜jn
)2]
= E
[(
Xin+1 − Xˆjn + Xˆjn − X˜jn
)2]
=
(
Xin+1 − Xˆjn
)2
+ E
[(
Xˆjn − X˜jn
)2]
+ 2
(
Xin+1 − Xˆjn
)
E
[
Xˆjn − X˜jn
]
=
(
Xin+1 − Xˆjn
)2
+DSECH
(
Xjn
)
+ 2
(
Xin+1 − Xˆjn
)
DDCH
(
Xjn
)
(4.17)
Again the inclusion of the term E
[ (
Xin+1 − X˜jn
)2 ]
during the second pass of the
encoding inside (4.13) relies on a similar rationale as in (4.6). As an example, in
the event that the future coding block is expected to perform slice copying when its
associated slice gets lost, (4.13) becomes,
SSEerror =
∑
∀i
E
[ (
Xin − X˜in
)2 ]
(4.18)
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Table 4.2: HEVC Simulation Paramaters
Configuration Parameter Value
Group of Picture (GOP) Size 20
Number of encoded frames (HDR, HD) 100
Number of encoded frames (UHD) 50
Frame rate 25 fps
Bit depth (LDR) 8
Bit depth (HDR) 10
HEVC configuration encoder lowdelay P main
HEVC profile (LDR) main
HEVC profile (HDR) main10
Rate control method picture level rate control
Number of CTUs per slice (480p) 10
Number of CTUs per slice (720p) 20
Number of CTUs per slice (1080p) 30
Number of CTUs per slice (UHD) 60
Therefore, it can be concluded that the terms derived in (4.3) and (4.13) are computable
and hence are used during the remainder of this work in place of their error free counter
parts.
4.3 Simulation Environment
The proposed adaptive error resilient framework and three state-of-the-art methods
used for performance comparison are implemented in the HM16.2 HEVC reference
software [95]. Table 4.2 summarizes the simulation configurations used in these com-
parisons. The simulations are performed on two sets of video content; LDR (Low Dy-
namic Range) and HDR (High Dynamic Range) (Table B in Appendix). During HDR
video compression, the ”Range Extension” version of the HM reference software is used
together with the main10 HEVC profile. The remaining LDR videos are compressed
using the main profile available in HEVC. All HDR videos considered in this work have
been captured with 10-bit precision, whereas all LDR videos have been captured with
8-bit precision. Three main video resolutions are used for LDR video compression,
namely HD (1280× 720), Full HD (1920× 1080) and UHD (3840× 2160), whereas Full
HD (1920× 1080) and VGA (640×480) are used for HDR videos compression. Finally,
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Table 4.3: Bit rate allocation
Video format Bit rate
All VGA 400 kbps
All HD 720p 4.0 Mbps
All HD 1080p LDR 8.0 Mbps
UHD Book, Calender 10.0 Mbps
UHD Park, Men 16.0 Mbps
HDR 1080p Market 10.0 Mbps
HDR 1080p T ibul2, Balloon 3.0 Mbps
HDR 1080p FireEater 2.0 Mbps
CTUs (Coding Tree Units) are grouped into slices such that each slice contains a single
row of CTUs during the error resilience inclusion. The number of CTUs per slice that
corresponds to the video formats can be found in Table 4.2. Furthermore, in order
to obtain an acceptably pleasing viewing experience, the allocated bit rate for each
sequence is determined based on the video characteristics.
These allocated bit rates can be found in Table 4.3. During the experiment, after
compressing and encoding the video, the coded video is assumed to be transmitted
over a lossy wireless channel having 2%, 5%, 10%, and 15% packet error rates.
4.4 Objective Quality Results and Discussion
This section discusses the objective quality performance of the proposed error resilience
inclusion method for different video formats after transmitting the HEVC coded video.
The performance is compared against two state-of-the-art methods denoted by Md+Me
[102] and Zhihai [83] together with the HM 16.2 HEVC reference software [95] with
motion copying and slice copying enabled decoders. Furthermore, a variant of the
proposed method (i.e., without adaptive error concealment support nor without two-
pass encoding) is also incorporated during the performance evaluation.
Fig. 4.4 illustrates the effectiveness of the estimated motion vectors using the proposed
approach. Here, the estimated motion vectors for 41st frame in the BMX 2 sequence are
illustrated for the different methods. As seen in Fig. 4.4 (a), the selected motion vectors
using the proposed method represent the true motion of the objects inside the video,
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(a) Proposed (b) Kulupana [128]
(c) Md+Me [102] (d) Zhihai [83]
(e) Error free HM [95]
Figure 4.4: Motion vectors represented in red arrows in 41st frame of BMX 2 for 10%
PER
for example in the case of the movement of the man riding the bicycle. Even though
the motion vectors obtained by [128] and [83] also somewhat represent the true motion,
critical regions, such as the vertical pole in front of the bicycle in [128] and the head
of the cyclist in [83], are not predicted appropriately. In contrast, [102] has obtained a
significantly larger number of motion vectors that do not represent the true motion, yet
minimize the source and channel distortions. In general, these different behaviors can
4.4. Objective Quality Results and Discussion 101
(a) Proposed (b) Kulupana [128]
(c) Md+Me [102] (d) Zhihai [83]
(e) Error free HM [95]
Figure 4.5: Coding modes (purple inter, orange intra) in 41st frame of BMX 2 frame
for 10% PER
be considered to be a consequence of ignoring the impact of selected motion vectors on
the potential error concealment accuracy of the subsequently encoding blocks.
For the same scenario in Fig. 4.4, Fig.4.5 represents the intra coded block distribu-
tion of the different methods. It can be observed here that the resilience-free standard
encoding rarely incorporates intra coded blocks in contrast to the error-resilient ap-
proaches. However, unlike the state-of-the art methods (see Fig. 4.4 (b) - (d)), the
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(a) Proposed (b) Kulupana [128]
(c) Md+Me [102] (d) Zhihai [83]
(e) Motion copy with HM [95] (f) Slice copy with HM [95]
Figure 4.6: 42nd frame in the decoded video after 10% packet error rate
proposed method includes fewer intra coded blocks, mostly in occluded regions. Fig.
4.6 illustrates the visual impact on the 42nd frame of the BMX 2 video sequence, if the
3rd slice is lost during transmission. Here, the motion vectors and the coding modes
are derived from the 41st frame, and the relevant concealment operations are applied.
However, it can be seen that the state-of-the art methods have not preserved the con-
tinuity of the objects which span over more than one slice. Further, even though the
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Table 4.4: PSNR for different HD sequences (dB)(at 2%, 5% PER)
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1920 ×1088 GT Fly 38.5 38.1 37.4 37.0 25.9 32.3 37.2 36.9 35.9 35.5 27.7 36.1
Dancer 32.5 31.2 31.1 31.0 27.3 30.7 31.5 30.6 29.8 29.2 24.2 28.4
1920 ×1080
BMX 2 38.4 38.4 37.7 36.8 29.0 35.1 36.9 36.3 35.8 33.7 25.0 31.8
Beer garden 37.8 37.9 37.6 37.3 32.8 36.3 36.9 36.9 36.7 36.2 29.8 34.2
Musicians 33.9 34.0 32.5 32.3 27.7 32.6 32.3 31.9 30.8 30.4 24.2 30.8
Band 41.3 41.3 41.3 41.1 39.2 40.3 40.1 39.8 39.7 39.4 36.0 37.8
Kimono 37.4 37.3 36.9 36.9 32.1 36.1 35.8 35.7 35.4 35.1 29.2 33.6
Cafe 43.7 43.5 43.6 41.9 34.3 39.3 42.5 42.0 41.9 40.0 31.0 35.3
Park scene 31.5 31.0 30.5 30.8 29.0 30.5 30.7 29.8 29.1 29.5 26.5 29.0
Tractor 33.5 33.7 31.8 31.4 27.1 32.8 31.9 31.7 30.3 29.9 24.4 30.5
Water splash 38.4 38.6 38.7 37.9 33.6 36.1 34.5 34.7 34.5 34.2 27.8 30.9
Rush hour 41.0 40.9 40.9 40.7 36.6 37.8 39.6 39.3 39.3 39.1 33.0 36.4
1280 ×720 City 33.7 33.4 33.5 33.3 29.3 30.2 32.3 32.2 32.1 31.8 26.2 27.8
Pantomime 39.9 40.3 40.2 38.9 29.5 32.3 36.7 37.0 37.0 35.5 24.5 28.3
Four people 42.6 42.7 42.7 42.5 39.8 41.4 42.0 42.0 42.0 41.8 36.6 38.7
Vidyo1 41.6 41.6 41.7 41.4 36.0 40.3 40.4 40.2 40.3 40.0 33.4 37.4
Average 37.9 37.7 37.4 37.0 31.8 35.3 36.3 36.1 35.7 35.1 28.7 32.9
standard encoder with motion copying at the decoder has been able to capture the
object edges accurately, owing to accurately derived motion vectors; the errors will
still propagate as a consequence of insufficient intra block inclusions. Lastly when slice
copying is devised at the decoder together with the standard HEVC HM encoder, both
the propagated errors and the discontinuities at edges has produced a poor quality,
displeasing video.
Table 4.4 and Table 4.5 summarize the objective quality performances of each ap-
proach for the HD video sequences. It is revealed here that the proposed method, with
its ability to predict the motion vectors that support error concealment, outperforms
the state-of-the-art methods and the standard HEVC encoder. In addition, further per-
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Table 4.5: PSNR for different HD sequences (dB) (at 10%, 15% PER)
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1920 ×1088 GT Fly 35.9 35.3 34.6 34.2 31.0 36.6 34.7 34.1 33.6 33.1 25.1 30.9
Dancer 30.2 29.0 28.4 27.5 21.5 25.7 29.2 27.8 27.5 26.2 20.3 24.4
1920 ×1080
BMX 2 34.8 33.8 33.6 31.9 21.5 28.6 33.5 32.2 32.2 30.3 19.8 27.0
Beer garden 35.2 34.6 35.3 34.0 26.3 31.0 34.7 34.0 34.4 33.4 25.0 29.6
Musicians 30.6 30.0 29.3 28.6 21.7 27.5 29.4 28.7 28.2 27.5 20.6 26.1
Band 38.4 37.9 37.9 37.7 33.2 35.1 37.0 36.4 36.4 36.1 31.6 33.4
Kimono 33.8 33.7 33.7 33.1 26.0 30.6 32.4 32.3 32.2 31.8 24.4 28.9
Cafe 41.2 38.1 40.5 36.5 28.0 33.0 39.9 37.1 39.1 36.5 26.0 30.6
Park scene 29.8 28.7 27.0 28.2 24.7 27.4 29.1 28.0 26.7 27.4 23.5 26.5
Tractor 30.2 29.9 28.7 28.3 22.0 27.4 29.2 28.4 27.9 27.2 21.0 26.1
Water splash 31.6 31.5 31.4 30.7 24.3 26.9 29.4 29.1 29.2 28.4 22.4 24.6
Rush hour 37.9 37.7 37.7 37.4 29.0 33.6 36.7 36.3 36.3 36.1 27.5 31.7
1280 ×720 City 31.3 31.1 31.1 30.6 23.9 26.1 30.4 30.0 30.1 29.6 22.4 24.7
Pantomime 34.0 33.9 33.8 32.4 21.1 24.9 31.5 31.0 31.0 29.6 19.1 22.6
Four people 41.0 40.8 41.0 40.6 33.7 36.2 40.3 39.8 40.2 39.7 31.8 34.7
Vidyo1 39.3 38.8 39.1 38.5 30.6 35.2 37.9 37.5 37.8 37.5 28.3 33.2
Average 34.7 34.1 33.9 33.1 26.2 30.4 33.5 32.7 32.7 31.9 24.3 28.4
formance gains can be observed with increasing packet error rates (PER). Furthermore,
although the method proposed in [128], which partly assesses the proposed future con-
cealment impact also outperforms the remaining two resilience inclusion methods [83]
and [102], the additional performance gain of the current work can be attributed to
the inclusion of the second encoding pass to determine the current frames error propa-
gation impact on future encoding blocks. Finally, the effect of incorporating the error
propagation impact on the motion vector estimation process, in addition to the coding
mode selection, can be observed in the performance differences between [83] and [102].
Table 4.6 and Table 4.7 compare the performance of each algorithm for UHD Video
sequences. Similar to HD video sequences, the proposed method outperforms the state-
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Table 4.6: PSNR for different UHD sequences (dB)(at 2%, 5% PER)
2% 5%
R
e
so
lu
ti
o
n
S
e
q
u
e
n
c
e
P
ro
p
o
se
d
K
u
lu
p
a
n
a
[1
2
8
]
M
d
+
M
e
[1
0
2
]
Z
h
ih
a
i
[8
3
]
S
li
c
e
c
o
p
y
M
o
ti
o
n
c
o
p
y
P
ro
p
o
se
d
K
u
lu
p
a
n
a
[1
2
8
]
M
d
+
M
e
[1
0
2
]
Z
h
ih
a
i
[8
3
]
S
li
c
e
c
o
p
y
M
o
ti
o
n
c
o
p
y
3840 ×2160
Book 4K 42.0 41.1 41.9 40.9 36.8 37.0 40.6 38.5 39.3 39.3 33.5 33.5
Calendar and Plants 41.5 40.8 40.4 39.6 34.4 39.9 40.1 38.5 37.9 36.9 29.5 36.5
Men and Plant 40.6 39.9 39.5 39.5 33.9 38.1 38.9 37.0 37.0 36.4 30.3 34.2
Park and Buildings 35.3 34.5 32.6 31.8 27.4 34.5 33.1 32.1 30.0 28.9 23.1 31.5
Average 39.9 39.1 38.6 38.0 33.1 37.4 38.2 36.5 36.1 35.4 29.1 33.9
Table 4.7: PSNR for different UHD sequences (dB)(at 10%, 15% PER)
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3840 ×2160
Book 4K 37.6 36.5 37.0 36.9 30.7 30.8 36.2 34.2 35.6 35.6 29.0 29.0
Calendar and Plants 38.0 36.1 35.6 34.6 27.2 33.8 36.5 34.5 34.2 33.3 25.8 32.6
Men and Plant 36.4 34.6 34.6 33.8 27.9 31.8 34.7 32.5 32.7 32.2 26.3 30.1
Park and Buildings 31.2 30.1 28.3 27.1 21.0 29.4 30.1 28.5 27.1 25.9 19.7 28.3
Average 35.8 34.3 33.9 33.1 26.7 31.5 34.4 32.4 32.4 31.8 25.2 30.0
of-the-art methods under each packet error rate tested, while the relative performances
among the state-of-the-art methods exhibit a similar behavior as to the HD content.
However, it can be further seen that the performance gain of the proposed method over
the state-of-the-art methods is more significant for the UHD content compared to the
HD content. Intuitively, this can be attributed to the improved distortion estimation
process used in the proposed method. For example, for UHD sequences, the proportion
of the channel induced distortion to the source distortion is much more significant;
thus, the prediction accuracy of the distortion estimation process has a greater bearing
during the coding mode selection. It should be noted that the improved distortion
prediction is actually a consequence of two distortion maps being used in the proposed
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Table 4.8: PU-PSNR for different HDR sequences (dB)(at 2%, 5% PER)
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720 ×640 Tunnel 66.1 65.7 63.6 64.8 59.4 65.7 63.9 63.2 61 61.3 48.5 61.8
Sun 64.0 63.7 64.3 64.5 59.9 61.3 62.9 61.6 62.5 63.2 55.7 53.3
1920 ×1080
Balloon 54.0 53.4 53.2 53.4 49.1 52.3 52.6 52.3 51.7 51.8 43.8 49.7
Market 38.9 38.8 36.3 34.2 31.4 37.9 36.7 36.7 34.1 34.7 24.6 34.8
FireEater 70.6 70.6 70.7 70.8 66.0 66.7 67.1 67.3 67.5 67.5 60.7 60.8
Tibul2 61.5 60.5 60.7 60.7 53.2 59.0 60.6 59.6 59.0 59.0 48.0 55.2
Average 59.2 58.8 58.1 58.1 53.2 57.2 57.3 56.8 56.0 56.3 46.9 52.6
Table 4.9: PU-PSNR for different HDR sequences (dB)(at 10%, 15% PER)
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720 ×640 Tunnel 61.4 61.1 59.1 58.6 44.2 58.2 60.0 59.1 57.9 57.7 41.0 54.0
Sun 61.0 59.9 60.6 61.2 50.9 50.0 60.2 58.9 59.3 59.2 46.4 47.3
1920 ×1080
Balloon 50.9 50.4 49.7 48.6 37.8 46.6 49.9 49.0 48.8 47.0 34.4 44.7
Market 34.1 34.1 32.0 32.1 15.8 27.6 32.1 32.0 30.5 28.0 12.7 25.4
FireEater 63.7 62.8 63.0 63.0 54.1 55.0 59.6 59.4 59.4 59.5 49.5 50.4
Tibul2 57.6 56.9 56.4 56.2 41.0 49.8 56.9 55.9 55.5 53.4 38.3 49.1
Average 54.8 54.2 53.5 53.3 40.6 47.9 53.1 52.4 51.9 50.8 37.1 45.2
method that collectively results in greater distortion prediction accuracy during the
redundancy inclusion.
Table 4.8 and Table 4.9 summarize the PU-PSNR (Perceptually Uniform PSNR) gain
obtained for HDR content. PU-PSNR is used here in place of the regular PSNR mea-
surements in order to capture the users perception of HDR content [28, 59, 60]. The
results suggest that even for HDR content, the proposed error resilient scheme produces
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Figure 4.7: PSNR performance of the proposed method for different bit rates
significantly better results compared to state-of-the-art methods. Once again similar
to HD and UHD content, the gain of the proposed method for HDR content increases
with the increasing packet errors.
The quality vs rate performance of the proposed error resilient scheme for different bit
rates is illustrated in Fig. 4.7 for the BMX 2 video sequence. It can be observed that
for lower bit rates, the relative quality difference between the different packet error rate
curves is marginal, whereas the quality difference starts becoming more significant as
the bit rate increases. This can be attributed to the fact that at low bit rates the amount
of data that can be dedicated for redundancy inclusion is very limited, irrespective of
the packet error rate, and consequently all the sequences end up having somewhat less
robust and also poor quality. In contrast, at high bit rates the encoder can make more
intelligent redundancy decisions based on the packet error rate and hence the true
quality loss under different packet error rates start becoming more apparent.
In order to assess the characteristic behaviors of the state-of-the-art error resilience
addition schemes at varying bit rates, Fig. 4.8 (a) illustrates theBMX 2 video sequence
for a 10% packet error rate and for different schemes. From Fig. 4.8 (a) it can be
clearly seen that the proposed method outperforms the state-of-the-art methods for
all the bit rates considered and that the relative gains become more significant when
the bit rate is increased. From this observed behavior, and the argument derived from
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(a) BMX 2
(b) Men and Plant
(c) Tibul2
Figure 4.8: PSNR values for different bit rates at 10% PER
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Figure 4.9: Separate gains of the proposed contributions - Park scene at 10% PER
the previous section, it can be concluded that even though the proposed method has
become more intelligent when allocating redundancies with the increasing bit rates,
the state-of-the-art methods have not under similar conditions. Furthermore, towards
the low end of the bit rates, all the methods have demonstrated somewhat similar
performances and interestingly the standard HEVC encoder with motion copying at
the decoder too has demonstrated comparative PSNR performance. This again can be
extended from the previously discussed argument as to all the error resilient techniques
becoming somewhat inefficient when allocating a sufficient amount of redundancies and
consequently ending up having degraded qualities under low bit rates. The respective
behaviors for UHD and HDR video content are also illustrated in Fig. 4.8 (b) and
Fig. 4.8 (c), respectively. Men and P lant UHD video sequence and Tibul2 HDR video
sequences are incorporated for this purpose and are tested at a 10% packet error rate.
As can be seen in Fig. 4.8 (b) and Fig. 4.8 (c), the proposed method has outperformed
the existing methods with a significant margin for all the bit rates tested. Furthermore
a similar behavior obtained for Full HD content, for increasing bit rates, can be seen
here as well; however the gain is relatively greater for UHD content and less for the HDR
content. This particular difference in behaviors can be explained by the fact that the
usage of two distortion maps in the proposed method has produced a better distortion
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Table 4.10: Mean Opinion Score and 95% Confidence Interval (at 2% PER)
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1920 ×1080
BMX 2 3.62±0.37 3.07±0.43 2.75±0.45 2.68±0.37 1.99±0.33 2.94±0.37
Band 3.43±0.43 3.41±0.45 3.67±0.45 2.77±0.39 2.27±0.41 2.52±0.41
Cafe 3.71±0.37 3.39±0.33 3.47±0.35 3.35±0.31 2.35±0.51 3.32±0.37
1920 ×1088 GT Fly 4.14±0.33 3.39±0.33 3.63±0.43 3.61±0.41 2.83±0.45 3.96±0.35
3840 ×2160
Calendar 4.00±0.33 3.25±0.43 3.28±0.39 2.80±0.39 2.53±0.43 3.90±0.33
Park 4.17±0.33 3.96±0.29 2.96±0.39 2.87±0.39 2.82±0.35 4.39±0.27
Men 4.17±0.33 3.08±0.49 3.07±0.49 2.95±0.49 2.56±0.47 3.80±0.35
Average MOS 3.86 3.42 3.26 3.00 2.48 3.54
prediction compared to the single distortion map usage in the reference methods which
has a larger impact on the information rich UHD contents.
Finally, Fig. 4.9 illustrates the individual gains of the component contributions of the
proposed method namely the content aware adaptive error concealment and the con-
cealment supportive motion estimation evaluated for the Park scene video sequence at
10% PER. As observed, the relative gain realized by introducing the future frames con-
cealment accuracy to the overall distortion cost function becomes much more significant
as the packet error rate increases.
4.5 Subjective Quality Results and Discussion
In order to determine the visual impact of the proposed error resilient scheme on the
end users perceived quality of experience (QoE), a subjective experiment in accordance
with [62] was conducted. 21 subjects participated in the Single Stimulus Continuous
Quality Evaluation (SSCQE) experiment which was limited for approximately 25 min-
utes per person. During the experiment, each subject was presented with a set of 8s
long video clips in random. Each of these videos corresponds to a particular packet
error rate and a resilient scheme whereas the opinion was indicated on the continu-
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Table 4.11: Mean Opinion Score and 95% Confidence Interval (at 5% PER)
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1920 ×1080
BMX 2 2.86±0.33 2.32±0.43 1.98±0.31 1.72±0.47 0.71±0.31 1.84±0.29
Band 2.4 ±0.47 2.5 ±0.37 2.56±0.41 1.93±0.39 1.24±0.39 1.66±0.37
Cafe 3.21±0.39 2.51±0.41 2.54±0.47 2.65±0.35 1.48±0.37 2.28±0.37
1920 ×1088 GT Fly 3.64±0.39 3.23±0.37 2.86±0.49 2.81±0.53 1.99±0.59 3.89±0.41
3840 ×2160
Calender 3.5 ±0.45 2.61±0.39 2.74±0.41 2.43±0.37 1.24±0.37 2.52±0.43
Park 3.71±0.35 2.99±0.39 2.32±0.41 2.27±0.39 1.84±0.39 4.24±0.24
Men 3.71±0.45 3.01±0.49 2.82±0.51 2.82±0.43 1.87±0.41 2.43±0.43
Average MOS 3.29 2.74 2.54 2.38 1.48 2.70
Table 4.12: Mean Opinion Score and 95% Confidence Interval (at 10% PER)
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1920 ×1080
BMX 2 2.33±0.39 1.54±0.33 1.4 ±0.41 1.26±0.37 0.3 ±0.25 0.95±0.37
Band 1.57±0.35 1.34±0.29 1.26±0.37 1.27±0.39 0.6 ±0.31 0.97±0.47
Cafe 2.68±0.35 2.05±0.37 2.15±0.37 2.06±0.39 0.83±0.29 1.57±0.41
1920 ×1080
GT Fly 3.07±0.39 2.68±0.49 2.43±0.53 2.21±0.45 0.72±0.33 2.92±0.41
3840 ×2160
Calendar 2.86±0.43 2.11±0.37 2.34±0.37 1.99±0.45 0.82±0.39 2.32±0.43
Men 2.97±0.37 2.36±0.39 1.77±0.39 1.71±0.45 1.4 ±0.31 3.82±0.37
Park 2.95±0.53 2.22±0.43 2.41±0.51 2.05±0.35 0.99±0.37 1.76±0.49
Average MOS 2.63 2.04 1.96 1.79 0.81 2.04
ous scale ranging from 0 to 5. All the experiments were conducted using a 47 inches
Full HD (i.e., 1920 × 1080 pixels) display with the recommended separation between
the viewers and the display. Furthermore, in order to display the UHD content in
the Full HD display, all the UHD video content were down scaled to Full HD resolu-
tion. Due to the large time that would have been required to assess all sequences in
Table 4.4 to TABLE 4.7, a limited number of test video sequences with varying char-
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acteristics and 3 nominal packet error rate values were evaluated. The tested video
sequences consisted of 4 Full HD video sequences exhibiting different motion char-
acteristics, namely Band, BMX 2, Cafe and GT Fly, and 3 UHD sequences again
having different motion characteristics, namely MenandP lant, Calendar andP lants
and Park andBuildings. Describing the content properties of each Full HD sequence,
Band has irregular and fast moving objects within its content; BMX 2 is a camera
panning sequence with moving objects; Cafe is a relatively slow motion sequence and
GT Fly has camera panning with stationary objects. Similarly, regarding the UHD
content, MenandP lant has fast and regular objects, while Calendar andP lants con-
tains fast and irregular objects. Park andBuildings on the other hand is a camera
panning sequence with stationary objects.
After obtaining each users opinion based on the above described setup, outlier elimi-
nation was performed as per [62]. In the conducted experiment there was one outlier
whose opinion scores laid below the lower margin of the allowable range and therefore
the that subject was removed. Table 4.10 to Table 4.12 illustrate the Mean Opinion
Score (MOS) and the standard error of the mean (in terms of the 95% confidence in-
terval) obtained for the different sequences tested. The average of the MOS of each
sequence is also illustrated in Table 4.10 to Table 4.12 for Full HD and UHD contents
separately. It can be observed that, for Full HD video content, on average there is a sig-
nificant improvement in the perceived visual quality using the proposed error resilient
scheme, compared to the state-of-the-art error resilient methods, which becomes much
more apparent at higher packet error rates. The state-of-the-art error resilient methods
have demonstrated similar performances as with their PSNR counterparts. However,
there is a noticeable improvement in these scenarios where the standard HEVC en-
coding with motion copying at the decoder is employed. This behavior is discussed
subsequently along with the similar behaviors observed for UHD test scenarios.
The proposed method has demonstrated similar gain across all the tested packet er-
ror rates for the UHD contents as shown in Table 4.10 to Table 4.12. Interestingly,
the standard HEVC encoding with motion copying at the decoder, on average, has
outperformed some of the state-of-the-art error resilient schemes for 2% PER. This
particular behavior observed in Table 4.10 is attributed to the significantly large gain
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coming from Park andBuildings UHD sequence. The subjects perceptions towards
that sequence have been very favourable throughout the whole range of packet error
rates investigated when the standard HEVC encoding is employed. This is mainly due
to the fact that the intra-coded blocks which are inserted in order to prevent the error
propagation, negatively impact the visual perception of the decoded video as those
intra-coded blocks prevent concealed areas having true motion characteristics of the
sequence. This is particularly apparent in these types of sequences as discontinuities,
especially at slice boundaries. Meanwhile the standard HEVC encoding with motion
copying at the decoder has succeeded in preserving the continuities across the slice
boundaries even though has not been able to replicate the detailed information within
the content as indicated by the PSNR evaluation. Interestingly for types of video
sequences which contain camera plannings, lots of texture information and very low
moving objects, those irregularities become more displeasing than the loss of detailed
information within the objects. This same behaviour is applicable for the GT Fly Full
HD video sequence as well.
Furthermore, it is observed in Table 4.10 to Table 4.12 that all sequences exhibit ap-
proximately similar confidence intervals for the tested PERs. This can be interpreted
as the subjects evaluation of test sequences being consistent; thus, the differences can
be attributed to personal preferences of the subjects (that remain constant) rather than
to any variability introduced by the error resilient methods themselves.
4.6 User Perceived Quality Aware Robust Encoding
This section proposes a picture partitioning scheme that can be used together with
the error resilient scheme described earlier. First, a given video frame is partitioned
into rectangular shapes such that distinct objects within the frame belongs to separate
rectangles. During the partitioning phase, any state-of-the-art video object segmenta-
tion method [129, 130] can be devised. In this work, [129] is used together with some
manual adjustment for in-accurately partitioned frames. After the partitioning, back-
ground area of the corresponding frame should automatically be placed inside one or
more rectangles. Later, ’Tiles’ feature available in HEVC is used to encode a video
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(a) Band @ frame 0
(b) Musicians @ frame 1
Figure 4.10: Proposed Tiling and Slicing structure at (a) frame 0 of Band and (b)
frame 1 of Musicians
frame such that each Tile maps exactly to one rectangular region. The rationale for
having the Tiles is first to isolate the objects inside video frame and later to incorpo-
rate a higher level of error protection for those Tiles. Therefore, as per this picture
partitioning scheme, different video frames within the same video sequence can have
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different Tile structures. During the implementation phase, the standard HM encoder
is altered to facilitate dissimilar Tile structures among the video frames. (i.e., stan-
dard HM encoder only sends one PPS (Picture Parameter Set) per video sequence and
thereby assumes every frame has the same Tile boundaries) Afterwards, each Tile is
further segmented into HEVC ’Slices’ each of which now occupies the payload of a video
packet. The Slicing within a Tile is done mainly to comply with different MTU sizes
in different transmission media. During the experiments each Slice is limited to 1500
Bytes. However, it should be noted that the concepts discussed in here does not bind
to a fixed Slice size. Fig. 4.10 illustrate the Tiling and Slicing structure devised in this
work. As it is illustrated in Fig. 4.10, each distinct video object is contained within one
Tile where the Tile boundaries are denoted in yellow colour. The Slice boundaries are
denoted in red colour lines (It should be noted that as per the HEVC standard, a given
Slice can belong to only one Tile). As an example, Tile number 5 and Tile number 7
of Band are object Tiles and all the other Tiles are background Tiles. Similarly, Tile
number 0, Tile number 1, Tile number 3 and Tile number 4 of Musicians are object
Tiles whereas Tile number 2 and Tile number 5 are background Tiles.
The resilience inclusion for different types of Tiles are done differently. For Tiles con-
taining background areas, the concealment supportive motion vector estimation based
error resilience scheme described in the previous section is used. For Tiles containing
video objects, an additional step is incorporated. For those Tiles, motion vectors are
derived even for the intra-coded regions with the aim of preserving motion homogeneity.
The derived set of motion vectors are separately encoded with HEVC and sent as SEI
(Supplementary Enhanced Information). The decoder can make use of these additional
motion vectors during the error concealment operation in order to recover the motion
trajectory in intra-coded regions. It should be noted that there is no additional com-
plexity is involved during the derivation of the motion vectors for the intra-coded blocks
as the HM encoder already performs a brute-force search during the RD optimization.
The proposed Tile based enhancement step is implemented in HM reference soft-
ware [95] for the same Full HD videos used during the subjective experiment. During
its implementation, the bits consumed by additionally derived motion vectors are also
accounted. Furthermore, the second terms in (4.3) and (4.13) which capture the con-
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Table 4.13: VQM Results for proposed methods (lower the better)
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Band 0.072 0.066 0.103 0.097 0.155 0.139
BMX 2 0.091 0.088 0.134 0.125 0.207 0.179
cafe 0.056 0.076 0.084 0.09 0.113 0.133
Kimono 0.169 0.165 0.215 0.209 0.275 0.265
Musicians 0.235 0.228 0.303 0.283 0.393 0.356
1920 ×1088 GT Fly 0.069 0.071 0.102 0.083 0.16 0.133
Average 0.115 0.116 0.157 0.148 0.217 0.201
cealment accuracy of the future encoding blocks have to be modified for intra-coded
regions such that the locations referred by the motion vectors of their inter-coded coun-
terparts are considered instead of the zero motion vectors. For simplicity, the sizes of
the intra-coded regions for which the motion vectors are captured are fixed to 16×16.
This is mainly motivated by the fact that in the HM reference software [95], motion
estimation occur prior to the intra prediction and as a result the optimal intra-code
block size which is going to be selected by the encoder is unknown during the motion
estimation. Finally, unlike the Slicing scheme described in Table 4.3 where a fixed
number of CTUs are assigned to each video packet irrespective of their total size, the
Tile based error resilient scheme described in this section assigns only sufficient number
of CTUs to fill the 1500 Bytes packet size limitation.
Table 4.13 illustrates the effectiveness of the proposed Tile based error resilient scheme
compared to non-Tiled version of the proposed method evaluated using the Visual
Quality Metric (VQM). As is evident from Table 4.13, Tiling approach has produced
better results compared to the non-Tiled version for majority of the video sequences and
for different packet error rates. For Cafe video sequence which has a very low movement
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throughout the whole duration, non-Tiled version has produced better results indicating
that the proposed method is sub optimal for very low motion sequences. The reason for
this behaviour can be explained by the fact that the additional motion vectors used to
preserve the motion homogeneity in intra-coded regions have made a negative impact
as those motion vectors would not resemble the actual motion trajectory in a very low
motion sequence. Eventually the bits consumed by those motion vectors have become
a burden. Overall the performance of the proposed method with Tiles being enabled is
better for all the other video types and is much significant in higher packet error rates.
4.7 Summary
In this chapter, first an adaptive error resilient framework is presented to support mo-
tion vector estimation and coding mode selection during erroneous video transmissions.
In order to prevent error propagation from the previous frames and at the same time im-
prove the concealment accuracy of the future frames, a novel two-pass encoding scheme
is introduced. Furthermore, the distortion observed by the decoder is accurately pre-
dicted with the help of two distortion maps; one responsible for storing the SAD of
the channel introduced errors, and the other corresponding to the SSE. The objective
experimental results reveal that the proposed error resilient scheme has outperformed
the state-of-the-art methods for HD, UHD and HDR video sequences. Furthermore,
it is found that in general, the gain of the proposed method over the state-of-the-art-
methods increases along with the increase in video resolution, packet error rate, and
allocated bit rate. Later, the subjective experimental results for exact scenarios cor-
roborate the objective quality results and suggest that the proposed technique is well
suited for addressing the challenges of real-time streaming of higher quality content over
wireless networks. Finally, the proposed error resilient scheme is extended jointly to
address the transmission MTU size and to enhance the user perception by introducing
HEVC Tiling and Slicing features. The VQM measurement results validate the overall
performance of the Tile based approach.
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Chapter 5
Resource Allocation for HEVC
based Interactive Video
Applications
The main objective of the Chapter 3 and the Chapter 4 is centered towards improving
the end user QoE through application layer resource allocation (i.e., error resilience).
Focus of this chapter is aligned with improving the user QoE through optimal resource
allocation in the network layer. Network parameters which affect the end user per-
ceived quality other than the packet loss rate such as jitter, delay, and bandwidth are
also accounted in this work. The contribution of this chapter is two-fold. First, a
Particle Swarm Optimization (PSO) based heuristic optimization method is proposed
to improve the end user quality in a cloud based video application without explicitly
considering a network route selection. Later a joint networking and cloud resource
optimization approach is proposed for the same video application to improve the end
user QoE by further incorporating the network routing aspect as well.
5.1 Introduction
A complete user QoE improvement involves a collaborative working from all layers of
the OSI [9] model. With respect to the network layer, the network resource allocation
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and the route selection contribute towards a good QoE. In the meantime, nowadays
a significant proportion of video applications relies on cloud based video processing
and streaming solutions. The main motivation behind adopting cloud computing as
the media processor is to increase the scalability through the virtual machine concept.
However, now that the media processing takes place in a remote data center, delay be-
comes a crucial factor for real-time video applications. Therefore, neither the network
resources allocation nor the cloud resources allocation individually is able to provide a
good QoS. Instead, a simultaneous resources allocation criteria which can bring forth
synergistic gains is much beneficial. Specifically with the growing demand for emerging
interactive and personalized video applications, the real-time resource provisioning be-
comes a critical problem. This work proposes a novel cloud and network layer resource
allocation scheme for a delay critical HEVC based video application in an attempt to
maximize the end user QoE. A multiple user and multiple group interactive video ap-
plication therefore is considered during the remainder of this work. First, the resource
allocation for a virtual network scenario is considered. Later the resource allocation for
the same application with explicit network routing is considered.
5.2 Resource Allocation for HEVC Based Interactive Video
Application - Virtual Network Scenario
5.2.1 Architectural Overview
Figure 5.1: Proposed HEVC based interactive video transmission application
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In the context of virtual network scenario considered in here, the resource allocation
problem simplifies to a selecting an optimal computing node for each user group. Fig.
5.1 depicts the architectural diagram of the multi-user multi-group interactive video
application considered in this work. Every user within a given user group receives the
same video multicast stream as in [7]. In Fig. 5.1, five users who belong to two user
groups, three Internet Service providers (ISPs) and three potential computing nodes
(i.e.,cloud data centres) are illustrated. Existence of virtual network links is assumed
between the ISPs and the cloud data centres. User group-1 in the diagram which is
denoted in green colour constitutes of user-1, user-2 and user-4 whereas user group-2
in red colour is formed by user-3 and user-5. As further illustrated in the Fig. 5.1
video compression and subsequent streaming of user group-1 and user group-2 take
place at cloud-1 and cloud-2 respectively. Following set of assumptions are made prior
to commencement of this work:
• Resources in the computing nodes and the network conditions remain unaltered
during the resource allocation phase.
• A single computing node serves each user group of the multi-group interactive
application.
• Link bandwidths and the processing capabilities of the end nodes are sufficiently
large enough to carry and display an HEVC Full HD video.
Let G(V,E) be a connected network topology which constitutes of V = {S,A} the
set of vertices (i.e., nodes) that include S = {s1, s2, s3, ...} the set of computing nodes
(i.e., cloud data centres) and A = {a1, a2, a3, ...} the set of access nodes (i.e., ISPs).
E = {e1, e2, e3, ...} the set of edges (i.e., links) interconnect the computing nodes to the
access nodes. Let U = {u1, u2, u3, ...} be the set of users who uniquely belong to user
groups N = {n1, n2, n3, ...}. The computing node of the each user group is denoted by a
vector d = [dT1 , ..., d
T
2 , ..., d
T
N ] where dn is a binary S× 1 vector having a single non-zero
element which corresponds to the computing node of that user group. As an example,
dn = [0 1 0]
T identifies the second cloud data centre as the computing node of the
user group-n. Network and application related constraints can be described as below.
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B.B(A×N)[d1, d2, ..., dN ]T(S×N)  B0(A×S) (C.1)
P.1(1×N)[d1, d2, ..., dN ]T(S×N)  p0(1×S) (C.2)
max{D(U×N)d(NS×1)} ≤ ∆D (C.3)
I(N×NS)d(NS×1) = 1(N×1) (C.4)
The constraint (C.1) above is used to make sure that the bandwidth usage of each
virtual link does not exceed the total available link bandwidth. It should be noted that
B[a,n] ∈ {0, 1} in (C.1) indicates whether or not the user group-n spans over the access
node a. B denotes the bandwidth usage of multicasting video stream of each user group
whereB0 indicates the bandwidth availability of each access node-computing node pair.
In a similar manner, P in (C.2) denotes the computing power requirement to encode the
video stream of each group using HEVC, while p0 is the available processing power of
each computing node. The constraint (C.3) is the condition which is added to make sure
that the interactivity is maintained by restricting the total delay between a computing
node and a given user below a particular threshold (i.e.,∆D). Finally (C.4) restricts
only one computing node to be used as the video encoder to compress the interactive
video stream of each user group.
5.2.2 User Group Quality Maximization
The objective of the resource allocation described in this work is to improve the average
video quality experienced by each user group. In the process of deriving the average
group quality, first the QoE of each user is estimated using network Quality of Ser-
vice (QoS) parameters as per [17]. Individual QoS of the user u when served by the
computing node s therefore can be expressed as,
cun,s = α1 × (Lu) + α2 × (Ju) + α3 × (Du) (5.1)
It should be noted that in this work, a fixed bandwidth HEVC stream which is generated
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using the HEVC rate controller is assumed for each user group. In (5.1) Lu, Ju and
Du refer to the average packet loss rate in the virtual link connecting the user u to the
computing node s, the average jitter in the virtual link and the average delay in the
virtual link respectively. {α1, α2, α3} are constants which are used to express the QoS
as a cost function [17].
Extending (5.1) for a multi-user scenario, the group QoS of the user group-n can be
expressed as,
cGn,s =
1∑
∀u∈Un u
(
∑
∀u∈Un
cun,s) (5.2)
where Un refers to users who belong to the user group-n. Finally, the cumulative QoS
of the complete video application can be expressed as,
cG(N×1) = C(N×NS)d(NS×1) (5.3)
It should be noted that C in (5.3) is a block diagonal matrix of dimension (N×NS)
in which nth row can be expressed as [0(1×(n−1)S), [cGn,1, cGN,2, ..., c
G
n,s](1×S),0(1×(N−n)S)].
Therefore l1-norm of the cumulative cost function can be considered in order to maxi-
mize the group QoS of the complete video application.
minimize ||C.d||1 (5.4)
5.2.3 Solution Methodologies
In order to solve the optimization criteria described in the section 5.2.2, Particle Swarm
Optimization (PSO) technique is used. PSO is preferred to the other population based
optimization techniques such as Genetic Algorithm owing to low convergence times
with its ability to search locally and globally at the same time [131]. Furthermore, the
conventional PSO can be made even faster by incorporating the application specific fea-
tures during the constraint evaluations. Subsections that follow describe the proposed
improved PSO method and variants of the PSO technique which presently exist.
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Proposed improved PSO method
In the PSO technique, a swarm of particles is initially assigned with location vectors,
each of which corresponds to a feasible solution to the optimization problem being
considered. Afterwards, locations of the particles are updated iteratively such that
every particle moves towards a same common location. When all the particles converge
to the common location, the iterative process is stopped. The particular location
represents the best possible solution to the problem which can be achieved using the
PSO technique. For each iteration, the movement of a particle is influenced by the
historical best solution of the particular particle (pbest) and the best solution advertised
by other member particles (gbest).
Coming back to the optimization problem considered in this work, the location and
the velocity of the ith particle are represented using dˆi and vˆi respectively. There-
fore, dˆi here simply represents a feasible solution(i.e., a set of computing nodes that
can serve all the user groups). Consequently, vector dˆi can be expressed as, dˆi =
[xi,1, xi,2, ..., xi,m, ...xi,(N×S)]T while xi,m ∈ {0, 1} denotes the position of ith particle in
the mth dimension. (i.e., m ∈ {1, 2, ..., N × S}). In a similar manner vˆi can be ex-
pressed as vˆi = [vi,1, vi,2, ..., vi,m, ...vi,(N×S)]T . Later, the velocity vectors are iteratively
updated as,
vi,m = vi,m + Ψ(pi,m − xi,m) + Ψ(pg,m − xi,m) (5.5)
In (5.5) Ψ is a constant which governs the convergence speed of the optimal solution
whereas pi,m and pg,m correspond to the locations of the historical best (pbest) and the
advertised best (gbest) in the mth dimension. Furthermore, in the conventional PSO
technique, the velocity vectors are truncated such that,
if(vi,m < −vmax) set vi,m = −vmax
if(vi,m > +vmax) set vi,m = +vmax (5.6)
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It should be noted that a smaller value for vmax brings about a larger search space and
a higher speed in variation. In this work, Ψ = 1 and vmax = 4 are assumed to have a
larger search span. Finally, the updated location of the ith particle can be inferred by
generating a random number and comparing its value against the sigmoidal function
output of (5.6). In other words,
if(rand() < Sig(vi,m)) set xi,m = 1
else set xi,m = 0 (5.7)
It should be noted that the original version of PSO is only applicable for optimization
functions which do not have any constraints. For constraint optimizations, two variants
of binary PSO have been proposed, namely Feasible Solutions Method (FSM) [132]
which assumes an initial filtering of the solution to separate out feasible solutions
and Penalty Function Method (PFM) which assigns a big penalty value for infeasible
solutions. Each has its own advantages and drawbacks depending on the context they
are being used. For example if the feasible solution space is very narrow, FSM can
increase the convergence time significantly compared to PFM.
In the proposed improved PSO method, a hybrid of both PFM and FSM is assumed.
In the proposed method, out of the constraints (C.1) to (C.4), only (C.2) to (C.4) are
evaluated during the initial filtering stage. The remaining constraint (C.1) is coupled
with the objective function as a penalty term. Key attributes of the proposed improved
PSO can be described as follows.
First, the length of the location vector and thereby the search space is reduced by
evaluating the constraint (C.3) as an initial filtering step. Therefore, the curtailed
location vector therefore, does not include any computing node which cannot satisfy
the delay requirement of the particular user group. Consequently the new location
vector dfn of user group n evaluates only a subset of computing nodes during the PSO
operations (i.e., Sfn ≤ S). Therefore, dˆi becomes dˆfi and vˆfi becomes vˆfi . This dimension
reduction step speeds up the convergence process drastically.
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Algorithm 5.1 Proposed bit allocation procedure
procedure PARTICLE POSITIONING ( vˆfi ,p0, P )
1. for each vi,m ∈ vˆfi
2. Calculate ki,m = Sig(vi,m)− rand() step 1
3. end for
4. k˜i,m ← sort ki,m in descending order step 2
5. Initialize all xi,m to zeros
6. for each k˜i,m
7. Extract user group n and computing node s from dimension m step 3
8. if( no computing node is found and p0[s] > p)
9. Assign xi,m ← 1; % computing node s serves group n users
10. Assign p0[s]← p0[s]−P ; step 4
11. end if
12. end for
13. return d˜i
After evaluating the constraint (C.3) as discussed above, constraints (C.2) and (C.4)
are evaluated as part of a heuristic bit allocation algorithm proposed in Algorithm
5.1. Therefore, input to the Algorithm 5.1 are the truncated particle location vectors
derived through the dimension reduction operation. Therefore, the proposed Algorithm
5.1 substitutes (5.7) in the original binary PSO method.
The operation of the proposed algorithm is as follow. First the Sigmoidal function
evaluation and comparison against a random number as is done in the original PSO is
performed in step 1. However instead of making the bit values either 0 or 1 based on
the above obtained values, those quantities are stored and re-used in step 2 to step 4.
Step 4 in the proposed algorithm evaluates the constraints (C.2) and (C.4).
Finally the constraint (C.1) is evaluated on the output vector from Algorithm 5.1 with
the help of a appropriately defined penalty function. As per [133], the resulting cost
function with the penalty values is formulated as below,
minimize ||C.d˜i||1 + η(g1)× PF (d˜i) (5.8)
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where g1 = ||B.B(A×N)[d1, d2, ..., dN ]T(S×N) −B0(A×S)||1 quantifies the infringement
of (C.1), η is a non-stationary cost function and PF (d˜i) is the penalty value. Therefore,
initial filtering using (C.3), Algorithm 5.1 evaluation and finally (5.8) penalty inclusion
are performed iteratively until all the particles converge to a common location. The
time complexity of the proposed PSO method is O(Y N) where Y corresponds to the
number of particles.
Original binary PSO combined with PFM and FSM
For comparison purposes two variants of constraint binary PSO methods are also im-
plemented. They are denoted as ’Pure PFM’ which evaluates all the constraints except
(C.3) in the objective function as penalty values and ’Hybrid of PFM and FSM’ which
evaluates (C.2) to (C.4) prior to the objective function evaluation and (C.1) within the
objective function as a penalty term similar to (5.8). It should be noted that in both of
these approaches only the first fit computing node instances which are derived through
the initial filtering step are forwarded for subsequent processing steps.
Mixed integer linear programming method
The constraints defined in (C.1) to (C.4) as well as the objective function defined in
(5.4) adhere to the linear programming concepts. Therefore, a binary version of a linear
programmer (i.e.,mixed integer linear programming (MILP)) is further incorporated
to verify the accuracy of the proposed method. In this regard, MATLAB toolboxes
YALMIP [134] and MOSEK [135] are respectively used to the first model and then to
solve the constraint optimization problem. Even though the MILP approach is capable
of reaching the best possible solution (i.e., optimal solution), its high complexity which
is in the order of O(N2)−O(N3) can result in huge computation time.
Best Fit(BF) and First Fit(FF) solution methods
Two well known greedy optimization techniques namely First Fit (FF) and Best Fit
(BF) are also incorporated mainly due to their simplistic operation and faster conver-
gence. Within the context of multi-group interactive video application considered in
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Figure 5.2: Average group quality cost for different user groups
this work, both of these methods sequentially allocate resources to user groups. In FF
method once a feasible solution is found for a particular user group, a further search is
not conducted and consequently the rest of the user groups should rely on the remain-
der of the resources.(i.e., reduced resources for later user groups) whereas BF method
searches through the entire search space to find the best solution for a given user group
yet again the remaining user groups still rely on the reduced resources.
5.2.4 Simulation Results and Discussion
The simulation environment consists of 70 randomly generated network topologies
each having ten ISPs and ten cloud computing nodes. Video stream for each user
group is assumed to be a Full HD HEVC video encoded at an 8.0 Mbps data rate
consuming 50,000 MIPS at cloud computing nodes. The networking parameters and
computing resources which are generated randomly are restricted to lie within the
below range. B0[i, j] ∈ (20, 60) Mbps, D[i, j] ∈ (20, 100) ms, J [i, j] ∈ (5, 80) ms,
L[i, j] ∈ (0.01%, 0.1%) [17] and p0[1, j] ∈ (62500, 350000) MIPS. Furthermore, users
are assumed to be randomly spread throughout all the ISPs with each user group hav-
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Figure 5.3: Serving probability for different user groups
ing twelve users in total. Th model parameters {α1 = 0.02, α2 = 0.0011, α3 = 0.00024}
are decided as per [17].
Fig. 5.2 illustrates the group quality cost obtained by each method. As it can be seen
in Fig. 5.2, the proposed PSO method has produced very similar quality results to that
of the MILP approach for most of the user groups tested. As the number of user groups
increases, the average per group quality cost increases in all the methods. The particular
behavior is attributed to the fact that the increased number of user groups cause high
competition for resources among the groups. In the meantime, the group quality cost
of First Fit (FF) and Best Fit (BF) methods have been comparatively higher than that
of the proposed method. Out of FF and BF methods, BF has demonstrated better
performances with its fairly larger search space compared to the FF method.
Ability to find a feasible solution (i.e, serving probability) of each method is illustrated
in Fig. 5.3. As intuitively suggested, along with the increase in number of user groups,
competition for resources among the groups also increases and consequently the serving
probability starts decreasing. The particular behaviour is common for all the methods.
Furthermore, once again the proposed method has produced comparable results as with
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the MILP approach whereas BF and FF methods have failed to reach near the optimal
criteria. The performance degradation of the BF and the FF methods can be explained
by the fact that, those methods when allocating resources for a given user group, do
not assess the impact for the remaining user groups.
Finally, the effectiveness of the proposed method with respect to the ’Pure PFM’ and
’Hybrid of PFM and FSM’ is demonstrated in Fig. 5.4. The figure is generated by
evaluating the number of iterations to reach below extra 5% of the optimal quality cost
which can be obtained using the MILP approach. The main advantage of the proposed
method as shown in Fig. 5.4 is its fewer number of iterations, hence the number of times
the objective function is evaluated. It is clear from Fig. 5.4 that the convergence time of
the proposed PSO is much smaller than the two other PSO variants. In the meantime,
’Pure PFM’ has had to evaluate a lager number of solutions before it can reach to
the feasible range since it evaluates all the constraints except (C.3) through penalty
inclusions. The performance gap between the ’Pure PFM’ and ’Hybrid of PFM and
FSM’ is attributed to the dimension reduction process described under the proposed
method section whereas the additional gain of the proposed method over the ’Hybrid
of PFM and FSM’ method is coming from the proposed bit allocation algorithm ( i.e.,
Algorithm 5.1 ).
Figure 5.4: Number of iterations for different PSO methods
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Figure 5.5: Architectural overview - multigroup, interactive HEVC based video appli-
cation
5.3 Joint Resource Allocation and Optimal Route Selec-
tion for HEVC Based Interactive Video Applications
5.3.1 Architectural Overview
The objective of the previous section is to maximize the group QoS and thereby the
end user QoE of a multi-group interactive video application. During the group QoS
maximization process, impact from the network route selection was not explicitly con-
sidered. To this end, this section further incorporates the network route selection while
improving the group QoS for the same application. Fig. 5.5 illustrates the overall archi-
tecture considered in this section. Similar to virtual link scenario described in section
5.2, four users who belong to two user groups are denoted in the diagram. In addition
to the set of user groups (the set N in section 5.2), ISPs (the set A in section 5.2), the
cloud computing nodes (the set S in section 5.2), and the network links (the set E in
section 5.2)), interconnecting devices such as the routing nodes also become a part of
the topology. The set of routing nodes R can now be expressed as R = {r1, r2, ..., rR}.
The same set of assumptions as described in section 5.2.2 are made here.
In order to proceed with the mathematical problem formulation, several binary variables
are defined. First, if user u of user group-n is connected to access node a, the decision
variable uan becomes 1. In other words,
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u 7→ uan =
 1 if u belongs to user group-n and is served by access node a0 otherwise
The decision variables which form the overall binary optimization are as follow.
xn,ai,j =

1 if the link connecting node i to j participates in the media transmission
for users in user group-n who are connected to access node a
0 otherwise
yni,j =

1 if the link connecting node i to j participates in the media transmission
for users in user group-n
0 otherwise
zn,s =
 1 if computing node s encodes the video stream designated for user group-n0 otherwise
Here xn,ai,j describes the participation of logical links within the overall solution whereas
yni,j describes the physical link’s participation. In order to be compatible with a joint
optimization of cloud computing and network routing, available and required resources
are defined as per below.
Bn : Bandwidth required to transmit the multicast video stream of
user group-n ( Full HD HEVC video)
Bi,j : Available link bandwidth between nodes i to j
be : Available bandwidth of link e ∈ E
Pn : Computing power required to encode user group-n’s video stream
ps : Available computing power in node s ∈ S
Di,j : Network delay between nodes i to j
∆ : Maximum permissible delay for the interactive application
∆n,a : Maximum permissible delay from the computing node to access
node a for user group n
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The set of constraints imposed by the application, the network and computing nodes
are formulated in such a manner that the linear programming concepts can be applied.
Consequently, For a given user group n, a computing node s, an access node a and a
routing node r,
∑
∀j∈EOs
xn,as,j −
∑
∀i∈EIs
xn,ai,s = z
n,s (C.5)
EOs ⇒ {set of nodes for which computing node s has outgoing links}
EIs ⇒ {set of nodes for which computing node s has incoming links}
∑
∀j∈EIa
xn,ai,a = 1 (C.6)
EIa ⇒ {set of nodes for which access node a has incoming links}
∑
∀j∈EOr
xn,ar,j −
∑
∀i∈EIr
xn,ai,r = 0 (C.7)
EOr ⇒ {set of nodes for which routing node r has outgoing links}
EIr ⇒ {set of nodes for which routing node r has incoming links}
∑
∀n∈N
yni,j ×Bn ≤ Bi,j (C.8)∑
∀n∈N
zn,s × Pn ≤ ps (C.9)∑
∀(i,j)∈E
xn,ai,j ×Di,j ≤ ∆n,a (C.10)∑
∀s∈S
zn,s = 1 (C.11)∑
∀i∈EIj
yni,j ≤ 1 (C.12)
EIj ⇒ {set of nodes for which any node j has incoming links}
∀a ∈ A yni,j ≥ xn,ai,j (C.13)
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The rationale for the above defined constraints can be explained as below. Constraint
(C.5) illustrates the behaviour of the computing nodes within the overall architecture.
As such, unless s is a computing node for a particular user group, the number of incom-
ing media streams should match the number of outgoing media streams (i.e., acting as
a relay node). In the event that s serves as a computing node the number of outgoing
streams from s becomes 1 whereas the number of incoming streams becomes 0. In a
similar manner (C.6) guarantees that none of the access nodes receives more than one
video stream of a given user group (i.e., multicasting behaviour). Next, the functional-
ity of relay nodes are described in (C.7) where the number of incoming video streams
matches exactly the number of outgoing media streams from that node. The available
and required bandwidth resources of the network links and the processing capabilities
of the computing nodes are described in (C.8) and (C.9) respectively, while making sure
that the allocated resources do not exceed the available resources in the pool. Maxi-
mum delay permitted by the interactive application and the accumulated delay from
the computing node to the access node are illustrated in (C.10). the constraint (C.11)
is used to make sure only one computing node serve as the video encoder for the media
stream of a given user group. The main rationale for assuming (C.11) is to eliminate
any synchronization issues that could have aroused otherwise. (C.12) ensures that any
node can receive only one stream which is designated for a particular user group and
this eliminates the multipath delivery scenario that could possibly have created other-
wise. Finally (C.13) is used to make sure that there won’t be any individualized video
steams designated for different access nodes of the same user group whilst traversing
through a given intermediate node. Furthermore, mapping of the logical links xn,ai,j to
physical links yni,j takes place through (C.13).
5.3.2 User Group Quality Maximization
The definition of the group video quality cost and its constituent terms follows a similar
rationale as to those in section 5.2.2. In order to make sure these definitions are
compatible with the routing layer introduced in this section, the objective function
derivation process is described here.
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First the link QoS cost for a fixed rate HEVC Full HD video stream can be modelled
as per [17] using the network parameters as,
Qcei,j = α1 × (Li,j) + α2 × (Ji,j) + α3 × (Di,j) (5.9)
Where Qcei,j is the QoS cost associated with the link connecting nodes i to j, Li,j refers
to the packet loss ratio along the path, Di,j is the average delay along the path and Ji,j
is the network jitter. The model parameters {α1, α2, α3} have the same interpretations
as in (5.1). Based on (5.9), QoS cost of the user group-n from the computing node
node s to the access node a can be calculated as,
ϕn,a1,s =
( ∑
∀(i,j)∈E
Qcei,j × xn,ai,j
)
×
∑
∀u∈U
uan (5.10)
Similarly based on the individual user QoS cost from the access node to the user (Qcu),
the total access link cost becomes,
ϕn,a2 =
( ∑
∀u∈U
Qcu × uan
)
(5.11)
Therefore, total QoS cost of the user group-n becomes,
ϕns =
1(∑
∀a∈A
∑
∀u∈U uan
) ∑
∀a∈A
(
ϕn,a1,s + ϕ
n,a
2
)
(5.12)
Finally, the group QoS maximization of the whole interactive video application yields
minimizing,
minimize
( ∑
∀n∈N
ϕns
)
(5.13)
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5.3.3 Solution Methodologies
Similar to section 5.2.3, state-of-the-art solution methods and the proposed tree based
solution method to solve the objective function defined in (5.13) are described here.
Proposed heuristic resource allocation method
A tree based heuristic method is proposed to solve (5.13) subjected to constraints (C.5)
to (C.13). The proposed method consists of three steps as described below.
Step 1 : Derive a set of delay bound and least cost paths originating from
each computing node s ∈ S to access node a ∈ A pair. Method proposed by
Salama [136] is incorporated to derive the set of delay bound trees where link
cost values obtained using (5.9) is used as the cost metric.
Step 2 : Obtain the set of muticast trees for each user group by combining
the set of unicast trees derived in step 1. Use the proposed Algorithm 5.2 for
this purpose.
Step 3 : Collectively place the set of muticat trees obtained in step 2 to form
the optimal resource allocation for the complete optimization problem. Algorithm
proposed in Algorithm 5.3 is devised for this purpose.
Algorithm 5.2 in the proposed method is used to derive the multicast trees correspond-
ing to each user group such that the overall QoS cost for that user group is minimal.
As described in Algorithm 5.2 first each unicast tree obtained from step 1 is inspected
one by one for existence of common nodes between the partly connected multicast
tree and the unicast tree which is being considered. If no common nodes exist, set of
unicast trees form the multicast tree for that user group. However this is a very rare
behaviour specifically with highly distributed users and a highly connected network
topology. In the event that there exist common nodes, the paths from the computing
node s to the common node are checked for the muticast tree and the unicast tree
(i.e., MULTICAST REDUCTION QOS). If they are equal, no action is taken and the
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next common node is inspected. If they are not equal, either the unicast tree or the
muticast tree needs to be rerouted so as to form the same route up to that common
node. In doing so, if the multicast tree has the least accumulated delay up to that
node, unicast tree is rerouted. If not, first an alternative criteria is checked for the
unicast tree which does not traverse through the problematic common node. Later, the
same is done for the multicast tree. Based on those re-routing cost values (i.e., cost
values corresponding to alternate routes), either the unicast tree or the multicast tree is
adjusted so that only a single video stream traverse through the particular problematic
node. The computational complexity of the Algorithm 5.2 is O(|S||A||V |3).
The step 3 of the proposed algorithm is evaluated to make sure that allocated band-
widths and computing powers of the complete solution do need exceed the link capac-
ities nor the cloud computing capabilities. The set of multicast trees obtained in step
2 are collocated sequentially in the decreasing order of the bandwidth required by each
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user group. During the collocations, the links and computing nodes which cannot han-
dle the demands imposed by the user groups are recorded so that they can be avoided
by a proper re-routing. (i.e., procedure REROUTE MULTICAST TREES). During
the rerouting operation, two plausible scenarios which can avoid link and computing
node saturations are tested. They are 1. Evaluating the re-routing cost for the cur-
rently testing multicast tree; 2. Evaluating the re-routing cost for each of the existing
muticast trees which uses the saturated resources. During the rerouting of existing
trees, it is assumed that the currently testing tree uses the saturated resources and
minimum number of trees which need to vacate the resources for the current tree is
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Figure 5.6: Functional block diagram of proposed Algorithm 5.2
Figure 5.7: Functional block diagram of proposed Algorithm 5.3
obtained. Later this cost value is compared against the re-routing cost for the cur-
rent tree. Finally, the least overhead option is selected as the solution. This process
continues until all the multicast trees are successfully collocated. The computational
complexity of the Algorithm 5.3 is O(|N ||E||M |).
Fig. 5.6 and Fig. 5.7 illustrate the functional block diagrams of the proposed two
algorithms.
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Mixed integer linear programming method
A Mixed Integer Linear Programming (MILP) based solver is incorporated to vali-
date the performance the proposed method. MATLAB toolboxes YALMIP [134] and
MOSEK [135] are used again for this purpose. Therefore, the objective function (5.13)
is evaluated using the MILP approach subjected to conditions (C.5) to (C.13). A similar
MILP based solution approach has been adopted in [122], [1]. However, as it is shown
in the results section even though the linear programming approaches are capable of
reaching the optimal criteria, their high computational times make them undesirable
for real-time applications.
Greedy algorithms for optimization
As discussed in section 5.2.3, even though the greedy approaches have better conver-
gence speeds, their capabilities to find feasible solutions are very limited owing to their
poor knowledge about the global picture and unfair preference to initial user groups.
Consequently later user groups have to survive with low resources. A similar greedy
resource allocations have been used in [116], [137] and [138]. With the greedy resource
allocations, first a delay bound unicast trees are generated for each access node a and
computing node s pair for a given user group using [136] and later they are sequentially
combined in a greedy manner to form the set of multicast trees for that user group.
Later the set of multicast trees are again collocated sequentially in a greedy manner to
form the final solution for the resource allocation problem. As, it is evident, the former
user groups get unfair advantage using this approach. The proposed approach on the
other hand possesses a global picture when allocating resources irrespective of the user
groups’ serving order.
5.3.4 Simulation environment
The proposed tree based Algorithm 5.2 and Algorithm 5.3 are implemented in MAT-
LAB. 200 Monte Carlo simulations having different network topologies, link capabilities
and computing resources are tested. During the simulation a Full HD HEVC video
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Table 5.1: Average group QoS cost (lower the better)
User groups 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
MILP 0.22 0.40 0.66 0.90 1.12 1.34 1.51 1.63 - - - - - - -
Propo. (H) 0.22 0.44 0.68 0.90 1.13 1.37 1.58 1.85 2.08 2.29 2.54 2.80 3.05 3.30 3.55
Propo. (PG) 0.22 0.44 0.68 0.91 1.14 1.38 1.61 1.84 2.10 2.30 2.56 2.78 3.08 3.32 3.57
Greedy 0.24 0.46 0.72 0.94 1.18 1.41 1.67 1.91 2.23 2.33 2.57 2.83 3.02 3.66 3.85
stream is assumed for each user group which consumes 8 Mbps bandwidth on average.
The range of network parameters are varied in a similar manner as to section 5.2.4.
As such, they are assumed to lie on below ranges. 20 Mbps < Bi,j < 60 Mbps, 20 ms
< Di,j < 60 ms, 5 ms < Ji,j < 60 ms , 0.01% < Li,j < 0.1% [17]. Furthermore the link
latencies between an access node and a user terminal is assumed to be on the range
(10ms, 20ms). In order to maintain the interactivity, the maximum permissible delay
between a computing node and a user terminal is set to 100 ms [8] ( ∆ < 100 ms).
5.3.5 Results and Discussion
The performance of the proposed heuristic method ( step 1 to step 3 of the proposed
method) is compared against the greedy resource allocation techniques, the MILP tech-
nique, and a partial greedy resource allocation technique which uses proposed Algorithm
5.2 during the multicast tree generation ( step 1 to step 2 of the proposed method)
without using Algorithm 5.3. Table 5.1 illustrates the group QoS cost obtained using
different resource allocation techniques ( Here the proposed method is denoted as Pro-
posed (H) whereas the partial greedy method is denoted as Proposed (PG)). Due to the
high computational time involved, the MILP approach is restricted to evaluate only up
to eight user groups at a given network configuration. Furthermore, when calculating
the QoS cost of the greedy approaches, only the instances having feasible solutions are
considered. As it can be seen in Table 5.1, the per group QoS cost marginally increases
along with the increasing number of user groups for all the tested methods. Further-
more the cost of the proposed method is much similar to that of the MILP approach
whereas the greedy approaches have shown comparatively weaker performances. As
intuitively suggested partially greedy method has shown better performance compared
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Table 5.2: Execution time (s)
User groups 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
MILP 182 340 503 672 849 1009 1157 1367 - - - - - - -
Prop. (H) 1 1 1 3 4 5 6 8 8 13 13 15 12 18 27
Prop. (PG) 1 1 1 2 2 2 2 2 2 3 3 4 5 5 5
Greedy 1 1 1 1 2 2 2 2 2 2 3 3 3 4 4
Figure 5.8: Serving probability for different user groups
to the greedy approach with its ability to generate cost optimal multicast trees using
proposed Algorithm 5.2. Execution speeds of the tested methods are shown Table 5.2.
The MILP approach has shown very high computational times along with the growing
number of user groups, whereas all the remaining methods have shown significantly
lower computational times. Due to this high computational times, applicability of the
MILP approach in a real-time practical network is very limited.
Fig. 5.8 illustrates the serving probability of the different resource allocation techniques
considered in this work. The proposed method has demonstrated significantly larger
serving probability values compared to the greedy approaches and the values are much
similar to the MILP approach. The additional gain of the MILP exhibits to the brute-
force search that is being used by the linear programming methods. Furthermore, as
intuitively suggested as the number of user groups increases, the serving probability
decreases due to the competition among the user groups and the particular behaviour
is common to all the approaches.
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Table 5.3: Unaffected user percentage(%)
User groups 1 2 3 4 5 10 20 30 40 50 60 70 80 90 100
Dynamic allocation 99 98.3 97.4 97.6 96.4 92 85.9 81 75.2 73.6 66 64.2 64.1 61.9 57.9
Complete reallocation 94.2 86 81 79.9 73.9 65.4 50.8 47.4 38.3 35 34 30.6 28.4 27.6 25.9
Finally the adaptability of the proposed method for varying network conditions is
evaluated using the dynamic feature proposed in the proposed multicast tree generation
algorithm (i.e., in Algorithm 5.2 ). Here, changing the computing node for a particular
user group during a network change, is only allowed only if the network links in the
changed network become saturated as a consequence of the change. The particular
restriction is imposed by assigning a large penalty cost to change the initial computing
node. The effectiveness of the proposed dynamic feature is illustrated in Fig. 5.9,
Table 5.3 and Table 5.4. Here the same Algorithm 5.2 is used with and without the
dynamic feature. As it can seen in Table 5.3, with dynamic feature nearly 75% of the
users can be served uninterruptedly in the worst case scenario ( i.e., when all the links
in the network change) whereas more than 40% of the users get affected without the
dynamic feature in the worst case scenario. However, approximately 7% increment in
QoS cost has resulted in the worst case scenario (Table 5.4) with the dynamic feature.
Furthermore, since only a smaller fraction of user groups are re-routed with the dynamic
approach, the computational time is also improved as shown in Fig. 5.9. Overall it can
be concluded that proposed dynamic feature is much resilient under rapidly changing
network conditions.
Figure 5.9: Execution time for the dynamic allocation and the resource reallocation
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Table 5.4: Percentage change in links (%)
User groups 1 2 3 4 5 10 20 30 40 50 60 70 80 90 100
Dynamic allocation 1.85 1.85 1.85 1.85 1.86 1.88 1.91 1.95 1.93 1.95 1.9 1.94 1.95 1.96 1.94
Complete reallocation 1.84 1.84 1.83 1.84 1.85 1.83 1.83 1.86 1.81 1.8 1.8 1.8 1.78 1.81 1.81
5.4 Summary
The main motivation of this chapter is to improve the end user perceived video quality
by resource allocation jointly in the computational nodes and the networking nodes.
In doing so, a multi-user multi-group interactive video application is considered. First
the resource allocation for a network having virtual links between the ISPs and the
cloud data centers are considered. An improved Particle Swarm Optimization (PSO)
based heuristic solution is proposed for this purpose. The results suggest that the
proposed method can demonstrate compatible results with the theoretically maximum
results that can be achieved using a linear programming method while exhibiting a
reduced complexity. In the second part a more generic scenario with the flexibility to
select the network routes is introduced. A tree based heuristic method is proposed to
improve the perceived user quality in this scenario. Again the results suggest that the
proposed method can reach the optimal criteria with a several orders of reduction in
computational times. In both the scenarios, state-of-the-art methods which rely on
greedy resource allocations fail to find a feasible solutions for a larger set of network
conditions.
Chapter 6
Conclusion and Future Work
The research proposed in this thesis describes an end user QoE improvement approach
which can be benefited by both the video service providers as well as the end users.
The presented algorithms and concepts are applicable for the application layer and the
network layer of the OSI model. In this chapter, first a summary of each contribution
chapter is presented followed by a brief discussion about the potential applications of
the overall research. Later, a concise description of possible extensions to the research
and other related research domains which can make use of the concepts proposed in
this research are explained in the Future Work section.
6.1 Conclusion
6.1.1 End User Video Quality Prediction for Error Resilient HEVC
video coding
An end user video quality prediction model for HEVC coded videos during erroneous
video transmission is introduced in the chapter 3. First, an introduction is given to the
different sources of errors which can propagate in an HEVC coded video specifically
concerning the AMVP feature. Accordingly, three main sources of errors are identified
namely the errors in the motion vectors, errors in the reference pixels and the error in the
pixel clipping operations. The causes for motion vector errors are again categorized into
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three main aspects. Two of them occur when the information related to a particular
block is accurately received by the decoder, yet neighbouring motion vectors have
become inaccurate due to packet losses. Consequently the HEVC decoder reconstructs
an erroneous motion vector through its candidate list generation process. The third
error is due to the inaccuracies in the error concealment operations which occurs when
the information related to the particular block is received with errors (i.e., when the
packet containing the current block get lost during the transmission). To capture
all of these phenomena, a probabilistic model is proposed which resembles a binary
tree. Each branch in the tree corresponds to a probable motion vector which can be
received by the decoder. Later, with the aid of those motion vectors, the end user video
quality is first estimated with respect to the errors in the motion vectors and the errors
in the reference pixels described above. Finally, the errors which are caused by the
pixel clipping operation is accounted within the model where the clipping term is first
expressed using a mathematical function and later simplified using a set of statistical
properties of the video sequence.
The estimated quality values are later re-used inside the HEVC RDO process in order
to determine robust coding parameters which can ultimately combat against packet
errors. With this regard, the standard QP-λ relationship employed by the HEVC
encoder is also modified to suit with the channel caused distortion under erroneous
video transmissions (i.e., predicted quality values obtained using the above described
model). Finally the performances of the end user video quality prediction model and
the error resilient scheme (i.e., robust coding parameter selection process) are compared
against the state-of-the-art developments in the respective fields. The results indicate
that the proposed method can predict the end user quality with a 3% prediction error
whereas the state-of-the-art methods cannot reach below 17.5% under identical condi-
tions. Furthermore, the proposed quality prediction model together with the optimized
RDO process demonstrates 20%-40% improvement in the BD-rate compared to the
state-of-the-art error resilient schemes.
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6.1.2 Network- and User Perception- aware Robust HEVC Encoding
In chapter 4, the same end user quality prediction model proposed in chapter 3 is
re-used with few simplification steps. Most importantly a novel motion estimation
algorithm is introduced which can be used during the erroneous video transmission.
Here, the estimated motion vectors not only help preventing error propagation from
the previous erroneous frames but also improves the concealment accuracy of the future
encoding frames whenever they re-use current block’s motion vectors. Furthermore,
with the proposed method, the concealment type at the decoder is allowed to change
adaptively depending on the content. In order to realize both the proposed motion
vector estimation algorithm and the adaptive error concealment strategy, a two pass
encoding process is employed at the encoder. Here, the first pass of the encoder is
employed to predict the ideal concealment technique for the subsequently encoding
blocks in the future frames as well as to estimate the current frames propagation error
to the future coding blocks. Based on the information learned, the second pass is
employed to identify the error terminating coding modes in the current frame and the
motion vectors supporting the error concealment in the future encoding frames. An
average PSNR gain of 1.48 dB and a noticeable improvement in the MOS compared
to the state-of-the-art development, validates the performance of the proposed motion
vector estimation algorithm.
The final step of the proposed motion estimation algorithm described in chapter 4 in-
volves packetizing the video frames into fixed size packets which can later be transmitted
over a physical channel. The discontinuities which may occur at packet boundaries as
a consequence of the packetization step is solved by proposing an intelligent picture
partition scheme using the HEVC ’Tiles’ feature. There, the background and object
regions within a video frame are encapsulated in separate Tiles so that an unequal error
protection can be applied for different Tiles. This approach implicitly helps to remove
the discontinuities at the packet boundaries. An objective quality evaluation process
using the VQM metric is employed to visualize the effectiveness of the proposed picture
partitioning scheme. The proposed motion estimation algorithm together with the Tile
based picture partitioning scheme subsequently demonstrates better performances in
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terms of VQM measurements compared to the proposed method without the Tiles.
6.1.3 Resource Allocation for HEVC based Interactive Video Appli-
cations
A network layer QoE improvement criteria for an interactive, multigroup, multicast-
ing video application is presented in chapter 5. First, the end user perceived video
quality is expressed in terms of the network QoS parameters using an existing QoS
to QoE mapping function. Later the an optimization criteria is formulated with the
goal of maximizing the QoS while adhering to network and application specific require-
ments. The solution to the optimization criteria determines the optimal allocation of
the network and the computing resources to the video application considered. Two
scenarios are considered in here. First, a virtual link scenario where the video service
providers do not have the flexibility to select the network route is considered. To this
end, a PSO based solution approach is presented. In order to speed up the convergence
process, a novel heuristic bit allocation algorithm is also presented. Consequently the
proposed improved binary PSO demonstrates a faster convergence time compared to
the standard binary PSO and the state-of-the-art implementations of the binary PSO.
Furthermore, the results obtained using the proposed PSO is verified using an MILP
based brute-force approach.
Second contribution of the chapter 5 links with the network layer QoE improvement
while explicitly considering the optimal route selection in addition to the network and
the computing resources allocations. A tree based heuristic algorithm is proposed to
solve the optimization criteria. First a multicast tree generation algorithm is proposed
for each user group so that the average group QoS is maximized. Later the multicast
trees are optimally co-located so that both the network and the application require-
ments are satisfied. Finally, the performance of the proposed method is compared
against the greedy resource allocating methods and an MILP based brute-force ap-
proach. The results prove that the proposed method is capable of finding the optimal
solution similar to the MILP approach with a several orders of reduction in compu-
tational time. Furthermore, with respect to greedy resource allocations, the proposed
algorithms have demonstrated 50% improvement in the serving probabilities.
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6.1.4 Overall Conclusion
This research proposes end user QoE improvement techniques for HEVC based video
applications. The main sources of artifacts which are introduced during a video trans-
mission and have a huge bearing on the end user’s QoE can identified as follows; Video
capturing related artifacts introduced by the cameras, compression related artifacts
introduced by the video encoders, transmission related artifacts introduced by the un-
derneath network and various types of noises and imperfections introduced by the video
display devices. The focus of this research is limited mainly to compression artifacts
and the transmission related artifacts. Therefore, the application layer and the network
layer are considered as the potential operating points to apply the proposed algorithms
to overcome the above mentioned artifacts and to improve the end user QoE thereby.
First, the coding mode selection and the motion vector estimation at the HEVC en-
coder are identified as the application layer operations which affect the end user QoE.
Therefore, an end user video quality prediction algorithm is first presented for video
transmission over error prone channels. The predicted quality values capture both the
compression related artifacts and the packet loss related artifacts. Based on those pre-
dicted quality values, the RDO process inside the HEVC encoder is later altered to
select robust coding mode parameters. Furthermore, a novel motion vector estimation
algorithm is proposed to utilize during the erroneous video transmission. Finally, the
proposed motion estimation algorithm is further improved by incorporating the network
MTU size and the impact to the end user perception.
Second, QoE improvement in the network layer is introduced by evaluating the impacts
from the network QoS parameters including the packet error rate, the jitter in the
network, the delay and the bandwidth available during the video transmission. A QoE
to QoS mapping is first used to approximate the end user QoE at the network layer.
Later, based on the importance of those QoS parameters, optimal computational and
networking resource allocation algorithms are presented.
The concepts proposed in this research can be benefited by multiple parties. Particu-
larly, the application layer QoE improvement algorithms presented in this research can
be leveraged by real-time video applications such as video conferencing applications,
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real-time video sharing applications and mobile broadcasting applications. In addition
to those areas, there is a number of applications related to the Unmanned Aerial Vehi-
cle (UAV) which can exploit the concepts proposed in this research. Such applications
include farming industry, surveillance purposes, fire monitoring and security related
applications. Driver-less cars is another field which can make use of the error resilient
video encoding techniques during their remote processing scenarios.
Furthermore, the network layer resource allocation algorithms presented in this work
can be mainly benefited by the video service providers and Content Delivery Network
(CDN) providers. With the emerging interactive and personalized video applications,
the availability of such a resource allocation scheme can be hugely favourable in en-
hancing the end user QoE.
6.2 Future Work
The focus of this research is to improve the end user QoE for an HEVC based video
communication system. In the process of improving the QoE, application layer and
the network layer in the OSI model are considered as the potential operating points.
Therefore, the future research directions are presented with respect to the individual
layers and simultaneously considering the multiple layers.
The application layer QoE prediction model proposed in this research primarily eval-
uates the quality degradation in terms of the MSE between the actual video and the
decoded video. However more advanced features such as the importance of different re-
gions within a video and the aspects related to temporal and spatial continuities within
a video frame can also be incorporated when modeling the quality degradation. Conse-
quently the predicted quality values would be more closer to HVS. The proposed error
resilient scheme when allocating error resilient features and estimating the motion vec-
tors incorporates some of these features. However the performance can be made even
further enhanced when both the quality prediction and the resilient features inclusion
account for those aspects.
Secondly, a joint optimization in multiple layers can lead to even further improvement.
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In doing so, the application layer quality prediction model, the application layer error
resilient scheme and the network layer resource allocation scheme can be made to
function simultaneously. In such a scenario, the network layer quality prediction model
devised in this research has to be amended to reflect the error resilient features while
the resource allocation algorithms discussed in this research remains the same. In
addition to those two layers, application layer quality prediction model and the error
resilient scheme can be used in conjunction with a datalink/physical layer error resilient
schemes. The concept which is known as the cross layer video quality optimization is
still in a primitive level specifically with respect to HEVC as the video codec and 5G
as the datalink/physical layers. Therefore, a vast area of research is yet to be explored.
Finally the concepts proposed in this research can be equally beneficial for multiple
research domains which do not fall under QoE improvement category. First, the Tiling
concept proposed in this research can be devised by research fields which rely on intel-
ligent picture partitioning schemes. As an example, the proposed picture partitioning
scheme can be used for interactive content production applications so that the areas
within a video frame can be easily replaced without fully decoding the whole video
frame. The industries related to personalized advertisements can also be benefited
from such a picture partitioning scheme. Secondly, the proposed multicast tree gen-
eration algorithms can be used by the upcoming 5G networks during their routing
optimization. The fact that 5G also is expected to make use of SDN concepts becomes
an enabling factor to do so. Thirdly, the proposed quality prediction model can be used
as a baseline for a no-reference quality metric design process to assess the transmission
artifacts. The no-reference metrics are particularly attracted for their abilities to pre-
dict the original video at a mid point in the end-to-end chain. Later, those predicted
values can be used to alter the coding parameters according to the channel condition
(i.e., video transcoding). Finally it is expected that some of the concepts proposed
in this research regarding HEVC can be applicable for upcoming video standard JEM
(Joint Exploration Model) as well.
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Appendix A
The Impact of Clipping on the
Propagated Errors
As described in (3.10), the impact of pixel clipping at the decoder on the squared error
is quantified by two terms; DP SE,ΓRefer and DX
D,Γ
Refer. Re-written as a single summation,
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D,Γ
Refer ,
∑
∀u∈U1
P (u)
{
E
[(
Xˆk(u)n0 + r
i
n − Γ
{
X˜k(u)n0 + r
i
n
})2]
+ 2
(
Xˆjn0 − Xˆk(u)n0
)
E
[
Xˆk(u)n0 + r
i
n − Γ
{
X˜k(u)n0 + r
i
n
}]}
In order to simplify the notation in the following derivations, let A , X˜k(u)n0 + rin −
Γ
{
X˜
k(u)
n0 + r
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n
}
. The above now simplifies to the following:
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Note that E
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from (3.4). Hence, the first two terms of (A.2) can be redefined in terms
of these known quantities as
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Expanding A further, (A.4) further simplifies to
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In a similar fashion to the clipped terms in the squared error, the clipped term DPD,ΓRefer
of the difference error in (3.14) can also be simplified further. Therefore,
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Appendix B
Video Sequence Details
Video Name Thumbnail Resolution Characteristics
Akiyo 352× 288 Very low motion, sta-
tionary background
Coastguard 352× 288 Moderate motion, back-
ground moving
Bus 352× 288 Very high motion, back-
ground moving
155
156 Appendix B. Video Sequence Details
Carphone 352× 288 Moderate motion, back-
ground moving
Foreman 352× 288 Moderate motion, sta-
tionary background
Football 352× 288 Very high motion, back-
ground moving
Stefan 352× 288 Very high motion, back-
ground moving
Highway 352× 288 Moderate motion
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Band 1920× 1080 High motion, stationary
background
Beer garden 1920× 1080 Very low motion, sta-
tionary background
Kimono 1920× 1080 High motion, moving
background
Musicians 1920× 1080 Very high motion, mov-
ing background
Park scene 1920× 1080 Very high motion, mov-
ing background
BMX 2 1920× 1080 High motion, moving
background
GT Fly 1920× 1088 Camera zooming
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Dancer 1920× 1088 High motion, moving
background
Tractor 1920× 1080 High motion, moving
background
Rush hour 1920× 1080 High motion
City 1280× 720 camera panning
Vidyo1 1280× 720 Low motion, stationary
background
Pantomime 1280× 720 High motion, stationary
background
Four People 1280× 720 Low motion, stationary
background
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Cafe 1920× 1080 Very low motion, sta-
tionary background
Poznan street 1920× 1080 Low motion, stationary
background
Start race 1920× 1080 High motion
Book 4K 3840× 2160 Irregular and high mo-
tion
Park and Build-
ing
3840× 2160 Camera panning
Calender and
Plants
3840× 2160 Irregular and high mo-
tion
Men and Plants 3840× 2160 Low motion, stationary
background
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Tibul2 1920× 1080
(HDR)
High motion
Market 1920× 1080
(HDR)
Camera panning
Fire Eater 1920× 1080
(HDR)
Low motion
Balloon 1920× 1080
(HDR)
Very low motion, mov-
ing background
Sun 640 × 480
(HDR)
High motion
Tunnel 640 × 480
(HDR)
Low motion
Appendix C
Simulation Environment
Configuration Parameter Value
Group of Picture (GOP) Size 20
Number of encoded frames (CIF) 300
Number of encoded frames (HDR, HD) 100
Number of encoded frames (UHD) 50
Frame rate 25 fps
Bit depth (LDR) 8
Bit depth (HDR) 10
HEVC configuration encoder lowdelay P main
HEVC profile (LDR) main
HEVC profile (HDR) main10
Rate control method picture level rate control
Number of CTUs per slice (480p) 10
Number of CTUs per slice (720p) 20
Number of CTUs per slice (1080p) 30
Number of CTUs per slice (UHD) 60
Packet error rates 1%, 2%, 5%, 10%, 15%
Bit rates(480p) 400 kbps
Bit rates(720p) 4.0 Mbps
Bit rates(1080p) 8.0 Mbps
161
162 Appendix C. Simulation Environment
Bit rates(Book, Calender) 10.0 Mbps
Bit rates(Park, Men) 16.0 Mbps
Bit rates(Market) 10.0 Mbps
Bit rates(Tibul2, Balloon) 3.0 Mbps
Bit rates(FireEater) 2.0 Mbps
Physical network link bandwidths 20− 60 Mbps
Physical network link jitter values 5− 60 ms
Physical network link delay values 20− 60 ms
Physical network link packet loss rates 0.01− 0.1 %
Processing node CPU powers 62500− 350000 MIPS
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