H. J. Stender [9] showed that, when d is cube-free, (0.2) ε = ±(a> -Dfd~l is either the fundamental unit of K, its square or its cube, except for the fields Q(19 1/3 ), Q(20 1/3 ), Q(28 1/3 ). For a certain class of integers M, he described explicitly the fundamental unit of K; see Theorem 1.1. In Chapter 1, we give other restrictions on M, under which the unit s in (0.2) is the fundamental unit of K.
The rest of the work deals with the Jacobi-Perron Algorithm (JPA). The JPA is one of the generalizations of the ordinary continued fraction algorithm to higher dimensions [1] , Its definition and properties are recalled at the end of this introduction.
L. Bernstein [1] showed that the JPA of α we write the first ten vectors of a generalized JPA of (0, θ 2 ) = (ωjV, co 2 /V 2 ); the case where ί is a square was considered by L. Bernstein in [5] , and we are using the same ideas.
Finally, in the concluding remarks, a generalization of the Bernstein formula is easily achieved.
Let α (0) = (α{ 0) , aί°\ •••, αΓO be a vector of the real Euclidean vector space R n~\ n ^ 2. A sequence <α The sequences α (0) , α (1) , , α 
is the fundamental unit of Q(θ) = Q{ώ). 
is the fundamental unit of Q(θ) or its square. The latter case will be ruled out by contradiction exactly as in [7] and [8] .
(1) Fields of the first kind. Suppose ε is the square of a unit x + yθ + zf^θ\x, y, ze Z) of Q(β). Then comparing coefficients and noting that f = ut, we obtain (1.5) (1.1) and (1.2). Now the integer s defined in (1.3) is either equal to or is greater than 1.
Suppose first s > 1, so that 6 Φ 0. If c Φ 0, then
for F ^ 2 .
Let c = 0. Then
for F ^ 4 . Consider now the case s = l. Hence 6F 3 + i is a square > 1 or 6 = 0. First, let 6F 3 + i be a square > 1. If c Φ 0, we obtain (1.9). If c = 0, then we get (1.10). When F = 3, (1.11) holds, and the case a -1 = h is ruled out because 27 + i is not a square. When F = 2, (1.12) holds, so that when ab <^ 3, we need only take care of the cases (A <Z) = (7-9, 7 2 9), (7-25, 7 2 25); in each case, a contradiction is obtained from (1.6). Finally, suppose 6 = 0. If c = 0, then D 3^"1 = aV 3 -1 is cube-free, and we can apply Theorem 1.1 (ii). Therefore suppose c Φ 0. Then (1.10) holds. Proceeding as above, we can show that for F = 3 or 2, the only cases permitted by (1.8) 
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We can proceed as in Chapter 4 of [8] to show (1.14)
Combining (1.13) and (1.14), we obtain
< _ §_ + MZ + j^ /w
where h = d it d\D and λ = s if d|D 2 . It is easy to show that θ > F 2 -1, so that we obtain from (1.15) these crucial inequalities:
4 when d\D , and (.D-l)s<13F 4 when.dID 1 .
( i ) Suppose d\D. As D and e£ are integers ^2 congruent to + 1 or -l(modF 3 ), then (D -l)rf ^ (F 3 -2)(F 3 -1) > 13F 4 for F^ 4. As is easily seen, the only cases to consider are (D, d, V) -(28, 28, 3) , (26, 26, 3) , (9, 9, 2), (7, 7, 2). For example, if m = 2 2 7 29, then, from (1.6), (1.5), (1.7) and the fact that xz > 0, we obtain T\xy,7\y and y 2 < 27 , which is absurd. We have a similar contradiction when m = 3 2 2 5. Because Ό z d~γ is cube-free, one takes care of the two other cases with the help of Theorem 1.1 (ii).
(ii) Suppose d\D 2 and d\D, so that a Φ 0 in (1.1) and (1.2). Suppose first s > 1 so that 6 Φ 0. Corresponding to inequalities (1.9), (1.10), (1.11), and (1.12), we obtain
Suppose s = l. First, let bV z + i be a square >1. If c Φ 0, we obtain (1.17). Suppose then c = 0 so that we get (1.18). When V -3, (1.19) holds and the case a = 1 = b is ruled out because F 3 + i is not a square. When V = 2, (1.20) holds, so that when α& <g 4, we need only take care of (2?, d) = (17-9, 17 2 9). Finally, suppose 6 = 0. When c = 0, D*d~ι is cube-free and one can apply Theorem 1.1 (ii). Therefore suppose c Φ 0. Then (1.18) holds. Proceeding as above, we show that the only cases permitted by (1.16) (when Q(β) is a field of the first kind and when
, 2), (7-23, 7 2 , 2), (7-15, 15 2 , 2); for each case, a contradiction is again obtained from (1.5), (1.6), and (1.7).
(2) Fields of the second kind.
When Q(θ) is a field of the second kind, the proof is about the same and we shall omit many details. Suppose ε is the square of a unit (x + yθ + zf~Ψ)/Z of Q(β), where x, y, ze Z. Then comparing coefficients, we obtain
As f 2 g is congruent to +1 or -l(mod 9), then ( (i) Let c£| -D. The only cases allowed by (1.24) when m is cube-free and when Q(θ) is of the second kind are (D, d, V) = (7-7, 7, 2), (31 7, 7, 2); a contradiction is obtained as usual.
(ii) Suppose d\D 2 and d\Ό. ? > 108 F 4 for V ^ 11. When V = 10, 9, 8, 7, 6, 5, 4, 3, 2, then Ds > D ^ (F 3 -1)(&F 3 -1) ^ 108F 4 for b ^ 2, 2, 2, 3, 4, 5, 7,13, 31 respectively. Let us explain the case F = 2. For each 6,1 <; 6 <; 30, the value of s related with the value of 8b + i can be used in order to obtain a better bound for Ds, so that only a few possibilities for the integer a remain to investigate by hand. After having done this forF =2, 3, , 10, we conclude that (1.24) excludes all possible cases. When s = l and when 6F 3 + i is a square >1, we easily get a contradiction for (D, d, V) = (7-121, 7 2 121, 2), the only case permitted by (1.24).
Finally, suppose s = 1 and 6 = 0. We can assume c Φ 0 by Theorem l.l(ii). We then have to take care of the following cases: (ii) Suppose d\D* and d\Ό. When s > 1, there is no case permitted by (1.25) . The same conclusion holds when s = 1 and bV 3 + i is a square >1.
Finally, if s = 1 and 6 = 0, the only individual cases to consider are the following ones: ( Because the α's are obtained from the recursion formulas defined in [6], we simply have to prove that the δ's are correctly stated.
It is easy to show that the inequalities
hold, so that we have
This implies 6ί υ = 1. The other 6's are similarly obtained. However, we need for δ{ 3) the more refined inequality ω < 2 F -1/4 F, and sometimes we have to check directly the case V = 1.
The components of α (6) are algebraic integers so that the Bernstein formula will produce in Q(ώ) the unit
The unit obtained from the Hasse-Bernstein formula is 12 e 2 = Π a? .
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The time needed to calculate the above expression is reduced if we note that the JPA of c (0) = (α{ 12) , ai 12) ) is purely periodic with primitive length 6; the A's in relation with the JPA of c (0) can be calculated and the last equality of formula (0.12) is used to get
In conclusion, we obtain the same unit. By Theorem 1.1, this is the inverse of the fundamental unit of Q( ΨΉ) when M is cubefree.
3. The case m = 64 F 3 -24 F 2 + 3F. When
the JPA of (θ, θ 2 ) yields the following vectors. 
Here again the a's are obtained from the recursion formulas defined in [6] . The above-mentioned 6's are obtained from the inequalities (3.2) 4F-K0<4F and 16 F 2 -4F< 0 2 < 16F 2 -4F + 1 , though we need for bl 3) , bi 4) , and δf 1 the inequalities with M = (9ίV s + I) 3 -1; t, VeN* .
Proceeding as in Chapters 3 and 4, and using the inequalities
we obtain the following vectors: This shows that if 3|ί, the JPA of (θ, θ 2 ) is a particular case considered by L. Bernstein. (See (0.6) in the introduction.)
5. The case m = tfV 6 + 3£ 2 F 3 + 2U The notion of a generalized JPA was introduced by L. Bernstein [5] , the only difference from a JPA being in the fact that the δ's are defined arbitrarily.
In this chapter, we show that a generalization of the JPA of (β, θ 2 ) where ,» = /(-2F (i = 4, 6, 7, 9 which is the square of the inverse of the fundamental unit of Q(α>), when ft) 3 is cube-free. If we calculate ΠϊU^ by proceeding in Chapter 2, we obtain the same unit (6.2). Nonetheless, a unit which turns out to be the fundamental unit of Q(α>), can be obtained from the JPA of (ft), ft)
2 ), from the following theorem. Proof. If we multiply both members of identity (0.12) by N~\ it follows immediately that (6.3) and its inverse are algebraic integers. To apply the last theorem, take iV 4 = 2. 
