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ABSTRACT
This study aims to address the deciencies of the Marcus model of electron transfer
(ET) and then provide modications to the model. A conrmation of the inverted energy
gap law, which is the cleanest verication so far, is presented for donor-acceptor complexes.
In addition to the macroscopic properties of the solvent, the physical properties of the sol-
vent are incorporated in the model via the microscopic solvation model. For the molecules
studied in this dissertation, the rate constant rst increases with cooling, in contrast to the
prediction of the Arrhenius law, and then decreases at lower temperatures. Additionally,
the polarizability of solute, which was not considered in the original Marcus theory, is in-
cluded by the Q-model of ET. Through accounting for the polarizability of the reactants, the
Q-model offers an important design principle for achieving high performance solar energy
conversion materials. By means of the analytical Q-model of ET, it is shown that including
molecular polarizability ofC60 affects the reorganization energy and the activation barrier
of ET reaction.
The theory and Electrochemistry of Ferredoxin and Cytochrome c are also investigated.
By providing a new formulation for reaction reorganization energy, a long-standing dis-
connect between the results of atomistic simulations and cyclic voltametery experiments is
resolved. The signicant role of polarizability of enzymes in reducing the activation energy
of ET is discussed. The binding/unbinding of waters to the active site of Ferredoxin leads
to non-Gaussian statistics of energy gap and result in a smaller activation energy of ET.
Furthermore, the dielectric constant of water at the interface of neutral and charged
C60 is studied. The dielectric constant is found to be in the range of 10 to 22 which is
remarkably smaller compared to bulk water( 80). Moreover, the interfacial structural
crossover and hydration thermodynamic of chargedC60 in water is studied. Increasing the
charge of theC60 molecule result in a dramatic structural transition in the hydration shell,
which lead to increase in the population of dangling O-H bonds at the interface.
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Chapter 1
INTRODUCTION
1.1 Standard Marcus Theory of Electron Transfer
Understanding the kinetics of electron transfer (ET) reactions is important for a broad-
spectrum of chemical and biological processes. Since the mid-nineteenth century, the gen-
eral understanding of ET reactions in the condense phase has been dramatically upgraded
by Marcus theory of ET [29, 30]. This modern formulation of kinetics of electron transfer
which has been improved and extended [31, 32, 33, 34] gradually to describe a variety of
reactions involved in biological, chemical and physical systems. The theory is the mainstay
for interpretation of phenomena in many elds, including solar energy conversion, photo-
synthesis and the huge number of oxidation-reduction reactions in biology and chemistry.
A key prediction of the theory was the inverted region and consequently the bell-shaped ki-
netics of the ET in the driving force coordinate. Although this Nobel-winning theory is very
inuential, it has some deciencies which need to be addressed for modern applications.
To describe the mechanism of ET, the process can be broken into two steps. The rst
step is based on the probability of nding the nuclear conguration of the system in the
energy level in which the initial and nal states are in resonance (crossing point). The
second step is the change in the electronic states of the system from the initial to the nal
state or the probability of nding the electron in the nal electronic state while the nuclear
congurations are frozen. Both these steps can be traced using the free energy surface of
ET.
Free energy of electron transfer, Marcus parabola. The process of ET can be
described by a free energy diagram. The Marcus theory predicted a parabolic free energy
1
surface of ET as a function of a proper reaction coordinate. However, it is important to
know what physical property can be used as a reaction coordinate which represents the
progress of the reaction. Through inspiration from the Marcus denition of reaction coor-
dinate, Warshal and co-workers dened the reaction coordinate as the energy gap between
the nal and initial states or as the difference in energy of the system before and after ET
[16].
X = Ef   Ei (1.1)
According to Warshal formalism, one can obtain a linear relation between free energy
surfaces and the reaction coordinate [16]. In this denition, the vertical energy gap between
the free energy surfaces represent the reaction coordinate:
G2(X) = G1(X) + X (1.2)
where 1 and 2 refer to initial and nal states, respectively.
The main challenge in this paradigm is how to make a connection between free energy
surfaces and physical parameters which can describe the observables, which are outcomes
of experiments or computer simulations. Based on Marcus formalism, this two-states ET
system can be modeled by two thermodynamic parameters, driving force  DG0 and reor-
ganization energyl . Reorganization energyl is considered as a sum of two contributions,
internal and solvent reorganization energies. The internal reorganization energy is the en-
ergy required to structurally reorganize the donor and acceptor to a new conguration. The
solvent reorganization energy is the energy of density uctuation and reorientation of sol-
vent molecules in response to the sudden change in solute charge distribution. Depending
on the treatment and according to a complete description, the reorganization energy can be
different for the initial (l 1) and nal ( l 2) states. In the case of standard Marcus theory,
2
Figure 1.1: Free Energy Surfaces of Initial and Final States of ET Along the Reaction
Coordinate X. At Crossing Point of Two Parabolas X = 0. The Difference Between First
Moment of Energy Gap hXi i , i = 1;2 Represent Stokes Shift Reorganization Energy l St.
The Variance of Reaction Coordinate, l i = h(dX)2i i=(2kBT), At the Minima Define the
Reorganization Energy l i
these two l s are approximated as one reorganization energy, allowing one to use the equal
curvature free energy surfaces, which satisfies the energy conservation in equation 1.2. The
Gibbs free energy or the reaction free energy DG0 is the vertical energy difference of the
initial and final equilibrium states (Figure 1.1).
The probability of reaching the crossing point X= 0 determines the free energy of acti-
vation [35]:
DG† = (l + DG0)
2
4l (1.3)
As illustrated in figure 1.1, the activation energy DG† is the difference of free energy
surfaces at the minimum hXi of the parabolas and crossing point X= 0. According to the
Marcus theory and from equation 1.2, depending on the magnitude of the reorganization
energy and driving force, three regimes for the process of ET reactions are proposed: i) the
normal regime where the reorganization energy is greater than the driving force l >   DG0,
3
ii) the inverted regime where the driving force is greater than the reorganization energy
l <   DG0, and iii) the activation-less regime where the reorganization energy is equal
to the driving force l =   DG0. These three regimes were predicted by Marcus in 1956
[36]. He predicted that the rate of the ET reaction increases by increasing driving force,
consistent with the empirical evidence of the time, and it reaches to a maximum rate. He
also anticipated that by further increase of the driving force the rate will decrease, which is
called the inverted region of ET, although this seemed counterintuitive at the time. It took
about thirty years for the inverted region to be proven experimentally by Miller and Closs
for intra-molecular ET in a series of donor-spacer-acceptor molecules where the donor and
acceptors were in a constant distance by means of a rigid spacer [13, 14, 12]. They used
a series of eight different acceptors which vary by the aim of changing the driving force
of the system and by driving the ET reaction to the inverted region. Of course, it was not
a very robust approach since chemical modification of structures were applied, but it was
sufficient for that time. For this discovery, the Nobel Prize in Chemistry was awarded to
Marcus in 1992.
However, some fundamental assumptions and approximations are involved in the Mar-
cus model. There are features in the model that can break down in real applications to
simple and complex systems. The goal of this study is to first address these features and
then provide more general models or improve the current models for advance applications.
In the course of this study we attempt to address the potential deficiencies of the model
within a logical framework and then provide extensions to the model. To this end, we first
discuss the deficiencies of the standard Marcus theory.
1.2 Beyond the Standard Marcus Theory
The original formulation of the Marcus model is based on a macroscopic description
of the solvent and also on the Gaussian statistics of the energy gap or linear response ap-
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proximation. This formulation results in the parabolic shape of the free energy surfaces
of ET versus the reaction coordinate. These parabolas have the same curvature (variance)
produced by the Gaussian distribution of the energy gap. The first deficiency of the model
is that the dielectric continuum model, which was used in the Marcus derivation, did not
properly anticipate the temperature dependence of the solvent free energy and solvent reor-
ganization energy .Also, the molecular nature of the solvent is not present in the continuum
model. The second issue which is not described in the standard Marcus model comes from
not including a remarkable change in the polarizability of the system in the course of ET
reactions. In addition to the change in the polarizability, there might also be a change in the
structure of donor-acceptor molecules upon ET which is not adopted in the standard model.
Lastly, deviation from the Gaussian statistics of the energy gap or the linear response ap-
proximations in non-ergodic systems, like biological systems, was not recognized until
recently [34]. Thus far, there are a few important modifications and extensions that could
improve the Marcus model to understand, interpret and apply to more complex ET systems.
1.2.1 Temperature Dependence of Reorganization Energy and Driving Force
In the standard Marcus formulation, the temperature dependence of the driving force
and the reorganization energy of the ET reaction was not included. In general, the solvent
contribution was included through the dielectric continuum model, which is not properly
formulated to include the alteration of the reorganization energy or the driving force with
thermodynamic variables such as pressure and temperature. Theoretically, in the Marcus
model, the thermodynamics of solvation and the solvent reorganization are provided by
the dielectric continuum model of solvation. The model anticipates that all the informa-
tion needed to understand the functionality of l and DG0 in various external conditions are
incorporated in the Pekar factor, c0 = e  1¥   e
  1
s , where e¥ and es are the high-frequency
and the static dielectric constant of the solvent, respectively. Some experimental studies
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[37, 38] have verified the linear trend, l µ c0 as predicted by Marcus model. On the other
hand, there are some experimental [39, 40, 41, 42] observations and theoretical calcula-
tions [43, 44, 45, 46] that have questioned the linear trend. These studies suggest that the
continuum model might be sufficient to see the general picture, but not robust enough to
get information about real mechanisms happening in the course of reactions. Another sim-
plification applied by the continuum model is that the geometrical shape of the solute for l
and DG0 calculations are simplified to spheres and the structural shape of the solute was not
captured. The solvation of non-spherical systems results in a more complicated dependence
of the model on the dielectric constants of solvent. In addition to these simplifications, the
molecular nature of the solvent molecules are not presented in the continuum model. The
absence of these factors might be the reason that the continuum formalism fails to reason-
ably predict the temperature dependence of the reorganization energy and the driving force
in polar solvents.
Therefore, an alternative model, which includes the molecular properties of solvent
molecules, can improve our understanding about the mechanism of ET. Concertedly, new
insights into the microscopic mechanisms of solvent motions along the ET reaction is re-
quired. Now, the question is can a simple model of a dipolar liquid improve the deficiency
of the continuum model to describe the effect of parameters like temperature on ET reac-
tion? There are a number of studies [45, 47] which suggest an answer to this question.
Its suggested that the microscopic models of solvation can adequately account for the tem-
perature variations of l (T) and DG0(T). The microscopic solvation model incorporates
all physical properties of solvent molecules. The model includes the effective molecular
diameter s (T) of solvent, the solvent density r (T), dipole moment m, and polarizability
a , in addition to the dielectric constants e¥ (T) and es(T). All these parameters can be in-
troduced to the model from experimental measurements of properties of the solvent. This
model can reasonably realize the effect of thermodynamic parameter, such as temperature.
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The temperature dependence of solvation is an important source of the temperature varia-
tion of activation energy of the ET reaction, which is incorporated in the free energy DG0
and the reorganization energy l . Therefore, we need to take into account the temperature
dependence of both l (T) and DG0(T) to understand the temperature dependence of the
ET rate constant. Thermal motions of solvent molecules are important for electronic tran-
sitions in liquids. The microscopic solvation model suggests that the dipolar rotations of
polar liquids produce the reorganization energy, which depends on temperature via den-
sity. The electric field of charged solute result in density, orientational and translational
fluctuations of solvent molecules. Solvent molecule motions are highly correlated to the
transferred charge and the distribution of the energy gap X, which is a Gaussian function,
according to the central limit theorem [35],
P(X) µ exp    (X   h Xi )2=(2s 2X)

(1.4)
where s 2X = 2kBl , described by the fluctuation-dissipation theorem as the macroscopic
response. The energy gap variance s 2X depends on temperature through linear relation with
temperature and also implicitly by l (T) which, in general, reflects physical phenomena of
thermal fluctuations of the energy gap.
According to the microscopic solvation model, molecular rotations and translations are
the two sources of the thermal bath fluctuations which sums up to the total reorganization
energy, l = l p + s 2d=2kBT . In this equation, the first term l p is the contribution of dipo-
lar reorientation to the reorganization energy. The second term describes the microscopic
density fluctuations which is scaling with temperature as 1/T.
Now one can ask the question if it is possible to provide a clean approach to confirm
the Marcus inverted region by changing the thermodynamic parameters like pressure and
temperature. Miller and Closs tried to verify the inverted region of ET by changing pressure
[48] and temperature [13, 14, 49].
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As mentioned, the Marcus prediction of the inverted region, where the rate of ET re-
actions slow down by increasing the driving force [50], verfied experimentally by Miller,
Closs and Calcaterra for long-distance intermolecular ET reactions in solution for a series
of donor-spacer- acceptor (DSA) molecules [12]. In the studied series of DSA molecules, a
set of aromatic acceptors in connection to the same donor-spacer moiety were structurally
modified. In these DSA molecules, the donor and acceptor are kept at a constant distance by
a rigid spacer. Eight different acceptor groups were used to change the driving force of the
ET reaction in order to get to the predicated inverted region. The kinetics of intramolecular
ET reactions, for the eight compounds, are measured in 2-methyltetrahydrofuran (MTHF)
by pulse radiolysis technique and plotted versus the free energy of the ET reactions. The
DG0 values were taken from electrochemical literature [51, 52, 53, 54] and also from
pulse radiolysis experiments [12]. In order to confirm the bell-shaped energy gap law,
it is assumed that the solvent reorganization energy, the electronic coupling, the internal
reorganization energy, and the frequency of intermolecular vibrations are the same for
all chemically modified molecules. The mentioned parameters were obtained by the fit-
ting of the measured rates to the Marcus model provided that the solvent reorganization
energy(l s = 0:75 eV for MTHF), internal reorganization energy(l v = 0:45 eV ), the fre-
quency of intermolecular vibrations (wv = 1500cm   1 ), and coupling matrix element (V=
6.2 cm   1) are fixed. Although they proved the inverted region, a clean approach needed to
be used to eliminate the applied approximations.
Later, the same group measured the temperature dependence of the rate of ET reactions
for three complexes by a straightforward design (altering one variable, temperature) with
the aim of direct test of the Marcus theory [55, 14]. The kinetics of intramolecular ET
in the complexes were concluded to be temperature independent in the temperature range
of 179 to 373 K. However, it should be noted that, for the range of temperature that is
usually applicable for ET reactions in solution phase, the temperature dependence of the
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reorganization energy and the driving force are small and often neglected.
In chapters 2 and 3, we will show that the bell-shaped energy gap law in the Arrhenius
coordinate for the temperature dependent kinetics of ET could be obtained by extending
the temperature range to lower values. We will provide a theoretical analysis of the experi-
mentally measured temperature dependent kinetics of ET for donor acceptor molecules in
the framework of extended Marcus theory. We will show that the temperature dependent
kinetics of intramolecular ET does not appear to obey the Arrhenius law if the temperature
range is extended to lower values. It will be discussed that by using the microscopic solva-
tion model, the reorganization energy and the free energy are approximately a hyperbolic
function of temperature. By temperature variation, the reorganization energy and the driv-
ing force are changing opposite of each other and, at some point, they add up to zero, which
corresponds to the maximum rate and results in a bell-shaped plot in the Arrhenius coor-
dinate. The results provided in chapters 2 and 3 indicates a very uncommon observation
since, at a certain temperature range, the ET rate increases by cooling the system.
In chapter 2, the cleanest verification of the Marcus inverted region is presented for a
charge recombination reaction in fullerene-porphyrin dyad. The physical reason for such
an unusual temperature dependence is a strong, approximately a hyperbolic, decrease of
the solvent reorganization energy with increase of temperature. This temperature depen-
dence is calculated based on the microscopic solvation theory of the solvent effect on ET
reorganization energy. These results are combined with the outcome of quantum calcula-
tions to calculate the reaction rates. The consistency of the theory is tested by calculating
the temperature dependence of three rates, one charge recombination rate and two charge
separation rates, with a single set of parameters. A perfect agreement between calculated
rates and experimental findings is reached. For the charge recombination reaction, an in-
verted parabola for the rate constant versus temperature is observed. The existence of the
maximum in the Arrhenius coordinates will help scientists in the field to determine the
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mechanistic parameter of ET.
In chapter 3, the existence of the Marcus bell-shaped energy gap law in the Arrhenius
coordinate for Miller complexes is provided. The experimental results reported the exis-
tence of an anti-Arrhenius temperature dependence of the rates measured for two donor-
acceptor complexes. This data, which could not be interpreted by the standard Marcus
model, is analyzed by the microscopic solvation model. Although the standard Marcus
model could account for the kinetic data, it fails to reproduce the experimental temperature
dependence of the reaction free energy. The Q-model of ET allows a non-parabolic free
energy surface to resolve the problem and provides a consistent result for all experimental
(kinetic and thermodynamic) data. The Q-model suggests an important aspect for design-
ing high performance solar energy materials. In this perspective, the maximum rate of ET
is achieved at smaller driving forces compared to the Marcus model.
1.2.2 Effect of Polarizability on Electron Transfer Reactions, Q-Model of Electron
Transfer
The effect of electronic delocalization and polarizability of electron donor-acceptor sys-
tem is less discussed in the standard Marcus theory and in the field. Actually, the standard
Marcus theory is required to be extended to incorporate the polarizability of charge transfer
molecule or complex varying with electronic transitions. In this section, I will provide some
experimental evidence showing that the ET rate constant can be influenced by the polariz-
ability of reactants and then address the model, which can incorporate the polarizability of
solute.
The C60 as a spherical, rigid, and polarizable molecule would seem to be an ideal system
for testing predictions of the ET models. This system is well-behaved from both experi-
mental and theoretical points of view. One of the unique features of fullerenes is their
remarkable polarizability as they have delocalized p systems. They can easily accept mul-
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tiple electrons with minimal or negligible structural change. The aspect of different polar-
izability of solute in the initial and final states of ET is not captured in the Marcus model.
For redox reactions, which have zero overpotential (DG0 = 0), the reorganization energy
is the only important factor determining the free energy of activation. The Marcus theory
of ET predicts that the value of the rate constants should be similar when the reactants and
products have the same size. In the standard Marcus theory for the half reaction of ET in
redox pair (e.g. C060 and C-160 oxidation states), if one measures the electrochemical rate as
a function of temperature, the slope represents the activation energy. However, in the half
reaction of ET, the free energy, DG0, is zero and, consequently, there is a direct relation
between l and activation energy (from eq (1.3) DG† = l =4). In the Marcus theory the
definition of l is :
l = ( Dq)2( 1
e¥
 
1
es
)( 1
2RD
+
1
2RA
 
1
RDA
) (1.5)
If one repeats the experiment for the C-160 and C-260 and other redox pairs, the same slopes
are expected as all the parameters (e¥ , es, Dq and geometrical factor) in the above equation
are similar.
However, there are some kinetic measurements which cannot be interpreted by this the-
ory as will be discussed in following. By using the Cyclic Voltametery (CV) method, Diao
and Zhang measured the heterogeneous ET rates constant of five redox couples of Cn60 in
six (n= 0, -1, -2, -3, -4 and -5) oxidation states as a function of temperature in the range
of 223 to 291 K (eight temperatures with increments of 10 K) [4]. They used a mixture
of acetonitrile and toluene as solvents. In the next step, they plotted the logarithm of the
rate constants in the Arrhenius coordinate to determine the activation energy(DG†) of those
reactions. Then the activation energies were obtained from the slopes of the plot, which are
25.6, 20.2, 20.7, 29.3 and 25.3 kJmol  1 for C0=  160 , C
  1=  2
60 , C
  2=  3
60 , C
  3=  4
60 and C
  4=  5
60 ,
respectively (figure 1.2). Clearly, different slopes correspond to diffrent reorganization en-
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Figure 1.2: Rate Constant in Arrhenius Coordinate in Temperature Range 223 to 293 K. Diao
and Co-Workers Investigted the Hetrogenious ET Rate Constants of Fullerene (C60) by Cyclic
Voltammetry Technique [4]. They Studied the Reduction of C60 in the Mixture of Acetonitrile
and Toluene(Volume Ratio 1:5). The Heterogeneous ET Rate Constants of the First Five Redox
Couples of C60 Were Measured. The Heterogeneous Rate Constant k Can Be Calculated From the
Peak Potential Separation, DEp, of Redox Couples From Voltagramm at a Hemispherical Ultrami-
croelectrode, as Discussed in a Ref. [4]. The Temperature Dependence of the Rate Constant Fitted
to Arrhenius Equation to Calculate the Activation Energy of Reaction, DG† and Pre-Exponential
Factor. The DG† Is Obtained From the Slopes of the Lines in This Figure, and the Results Are 25.6,
20.2, 20.7, 29.3 and 25.3 KJMol  1, Respectively.
ergies (l = DG†=4) and, therefore, the results are not consistent with the Marcus theory of
ET. One possible reason for different reorganization energies might be the various polariz-
abilities of fullerene in different oxidation states. Fullerenes have a highly delocalized p-
system and adding negative charges will change their polarizabily. It should be mentioned
that the difference in polarizability of initial (before ET) and final (after ET) states of solute
are not considered in the Marcus model. One possible reason for the different slopes (l ) in
Cn60 / Cn-160 pairs might be the lack of including the Da between the reactant and the product.
These experimental results suggest that the reorganization free energy may, in general,
be effectively controlled by the polarizability of solutes. The polarizability of charge trans-
fer complex can change the energetic picture of activation barrier and can facilitate the
process of ET [5]. The change in the polarizability is the result of the variation of the
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distribution of charge density due to electronic transition. Indeed, change in the charge dis-
tribution of molecule can alter the ability of the electronic cloud to delocalize and polarize
due to the electric field [33]. To this end, the standard theories of ET reaction is extended
to include change in both the dipole moment and the polarizability during the electronic
transition [33].The molecular polarizability can possibly affect the electronic coupling and
the reorganization energy [32].
One suggestion to overcome this challenge would be to take into account the change
in the polarizability of the solute by using an appropriate model. Q-model can be used
to include the effect of polarizability of solute in ET reactions. To model a more realistic
feature of the free energy surfaces for ET complexes, a three parameter ET theory (Q-
model) was developed by Matyushov and Voth [31, 32, 33]. They provided a more general
formulation for the energetics of the charge transfer complex based on the fact that the
force constants Ki of initial and final states are different. Assuming the coupling between
solute and solvent is linear, for system in the electronic states i the energy is given by:
Ei = Ii + Ciq+
1
2
Kiq2 (1.6)
where the sum of the first two terms is the energy of system in the linear solvation
approximation. In this equation, q is the collective modes of solvent, Ci is the strength of
coupling between solvent and solute, and Ii is vacuum energy of state i. In the Marcus
theory, the collective force constants in the initial and finals states are equal, K1 = K2.
Obviously, variation of Ki between the two states result in a departure from the Marcus
model. In this situation, the energy gap has a linear relation with q, however, in a more
realistic case, the energy gap is a quadratic function of q. According to this definition,
Matyushov and Voth provided a fundamental analytical equation for the free energy curves
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of system as a function of the energy gap X [31, 32, 33] ,
e  bFi(X)+ bF0i = ( 1   e  b l ik 2i )   1
s
l i jki j3
jX   X0j e
  b (jki jjX   X0j+ k 2i l i)
I1(2b
q
jki j3l i jX   X0j)
(1.7)
where X0 is the fluctuation boundary defined in terms of DG0 and l as X0 = DG0  
k 2l =(1 + k ). The parameter X0 specifies the lowest allowed value of energy gap by the
Q-model. Also, I1(x) is the first order modified Bessel function. The Q-model incorporates
the third parameter k which quantifies the deviation from the Gaussian statistics. The
equation (1.7) has, however, five parameters : ki , l i and X0. Since these parameters are
dependent through relations, k2 = k1 + 1 and l 1k 31 = l 2k 32 , the total number of parameters
can be reduced to three. Therefore, to describe the free energy surfaces of ET reactions,
the Q-model needs an extra parameter k , in addition to the two parameters (DG0 and l )
required in the Gaussian statistics. When k ! ¥ , the Marcus theory will be recovered.
In other words, if jki j  1 (correspond to K1 = K2), then l 1  l 2 = l and the classical
Marcus free energy surfaces are produced. The allowed values of k can be describe by
two inequalities, k > 0 and k <   1. For small values of k , the picture of two crossing
parabolas with the same curvature will be replaced by nonparabolic free energy surfaces
which are functions of the X and X0 [31, 32, 33]. One of the beauties of the Q-model is
that the change in the polarizability of the solute can be captured through the parameter k .
As will be explained in future chapters, the parameter k has an inverse relation with the
polarizability difference of the solute upon ET, ki µ (   Da i)   1. The Da is the difference
in polarizability of the final state a2 and the initial state a1. If the Da ! 0, then k ! ¥
and again the standard Marcus picture will be recovered. In some cases, deviation from the
Gaussian statistics, causes the free energy surfaces cross at a smaller activation barrier. In
the self-exchange ET reaction, by using the Q-model, we can define the activation energy
as, DG† = k (p jl k 2j=(1 + k )   p kl )2. As will be discussed in future chapters, systems
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which satisfy the conditions of the Q-model by providing an appropriate value of k , can
result in small activation barrier and consequently can be used as an efficient solar energy
conversion system.
Another issue, which is less discussed in the standard Marcus theory, is that the model
does not incorporate the change in the configuration of solute upon ET reaction. In some
charge transfer complexes like protein, change in intermolecular modes affect the effective
force constant and may result in deviation from the linear response approximation. Such a
change in the configuration of the system is realized in the Q-model and included through
the parameter k . As will be discussed in chapter 3, not only the change in polarizabilty can
be captured by k , but also torsional rotations of the solute moiety can be realized by the
Q-model.
In chapter 4, a sequence of oxidation-reduction reactions of C60 fullerene is studied
as a method to test the standard models of ET. The model anticipates that the barriers for
sequential reactions should be insensitive to the charge states. Moreover, the kinetics of ET
half reactions are expected to produce similar Arrhenius plots. This prediction provides an
avenue to test the model. The reorganization energy of ET for different charge states of
C60 in the temperature range 240 to 360 K is obtained. The simulations are combined with
the theoretical Q-model of ET producing the dependence of the reorganization energy on
oxidation states through accounting for the polarizability of reactants. It is shown that the
activation barrier for electrode half reactions change for various oxidation states of C60.
1.2.3 Electron Transfer in Proteins and Enzymes, Non-Ergodic Effect
Energy in living cells is transfered from the source of energy, food or sunlight, through
electrons to drive reactions of the cell. The ability of nature to transfer electrons over a long
distance, i.e. in electron transport chain, with negligible loss of driving force is a mystery
and has not been adopted in artificial energy conversion systems. The dynamics of the pro-
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tein matrix and the water solvent play an important role in optimizing the performance of
biological systems. The main focus of scientists is to understand the mechanistic principles
that govern such optimal processes.
An optimized situation for ET reactions is accomplished if there is a small or no activa-
tion barrier, which is the case for photosynthesis in nature. While this architecture appears
to be very powerful, it contradicts the energetic conditions of the standard Marcus theory of
ET in solutions. Therefore, corrections to the mechanistic parameter of the Marcus model
are needed. Here, two parameters determine the activation energy of ET reactions: the
driving force of reaction -DG0 and the free energy of the reorganization of the bath. While
the reaction free energy (-DG0) is well-established and well-defined in the field, the second
parameter needs to be redefined with more attention.
For biological systems like proteins, calculating the reorganization energy of the ther-
mal bath with the classical Marcus approach leads to a high value  1:5 eV which is incon-
sistent with the efficient design in biology. The Marcus formalism is based on the equilib-
rium thermodynamic of the system which can sample the entire phase space of the reaction
coordinate. Proteins often function in ergodicity broken situations and the calculations
of their rates require non-ergodic activation kinetics formalism. Discontinuous ergodicity
breaking corresponds to the splitting of the reaction coordinate into the fast process, which
drives the ET reaction, and the slow process, which is based on the conformational change
of protein.
The transition-state theory can be extended to include the contribution of heterogeneous
media through the non-ergodic activated kinetics. For redox proteins like cytochrome c or
Ferredoxin, the reaction free energy is close to zero. Therefore, the activation free energy
can be defined by the reorganization energy of medium DG† = l =4(1.2). Early and more
recent Molecular Dynamic (MD) simulations using advanced force fields reported the re-
organization energy of cytochrome c in the range of 1 to 1.5 eV [56, 57, 58] [59, 60]. This
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means a high driving force is needed to penetrate the activation barrier in the electron trans-
port chain which is against the rules that govern the processes in nature. More consistent
with nature, however, the electrochemists measure smaller reorganization energy, 0.4 to 0.6
eV, calculated from the Marcus model [61, 62]. Evidently, the results of MD simulations
are off by a factor of two or three. Therefore, the formulation for the reorganization en-
ergy calculations needed to be improved. Recent studies have shown that proteins cannot
sample all phase space on the ET process timescale [5, 34]. In other words, the ET takes
place at a faster rate compared to the conformational motions of the protein embedded in
the bath. The linear response approximation breaks down in this situation and leads to the
non-ergodic effect.
Obviously, some extensions or corrections for application of the standard Marcus theory
in biological systems are needed to take these effects into account. Matyushov and his team
investigated the non-ergodic systems like proteins to modify the Marcus equation to include
the non-ergodic effects [5, 34]. In the standard Marcus theory, the reorganization energy
can be calculated using two approaches. One is from the difference of minima of free
energy surfaces or from peak positions of the maxima of emission and absorption peaks,
Stokes shift (l St). The second approach is from the curvature of each parabola or variance
of the energy gap, l = h(dX)2i =(2kBT).
In the Marcus model and for simple systems, both approaches lead to the same value of
reorganization energy. On the other hand, Dinpajooh et al. reported that the reorganization
energy of cytochrome c calculated from the variance of the energy gap (l ) is greater than
that calculated from the minima of free energy surfaces (l St) [5]. The mechanistic outcome
of this new perspective requires an extra parameter to calculate the activation energy of the
ET reaction. In this case, the activation energy can be defined by DG† = l r=4 where l r
is ”reaction reorganization energy” which is a combination of l St and l , l r = ( l St)2=l .
It should be noted that for short simulations the values of both reorganization energies are
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Figure 1.3: Active Site of Cytochrome C. The Amino Acids, Histidine (Blue), Cysteine
(Green) and Methionine (Orange) Are Bonded to Heme (Gray) [5]. Reprinted with Per-
mission from Ref. [5]
very close. Long simulations are needed for convergence of l . By this new definition of
reorganization energy l r , smaller activation energy is obtained compared to the Marcus
model. It should be mentioned that the electrochemical kinetics experiments report l r .
The ratio of two reorganization energies defined as kG = l St=l represents deviation of
l s from the Marcus model. In biological systems, since kG > 1, they have a smaller
activation barrier. In addition to the formulation of the reaction reorganization energy,
Dinpajooh et al. also investigated the effect of polarizability of the active site of cytochrome
c on the mechanistic parameters of ET reactions. The active site of cytochrome c consists
of heme, methonine, two cysteine and histidine amino acids (figure 1.3). They aimed to
investigate whether including the polarizability of the active site of cytochrome c can reduce
the activation barrier of ET.
The electric field from the bath can deform the electronic distribution (or polarizabil-
ity) of the active site of cytochrome c. Addition of the polarizability to the definition of
ET can be done through perturbation theory. The Quantum Mechanic/ Molecular Dynamic
(QM/MD) algorithm was used in the modeling of the active site (figure 1.3). In this formal-
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Figure 1.4: Free Energy Surfaces Gi(X) = Gi0   kBT ln[Pi(X)] Half ET Reactions of Cy-
tochrome C in Oxidized (Left Curves) and Reduced (Right Curves) States. The Red Lines
and Points Show the Results of QM/MD Approach and the Blue Lines and Points Show the
Results of Classical MD Simulations.(Top Panel) Gi(X) of the Half Reactions in the Absent
of Polarizability of Quantum Center. (Low Panel) The Free Energy Surfaces of Polarizable
Active Site of Cytochrome C with Polarizability of jDa j = 31A˚3. In These Panels the
Crossing Point of Gi(X) Representing the Transition State, X = 0, of the Electron-Transfer
Reaction [5]. Reprinted with Permission from Ref. [5]
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ism, the electronic density of the active site can deform in respect to the external electric
field produced by nuclear fluctuation of the environment. The free energy surfaces of ET
for cytochrome c is shown in figure 1.4. Figure 1.4 (top panel) represents the consistency
of classical MD and QM/MD simulations that offer a small impact of redistribution of
charge at the active site on crossing the point of the parabolas. In this case, two reorgani-
zation energies are similar, l ’ l St. Figure 1.4 (bottom panel) shows that the l increases
by including polarizability of the active site of the protein while the l St remains nearly
unchanged.
Therefore, increasing the polarizability increases l in the denominator of l r and conse-
quently lowers the activation energy of ET. One can expect that an electron-transfer protein
can achieve a small activation barrier if it functions with huge change in the polarizabil-
ity of reduced and oxidized states, jDa j = ja Ox   a Redj  0. The reaction reorganization
energy calculated from this QM/MD approach is about 0.56 eV which is very close to the
experimental results (l r  0:6 eV) [61, 62]. As described, the consequence of kG > 1
is a smaller activation energy which is coming from insufficient sampling of phase space
(non-ergodic behavior of enzyme) or from non-Gaussian statistic of energy gap from fluc-
tuations of bath and non-equal curvature of free energy surfaces. A remarkable difference
in polarizability of reduced and oxidized states has an important role in the latter scenario.
The electronic polarizability of proteins or enzymes can be considered as a tool which helps
tune the activation barrier of ET reactions or the catalytic reactions in general.
In chapter 5, theory and electrochemistry of cytochrome c will be discussed. There
was a long-standing disconnect between the reorganization energy reported by molecular
dynamic simulations and the results of the electrochemistry of proteins. With the help of
electrodes, which are modified by self-assembled monologues, experimentalists can pro-
vide accurate measurements of the reorganization energies of redox proteins by cyclic
voltametry. The reported values are often quite low, with a magnitude of about 0.6 eV.
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Figure 1.5: Free Energy Surfaces Gi(X) = Gi0   kBT ln[Pi(X)] Half ET Reactions of Cy-
tochrome C in Oxidized (Left Curves) and Reduced (Right Curves) States. The Red Lines
and Points Show the Results of QM/MD Approach and the Blue Lines and Points Show
the Results of Classical MD Simulations. The Free Energy Surfaces of Cytochrome C with
Polarizability of jDa j = 123A˚3 [5].Reprinted, with Permission, from Ref. [5]
On the other hand, much larger values of the reorganization energy have been reported,
which are typically in the range of 1 to 2 eV. This discrepancy is resolved by providing a
new formulation for reorganization energy. The reaction reorganization energy, which is
discussed in chapter 5, is a composite of two reorganization energies potentially available
from MD simulations. One of them is coming from the average of the energy gap (l St)
and the other one comes from the variance of the energy gap (l ). The suggested reaction
reorganization energy turns out to be fully consistent with the electrochemical experiments,
as will be discussed in chapter 5 by comparing our results with those obtained by cyclic
voltametry for horse heart cytochrome c [61, 62]. To reach a good agreement with the CV
measurement, very long simulations (4 microseconds) in the temperature range 280 to 360
K have been performed. The analysis of the data is performed by combining the classical
MD results with empirical valence-bond calculations incorporating the diagonalization of
the active site Hamiltonian along the MD trajectories. To reach a good agreement with the
experiment, using a large number of transition dipoles (100 excited states) turns out to be
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essential to produce the correct polarizability of the reaction center. More importantly, the
results discussed in chapter 5 suggest a general perspective of how low activation barrier
for ET is reached by redox proteins.
Binding and Unbinding Event in Proteins and Enzyme Leads to Non-Gaussian Statis-
tics
Many reduction-oxidation reactions in nature include some kind of molecular bind-
ing. In biological systems, binding is essential for signaling since neurons ’communicate’
through binding events [63]. The binding free energy is the energy needed to move a
molecule from the bound state to the unbound state. The binding energy is an interaction
between two sets of molecules and, energetically, is not as strong as the covalent bond
but is strong compared to intermolecular interactions. This type of attractive interaction
makes the system more stable. The consequence of molecular binding sometimes leads
to a molecular complex in which the attractive interactions keep the fragments organized
and together. An important type of such associations, which is deeply investigated in this
dissertation, is the binding of water molecules to the solute, which is a protein in this case.
Binding of water molecules to electron-transfer proteins can change the statistics of the
ET energy gap from the Gaussian to non-Gaussian [64]. Matyushov developed a model to
include the effect of binding/unbinding events on the free energy surface of ET reactions
[64]. The binding/unbinding events result in a violation of the standard Marcus theory
since non-Gaussian statistics of donor acceptor energy gap are involved. An important
outcome of this paradigm is more tunability of mechanistic parameters of activation en-
ergy in comparison to the Marcus model. According to this model, the exchange of water
molecules between reduced and oxidized states creates fluctuations of the energy gap. The
binding free energy gi is the sum of binding energy ei and entropy from exchange of water
molecules. However, in this model, one of the assumptions is that the entropy of bound
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and unbound states are similar and their difference is negligible. The thermal noise created
by the binding/unbinding of water molecules to the active sites of proteins can impact the
two reorganization energies (l and l St), which can be viewed as an additional parameter
to control the activation barrier of ET reactions.
In chapter 6, the results of classical MD simulations, QM/MD simulations and an an-
alytical model for the redox reaction of ferredoxin protein are discussed. The simulations
show a wetting in the active site of the reduced state of the protein as a function of tem-
perature. A non-Gaussian electrostatic fluctuation of the energy gap in the active site is
observed which is a consequence of equal probability of wet and dry states. The thermal
noise created by the binding/unbinding of water to the active site leads to a sharp peak in
l as a function of the Gibbs energy of wetting in the reduced state (gR). Because of the
sharp change in reorganization energy, a bell-shaped Arrhenius plot for the rate constant
of electron transfer is observed. The binding and unbinding events, which lead to huge
fluctuations in energy gap X, bring the initial and final states to resonance and lower the
activation barrier of electron transfer.
1.3 Dielectric constant (susceptibility) of liquid at the interface
The microscopic field Em can be written as the sum of the field created from the free
charge E0 and the electric field created from all molecular bound charges Eb
Em = E0 + Eb (1.8)
where
Eb =   Ñ f b =   Ñ
Z
r b(r0)
jr   r0j dr
0: (1.9)
In the last equation, charge density is r b(r ) =   Ñ  P(r ) where P(r ) is the vector field
of the dipole moment density or the average dipole moment of all molecules of the system
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in a specific volume. The field cannot be measured experimentally and only voltage can
be determined through the line integral of field V =
R
E  dl. Also, the homogeneous field
can be measured by using a capacitor with distance d between plates by measuring voltage
through relation, E = V=d. The dielectric constant e of material can be measured experi-
mentally from the difference of voltage in presence and absence of material. The electric
displacement D and the Maxwell field E are connected through the macroscopic dielectric
constant of materials e
D = eE: (1.10)
From equation 1.8, one can see that the Maxwell field is created from the sum of free
charge r 0 and surface charge r b. From Gauss’s law, the total charge density can be written
as
Ñ  E(r ) = 4pr (r )
= 4p(r b(r ) + r 0(r ))
= 4p(   Ñ  P(r ) + r 0(r ))
(1.11)
By rearranging equation 1.11 one can write
D(r ) = E(r ) + 4pP(r ) (1.12)
Finally, the relation between the total charge density and displacement vector D can be
written as Ñ  D = 4pr 0(r ).
Putting equation 1.10 into equation 1.12, we can derive the linear relationship between
the Maxwell field and polarization, which exists in the continuum theories of dielectrics
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P(r ) = e   1
4p E(r )
= c E(r )
(1.13)
where c is susceptibility, a scalar parameter for homogeneous materials. Therefore, the
bulk dielectric constant can be defined using susceptibility through e = 1+ 4pc which can
be measured by the dielectric experiment. In this case, both e and c are material properties.
It has been recognized that the dielectric constant of liquids at the interface is smaller
compared to bulk liquid since the degree of freedom of liquids at the interface has been
predicted to decrease [65]. The dielectric properties of water at the interface determines the
ability of water in mediating inter- and intramolecular interactions in physical phenomena
like solvation of molecules, dissociations of bound molecules to bulk, chemical reactions
[66], and the ET reactions. Practically, to calculate the interfacial dielectric constant eint
the microscopic properties of interface are needed. A robust formalism to calculate the
interfacial dielectric constant of water is formulated by Matyushov [67].
The inhomogeneous Maxwell field cannot be measured by current experimental tools
to get information about physical properties like the solvation of ions and the dielectric
response at the interface. One has to formulate them in terms of response from the field
produced from the inhomogeneous external field E0.
It is approximated that the interfacial polarization can be defined by having the statisti-
cally average field at the interface [67, 6]
hPi = c0 hEi (1.14)
The linear relation between these two properties defines the linear interface polarization
density hPni = c0nhEni , where Pn = bn  P = s (s is surface charge density) and E0n =
 
bn  Ñ f 0. The unit vector bn is normal to the interface.
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Figure 1.6: The Dielectric Constant of TIP3P Water at the Interface of Spherical Cavity
with Varying Radius, a. Circles Shows Neutral Cavities and the Diamonds Refer to Charged
Solutes. The Dash Line Is Fit Through the Point to Guide the Eye [6].Reprinted, with
Permission, from Ref. [6]
The surface charge density for spherical dividing surface with radius ”a” is
s =  
 
1   e  1int
 q
4pa2 (1.15)
Since s = Pn and by using equations 1.14 and 1.15 one arrives at the results
eint = [ 1   4pc0n]  1 : (1.16)
In contrast to the bulk, both eint and c0n are not material properties and depend on the
shape of sample and the interface. Dinpajooh et. al [6] applied the formalism described
above (Maxwell boundary condition for the microscopic properties of the interface) to the
case of polarized interfacial water at the interface of the spherical cavity by MD simulation.
They found that the dielectric constant of water at the interface, eint is significantly lower
compared to bulk water.
The results of their study show that for water that interfaces spherical solute, the eint for
the altering size of the solute from 5 to 18 A˚ are in range of 9 to 4 which are significantly
smaller compared to the bulk value of TIP3P (e = 91). These findings reveal that the
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interfacial dielectric constant is a surface property and is not directly connected to the bulk
susceptibility.
Similarly, a very low magnitude of the dielectric constant of water at the interface of
neutral and charged C60 molecules is reported in chapter 8. According to described formal-
ism for the calculation of the dielectric constant of water at the interface of nanoparticles (or
even proteins) [67, 6] [68], the low magnitude of dielectric constant is because of limited
ability of water molecules to polarize in respect to an external field. The dielectric constant
of interfacial water, which is in the range of 10 to 22, does not depend on the temperature
of the system but slightly depends on the charge of the solutes. These results are in good
agreement with experimental results showing a huge reduction in the dielectric constant of
a thin shell of water in contact with graphite(eint  2) [65].
1.4 Interfacial Structural Crossover and Dynamics and Thermodynamics of the
Hydration Shell
Most of the unique physical properties of a solvent such as water derive from the dy-
namics, thermodynamics, network of hydrogen bonds, orientation and structure of water
molecules in the solvation shell of the solute. A comprehensive understanding of the solva-
tion requires a set of physicochemical, chemical and structural properties of the hydration
shell such as radial distribution of solvents, hydrogen bond network, orientational prefer-
ence of water at the interface, and thermodynamic solvation potential of the system. The
process of solvating a solute in a solvent can be considered as a transition between two
states, where the first state is pure solvent and the second state is a mix of solute and sol-
vent. The free energy required to drive the system from one to another is the solvation
free energy. This process can be viewed as the sum of the energy required to create a cav-
ity (cavity formation) and solute-solvent interaction energy. The first contribution is large
and it is not easily calculated with the current computational tools. The second process
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involves the solute-solvent interaction which itself is the sum of long-range (electrostatic)
and short-range (Van der Waals and hydrogen bonds) interactions. From a thermodynamic
perspective, the free energy DG = DH   TDS has two components: the enthalpic compo-
nent which is a measure of the interactions of molecules and the entropic which represents
the magnitude of correlations between molecules [8].
An important phenomenon which can be described as a subset of the solvation is
the hydrophobic effect. The hydrophobic effect is the ability of polar materials to asso-
ciate/aggregate in a water solution. It controls and influences the complex assemblies in
biological systems [69, 8]. It is believed that the hydrophobic interactions play an impor-
tant role in many biological processes like membrane formation, ligand binding and protein
folding [70]. Hence, understanding the hydrophobic hydration of proteins and enzymes is
necessary to learn about their functions.
Solvation of enzymes and proteins in water requires the sufficient number of charged
components at the interface. These polar groups, in addition to stabilizing the system’s free
energy, also remarkably affect the structure of water at the solute’s surface. Therefore, the
hydration shell can be considered as a small ensemble whose dynamic and thermodynamic
properties are different from those of bulk water. The microscopic configuration of the
hydration shell depends on charge, shape, size and polarity of solutes. To understand the
functionality of biological systems, besides the basic qualitative knowledge in the field, the-
oretical developments to quantify and explain many aspects of hydration shell’s dynamics
and structures are necessary.
In the solvation process, the cavity formation has a linear relation with the surface area
of the solutes. However, the solute-solvent interactions have a linear relation with the vol-
ume of solute. For a hydrophobic solute to be stable in water, its size should not be greater
than 1 nm [8]. In order to have a complete description of the hydrophobic effect, one needs
to consider a contribution from both cavity formation and solute-solvent interactions. The
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Figure 1.7: The Solvation Free Energy (Normalized to the Surface Area) Against the Cav-
ity (Spherical) Size, R. The Points Refer to Microscopic Calculations [7]. The Solid Line
Approximate the Volume-Dependent and Area-Dependent Scaling. The Parameter g Is
Liquid-Vapour Surface Tension [8, 7].
thermodynamic cost of the solvation process could be zero, positive or negative depending
on the solutes shape and size, nature of the solute and solvent (hydrophilic or hydropho-
bic), temperature, pressure and so on. Furthermore, the cavitiation energy increases by
decreasing temperature while the interaction energies have the opposite trend [71]. Since
hydrophobic force decreases by decreasing temperature it is often considered as the en-
tropic component [8].
Figure 1.7 shows the change in the solvation free energy as a function of solute size. For
a solute size in the range of 2 to about 9 A˚, the solvation free energy has a cubic dependence
on R (”volume dominated”) and for a larger size of solute it has quadratic dependence on
R (”surface dominated”). As it can be seen from figure 1.7, a transition between ”volume
dominated” and ”surface dominated” hydration free energy can be reached in a length scale
of  10 A˚ which is called crossover. The crossover is the process of creating some anoma-
lies in the system by passing some critical limits in that specific property. The anomalies
could be in thermodynamic properties of the system (DG, DH, DS, DCp) the organization
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of molecules, the network of hydrogen bonds and so on. In general, crossover means
the process of transition from intuitively normal behavior to abnormal (counter-intuitive)
behavior. This crossover limit distinguishes the hydrophobic behavior. By solvating a hy-
drophobic molecule in aqueous water depending on the size of the solute, the hydrogen
bonding network either changes its pattern or remains the same.
Dynamics. In addition to static properties of the solvent, their dynamic plays an impor-
tant role as well. The interactions (electrostatic and vdw) of the hydration water with the
solute (nano-size) are stronger than the interactions between water molecules in the bulk.
These strong interactions break the network of hydrogen bonds and change the orientation
of the water molecule at the interface. The dynamic of hydration water were measured
to be slower compared to bulk water. According to some experimental measurements, for
example mid-IR and NMR, the solvating water molecules around the hydrophobic groups
results in slow orientational dynamics with respect to bulk water [72, 73, 74, 75, 76].
The dynamics of water molecules can be measured for microscopic systems by Stokes
shift spectroscopy [77]. The relaxation time of water molecules close to the dye (probe)
can be calculated by using the correlation function:
C(t) = hdX(t)dX(0)ih(dX)2i (1.17)
where X is the energy gap between the ground and excited states of the dye. The
dynamics of the hydration water of free dye are reported to be on time scale of 1 pico
second. On the other hand, when the dye is attached to a protein in water solution, the
dynamic’s time scale changes to tens of ps [78] and even to ns [79]. It is claimed that the
slow dynamics of water in the hydration shell of proteins are coupled by slow modes of
configurational change of proteins [80].
The spacial structure of the solvent can help scientists to understand the complex be-
havior of the system. The structure of the system is a result of intermolecular interactions.
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Structural information like spacial organization of molecules reduces the complexity of
the system and can provide useful information about the system. To have a better under-
standing of the system, not only are the details about the static properties necessary, but
the dynamic properties are also important. It is believed that there is a direct connection
between the dynamic and static properties of a system. Having information about one of
them can lead to some information about the other one. In some fields of condensed matter
science the connection between the dynamics and structure is possible and evidence for
one provides information for the other. As there are not enough examples to question this
fact, there is also not much evidence representing a disconnection between dynamical and
structural changes. Similarly, the dynamics of water at the interface are coupled to the
network of hydrogen bonds and intefacial structure in the hydration shell. In some cases
arising from that paradigm, calculating or measuring the dynamics of water at the interface
is considered as an approach to probing the spacial structure of the interface.
In chapter 7, we show a computational example using C60 where the structure of wa-
ter at the interface is not linked to its dynamics. By having a critical radius of about 6 A˚
the C60 nanoparticle can be considered as a unique hydrophobic solute between the length
scale crossover of large and small hydrophobic systems. Furthermore, fullerene C60, which
has unique spherical and electronic properties, would seem to be an ideal system to inves-
tigate the various physical properties of the solvation shell. It is a non-polar carbon cage
and represents low solubility in water. We have studied the C60 molecule in various charge
states ranging from +1 to -4 in water. The results of our simulations reveal that the hydra-
tion layer experiences a structural crossover between charge states +1, 0, -1, -2 and charge
states -3, -4 while the dynamics of the hydration shell are not affected significantly. This
structural change affects the solvation dynamics and thermodynamics as well. In spite of
structural transition in the hydration shell as a result of our simulations, we found that the
solvation thermodynamics of all charged states of C60 obey the linear response approxi-
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mation. Clearly, for charge states -3 and -4 even with remarkable change in the structure,
the solvation thermodynamic is not affected. In chapter 7, we show that the solvation
thermodynamic as well as the dynamic of the interface are not linked to the local struc-
tural crossover at the interface. The thermodynamics of solvation using Van der Waals and
electrostatic interactions and the affect of structure on these thermodynamic function are
studied. It is found that the structural modifications occurring in the first hydration shell do
not impact the solvation thermodynamic functions or the dynamics of the water molecules
in the first hydration shell. As will be discussed in chapter 7, as the charge increases the
hydration shell undergoes a dramatic change in its structure, releasing O-H dangling bonds
pointing to the interface of the solute. This unique observation is reported for the first
time. In contrast to the widely-accepted structure-function paradigm, negligible effect of
the structural transition on the dynamics and thermodynamics of solvation is observed.
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Chapter 2
MARCUS BELL-SHAPED ELECTRON TRANSFER KINETICS OBSERVED IN AN
ARRHENIUS PLOT
2.1 Summary
The Marcus theory of electron transfer predicts a bell-shaped dependence of the reac-
tion rate on the reaction free energy. The top of the “inverted parabola” corresponds to zero
activation barrier when the electron-transfer reorganization energy and the reaction free
energy add up to zero. Although this point has traditionally been reached by altering the
chemical structures of donors and acceptors, the theory suggests that it can also be reached
by varying other parameters of the system including temperature. We find here dramatic
evidence of this phenomenon from experiments on a fullerene-porphyrin dyad. Follow-
ing photoinduced electron transfer, the rate of charge recombination shows a bell-shaped
dependence on the inverse temperature, first increasing with cooling and then decreasing
at still lower temperatures. This non-Arrhenius rate law is a result of a strong, approxi-
mately hyperbolic, temperature variation of the reorganization energy and the reaction free
energy. Our results provide potentially the cleanest confirmation of the Marcus energy gap
law so far since no modification of the chemical structure is involved. This work [81] was
first published in the Journal of the American Chemical Society in 2016 (Waskasi, Kodis,
Moore, Moore, Gust, and Matyushov).
2.2 Introduction
The Marcus theory of electron transfer reactions marked the arrival of modern 20th
century science to chemical reaction kinetics. It predicted a result that first seemed odd and
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utterly counter-intuitive (a situation similar to the advent of quantum mechanics): the bell-
shaped dependence of the reaction rate on the reaction free energy.[29, 30] The theory sug-
gested that the reaction rate should first increase when lowering the standard reaction free
energy DG0 (increasing the driving force   DG0), which was consistent with the empirical
evidence of the time, but then should start decreasing after passing through a maximum.
At the time when this second branch of the energy-gap law, dubbed the inverted region,
was suggested, it was not known experimentally and contradicted linear free-energy rela-
tionships empirically established in physical organic chemistry. It took several decades of
scrutiny and final experimental breakthrough by Miller and Closs[12, 82] to prove the pre-
diction. The current textbook energy gap law of electron transfer reactions is the inverted
parabola combining the normal region at   DG0 < l (“N” in Figure 2.1a) with the inverted
region at   DG0 > l (“I” in Figure 2.1a); l is the Marcus reorganization energy of elec-
tron transfer. The top of the inverted parabola marks zero activation barrier satisfying the
condition[83]
l + DG0 = 0 (2.1)
The bell-shaped energy gap law has been confirmed for a number of donor-acceptor
complexes.[84, 85, 86] Non-molecular systems, such as quantum dots and nanoparticles,[87]
have been tried, but the inverted region could not been observed.[88] Most tests of the Mar-
cus model attempted so far have followed the strategy originally suggested by Miller and
co-workers[12, 82] to alter the chemical structure of the donor and acceptor. Alternative
approaches varied the donor-acceptor distance[89, 90] to change the reorganization energy
or applied an external electric field[91] to cross the point of activationless electron transfer.
Here we report a potentially cleanest approach to testing the bell-shaped energy gap law
achieved by varying temperature. The fundamental basis of this new phenomenology is a
strong, inverse with temperature, variation of the reorganization energy.
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The Arrhenius law
kET µ exp [  Ga(T)=(kBT)] (2.2)
is another iconic result of chemical kinetics. The law, when applied to the rate constant
of electron transfer kET, implies the decrease of the rate with cooling and a linear relation
between the logarithm of the reaction rate ln(kET) and the inverse temperature 1=T. Devi-
ations from strict linearity have been observed in extended temperature ranges. For glass-
forming materials, the activation free energy Ga(T) increases with lowering temperature
for a number of relaxation phenomena.[92] However, the generally accepted qualitative re-
sult is that cooling should lower the rate of a chemical reaction or the rate of relaxing the
external stress (relaxation rate).
Here we propose that the “counter-intuitive” bell-shaped Marcus law can be extended
into the domain of temperature as the rate altering parameter to produce a bell-shaped de-
pendence of the rate vs the inverse temperature (Arrhenius coordinates, Figure 2.1b). In
this scenario, the rate first increases with cooling, opposite to the prediction of the Arrhe-
nius law, reaches the maximum of no barrier, and then starts to drop with further cooling,
in qualitative agreement with the Arrhenius law.
This situation is expected to occur for electron-transfer reactions positioned in the Mar-
cus inverted region at high temperatures. If the sum l + DG0 passes through zero with
decreasing temperature, one arrives at the condition of activationless electron transfer at
some intermediate temperature T  (eq (2.1)) to cross to the normal region of electron trans-
fer at lower temperatures (Figure 2.1b).
It is clear that in order to realize this scenario in a typically narrow range of temper-
atures accessible to experiments, both l and DG0 have to significantly change with tem-
perature. The temperature variation of the reorganization energy and the driving force was
not a significant issue in the original Marcus formulation.[29, 30] The theory estimated the
reorganization energy based on dielectric continuum adopted to model the solvent. The
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relations following from such models, going back to the Born formula for the free energy
of ion solvation,[93] do not anticipate a significant variation of either l or DG0 with tem-
perature. This expectation is basically consistent with observations for reactions in solid
materials, which can be reasonably represented by dielectric models.
Liquid solvents, in contrast to continuum dielectrics, possess a broad range of fluctuat-
ing degrees of freedom wherein structural fluctuations occur. This lack of rigidity, incor-
rectly modeled by dielectric continuum, makes the Born equation and all results based on
it poor predictors of the solvation entropy.[94, 95, 96]
Dipole rotations and dipole translations are two major collective modes of polar liq-
uids contributing to the fluctuations of the donor-acceptor energy gap used as the reac-
tion coordinate in modern theories of electron transfer.[16, 32, 97] It was found that these
two modes of thermal agitation lead to distinctly different temperature laws when com-
bined in the calculation of the reorganization energy: approximately constant for dipo-
lar rotations and inversely proportional to temperature for dipolar translations (density
fluctuations).[98] The overall dependence of the reorganization energy on temperature
is hyperbolic, l = l p + s 2d=(2kBT), at constant-volume conditions (s 2d is the Gaussian
variance of the energy gap produced by density fluctuations and l p is the reorganization
energy caused by dipolar reorientations).[35] The typical experimental constant-pressure
conditions add thermal expansivity of the solvent, but preserve the general phenomenology
(Figure 2.2).
Experimental testing of the theory has supported the decrease of the reorganization
energy with increasing temperature.[96, 99, 100] Computer simulations are also consistent
with this basic physical picture.[101] A similar, but less pronounced trend is observed for
the reaction free energy DG0 (Figure 2.2).
The strong temperature decay of l with increasing temperature can be combined with
the corresponding increase of the driving force to reach the point of no barrier when they
36
a   b
l
n
(
k
E
T
)
l
n
(
k
E
T
)
1/T
N NI I
Figure 2.1: The Bell-Shaped (Marcus) Energy Gap Law Vs the Reaction Driving Force
  DG0 (a) and the Bell-Shaped Law Vs 1=T (Arrhenius Coordinates, B). In Both Cases,
the Top of the Inverted Parabola Corresponds to Zero Activation Free Energy, Ga = 0. ‘‘N”
and ‘‘I” Indicate, Correspondingly, the Normal and Inverted Regions of Electron Transfer
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Figure 2.2: Temperature Variation of the Solvent Reorganization Energy l s(T) (Red Solid
Line) and the Driving Force   DG0 (Black Solid Line) Calculated for the Charge Recombi-
nation Reaction in MTFH. The Left Axis Refers to the Results of the Microscopic Solvation
Model SolvMol,[9, 10] While the Right Axis and the Dashed Lines Refer to l s (Red) and
DGs (Blue) Calculated in the Dielectric Continuum Model of the Solvent by Using the Soft-
ware Package DelPhi.[11] The Vertical Arrow Indicates the Temperature T  at which Zero
Activation Barrier, Ga = 0, Is Reached in the SolvMol Calculations (eq (2.1) and Figure
2.1)
cross, l (T  ) =   DG0(T  ) (vertical arrow in Figure 2.2). This is the point of the top of the
inverted Marcus parabola in the Arrhenius coordinates predicted theoretically.[98] There
was an early experimental indication of such a behavior from Heitele et al.[102] However,
the rates were measured in a relatively narrow range of temperatures and it was not clear if
the observed effect is just an artifact of nearly activationless kinetics. Here, with the use of
MTHF as the solvent, we have considerably extended the range of accessible temperatures
and were able to demonstrate the robustness of the bell-shaped kinetic temperature law.
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Figure 2.3: Structure of the Porphyrin-Fullerene Dyad
Our new experimental results and calculations support the view that the bell-shaped Ar-
rhenius law is caused by the temperature dependence of solvation free energies entering the
activation barrier. The experimental data were obtained for the reaction of intramolecular
charge recombination in the donor-acceptor dyad composed of porphyrin (P, donor) and
fullerene (C60, acceptor) moieties connected by a bridge (Figure 2.3). Charge recombina-
tion follows the formation of a charge-separated state P  +   C 60 by photoinduced electron
transfer. This dyad, and an entire family of related donor-acceptor molecules, were among
the first reported in the literature to produce long-lived photoexcited charge separated states
down to temperatures close to 0 K. This property permits study of electron transfer over
a relatively large temperature range.[103, 104] Such molecules have attracted significant
interest as potential building blocks of solar conversion devices.[105, 104, 106, 107]
A bell-shaped reaction kinetics in Arrhenius coordinates was previously reported by
Kim et al[108] and later by Wasielewski and co-workers.[109] The complex kinetics was
responsible for the observation in the first case. Further, conformational flexibility (tor-
sional rotation), altering the probability of electron tunneling between the donor and ac-
ceptor, was suggested as the cause of the effect in the study by Wasielewski and co-
workers.[109] In contrast, the dyad used in this study is relatively rigid conformationally
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such that no significant alteration of the donor-acceptor distance and of the tunneling prob-
ability is expected. This design eliminates conformational mobility as the cause of the
non-Arrhenius temperature law.
2.3 Results
Our main focus here is on the charge recombination reaction, following the photoin-
duced creation of the charge separated porphyrin-fullerene biradical P  +   C 60 (Figure 2.3)
P +   C 60
kR
 ! P   C60 (2.3)
In this reaction scheme, the final state of electron transfer (i = 2) is the ground state of
the dyad P   C60. The initial state is the charge-separated complex P +   C 60 (i = 1). The
reaction rate constant is that of recombination, kR, and the reaction free energy DG0 =
G02   G01 is negative for charge recombination to the ground state (see Appendix A Figure
A.1 for the energy surfaces in the gas phase).
In addition to the charge recombination reaction, which shows the bell-shaped curve in
the Arrhenius coordinates (Figure 2.4a), we consider two rates of charge separation (CS)
from a photoexcited state produced either at porphyrin or at C60. Although most of the
excitation light was absorbed by the porphyrin in these experiments, the fullerene excited
state is populated by singlet-singlet energy transfer, and can then undergo charge separation
P   C60
kCS1
 ! P +   C 60
P   C60
kCS2
 ! P +   C 60
(2.4)
Charge recombination and charge separation were studied experimentally and theoretically
as a means of testing the consistency of the parameters obtained from analyzing these two
kinds of electron transfer reactions.
The results of rate measurements vs temperature in MTHF solvent are shown by points
in Figure 2.4. The experimental data clearly display a bell-shaped reaction law for charge
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recombination (Figure 2.4a), with the maximum indicating the activationless recombina-
tion reaction (eq (2.1)). For the photoinduced charge separation reactions, occurring in
the Marcus normal region, no inverted region is present (Figure 2.4b). The details of the
measurements and kinetic fitting are briefly summarized in Methods below and are given
in more detail in the Appendix A.
The main question raised by experimental evidence is what are the properties of l and
DG0 required to obtain the bell-shaped law in the Arrhenius coordinates. Neither l nor DG0
are accessible from direct experimental measurements. An estimate of DG0 is available
from redox potentials, but such results apply to separate donors and acceptors reacting at
an electrode in a medium containing ions, and are not very reliable when used for a donor-
acceptor complex. One therefore has to resort to calculations to establish these parameters
separately. The maximum in the Arrhenius coordinates puts a significant restriction on
their values by imposing the condition of zero activation barrier at T  . In addition, the
complex shape of the Arrhenius plots significantly restricts the ability of standard models to
reproduce the data without taking into account the temperature dependence of the activation
free energy Ga(T) in eq (2.2). Additional restrictions are imposed by the charge-separation
rates (Figure 2.4b), which are reproduced here, together with the charge-recombination
kinetics, using a single set of parameters (see below). Overall, these kinetic measurements
provide us with a critical test of the theory’s ability to calculate the activation barrier of an
electron-transfer reaction in an extended range of temperatures.
The main physical reason for the curved shape of the Arrhenius plots shown in Figure
2.4a is a substantial variation of the solvent part of the activation barrier with temperature.
It is given by the solvent reorganization energy l s and the solvent part of the reaction
free energy DGs. For organic systems there is typically a negligible contribution of internal
vibrations to the classical reorganization energy, which is assumed here to originate entirely
from the solvent, l = l s. However, the internal reorganization energy l v associated with
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quantum vibrations is significant (Table 2.1 and discussion below). Further, the reaction
free energy can be separated into the energy gap in the gas phase DEg (negative of the 0-0
transition energy between the ground and charge-separated states) and the free energy of
solvation DGs[110]
DG0 = DEg + DGs (2.5)
The gas-phase component DEg is in principle available from gas-phase quantum calcu-
lations, but the accuracy of those is not sufficient for the modeling of the kinetics (see
Appendix A). It is, therefore, extracted from fitting the experimental kinetic curves (Table
2.1). The solvation component requires solvation calculations, which are the main focus of
the theoretical modeling. We show below that microscopic models of solvation are required
to adequately account for the temperature variations of l s(T) and DGs(T).
The electron at the donor or acceptor interacts with the solvent by a number of interac-
tion potentials. They are all electrostatic in origin, but are calculated from different mul-
tipoles (electrostatic charge, dipole moment, etc) and in different orders of the quantum-
mechanical perturbation theory.[111] The most important among them for reactions in po-
lar solvents is the interaction of the electron charge (monopole) with the solvent permanent
dipoles, as assumed in the Marcus theory.[29] For weakly polar solvents, interactions of the
electron with higher solvent multipoles gain in importance.[40, 112, 113] Interactions aris-
ing from the second-order quantum-mechanical perturbation theory include induction and
dispersion forces. Fluctuations of these interaction potentials, producing corresponding
fluctuations of the donor-acceptor energy gap, are caused by molecular translations.[114]
The contribution of these interaction potentials to the activation barrier of electron trans-
fer has been estimated and proved out to be small for reactions in MTHF (Figure A.3 in
Appendix A). We therefore focus here on the dipolar component of the solvent effect.
Calculations of the effect of temperature on the solvation free energy and the solvent re-
organization energy require accounting for the molecular nature of the solvent.[98, 101, 35]
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Figure 2.4: Rate Constant in Arrhenius Coordinates for Charge Recombination (kR(T), a) And
Charge Separation (kCS1(T) and kCS2(T), b) In MTHF. The Points Represent Experimental Data
and the Solid Lines Refer to the Theoretical Calculations with the SolvMol Package.[9, 10] The
Experimental Errors for CR in (a) Are within 5% and for CS in (B) within 10%. The Error Bars
in (B) Are Not Shown Since They Are Nearly the Size of the Points. All Theoretical Calculations
Were Done with a Single Set of Parameters Listed in Table 2.1 (Fitting Parameters V and DEg and
Calculated l v; Experimental Parameters of the Solvent Are Used for the Solvation Calculations)
A possible avenue of exploring the solvent effect is to use atomistic computer simulations,
which provide, in principle, complete sampling of the solvent configurations not far from
equilibrium. This approach is not a viable option for our purpose because a significant por-
tion of the temperature dependence of the reorganization energy comes from the variation
of the refractive index with temperature.
This is easy to appreciate from the Marcus equation for the solvent reorganization en-
ergy, l s(T) µ c0(T), in which l s is proportional to the Pekar factor c0(T) = e¥ (T)   1  
es(T)   1. Here, the high-frequency dielectric constant e¥ (T) = n(T)2 is typically given in
terms of the refractive index n(T), and es(T) is the static dielectric constant of the solvent.
Both of them obviously change with temperature and the effects of e¥ (T) and es(T) on
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Table 2.1: Parameters of Electron Transfer Reactions (eV).
Gas Solventa Totalb
Reaction V  103 l v DEg l s DGs DG0 DEabsc hnabsd
R 0.25 0.14   2:18 e 1.15 1.0   1:18
CS1 2.5 0.14 0:33 1.15   1:0   0:67 1.85 1.91
CS2 2.8 0.14 0:42 1.15   1:0   0:58 1.76 1.75
al s and DGs are given at the temperature T  of the maximum: l s(T  ) + DG0(T  ) = 0, T  ’ 150
K. bCalculated at 300 K. cCalculated as DEabs =   DGCS0   DGCR0 for two CS reactions, Eq. (2.4).
dExperimental absorption energies producing photoexcited P  (CS1) and C 60 (CS2) states.
eDEg =
  3:0 eV was calculated with DFT, see Table A.1 in Appendix A.
l s(T) are typically of the same order of magnitude.[35] This observation demands the use
of polarizable force fields in numerical simulations, which can reproduce both e¥ (T) and
es(T). Such force fields are mostly unavailable even for the simplest solvents, and coarse-
grained models based on experimental input are currently a better choice for the modeling.
Another alternative is to use dielectric continuum models, along with the numerical so-
lution of the Poisson boundary value problem, to estimate the solvation free energies.[115,
11] In this approach, temperature enters the Gibbs solvation energy through es(T). In con-
trast, two dielectric constants, e¥ (T) and es(T), are required for the calculation of l (T)
given as the difference between the overall solvation free energy and the free energy of
solvation by the fast electronic subsystem.[116] Such theoretical algorithms severely un-
derestimate the dependence of the solvation free energy on temperature and thus produce
too low values of the solvation entropy[94, 95, 101, 47] (dashed lines in Figure 2.2). Not
surprisingly, dielectric continuum calculations do not produce detectable maxima in the
Arrhenius coordinates and are incapable of describing the experimental data reported here
(Figure A.4 b in Appendix A).
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We have applied our theoretical algorithm coded into the software suite SolvMol[9, 10]
to model the temperature variation of l s and DGs. The algorithm used for the calculations
is based on coarse-graining the liquid into the pair correlation functions describing the ori-
entational and density fluctuations in the bulk liquid.[9] Those are integrated in reciprocal
k-space with the spatial Fourier transforms of the electric field of the donor-acceptor com-
plex to calculate the solvation free energies. The granularity of the solvent enters through
the dependence of the distribution functions of the bulk liquid on the wavevector k (see
Methods). Such a dependence physically describes correlated fluctuations in the solvent on
different length-scales µ k  1.
Both l s and DG0 are decaying functions with increasing temperature. However, l s is
positive, while DG0 is negative. The combination of l s becoming less positive and DG0
becoming more negative at higher temperatures produces the point of equality at T  , i.e.,
the crossing point between l s and the driving force   DG0, as shown in Figure 2.2. The
temperature T  defines the maximum rate, at which the activation barrier is zero, Ga(T  ) =
0 (Figure 2.1).
The calculations shown by the solid lines in Figure 2.4 were done by using the Bixon-
Jortner formula[117] (eqs (2.7)–(2.8)) with the frequency of intramolecular vibrations wv =
1612 cm  1 and the vibrational reorganization energy l v = 0:14 eV as calculated from DFT
and CDFT (see Methods and Appendix A). The calculated values of wv, l v, l s, and DGs
were used to produce the rates of both charge recombination (Figure 2.4a) and of two reac-
tions of charge separation (Figure 2.4b). The electron-transfer matrix element V in eq (2.7)
and the gas-phase energy DEg in eq (2.5) were varied to produce the global fit of all exper-
imental rates. The results of the fits are listed in Table 2.1. As is schematically depicted
in Figure 2.1, the reaction is in the electron transfer inverted region at higher temperatures,
switching to the normal regime after passing the maximum of activationless electron trans-
fer at temperature T  . Intramolecular vibrations affect the energy-gap law in the inverted
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region,[117] making the inverted parabola more shallow on its high-temperature wing. We
have compared the Bixon-Jortner equation in the Arrhenius coordinates to the classical
Marcus equation, neglecting quantum intramolecular vibrations, in Figure A.4 a in Ap-
pendix A. As is typically observed for the energy gap law in ln(kET) vs   DG0 coordinates,
the classical equation fails to reproduce the rates in the inverted region of electron transfer.
Our calculated l s ’ 0:87 eV at T = 297 K (Figure 2.2) is close to the values reported in
the literature based on the analysis of the Marcus energy gap law (0:76   0:78 eV for related
dyads in tetrahydrofuran at 300 K[118]). As another test of consistency of calculations, we
find that the sums of reaction free energies calculated for two charge-separation reactions
and the recombination reaction, 1:85 (CS1) and 1:76 (CS2) eV, are very close in magnitude
to optical excitation energies of, correspondingly, 1.91 and 1.75 eV[119] (Table 2.1). There
is an overall good agreement between the theoretical model and experimental results.
2.4 Discussion
The vast majority of experimental tests of the Marcus theory and observation of the
inverted region have used chemical alteration and the corresponding change of the driving
force as the means to produce the bell-shaped curve. The experimental data and the theoret-
ical analysis reported here offer a significant shift of focus to other environment parameters,
temperature in this study. Miller and co-workers have recently employed pressure with the
same goal and were able to continuously tune the reaction free energy by nearly 0:3 eV
in nonpolar solvents to pass the maximum of the inverted parabola.[48] In an attempt to
pass the maximum by varying temperature we find an anti-Arrhenius increase of rate with
cooling at higher temperatures. This unusual behavior is followed, after passing the point
of zero activation barrier, by the return to the commonly anticipated decay with further
cooling. The very possibility of this unusual temperature law is related to a strong depen-
dence of the activation free energy Ga(T) on temperature in eq (2.2). We stress that this
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is a fundamentally important mechanistic property of electron transfer reactions in polar
liquids, leading to the novel phenomena discussed in this article.
The ability to observe the rate maximum is a useful addition to the set of tools avail-
able for studies of mechanistic principles of electron transfer. Locating the maximum does
not give direct access to the reaction free energy and the reorganization (free) energy, but
fixes their sum (eq (2.1)). The results presented here speak to the need to incorporate
temperature-dependent l s(T) and DG0(T) into the analysis of kinetic data. The results
shown in Figure 2.2 suggest that the temperature dependence in the form a+ b=T provides
a physically justified fitting function. Note that this temperature law directly follows from
constant-volume microscopic theories of solvation separating the solvent response into ori-
entational and density components.[98, 35] The temperature dependence of solvation free
energies at constant pressure is more complex because of thermal expansion, but the overall
hyperbolic form is basically preserved for both l s(T) and DG0(T).
Although the temperature effect was demonstrated here only for a particular molecule
carrying electron transfer, the theory shows that it is applicable to any system of molecules
in solution. Whether or not a bell-shaped curve is found experimentally depends upon the
details of molecule, solvent, and temperature range accessible.
Locating the rate maximum in the Arrhenius coordinates has certain advantages com-
pared to the traditional approach of chemically modifying the donor-acceptor complex.[82,
120, 85, 86] Chemical modification affects all mechanistic parameters of electron trans-
fer, and not just driving force. Thus bell-shaped curves derived from such data actually
represent many kinds of molecules, rather than one, each with its own value of V, etc.
This complication is avoided when the bell-shaped law is accessed by varying thermody-
namic variables such as temperature in this study or pressure in the study of Miller and
co-workers.[48] The disadvantage of altering thermodynamic variables is that only a rela-
tively narrow range of Ga(T;P) can usually be sampled.
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Figure 2.5: Transient Absorption Evolution-Associated Difference Spectra Extracted
From the Global Analysis of Data Obtained with Excitation at 590 Nm in Deaerated MTHF
at Different Temperatures: 297 K (a), 150 K (B), and 130 K (C) (See Appendix A For More
Detail). Transient Absorption Data Were Fitted with 3--4 Exponential Decay Components.
The Lifetimes of Formation of the Charge Separated State (Magenta), Obtained From the
Time-Resolved Fluorescence Measurements, Were Fixed in the Analysis. The Rates of
the Charge Recombination Reaction Shown in Figure 2.4a Are Extracted From the Kinetic
Analysis.
2.5 Conclusions
A non-Arrhenius, bell-shaped temperature law was discovered for the reaction of charge
recombination in a fullerene-porphyrin dyad. The physical origin of this phenomenon is
a strong, approximately hyperbolic, variation of the solvation free energies entering the
activation barrier of electron transfer with increasing temperature.
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2.6 Methods
Theoretical calculations. The origin of the rate maximum and of the “inverted parabola”
itself are now well understood. The Marcus energy gap law is a reflection of the Gaus-
sian statistics of thermal bath fluctuations bringing the donor and acceptor energy levels
into resonance.[121, 122, 123] Specifically, one assigns the energy difference between
electronic levels of the acceptor and donor to the electron-transfer reaction coordinate
X.[124, 16] Since many molecules of the solvent interact with the electron, the distribu-
tion P(X) is Gaussian according to the central-limit theorem
P(X) = 1q
2ps 2X
exp

 
(X   h Xi )2
2s 2X

(2.6)
The traditional Marcus formulation of the electron transfer theory[125] gives hXi in this
equation as the sum of DG0 and l , hXi = l + DG0, and s 2X = 2kBT l .
The point of X = 0 is the transition state when electron can tunnel through the bar-
rier separating the donor and acceptor. The tunneling frequency V=h¯ is specified by the
electron-transfer matrix element V. The rate of nonadiabatic electron transfer is then given
by the Golden-Rule expression
kET = ( 2p=h¯)V2P(0) (2.7)
where P(0) is the probability of reaching the activated state with X = 0. It can be given by
the Bixon-Jortner equation[117] accounting for multiple vibronic channels to achieve the
activated state
P(0) = e  S
¥
å
n= 0
Sn
n!
Pn (2.8)
Here, Pn = P(   nh¯wv) is the Gaussian probability evaluated at X =   nh¯wv.
In eq (2.8), wv is the effective frequency representing quantum vibrations of the donor-
acceptor complex and S= l v=(h¯wv) is the Huang-Rhys factor involving the reorganization
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energy of quantum vibrations l v. Equation (2.8) is an approximate form of a more gen-
eral expression for radiationless transition rates derived in the limit of quantum vibrations
h¯wv  kBT.[126] Therefore, the Marcus reorganization energy l absorbs into itself all
classical modes, both the solvent polarization and classical intramolecular vibrations.
The calculations of the rates shown in Figure 2.4 were done by using Eqs. (2.7) and
(2.8) with the gas-phase parameters listed in Table 2.1. The vibrational reorganization
energy was calculated as the difference of vertical transition energies in the initial and final
electron-transfer states in vacuum (see Appendix A).
The solvation calculations were done within the microscopic modeling of the solvent[9]
realized in the program SolvMol.[10] The program uses experimental parameters of the sol-
vent at a given temperature to calculate the polarization correlation functions required for
the solvation calculations. The input solvent parameters include the effective molecular di-
ameter s (T),[127] the dielectric constants e¥ (T) and es(T), and the solvent density r (T).
Additional parameters required for calculating the dipolar response are the molecular gas-
phase dipole mand polarizability a . These parameters are used to calculate the condensed-
phase dipole moment and polarizability by applying the Wertheim[128] mean-field theory
of polarizable liquids. This procedure agrees exceptionally well with simulations of model
polarizable solvents.[114] The data for es(T) in MTHF are from Ref.129. The detailed list
of solvent parameters used in the calculations is given in Appendix A.
Experimental procedures. Fluorescence and transient absorption decay kinetics of the
P   C60 dyad were measured with excitation to the one of porphyrins lower energy absorp-
tion bands (Q bands) at 590 nm. The solvent is Ar bubbled MTHF, and the temperature is
varied from 120 K to 300 K (see apparatus description in Appendix A). The fullerene moi-
ety has a much weaker absorption at 590 nm. This rather featureless broad absorption band
extends from UV to  705 nm. The porphyrin moiety shows a broad fluorescence band
with maxima at about 650 and 720 nm. It overlaps well with the fullerene fluorescence
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(maxima at 710 and  800 nm). Therefore, both dyad moieties emit at 710 nm, at which
frequency the decay kinetics were monitored. Fluorescence decay lifetimes were obtained
by fitting the kinetics with 2 or 3 exponential decay components (Table A.3 and Figure A.6
in Appendix A). The shortest lifetime is associated with the decay of porphyrin’s singlet
excited state and the longer lifetime is due to the decay of fullerene’s singlet excited state (it
was sometimes necessary to include a third decay component with the amplitude of < 5%,
which can be associated with minor impurities or fitting artifacts).
Rates of formation of the P +   C 60 charge separated state from the porphyrin or fullerene
singlet excited state were calculated as follows. The 1P   C60 state decays in MTHF by
photoinduced electron transfer to the fullerene, by singlet-singlet energy transfer to the
fullerene, and by unimolecular photophysical processes of the porphyrin (fluorescence, in-
ternal conversion, and intersystem crossing). The overall rate constant combining these
latter photophysical processes can be estimated as the reciprocal of the fluorescence life-
time of a model porphyrin ( 10 ns).
The rate constant for the energy transfer can be approximated by subtracting (10 ns)   1
from the reciprocal of fluorescence lifetime of 1P   C60 in a nonpolar solvent such as cyclo-
hexane (0.18 ns), where electron transfer does not occur. The electron transfer rate constant
for formation of the P  +   C 60 charge separated state from
1P   C60 can then be determined
by subtraction of the two aforementioned rate constants, or (0:18 ns)   1, from the recipro-
cal of the first fluorescence decay lifetime of the dyad in MTHF. The rate constant for the
formation of P  +   C 60 from P  
1C60 can be determined similarly by subtracting the re-
ciprocal of the fluorescence lifetime of a fullerene model compound (1:3 ns)   1 from the
reciprocal of the second longer lifetime associated with P   1C60 in MTHF.
Transient absorption evolution-associated difference spectra (EADS) were obtained
from global fitting of the kinetics with 3 or 4 exponential decay components (Table A.3
and the data analysis in Appendix A). Lifetimes of singlet excited states (associated EADS
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in magenta) obtained from time-resolved fluorescence measurements were fixed in the anal-
ysis. The EADS at 130 K, 150 K, and 297 K are shown in Figure 2.5. The 0.88 ns and 1.1
ns EADS (magenta lines) can be associated mostly with the decay of the P   1C60 excited
state. They show a broad induced absorption and stimulated emission at 710 nm charac-
teristic of fullerene. These spectra are to some extent mixed with a much faster decaying
singlet excited state of porphyrin formed during the excitation at 590 nm. They therefore
show ground state bleaching due to the porphyrin Q bands around 510, 550, 590 and 650
nm. The 2.1 ns, 0.99 ns, and 1.8 ns EADS (red lines) display the same porphyrin Q-bands
bleaching superimposed on a broad induced absorption at  680 nm characteristic of the
porphyrin radical cation. They, therefore, can be associated with the decay of the P +   C 60
charge separated state formed from the singlet excited states of the dyad (EADS in magenta
lines). It decays to the ground state and, therefore, rate constants for charge recombination
in the dyad at different temperatures (Figure 2.4a) can be calculated as reciprocal lifetimes
associated with EADS shown by red lines. At 297 K, the formation of the charge-separated
state is much faster than the instrument response and therefore it appears as an instanta-
neous process. The 9.9 ns, 14.8 ns and 19.5 ns EADS (green lines) show characteristic
induced absorption at  700 nm associated with the P   3C60 excited state formed from
the fullerene singlet excited state in competition with the charge separation. The 19.5 ns
EADS (Figure 2.5c) is mixed with the porphyrin triplet excited state (see induced absorp-
tion at 450 nm and bleaching of Q bands) formed in parallel to charge separation from the
slower decaying porphyrin singlet excited state at lower temperatures. The fullerene triplet
excited state decays by triplet energy transfer to the porphyrin to give the porphyrin triplet
excited state. The nondecaying (constant in the time window of the measurement) EADS
(blue lines) show the porphyrin Q band bleaching and induced absorption at 780 nm and
450 nm characteristic of the 3P   C60 excited state. This final excited state decays to the
ground state in milliseconds.
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Chapter 3
IMPACT OF TEMPERATURE AND NON-GAUSSIAN STATISTICS ON ELECTRON
TRANSFER IN DONOR-BRIDGE-ACCEPTOR MOLECULES
3.1 Summary
A combination of experimental data and theoretical analysis provides evidence of a
bell-shaped kinetics of electron transfer in the Arrhenius coordinates lnk vs 1=T. This ki-
netic law is a temperature analog of the familiar Marcus bell-shaped dependence based on
lnk vs the reaction free energy. These results were obtained for reactions of intramolecular
charge shift between the donor and acceptor separated by a rigid spacer studied experimen-
tally by Miller and co-workers. The non-Arrhenius kinetic law is a direct consequence of
the solvent reorganization energy and reaction driving force changing approximately as hy-
perbolic functions with temperature. The reorganization energy decreases and the driving
force increases when temperature is increased. The point of equality between them marks
the maximum of the activationless reaction rate. Reaching the consistency between the
kinetic and thermodynamic experimental data requires the non-Gaussian statistics of the
donor-acceptor energy gap described by the Q-model of electron transfer. The theoretical
formalism combines the vibrational envelope of quantum vibronic transitions with the Q-
model describing the classical component of the Franck-Condon factor and a microscopic
solvation model of the solvent reorganization energy and the reaction free energy. This
work [130] was first published in the Journal of Physical Chemistry B in 2017 (Waskasi,
Newton, and Matyushov).
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3.2 Introduction
The Marcus theory of electron transfer[131] has predicted the existence of the inverted
region, i.e., a drop of the rate for exoergic reactions, which occurs after reaching the max-
imum rate with zero activation barrier. This prediction was experimentally verified by
Miller, Calcaterra, and Closs for a series of donor-spacer-acceptor molecules in which
an increasingly negative reaction free energy drove the reaction from the normal region,
through the maximum activationless rate, and into the inverted region.[12] Eight different
acceptors were used in that study to map the entire bell-shaped Marcus energy gap law.
This pioneering work was followed by a large body of experimental evidence support-
ing the Marcus prediction.[84, 85, 86] Most of these studies followed the protocol set up
by Miller and co-workers,[12, 82, 15] in which the reaction free energy, or the driving
force (the negative of the reaction free energy,   DG0), was altered in a set of chemi-
cally modified donor-acceptor complexes. A potential drawback of this strategy is that
it assumes that the rest of the parameters affecting the reaction rate (the solvent reorga-
nization energy, electronic coupling, internal reorganization energy, and the frequency of
intramolecular vibrations) remain unchanged when chemical modification is introduced. It
is not easy to establish the limits of this approximation since most of these parameters are
not directly accessible to experimental measurements. Despite potential limitations, this
approach has been widely adopted as a way of “measuring” the reorganization energy by
fitting the kinetic parameters to the Marcus energy gap law and locating the top of the “in-
verted parabola” at which the reorganization energy l is equal to the driving force   DG0.
Additional experimental data, temperature-dependent kinetics[14, 13] among them,
have been accumulated to test the overall consistency of the theory. Changing the ther-
modynamic state of the system has offered a potentially cleaner approach to sampling the
bell-shaped energy gap law since neither chemical modification of the donor-acceptor com-
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plex nor the change of the solvent[132] are involved. Pressure[48] or temperature [98] can
be used to reach the top activationless rate and turn into the inverted region. While the
assumption of molecule-independent rate parameters can be avoided in this approach, one
still needs to know how the solvent reorganization energy and the driving force change
when pressure and temperature are varied. Effective modeling of the dependence of the ac-
tivation free energy on thermodynamic variables becomes a significant component of this
research agenda.
Fitting kinetics to the energy gap law is not the only approach to access the reorgani-
zation energy experimentally. An alternative route is offered by spectroscopy of charge-
transfer optical transitions,[133, 134] either through direct measurement of the Stokes
shift between the absorption and emission lines[40, 96, 135] or by performing the band-
shape analysis.[136, 137, 138] Measurements of the Stokes shift of charge-transfer tran-
sitions at different temperatures[96, 100] have shown that the reorganization energy de-
pends on temperature much stronger than anticipated from dielectric continuum models
typically adopted in evaluating l by the Marcus equation.[29] This general result is a
consequence of the liquid state of a polar molecular solvent, producing more structural
fluctuations and distinct modes of thermal agitation[98, 47, 101] than allowed by contin-
uum models better suited for modeling solids. This observation, now well supported by
both experiment[96, 100, 99, 139] and numerical simulations,[101, 140] calls for a critical
re-examination of the early temperature-dependent kinetic data.[14, 13] Those were mostly
viewed as fully consistent with the Marcus picture,[14] although some inconsistencies have
been identified. In particular, the reorganization energy found from fitting the kinetics to
the energy gap law for Miller’s set of donor-acceptor complexes fell significantly below
the continuum Marcus equation.[141] Such observations, even though scarce, add to the
obvious concern that if the temperature slope of the reorganization energy is significantly
underestimated by continuum models,[98, 47, 101] a measurable deviation from the contin-
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uum prediction should be achieved in experiments performed in a sufficiently broad range
of temperatures. MTHF as a solvent provides exactly this opportunity. We have taken an
advantage of it here by looking at both the general problem of how temperature affects the
electron transfer rate and how the individual parameters entering the rate are affected by
temperature.
The standard framework to understand the effect of temperature on the reaction rate
is provided by the Arrhenius law, which predicts a straight line for the rate plotted in the
Arrhenius coordinates lnk(T) vs 1=T. Although many of such data have been analyzed
in the literature, the functional simplicity of the law does not allow to clearly discriminate
between different theories addressing the effect of the thermodynamic state of the ther-
mal bath on the activation barrier. The situation changes near the top of the Marcus “in-
verted parabola”, where entropic effects become sufficiently strong to cause curved forms
of lnk(T) vs 1=T.[98] Although the experimental resolution is often insufficient, the donor-
acceptor complexes from Miller’s set near the top of the bell-shaped energy gap law are
good candidates for observing non-trivial temperature effects. We therefore have chosen
three such ASB complexes studied in the past.[13] In these molecules, a 4-biphenylyl (B)
donor is connected through 5a -androstane spacer (S) to the acceptor (A). Three acceptors
from Miller’s set were studied here: 2-naphthyl (N), 2-benzoquinonyl (Q), and 5-chloro-2-
benzoquinonyl (ClQ) (Figure 3.1). We have applied the microscopic solvation model[9, 47]
to analyze the temperature-dependent kinetics of the rate and have reached a good agree-
ment between the theory and experiment. Based on our calculations, we have extended
the range of temperatures reported in the literatures (from 179 to 373 K in MTHF[13])
and found that the rate constant, plotted in the Arrhenius coordinates, shows a bell-shaped
form. This novel phenomenology is a direct consequence of a strong, nearly hyperbolic,
variation of the solvation free energies entering the activation barrier with temperature.[98]
To ascertain whether the experimental kinetics displays this form would require data for
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NSB
QSB
ClQSB
Figure 3.1: Structures of ASB Complexes, where the Anion 4-Biphenylyl (B, Colored Green)
Is the Donor of the Electron in the Electron Shift Through the Spacer 5a -Androstane (S, Colored
Blue) to the Acceptor (A, Colored Grey). Complexes with Three Acceptors From Miller’s Set[12]
Were Studied Here: 2-Naphthyl (N), 2-Benzoquinonyl (Q), and 5-Chloro-2-Benzoquinonyl (ClQ).
somewhat lower temperatures.
The main agenda of this study is illustrated in Figure 3.2. It shows fits of the experimen-
tal rates (points) for two out of three ASB complexes displayed in Figure 3.1 to theoretical
calculations (solid lines). Curved form of the temperature law requires taking a full account
of the temperature dependence of the activation free energy and cannot be produced by as-
suming temperature-independent enthalpy and entropy of activation, as is commonly done
in applying the Arrhenius law. Further, the dielectric continuum theories neither describe
the experimental reaction free energies (see below) nor produce curved temperature laws.
The third complex, NSB does not show a curved temperature law. The experimental
activation enthalpy is positive,[13] in contrast to negative (ClQSB) or rather small (QSB,
but with uncertain sign and magnitude due to the error bars) activation enthalpies observed
experimentally for two other complexes (Figure 3.2). This complex, however, presents us
with an opportunity to test the consistency of the widely used combination of the Gaussian
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Marcus model with the Bixon-Jortner equation modeling the effect of intramolecular quan-
tum vibrations on the reaction rate.[117] The additional source of information is provided
by the temperature dependence of the reaction free energy DG0(T) measured in an inde-
pendent experiment.[14, 15] We have found that two levels of the theory improvement are
required. First, the use of the dielectric models for the solvation components of that activa-
tion barrier is inconsistent with the experimental results. One has to replace the dielectric
continuum with microscopic models of solvation. Such improved theory still preserves
the Gaussian statistics of the donor-acceptor energy gap and will be labeled as “Marcus
theory” here. However, this improvement is not sufficient since its application to the exper-
imental data produced parameters incompatible with experimental DG0(T). At the second
level of the theory improvement, we have found that replacing the Gaussian statistics of
the donor-acceptor energy gap with the non-Gaussian statistics described by the Q-model
of electron transfer[32, 142] has eliminated the difficulty and produced consistent sets of
model parameters.
The Q-model was designed to describe electron transfer reactions characterized by non-
Gaussian statistics of the donor-acceptor energy gap.[32] Several physical scenarios can be
identified which require this extension of the Gaussian Marcus theory. Among them are po-
larizable donor-acceptor complexes, in which electron transfer causes not only the change
in the charge distribution, but also a change in the polarizability of the complex.[137,
142, 143] Other scenarios include nonlinear solvation and a coupling between classical
intramolecular modes, such as torsional rotations, with the solvent polarization.[32] Both
effects, polarizability and torsional rotations, potentially affect electron transfer in the ASB
complexes studied here. The application of the Q-model to all three complexes (red lines in
Figure 3.2) produce consistently superior results compared to the Gaussian Marcus model
(black lines in Figure 3.2).
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Figure 3.2: Rate Constants in the Arrhenius Coordinates (k(T) Vs 1=T) for ClQSB (Top) and
QSB (Bottom) in MTHF. The Points Represent Experimental Data[13] And the Solid Lines Refer
to the Theoretical Calculations Combining the Franck-Condon Analysis with the SolvMol[9, 10]
Calculations of the Solvent Reorganization Energy l (T) and the Solvent Component of the Re-
action Gibbs Energy DGs(T). The Marcus Model (Solid Black Lines) and the Q-Model (Solid
Red Lines), Both Combined with the Microscopic Solvation Calculations, Were Used to Model
the Classical Component of the Franck-Condon Factor Entering the Rate of Nonadiabatic Electron
Transfer (eqs (2.7) and (2.8)). The Gas-Phase Component of the Energy Gap DEg (eq (2.5)) And
the Electron-Transfer Coupling V Are the Fitting Parameters Listed in Table 3.1. The Combination
of the Gaussian Statistics of the Donor-Acceptor Energy Gap with Microscopic Solvation Models
Is Labeled as ‘‘Marcus Model” Here.
3.3 Conceptual Framework
Reaction rate. The conceptual basis of the Marcus theory of electron transfer reac-
tions goes back to Onsager’s principle of microscopic reversibility.[144, 145] It states that
the average regression of spontaneous fluctuations obeys the same laws as the correspond-
ing irreversible process. What this practically means is that one can calculate the reversible
work[146] (free energy) required to drive the system from equilibrium to a given non-
equilibrium state and that free energy will quantify the probability of the system to reach
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the same state by a spontaneous fluctuation driven by thermal agitation. The two prop-
erties, the probability P and the free energy F , are connected by the Gibbs distribution,
P µ exp[  bF ], b = 1=(kBT). Note that the Gibbs distribution is defined in terms of the
Helmholtz free energy F , which gives the maximum reversible work gained at constant
volume. In contrast, the Gibbs energy G = F + pV quantifies the work done at constant
pressure p. The pV term can be neglected for most problems dealing with condensed ma-
terials. We therefore use G throughout the paper, with the provision that F in fact follows
from theoretical derivations using statistical mechanics.
The Marcus theory makes full use of microscopic reversibility by calculating the prob-
ability of spontaneously reaching the top of the activation barrier DG†, required for kinet-
ics, as the reversible free energy invested to drive the system to the corresponding non-
equilibrium state.[131] The reasoning of microscopic reversibility also largely determines
the language used by practitioners in the field, who draw their ideas from either the statis-
tics of stochastic fluctuations or from reversible thermodynamics. Both views are indeed
helpful, particularly when microscopic models of electron transfer are developed.[98, 147]
Fluctuations tell the mechanistic story of what are the molecular motions involved in the
activation events, while equilibrium thermodynamics addresses the question of how the
rates are affected by changing the thermodynamic state of the system. We will follow this
traditional dual view of the problem when addressing the questions of how temperature and
the statistics of fluctuations affect the rate of electron transfer.
The departure point is the definition of the reaction coordinate of electron transfer.
Modern theories, following Warshel,[16] use the energy gap between the acceptor and
donor electronic states of the transferred electron as the reaction coordinate X.[124, 32, 97]
The probability to find a given value of the gap, due to a spontaneous fluctuation in the
medium, is a Gaussian function, which is given in eq 2.6. The average energy gap X0 =
l + DG0 is given in the Marcus theory in terms of the reorganization energy l and the
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reaction free energy DG0. The reorganization energy also enters the variance of the energy
gap
s 2X = h(X   X0)2i = 2kBT l (3.1)
The probability distribution follows one of the dual views on the problem of electron
transfer mentioned above, the fluctuation approach. The probability P(0) of reaching the
transition state X = 0 when electron tunneling becomes possible defines the free energy of
activation
DG† = X
2
0
2bs 2X
=
(l + DG0)2
4l (3.2)
This probability is a factor in the Golden Rule, or non-adiabatic, rate of electron transfer[83,
110]
kET µ V2P(0) (3.3)
where V is the electron transfer coupling. Quantum vibrations modify the picture, particu-
larly in the inverted region of electron transfer (X0 < 0). Vibrations of the donor-acceptor
complex add a separate vibronic channel to each vibrational excitation with the energy
mh¯wv. This energy is added to X0 as X0 ! X0 + mh¯wv. In the inverted region with X0 < 0,
adding positive mh¯wv leads to a lower barrier in eq (3.2). The amplitude of each vibronic
channel is determined by the corresponding Franck-Condon factor and the final result for
the rate constant is given by the Bixon-Jortner expression[117](eqs (2.7) and (2.8)). Equa-
tion (3.2) for the activation barrier sets the position of the activationless transition, DG† = 0,
at   DGmax0 = l . This condition is modified by intramolecular vibrations and the maximum
of the rate shifts to
  DGmax0 ’ l + l v (3.4)
The reorganization energy l in eq (3.1) incorporates all classical modes affecting the
donor-acceptor energy gap, which typically include the solvent modes and classical in-
tramolecular vibrations. For organic complexes studied here, quantum intramolecular vi-
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brations with frequencies h¯w jv > 2kBT dominate in the reorganization energy of intramolec-
ular vibrations l v = å j l jv (see below). The latter is a sum of contributions l jv from all
normal modes of vibration with the frequencies w jv . In the approach adopted here, we
replace the manifold of intramolecular quantum vibrations with an effective vibrational
frequency[47] wv = å j w
j
v(l jv =l v). The definition of individual normal-mode components
l jv require resonance Raman spectroscopy.[148] In the absence of such data for the donor-
acceptor molecules studied here, a generic frequency of wv = 1500 cm   1 is used, as is
typically assigned to organic charge-transfer complexes.[117]
In the present calculations, l in eq (3.1) is assigned to the solvent reorganization en-
ergy l s and the former symbol is used throughout below. An alternative approach would
involve identifying classical normal modes within the donor-acceptor complex and com-
bining them with l s in the total classical reorganization energy l . This approach causes
significant difficulties, both computational and fundamental. The calculation of the reor-
ganization energy components of separate normal modes is computationally challenging
compared to the calculation of the overall vibrational reorganization energy achieved in
terms of average gas-phase vertical energies of the complex in two charge-transfer states
(see the Appendix B ). A noticeable reorganization energy of l f ’ 0:13 eV was previ-
ously assigned to the torsional rotation of the benzene rings in 4-biphenyl upon electron
transfer.[149] Our calculations produce a close number of l f ’ 0:12 eV (see Appendix B).
This rotation does not, however, correspond to a normal mode of the donor-acceptor com-
plex and cannot be separated from the overall reorganization energy without accounting for
cross coupling to all normal modes of the molecule and the solvent.
Q-Model. The cross coupling to the solvent might potentially be the most signifi-
cant qualitative effect of torsional flexibility, coupled to charge transfer, in the molecules
considered here and potentially other charge-transfer complexes.[150, 109] Intramolecular
torsional motions alter the electric field of the solute charges, thus providing a coupling
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mechanism between the torsional mobility and the solvent polarization.[151] When such
coupling is introduced into the model of electron transfer, it results in a linear-quadratic
dependence of the donor-acceptor energy gap on the solvent polarization.[32] Only a lin-
ear dependence of the energy gap on the solvent polarization is considered in the Marcus
model; the extension to the linear-quadratic dependence is covered by the Q-model of elec-
tron transfer.[32]
The linear Marcus model results in a Gaussian distribution for the energy gap X (eq
(2.6)). This statistics is well satisfied when the solute-solvent coupling is established
through the Coulomb interaction of the solute charges with the solvent dipoles.[121] The
wave function of the solute is fixed in each state in this approximation and is not deformed
by the fluctuations of the thermal bath. This is generally not correct since the wave func-
tion is obviously deformable and any molecular system is electronically polarizable. The
first-order perturbation correction to the zeroth-order non-deformable wave function, ac-
counting for the solute polarizability, leads to a self-polarization term in the energy gap
changing quadratically with the electrostatic field of the solvent. Combined with the stan-
dard linear coupling between fixed charges and the solvent polarization, it leads, like in the
case of torsional mobility, to a linear-quadratic dependence of the energy gap on the solvent
polarization.
Both solvent-coupled torsional mobility and varying polarizability result in the linear-
quadratic dependence of the energy gap on the solvent coordinates and the corresponding
non-Gaussian statistics of the energy gap.[32, 137, 142] It is likely that both of these factors
are influencing the statistics of the energy gap in the complexes considered here. The
Q-model provides a closed-form solution for all such problems in terms of the standard
parameters of the Marcus theory and an additional parameter k quantifying the deviation
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from the Gaussian statistics
PQ(X) = bA
s
l k 3
jX   X  j e
  b (k jX   X  j+ k 2l )
I1(2b
q
k 3l jX   X  j)
(3.5)
The parameter k can be either positive or negative. In order to simplify the equations,
we assume k > 0 for most of the discussion below. Further, the normalization constant
A = ( 1   exp[  bk 2l ])   1 in eq (3.5) can be omitted in most cases and I1(x) is the modified
Bessel function of the first order.[152]
The distribution of the energy gap in the Q-model is based on three parameters, instead
of two parameters in the Gaussian distribution in eq (2.6). In addition to l and DG0, the Q-
model introduces the non-Gaussian parameter k . It can be determined by combining l , as
defined by the variance of the energy gap in eq (3.1), with the reorganization energy l St =
jX01   X02j=2 obtained from the average energy gaps in the initial, X01, and final, X02, states.
This reorganization energy is equal to half of the Stokes shift[40, 137] associated with
charge transfer (see also eq (3.18) below). In the Gaussian Marcus model either definition
gives the same result, l St = l , but this equality breaks down for a non-Gaussian statistics
of the energy gap. The deviation between l and l St allows one to determine k (eq (3.18)).
The non-Gaussian statistics of the energy gap also leads to the asymmetry of the sol-
vent reorganization energies between the forward and backward reactions. If l = l 1
as defined by eq (3.1) specifies the reorganization energy of the forward reaction, then
the reorganization energy of the backward reaction is given by an analogous relation,
l 2 = ( b=2)h(dX)2i 2, dX = X   X02, in which the average is now taken over the statis-
tics of the thermal bath in the final state of the donor-acceptor complex. The reorganization
energies l 2 and l can be related in terms of the parameter k as follows: l 2 = l k 3=(1+ k )3.
To summarize, any pair of reorganization energies out of three, l St, l 1, l 2, provides
the value of k . The three parameters of the model specify the activation barrier along the
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reaction coordinate X, which replaces eq (3.2) of the Marcus model with the relation
DG† = k (
q
jl k 2=(1 + k )   DG0j  
p
kl )2 (3.6)
The Marcus theory and the Gaussian distribution in eq (2.6) are restored at k ! ¥ , when
l St = l 1 = l 2. One arrives at eq (3.2) from eq (3.6) in that limit, as can be shown trough a
Taylor expansion performed in terms of 1=k in eq (3.6).
The parameter X  in eq (3.5) specifies the lowest magnitude of the energy gap, the
“fluctuation boundary”, allowed in the Q-model. The probability of reaching X < X  (when
k > 0 as assumed in eq (3.5)) is identically zero, PQ(X) = 0. The fluctuation boundary is
given in terms of l and DG0 as X  = DG0   k 2l =(1+ k ). Note that the only restriction on
the magnitude of k is to fall outside the range   1 < k < 0 of mechanical instability.[32]
For negative values of k , one has to take its absolute magnitude, k ! j k j in eqs (3.5) and
(3.6). The condition X > X  at k > 0 changes to X < X  at k < 0.
The extension of the Q-model to transitions involving intramolecular vibrational exci-
tations is straightforward. One needs to replace the Gaussian distribution P(   mh¯wv) with
PQ(   mh¯wv) in eqs (2.7) and (2.8). One of significant consequences of changing the statis-
tics of the energy gap fluctuations is the shift of the position of the maximum of the rate
from the one given by eq (3.4) to
  DGmax0 ’ (l + l v) k1 + k  !k ! 0 0 (3.7)
The significance of this result is that the maximum rate at the top of the Marcus bell-shaped
energy gap law can be achieved at a substantially lower driving force when k becomes small
(see below).
Temperature effect. As is clear from eq (3.1), the reorganization energy entering both
the Marcus theory and the Q-model is determined by the variance of the donor-acceptor
energy gap, i.e., by the breadth of thermal fluctuations modulating the gap. The fact
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that the thermal noise is enhanced with increasing temperature is known as the Nyquist
theorem[153] and is reflected in the temperature factor in front of l in eq (3.1). The
question we consider next is whether l should be treated as a temperature-independent
coefficient or as carrying its own dependence on temperature.
This question can be addressed by first noting that the solvent reorganization energy
is identified in the Marcus theory with the free energy of polarizing the continuum di-
electric representing the solvent. The notion of free energy already requires one to pay
attention to possible effects of changing temperature. However, those are usually small in
the continuum model and can often be neglected (see below). They arise from the Pekar
factor c0(T), which is a combination of the refractive index n(T) and the dielectric con-
stant es(T), c0(T) = n(T)   2   es(T)   1. As l is proportional to c0 in the Marcus theory,
l (T) µ c0(T), all effects of temperature on l come from two dielectric constants, e¥ = n2
and es.
This physical picture changes substantially when the continuum dielectric is replaced
with a liquid of molecules carrying dipoles.[98, 147] Thermal agitation now translates into
fluctuations of dipolar orientations and dipolar positions (density). The difference between
these two modes can be appreciated by turning again to Onsager’s microscopic reversibil-
ity. A spontaneous rise of a fluctuation of orientations of molecular dipoles can be viewed
as a reversible work invested in rotating the dipoles against the field of the donor-acceptor
complex. This work will mostly require an input of energy. If one instead considers a
fluctuation of molecular density, it will require rearranging the molecules against their re-
pulsive cores, i.e., a local re-packing of the liquid. In contrast to the work invested in
changing orientations, the corresponding free energy of re-packing is mostly entropic. One
therefore concludes that the orientational and density fluctuations carry different thermo-
dynamic signatures, energetic (enthalpic) for the former and entropic for the latter.
This physics displays itself directly in the liquid-state theory of electron-transfer reorganization.[98]
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Figure 3.3: Schematic Representation of the Donor-Spacer-Acceptor Complex. The Positive Hole
on the Donor and the Negative Electron on the Acceptor Show the ‘‘Electron Transfer Dipole”
Corresponding to the Difference Electric Field DE0 Obtained by Subtracting the Electric Fields of
the Complex in the Final and Initial States.
The overall reorganization energy becomes a sum of the orientational l p and density com-
ponents
l = l p + s 2d=(2kBT); (3.8)
where s 2d is the variance of the energy gap produced by the density fluctuations. The reason
l is given in this form is that l p and s 2d depend on temperature through density and are
essentially constant parameters at the constant volume. When the continuum limit is taken
for the solvent, which is achieved in the theory by shrinking the molecular size to zero, l p
turns into the continuum expression and s 2d vanishes. There is no density reorganization in
a continuum medium and only orientations of dipoles determine l .
The Marcus notion of the reorganization energy as the free energy of solvation might
seem to have been lost in this discussion focused primarily on fluctuations. This is not
correct, one just needs to turn again from the fluctuation view to the equivalent (within
Onsager’s paradigm) thermodynamic view. In the thermodynamic view, one considers the
free energy of solvation of the “electron-transfer dipole”, i.e., the difference electric field
DE0 = E02   E01 produced by the donor-acceptor complex in the acceptor, E02, and the
donor, E01, states. Since the electric field of all other charges cancels out in the difference,
it is effectively given by the sum of the fields of the negative electron at the acceptor and a
positive hole at the donor (a dipole), as is schematically depicted in Figure 3.3.
In solvation theories, one can perform the perturbation expansion in terms of the inter-
66
action potential vD of the electron-transfer dipole with the surrounding solvent. This is a
long-ranged Coulomb interaction, while the reference system in the perturbation expansion
is the repulsive core of the solute excluding the solvent from its volume through the repul-
sive solute-solvent interaction potential.[154] The result of the perturbation expansion is
the chemical potential of solvation[155] (eq (32.3) in ref146)
mD = hvDi 0   (b=2)h(dvD)2i 0 (3.9)
where dvD = vD   h vDi 0 and the higher order expansion terms disappear for a Gaussian
medium.[155] The average h: : : i 0 here is over the statistics of the medium fluctuations
around the donor-acceptor complex with vD turned off, i.e., the positive and negative charges
in Figure 3.3 removed. For most polar liquids, a repulsive molecular core of the solute car-
rying no charges creates no polarization in the liquid and one has hvDi 0 = 0. One arrives at
the equation
mD =   l (3.10)
implying that l defined through the variance of the energy gap does carry the meaning
of the solvation free energy according to the standard prescription of the Marcus theory.
Where this prescription fails is in assigning dielectric continuum to a molecular solvent,
which, being a model for a solid material, eliminates the entropic character of some of the
molecular motions.[94, 95]
The derivation performed above also implies that the distinct effects of the orientational
and density motions of the solvent reflected in the reorganization energy should be shared
by the solvent part of the reaction free energy DGs (see eq 2.5).
We show below that the temperature dependence of DGs essentially traces that of l .
The differences are mostly mechanistic: DGs includes solvation by induced dipoles ex-
cluded from l , and it is given by the difference in solvation chemical potentials of the final
and initial states of the donor-acceptor complex, DGs = m2   m1, instead of the chemical po-
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tential mD of the electron-transfer dipole. This observation also implies that deficiencies of
the continuum dielectric in describing the temperature dependence of l should be equally
exposed in the corresponding difficulties of continuum models to describe the entropy of
solvation, as is now well established.[94, 95, 96, 156]
In order to connect the thermodynamic picture to the fluctuation arguments presented
above, one can define the entropy of solvation
SD =   (¶ mD=¶T)V =   l =T   F =T (3.11)
where the second part of this equation follows from eq (3.9). The term F in the second sum-
mand is a third-order statistical correlator,[101] F µ h(dvD)2dH0i , where dH0 is the fluctu-
ation of the total energy of the reference system unperturbed by the Coulomb interaction of
the medium with the “electron transfer dipole” (Figure 3.3). The term F is responsible for
what is known in solvation theories as the “solvation reorganization energy”[157, 158] (not
to be confused with the electron transfer reorganization energy l ). It describes restructur-
ing of the solvent caused by the field of the solute. Obviously, there is no restructuring in
continuum models, which therefore fail to describe the solvation entropy. What is worth
stressing here is a conceptual, even though not a direct mathematical, connection between
“restructuring” and “density reorganization”, both leading to substantial changes of l and
DGs with temperature.
Rate in the Arrhenius coordinates. Equation (3.3) gives the reaction rate in a form
formally consistent with the Arrhenius law (see eq 2.1). There is, however, an important
distinction from the classical Arrhenius law,
k = Ae  bEa (3.12)
which assumes that the activation energy (enthalpy) Ea is constant and is given by the slope
of the linear plot in the Arrhenius coordinates lnk vs 1=T. The entropy in this simplified
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Figure 3.4: (a)   bDG†(T) and (b) DH† and TDS† vs 1=T. Calculations Are Performed for the
Classical Marcus Activation Free Energy in eq (3.2) with l (T) and DGs(T) calculated for ClQSB
complex in MTHF (Figure 3.1). TDS†(T) and DH†(T) Are Given by eqs (3.13) and (3.14), Respec-
tively. The Arrows in (a) and (B) Show the Points of Activationless Electron Transfer at T = T 
(eqs (3.15) and (3.16)) when DG† = DH† = DS† = 0. The Results of Using the Marcus Model for
DG†(T) (eq (3.2))Are Shown in Black, Red Marks the Results of Applying the Q-Model (eq (3.6)).
description enters the rate preexponent A. Since the activation energy Ea in the Arrhe-
nius equation is associated with the height of the activation barrier in the transition state
theory,[159, 160] Ea has to be non-negative.
In contrast to this common view, DG†(T) in eqs (3.2) and (3.6) involves a fairly com-
plex dependence on temperature arising from the solvation component of the reaction free
energy DGs(T) and the reorganization energy l (T). Both the enthalpy and entropy of acti-
vation are functions of temperature, instead of the commonly assumed constant parameters.
The entropy of activation follows from DG†(T) as
DS†(T) =  

¶DG†(T)=¶T

p
(3.13)
where the constant pressure conditions are applied. Correspondingly, the enthalpy of acti-
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vation is
DH†(T) =

¶bDG†(T)=¶b

p
(3.14)
One therefore generally anticipates that the measured rates will be given by a curved func-
tion in the Arrhenius coordinates and the local slope DH†(T) will change in a sufficiently
wide range of temperatures (Figure 3.4b).
This general phenomenology finds its dramatic confirmation in the bell-shaped form
of the rate constant plotted in the Arrhenius coordinates as predicted theoretically[98] and
observed experimentally for a number of charge-transfer systems.[108, 102, 161, 109, 81]
While the standard, Arrhenius-type reaction kinetics is typically found for electron transfer,
anti-Arrhenius portions of this overall bell-shaped temperature law have been observed in
the past and discussed in terms of a negative activation enthalpy.[162, 163, 164] This feature
was also reported for two out of three Miller’s complexes (ClQSB and QSB in Figure 3.1),
as is shown in Figure 3.2 and discussed in more detail below.
The basic phenomenology of the bell-shaped rate law is sketched in Figure 3.4a. This
curved form of the rate law is the projection of the Marcus energy gap law on the 1=T
coordinate.[98, 165] It arises as the consequence of crossing the point X0(T  ) = 0 at the
temperature T  when activationless electron transfer is reached by changing the tempera-
ture. The reorganization energy is equal to the driving force at T 
  DG0(T  ) = l (T  ) (3.15)
in the Marcus theory. The Q-model predicts an alternative result
  DG0(T  ) = kl (T  )=(1 + k ) (3.16)
where, as above, k > 0 is assumed. The activation barrier is positive on both sides of T  ,
but both the activation enthalpy and the activation entropy change from negative values at
T > T  to positive values below T  (Figure 3.4b).
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3.4 Results
Here we apply the general ideas discussed above to the calculation of the rates of three
complexes shown in Figure 3.1. All calculations have been done by using eqs (2.6), (2.7)
and (2.8), and (3.5) in which the solvent reorganization energy l (T) and the solvent part
of the reaction free energy DGs(T) are calculated theoretically with the software package
SolvMol.[10] This approach leaves two parameters in the rate equation unspecified, the
electron-transfer coupling V and the gas-phase energy gap DEg, when the Marcus model
is used to describe the classical distribution of energy gaps entering the Franck-Condon
factor. The use of the Q-model adds one additional parameter, k , quantifying the deviation
from the Gaussian statistics. These parameters have been varied to produce best fits to
experimental kET(T) and the results are listed in Table 3.1. The quality of the fits is shown
in Figures 3.2 and 3.5. The vacuum energy gaps DEg for all complexes have also been
calculated with CDFT.[166] The accuracy of such calculations is insufficient for kinetic
modeling (see Appendix B) and fits to experimental rates are more reliable. The vibrational
reorganization energies l v were calculated from DFT and CDFT (see Appendix B) and are
also listed in Table 3.1.
The fits of experimental rates by using the Gaussian Marcus model in eqs (2.7) and
(2.8) are shown by the black solid lines in Figures 3.2 and 3.5; the fits to the Q-model are
shown by the red solid lines. While the quality of the fits is consistently better in the case
of the Q-model, this success can be attributed to a higher mathematical flexibility of the
equations due to an additional fitting parameter k . A consistency test is required and it is
provided by experimental data for the temperature dependent reaction free energy DG0(T)
available for the NSB complex.[14, 15]
Experimental data for DG0(T) of NSB were obtained from the equilibrium constant for
the reaction of charge shift from biphenylyl   (B  ) to 2-naphthyl (N) group in the NSB
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Figure 3.5: Rate Constants in the Arrhenius Coordinates (k(T) Vs 1=T) for NSB in MTHF. The
Points Represent Experimental Data[14] And the Solid Lines Refer to the Theoretical Calculations.
The Black Line Indicates the Marcus Model (eq (2.6)) Used in the Bixon-Jortner Equation (eqs (2.7)
and (2.8)), The Red Line Refers to the Q-Model (eq (3.5)) Used in eqs (2.7) and (2.8). SolvMol[9,
10] Was Used to Calculate the Solvent Reorganization Energy l (T) and the Solvent Component
of the Reaction Gibbs Energy DGs(T). The Gas-Phase Component of the Energy Gap DEg and
the Electron-Transfer Coupling V Are the Fitting Parameters Listed in Table 3.1. The parameter
k = 1:14, quantifying the non-Gaussian character of the energy gap statistics, was determined from
the fit; k ! ¥ leads to the Marcus limit with the Gaussian statistics of X.
complex in MTHF.[14, 15] The measurements were a combination of BC/NC and BS/NS
equilibria, where cyclohexane (C) spacer was used at low temperatures. Nevertheless the
two sets of data were consistent, with nearly temperature independent free energies DG0(T)
(Figure 3.6, points), as one would anticipate if the free energy of solvation of B   and N 
were close in the magnitude.
The main distinction between the results of fits to the Marcus theory and the Q-model
comes as the magnitude of the gas-phase energy gap DEg calculated from the fit of the
kinetic data. The fit to the standard Marcus theory used in eqs (2.7) and (2.8) leads to DG0
significantly more negative than experiment (black line in Figure 3.6). In contrast, the fit of
the kinetic data to the Q-model produces a nearly perfect agreement with the experimental
DG0(T) without additional fitting parameters (red line in Figure 3.6).
The ability to fit the experimental kinetic data and to obtain the bell-shaped curve in
the Arrhenius coordinates (Figure 3.2) are greatly affected by the strong dependence of
the reorganization energy on temperature predicted by the microscopic solvation model.
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Figure 3.6: Temperature Dependence of the Reaction Free Energy for the NSB Complex. The
Points Are Experimental Data[14, 15] and The Solid Line Is the Theoretical Calculation Combining
DEg From the Fit of the Experimental Rates with DGs From SolMol[9, 10] (eq (2.5)). The Black
Solid Line Is Obtained with DEg From the Fit of the Experimental Rates to the Marcus Model (eqs
(2.6) and (2.7) and (2.8)). The Red Solid Line Refers to DG0 with Its Gas-Phase Component DEg
Obtained From Fitting Experimental Rates with the Q-Model (eqs (2.7), (2.8) and (3.5)).
The dielectric continuum does not capture this physics as illustrated in Figure 3.7, where
we compare the SolvMol calculations with the dielectric model implemented in the nu-
merical software DelPhi numerically solving the Poisson equation.[115, 11] As expected,
the continuum model grossly underestimates the change of the reorganization energy with
temperature[47, 101] (the slope of l with increasing temperature is nearly zero in Figure
3.7). The microscopic and continuum results are numerically close at T  300 K, which
implies that the continuum models were empirically parametrized to reproduce solvation
free energies around this temperature. However, the gross underestimate of the solvation
entropy by the dielectric models[94, 95, 96, 156] eventually leads to incorrect free energies
in an extended range of temperatures.
The top of the bell-shaped kinetic law in the Arrhenius coordinates represents the acti-
vationless regime (DG†(T  ) = 0), when the average energy gap is zero, X0(T  ) = 0. The
temperature dependence of the barrier arises from the solvent component of the driving
force   DGs(T) and the solvent reorganization energy l (T). The point of the maximum
in the Arrhenius coordinates is their crossing point in the Marcus theory (eq (3.15) and
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Figure 3.7: Solvent Reorganization Energy l Vs Temperature for NSB (Black), QSB (Red), and
ClQSB (Blue) in MTHF. The Solid Lines Refer to the Calculations with SolvMol[9, 10] (Micro-
scopic Solvation Model) and the Dashed Lines Show the Calculations Using DelPhi[11] (Contin-
uum Solvation Model).
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Figure 3.8: Temperature Variation of the Solvent Reorganization Energy l (T) (Solid Lines) and
the Driving Force   DG0 (Dashed Lines) Calculated for Electron Transfer in ClQSB (Blue) and
QSB (Red) in MTFH. The Calculations Are Performed with the Microscopic Solvation Model
SolvMol.[9, 10] The Arrows Indicate the Temperature T  at which Zero Activation Barrier Is
Reached in the Marcus Theory of Electron Transfer (eq (3.15)). The Condition of Maximum Rate
Is Altered in the Q-Model (eq 3.16).
Figure 3.8). As mentioned above, using continuum dielectric to model the solvent effect
on electron transfer produces the reorganization energy nearly independent of temperature
(Figure 3.7) and no maximum in the Arrhenius coordinates.
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3.5 Discussion
The extraordinary predictive power of the Marcus theory[29] is based on the funda-
mental Gaussian statistics of the medium fluctuations projected on the one-dimensional
reaction coordinate. The bell-shaped energy gap law provides the means of experimental
sampling of the energy gap statistics by varying the reaction free energy.[12] When this
fundamental view of thermal fluctuations in polar media is supplemented with microscopic
liquid state models, the theory becomes capable of very detailed predictions of the effect
of thermodynamic parameters on the reaction rate.
Electron transfer with low activation barriers brings forward entropic effects usually
hidden behind the Arrhenius phenomenology. The appearance of a bell-shaped rate law in
the Arrhenius coordinates (ln(k) vs 1=T) is a dramatic consequence of such entropic effects
(Figure 3.2). This new phenomenology provides an alternative experimental approach to
sample the statistics of the donor-acceptor energy gap by varying the temperature. The abil-
ity to sample the bell-shaped rate law by varying temperature relies on a relatively strong
variation of the solvation free energies entering the activation barrier. The microscopic sol-
vation theory[98, 9] suggests that the most relevant functionality for both   DG0 and l is
hyperbolic, a+ b=T. The top of the bell-shaped dependence marks the point of activation-
less electron transfer: the reaction is in the Marcus inverted region at high temperatures and
crosses to the normal region at lower temperatures.
Gaussian statistics is not required to obtain the bell-shaped energy gap law. Already the
involvement of quantum intramolecular vibrations of the donor-acceptor complex (eqs (2.7)
and (2.8)) brings about the deviation of the energy gap shape from the inverted parabola of
the Marcus theory.[117] Further deviations from the inverted parabola are allowed by the Q-
model producing non-Gaussian statistics of the donor-acceptor energy gap.[32] However,
the maximum rate at the top of the bell-shaped curve is still reached at the point of zero
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Figure 3.9: G1(X) (red) and G2(X) (blue) for Electron Transfer in the NSB Complex Calculated
with the Parameters Listed in Table 3.1. The Non-Gaussian Parameter k = 1:14 Is Used in the Q-
Model Calculations (Solid Lines) and k ! ¥ Is Set to Produce the Marcus Limit (Dashed Lines).
The Vertical Dotted Line Indicates X = 0 at which the Free Energy Surfaces Cross and Electron
Tunneling Becomes Possible. The Vertical Dashed Line Indicates the Position of the ‘‘Fluctuation
Border” X  of the Q-Model Below which Gi(X) ! ¥ . The Distance Between the Minima of the
Free Energy Surfaces Is Equal to 2l St, where l StIs the Stokes Shift Reorganization Energy.
average energy gap, X0 = 0, producing activationless electron transfer.
The Q-model brings a number of new features to the general phenomenology of electron
transfer in donor-bridge-acceptor systems. First, since the fluctuations of the energy gap are
not Gaussian, the free energy surfaces of electron transfer are non-parabolic. The extent of
deviation from the parabolic shape is very substantial for k = 1:14   1:74 following from
the fits of the kinetic data (from NSB to ClQSB in Table 3.1). The free energy surfaces
follow directly from the corresponding probabilities Pi(X) as
Gi(X) = G0i   b   1 ln [Pi(X)] (3.17)
where i = 1 and i = 2 refer to the forward and backward reactions, respectively. Here, G0i
is the free energy at the minimum such that the reaction free energy is DG0 = G02   G01.
The free energy surface resulting from the Marcus theory and the Q-model are com-
pared in Figure 3.9 in the case of the NSB complex. As is clearly seen, the Q-model predicts
a significant decrease of the activation barrier at a given value of the driving force   DG0.
The rate of electron transfer can therefore be substantially increased without sacrificing the
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Figure 3.10: Energy Gap Law Based on the Marcus Model (Black Line) and the Q-Model (Red
Line). The Parameters Are for the NSB Complex at T = 300 K as Listed in Table 3.1.
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Figure 3.11: Solvent Reorganization Energies of Electron Transfer in Miller’s Set of Donor-
Acceptor Complexes.[12] The Molecular Charge Distribution in the Donor-Acceptor Complexes
Was Calculated From CDFT (see Appendix B) And Was Used in SolvMol[9] To Calculate l . The
Calculated Values Are Plotted Against DG0 + hl i , where hl i Is the Average Reorganization En-
ergy in the Set and DG0 Is the Experimental Reaction Free Energy From Redox Potentials.[12]
The Complexes Included in the Set Are of the General ASB Form (Figure 3.1) With the Fol-
lowing Acceptors A: 2-Naphthyl (1), 9-Phenanthryl (2), Pyrenyl (3), Hexahydronaphthoquinon-
2-Yl (4), 2-Naphthoquinonyl (5), 2-Benzoquinonyl (6), 5-Chlorobenzoquinon-5-Yl (7), 5,6-
Dichlorobenzoquinon-2-Yl (8). The ASB Complexes Shown in Figure 3.1 Are Marked Red in
the Plot.
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reaction free energy, a feature significant for applications to solar energy conversion.[167]
Apart from the nonlinear shape of Gi(X), the reduction of the barrier is achieved by re-
ducing the distance between the minima of the free energy curves from 2l in the Marcus
theory to the value
2l St = l k (1 + 2k )(1 + k )2 (3.18)
The reorganization energy l St refers to half of the Stokes shift between the absorption
and emission maxima of charge-transfer bands.[40, 137] In the Gaussian model, one has
l St = l , as is seen from eq (3.18) at k ! ¥ . However, the distance between the absorption
and emission maxima shrinks as k decreases.[137] In terms of thermally activated electron
transfer, one has 2l St = jX01   X02j and the same phenomenology is reflected in closer
minima of the free energy surfaces and a lower activation barrier (Figure 3.9).
This general result is also clearly seen in the reaction energy gap law shown in Figure
3.10, where the fitting parameters for the NSB complex are used to compare the Marcus
theory to the Q-model. Since k ’ 1 from our fitting, the top of the bell-shaped energy
gap law, that is the maximum rate, shifts from ’ l + l v, per eq (3.4), to about half of
this value (’ (l + l v)=2, eq (3.7)). Therefore, donor-acceptor complexes satisfying the
rules of the Q-model (either through varying polarizability or the coupling of dihedral ro-
tations to the solvent) achieve the maximum rate of electron transfer at the driving force
significantly reduced compared to the Gaussian (Marcus) model. This observation might
help in designing charge-transfer complexes for efficient solar energy conversion since fast
charge separation, followed by a long-living charge separated state, is highly sought in
those applications.[104, 105, 107] The broadly accepted line of thought for achieving such
conditions is to perform reactions in low-polarity solvents[168, 120, 118] with a low value
of l . An alternative approach, suggested by the Q-model, would be to seek conditions for
a low magnitude of the non-Gaussian parameter k .
All these mechanistic details, which are potentially important for both the fundamen-
78
tal understanding of electron transfer and for applications to solar energy conversion, are
washed out in the standard construction of the energy gap law when ln(kET) is plotted vs the
driving force   DG0 under the assumption that all other parameters of the reaction remain
unchanged. The reorganization energy, which defines the top of the Marcus bell-shaped law
in Miller’s set of donor-acceptor complexes, turns out to be equal to 0:75 eV.[12] While this
value is close to the corresponding results for QSB and ClQSB from our calculations (Ta-
ble 3.1), this does not mean that the assumption of a constant reorganization energy within
the set is well justified. The results of our calculations of l for all eight complexes from
Miller’s set is shown in Figure 3.11 (see Table B.5 in Appendix B). It is clear that the val-
ues of l are spread over a significant range and the assumption of a constant reorganization
energy throughout the set is an approximation.
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Table 3.1: Parameters of Electron Transfer Reactions (EV) at T = 300 K (Solvation Parameters
Refer to MTHF).
Complex Gas Solvent Total
V  103 a l v b DEgc l d DGs d DG0e
Marcus
NSB 0.03 0.41   0:77 0.86 0:04   0:73 f
QSB 0.22 0.50   1:47g 0.74 0.05   1:42h
ClQSB 0.16 0.49   1:54 0.73 0:06   1:48h
Q-model
NSB 0.07 0.41   0:11 0.86 0:04   0:07 f
QSB 0.21 0.50   1:06g 0.74 0.05   1:01h
ClQSB 0.16 0.49   1:27 0.73 0:06   1:21h
aObtained by fitting the kinetic data for all three complexes. The application of the Q-model resulted
in k = 1:14, 1:22 and 1:74 for NSB, QSB and ClQSB, respectively. bThe vibrational reorganization
energies were calculated from the gas-phase vertical transition energies as the mean of two values,
l v = ( l v1 + l v2)=2, which can be produced from the gas-phase energy surfaces (DFT/B3LYP/6-31G,
see Tables B.1 and B.2 in Appendix B). The characteristic vibrational frequency of wv = 1500 cm  1
was assigned to all complexes. cDEg values listed in the table were obtained as fitting parameters in
the analysis of the kinetic data for ASB complexes; DEg ’ 0 (NSB),   2:35 eV (QSB), and   2:74
eV (ClQSB) were calculated with DFT, see Table B.1 in Appendix B. dCalculated by using the
microscopic solvation model SolvMol. eFrom eq (2.5). f Experimental DG0 in MTHF[15] is
  0:06 eV at T = 300 K. gRedox potentials measured for Q and B in dimethylformamide[12] were
used to estimate the gas-phase energy gap between separate fragments. SolvMol calculations of the
solvation energies of Q  and B   combined with the experimental DGredox0 yield DEg(¥ ) =   1:68
eV at an infinite donor-acceptor separation (see Appendix B for more details). hThe present
calculations of DG0 cannot be directly compared with those listed by Miller,[12] since they were
based on the redox potentials of the isolated fragments in a different solvent (dimethylformamide).
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Chapter 4
HALF REACTIONS WITH MULTIPLE REDOX STATES DO NOT FOLLOW THE
STANDARD THEORY: A COMPUTATIONAL STUDY OF ELECTROCHEMISTRY
OF C60
4.1 Summary
The standard theory of electron transfer advanced by Marcus predicts that the solvent
reorganization energy of electron transfer does not depend on the redox state of the reactant.
For instance, it should be the same in the reduced and oxidized states of a half reaction.
This theory prediction is verifiable by measuring activation barriers of electron transfer
reactions involving multiple oxidation states. We use here the opportunity offered by elec-
trochemistry of C60, which allows charges from zero to negative four in a sequence of
reduction half reactions. We find that the activation barrier does change with altering redox
state of fullerene, which can be experimentally verified by measuring Arrhenius slopes of
corresponding reaction rates. This outcome is connected to the alteration of the molecular
polarizability caused by electronic transitions. Classical molecular dynamics simulations
of fullerene in water are combined here with the analytical Q-model of electron transfer
involving polarizable molecules. The main outcome of the study is that altering molecular
polarizability makes the reorganization energy and the reaction activation barrier depend on
the redox state of the reactant. This work [169] was first published in the Journal of Physi-
cal Chemistry C in 2018 (Sarhangi, Waskasi, Hashemianzadeh, Martin, and Matyushov).
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4.2 Introduction
The Marcus theory of electron transfer provides a universal framework to describe elec-
tronic radiationless transitions in polarizable media. Its main focus is on fluctuations of
electronic energy levels of molecules caused by thermal agitation of the medium. Two
parameters are invoked to project the bath fluctuations on the reaction coordinate and the
activation barrier for electron transfer between a donor and acceptor: the reaction free
energy and the medium (solvent) reorganization energy.[30] The theory equally applies
to electrode reactions,[29, 170] for which the description is further simplified. Since the
equilibrium electrode potential is established to equalize the barriers for the forward and
backward reactions, the reaction free energy is zero at equilibrium and is altered by apply-
ing the electrode overpotential.[24] The reorganization energy l then absorbs all classical
nuclear modes affecting the activation barrier.
The identity of the solute affects the activation barrier in the standard model through the
distribution of molecular charge and through changes in the molecular structure upon elec-
tron transfer. The first ingredient determines the solvent reorganization energy, which can
be represented as the solvation free energy of a fictitious “electron-transfer dipole”.[171, 9]
It is formed by the charge distribution within the reactant corresponding to the difference of
atomic charges in two oxidation states. The alteration of molecular structure of the solute
upon electron transfer determines the intramolecular reorganization energy,[117] which
was well understood already in the theory of radiationless transitions in molecules,[172,
173, 174] even before the advent of the Marcus theory applied to reactions in polar media.
The resulting theory, which has achieved universal applicability and attractive simplicity,
has enjoyed broad support by experiment.[175, 15, 83] The question naturally raised by
this success is whether there are still critical properties of the donor-acceptor pairs or of
electrode half reactions which have not been incorporated into classical theories of the
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activation barrier.[35]
It is quite easy to anticipate that molecular charge does not exhaust all changes in the
molecular properties of the solute caused by electron transfer. The electronic identity of the
solute is altered, and that includes, among other properties, the entire spectrum of electronic
excitations and the corresponding transitions dipoles. Are all those properties irrelevant for
the reaction activation barrier or some of them can be incorporated into a refined theory?
This question has a practical dimension since increasing the number of parameters and
molecular properties affecting the rates allows higher tunability of donor-acceptor pairs
and half reactions for practical applications.
An experimental test of the theory predictions, and a potential route to answer this
question, can be achieved by looking at multiple electronic transitions. A clear testable
prediction of the traditional theory is that the solvent reorganization energy, and the cor-
responding activation barrier, should not depend on the electronic state of the reactant in-
volved in a sequence of reduction transitions, as long as one electron is transferred in each
reaction. In other words, in a sequence of reactions, Ai + e ! Ai   1, changing the reactant
from the oxidized (Ox, Ai) to the reduced (Red, Ai   1) form, the reorganization energies of
all reactions are identical in the Marcus theory
l i = l = Const (4.1)
Here we show under which conditions this prediction might fail and identify potential ex-
periments which can be conducted.
From the perspective of electrostatics, which underlies the Marcus formulation for the
nonequilibrium polarization free energy,[176] at least one property beyond the molecular
charge must reflect its electronic state and the corresponding spectrum of electronic exci-
tations. This is the molecular polarizability of the solute, a i , which, in polar media, leads
to an additional stabilization free energy,   (a i=2)E2s , due to a non-zero electric field of the
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solvent Es (subscript i marks different oxidation states, see below). Indeed, an extension
of the standard Marcus theory to include molecular polarizability changing with electronic
transitions, which was dubbed the Q-model,[32] has shown that the reorganization energy
starts to dependent on the electronic state of the molecule. The picture of two crossing
equal-curvature parabolas[30] is then replaced by a picture of crossing non-parabolic func-
tions of the reaction coordinate.
The original Q-model was formulated for intramolecular electron transfer,[32] in which
the solute was modeled by a point dipole. It was recently extended to half electrode
reactions,[177] with the same general outcome of the solvent reorganization energy de-
pending on the solute’s electronic state. An obvious route to test the theory predictions is
to look at redox processes allowing multiple redox states. In anticipation of such experi-
ments conducted in the future, we present here a study outlining potential experimentally
falsifiable outcomes by looking at multiple redox states of C60 fullerene.
The fullerene molecule, C60, is a spherical, rigid and polarizable molecule that accepts
multiple electrons with minimal structural change.[178, 179] It seems to be an ideal system
for testing models of solvent reorganization in electron transfer.[180] We have therefore set
up a simulation protocol to study the transfer of four electrons to produce five oxidation
states of C60 in the following sequence of half reactions
Ci60 + e
 
 ! Ci   160 i = 0;   1;   2;   3 (4.2)
If the Marcus description is insufficient for these multiple transitions, a simple and ex-
perimentally verifiable consequence follows: the activation barriers for consecutive tran-
sitions should not coincide, reflecting different reorganization energies in the sequence of
redox states. This means that eq (4.1) is expected to fail under this scenario, leading to
different Arrhenius slopes for the standard reaction rates k0i measured at zero electrode
overpotential.[24]
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Figure 4.1: Activation Free Energies   DG†i =(kBT) vs 1=T for Reduction Reactions at h = 0 for
Redox States Listed in the Plot (eq (4.2)).
The main result of this study is shown in Figure 4.1. It presents the Arrhenius plot,
  DG†i =(kBT) vs 1=T, for the sequence of half reduction reactions shown in eq (4.2). Here,
DG†i are the activation barriers for successive reduction reactions at zero electrode overpo-
tential. The lines in the plot are calculated as described below from molecular dynamics
(MD) simulations of Ci60 in SPC/E water[181] at different temperatures. The main out-
come of these calculations is that the activation barrier changes with the redox state of the
reactant when the reactant polarizability depending on the oxidation state is introduced in
the calculations (Table 4.1). This result is in disagreement with the standard Marcus theory
(eq (4.1)) and shows its limitations.
4.3 Theory
Modern formulations of the theory of electron transfer[124, 16, 182, 121] consider
the instantaneous energy gap between the initial and final energies of the electron as the
reaction coordinate. In application to half reactions, this is the difference of the energy
Ei   1 of the reduced state and the energy Ei of the oxidized state plus the electron with
the energy corresponding to the electrochemical potential of the metal m¯:[29, 97] Ei + m¯.
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Table 4.1: Reorganization Energies l i (eq (4.23)), Activation Free Energies for Reduction
Reaction DG†i = DG
†
i (0) (eq (4.14)), and Activation Enthalpies DH†i (eV) for Ci60 at T =
300 K. Also Listed Are the Polarizabilities a i (A˚3), Effective Solute Radii R0s (A˚), and
Non-Parabolicity Parameters ki (eq (4.25)).
i l i a i R0s a ki DG†i DH
†
i
b
0c 1.49 89 5.73   24:5 0.40 0.42
  1 1.69 99 5.74   23:7 0.45 0.47
  2 1.93 109 5.73   22:7 0.52 0.54
  3 2.27 119 5.65   21:2 0.61 0.64
  4 2.78 129 5.49   19:2
aEffective solute radius (A˚, eq (4.27)) calculated with the solute-solvent pair distribution functions
from MD. bActivation enthalpies from the slopes of Arrhenius plots. cMD simulations performed
in this study yield l = 1:09 eV at T = 300 K, while l 0 ’ 1 eV was reported for reduction of C060 in
benzonitrile in ref 180. Distance correction through eq (4.22) can significantly affect the reported
values.
Subtracting Ox from Red leads to the fluctuating energy gap
X = Ei   1   Ei   m¯ (4.3)
The stochastic collective variable X fluctuates due to thermal fluctuations of the nuclear
degrees of freedom with the probability density Pi(X). The probability density is used to
produce the free energy surfaces of electron transfer Gi(X) =   kBT ln [Pi(X)].
The crossing of Gi(X) with Gi   1(X) at the tunneling configuration at X = 0 determines
the activation barrier of the reaction. The Gaussian Marcus model of electrode reactions[29,
170] is a one-parameter model for Gi(X) in terms of the reorganization energy l and the
electrode overpotential h continuously altered in experiment[24]
Gi(X)   Gi = (X   l   eh )
2
4l (4.4)
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where e is the elementary charge and Gi is the minimum of the free energy surface. Cor-
respondingly, the free energy of the reduced state is obtained from eq (4.4) by replacing
l !   l in the nominator
Gi   1(X)   Gi   1 = (X + l   eh )
2
4l (4.5)
The activation barriers, DG†a = Ga(0)   Ga are given by the Marcus parabolas
DG†a(h ) = (l  eh )
2
4l (4.6)
where two equations above were collapsed into one by using “+ ” and “   ” to specify a = i
and a = i   1, respectively. We use the subscript a = i; i   1 to specify either reduction
(a = i) or oxidation (a = i   1) reaction and keep the subscript i to specify the oxidation
state. This additional level of complexity is due to the need to deal with a sequence of redox
reactions, in which any index i < 0 can simultaneously refer to the Ox state of a forward
reaction and to the Red state of a backward reaction.
The Marcus expression satisfies the important thermodynamic constraint known as the
Nernst equation
DG†i (h )   DG†i   1(h ) = eh = DG0 (4.7)
where eh plays the role of the standard reaction Gibbs energy DG0 for electrochemical
reactions. Any successful alternative to the Marcus theory should obey this constraint and
we stress below that the proposed Q-model does follow this relation.
There are several equivalent routes to define the Marcus reorganization energy in eqs
(4.4) and (4.5).[142, 97] It can be given through the separation between the minima of the
Marcus parabolas in eqs (4.4) and (4.5), but also in terms of parabola’s curvature (denomi-
nators in eqs (4.4) and (4.5)). The latter definition can be alternatively given in terms of the
variance of the reaction coordinate X with the statistical average h: : : i i consistent with the
corresponding redox state
l i = hdX2i i=(2kBT) (4.8)
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This definition was in fact adopted by Marcus (eq 69 in ref 29). Obviously, l i = l in the
Marcus theory, leading to the picture of equal-curvature shifted parabolas (eq (4.1)).
The equality between two reorganization energies is lifted in the Q-model of electron
transfer.[32, 177] For a given redox reaction, one then needs two reorganization energies, l i
for the oxidized state and l i   1 for the reduced state. Note that the reduced state for a given
reaction step becomes the oxidized state for the next step in the chain of half reactions.
For the oxidized state, that is for the reactants in eq (4.2), the free energy surface along the
reaction coordinate X is given by the relation
Gi(X)   Gi =
 p jki j jX   X0(h )j  
q
k 2i l i
 2 (4.9)
where
X0(h ) = eh   l ik 2i =(ki + 1)
= eh   l i   1k 2i   1=(ki   1   1)
(4.10)
In eqs (4.9) and (4.10), ki is the parameter gauging the deviation of the free energy sur-
face from the parabolic form. It can be calculated from the known values of reorganization
energies for the oxidized, l i , and reduced, l i   1, states according to the formula
k   1i =
3
s
l i
l i   1
  1 (4.11)
In addition, the parameters ki and ki   1 are not independent and are linked through the
relation
ki   1 = ki + 1 (4.12)
The combination of eqs (4.11) and (4.12) leads to another useful identity
k 3i l i = k 3i   1l i   1 (4.13)
We show below how to relate the parameters ki to molecular properties of the reactants.
Further, the free energy surface of the reduced state is given by the same expression as in eq
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Figure 4.2: Free Energy Surfaces of Half Reaction for C  260 (right) and C  360 (left). The Dashed
Lines Show the Marcus Parabolas (M, eqs (4.4) and (4.5)) With the Reorganization Energy of l =
1:09 eV Calculated From MD at T = 300 K. The Solid Lines Refer to the Q-Model (eq (4.9)).
(4.9) with the replacement l i ! l i   1, ki ! ki   1. A representative picture of the free energy
surfaces at h = 0 corresponding to parameters of Ci60 discussed below is shown in Figure
4.2. As we additionally stress below, jki j ! ¥ in eq (4.11) leads to equal reorganization
energies for Red and Ox states, l i  l i   1, and the return of eq (4.9) to the Marcus result in
eq (4.4).
A non-parabolic form of the free energy surfaces of electron transfer is required by the
linear relation:[183] Gi   1(X) = Gi(X)+ X. This equation, imposed by the Gibbs ensemble
used to calculate the averages, implies that the second derivatives of the free energy surfaces
are equal at each X, a condition not satisfied by two parabolas with non-equal curvatures.
The analytical Marcus equations given by eqs 4.4 and (4.5) satisfy all exact constraints,
including the thermodynamic requirement in eq (4.7) imposed by the Nernst equation. The
same is true about the Q-model.[177] The Marcus model and the Q-model are nearly the
only solutions for the free energy surfaces of electron transfer, currently known, that satisfy
all fundamental constraints imposed by thermodynamics and by the Gibbs ensemble used
to produce them.
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From eq (4.9), one can calculate the activation free energy DG†a = Ga(0)   Ga
DG†a(h ) =
 
s
jkaj




k 2a l a
ka  1
  eh




 
q
k 2a l a
! 2
; (4.14)
where a denotes either i or i   1 and + =  are assigned to i (Ox) and i   1 (Red), respectively.
From eq (4.14), the activation barrier at h = 0 is equal to
DG†a(0) =
 q
k 2i l i  
q
k 2i   1l i   1
 2
(4.15)
and, obviously, DG†i (0) = DG†i   1(0).
Equation (4.14) predicts inequality between DG†i (h ) and DG†i   1(   h ) curves. This
asymmetry can potentially be observed experimentally[184, 185, 186, 187, 188] in terms
of inequality between the cathodic and anodic branches of the electrode current measured,
correspondingly, at h and   h . Figure 4.3 illustrates this point by showing
  DDG†a(h ) =   DG†a(h ) + DG†a(0) (4.16)
This dependence on the overpotential experimentally corresponds to the Tafel plots[24]
of kBT ln[Ia(h )=Ia(0)] for the cathodic Ii(h ) and anodic Ii   1(h ) currents. No asymmetry
between the cathodic and anodic branches is allowed by either the Marcus theory or by the
Butler-Volmer empirical law. The latter predicts
DDG†a(h ) =  12eh (4.17)
for the transfer coefficient equal to 1=2.[24] On the contrary, asymmetry between the ca-
thodic and anodic branches is allowed by the Q-model, which predicts unequal transfer
coefficients (slopes of ln[Ia(h )] vs jh j[24]), but less curvature of the current branches com-
pared to the Marcus theory.[177] This is clearly seen in Figure 4.3 where the electrode
currents (solid lines) are closer to the Butler-Volmer plots (dotted lines) than to the Marcus
result (dashed lines). The polarizability change Da = 10 A˚ adopted for fullerenes, and
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Figure 4.3:   DDG† (eq (4.16)) vs h For Cathodic (Left) and Anodic (Right) Electrode Reactions.
The Solid Lines Are Based on the Q-Model for the Reaction C   260 + e
  ! C   360 . The Dashed Lines
Refer to the Marcus Theory (eq (4.6))And the Dotted Lines Refer to the Butler-Volmer Empirical
Relation (BV, eq (4.17)).
corresponding high magnitudes of jki j (Table 4.1), is insufficient to produce significantly
different transfer coefficients (see below).
The transfer coefficient ga at h = 0 is given by the relation
ga = jp kiki   1   j kajj (4.18)
where a is either i of i   1. The transfer coefficient in the Q-model is, therefore, the result of
subtraction of jkaj from the geometric mean of two ka values. It tends to ga ’ 1=2 at jkaj 
1 corresponding to the Gaussian (Marcus) limit. It is also easy to prove that gi + gi   1 = 1,
which follows directly from the relation between ki and ki   1 in eq (4.12). This is the
standard condition imposed on the transfer coefficients of electrochemical currents.[24]
It is important to stress that, since ki and ki   1 are related by eq (4.12), experimental in-
put of ga at h = 0 provides, through eq (4.18), direct access to the parameters ka specifying
the non-parabolic shape of the free energy surfaces of electron transfer. Since Q-model is a
two-parameter model (in contrast to the one-parameter Marcus theory), two experimental
inputs, such as ga (eq (4.18)) and DG†a(0) (eq (4.15)), fully specify the free energy surfaces
and the activation barriers.
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4.4 Reorganization Energies
The Marcus theory of electron transfer is a specific application of a more general re-
sponse theory known as the linear-response approximation.[189] In application to elec-
trostatic problems, this framework predicts that the average interaction energy he0si of a
charged solute with the solvent scales quadratically with the solute charge q. The chemical
potential of solvation can then be calculated from the statistics of e0s[190, 191, 192] by
truncating the generally infinite expansion over cumulants in e0s at the second-order level
m= he0si + hde20si =(2kBT) (4.19)
where de0s = e0s   h e0si . Since, in linear response,[190, 192] the second term is half of the
first in the magnitude and has the opposite sign, one also expects
m= 12he0si (4.20)
Our classical MD simulations have shown that this condition is fulfilled very well for
different charge states of C60 and we conclude that linear response is a good approximation
for solvation of the reduced states Ci60. Since the solvent reorganization energy of electron
transfer corresponds to the free energy required to transfer one charge,[9] one can write
  m(q) = q2l (4.21)
where l is the Marcus reorganization energy, which thus becomes the susceptibility in the
quadratic scaling with the solute charge characteristic of the linear response approximation
(Figure 4.4).
We note that the reorganization energy quantifies solvation by solvent polarization orig-
inating from slow nuclear motions of the medium, most commonly from dipoles[29, 9] and
higher permanent multipoles[40, 112, 193] of the solvent. Since the total polarization of a
liquid involves also induced electronic dipoles, corrections for the electronic polarizability
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Figure 4.4: m(q) Calculated from eq (4.19) vs q2i = i2 (eq (4.2))For the Reduced States Ci60 at
Different Temperatures. The Straight Lines, Almost Coinciding on the Scale of the Plot, Are Linear
Fits According to eq (4.21).
of the solvent are required.[194, 195] However, we employ here a non-polarizable model of
water and there is no need for such corrections in our analysis. Another correction required
in applying the theory to experiment is related to the dependence of the reorganization en-
ergy on the distance R between the reactant in solution and the metal electrode. The image
charges in the metal produce the distance dependence l (R), which in electrostatic theories
is given by the following relation[29, 196]
l (R) = l (1   R0=(2R)) (4.22)
Here, R0 is the radius of the spherical reactant. We assume that all these corrections can
be performed in the analysis of experimental data and proceed with establishing the ob-
servable consequences of introducing reactant’s polarizability into the kinetics of electrode
reactions.
The reorganization energies l i and l i   1 can be determined from fitting experimental
data, such as cathodic and anodic electrode currents.[177] We take here an alternative route
to determine the reorganization energies of polarizable Ci60 in different oxidation states
based on physical properties of fullerenes. The Q-model[177] offers a closed-form solution
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for the reorganization energy of a polarizable reactant carrying the charge qi
l i = ( l =wi) [1 + qi=ki ]2 (4.23)
where l is the Marcus reorganization energy in eq (4.21) and the parameter wi is given by
an expression also containing l and the solute polarizability a i
wi = 1  
4a i l
3e2R20s
(4.24)
The alteration of the reorganization energy from the Marcus value l to the modified
value l =wi is caused by the reactant polarizability a i in eq (4.24); the effect disappears at
a i = 0. This change, which increases the reorganization energy, is easy to appreciate by
comparing this effect to an analogous modification of the dipole moment of a polarizable
dipolar particle in a polarizable medium going back to Onsager’s work.[197]
The field induced by the dipole in the medium creates an induced dipole at the molecule
itself such that the effective condensed-phase dipole changes from the gas-phase value m0
to m00 = m0=(1   2ca 0), where c is the susceptibility connecting the chemical potential
of solvation m0 to squared dipole moment, m0 =   cm20,[114] and a0 is the molecular po-
larizability. The appearance of w   1i term in eq (4.23) is an analogous alteration of the
“electron-transfer dipole” by the electric field of the medium polarizing the rectant. Note
that the chemical potential of solvation of a polarized dipole scales as[114] µ m0m00 and the
correction factor appears only once, as is the case in eq (4.23).
The effective radius of the solute R0s in eq (4.24) quantifies the strength of the elec-
trostatic field produced by the solvent at the solute’s center.[177] This parameter is likely
different from the cavity radius R0 one would use for a dielectric continuum estimate of the
solvation free energy of a spherical ion. We discuss the calculation of this parameter from
the solute-solvent pair distribution function below, which shows that, indeed, the structure
of water in the interface leads to a significant deviation of R0s from fullerene’s van der
Waals radius.
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4.5 Parameters of the Model
Equation (4.23) shows that there is a complex dependence of the reorganization energy
on the solute parameters corresponding to a given oxidation state of the reactant. This de-
pendence comes to the problem through both the reactant’s charge qi and the polarizability
a i . However, in order to achieve the dependence of l i on the charge qi , one has to re-
quire not only a polarizable reactant, but a reactant with its polarizability changing with the
oxidation state. This is because the parameter ki is given in terms of wi as follows
ki = wi=Dwi µ (   Da i)   1 (4.25)
where Dwi = wi   1   wi and Da i = a i   1   a i .
Note that the definition of ka in eq (4.25) are specific for a given reaction and two values
ki and ki   1 specify the Ox and Red states, respectively. Equation (4.12) is then an obvious
consequence of this definition. Further, Da i > 0 adopted for fullerenes leads, per eq (4.25),
to ki < 0 (Table 4.1). In addition, the condition wi > 0 required for thermodynamic stability
restricts ki to satisfy the following inequalities: ki > 0, ki   1 > 1 and ki <   1, ki   1 < 0.
This relations mean that ki and ki   1 are either both positive or both negative and kiki   1 > 0.
Finally, in the limit Da i ! 0 one gets ki ! ¥ and the dependence of l i on qi disappears
from eq (4.23). Nevertheless, the modification of l to l =w still applies as long as the
reactant remains polarizable. Electron transfer is then described by the Marcus parabolas
(eqs (4.4) and (4.5)) with l i = l i   1 = l =w.
Our goal here is to use the simulation results to produce Arrhenius plots for the rate
constants of multiple reduction steps according to the reaction scheme in eq (4.2). To
accomplish this program, we need access to the classical Marcus reorganization energy
l (T) at different temperatures and to polarizabilities of Ci60 in different oxidation states.
The former goal was accomplished by classical MD simulations of fullerene in different
redox states dissolved in SPC/E water[181] carried out using NAMD software suite[198]
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Figure 4.5: l (T) Obtained as the Temperature-Dependent Slope of m(q) vs q2 in eq (4.21) (Figure
4.4). The Dashed Line Is the Linear Fit with the Slope of   1:3  10  4 eV/K.
(see Appendix C for the details of the simulation protocol). These results were used to
produced slopes of m(q) vs q2 at different temperatures (Figure 4.4) to arrive at l (T)
shown in Figure 4.5.
The temperature slope of l (T) can be used to determine the entropy of reorganization[101]
SV =   (¶ l =¶T)V ; (4.26)
where the subscript “V” indicates the constant-volume conditions used in the simulations.
The value of TSV=l ’ 0:04 turns out to be very low compared to previous simulations at
V = Const[101] and the typical value TSP=l ’ 0:2   0:5[101] observed in experiments
done at P = Const. The reasons for such low reorganization entropy compared to typ-
ical molecular charge-transfer complexes is not clear, but might be related to the water
structure[199] in the interface with the hydrophobic Ci60.
The calculations of polarizabilities of Ci60 were done by using Gaussian’09[200] (see
the Appendix C). CIS/3-21* calculations yield the polarizability of C060 equal to a0 = 36:63
A˚3, which is below the experimental value[1, 2] of a0 = 89 A˚3. A somewhat better agree-
ment with the experimental polarizability of the neutral state was obtained with the PBE/3z
method, in accord with previously published results[1] (Figure 4.6). Nevertheless, exper-
imental polarizabilities of the reduced states of fullerene are unknown and reliability of
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Figure 4.6: Calculated Polarizabilities of Fullerenes in Different Oxidation States. Present Results
Are Compared to Published PBE/3z Calculations.[1] A Constant Polarizability Increment Da = 10
A˚3 Between the Consecutive Oxidation States with i < 0 Was Applied to Obtain a i = 89   10i A˚3,
where a0 = 89 A˚3 Is the Experimental Polarizability.[1, 2]
computations is not possible to assess at this moment. Molecular polarizabilities are in-
deed sensitive to molecular detail and, for instance, encapsulating one water molecule into
the fullerene cavity enhances the polarizability of endofullerene[201] H2O@C60 by  17
A˚3.
Since calculations are likely to underestimate molecular polarizabilities,[202] we have
introduced a sequence of a i   1 = a i + Da based on a constant increment of Da = 10 A˚3
starting from the experimental value of a0 = 89 A˚3 (Figure 4.6). These polarizabilities
were further used to produce the free energy surfaces of electron transfer in Figure 4.2 and
the Arrhenius plots shown in Figure 4.1. The resulting reorganization energies are listed in
Table 4.1.
In addition to molecular polarizability and the Marcus reorganization energy l , the
calculation of the reorganization energy of a polarizable reactant l i requires an estimate of
the effective radius of the solute R0s in eq (4.24). Perturbation liquid-state theories[203]
for the electric field created by the solvent inside the solute provide an expression for the
effective radius in terms of the solute-solvent pair distribution function g0s(r)
R  30s = 3
Z ¥
0
(dr=r4)g0s(r) (4.27)
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The results of these calculations based on g0s(r) produced by MD simulations are given in
Table 4.1. The effective radius of the solute usually falls between the hard-sphere radius
R0 = Rmax   sw=2 and the first peak, Rmax, of the solute-solvent pair distribution function
(sw ’ 2:8 A˚ is the hard-sphere diameter of water). For Ci60 in SPC/E water Rmax ranges
between 6.75 A˚ for q0 = 0 to 6.35 A˚ for q4 =   4. The decrease in Rmax, which is mirrored
by a corresponding drop in R0s in Table 4.1, is due to the collapse of the hydration shell
caused by the solute charge. The effective radius R0s is still significantly above the van der
Waals radius[204]  3:5 A˚ for C60 and exceeds the corresponding estimate of the hard-
sphere radius (radius of the closest approach),  3:5 + 1:4 = 4:9 A˚. The difference arises
from the hydrophobic water-fullerene interface resulting in its partial dewetting.[205]
The failures of quantum calculations to reproduce experimental molecular polarizabil-
ities highlight the reasons for using the specific solute/solvent configuration of Ci60/SPC/E
water for our computational modeling. Buckminsterfullerenes are not soluble in water
and water-free conditions are required for reduced fullerides.[179] Either water-soluble
fullerene derivatives or organic solvents (benzonitrile,[180] DMSO, etc.) have to be used
for electrochemistry. Our choice of C60 is the direct consequence of the limited experimen-
tal database for molecular polarizabilities and the existence of highly accurate gas-phase
measurements for C60[1, 2] (see Table C.2 in the Appendix C). On the other side of theoret-
ical modeling is the choice of the solvent, which is mostly driven by the need of sufficiently
fast convergence of the simulations, which have to be repeated at several temperatures. The
simulations presented here, therefore, offer a plausible estimate of the observable effect of
molecular polarizability on electrode kinetics, but cannot substitute actual laboratory mea-
surements.
Our calcultions show that polarizability of fullerene, increasing with reduction, en-
hances the reorganization energy and leads to a higher activation barrier (Table 4.1). Low-
ering the activation barrier is often a highly desired design principle for fast charge sepa-
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ration, particularly when driven by light absorption.[105, 206] Equations (4.23) and (4.25)
suggest that this outcome can be achieved for reactants satisfying the condition qi=Da i > 0
(ki < 0 when Da i > 0). This configuration can be achieved by using photoexcited states
with high polarizability resulting in a lower final-state polarizability upon charge separation
(Da i < 0). For instance, photoinduced quantum dots possess highly polarizable excitonic
states (mostly arising from holes in the conduction band[207]) and can be used in electrode
reactions to lower the reorganization energy in configurations allowing qi=Da i > 0.
4.6 Conclusions
The Marcus theory of half reactions at metal electrodes[29] predicts that the activation
barrier for a standard rate constant (at zero overpotential, h = 0) should not change with the
oxidation state in a sequence of reduction reactions involving the same reactant. This is a
falsifiable prediction of the theory, opening the window of experimental opportunity. Here
we present the results of a computational study of the sequence of four reduction reactions
of fullerene C60 producing five oxidation states. The results of classical MD simulations
are used in an analytical model (Q-model) of electrode reactions involving polarizable re-
actants. We use the solvation susceptibilities extracted from MD and polarizabilities char-
acterizing different oxidation states of fullerenes to show that the activation barrier of the
reaction does change depending on the oxidation state. Experimental verification showing
an alteration of the Arrhenius slope in a sequence of reduction reactions will provide a
critical test of the limitations of the standard models.
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Chapter 5
THEORY AND ELECTROCHEMISTRY OF CYTOCHROME C
5.1 Summary
Extensive simulations of cytochrome c in solution are performed to address the apparent
contradiction between large reorganization energies of protein electron transfer typically re-
ported by atomistic simulations and much smaller values produced by protein electrochem-
istry. The two sets of data are reconciled by deriving the activation barrier for electrochemi-
cal reaction in terms of an effective reorganization energy composed of half the Stokes shift
(characterizing the medium polarization in response to electron transfer) and the variance
reorganization energy (characterizing the breadth of electrostatic fluctuations). This effec-
tive reorganization energy is much smaller than each of the two components contributing to
it and is fully consistent with electrochemical measurements. Calculations in the range of
temperatures between 280 and 360 K combine long classical molecular dynamics simula-
tions with quantum calculation of the protein active site. The results agree with the Arrhe-
nius plots for the reaction rates and with cyclic voltammetry of cytochrome c immobilized
on self-assembled monolayers. Small effective reorganization energy, and the resulting
small activation barrier, is a general phenomenology of protein electron transfer allowing
fast electron transport within biological energy chains. This work [169] was first published
in the Journal of Physical Chemistry B in 2017 (Seyedi, Waskasi and Matyushov).
5.2 Introduction
Redox proteins participate in metabolic redox reactions of biology and in photosyn-
thetic and respiratory energy chains responsible for the cross-membrane electron transport.
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The conditions of operation of redox proteins within energy chains require some design
trade-offs to accommodate both the small reaction free energies and the need to place
bulky cofactors in the chain at sufficiently long distances. The overall rate of protein elec-
tron transfer is the product of the Boltzmann factor describing the activation barrier and the
electron coupling (tunneling probability) decaying exponentially with the distance between
the donor and acceptor.[208, 209, 210]
The Marcus theory of electron transfer[30] defines the free energy barrier for electron
transfer, DG†, in terms of the reorganization energy l and the reaction free energy DG0(eq
3.2). For reactions involving small values of DG0, typical for biology,[211] the reorganiza-
tion energy becomes the most important factor determining the reaction barrier.
It is often assumed that proteins provide a nonpolar environment for electron transfer,
blocking the access of highly polar water to the active sites. This view is supported by
the low dielectric constant of protein powders (  2   5[212, 213]) and the low magnitude
of the screening factor (effective dielectric constant[214]) required in the Coulomb law
to screen the interaction between the charges. However, hydration of the protein causes
ionization of the surface groups and their increased mobility.[215] As a result, any active
site of a hydrated protein is surrounded by a nearly uniform density of surface charges[216]
maintaining the stability of the folded protein in solution and allowing its solubility in
water.[217] While these charges mostly do not affect the electrostatic screening inside the
protein, their motions, caused by thermally activated elastic deformations of the protein,
produce a significant electrostatic noise at the protein active site.[218] It is this electrostatic
noise that affects the electronic energy levels of the donor and acceptor, bringing them into
resonance for electron tunneling.[30]
The reorganization energy in the Marcus equation (eq (3.2)) is both the measure of the
change in the distribution of charges (polarization) in the medium caused by transferring the
electron (nominator in eq (3.2)) and the measure of the breadth of electrostatic fluctuations
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caused by thermal agitation (denominator in eq (3.2)).[213, 218] The Boltzmann factor
exp[  DG†=(kBT)] then becomes a Gaussian distribution of the variable DG0 with the mean
  l and the variance 2kBT l .
Given that a hydrated protein is a soft medium possessing a large density of charge at the
protein-water interface, it is hardly a surprise that atomistic computer simulations consis-
tently show large reorganization energies for electron transfer, l ’ 1   2 eV,[56, 57, 59, 58]
or even higher[219, 220] when the simulation trajectories are sufficiently long. More sur-
prising was the realization that the reorganization energy characterizing the fluctuations of
the energy levels (thermal agitation) was distinct from the reorganization energy character-
izing their shift upon electron transfer (medium polarization).[219] We denote the former,
which we call the variance reorganization energy, with the standard Marcus notation l and
the latter with the “Stokes-shift” reorganization energy[221] l St. The reason for the latter
assignment is that l St, characterizing the shift in average energies, is half of the Stokes shift
separating the maxima of absorption and emission charge-transfer bands[40, 137] (Figure
5.1).
The typical phenomenology of electrostatic fluctuations at active sites of proteins as
calculated from atomistic simulations is the inequality[219, 218] l  l St. The reason
for this result can be traced to the non-Boltzmann (non-ergodic) sampling of the phase-
space available to the protein on the reaction time-scale,[221] polarizability of the active
site,[142, 222] or the combination of both these factors and/or some other reasons not yet
identified. This phenomenology, as well as some analytic models allowing non-Gaussian
fluctuations affecting electron transfer,[142, 64, 223] provides an extension of the standard
Gaussian picture of the Marcus model,[121] which stipulates[97] l St = l . At least some of
these extensions[142] require non-parabolic free energy surfaces. Since our simulations do
not provide sufficient sampling to distinguish such features, the phenomenology of equal-
curvature parabolas[221] is used here. Specifically, the variance reorganization energies in
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Figure 5.1: (a) Reaction Coordinate X = h¯w For Solution Electron Transfer Between the
Donor (D) and Acceptor (A).[16] (b) Probability Densities for Absorbing (Abs.) and Emit-
ting (Em.) a Photon in a Charge-Transfer Optical Transition; hXi i Stand for the Aver-
age Transition Energies. The Separation Between the Peaks of Optical Transitions Rep-
resents the Stokes Shift and the Corresponding Reorganization Energy l St. (c) The Free
Energy Surfaces of Electron Transfer Gi(X) = Gi0   kBT ln[Pi(X)]Following From the Op-
tical Transition Probabilities Pi(X). The Reorganization Energy l Defines the Curvature
of the Free Energy Surface Near the Bottom (Shown by the Double Arrow). It Also Pro-
vides the Measure of Inhomogeneous Broadening of the Optical Charge-Transfer Band[17]
(s 2X = h(dX)2i = 2kBT l in (b) and in eq (4.8)). The Filled Dots in (B) and (C) Indicate,
Respectively, P2(0) and The Crossing Point of Gi(X) Representing the Transition State,
X = 0, Of the Electron-Transfer Reaction.
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the oxidized and reduced states are considered to be equal (given by l ) and distinct from
l St. This phenomenological approach allows us to accommodate both the non-Boltzmann
(non-equilibrium) sampling and polarizability effects (requiring non-parabolic free energy
surfaces[142]) in terms of only two reorganization parameters, l and l St.
Large values of the reorganization energies appearing in simulations come in direct
contradiction to often small, in the range 0:3   0:6 eV[19, 20, 224, 18, 225, 62, 226] (or
even smaller, < 0:25 eV[227, 228]), values of the reorganization energy reported by elec-
trochemistry of redox proteins. Since electrostatics is not much sensitive to the details
of force fields employed by atomistic simulations, the problem cannot be simply related
to still existing deficiencies of the atomistic force-field models. Here we argue that the
reorganization energy reported by electrochemistry of proteins is an effective “reaction”
(superscript “r”) reorganization energy combining two reorganization energies typically
reported by simulations
l r = (l
St)2
l (5.1)
The notion that proteins are characterized by the condition l  l St explains why rel-
atively small values of l r are reported by electrochemical measurements. We derive the
equation for the activation barrier, from which the expression for l r follows, in eqs (5.3)–
(5.6) below. Suffice it to say here that l r in the form of eq (5.1) is a direct consequence of
the parabolic shape of the free energy surfaces of electron transfer. One comes back to the
standard Marcus picture with l r = l = l St when l St = l .
In order to show the consistency of our theoretical model with experimental data,
we have performed extensive simulations of a much studied[229, 230] heme protein cy-
tochrome c (Cyt-c, wild type from horse). We show that the temperature dependence of
the reaction reorganization energy l r (T) is consistent with the Arrhenius plots for electro-
chemical rates obtained from cyclic voltammetry.[18] We also show that the distribution of
the energy levels (density of states) of the oxidized heme, caused by thermal agitation of
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the bath, is consistent with the corresponding distribution obtained by taking the derivative
of the cathodic current with the overpotential, dic=dh . The cathodic current ic is obtained
from cyclic voltammetry after correction for mass transport.[231, 19, 20, 232] We report
an overall good agreement between experiment[18, 233, 225, 19] and the combined appli-
cation of the analytic theory and computer simulations.[221, 222]
Producing reliable values of reorganization parameters of Cyt-c has required the com-
bination of long trajectories of classical molecular dynamics (MD) simulations with quan-
tum calculations of the heme’s active site. Since long simulation times are required for
the convergence of the reorganization energies, our quantum calculations are based on
Warshel’s empirical valence-bond method,[234, 235] which involves diagonalizing the
quantum Hamiltonian, affected by fluctuating electrostatics, along the MD trajectory.[57,
222] This specific form of a general QM/MM methodology[236] allows one to combine
long trajectories required for sufficient sampling of electrostatic fluctuations with a large
number, M ’ 100, of excited quantum states of the active site. These excited states are
coupled to the fluctuating electrostatic field through a set of transition dipoles and thus al-
low us to account for the polarizability of the active site and the corresponding deformation
of the electronic density in response to the medium fluctuations.[142, 57, 222] This part
of the calculation formalism turns out to be very essential for achieving low values of l r
consistent with experiment.
5.3 Methods
Theoretical formalism. Modern theories of electron transfer assign the energy gap X
between the donor and acceptor energy levels to the electron-transfer reaction coordinate.[16,
121, 142, 97] For electron transfer in solution, one considers the one-electron states of the
donor and acceptor and the instantaneous (fluctuating) energy gap X between them as the
reaction coordinate. Thermal fluctuations reduce this gap to zero in the activated state
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of an electron transfer reaction (radiationless transition). The same energy gap comes in
resonance with the radiation photon in spectroscopy of charge-transfer transitions (Figure
5.1a).[237] One observes charge-transfer absorption or emission bands with the maxima
corresponding to the average excitation energies hXi i . The separation between the maxima
is the spectroscopic Stokes shift,[17, 40] which can be used to quantify the reorganization
energy labelled as l St (Figure 5.1b).
If Pi(h¯w) is the probability of absorbing (i = 1) or emitting (i = 2) a photon with the
energy X = h¯w, the free energy surfaces of electron are constructed to compliment this
picture in terms of the free energy (reversible work) required to achieve a given value of
X: Gi(X) = Gi0   kBT ln[Pi(X)] (Figure 5.1c), where Gi0 is the free energy at the minimum.
The separation between the minima of the free-energy surfaces then becomes equal to
2l St. One additionally can define the reorganization energy from the curvature of the free
energy surface at the minimum, ¶2Gi(X)=¶X2jX0i , which can be related to the variance
of the reaction coordinate X according to the standard rules of statistical mechanics l =
h(dX)2i =(2kBT). [213, 97, 218] Returning to the picture of optical transitions, the variance
reorganization energy l determines the Gaussian width of the energy-gap fluctuations or
the inhomogenoues width of a single vibronic optical line.[238] As mentioned above, in the
Marcus picture one has l St = l , which is a specific case of a general result known as the
fluctuation-dissipation theorem.[153] As mentioned above, this phenomenology changes
for protein electron transfer in solution, where one finds[218, 221] l  l St.
Electrode electron transfer. In the case of electrode electron transfer, the energy gap
involving one-electron states is between the fluctuating energy level of the oxidized reactant
in solution eOx and the energy level in the metal e (cathodic process, Figure 5.2).[24]
Correspondingly, we replace i = f 1;2g for solution electron transfer with i = f Ox;Redg
for electrode reactions. While full description of the problem in terms of finite-temperature
distribution of the electrons in the metal is possible,[239, 240, 241, 242, 243] we first
106
−eη
ǫF
ǫOx
ǫ
e
−
∆
σ
2
= 2kBTλ
Figure 5.2: Schematics of Cathode Electron Transfer From the Fermi Energy Level
eF ,Corresponding to the Equilibrium Electrode Potential, to An Oxidized Reactant with the Av-
erage Energy eOx. Electron Transfer Predominantly Occurs From eF To a Nonequilibrium Energy
Level in Resonance with. The Electrode-Reactant Electronic Coupling D Characterizes the Tunnel-
ing Probability (eq (5.8)).The Nonequilibrium Energy Level Is a Part of a Gaussian Manifold with
the Variance s 2 = 2kBT l Specifying the Reorganization Energy l (eq (4.8)). The Overpotential h
Shifts the Electrode Chemical Potential as m= eF   eh .
simplify the discussion by considering electron transfer to a single level corresponding to
the chemical potential of the electrons in the metal m= eF   eh . It is modified by the
overpotential h (e is the elementary charge) from the Fermi energy eF consistent with the
equilibrium potential at the electrode (Figure 5.2).
In this picture, the initial state of the system with the electron in the metal is EOxg + m,
where EOxg is the ground state of the oxidized state of the reactant. The final state, before
any relaxation of the nuclear subsystem has occurred, is the ground quantum state in the
reduced state ERedg . Both energies refer to the same nuclear configuration of the thermal
bath. The electron-transfer reaction coordinate, monitoring the transition to the activation
state X = 0, is the energy gap between the initial and final states[16, 97]
X = EOxg   ERedg + m (5.2)
A generic Gaussian distribution of the reaction coordinate X results in the parabolic
free energy surface[121, 218] [244]
Gi(X) = Gi0 + (X   h Xi i)
2
4l (5.3)
where i = Ox;Red.
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We can apply the condition of crossing at zero energy gap, GRed(0) = GOx(0), to obtain
the average values
hXi Ox =   l St   (l =l St)DG0
hXi Red = l St   (l =l St)DG0
(5.4)
where DG0 = GRed0   GOx0 is the reaction free energy. The Stokes-shift reorganization en-
ergy from these equations is half of the separation between the minima of the crossing
parabolas
l St = 12 jhXi Red   h Xi Oxj (5.5)
The activation barrier for the cathodic process is the free energy difference between the
activated state, GOx(0), and the free energy at the minimum, GOx0 : DG† = GOx(0)   GOx0 .
One gets from eqs (5.3) and (5.4)
DG† = (l
r + DG0)2
4l r (5.6)
where l r is the effective reorganization energy given by eq (5.1). Since the reduction
and oxidation rates are equal at h = 0, eh = DG0 for the electrochemical discharge. One
therefore gets for the barrier of electrochemical electron transfer
DG† = (l
r + eh )2
4l r (5.7)
The significant result of this derivation is that accepting two equal-curvature parabolas,
even with the variance reorganization energy distinct from the Stokes reorganization en-
ergy, does not alter the basic Marcus result[30] for the dependence of the activation barrier
on the reaction free energy. The two reorganization energies, l and l St, combine into an ef-
fective reorganization energy l r (eq (5.1)), which is the only parameter that can be reported
from experiments altering either the reaction free energy (solution reactions) or the elec-
trode overpotential (electrochemical kinetics). In contrast, spectroscopy of charge-transfer
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bands allows one to distinguish between l St and l .[40, 137] The former parameter deter-
mines the spectroscopic Stokes shift, while the latter yields the inhomogeneous broadening
of the spectral lines (Figure 5.1b).[238, 245, 17]
The arguments presented here can be extended to the calculation of the rate of non-
adiabatic electron transfer, which involves summation of the Golden Rule transitions to
all energy levels of the metal below the chemical potential m. The resulting cathodic rate
is[239, 246, 247, 248]
kc(h ) = Dh¯erfc

l r + ehp
4kBT l r

(5.8)
where erfc(x) is the complimentary error function and D= pr FV2 is the electronic coupling
between the redox species and the electrode. It is given in terms of the coupling V between
the reactant and the individual energy state in the metal and the density of states r F of the
conduction electrons at the Fermi level.[242, 240, 249]
The derivative of the rate over the overpotential, dkc=dh , is thus proportional to the
“density of states” of the oxidized energy level in the medium
Pc(h ) µ exp

 
(l r + eh )2
4kBT l r

(5.9)
This distribution is distinct from the corresponding distribution along the reaction coor-
dinate POx(X) µ exp[  bGOx(X)] (Figure D.3 in Appendix D). The function Pc(h ) is a
measure of the probability POx(0) to reach the activated state X = 0 when the average
hXi Ox =   l St   (eh )( l =l St) is varied by applying the overpotential. The distribution
function Pc(h ) is directly accessible from cyclic voltamemtry upon correction for mass
transport.[231]
Solvent dynamics can potentially affect the preexponential factor of the rate constant.[124,
250, 251, 252] The rate constant of electron transfer between the electrode and an adsorbed
reactant, not affected by diffusion, is given by the following relation[253, 254, 255]
ksc(h ) = ( 1 + g)   1kc(h ) (5.10)
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with the nonadiabatic rate constant kc(h ) according eq (5.8). The factor in front of it,
correcting for the solvent dynamics, is given by the relation
g = Dht ih¯
4kBT l r
(l r + eh )2 (5.11)
The theory leading to eq (5.10) is the result of applying the Sumi-Marcus[250] for-
malism to electrode kinetics.[255] The analytical expressions in eqs (5.10) and (5.11) are
obtained under the assumption of a sufficiently low overpotential such that l r + eh 
kBT.[255] Further, ht i is the characteristic time of the Stokes-shift dynamics of the energy
gap X specified through the energy gap autocorrelation function[256]
CX(t) = hdX(t)dX(0)i (5.12)
where dX(t) = X(t)   h Xi and ht i is defined as the integral of the normalized time corre-
lation function (average solvation time[257])
ht i =
Z ¥
0
dtCX(t)=CX(0) (5.13)
The relaxation times in the range ht i ’ 300   900 ps[258, 259, 260, 261] were determined
from MD simulations (Figure D.2 and Table D.3 in Appendix D). These Stokes-shift relax-
ation times were used in eq (5.11) to estimate the effect of the solvent dynamics on ksc(0).
It was found to be negligible for the experimental data considered below.
Simulations and data analysis. The NMR solution structure of horse heart cytochrome
c (PDB 1GIW) was adopted as the starting configuration for the classical MD simulations.
The simulations were done with NAMD software suite, [198] with the trajectory length of
 250 ns for each temperature and oxidation state (overall  4 ms of MD simulations). The
classical MD simulations were followed by empirical valence-bond calculations[234, 235]
performed for the quantum center including the heme, histidine, methionine, and two
cysteine amino acids (Figure 5.3 and Appendix D) following our protocol developed in
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Figure 5.3: Quantum Center of Cyt-C Used in the Calculations to Compute the Hamiltonian
Matrix in eq (5.14). It Includes the Heme (Gray, with Fe Colored Red), Histidine (Blue), Methionine
(Green), and Two Cysteine (Orange) Amino Acids.
the past.[222] The electrostatic potential of the bath f (r ) acting on the quantum center
was expanded around the potential f Fe at the heme iron up to the dipolar operator. This
expansion leads to a set of transition dipoles µijk in the matrix of the quantum center
Hamiltonian[57, 222]
H ijk =
 
Eij + Qi f Fe

d jk   µijk  Eb (5.14)
Here, Eij is the energy of jth state in either i = Ox or i = Red states and Qi is the total charge
of the quantum center. The excited states j and k are coupled through the electric field of
the thermal bath Eb multiplying transition dipoles µijk in eq (5.14). Physically, this term
in the Hamiltonian represents the polarization of the heme by the medium field through a
non-zero polarizability a ij of state j , which is given in terms of the transition dipoles as
a ij = 2 å
k6= j



µijk



2
=DE jk (5.15)
where DE jk = Ek   E j .
The quantum states j = 0; : : : ;M include the ground state of the quantum center, j = 0,
and a number of its excited states produced here by ZINDO/S calculations for the oxidized
(Ox, Q =   1) and reduced (Red, Q =   2) states. The number of states M = 100 was
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chosen to converge the polarizability of the quantum center. Decreasing the number of
states M makes the quantum center less polarizable and eventually brings the system back
to the Marcus formulation with l St ’ l .[222] Additional details of the simulation protocol
and of the quantum calculations are given in the Appendix D.
A polarizable quantum center carrying the polarizabilityαi gives rise to the polarization
free energy   (1=2)Eb  αi  Eb. On the other hand, the free energy (reversible work) invested
in creating a fluctuation in the medium scales quadratically with the field,[176, 142, 262]
(c=2)E2b. The sum of this term and the polarization free energy lowers the force constant
for the medium fluctuation from c to ’ (c   a i), a i = 13Tr[αi ]. When projected on the re-
action coordinate of electron transfer X, less free energy invested in an electrostatic medium
fluctuation implies lower curvature of the corresponding parabola Gi(X) and a higher reor-
ganization energy l .[142] This physical picture is consistent with our simulations.
The Hamiltonian matrix in eq (5.14) is diagonalized at each instantaneous value of
the potential f Fe and the electric field Eb along the simulation trajectory to produce the
minimum eigenvalues EOx/Redg corresponding to the quantum ground state in either oxidized
or reduced states of the active site. They are used in eq (5.2) to produce the trajectory of
the fluctuating variable X. The probability distributions of X calculated in the oxidized
and reduced states yield the free energy surfaces of the half reaction Gi(X) (Figure D.3 in
Appendix D).
The reorganization energies l St and l are obtained from, correspondingly, the first and
second moments of the variable X. The former is defined in terms of the average energy
gap hXi i in the Red and Ox states according to eq (5.5). The latter is given through the
variance, l i = h(dX)2i i=(2kBT), i = Ox;Red. Significantly longer simulations are required
to converge l i compared to l St (Figure D.1 in the Appendix D). We find l Ox and l Red
slightly different even after 250 ns of simulations (Figure 5.4 and Table D.1 in the Appendix
D). The values of l used for the kinetic analysis were therefore obtained by taking the mean
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of the values in the corresponding redox states, l = ( l Ox + l Red)=2 (black circles in Figure
5.4).
A separate issue is the potential impact of the polarizability of the protein-water solvent
on the reorganization energies calculated from simulations. Dielectric continuum models
predict that the reorganization energy is proportional to the Pekar factor c0 = n  2D   e
  1
s ,[30]
which implies a drop by a factor of about n  2D in going from a non-polarizable solvent to a
polarizable solvent with the refractive index nD (assuming a high static dielectric constant
es). This perspective would suggest that the reorganization energies obtained by computer
simulations in non-polarizable solvents (TIP3P water in this study) would need to be scaled
down to account for the polarizability effects. We have recently address this problem by
computer simulations and liquid-state theories.[194, 263]
It turns out that microscopic solvation models do not support re-scaling of the reorgani-
zation energy according to the rules stipulated by dielectric continuum models. In contrast
to those predictions, l stays nearly constant with increasing n2D, or even slightly increases
(for polarizable water models), instead of the predicted drop. Given these new results and
previous simulations and calculations of the effects of the solvent polarizability on electron
transfer,[114, 47] it is reasonable to suggest that the reorganization parameters obtained
from the present simulations do not need further re-scaling. A good agreement with exper-
imental results demonstrated below is another indication that our calculation formalism is
robust.
We also note that electron transfer in redox proteins is typically accompanied by small
structural changes of the active site[264] and, correspondingly, low reorganization energy
of active site vibrations. Estimated values range from 0:05   0:09 eV for Fe-porphins[265]
to 0:10   0:14 eV for Zn-porphyrins[266] to ’ 0:1 eV in azurins.[267] This internal re-
organization energy is generally split between quantum and classical vibrations. The re-
organization energy related to quantum vibrations affects the rates in the Marcus inverted
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Figure 5.4: Temperature Dependence of Reorganization Energies From QM/MD Simulations.
Shown Separately Are the Variance Reorganization Energies l i (eq (4.8)) in the Reduced (Red
Diamonds) and Oxidized (Blue Triangles) States of Cyt-C and Their Mean Values (Black Circles).
Squares Refer to the Stokes-Shift Reorganization Energy l St (eq (5.5)) And Black Diamonds Refer
to the Reaction Reorganization Energy l r (eq (5.1)). The Dashed Lines Are Linear Regressions
Through the Simulation Points (the Upper Dashed Line Is a Linear Regression Through the Mean
Values l (T)).
region of electron transfer,[117] which is not typically reached in either the electrochemi-
cal experiment or at the typical conditions of redox reactions in biological energy chains.
Therefore, only the classical part of the internal reorganization energy can potentially af-
fect these reactions. While the splitting of the reorganization energy between the classical
and quantum modes is not known for Cyt-c, the classical part of the internal reorganization
energy, remaining after subtracting the quantum component, is expected to be small, within
the simulation uncertainties. We therefore do not include the internal reorganization energy
in our calculations of the electrode kinetics.
5.4 Results
The results of QM/MD simulations for the reorganization energies as functions of tem-
perature are shown in Figure 5.4. The corresponding values at T = 300 K, estimated from
linear regressions of the simulation data, are listed in Table 5.1. As expected, both reorga-
nization energies, l St and l , are fairly large and consistent with a large density of charge
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Figure 5.5: Rate Constant k0 = kc(0) (eq (5.8)) at h = 0 for Horse Cyt-C on the Gold Electrode
Modified with PyC11=C10 Self-Assembled Monolayer[18] (points, Exp.). The Solid Line Shows
the Calculations Based on eqs (5.8) and (5.10), Which Give Identical Results. The Electron Cou-
pling D= 2  10  9 eV Is Used to Reproduce the Experimental Data. The Temperature-Dependent
Reorganization Energy l r (T) from Figure 5.4 Was Used in eqs (5.8) and (5.10). The Dotted Line
Shows the Result of Neglecting the Temperature Dependence l r (T) and Putting l r = l r (300 K).
and polar groups surrounding the active site of a redox protein. A relatively small value of
the reaction reorganization energy l r (eq (5.1)) is achieved due to l  l St. As we already
pointed out, this inequality in the case of Cyt-c is the consequence of a high polarizability
of the active site allowing its electronic density to deform in response to the fluctuations of
the thermal bath. Reducing the polarizability by either using fixed partial atomic charges
(zero polarizability) or a small number of quantum states when diagonalizing the quantum
Hamiltonian produce l St ’ l ’ 1:3   1:6 eV consistent with the standard Marcus picture
of a single reorganization energy characterizing electron transfer.[222] However, these val-
ues of the reorganization energy are too high to describe the experimental electrochemical
data, as we show below.
Not only the reorganization energy itself, but also its temperature dependence is re-
duced for l r compared to l St and l . We list in Table 5.1 the entropies of reorganiza-
tion, Sl =   (¶ l =¶T)V , at constant volume consistent with the NVT ensemble used in
the simulations (see Appendix D). All reorganization energies are decaying functions with
increasing temperature, as is expected from studies of electron-transfer reactions in polar
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liquids.[101, 81]
The decay of the reorganization energy with increasing temperature is related to struc-
tural fluctuations in polar liquids producing changes in both orientations of the liquid
dipoles and their positions (density fluctuations). While changes in orientations are mostly
driven by redistributing the thermal energy (energy driven), the density rearrangements re-
quire local repacking of the liquid against repulsive molecular cores (entropy driven). The
difference in the character of fluctuations, energy-driven for rotations and entropy-driven
for translations, projects on different effects of temperature on the corresponding com-
ponents in the reorganization energy. The reorganization energy arising from molecular
rotations is nearly temperature-independent, while the reorganization energy arising from
density fluctuations decays approximately hyperbolically with increasing temperature. The
overall dependence of the reorganization energy on temperature is hyperbolic,[101] as
proven experimentally[96, 81] for systems with l St ’ l . Figure 5.4 shows that the general
rule of the reorganization energy decaying with increasing temperature extends to redox
proteins with l  l St.
The largest entropy Sl is observed for the variance reorganization energy l , with
TSl =l ’ 0:5 consistent with typical values observed for electron transfer in polar molecu-
lar liquids.[101] In contrast, the temperature variation of l r is significantly reduced, by an
order of magnitude, due to the mutual cancellation of the corresponding temperature effects
on l St and l . This cancellation achieves a significant robustness of operation and insen-
sitivity of the enzyme to the variations of thermodynamic conditions.[208] Consistently,
a very small reaction entropy was recently reported for electrochemistry of immobilized
myoglobin.[268]
The magnitude of l r , and its temperature dependence, are fully consistent with the
experimental data. Figure 5.5 shows the temperature variation of k0 = kc(0) measured for
horse Cyt-c[18] immobilized on a self-assembled monolayer (SAM) on a metal electrode.[239,
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Table 5.1: Reorganization Parameters of Cyt-c at T = 300 K (eV).a
Parameter l l St l r
l 2.85 1.26 0.56
TSl 1.34 0.45 0.14
aThe parameters in the Table are calculated from linear interpolations of the MD data in the range
of temperatures from 280 K to 360 K (Figure 5.4).
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Figure 5.6: Normalized Probability Density Pc(h ) (eq (5.9)) Obtained From Experiment with
Tuna (Filled Circles[19]) and Horse (diamonds[20]) Cyt-c and from MD simulations (solid line).
The Experimental Results Were Collected at T = 273 K From Voltammograms with the Electrode
Coated with the OH   (CH2)11SH w-hydroxyalkenthiol. The MD Value of the Reorganization En-
ergy l r = 0:57 eV Was Obtained by Extrapolating the Results Shown in Figure 5.4 to 273 K. The
Dashed Line Is the Gaussian Fit Through the Filled Circles.
269, 270] Immobilization is achieved by linking the heme of Cyt-C to terminal pyridine
group of the PyC11=C10 monolayer. The application of the non-adiabatic electron-transfer
rate requires the unknown parameter D in eq (5.8), which does not affect the slope of the
Arrhenius plot (lnk0 vs 1=T), but causes its vertical shift. The value of D was adjusted to
fit the experimental data (points in Figure 5.5). A good agreement of the Arrhenius slope
with experiment suggests that l r , and its temperature dependence, are reliably reproduced
by the simulations. Neglecting the temperature dependence of l r results in a lower slope
(dotted line), in accord with the positive sign of Sl in Table 5.1 affecting the enthalpy of
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activation according to the relation
DH† ’ l + TSl
4
(5.16)
The estimate of the solvent dynamic effect,[124, 251, 252] with the relaxation time
ht i ’ 300   900 ps obtained from simulations (see Appendix D), shows that the term in the
denominator in eq (5.10), containing g µ ht i (eq (5.11)), can be neglected for this reaction
(g ’ 4  10   4).
An independent test of our results is provided by voltammetry of horse Cyt-c performed[19]
on an electrode coated with w-hydroxyalkenthiol SAM of a thickness comparable to the
one used to produce data shown in Figure 5.5.[18] In these experiments, the derivative of
the diffusion-corrected[231] electrode current dic=dh was recorded (points in Figure 5.6).
As mentioned above, this derivative is proportional to the probability density Pc(h ) along
the overpotential coordinate (eq (5.9)). The probability density based on our MD simula-
tions (solid line in Figure 5.6) is in good agreement with experiment without any additional
fitting. The value of l r ’ 0:57 eV used in the analysis is consistent with l r ’ 0:58  0:04
eV reported previously[20, 224] (native rat Cyt-c in Ref.224).
Our results are also consistent with the reported cyclic voltammograms[18] without
additional fitting (Figure 5.7). The calculations were performed by applying the rate con-
stant as given by eq (5.8) to kinetic equations describing redox adsorbates (see Appendix
D).[21, 22] The reorganization energy l r for the analysis is taken from our MD data and
D= 2  10  9 eV is the fitting parameter from the Arrhenius plot shown in Figure 5.5. The
calculations are consistent with the expected limiting behavior for fully irreversible reac-
tions where Laviron’s solution[23] for the Butler-Volmer kinetics predicts the linear plot
with the slope 2:3kBT=(a e) (dashed line in Figure 5.7 for the transfer coefficient a = 0:5).
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Figure 5.7: Shift of the Cathodic Peak Potential DEp vsThe Scan Rate log10(v ), v =
ev=(kBTkc(0)) . The Points Are Experimental Data[18] And the Solid Line Is the Calculations[21,
22] Performed with l r = 0:56 eV and D = 2  10  9 eV at T = 298 K. The Dashed Line Indi-
cates Laviron’s[23] Irreversible Reaction Limit with the Slope 2:3kBT=(a e) andWith the Transfer
Coefficient a = 0:5 (Butler-Volmer Kinetics[24]).
5.5 Discussion & Conclusions
Effective (reaction) reorganization energy l r (eq (5.1)), combining the Stokes-shift and
variance reorganization energies, controls the activation barrier of electrode electron trans-
fer. The resulting low activation barrier is consistent with the values obtained from cyclic
voltammograms. The low value of l r is specific to metalloproteins in solution. Here, we
have not directly simulated the protein attached to the electrode and instead applied the
results for the protein solution to interfacial electron transfer.
The effect of temperature on the activation barrier is significantly reduced compared to
the standard models due to the compensation of individual temperature dependencies of l
and l St in l r . This result implies a robust operation of the redox enzyme, little affected by
the alteration of temperature.
Redox enzymes act to lower the activation barrier for electron transfer. When the re-
action free energy is low, lower barrier implies minimizing the reorganization energy (eq
(5.6)). It has been long anticipated that redox proteins should have evolved mechanisms
to achieve this goal. However, traditional thinking in terms of a non-polar environment
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provided by the protein and producing low solvation energy turned out, with the help of
atomistic simulations, to be inconsistent with a wet and covered with charges and polar
groups environment of a typical redox site. The mechanisms which evolved in such a het-
erogenous environment appear to be different from the standard thinking of the Marcus
model considering polarization of a homogeneous solvent in response to re-localizing the
electron.
The heterogeneous protein-water thermal bath is capable of producing the spectrum of
fluctuations deviating from the rules of the Gibbs ensemble by the fact of being trapped
in non-equilibrium states on the time-scale of the reaction.[221] While this mechanism
operates for a number of proteins, Cyt-c appears to be more stable and rigid than many
other proteins, thus disallowing a large number of trap states. Polarizability of the active
site is involved in this case. It achieves the same result of an intense electrostatic noise
effectively lowing the barrier for electron transfer. It appears that different mechanisms
are involved with different proteins, all reaching the same goal of minimizing the reaction
reorganization energy through large-amplitude interfacial noise. The principle of a noisy
protein-water interface, also washing out small differences in thermodynamic conditions
and effects of insignificant mutations, might be a general principle by which energy chains
of biology achieve low activation barriers for physiological electron transport.
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Chapter 6
WETTING OF THE PROTEIN ACTIVE SITE LEADS TO NON-MARCUSIAN
REACTION KINETICS
6.1 Summary
Enzymes exist in continuously fluctuating water bath dramatically affecting their func-
tion. Water not only forms the solvation shell, but also penetrates into the protein interior.
Changing the wetting pattern of the protein’s active site in response to altering redox state
initiates a highly non-linear structural change and non-Gaussian electrostatic fluctuations at
the active site. The free energy surfaces of electron transfer are highly non-parabolic (non-
Marcusian), as shown by atomistic molecular dynamics simulations of hydrates ferredoxin
protein and by an analytical model in agreement with simulations. The reorganization en-
ergy of electron transfer passes through a spike marking equal probabilities of the wet and
dry states of the active site. The activation thermodynamics affected by wetting leads to a
non-Arrhenius, passing through a maximum, plot for the reaction rate vs the inverse tem-
perature. This work [271] was first published in the Journal of Physical Chemistry B in
2018 ( Waskasi, Martin and Matyushov).
6.2 Introduction
The view of enzymes as static structures providing an optimal configuration for the
reactants to reach the reaction activated state[272, 273] has shifted in recent years to a
more dynamic picture, which anticipates protein’s flexibility and altering configurations to
be a significant part of protein’s function.[274, 275, 276] Conformational flexibility is often
related to specific motions around hinges and other structurally flexible elements.[277]
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Such large-scale motions allow opening of the enzyme’s active site and facilitate protein
binding.[278] The rest of the protein core is highly packed and therefore more rigid, with
very little space left for the movements of individual residues.[279, 280]
When it comes to redox-active proteins involved in photosynthesis and respiration,[281]
the existing empirical evidence offers a picture essentially opposite to the view of highly
flexible protein machines allowing reactions to occur. Redox active cofactors show very
little structural change upon changing redox state[282] and many redox active proteins are
nearly structurally identical in different oxidation states.[283, 284, 285] Structural flexibil-
ity is also not a very desirable design route for redox catalysis since proteins with strong
structural sensitivity to their oxidation state can unfold following electron transfer.[282]
Water can provide a feasible alternative to conformational transitions in densely packed
regions of the protein. Proteins are dynamic entities strongly coupled to continuously fluc-
tuating thermal water bath.[286] The heat capacity[287] and friction[288] of water are
higher than of the protein, which, according to the fluctuation-dissipation theorem,[189]
also means that thermal fluctuations are higher in water (damping of oscillations is al-
ways the source of fluctuations[289]). In addition, continuously occurring elastic fluctu-
ations of the protein[290, 277] open up space between residues for water to enter. Wa-
ter can and does penetrate inside the protein core, effectively soaking at least parts of
it.[291, 292, 57, 293] One can therefore imagine that wetting of some parts of the pro-
tein can develop in response to transfer of charge,[294, 295] a phenomenon analogous to
electrowetting of interfaces.[296]
Here, we follow this route of thought to introduce the concept of active site wetting as
the means to lift the restriction of no structural change usually anticipated for redox sites
and implicit to the standard theories of protein electron transfer.[30, 209] This concept, and
the model developed here, go beyond the Marcusian energetics of electron transfer.[30] We
show that wetting of the protein’s active site alters the mechanistic parameters of electron
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Figure 6.1: Water Density Map within the 3 A˚ cutoff From the Iron-Sulfur Cluster of
Ferredoxin. Each Blue Dot in the Map Refers to the Oxygen of Water Appearing within
the Cutoff Sphere During 30 Ns of the MD Simulation. The Left Panel Shows the Reduced
State and the Right Panel Refers to the Oxidized Sate of Ferredoxin. The Iron Atoms Are
Rendered Pink and the Sulfur Atoms Are Yellow.
transfer and might be a potential mechanism to achieve the goal of energetically-efficient
electron transport. We study here ferredoxin protein from Thermotoga maritima,[297] with
its active site made of Fe4S4 iron-sulfur cluster (ISC).
Figure 6.1 shows the active site of ferredoxin in the reduced (Red) and oxidized (Ox)
states. Overlapped with the image of the active site is the map of the positions of water’s
oxygens within the shell of 3 A˚ thick constructed from the van der Waals surface of the ISC.
Each dot in the figure indicates the appearance of the water molecule at the corresponding
position within the last 30 ns taken from a longer ( 250   350 ns) molecular dynamics
(MD) simulations performed in this work. It is clear that the reduced ISC is significantly
more wet than the oxidized active site. This paper discusses the consequences of this new
physics for the mechanistic picture of activated electron-transfer transitions.
6.3 Theory
The physical picture of water binding to the active site of the protein can be formulated
mathematically in terms of a model considering the effect of the dynamical equilibrium
between water’s binding and unbinding on the free energy surfaces of electron transfer.
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gR = Gbulk −GR > 0
Figure 6.2: Diagram of the Binding Free Energies of Water to the Active Site of the Protein.
The details of the mathematical derivation can be found in ref 64 and in the Appendix E.
Here we briefly outline the main points of the model and focus in more detail on the results.
We assume that the standard Marcus Hamiltonian[176] HMi [P], considering the interac-
tion of a redox molecule with the medium nuclear polarization P, is modified by binding
of water molecules to the active site (Figure 6.1). Binding of a non-specified number of
water molecules alters the energy by ei , where subscript i stands either for oxidized (i = O)
or reduced (i = R) states of the protein. The energy ei describes, therefore, the collective
effect of water molecules wetting the active site and not necessarily the binding energy of
a single water molecule (although this scenario is not excluded[64]). The Hamiltonian of
the model accounting for binding events then changes from the Marcus Hamiltonian to the
following form
Hi = HMi [P]   ei jbihbj (6.1)
where jbihbj is the population operator for the bound state. Correspondingly, juihuj denotes
the population operator for the unbound state.
In addition to the binding energy ei , one can introduce the binding free energy gi rep-
resenting reversible work required to move the waters from the bound state to the bulk.
This free energy balances ei with the entropy of water release to the bulk. We will further
assume that the entropy component cancels in the difference between the redox states and
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Dg = gR   gO = De. The free energy diagram for the binding free energies involved, con-
sistent with Figure 6.1, is shown in Figure 6.2. Given preferential binding of water in the
reduced state, we anticipate gR > 0 and gO < 0 (Figure 6.1), the latter number implies that
work is required to bring water in contact with the ISC in the Ox state.
The Hamiltonian Hi in eq (6.1) is further used to produce the free energy surfaces of
electron transfer. Those are obtained by tracing out the Boltzmann probability exp[  bHi ],
b = ( kBT)   1 under the constraint of a given value of the energy gap X between the final
(Red) and initial (Ox) oxidation states of the protein.[32] The final state is when the electron
is transferred from the metal electrode to the protein characterized by the Hamiltonian HR.
The initial state, HO + m¯, is when the electron is in the metal, with the electrochemical
potential m¯, and the protein is in the Ox state. The energy gap becomes
X = HR   HO   m¯ (6.2)
The electrode electrochemical potential is shifted from its equilibrium value mby the elec-
trode overpotential h , m¯= m  eh . This shift allows a continuous scanning of the reaction
free energy by means of electrochemistry,[224, 233, 298] a unique opportunity to connect
experiment to theory. The use m¯ is convenient for the formulation of free energies of elec-
tron transfer. For the rate calculation, m¯ is replaced with energies ek of the conduction
states in the metal and all Fermi golden-rule rates to individual ek are summed up with the
Fermi distribution of conduction electrons in the metal.[170, 239]
We will not consider the calculation of electrochemical rates here and instead focus
on the free energy surfaces of the redox half reaction.[28] They are defined by integrating
out the medium polarization consistent with the Marcus Hamiltonian[176, 299, 194] and
tracing the bound and unbound states of water[64]
e  bGi(X) =
Z
DPTr
h
d (X   HR + HO + m¯) e  bHi
i
(6.3)
Here DP denotes a functional integral over all possible realizations of the vector field of
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medium polarization and the trace over bound and unbound states implies
Tr [: : : ] =
å
a= b;u
wahaj : : : jai (6.4)
where wa are the statistical weights for the bound and unbound states which distinguish the
energy of binding from the free energy of binding: gi = ei   kBT ln(wu=wb).
The details of the derivation are given in the Appendix E and we provide only the
final result used in the analysis of simulations. The free energy surfaces are given by the
following equations
GO(X) = (X   XO)
2
4l   b
  1 ln [ fO(X)]
GR(X) = DG0 + (X   XR)
2
4l   b
  1 ln [ fR(X)]
(6.5)
In this equation, l is the Marcus reorganization energy caused by polarizing the medium.
The parabolas’ minima Xi are also consistent with the Marcus prescriptions: XO = DGp +
l and XR = DGp   l . Here, the free energy difference DGp is caused by the medium
polarization only, in contrast to the overall reaction free energy DG0 (first summand in
GR(X) in eq (6.5)). In electrochemistry, DG0 is related, through the Nernst equation,[300]
to the product of the electrode overpotential with the elementary charge e: DG0 = eh . In
turn, DG0 is obtained from DGp in terms of the binding free energies gi as follows (see
Appendix E)
DGp = DG0 + b   1 ln
"
1 + ebgR
1 + ebgO
#
(6.6)
Finally, the function fi(X) in the left-hand-side of two relations in eq (6.5) specifies the
alteration of the standard Marcus model due to binding-unbinding events. It is given by the
equation
fi(X) = 1 + e
bgi   b (Dg=2l )(X   Xi+ Dg=2)
1 + ebgi
(6.7)
The main effect of fi(X) on the free energy surfaces Gi(X) is to horizontally shift the
minimum of the corresponding parabola by Dg depending on whether the binding state is
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Figure 6.3: Free Energy Surfaces of Half Redox Reaction for Ferredoxin in Ox (Green
Points and Lines) and Red (Blue Points and Lines) Oxidation States. The Filled Points
Refer to the MD Results and Open Points Mark the MD Results Shifted According to the
Linear Relation Between Gi(X) (See the Text). The Lines Are Fits of Both Extended Sets
of Data to eq (6.5) with l = 1:03 eV, gO =   0:78 eV, and gR = 0:005 eV Calculated as
the Global Fitting Parameters. We Additionally Adopt DG0 = eh = 0 for theProtein Redox
System in Equilibrium with the Electrode. The Simulation Protocol Is Based on Partial
Atomic Charges in the ISC (See the Appendix E).
thermodynamically accessible or not. If binding does not occur in both oxidation states,
the free energy surfaces Gi(X) become standard Marcus parabolas. In the alternative case,
when binding is thermodynamically allowed in only one of the states, a parabola shifted
by Dg from the Marcus one enters with its statistical weight. When both wetting states
are statistically accessible, the corresponding free energy surface becomes non-parabolic.
According to Figure 6.1, this is the scenario expected for the Red state, as we indeed find
from our MD simulations at 300 K (Figure 6.3).
6.4 Results and Discussion
Figure 6.3 shows the results of MD simulations of ferredoxin at 300 K in its two oxida-
tion states (points, see Appendix E for the simulation protocol). Since the free energy sur-
faces are obtained from the Gibbs ensemble, they satisfy the linear relation:[301, 16, 182]
GR(X) = GO(X)+ X. The simulation points obtained for each of the oxidation states from
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Figure 6.4: Normalized Distributions of the Electron-Transfer Reaction Coordinate Pro-
duced by the Water Component of the Protein-Water Thermal Bath.
the simulations (filled points in Figure 6.3) were therefore supplemented by the points from
the other oxidation state linearly shifted according to this relation (open points). The com-
bined sets of data were globally fitted to eq (6.5), which implies that both extended sets of
data were fitted to a single set of parameters (a better quality fit is possible if every curve is
fitted separately). The simulation results are consistent with the model when nearly equal
probabilities of bound and unbound states of water are required in the Red oxidation state
(gR ’ 0:005 eV) at 300 K.
While the overall free energy surfaces are described well by the model anticipating
water wetting the active site, it is still important to directly show that it is the water com-
ponent of the protein-water thermal bath that is responsible for the broadening of the free
energy surface near its minimum in the Red state. A direct confirmation of the physical
model comes from the distribution of energy gaps X produced by water only, as is shown
in Figure 6.4. The bimodal distribution in the Red state clearly originates from the hydra-
tion water and is not seen in the analogous distribution produced for the protein component
(Figure E.3 in the Appendix E). It is also important to note that soaking the active site is
a slow process occurring on two distinct time-scales: the first three water molecules en-
ter the 3 A˚ shell around the reduced ISC within first  20 ns of simulations, following
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by the fourth water molecule entering the sphere on the time-scale of  200 ns (Figure
E.5 in the Appendix E). Similar time-scales were previously found for wetting of the sec-
ondary quinone in the bacterial photosynthetic reaction center.[294] Further, only one water
molecule resides within the same distance of 3 A˚ from the ISC in the Ox state (Figure E.5
in the Appendix E).
The water binding model used to produce the free energy surfaces also leads to closed-
form equations for the average and variance of the reaction coordinate
hXi i = Xi   Dgni
hdX2i i = 2kBT l + Dg2ni(1   ni)
(6.8)
where Xi are the average energy gaps in the Marcus model (see eq (6.5)), dX = X   h Xi i ,
and ni = ( 1 + exp[  bgi ])   1 is the population of bound water in the active site. The first
term in the equation for the variance is the standard result of the Marcus model producing
the Gaussian variance 2kBT l . The second summand is of Schotcky’s type,[302] referring
to the noise produced by the water exchange between the bulk and active site, which is
maximized at ni = 1=2.
The relations for the average and variance of the reaction coordinate provide us with
two routes to access the reorganization energy,[32] in terms of the Stokes shift, l St =
jhXi O   h Xi Rj=2, and through the variance, l i = ( b=2)hdX2i i . From eq (6.8), we obtain
l St = l + 12DnDg
l i = l + 12bDg2ni(1   ni)
(6.9)
where Dn = nR   nO. The present model therefore predicts three different reorganization
energies[64] l St 6= l O 6= l R, in contrast to l St = l O = l R of the Marcus theory.[30, 58]
Figure 6.5 shows l St and two variance reorganization energies l i when gR is altered
and gO is fixed at a negative value, sufficiently large in magnitude to prohibit wetting of the
Ox state. This choice means that water binding is energetically unfavorable in the oxidized
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Figure 6.5: Stokes-Shift Reorganization Energy l St (“St”) and the Variance Reorganiza-
tion Energies l i (i = O;R) vs The Binding Energy in the Reduced State gR. The Binding
Energy in the Oxidized State gO =   0:78 eVIs Kept Constant at the Value Obtained From
Fitting the Simulation Data in Figure 6.3 (l = 1:03 eV). The Blue Points Denote l R From
the Fits of the Simulation Data at T = 300 (higher l R) and at 280 K (gR    0:1 eV) and
340 K (gR  0:1 eV).
state and transforms from unfavorable at gR < 0 to favorable at gR > 0 in the reduced
state. Since water binding does not affect the oxidized state, l O ’ l stays constant. On
the contrary, l R shows a strong spike at gR ’ 0, when both bound and unbound water
configurations are equally probable and binding/unbinding events produce high-amplitude
energy fluctuations at the binding site. Additionally, l St changes from l at gR < 0 to
l + Dg=2 at gR > 0 (eq (6.9)). The reorganization energies calculated at gR ’ 0 fit well the
simulations (Figure 6.3 and Table 6.1). A somewhat lower l R in simulations compared to
the model is anticipated since wetting of water occurs on relatively long time-scales (Figure
E.5 in the Appendix E) and we likely under-sample the corresponding variance of X on the
simulation time-scale.
The analysis of the simulation results shown in Figures 6.3 and 6.4 and in Table 6.1 is
based on the model of the active site that employs partial atomic charges of the ISC cal-
culated from the DFT[303] (see Appendix E). This model does not include the possibility
of the electronic density of the active site to deform/delocalize under the action of a local
electric field. The local field inside the protein can be very high due to the asymmetry of
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Table 6.1: Reorganization Parameters of Ferredoxin at T = 300 K (eV).a The Calculations
Based on the Present Model (eq (6.5)) Are Compared to the Results of MD and QM/MD
Simulations (see the Appendix E).
l l St l O l R
Classical MD
Model 1.03 1.24 1.03 4.01
MD 1.26 1.10 3.18
QM/MD
Model 1.32 1.53 1.32 6.13
QM/MD 1.57 1.43 4.42
aThe Marcus reorganization energy is determined from the fit of free energy surfaces shown in
Figure 6.3; eq (6.9) is used to calculate the rest of reorganization energies based on the model.
the charge distribution produced by ionized residues.[304, 305] The static field and field
fluctuations can affect the energetics of electronic transitions.[32, 222] The distribution of
the electric field magnitude at the ISC can be compared to the Maxwell distribution (Fig
E.10 in Appendix E). The latter is based on the assumption of zero average vector field,
hEi = 0 and predicts hEi =
p
8=psE, hdE2i = 3s 2E. From our calculations, average field
magnitude is  2  107 V/cm. Similar fields were calculated previously for active sites of
enzymes,[306] but even an order-of-magnitude higher fields were reported for the catalytic
site of isomerase[307] and dehalogenase[305] enzymes. The distribution of E is basically
consistent with the Maxwell distribution for the Red state, but deviates from it for the Ox
state, being more consistent with Gaussian statistics and a non-zero average field.
In order to estimate the effect of polarizing the charge distribution in the ISC on the en-
ergetics of electron transfer, we have performed a posteoriQM/MD analysis of the MD tra-
jectories by diagonalizing the Hamiltonian matrix of the active site along the trajectory.[57,
222, 295] The matrix is built on the basis of 200 quantum states and couples to the electric
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Figure 6.6: Activation Free Energy   bDG† For the Reduction and Oxidation Reactions
Vs 1=T. The Temperature Variations gR(T), gO(T), and l (T) Are From the Fits of the
Simulated Free Energy Surfaces of the Red and Ox States of Ferredoxin at Different Tem-
peratures (Figure E.11 and Table E.2 in the Appendix E).
field of the medium through diagonal dipole moments of the excited quantum states and
corresponding transition dipoles. We find that the polarizability of the ISC is relatively low,
a i < 20 A˚3 (Figure E.2 in the Appendix E) and polarization of the active site by the field
of the protein-water thermal bath does not dramatically affect the reorganization energies
(Table 6.1). The change in l ’s due to polarizability is still noticeable.
The minima of the free energy surfaces in Figure 6.3 are not at the same level even
though we have assumed DG0 = 0 for the reaction. The remaining offset in the free energy
difference comes from the minima multiplicity. Since we have two minima on the left-hand
side and only one minimum on the right-hand side, the vertical separation between the free
energy minima is the multiplicity effect, kBT ln[2]. This entropic effect should produce
different cathodic and anodic currents at the thermodynamic condition DG0 = 0 or will
require ’ 17 mV of electrode overpotential to maintain zero current. In addition, there is
a possibility of discontinuity in the Arrhenius plot in the range of temperatures where the
Red free energy surface changes from the two-minima form at gR ’ 0 to a one-minimum
form at gR > 0 (Figure E.9 in the Appendix E).
From fitting the free energy surfaces from simulations at different temperatures, we
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find that gR becomes increasingly positive with increasing temperature (see Appendix E).
This alteration leads to a drop of l R from its maximum at gR  0 to the level roughly
consistent with the standard Marcus formulation (blue points in Figure 6.5). The change in
gR transforms the free-energy surface of the Red state from a two-minima shape shown in
Figure 6.3 to a one-minimum form (Figures E.6 and E.7 in the Appendix E). A sufficiently
strong dependence on temperature of the free energy of activation in the region of crossover
between different wetting patterns results in a complex shape of the Arrhenius plot,   bDG†
as a function of 1=T, shown in Figure 6.6. The maximum in the plot, roughly corresponding
to the wetting crossover, marks the lowest barrier of the reaction.
The high-temperature portion of the Arrhenius plot shown in Figure 6.6 corresponds to
a negative activation enthalpy, which is the consequence of l (T), calculated from fitting,
being an increasing function of T (Figure E.8 in the Appendix E). Nevertheless, the reor-
ganization energy l St(T) is a decreasing function of T, in a general agreement with recent
calculations of the same property for cytochrome c.[28] A substantial temperature variation
of the Marcus reorganization energy l (T) (see eq (6.5)) is caused by altering hydration of
the active site and might be specific for this particular protein.
6.5 Conclusion
This study introduces a new model for protein electron transfer and shows that it can
successfully describe non-Marcusian kinetics of protein electron transfer produced by MD
simulations. The model is based on the idea that altering the wetting pattern of the ac-
tive site provides a new nuclear mode, and a new source of thermal noise, coupled to
electron transfer. In contrast to the Gaussian nuclear polarization considered in the stan-
dard models, penetration of water to the active site presents a physically distinct process,
and a non-Gaussian stochastic noise, with significant alteration of the microscopic struc-
ture around the active site. Standard linear response framework and Gaussian statistics of
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medium fluctuations do not apply. The consequence comes in the form of non-parabolic
free energy surfaces of electron transfer. Specifically, the reorganization energy describing
the curvature of the free energy surface near the bottom passes through a spike when wet
and dry states of the active site are realized with nearly equal probabilities. This is true
if thermodynamic sampling of the wetting configurations is allowed on the reaction time-
scale. Given a large value of l R in that configuration, significant dynamical effects[221]
can be anticipated when the reaction rate becomes close to the rate of water exchange and
dynamical freezing of wetting/dewetting starts affecting the rate.
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Chapter 7
INTERFACIAL STRUCTURAL CROSSOVER AND HYDRATION
THERMODYNAMICS OF CHARGED C60 IN WATER
7.1 Summary
Classical molecular dynamics simulations of hydration thermodynamics, structure, and
dynamics of water in hydration shells of charged buckminsterfullerenes are presented in
this study. Charging of fullerenes leads to a structural transition in the hydration shell, ac-
companied by creation of a significant population of dangling O-H bonds pointing toward
the solute. In contrast to the well accepted structure-function paradigm, this interfacial
structural transition causes nearly no effect on either the dynamics of hydration water or on
the solvation thermodynamics. Linear response to the solute charge is maintained despite
significant structural changes in the hydration shell, and solvation thermodynamic poten-
tials are nearly insensitive to the altering structure. Only solvation heat capacities, which
are higher thermodynamic derivatives of the solvation free energy, indicate some sensitivity
to the local hydration structure. We have separated the solvation thermodynamic potentials
into direct solute-solvent interactions and restructuring of the hydration shell and analyzed
the relative contributions of electrostatic and nonpolar interactions to the solvation ther-
modynamics. This work [308] was first published in the journal of Physical Chemistry
Chemical Physics in 2018 ( Sarhangi, Waskasi, Hashemianzadeh and Matyushov).
7.2 Introduction
We present new computational evidence of the disconnect between the interfacial dy-
namics and interfacial structure. We have simulated different charge states of buckmin-
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sterfullerene Cz60 carrying different net charges, from z = + 1 to z =   4. The simulation
results clearly show that hydration water undergoes a structural crossover at z =   3 and
z=   4 without significant effect on the dynamics of water in the interface. The structure-
function relation is viewed as a cornerstone for understanding complexity in such different
fields as material science and biology. In its basics, it looks for a reduction of complex
phenomena to the structural information, that is to the spatial organization of the atoms.
The structure can be fully derived from the interatomic interactions, but this information is
not sufficient to completely characterize the dynamics, which require forces. Even though
forces are derived from the potentials, the connection between the dynamics and structure
might be less direct than is often assumed. A pedagogical example is the case of a van der
Waals liquid, which is constructed by combining hard-core repulsion with a mean-field at-
traction, i.e., an infinitesimally shallow potential with an infinite range providing a uniform
cohesive energy of a bulk liquid.[27, 309] Such a mean-field attraction is obviously very
significant for the thermodynamics of the liquid, but exerts no forces on the molecules and
does not affect the liquid dynamics. In a more general sense, the range and the strength
of the interaction potential produce different effects on the statistics and structure on the
one hand and on the dynamics and relaxation on the other hand: weak and long-ranged
interaction potentials can significantly affect the structure and thermodynamic functions,
but a steeply-altering potential can produce a stronger effect on the dynamics because of
the stronger forces involved.
While there are no general grounds to doubt this reasoning, there are not many examples
clearly showing a disconnect between structural changes and the corresponding changes in
dynamics. In some areas of condensed matter science, the dynamics-structure connection is
viewed as quite plausible, and the evidence for it is actively sought for. For instance, many
glass formers close to their glass transition show rapid slowing of the dynamics, [92] which
is connected to either the run-off of the configurational entropy through the Adam-Gibbs
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theory[310, 311] or to a still hypothesized growth of spatial (structural) correlations.[312,
313] Both ideas advocate structural change underlying sharp slowing of the dynamics.
Likewise, interfacial dynamics of water are often linked to the interfacial structure and
the network of hydrogen bonds in the hydration shell. In that paradigm, measuring the
interfacial dynamics is viewed as a way of probing the interfacial structure.[314, 315] The
latter is particularly significant for the problem of hydrophobic solvation where structure of
water in the interface is often related to entropic effects observed in solvation of nonpolar
solutes.[8, 316]
Despite structural transition in the interface observed in the simulations, we find that
solvation thermodynamics of Cz60, z =   4; : : : ;+ 1 follows linear solvation remarkably
well. This is surprising because the linear response approximation is constructed based
on the assumption that the solute-solvent interaction does not alter the structure of the
solvent.[189, 317] Since electrostatic solvation dominates for highly negative solutes for
which transition occurs, the overall solvation thermodynamics is not sensitive to the local
structural change. We therefore demonstrate that both the solvation thermodynamics and
interfacial dynamics are decoupled from local structural crossovers in the interface. Only
higher thermodynamic derivatives of the solvation free energy, such as solvation heat ca-
pacity, are noticeably affected by the structural transition and can report on the structural
transition in the interface. We present detailed calculations of the electrostatic and non-
polar (Lennard-Jones) components of solvation accounting for structural reorganization of
the hydration shell and its effect on the energy and heat capacity of solvation.
7.3 Solvation Thermodynamics
Thermodynamic perturbation theories[318, 111, 319, 320, 321] of solvation thermo-
dynamics seek to separate the intermolecular solute-solvent interaction into a reference
potential responsible for repulsion from the solute’s core and a slowly varying perturbation
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interaction u0s (“0” for the solute and “s” for the solvent).[322, 323, 324, 325] We follow
here this tradition and define the hard-sphere (HS) repulsive core[322, 319, 326] of the so-
lute with the potential function uHS0s . The reference potential (Hamiltonian) H0 is then the
sum of uHS0s and all solvent-solvent interactions Uss
H0 = uHS0s + Uss: (7.1)
In other words, the reference system is the pure solvent and the hard-sphere core of the
solute. Since the hard-sphere potential uHS0s is purely geometrical, thermal fluctuations do
not alter the solute-solvent part of the reference potential and dH0 = dUss. We will use this
property below in the calculation of thermodynamic functions for solvation.
The hard-sphere potential uHS0s cuts all components of the solute solvent interaction
within its hard core. Therefore, the solute-solvent interaction u0s = uLJ0s + u
E
0s is the sum of
the dispersive Lennard-Jones (LJ) potential uLJ0s and the electrostatic interaction u
E
0s taken
outside of the hard core. For the LJ potential, this assignment corresponds to the Barker-
Henderson perturbation theory,[319] as we discuss in more detail below. The excess chem-
ical potential of solvation due to solute-solvent long-ranged, LJ and electrostatic, interac-
tions is given by Widom’s formula[327]
b m0s =   ln
D
e  bu0s
E
0
: (7.2)
Here, h: : : i 0 denotes an ensemble average in the reference state and b = ( kBT)   1 is the
inverse temperature.
An alternative formula for m0s is offered by thermodynamic integration.[189] One scales
the solute-solvent interaction with the parameter 0  l  1 to produce the Hamiltonian
Hl = H0 + l u0s; (7.3)
where l = 0 leads to H0 in Eq. (7.1). The Gibbs ensemble average with the Hamiltonian
Hl is then specified with the subscript l in the angular brackets, h: : : i l . In this approach,
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the solvation chemical potential is the reversible work of the “charging” process in which
the long-ranged solute-solvent potential u0s is continuously turned on
m0s =
Z 1
0
hu0si l dl : (7.4)
The energy of solvation follows from the thermodynamic relation
e= ( ¶(b m0s)=¶b)V : (7.5)
It can be separated into the energy of the solute-solvent interaction e0s and the term ess de-
scribing the modification of the solvent-solvent interaction energy induced by the solute[157,
158, 328]
e= e0s+ ess; (7.6)
where
e0s = hu0si 1 (7.7)
and h: : : i 1 corresponds to l = 1, when the full solute-solvent interaction potential is turned
on in the system Hamiltonian. The representation of the thermodynamic functions in terms
of these averages is preferable for numerical applications since this is the ensemble pro-
duced by MD simulations discussed below. For brevity, we will drop the subscript from
the averages corresponding to l = 1, thus adopting h: : : i = h: : : i 1.
From Eq. (7.2) one gets[157, 158]
ess= hH0i   h H0i 0: (7.8)
The solvent restructuring energy is, therefore, the change in the interactions between the
solvent molecules introduced by turning the long-ranged solute-solvent interactions on.
Since H0 includes the HS repulsion uHS0s with diverging energy, an alternative fluctuation
relation is more convenient for applications. By applying l -scaling of the solute-solvent
interaction according to Eq. (7.3), one obtains[157, 158]
ess=   b
Z 1
0
hdu0sdUssi l dl ; (7.9)
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where du0s and dUss denote the deviations from the corresponding average values. Note
that dH0 = dUss was used to arrive at Eq. (7.9).
The term esswas also designated as the “solvent reorganization term”[328, 157] or “sol-
vent reorganization energy”[316] Since both terms can lead to confusion with the “solvent
reorganization energy” much earlier reserved for the free energy entering the free energy
barrier for electron transfer reactions,[176] we avoid using this terminology here (note that
the “solvent reorganization entropies” in refs 101 and316 refer to quite distinct properties).
The heat capacity of solvation follows from the second derivative of the excess chemical
potential
CV=kB =   b 2
  ¶2(b m0s)=¶b2

V : (7.10)
Applying this derivative to Eqs. (7.6) and (7.8), one obtains
CV=kB = b 2h(du0s+ dUss)2i   b 2hdU2ssi 0
= b 2h(du0s)2i + 2b 2hdu0sdUssi + DCss=kB:
(7.11)
In the second line of this equation, DCss=kB = b 2hdU2ssi   b 2hdU2ssi 0 is the change of the
heat capacity of the solvent due to the long-ranged solute-solvent interactions. Each of
these variances scales linearly with the number of solvent particles in their leading terms.
Since CV is intensive, these µ N terms should identically cancel out in their difference.
The intensive term, DCss, remaining after the cancellation of two macroscopic extensive
terms, can potentially be affected by finite-size effects when evaluated from numerical
simulations. We show below that this is indeed the case, and we evaluate this term for
the electrostatic component of the heat capacity by extrapolating the finite-size simulation
results to N ! ¥ .
The definition of the heat capacity used here is one of several thermodynamic routes
to the solvation heat capacity from taking two derivatives of the system energy/enthalpy in
terms on the number of solutes and temperature while keeping volume/pressure constant.[329]
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rH
rO
θ
χ
Figure 7.1: Schematic Representation of the Water Molecule in the Hydration Shell of Cz60: rO Is
the Distance Between the Oxygen Atom and the Center of the Solute, rH Is the Distance Between
the Hydrogen Atom and the Center of the Solute, q Is the Angle Between Water’s Dipole (Blue
Arrow) and the Radial Direction (Green Arrow), and c Is the Angle Between the Planes of the
Water Molecule (Blue Plane) and that of the Dipole Moment and the Radial Direction (Orange
Plane).
Since four such combinations can be produced, there are four thermodynamic heat capac-
ities Cab, where a;b = P;V. In our simulations, NVT ensemble was used and CV in Eq.
(7.11) corresponds to the thermodynamic heat capacity CVV. Corrections are still required
if thermodynamic transfer heat capacities are used for the experimental input.[330, 329] We
also stress that m0s considered here is not the full solvation chemical potential. The highly
nonlinear[331] free energy of inserting the repulsive core of the solute into the liquid (free
energy of cavity formation[332, 330, 325]) is excluded from the analysis by our choice
of the reference system. We focus only on solvation due to electrostatic and long-ranged
LJ interactions and on the alteration of this solvation thermodynamics by the structural
crossover in the hydration shell.
Below, we apply this formalism to the electrostatic and LJ components separately, but
first turn to the structural changes in the interface of Cz60 found in MD simulations while
altering the charge z of the fullerene solute. The main result of our study is a remarkable
insensitivity of the solvation thermodynamics combining the electrostatic and LJ compo-
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nents to local structural changes in the hydration shell in the entire range of charges studied
here.
7.4 Results
Simulation protocol. We have performed molecular dynamics simulations of the
charged states of Cz60 by using NAMD software suite.[198] The details of the simulation
protocol can be found in the Appendix F, along with additional data analysis. Briefly, the
simulation performed in the NVT ensemble involved 2413 SPC/E waters in equilibrium
with a single Cz60 solute. The typical length of the simulation trajectory was 110 ns. The
distribution of partial atomic charges in charged fullerenes was calculated by DFT and not
altered continuously, as is often done in solvation studies.[191, 333] We, therefore, do not
study solvation of partial molecular charges here and instead focus on whole charges in the
range   4  z  1.
A number of parameters have been analyzed to characterize changes in the structure of
the hydration layers with charging of the solute. In order to navigate in the parameters con-
sidered here, Fig. 7.1 illustrates a water molecules in the hydration shell close to Cz60 with
distances from the oxygen, rO, and from the hydrogen, rH, to the center of the solute. The
distribution of those is characterized below through the pair distribution functions (PDFs).
In addition, the orientation of the water molecule in the interface is characterized by two
angles: the angle q between its dipole moment and the radial direction and the angle c
between two planes: the plane formed by the dipole moment and the radial direction and
the plane of the water molecule.
Interfacial structure . The first signature of the structural transition of the hydration
shell is seen from PDFs shown in Fig. 7.2. Two sets of solute-water functions are presented:
the solute-oxygen PDFs (Fig. 7.2a) and solute-hydrogen PDFs (Fig. 7.2b). The solute-
oxygen PDFs show that the solvent shell softens with the fullerene charge changing from
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Figure 7.2: Radial Distribution Functions for Oxygens (a) and Hydrogens (B) of the Water
Molecules in the Hydration Shell of Cz60 at 300 K.Different Charge State z Are Listed in the Plots.
The Distance of 1 A˚ between the Oxygen and Hydrogen Peaks at z =   4 Is Shown in the Plot to
Indicate that the OH Bond of Hydration Water Points to the Center of C  460 In This Charge Configu-
ration.
z= 1 to z=   2, with nearly no change between z= 1 and z= 0. The peak of the oxygen
PDF with the position rmaxO gets lower for z =   1 and z =   2, which corresponds to a
less structured hydration shell. However, this trend is reversed at z =   3 and   4, and
the oxygen peak gets sharper and shifts to smaller distances, signaling a more structured
shell. The first peak of the hydrogen distribution nearly coincides with that for oxygen
at jzj  1, which implies that waters are mostly in plane of the fullerene-water dividing
surface.[334] At z    2, one observes a substantial growth of the hydrogen peak (Fig.
7.2b) at the distance  1 A˚ shorter than the oxygen peak. This is a signature of dangling
OH bonds pointing toward the solute.[335, 336, 337] It is accompanied by the disruption
of the hydrogen-bond network in the hydration shell resulting in the higher density of the
shell. Interfacial water turns into a layered structure commonly observed at interfaces with
143
Table 7.1: Parameters of the First Hydration Shell of Cz60 at 300 K: The Number of First-
Shell Waters NIs,The Fraction of Dangling Bonds nOHs , The Number of Hydrogen Bonds Per
Water Molecule nHB, And the Positions of the First Peak, rmaxO , And of the First Minimum,
rminO Of the Solute-Oxygen PDF (A˚).
z NIs nOHs nHB a rmaxO rminO
1 79.6 3.34 6.75 8.45
0 81.0 3.23 6.75 8.45
-1 82.1 3.11 6.75 8.45
-2 83.4 0.11 3.02 6.55 8.45
-3 38.8 0.39 2.42 6.45 6.95
-4 42.7 0.42 2.36 6.35 6.95
aThe number of hydrogen bonds per water molecule in bulk SPCE is nHB = 3:6 at 300
K.[26]
hydrophilic and charged substrates.[338, 339]
The parameters of the first hydration layer are summarized in Table 7.1. We list the
number of first-shell waters NIs and the fraction of the dangling bonds nOHs = NOHs =NIs,
where NOHs is the total number of dangling bonds in the first hydration shell. In addition,
the position of the first peak, rmaxO , and of the first minimum, r
min
O , of the solute-oxygen
PDF gO(r) (Fig. 7.2a) are listed. The first shell is defined throughout below as all positions
of the water oxygens within the distance r  rminO corresponding to the first minimum of
the solute-water PDF (Fig. 7.2 and Table 7.1).
The picture of the charge-induced structural transition in the hydration shell is further
supported by all structural parameters we have calculated to provide details of the positional
and orientational arrangement of hydration waters. Since we anticipate that the appearance
of a large density of dangling OH bonds should disrupt the hydrogen-bond network, we
have calculated the tetrahedral order parameter for the water molecules in the hydration
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Figure 7.3: Upper Panel: Average Tetrahedral Order Parameter Q(T) = hQi In the First Hydration
Shell of Cz60As a Function of Temperature in All Charge States z Indicated in the Plot. Also Shown
Are the Results for Q(T) for Bulk SPC/E Water[25] (Open Points). Lower Panel: the Average
Number of Hydrogen Bonds Per Water Molecule in the First Hydration Shell nHB. Open Points
Refer to Bulk SPC/E Water.[26]
shell[340, 341, 342, 343]
Q = 1   38
3
å
i= 1
4
å
j= i+ 1
 
cosqi j + 1=3
 2
: (7.12)
This parameter is specified by the angle qi j formed by a target molecule with its four nearest
neighbors i and j . Fully ordered tetrahedral structure yields hQi = 1, and hQi = 0 describes
the state of orientational disorder.
We show in the upper panel of Fig. 7.3 the average tetrahedral parameter Q(T) = hQi
at different temperatures calculated for the first hydration shell of Cz60. Tetrahedral order
is generally reduced[344] in the hydration shell compared to bulk SPC/E water[25] (open
points in Fig. 7.3). The order is progressively reduced with increasing the solute charge
(as is also found for monovalent and divalent cations[345]), but the transition to z =   3
and z=   4 shows a much deeper drop of tetrahedral order. The distributions P(Q) are also
quite revealing showing a shift of the highest peak of P(Q) to lower values of Q (less order)
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Figure 7.4: Distributions of the Tetrahedral Order Parameter Q (Eq. (7.12)) for Cz60 at z =   1
(upper panel) and z=   4 (lower panel). The Order Parameter Is Calculated in the First Hydration
Shell Defined by Distances rO Less Than the Distance to the First Minimum of the Oxygen PDF
(Figs. 7.1 and 7.2). The Results of Calculations Are Shown at Different Temperatures Indicated in
the Plot.
when increasing the negative charge of the fullerene (Fig. 7.4). The effect of temperature
on P(Q) is significant for low charges due to breaking of tetrahedral order by thermal
agitation.[343] In contrast, tetrahedral order is already broken by the electrostatic field of
the solute for z    3, and increasing temperature makes little effect on the main peak and
just lowers the high-order wing of the distribution (Fig. 7.4).
The lower panel in Fig. 7.3 presents the number of hydrogen bonds nHB per water
molecule in the first hydration shell of Cz60 calculated according to the typical geometric
definition of a hydrogen bond.[346] The results for the first hydration shell are compared
to bulk SPC/E water[26] (open points in Fig. 7.3). We observe a small gap in the number
of hydrogen bonds between waters in contact with the neutral C60 compared to the bulk,
which, however, widens with increasing temperature. The results for the neutral C60 are in
agreement with previous simulations.[26, 334] The issue of the number of hydrogen bonds
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in hydration shells was also studied by fitting analytical two-state solvation models to the
the hydration thermodynamics.[347, 348] Our calculations support the view of weakening
hydrogen bonds[348] in contrast to their strengthening.[347] Charging fullerenes further
lowers the number of hydrogen bonds (Table 7.1), and the trend for nHB is in general
accord with Q(T) = hQi .
The loss of tetrahedral order and breaking of hydrogen bonds are accompanied by in-
creased ordering of the shell dipoles along the local electric fields, which, as the charge is
increased, is less hindered by hydrogen bonds among the water molecules. The cooperative
nature of hydrogen bonds leads to a sharp and distinct alteration of the orientational distri-
bution with increasing jzj. In order to characterize changes in the orientational structure,
we have considered two first Legendre polynomials of the scalar product between the unit
vector of the dipole moment µˆ with the unit vector rˆ of the radius vector r connecting the
solute’s center to the oxygen atom to which the dipole moment is assigned. The orienta-
tional order parameter is defined in terms of the Legendre polynomial P‘ (x) as follows
p‘ (r ) = P‘ (µˆ  rˆ): (7.13)
The plots of the distribution functions for p1(r ) when r is in the first hydration shell of
Cz60 are shown for z= 0 and z=   4 in Fig. 7.5 (the distributions for other charges can be
found in Appendix F). We find that a broad and somewhat skewed distribution of dipolar
orientations around a nonpolar solute[334, 349, 350] is replaced by a highly asymmetric
distribution with its peak representing the preferential orientation of the dipoles pointing
toward the solute at q = 130  , also found in previous simulations of soft-repulsive[26] and
charged[351] spherical solutes. Given the HOH angle of 104 , this average value of q
implies that one of OH bonds is directed nearly straight toward the center of the solute,
which is consistent with the PDFs shown in Fig. 7.2.
The dramatic change in the orientation of the water dipoles in the shell at z=   3;   4 is
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Figure 7.5: Distribution of the Order Parameter p1 (‘ = 1 in Eq. (7.13)) Of the First Hydration
Shell of Cz60 At Changing Temperature (the Definition of the First Hydration Shell Is the Same as in
Fig. 7.4). The Upper Panel Shows the Results for z= 0 and the Lower Panel Refers to z=   4; the
Temperatures Are Listed in Plot.
also accompanied with the rotation of the plane of the water molecules. The distributions of
the angle c (Fig. 7.1) at z= 0;   1 are peaked at c  90 (Fig. 7.6). The water molecules in
the hydration shell are mostly positioned parallel to the dividing interfacial surface, as was
found in many previous studies of water in contact with hydrophobic surfaces.[352, 335,
336, 337] On the contrary, the appearance of the dangling OH bonds at z=   3;   4 forces
the water molecules to rotate into the plane of the dipole moment and the radius-vector
(c  0 or c  180  in Fig. 7.6).
To summarize, the evidence presented in Figs. 7.2–7.6 shows a structural transition
of the hydration shell changing from a structure specific for interfaces of water with hy-
drophobic surfaces/solutes to a shell with broken hydrogen bonds released as dangling OH
pointing toward the solute (with the population of  0:4 for z=   3;   4, Table 7.1). While
signatures of this new structural order are seen already at z =   2, the most pronounced
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Figure 7.6: Distribution of Angle c (Fig. 7.1) Of Water Molecules in the Hydration Shell of Cz60 At
Changing Temperature. The Upper Panel Shows the Results for z= 0 and the Lower Panel Refers
to z=   4.
structural change appears for z =   3;   4. The new structure persists at all temperatures
studied here and is not strongly affected by temperature. One anticipates that the appear-
ance of dangling bonds in hydration shells of charged fullerenes should have spectroscopic
evidence.[353, 354, 355] Our next focus is on solvation thermodynamics of fullerenes and
on the dynamics of the solute-solvent interaction and the dynamics of hydration water.
Solvation. The solvation thermodynamics is often described in the Gaussian[331, 356]
or linear response[189, 190] approximation in which the thermodynamic integration for the
excess chemical potential is replaced by the expansion in terms of two first non-vanishing
cumulants
m0s = e0s+ ( b=2)h(du0s)2i ; (7.14)
where
e0s = hu0si : (7.15)
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In the second summand of Eq. (7.14), the cross-correlations between the fluctuations
of electrostatic and LJ interactions, hduE0sduLJ0si , can often be neglected (which is the case
with our MD simulations). When such a decoupling approximation is adopted, one can
write the above equation for each component ms0s, s= E;LJ
m0s = m
E
0s+ m
LJ
0s : (7.16)
The problem of ion solvation is further simplified by a nearly universally observed[357,
358, 191] quadratic scaling of the average solute-solvent interaction with the solute charge,
huE0si l µ l 2. This scaling significantly simplifies the solvation thermodynamics for the
electrostatic component. The solvation thermodynamic potentials are given by approxi-
mate, but often highly accurate, relations[358]
mE0s =
1
2e
E
0s; eE0s =   bh(duE0s)2i ; (7.17)
where the electrostatic solute-solvent interaction energy is
eE0s = huE0si : (7.18)
The same quadratic scaling applies to the component hduE0sdUssi l in Eq. (7.9), which sim-
plifies the equation for the solvent restructuring energy to the following form
eEss=   (b=2)hduE0sdUssi : (7.19)
From Eqs. (7.6) and (7.17), one derives the expression for the entropy of electrostatic
solvation
TsE = mE0s+ eEss: (7.20)
Equation (7.20) provides access to eEss from experimentally accessible thermodynamic sol-
vation functions.
The results of calculations according to Eqs. (7.17)–(7.20) are listed in Table 7.2 and
shown by points corresponding to charged states of Cz60 in Fig. 7.7. The dependence m
E
0s(z)
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Figure 7.7: Thermodynamic Potentials of Electrostatic Solvation of Cz60 In Different Charge States
z Versus Negative of the Average Solute-Solvent Electrostatic Interaction Energy eE0s at T = 300 K.
The Points Are MD Results and the Dashed Line Shows the Expectation of the Linear Response
Approximation, mE0s = ( 1=2)eE0s, Eq. (7.17).
is shown in Fig. F.12 in the Appendix F. We find that all thermodynamic functions for
electrostatic solvation follow the quadratic µ z2 scaling with the solute charge. Further,
the average solute-solvent interaction energy eE0s displays asymmetry in respect to the sign
flip z= 1 ! z=   1, which is a well-documented[359] result for ionic solvation related to
asymmetry of the molecular charge in the water molecule.[360, 361, 362] Note, however,
that this asymmetry has mostly been reported for much smaller ions typically used for
electrolytes, and we find here that this rule can be extended to much larger Cz60 solutes. We
also find, similarly to our previous studies,[203, 363] a curious proximity between   mE0s
and the energy of solvent’s restructuring eEss
  mE0s  e
E
ss: (7.21)
This empirical results holds less accurately for Cz60 studied here compared to surface sol-
vation of C180.[363]
The near cancellation between two summands in Eq. (7.20) is difficult to describe
by analytical models since it, in fact, represents a cancellation between two-solvent mi-
croscopic correlations entering mE0s with three-solvent correlations required to calculate
eEss.[364] Since these are correlations between the solvent particles in the vicinity of the
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Table 7.2: Thermodynamic Solvation Potentialsa for Cz60 at 300 K (the Energies are in eV).
z   TsE   eE   eE0sb   mE0sc eEssd   TsLJ   eLJ   eLJ0s   mLJ0s e eLJss
1 0.07 0.71 1.53 0.64 0.82 0.16 2.54 2.35 2.38   0:19
0           0.35 2.72 2.37 2.37   0:35
  1   0:39 0.82 2.33 1.21 1.51 0.3 2.61 2.29 2.31   0:32
  2 0.01 4.57 9.73 4.56 5.15   0:12 2.12 2.03 2.24   0:09
  3 1.13 12.20 21.50 11.10 9.28   0:69 1.61 1.83 2.3 0.21
  4 1.64 21.94 38.12 20.31 16.18   1:32 1.11 1.48 2.43 0.36
aElectrostatic component is calculated as extrapolation to N ! ¥ of the simulation results
obtained at N = 1200 and N = 2413 water molecules in the simulation box. bCalculated
from Eq. (7.18). cCalculated from Eqs. (7.14) and (7.15) applied to the electrostatic
component of the solute-solvent interaction energy. dCalculated from Eq. (7.19).
eCalculated from Eq. (7.27).
solute, one in fact has to deal with three-particle, solute-solvent-solvent correlations for
m0s and with the corresponding four-particle correlations for ess.[365, 111, 366] Numeri-
cal errors of subtracting two large numbers have potentially contributed to the unexpected
positive value of TsE for z=   1 (Table 7.2). Microscopic models dealing with high-order
correlations involving molecular orientations have not been developed, and even formulat-
ing approximations for higher-order distribution functions currently presents a formidable
theoretical challenge.[111] Considering solvation of multipoles of different order might
provide a helpful initial insight into molecular correlations contributing to each term in Eq.
(7.20) since much less pronounced cancellation between those two terms was found for
dipolar solvation, as discussed in Ref. 203.
Relations between thermodynamic solvation functions in Eqs. (7.11), (7.17), and (7.19)
allow us to write the electrostatic heat capacity in the closed form
(CEV   DCEss)=kB =   2b
 
mE0s+ 2e
E
ss

   2beEss; (7.22)
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where Eq. (7.21) was applied in the second approximate equality. Since eEss> 0 (Table 7.2),
the linear-response theory suggests that the heat capacity from direct electrostatic solute-
solvent interactions is negative and is roughly proportional to the magnitude of the solvent
restructuring energy.
Table 7.3: Solvation Heat Capacities for Cz60 at 300 K.
z CEV=kB DCEss=kBa CLJV =kBb
1 169 248 19
  1   67 72 30
  2   296 149 5
  3 212 793   31
  4 620 1553   62
aCalculated by subtracting b 2hdU2ssi for charged and neutral states at a given N (Eq.
(7.23)), followed by extrapolation to N ! ¥ . bCalculated from the first two terms in Eq.
(7.30)
The complexity of calculations of solvation heat capacity is well illustrated by Table
7.3. Its component due to changes in the solvent structure produced by the solute-solvent
electrostatics, DCEss, was calculated by subtracting hdU2ssi (0) at z = 0 from hdU2ssi (z) at
z6= 0
DCEss=kB = bhdU2ssi (z)   bhdU2ssi (0): (7.23)
The result of this procedure strongly depends on the system size, and the values reported
in Table 7.3 were calculated by extrapolating to N ! ¥ . The change of the solvent heat
capacity DCss=kB is positive (Table 7.3) and with the magnitude close to that of   2beEss
in Eq. (7.22). The resulting heat capacity of electrostatic interactions comes from mutual
cancellation of two large contributions, and it changes sign as a function of the solute
charge.
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Comparison of simulated heat capacities to observations is not easy to establish. The
overall heat capacities of aqueous electrolytes can be either positive or negative,[367] but
experiment does not have access to individual ions. In addition, all components, the cav-
ity formation thermodynamics, electrostatics, and LJ interactions, have to be included in
a complete analysis. Previous simulations of heat capacity of aqueous electrolytes[333]
indicated that heat capacities of monovalent cations and anions can carry opposite signs:
positive heat capacity for cations and negative heat capacity for anions. We also find this
sign switch here, but it is followed by another change of sign for z<   2. This second sign
change is caused by the collapse of the hydration shell at higher charges (Fig. 7.2), which
leads to a significant increase of DCEss given by Eq. (7.23).
We now turn to the LJ component of solvation. The average solute-solvent interaction
energy is directly calculated from the simulation trajectories as an ensemble average
eLJ0s = huLJ0si : (7.24)
The calculation of other thermodynamic functions by perturbation theory requires more
accurate definition of the perturbation potential to avoid including the strongly repulsive
branch of the potential in the perturbation expansion.[111] This problem has received
much attention in the past.[321] The Weeks-Chandler-Andersen (WCA)[322] and Barker-
Henderson (BH)[319] schemes are most commonly applied, although some successful al-
ternatives have been formulated as well.[368, 326, 369]
All perturbation schemes for nonpolar solvation separate the LJ potential into the re-
pulsive and attractive parts, with the pair distribution function of the repulsive part often
approximated by that of a hard-sphere fluid.[322] Since we have access, through MD sim-
ulations, to the ensemble configurations when the solute carries the entire LJ potential, we
apply the l -perturbation scheme instead. The long-ranged perturbation potential is chosen
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according to the Barker-Henderson protocol[319]
uBH0s = u
LJ
0sq(r   rc); (7.25)
in which q(x) is the Heaviside step function and the cutoff distance rc = s = 3:33 A˚
is the LJ diameter for the carbon-oxygen solute-solvent interaction. The cutoff distance,
therefore, sets up the radius of the hard-sphere reference potential uHS0s in Eq. (7.1) with
uLJ0s = u
BH
0s considered as the LJ perturbation potential.
The average huBH0s i l in Eq. (7.4) can be written as
huBH0s i l = Q  1l
Z
uBH0s e
  bH1+ b (1   l )uBH0s dG; (7.26)
where Ql is the partition function corresponding to Hl in Eq. (7.3) and dGdenotes integra-
tion over the system phase space. Since the ensemble statistics with the full Hamiltonian
H1 = H0 + uBH0s is available from the simulation trajectories, one can perform the pertur-
bation expansion in Eqs. (7.3), (7.4) and (7.26) in the perturbation term (1   l )uBH0s . The
ensemble averages h: : : i = h: : : i 1 in the perturbation series then correspond the full LJ po-
tential at l = 1. By truncating the expansion after the second terms, one gets
mLJ0s = huBH0s i + ( b=2)h
 
duBH0s
 2i : (7.27)
Similarly, the correlation hduBH0s dUssi l entering the solvent restructuring energy in Eq.
(7.9) is independent of l in the lowest order of the perturbation theory[111] and one gets
eLJss =   bhduBH0s dUssi : (7.28)
From Eqs. (7.24)–(7.28), the following relation for the entropy of LJ solvation follows
TsLJ = h(uLJ0s   uBH0s )i + eLJss   (b=2)h
 
duBH0s
 2i : (7.29)
We find that the solute-solvent LJ energy eLJ0s is large (Table 7.2), but the entropy of solva-
tion by LJ forces is relatively insignificant in the overall solvation thermodynamics.[366,
155
324, 330, 316, 344] The same is true for the energy of solvent restructuring eLJss. This result
for the LJ component of solvation is very distinct from the picture found for electrostatic
solvation: in that case the low entropy of electrostatic solvation, which is comparable in
the magnitude to that from LJ interactions, is the result of a nearly complete cancellation
of two large in magnitude and opposite in sign energies through Eqs. (7.20) and (7.21).
By combining Eq. (7.29) with Eq. (7.11) for the solvation heat capacity, one obtains
CLJV =   2sLJ + T   1h(uLJ0s   uBH0s )i + DCLJss : (7.30)
Here, DCLJss is the change of the heat capacity of the solvent due to the attractive part of
the LJ potential. In other words, this is the difference in the heat capacities of the solvent
between the solution containing the repulsive solute and that with the full LJ potential. As
we have mentioned above, the extensive, µ N, component of the solvent heat capacity must
cancel in the difference and only the intensive component should survive. Our MD simu-
lations do not allow us to determine this component of the LJ heat capacity and only the
contribution of first two terms in Eq. (7.30) is listed in Table 7.3. Note that large contribu-
tions from water restructuring to the heat capacity of solvation reported in simulations of
xenon[370] included also the heat capacity of the cavity formation and not only that of LJ
interactions considered here. The heat capacity due to LJ solvation is positive[371, 369]
and small in magnitude compared to the electrostatic heat capacity, particularly for solutes
carrying large charges (Table 7.3).
Returning to the question posed at the beginning of our discussion of whether the struc-
tural change in the interface is sensed by solvation thermodynamics, we see little evidence
of that. The only notable result of the hydration shell’s collapse at z=   3;   4 is the change
in the sign of eLJss, s
LJ, and CLJV compared to the solutes carrying lower charges (Tables
7.2 and 7.3). However, these changes of the nonpolar solvation thermodynamics are fully
overshadowed by electrostatic solvation which follows the “trivial” linear response scaling
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with the solute charge without significant signatures produced by the change of the local
structure.
Dynamics. In order to study the dynamics of the hydration shell, we have considered
a number of time autocorrelation functions. The time correlation function of the electro-
static interaction energy uE0s captures the effect of the shell dynamics on the long-ranged
solute-solvent interactions involving many water molecules on its decay length. The corre-
sponding time correlation function is
CE(t) = hduE0s(t)duE0s(0)i : (7.31)
The correlation function CLJ(t) is similarly defined with the replacement uE0s ! uLJ0s. This
function is designed to be more sensitive to the local interfacial structure because of the
short-range character of LJ interactions. Finally, the correlation function C1(t) of the order
parameter p1(t) determined for the molecules in the first hydration shell reflects the single-
molecule rotational dynamics altered by the solute-solvent interactions
C1(t) = hdp1(t)dp1(0)i : (7.32)
Other dynamic correlation functions for single-molecule rotations can be defined[315]
and linked to one-particle dynamics measured by the NMR[372] and infrared[373, 374]
spectroscopies. We are not pursuing the goal of connecting to experimental data and instead
are focused on the question of how the structural change of the interface, caused by altering
the charge, affects the interfacial dynamics. From the dynamic data collected here, we
consistently find very little sensitivity of the relaxation times to the charge of the solute and
to the corresponding structural transition in the interface. This is particularly true when the
long-range electrostatic interactions are concerned, while the dynamics of the short-range
LJ interaction speeds up by a factor of  4 when the solute charge changes from z =  1
to z =   4. This alteration reflects changes in the density of the hydration shell, which,
somewhat surprisingly, almost do not affect the dynamics of p1(t) (Table 7.4).
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Table 7.4: Average Relaxation Times ht i for The Solute-Solvent (Lennard-Jones (LJ) and
Electrostatic (E)) Interactions and for the Order Parameter p1 of the Water Molecules in
the First Hydration Shell (Relaxation Times Are in Ps and Esa=kB, s= E;LJ are in K).
z Ea LJb p1 c EEa =kB ELJa =kB
1 0.9 3.9 0.56 2412 2254
0 0.9 4.4 0.55 2192
  1 1.2 4.8 0.51 2236 2301
  2 1.2 3.4 0.54 2355 2533
  3 1.3 1.5 0.55 2478 2395
  4 1.7 0.9 0.72 2198 2226
aRelaxation times ht i calculated from the time correlation function of electrostatic
solute-solvent interaction as defined by Eq. (7.17). bht i obtained from a multi-exponential
fit of Eq. (7.31) upon replacing uE0s ! uLJ0s. cht i determined from a multi-exponential fit of
Eq. (7.32) (see the Appendix F).
Relaxation times mostly independent on the charge state for fullerene are probably the
consequence of the low charge density of these molecules. Even with collapse of the first
hydration layer for z=   3;   4, the first peak of the oxygen RDF is at rmaxO > 6 A˚ (Table
7.1), significantly exceeding rmaxO  2 A˚ for the Mg
2+ cation.[345] The parameter often
employed to gauge the strength of ion-water electrostatic interaction in hydration thermo-
dynamics [359] and water exchange dynamics[345] is the charge density µ z=[rmaxO ]3. For
instance, water exchange time for Mg2+ is  130   664 ms, while it is much lower, 117–
753 ps, for Ca2+ characterized by rmaxO  2:5 A˚. We obviously do not observe any such
sensitivity of the dynamics to the selection of the ion, which indeed might be traced back
to the low charge density of the fullerene ions.
The average relaxation times ht i , obtained from multi-exponential fitting of the corre-
lation functions, were calculated at different temperatures and fitted to the Arrhenius plots
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(Figs. F.8 and F.9 in the Appendix F)
ht i = t 0ebEa: (7.33)
The activation energies Esa, s= E;LJ are listed in Table 7.4.
The activation energy for the single-particle dynamics of bulk water[373] is Ea=kB ’
2045 K. It is somewhat lower for SPC/E water, 1650 K,[45] when calculated in the range
of temperatures similar to that studied here. We, therefore, observe an increase of the ac-
tivation barrier for the dynamics of hydration water (Table 7.4), but not as significant as
reported ( 70%) for the aqueous solution of tetramethylurea.[373] Even though the acti-
vation barrier of water dynamics does not seem to correlate with the structural transition
in the interface, it adds additional evidence[375] against the geometric interpretation of
the slower dynamics of water in the hydration shell.[376] The latter model anticipates that
the volume excluded by the solute from the configurational space of the water molecule
should lead to its slower dynamics. Such geometrical constraints, which are purely en-
tropic, should not lead to a change in the activation barrier for reorientations, in contrast to
experiment[373] and our calculations listed in Table 7.4.
7.5 Discussion
Crossovers in thermodynamics of nonpolar solvation are often associated with the effect
of the solute size on the network of water’s hydrogen bonds enveloping the solute.[377, 378,
205, 379, 354] Disruption of the hydrogen-bond network by sufficiently large solutes,  1
nm in size, has been linked to the crossover from volume-dominated to surface-dominated
solvation.[8, 26] Solvation of charged solutes was found to mostly follow the predictions of
the linear response models.[357, 358, 191] From this standpoint, since size is not varied in
our study, no fundamental changes to the established picture of hydration thermodynamics,
particularly in terms of new crossovers, are anticipated from charging the solute.
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The results presented here challenge these expectations. While we confirm the valid-
ity of linear solvation in the entire range of charges from z = + 1 to z =   4, we have
discovered a dramatic alteration of the structure of the hydration shell around buckminster-
fullerene C60 when its charge reach the values z=   3;   4 (a pre-transition is seen already
at z =   2). The structural crossover of the hydration shell is characterized by a signifi-
cant reduction of tetrahedral order, density collapse[262] (shift of the distribution-function
peak to closer distances), and disruption of the network of hydrogen bonds in the shell.
Breaking hydrogen bonds allows waters to align along the local electric fields to produce
orientational order in the hydration shell. The combination of reorientation of the water
molecules with enhanced density forces the release of OH bonds pointing toward the so-
lute (dangling bond[353, 354, 355]). This phenomenology, involving broken network of
hydrogen bonds, density enhancement, and build-up of orientated water domains is quali-
tatively similar to the picture observed for hydration shells of proteins.[380, 381] From a
general perspective, our observations confirm that long-ranged and sufficiently strong in-
teractions can cause structural transitions, but, because of their slow change and relatively
weak forces, produce essentially no impact on the local dynamics. Therefore, measure-
ments of the hydration-shell dynamics might not provide a sufficiently sensitive probe of
the local structure and might not be able to signal the occurrence of a structural transition
in the hydration shell.
The structural crossover observed here is unrelated to dewetting/drying transitions con-
sidered in relation to crossovers predicted to occur for water in contact with hydrophobic
solutes.[377, 378, 205, 379] It is also essentially independent from temperature, in con-
trast to gradual transformations, with increasing temperature, of OH vibrational spectra of
the shell changing frequency from below the frequency of bulk water to higher than in
the bulk.[354, 343] The results reported here fall under the general umbrella of interfa-
cial structural crossovers induced by the solute-solvent electrostatics. We have previously
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observed similar structural changes induced by surface solvation of dipoles placed at the
outer layer of the solute[363] and due to an increased polarizability of the solute causing
thermodynamic instability of the interfacial dipolar polarization.[262] In the case of insta-
bility driven by the solute polarizability, an increased population of interfacial dangling OH
bonds was found, in a general agreement with the new results reported here.
We find that all thermodynamic functions describing electrostatic solvation scale quadrat-
ically with the solute charge, as expected from linear solvation models. The entropy of
electrostatic solvation is negative and is relatively small in magnitude as a result of nearly
complete mutual cancellation[316] between the solvation chemical potential and the en-
ergy of solvent restructuring ess in Eq. (7.20). Given this physical origin of the electrostatic
solvation entropy, it is hardly conceivable that continuum dielectric models can be reliable
for entropy estimates. Critical tests of the Born model of ionic solvation is often hampered
by the unknown radius of the dielectric cavity considered as a fitting parameter.[382] The
cavity radius, however, cancels out in the ratio of the entropy and chemical potential of
solvation, which in the Born model becomes
TsE
mE0s
=  
T
e(e   1)
¶e
¶T ; (7.34)
where e(T) is the temperature-dependent dielectric constant. For SPC/E water studied here
one has[383] e(300 K) = 70:1 and ¶e=¶T ’   0:058 K   1. With these numbers, one gets
TsE=mE0s ’ 3:6  10  3 from Eq. (7.34), while a much higher value ’ 0:1 follows for the
same ratio in Table 7.2. It is clear that the Born model severely underestimates the entropy
of electrostatic solvation.[94, 95, 203, 382]
The inability of continuum models to describe the entropy of solvation has very prac-
tical consequences to a number of problems in biophysics. The pKa values of protein
residues are often estimated by using continuum electrostatic models and those calcula-
tions cannot capture the effect of temperature. Obviously, the heat capacity, the second
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derivative of the electrostatic free energy of solvation, cannot be approached by continuum-
based calculations. The heat capacity is, however, an important parameter for both protein
folding[287, 302, 384] and enzyme catalysis.[385] For the latter, heat capacities of activa-
tion (the difference of heat capacities in the activated and reactant states) are often negative,
producing upward-curved Arrhenius plots.[385] Electrostatics significantly affects activa-
tion barriers of enzymatic reactions.[214] Therefore, given the results obtained in this study
(Table 7.3), negative activation heat capacities imply stronger electrostatic solvation (Eq.
(7.22)) if the change in the heat capacity of the solvent does not apply to the active site.
This outcome is in line with the accepted view that electrostatic stabilization is reached in
the transition state,[214] as an extension of Pauling’s idea[272] of tighter binding in the
activated state of the catalytic site.[274]
A positive electrostatic heat capacity for the cation (z= + 1, Table 7.3) found here is in
qualitative agreement with previous calculations.[333] Hydration of cations is also lower in
the absolute magnitude of the chemical potential than hydration of anions.[360, 361] There
is, therefore, a thermodynamic driving force to place more anions to the surface of a folded
protein to increase its stabilization energy and solubility. This thermodynamic preference
should produce a negative heat capacity of folding due to the different signs of heat capac-
ities of electrostatic hydrations for cations and anions. This is indeed a well documented
and universal observation for thermodynamics of protein folding.[302, 384] We also find
that solvation heat capacities from electrostatics far exceed those from LJ solute-solvent in-
teractions pointing to the dominance of electrostatic interactions in the heat capacity of sol-
vation and, potentially, in thermodynamics of protein collapse/folding.[386] In agreement
with this view, a recent single-molecule study has shown[387] that temperature-induced
collapse of an intrinsically-disordered protein is driven by the temperature-dependent hy-
dration free energies of the hydrophilic residues and not by the anticipated hydrophobic
effect.
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Chapter 8
EFFECTIVE DIELECTRIC CONSTANT OF WATER AT THE INTERFACE WITH
CHARGED C60 FULLERENES
8.1 Summary
Dipolar susceptibility of interfacial water and the corresponding interface dielectric
constant were calculated from numerical molecular dynamics simulations for neutral and
charged states of buckminsterfullerene C60. Dielectric constants in the range 10–22, de-
pending on temperature and solute charge, were found. The hydration water undergoes
a structural crossover as a function of the solute charge. Its main signatures include the
release of dangling O-H bonds pointing toward the solute and the change in the prefer-
ential orientations of hydration water from those characterizing hydrophobic to charged
substrates. The interface dielectric constant marks the structural transition with a spike.
The computational formalism adopted here provides direct access to interface susceptibil-
ity from configurations produced by computer simulations. The required property is the
cross-correlation between the radial projection of the dipole moment of the solvation shell
and the electrostatic potential of the solvent inside the solute. This work [388] was first
published in the Journal of Physical Chemistry B in 2019 (Sarhangi, Waskasi, Hashemian-
zadeh and Matyushov). .
8.2 Introduction
The dipolar susceptibility of a bulk material c is measured by the dielectric experi-
ment in terms of the electrostatic free energy stored in a plane capacitor. The susceptibility
defines the bulk dielectric constant[389] e = 1 + 4pc . Whether this material property
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can be applied to interfaces of molecular or mesoscopic dimensions has long been a sub-
ject of contention.[390, 391, 336, 392, 393, 394, 65] It has long been suggested that an
effective dielectric constant of a microscopic interface has to be introduced, and most re-
searchers have agreed that this effective dielectric constant has to be reduced from the bulk
value.[395, 396, 397, 398, 399, 400, 401, 402, 403, 404, 405] The extent of reduction has
mostly remained unknown. Following earlier indications,[401, 391] direct measurements
have been recently reported for the dielectric constant of water in contact with a graphite
substrate as a function of the water film thickness.[65] The dielectric constant in the direc-
tion perpendicular to the graphite plane was found to be as low as  2 within the layer of
water  7 A˚ in thickness. Specifying the projection of the dielectric constant is important
for interfacial polarization since the scalar dielectric constant of the bulk transforms into a
two-component tensor characterizing the dipolar response perpendicular, e? , and parallel,
ek, to the substrate plane.[406, 407, 408, 409, 410] Ref. 65, therefore, reports e?  2 for
water at graphite. A somewhat higher value, e?  3:8, was suggested for water in con-
tact with the negatively charged mica surface,[401] while e?  2 was suggested for the
water-air interface.[391]
In this study, we have addressed the problem of the interfacial dipolar response for
a somewhat related type of the interface formed between buckminsterfullerenes Cz60 and
SPC/E water.[181] Here, z denotes the total charge of the fullerene, which, in practical ap-
plications, can be altered by electrochemistry.[179] We apply molecular dynamics (MD)
simulations to study the effects of solute’s charge (  4  z  1) and water’s temperature
(240  T  360 K) on the interface susceptibility. The linear dipolar susceptibility of the
interface is used to define the interface dielectric constant eint, which is a property char-
acterizing the interface and distinct from the bulk dielectric constant e (e  71 for SPC/E
water at 300 K[383]). We find that eint  10   22 is not significantly affected by temper-
ature, but is much stronger affected by the solute charge. The interface susceptibility as a
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function of charge z passes through a spike marking a structural crossover of the hydration
shell.
8.3 Interface Susceptibility
The dielectric constant of a bulk dielectric is a material property, independent of sam-
ple’s shape, because of the locality of the Maxwell field E. The Maxwell field is defined as
an ensemble average of the microscopic field Em, followed by a coarse-graining protocol
averaging out molecular-scale oscillations of the microscopic field.[411] The postulated lo-
cality of the Maxwell field allows one to relate it to the local polarization density P through
the scalar susceptibility, P = cE.
Despite this widely adopted reasoning, E itself is never accessible experimentally and
only the line integral Df =
R
E  dl connects the Maxwell field to experimentally accessible
voltage difference Df between the end points.[412] Dielectric experiments take advantage
of the fact that Ez is uniform in a plane capacitor and find the z-projection of the Maxwell
field Ez = Df =d in terms of the separation d between the plates (z-axis is perpendicular to
capacitor’s plates).
The Maxwell field must be non-uniform in the interface and, by that fact, it becomes
a property not accessible to measurements. Also, locality of an inhomogeneous Maxwell
field has never been established. The fundamental difficulty of measuring local fields in
non-uniformly polarized dielectrics has long been recognized.[413] The only known reso-
lution is to either measure the field produced by a polarized dielectric in vacuum[412] or
to measure fields inside small cavities carved within the dielectric.[413, 414] The second
strategy is realized in experiments recording solvent-induced shifts of optical lines giving
access to local cavity fields.[415]
The locality of polar response disappears for interfaces, which cannot be characterized
by a well-defined scalar susceptibility. In fact, the locality of the response is gone even
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in the bulk at microscopic length-scales, when bulk dielectric susceptibility c is converted
to a nonlocal 2-rank tensor response function χ(r   r0). It reduces to longitudinal and
transverse dielectric projections c L;T(k) depending on the scalar wavevector k in reciprocal
space.[416, 417, 418, 419] For inhomogeneous polarization encountered in solvation and
interfaces, the polar susceptibility, χ(k1;k2), loses its isotropic symmetry and becomes a
function of two wavevectors.[331, 420]
A complete microscopic solution for the interface polarization is clearly complex and
is only remotely related to dielectric properties of the bulk. One still wonders if a coarse-
grained description in terms of an effective susceptibility of the interface can be formulated.
It is clear that any such definition will not be unique and is likely to apply to a set of
problems for which the response of the interface is well defined. Our focus is on interface
polarization in terms of the field it produces within a cavity[413, 414] in response to a probe
charge. Since the Coulomb law applies also to microscopic fields, this goal can be achieved
by a proper reformulation of the boundary value problem. The interface susceptibility
giving access to the field inside a void is not necessarily transferrable to other electrostatic
problems and, specifically, to another well-established problem where dielectric constant
is prominent: the screening of ions in solution.
It is easy to realize that a length-scale is involved in dielectric screening: the po-
tential of mean force between ions is an oscillatory function of the distance at molec-
ular scale,[421, 422, 423, 424] obviously not reducible to a single screening parameter.
Likewise, the average polarization density in the interface induced by a spherical ion
hPr i = hr  Pi ( r = r=r is the radial unit vector) is an oscillatory function of the radial
distance r as found in simulations by Ballenegger and Hansen[407] and in a number of
follow-up simulation studies of spherical and planar interfaces.[425, 408, 426, 6, 392]
There is obviously a length-scale, dictated by the microscopic structure, specific to the
local polarization density of the interface. A definition of a scalar parameter of interfacial
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polarity based solely on P(r ) is not possible.
The polarization of the interface P(r ) is not directly accessible experimentally and is
not even required if the focus is on the measurable local field inside a solute or cavity in the
dielectric. From this perspective, the question at hand is what is the integrated response of
the interface to a probe charge. Posed in this way, the problem of an effective susceptibility
of the interface can potentially be formulated without a length-scale involved, if a proper
coarse-graining formalism is formulated. Cast in this way, the problem becomes somewhat
similar to the problem of surface tension, which is clearly a microscopic interfacial prop-
erty, but without a length-scale involved. One asks the question of what is the integrated
response of the interface to altering its surface area. Similarly, we are asking what is the
integrated polarization of the interface creating a certain field inside a void. Presenting
a formalism to address this question and its application to a realistic interface of charged
buckminsterfullerenes in water is the goal of this study.
The microscopic electric field Em =   Ñ f m is expressed in terms of the microscopic
electrostatic potential f m in the presence of the external charge density r 0(r ) = qd(r ) and
the instantaneous density of bound charge r b =   Ñ  P. The fluctuating electrostatic poten-
tial satisfies the Laplace equation at each configuration of the liquid
Ñ
2f m =   4p [r 0 + r b] : (8.1)
The density of bound charge, a scalar field, is in turn expressed through the divergence of
the fluctuating polarization field P = Pd   13 Ñ  Q+ : : : , which includes the dipolar field Pd
and spatial derivatives of densities of higher multipoles,[389] starting from the quadrupolar
2-rank tensor Q. When a solute is immersed in a polar liquid, r b = 0 inside the solute and
f m is determined from the standard Laplace equation, Ñ 2f m =   4pr 0. A significant result
here is that one can find a solution for an ensemble-averaged potential hf mi provided the
boundary conditions are additionally supplied. Therefore, finding the electric field inside a
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cavity in the dielectric is reduced to the question of formulating proper boundary conditions
that preserve, in a coarse-grained manner, some information about the molecular structure
of the interface.[414, 67]
The boundary conditions account for the discontinuity of the electric field at some di-
viding surface between the solute and the liquid
E0n   h Eni = 4p [s0 + hPni ] : (8.2)
In this equation, E0n =   bn  Ñ f 0 is the normal projection of the electric (vacuum) field
inside the solute and hEni =   bn  Ñ hf mi is the normal projection of the ensemble-averaged
electric field inside the solvent, both are taken at a nonspecified dividing surface separating
the solute from the solvent. The surface normal bn is directed outward from the solvent
into the solute (Fig. 8.1). equation (8.2) averages over the fluctuations of the solute-solvent
system by taking ensemble averages h: : : i . Further, s0 in Eq. (8.2) is the density of free
charges at the dividing surface. This component of the electrostatic problem is important
for our simulations of charged fullerenes Cz60 since the solute charge is distributed over the
surface atoms when z 6= 0. This charge configuration is different from solvation of small
ions for which only Pn enters the boundary condition.[6]
The normal projection of the instantaneous polarization density of water Pn = bn  P is the
main focus of our formalism and of the simulations presented below. Its ensemble average
sb = hPni on the right-hand side of Eq. (8.2) is the density of the bound (water) charge
at the dividing surface.[411] The surface charge density is a parameter quantifying the
preferential alignment of dipoles in the interface. Its relation to the bulk properties of the
dielectric material is different for liquid and solid dielectrics as can be highlighted by first
looking at the results following from the theories of continuum (macroscopic) dielectrics.
The result for the surface charge density is particularly simple for the spherical sym-
metry of the dielectric interface and the polarizing electric field. When a probe charge
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nˆ12
a
R
mj
rˆj
Figure 8.1: Schematics of the C60-waterInterface. The Spherical Dividing Surface with the Radius
a (Solid Line) Has the Normal Unit Vector bn Pointing Outward From the Liquid Toward the Solute.
The Spherical Region in Water with the Radius R Is Used to Calculate the Total Dipole Moment of
the Water Molecules within the R-Sphere, Eq. (8.10). The Scalar Normal Projection of the Dipole
Moment Is Calculated by Projecting Each Individual Dipole Moment m j (Blue Arrow) of the Water
Molecule with r j < R on the Radial Unit Vector br j =   bn j , br j = r j=r j (red arrow).
q is placed at the center of a spherical cavity with the radius a carved from a dielectric,
the surface charge density becomes sb =   (1   e  1)(q=S) = ( 4p)   1(1   e  1)E0n, where
S= 4pa2 is the surface area.[389] The electrostatic potential of the bound charge inside the
dielectric becomes
f b(r) =  
 
1   e  1
 (q=r): (8.3)
The surface charge is, therefore, opposite to the probe charge and screens it. When com-
bined with the vacuum potential f 0(r) = q=r , Eq. (8.3) yields the standard Coulomb poten-
tial screened by the dielectric, hf m(r)i = q=(er).
equation (8.3) assumes that a bulk material property, the dielectric constant here, can
define a property of the interface, the dipolar polarization of the interface in our case. This
assumption[427] strictly applies only to solid dielectrics, which can propagate bulk stress
through the entire material by means of a uniform strain when the uniform stress/field
is applied. One can view the polarization of the interface as preferential alignment of
interfacial dipoles uniformly propagating from the bulk. The polarization density in the
interface P is then the same as in the bulk when the dielectric is uniformly polarized (plane
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Figure 8.2: Density of Bound Charge of Water r b(r) [Eq. (8.4)] for Cz60With the Solute Charges
Indicated in the Plot.
capacitor), which is the meaning of the notion of a continuum dielectric described by the
boundary conditions of Maxwell’s electrostatics.
Liquids do not maintain bulk stress, and the polarization in response to an external
field must form in a surface layer of molecular dimension. As mentioned above, the issues
involved are similar to the distinction between the surface tension, a macroscopic prop-
erty characterizing interface only, and the cohesive energy of the bulk. Drawing from this
analogy, bulk dielectric constant does not necessarily describe surface polarization. Two
different susceptibilities are, therefore, required: the interface susceptibility to describe po-
larizability of the interface and bulk dielectric constant. The former describes orientational
preferences of the interfacial dipoles, which are strongly affected by the local interfacial
structure. The latter describes the buildup of dipolar correlations by chains of mutually in-
duced dipoles[428] producing long-ranged, µ r   3, correlations ultimately responsible for
dielectric screening.[429] There is no direct link between these two susceptibilities since
the alignment of dipoles in the interface is a function of both the liquid and the substrate.
In contrast to the dielectric constant of the bulk, the dipolar susceptibility of the inter-
face has not been uniquely defined. The vector field of the dipole moment density P(r )
is highly oscillatory in the interface and does not provide a scalar susceptibility, even if a
specific projection is taken.[407, 430, 392] This is illustrated in Fig. 8.2 where the density
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Figure 8.3: Interface Susceptibility c0n(a) for Cz60 With the Solute Charges Indicated in the
Plot. The Dashed Lines (Nearly Indistinguishable on the Scale of the Plot) Show Coarse-
Grained c0n Calculated From the Slopes of c I in Eq. (8.10).
of bound charge of water,
r b(r) =
N
å
i= 1
å
a= 1;3
hqi;ad(r   r i;a)i (8.4)
in the interface of buckminsterfullerenes Cz60 is shown (the sum here runs over all i =
1; : : : ;N water molecules with atomic charges qi;a at r i;a, where a = 1   3 specifies the
atoms in the water molecule).
To avoid uncertainties of arbitrary definitions of the interface susceptibility, we use the
susceptibility required for closing the boundary condition in Eq. (8.2) and consequently
solve the electrostatic problem inside the void. A linear relation between E0n and hPni
provides such a closure
hPni = c0nE0n: (8.5)
This route[67] is applied here to calculate c0n from molecular dynamics trajectories and
to evaluate the interface dielectric constant eint 6= e based on the input from numerical
simulations.
Solutes studied here are neutral and charged fullerenes Cz60, with the charge z varied
between z =   4 and z = 1. The entire charge z of a charged fullerene is spread over its
surface with the charge density 4ps0 = ze=a2 =   E0n(a+ ) (Fig. 8.1),where E0n(a+ ) is the
electric field of the solute charges at the outer surface of the fullerene. In contrast, the
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electric field inside the charged fullerene in zero, E0n(a  ) = 0, if the surface charge is
assumed to be uniformly spread. It is this field, E0n = E0n(a  ) that enters the boundary
condition on the left-hand side in Eq. (8.2).
In the case of the neutral fullerene with z = 0, we assume that the solute field E0n is
produced by the probe charge q placed at the center of the solute. Both cases of charged and
neutral fullerenes can be combined in Eq. (8.2) to obtain a closed-form equation[67] for the
dipolar susceptibility cn connecting hPni to the ensemble-averaged (Maxwell) field hEni :
[431] hPni = cnhEni . The same expression for the interface dielectric constant eint   1 =
4pcn follows in both cases
eint = [ 1   4pc0n]  1 : (8.6)
The perturbation theory[67] gives hPni as the statistical correlation of the fluctuation
dPn = Pn   h Pni with the fluctuation of the solute-solvent Coulomb energy UC
hPni =   bhdPndUCi ; (8.7)
where dUC = UC   h UCi . Further, UC = Qf s is given as the product of the fluctuating
electrostatic potential f s of the solvent and the solute charge Q: Q is either q (for z= 0) or
ze(for z6= 0). By combining Eqs. (8.5) and (8.7), the solute charge can be eliminated from
the linear susceptibility
c0n = ba2hdPndf si ; (8.8)
where a is the radius of the spherical dividing surface and df s = f s   h f si . Because of the
spherical symmetry of the problem, f s is taken at the center of Cz60 for both charged and
neutral solutes.
equation (G.1) is the integrated form[6] of the equation given by Ballenegger and
Hansen,[407] in which the two-point correlation function between radial projections of
the polarization density Pr = r  P needs to be integrated
c0n = 4pa2b
Z ¥
a
hPr (a)Pr (r0)i dr0: (8.9)
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Figure 8.4: Correlation of the Radial Projection of the Shell Dipole Moment Mr (R)
[Eq. (8.12)] With the Electrostatic Potential of the Solvent f s At the Center of Cz60 As
a Function of the Radius R of the Spherical Shell Used to Calculate the Water Dipole
Moment [Eq. (8.11)]. Calculations Are Performed at Different Values of Charge z (Plots
at Different Temperatures Are Collected in Figs. G.5–G.8 in Appendix G). The Slope of
c I(R) µ hdMr (R)df si with the Radius R Determines the Interface Susceptibility c0n [Eq.
(8.10)]. The Dashed Lines Are Linear Fits Through the Simulation Points.
The susceptibilities c0n in both equations rely on a specific value of the radius a for the
dividing surface. This definition is not computationally robust since the dividing surface
separating dielectrics, and, even more so, the separation between a liquid and a molecular-
scale solute, is not well defined in dielectric theories. This problem is shared not only by
solvation theories, where the “dielectric cavity” can only be empirically established,[94,
432] but also by the local polar response discussed in the computational literature.[406,
407, 433, 408, 409, 410] Specifically, c0n(a) oscillates as a function of the radius a of the
dividing sphere onto which both the polarization density and the external field are projected
(Fig. 8.3 and Fig. G.5 in Appendix G). Therefore, in order to arrive at a single robust
parameter, averaging oscillations of the polarization density out, a coarse-graining protocol
was suggested in Ref.67.
Instead of using c0n(a) calculated at a specific a in Eq. (G.1), an average c0n over
a range of dividing surface radii a it is calculated. Coarse graining of molecular scale
interfacial oscillations is performed by calculating the slope of the integrated susceptibility
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c I(R) vs the radius R of the spherical region chosen around the solute (Fig. 8.1)
c0n = dc I=dR: (8.10)
In turn, the integrated susceptibility
4pc I(R) =   bhdMr (R)df si (8.11)
is calculated by correlating the fluctuations of the electrostatic potential produced by the
solvent at the position of the probe charge with the radial projection of the total dipole
moment of the solvent within the R-sphere (Fig. 8.1)
Mr (R) =
å
r j< R
m j  br j : (8.12)
Here, m j are the dipole moments of the water molecules within the R-sphere. They are
projected on their corresponding radial unit vectors br j = r j=r j . By constructing the dipole
moment according to Eq. (8.12), we have neglected the contribution of the quadrupolar
polarization density to P. Molecular quadrupole contributes to the surface potential,[434]
but is expected to disappear when the integral of Ñ  Q is taken over the closed volume
between the dividing surface and the R-sphere (Fig. 8.1).
The application of this formalism to the calculation of the interface dielectric constant
eint is illustrated in Fig. 8.4, where f s is calculated at the geometrical center of the solute. It
shows the correlation  h dMr (R)df si [Eq. (8.11)] as a function of the radius Rof the spher-
ical region chosen to calculate Mr (R). Oscillations at low R reflect the molecular structure
of water in the interface. The coarse-grained susceptibility c0n effectively averages out the
oscillations of c0n(a) in the interface. This is indicated by the horizontal dashed lines in
Fig. 8.3 comparing c0n with c0n(a). The interface susceptibilities follow from the slopes
of the plots in Fig. 8.4 according to Eq. (8.10). In what follows, we discuss the results of
this analysis applied to simulations of fullerenes Cz60 in SPC/E[181] water.
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8.4 Results
The geometries and charge distributions of Cz60 were calculated with the density func-
tional theory as described in Appendix G. These charges were combined with CHARMM22/OPLS
parameters for carbon atoms and used as the force field for classical MD simulations per-
formed with NAMD 2.9 software program.[198] The nonuniform distribution of atomic
charge in charged fullerenes is caused by Jahn-Teller distortions of icosahedral symme-
try characteristic of the neutral fullerene[435] (see Appendix G for discussion). However,
we found that DFT charges and the uniform distribution of atomic charge z=60 produce
indistinguishable results for the interfacial structure of hydration water (Fig. G.1 in Ap-
pendix G). Therefore, in addition to integer charges z= + 1; : : : ;   4 from DFT, uniformly
distributed charges z=60, z=   0:25;   0:5;   1:5;   1:0;   1:75;   2:5 were employed in sim-
ulations at T = 300 K. This set of simulations allowed us to obtain the dependence of the
interfacial dipolar susceptibility on the solute charge and to connect it to the structural
crossover of hydration water occurring with increasing jzj (see below).
The Cz60 solutes were hydrated with 2413 SPC/E water[181] molecules. Initial equili-
bration with NPT was followed by NVT simulations at different temperatures (240, 260,
280, 300, 320, 340 and 360 K). A typical simulation length was 110 ns. A detailed list of
simulation times is provided in Table G.1 in Appendix G, along with other details of the
simulation protocol.
The main finding of our simulations and their analysis is a significant reduction of eint
compared to the bulk dielectric constant (e  71 for SPC/E[383]). This result is relevant
for the electrostatic boundary value problem for which the bulk value e is often used. In
contrast, our formulation suggests that the interface dielectric constant eint, carrying molec-
ular properties of the interface, should be used in place of e in the boundary conditions (Eq.
(8.2)) for the Laplace equation. The resulting values of eint depending on temperature and
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Figure 8.5: Interface Dielectric Constant Vs T for Different Charges z of Cz60: z = + 1
(black), z = 0 (blue), z =   1 (magenta), z =   2 (green), z =   3 (orange), z =   4 (red).
The Electrostatic Potential of Water f s Entering Eq. (8.11) Is Calculated at the Center of
Cz60; The Dashed Lines Are Polynomial Fits Through the Points for z= 0 (blue) and z= 1
(black).
solute charge are summarized in Fig. 8.5 and in Table G.2 in Appendix G. There are some
noticeable changes with temperature, particularly for the neutral fullerene (a dashed blue
line in Fig. 8.5). However, a much stronger variation of the interface dielectric constant
is observed with the solute charge z, reflecting a structural crossover in the first hydration
shell for charged solutes.
The structure of water interfacing charged fullerenes is significantly altered compared
to the bulk. Water’s density in the first hydration layer increases with increasing charge.
More importantly, interfacial water undergoes a structural transition from preferential ori-
entations specific to hydrophobic interfaces to an orientational structure characteristic of
charged substrates.[308] Signatures of the structural transition are seen already at z =
  1;   2, and the new structure of the hydration shell is fully formed at z =   3;   4 (Fig.
8.6). The transition is accompanied by the destruction of the hydrogen-bond network of
the hydration shell and the release of dangling O-H bonds pointing to fullerene’s center by
nearly every water molecule out of  40 first-shell waters at z=   3;   4.
The change in preferential orientations strongly affects the distribution of the bound
charge in the interface: the appearance of the positive and negative peaks corresponding to
dangling O-H groups is clearly seen in the interfacial density of bound charge shown in Fig.
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Figure 8.6: Radial Distribution Function for the Hydrogens of SPC/E Water at Different
Charges z of Cz60 Indicated in the Plot (T = 300 K).
8.2. It is also seen in the growing peak of the solute-hydrogen pair distribution function,
which is separated from the second peak by the O-H bond length  1 A˚ (Fig. 8.6). This
type of crossover from an in-plane orientation of interfacial waters, typical for hydrophobic
solvation,[352, 335] to a large population of dangling O-H bonds was recorded by x-ray
absorption of water on gold substates under a negative bias.[336]
The release of dangling O-H bonds[335, 354, 336] at the point of crossover can be
characterized by the order parameter given by the fraction nOHs of dangling O-H in the
first hydration shell.[308] It is calculated from the relative area of the closest peak in the
solute-hydrogen pair distribution function (Fig. 8.6). This order parameter is plotted in
the lower panel of Fig. 8.7 vs the solute charge z (also see Table G.3). The dashed line
fitting through the points is a hyperbolic tangent function often appearing in mean-field
theories of phase transitions.[27] The structural crossover, carrying some phenomenology
of bulk phase transitions, is accompanied by a spike in the interface dielectric constant
shown in the upper panel of Fig. 8.7. The dashed lines fitting the points are of Curie type:
a+ b=(z   z0). This functionality appears in the Landau theory of phase transitions[27]
when the quadratic term in the free energy functional is taken in the form µ (z   z0) (the
standard Curie law follows from µ (T   T0)). One, however, should not anticipate a Curie-
type singularity found for susceptibilities characterizing bulk phase transitions because of
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Figure 8.7: Upper Panel: Interface Dielectric Constant at T = 300 K Vs the Fullerene
Charge z. The Dashed Lines Are Fits to Curie-Type Functions a+ b=(z   z0). Lower
Panel: The Average Number of Dangling O-H Bonds in the First Hydration Layer of Cz60.
The Dashed Line Is a Fit to a Hyperbolic Tangent Function Often Appearing in Mean-Field
Theories of Phase Transitions.[27]
a small number of water molecules involved. Nevertheless, the phenomenology of Curie’s
law is approximately retained for the interface dielectric constant approaching the crossover
point.
Our simulations employ a non-polarizable water model accounting only for the re-
sponse of the nuclear coordinates. As a minimum, electronic susceptibility e¥   1 should
be added to eint to account for electronic polarizability of water molecules. Here, e¥ is
the high-frequency dielectric constant[436]. Its precise value for water is not known: val-
ues between squared refractive index, e¥  1:8, and e¥  4:2 have been proposed in the
literature.[437] The situation is potentially more complex, as is seen for the water-air inter-
face. The average, mean-field dipole of water changes in the water-air interface from a bulk
value, enhanced relative to the gas phase, to the gas-phase dipole.[438] While the interface
with a solute or with a planar substrate is obviously distinct from the water-air interface, a
nonuniform interfacial electric field might lead to an effective water dipole different from
the bulk.
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The interface dielectric constant considered here is a gauge of the integral ability of the
interface to polarize in response to a probe charge placed inside a void in a polar liquid. In
contrast, thermally-driven fluctuations of the overall shell dipole M (R) can be gauged by
either its variance h[dM (R)]2i [439, 440] or by the scalar product, hdM (R)  dMsi , with the
total dipole moment of the sample Ms.[406, 441] By this measure, dipole fluctuations actu-
ally increase, and not decrease, compared to the bulk for hydrophilic solutes.[439, 441] The
variance of the shell dipoles scales with the local density[439, 441] and, consistent with this
logic, a recent paper[442] reports a drop of water’s dielectric constant at model hydropho-
bic interfaces with reduced surface density (dewetting). However, the Kirkwood formula
was incorrectly applied[442] to the calculations of the dielectric tensor in the interface.
The Kirkwood formula is derived by tracing the dipolar susceptibility over its longitudinal
and transverse components.[443, 444] For the slab geometry, those correspond to linear
responses perpendicular and parallel to the slab.[445, 446] The Kirkwood equation, there-
fore, cannot be applied to components of the dielectric tensor, which can carry different
symmetries in respect to the longitudinal and transverse dipolar susceptibilities.[444]
The variance of the shell dipole moment, which can be used to characterize dipo-
lar fluctuations in the interface, does not directly enter the electrostatic boundary-value
problem. It is only the normal projection of the dipole moment that defines the interface
susceptibility[67, 6] and is required for electrostatics. Only this susceptibility is lower in
the interface than in the bulk. This result implies suppression of the interfacial response in
the normal direction. Dipoles in the interface, frustrated by the local fields and geometric
constraints,[352, 409, 336, 447] do not develop the complete dielectric screening of the
bulk material. The deviation between eint and e is less pronounced for the fluid of dipolar
hard spheres interfacing a repulsive void.[67] The origin of a large difference between eint
and e for water is likely a signature of its specific interfacial orientational structure, which
is difficult to characterize in more detail without expanding the interface susceptibility in
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basis functions sensitive to orientational dipolar order.[448]
8.5 Conclusions
The computational formalism used here allows direct access to interface susceptibility
from configurations produced by computer simulations. The required property is the cross-
correlation of the radial projection of the dipole moment of the solvation shell with the
electrostatic potential of the solvent inside the solute.
This computational formalism has been applied to simulations of a realistic interface
chemically similar to the water-graphite interface studied experimentally in Ref.65, where
dielectric constant e?  2 was reported for thin,  7 A˚, films of water. Values of the inter-
face dielectric constant eint  10   22 are reported here for charged fullerenes interfacing
SPC/E water. Interface dielectric constants in the same range,  6   9, were previously
calculated from simulations of model Lennard-Jones solutes of different sizes in TIP3P
water.[6] The interface dielectric constant  11   15 (T = 240   360 K) for the neutral
fullerene is consistent with eint  9 calculated for the smallest LJ solute with the first peak
of the solute-oxygen radial distribution function at  5:5 A˚ (compared to  6:75 A˚ for
C060). Since the non-polarizable force fields for water miss the response of the electronic
polarizability, our results likely constitute the lower bound for the interface susceptibility.
The interface dielectric constant is the property of an interfacial layer of water of molecular
scale and is physically distinct from the bulk dielectric constant reflecting dipolar correla-
tions in the bulk (e  71 for SPC/E water[383]).
Increasing the charge jzj of hydrated fullerenes leads to a structural transition of hy-
dration water. It is characterized by breaking the interfacial network of hydrogen bonds
and the release of dangling O-H bonds pointing toward the solute. The interface dielectric
constant marks this structural crossover with a spike.
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Chapter 9
SUMMARY
Electrons and energy are transferred and transported in the most efficient manner in na-
ture. The aim of this study is to understand the key steps and parameters which play impor-
tant roles in efficient energy production in living cells. In this dissertation, the mechanistic
principles which allow efficient move of electrons in biology are studied. The maximum
performance in energy transport or production is achieved when there is a small activation
barrier or no activation barrier at all (activationless reactions). In fact, that is the case in
nature e.g. electron transport chain. The efficient operation of ET enzymes and proteins
in biology with small activation barriers cannot be described by the current theories of ET
(e.g. the Marcus theory). In this study, the theories are improved to include all key pa-
rameters that enter the activation barrier(equation 9.1), for a complete description of ET in
nature. The activation barrier of ET can be affected by the following: thermodynamic pa-
rameters like temperature, by polarizability of the donor-acceptor complex, non-Gaussian
statistics of the energy gap, binding and unbinding of solvent to the active site of ET re-
actions, fluctuation of the protein-water bath and by the polarization of the solvent at the
interface of the solute, DG†(T;a ;k ;g;e).
DG† = (l + DG0)
2
4l (9.1)
In chapter 2, it is shown that the temperature variation of the solvent reorganization en-
ergy and solvent free energy lead to the cleanest confirmation of the Marcus theory of ET.
It is presented that the activation barrier of ET can be controlled by a thermodynamic pa-
rameter, like temperature, since DG†, is defined as the sum of DG0(T) and l (T) according
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to equation 9.1. The Marcus model of ET anticipates an inverted parabola for the depen-
dence of the rate constant on the reaction driving force coordinate. At the maximum of the
bell-shaped curve, the activation energy is zero as the sum of the electron-transfer reorga-
nization energy and the reaction free energy is zero. In the 1980s, the inverted parabola
was proved by modifying the chemical structure of organic donor-acceptor molecules. The
Marcus theory suggests that the inverted parabola can also be produced by changing the
thermodynamic parameters of the system such as temperature and pressure. In this disser-
tation, the bell-shaped dependence of the rate constant on the Arrhenius coordinate, for a
fullerene-porphyrin dyad, is proved by both experiment and theory.
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Figure 9.1: Bell-Shaped En-
ergy Gap Law in Arrhenius Co-
ordinate.
Although the charge separation reactions rate follow
the Arrhenius law the charge recombination rate has a non-
Arrhenius behavior. The latter rate first increases by cool-
ing the system, in contrast to the predictions of the Arrhe-
nius law, and then decreases by lowering the temperature.
This unique and counter-intuitive non-Arrhenius rate law is
the result of a hyperbolic temperature variation of the reor-
ganization energy and the reaction free energy entering the
activation barrier of ET. This temperature dependence was
calculated based on a microscopic theory of the solvent which affects the electron-transfer
reorganization. The result provides the cleanest verification of the Marcus energy gap law
as the chemical structure of the donor and acceptor is not modified. The maximum in the
Arrhenius coordinates will help scientists to identify the mechanistic parameters of electron
transfer reactions(l and DG0).
To have a better understanding of the mechanism of ET, it is shown in chapter 3
that in addition to including the temperature variation of l (T) and DG0(T), one needs
to take into account the conformational change and polarizability of the donor-acceptor
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molecule. A bell-shaped kinetic of electron transfer in the Arrhenius coordinate,with a
negative activation enthalpy, is provided by a combination of experimental data and the-
oretical analysis for electron donor-acceptor molecules. This uncommon non-Arrhenius
kinetic law is similar to the Marcus bell-shaped dependence of lnk vs   DG0 but in the
temperature coordinate in this case. These results were obtained for intramolecular ET re-
actions between the donor and acceptor studied experimentally by Miller and co-workers.
e-
Q-Model
Marcus
Figure 9.2: ET in Miller Com-
plex. The Free Energy Surface
of Marcus Model(Red) and Q-
Model(Blue).
In this study, the Q-model of ET is used to describe the non-
Gaussian statistics of the donor-acceptor energy gap which
results in a consistency between the kinetic and thermody-
namic experimental data. As discussed in chapter 3, the
donor-acceptor complexes, which satisfy the conditions of
the non-Gaussian Q-model through change in the polariz-
ability of the molecule or the conformation, reach the max-
imum rate of ET at a smaller driving force compared to the
Gaussian model. It is shown that the Q-model, which in-
cludes the non-Gaussian statistics of the energy gap, and the microscopic solvation model,
which includes the temperature variation of the solvent reorganization energy and the re-
action free energy, can provide a more general description about the mechanism of ET in
complex systems. This feature of the Q-model helps scientists to design a charge-transfer
system with maximum rates achieved by minimum dissipation of the input energy.
The effect of electronic delocalization and polarizability of the donor-acceptor system
on the activation barrier of ET is studied in chapter 4. To this end, the effect of polarizabil-
ity of the solute on ET reactions is included by the Q-model of ET. According to the stan-
dard theory of electron transfer, developed by Marcus, the solvent reorganization energy
of electron transfer can be defined by this equation: l = Dq2( 1e¥   1es)( 12RD + 12RA   1RDA ).
According to this equation, l does not depend on the redox state of the reactant. The
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theory can be proved or improved by measuring activation barriers of electron transfer
reactions involving C60 in multiple oxidation states in the charge range of 0 to -4. The
Marcus theory predicts that l should be the same in all oxidation states. The result of our
study reveals that the activation barrier changes by changing the redox state of a fullerene.
C
−3
60
Figure 9.3: A Cartoon Repre-
senting Rate in Arrhenius Coor-
dinate for Two Oxidation States
of C60.
This computational observation can be experimentally
tested and confirmed by measuring the ET reaction rate in
the Arrhenius coordinate for all redox states. This result
is a consequence of the alteration of the molecular polariz-
ability caused by electronic transitions. By combining the
atomistic MD simulations of fullerene molecules in vari-
ous charge states with the analytical Q-model of electron
transfer, it is shown that changing molecular polarizability of the redox states also changes
the activation barrier of ET reaction. By accounting for the polarizability of the reactant,
through a combination of the simulations and the theoretical model, the reorganization
energy depends on the oxidation state of fullerene. Therefore, polarizability plays an im-
portant role in the activation barriers of half reactions of C60 in the sequence of redox
reactions.
In chapter 5, it is shown that the thermal fluctuation of the protein-water bath and the
polarizability of the active site of ET can lower the activation barrier of ET in cytochrome
c. Redox proteins and enzymes, which catalyze the ET processes, function under a low
activation barrier of the reaction. For efficient move of electrons in nature, it is antici-
pated that proteins should operate under a small activation barrier of ET. However, the
classical atomistic simulations of cytochrome c result in a huge activation barrier of ET
which is not consistent with the results of the CV experiment and more importantly with
nature. A new approach for the simulation of protein, like cytochrome c, in water solution
is proposed to address the long standing disconnect between large reorganization energies
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of electron-transfer proteins reported by the classical MD simulations and much smaller
values measured by protein’s electrochemistry. Two features are recognized in the new
approach. First, the polarizability of the active site of the protein should be included in the
calculation of reorganization energies. Second, long simulations of cytochrome c in a so-
lution is required to more precisely obtain and distinguish the the Stokes shift(l St), which
characterizing the medium polarization in response to electron transfer, and the variance
reorganization energy(l ), which is characterizing the breadth of electrostatic fluctuations.
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Figure 9.4: Cartoon of Cyt-
C Immobilized Around the Elec-
trode.
The reaction reorganization energy l r , which is de-
fined from a combination of these two reorganization
energies(l St and l ), is remarkably smaller. The cal-
culated reaction reorganization energy is fully consistent
with the result of the CV measurements of cytochrome
c immobilized on self-assembled monolayers. A small
activation barrier is a general phenomenology of pro-
tein electron transfer that results in a fast electron transport within biological en-
ergy chains. This study reveals a general perspective of how a small activation
energy for electron transport is reached by a redox protein such as cytochrome c.
λ(g)
g = 0
Figure 9.5: A Cartoon of
Ferredoxin. Shown Reorga-
nization Energy as a Function
of Binding Free Energy.
In chapter 6, the effect of the binding and unbinding of
water to the active site of ferredoxin protein, which lowers the
activation energy of the ET reaction, is presented. The fluctua-
tion of the protein-water bath affects the function of enzymes.
Water molecules, besides creating the solvation shell around
the protein, can penetrate into the active site of the protein’s
matrix and affect their electron-transfer properties. The wet-
ting pattern of the active site changes by changing the redox
state of the protein and results in a structural change and non-Gaussian fluctuations of
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the energy gap. The distribution of the energy gap is non-Gaussian which produces non-
parabolic free-energy surfaces of electron transfer. These results are produced by the clas-
sical MD simulations of ferredoxin protein in solution and by an analytical model which
is in agreement with simulations. Because of equal probabilities of the wet and dry states
of the active site of ferredoxin in the reduced state, a small reaction reorganization energy
is achieved. As a result of thermal noise created from the wetting/dewetting pattern of the
active site, there is a non-Arrhenius behavior for the plot of activation energy in the tem-
perature coordinate. The simulations discovered a transition in the wetting pattern of the
active site of the protein as a function of temperature. It is found that the wetting transition
of the active site leads to a minimum in the activation barrier of the ET reaction.
In the process of the ET reaction, the solvent molecules reorganize from the equilibrium
state to the non-equilibrium state. These non-equlibrium fluctuations in the medium bring
the electronic energy levels of the donor and acceptor in resonance. In order to have a
better understanding of the process of ET in the condensed phase, the detailed knowledge
of solvation of neutral and charged solutes in solvent is essential.
Figure 9.6: Preferred
Orientation of Water
Dipole at Different
Charges States of C60.
In chapter 7, the thermodynamics, structure, and dynamics of
water in hydration shells of neutral and charged C60 were pre-
sented by using the classical MD simulations. Changing the
charge of fullerenes from +1 to -4 results in a structural crossover
in the hydration shell. As a consequence of the structural transi-
tion, there is a significant increase in the population of dangling
O-H bonds pointing toward the center of the C60. However, this
interfacial structural transition has a negligible effect on the dynamics of hydration water
as well as on the solvation thermodynamics. This observation is in contrast to the well-
accepted structure-function paradigm. In spite of remarkable structural changes, the linear
response approximation is maintained. The solvation thermodynamic potentials and dy-
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namics are not sensitive to the altering charge states and structure.
In order to calculate the solvent reorganization energy of a system by using the standard
Marcus theory, the static dielectric constant of the solvent is required. To this end, the
static dielectric constant of pure solvent is usually used to estimate l . However, for a
better prediction of l , the static dielectric constant of the solvent in contact with the solute
should be used. In chapter 8, it is shown that the static dielectric constant of SPC/E water in
contact with the C60 molecule is remarkably smaller compared to bulk water. The interface
dielectric constant were calculated from numerical MD simulations for the neutral and
charged states of C60. Depending on the temperature and the charge of C60, dielectric
constants in the range of 10-22 were found.
Figure 9.7: Interface Dielec-
tric Constant at T = 300 K Vs
the Fullerene Charge .
The alteration of the charge of solute results in a change
in the structure of the hydration shell. This structural transi-
tion as a function of charge leads to a spike in the interface
dielectric constant. The computational approach applied in
this study provides the interface susceptibility from configu-
rations produced by computer simulations. In this approach,
the cross-correlation between the electrostatic potential of
the solvent inside the solute and the radial projection of the dipole moment of the solvation
shell is required. By using the interface dielectric constant, a better estimation of solvent
reorganization energy and solvent component of free energy can be provided. Since these
two parameters are entering the activation energy of ET, a better estimation of the activation
barrier can be achieved.
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APPENDIX A
MARCUS BELL-SHAPED ELECTRON TRANSFER KINETICS OBSERVED IN AN
ARRHENIUS PLOT
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A.1 Computational Details
Calculation DetailsFull geometry optimization of the porphyrin-fullerene dyad (P   C60)
was performed with GAUSSIAN 09 [200] by using DFT (B3LYP/6-31G), unless oth-
erwise noted. The charge distributions for P   C60 and P +   C 60 were calculated by
using the CHELPG charge model. Constrained density functional theory (CDFT)[166]
was employed to calculate the charge distribution and geometry of charge-separated state
(P +   C 60) in the gas phase. To this end, the fullerene and porphyrin are constrained to
carry single negative and positive charges, respectively. All constrained electronic structure
calculations were performed with Q-Chem 4.2 [449] (B3LYP/6-31G).
Average frequency of intramolecular vibrations The effect of intramolecular vi-
brations on the Franck-Condon factor for the radiationless transition (electron transfer)
was modeled by considering a single effective vibrational mode with a characteristic fre-
quency wv. To this end, frequency calculation was applied to the optimized complex
(DFT/B3LYP/6-31G) to compute all intramolecular vibrational frequencies. The average
frequency wv = 1611:5 cm   1 is obtained as a sum of all frequencies weighted with their
relative intensities. It was further used as the effective vibrational frequency in the analysis
of the electron transfer rates in Eqs. (7) and (8) in the main text.
Internal Reorganization Energy A diagram of the reactant and product energy sur-
faces in the gas phase is shown in Figure A.1. In this diagram, DE1 and DE2 are the vertical
transition energies between the ground and excited states and DEg = E2   E1 < 0 is the
vertical separation between the minima of two parabolas. Since DE1 =   l v   DEg and
DE2 = l v   DEg, l v = jDE2   DE1j=2. Geometry optimization of the relaxed neutral and
charge-separated states were done by using DFT/B3LYP and CDFT/B3LYP, respectively.
The same methodology was used to calculate the energies of the vertically excited states.
The calculated energies are listed in Table A.1.
Table A.1: Energies of Electronic States of Fullerene and Porphyrin Fragments in the Gas
Phase (in Atomic Units) and Calculated DEg and l v
Relaxed states Vertically excited states Reorganization parameters
C60   P P +   C 60 C60   P P
 +
  C 60 l v (eV) DEg(eV)
  5183:4729272578   5183:36283766766   5183:4672428232   5183:3583190528 0:14   2:99
Marcus Potential Energy Surface. Figure A.2 shows the Marcus parabolas calcu-
lated at the temperatures corresponding to normal (low temperatures) and inverted (high
temperatures) regions of electron transfer. The free energy surfaces Gi(X), (i = 1 for the
P +   C 60 state and i = 2 for the P   C60 state) are plotted against the energy gap reaction
coordinate[124, 16] X equal to the vertical transition energy between the electronic states
of the acceptor and the donor. Correspondingly, the point X = 0 marks the transition state
at which Gi(X) cross, the energy gap is zero, and electron tunneling can occur.[83]
Reorganization energies. The microscopic calculations produce an approximately hy-
perbolic dependence of the solvent reorganization energy and the solvation part of the
reaction free energy on temperature. The results of SolvMol[10] calculations at a num-
ber of temperatures were fitted to the following functions: DGs(T) = 0:7 + 46:44=T and
l s(T) = 0:58 + 85:72=T. Both parameters are given in eV, temperature is in K.
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Figure A.1: Diagram of Energy Surfaces of Electron Transfer Reactions in the Gas Phase
Plotted Against a Single Effective Vibrational Coordinate. Circle and Diamond Refer to
Fullerene and Porphyrin Parts of the Donor-Acceptor Dyad, Respectively
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Figure A.2: Marcus Parabolas Gi(X) vsThe Energy Gap Reaction Coordinate X at T = 250
K (Inverted Region, Dashed Lines) and T = 120 K (Normal Region, Solid Lines) for the
Recombination Reaction. G1(X) (Red) Refers to P  +   C 60 and G2(X) (Blue) Refers to
P   C60 in MTHF. The Dotted Vertical Line Denotes the Transition State X = 0. Also
Shown Is the Reaction Free Energy DG0
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Figure A.3: Relative Contributions of the Induction (Right Axis) and Dipolar (Left Axis)
Interactions to l s and DGs Caused by Density Fluctuations of the Solvent. The Overall
Reorganization Energy Due to Permanent Dipoles Is the Sum of the Dipolar Rotational
Contribution, l p,And the Reorganization Energy Produced by Dipolar Translations, l d.
The Same Splitting Applies to DGs.
Figure A.3 shows the relative contributions to the driving force and the solvent reorga-
nization energy arising from the density fluctuations of the polar liquid and related trans-
lations of the induced dipoles (induced interactions). The contributions of induced dipoles
to both the reorganization energy and the driving force are small in the magnitude and can
be neglected in most practical cases compared to solvation by permanent dipoles. They,
however, were included in the calculations presented in the paper.
The rate calculations in the paper have been done by using the Bixon-Jortner equa-
tion (eqs (7) and (8) in the main text). This relation combines quantum intramolecular
vibrations (h¯wv  kBT) with classical polarization modes of the solvent described by the
Marcus theory. The quantum vibrations affect the rate in the inverted region, making the
energy gap law more shallow as a function of the driving force. The same phenomenology
is maintained for the Arrhenius coordinates ln(kET) vs 1=T, as shown in Figure A.4a. The
dashed line shows the calculation according to the classical Marcus formula, while the solid
line refers to the Bixon-Jortner formula (points are experimental rates). The two calcula-
tions refer to the same set of parameters. The vertical shift between the solid and dashed
lines in the normal region of electron transfer (right-hand side of the plot) is caused by the
Farnck-Condon parameter e  S appearing in the Bixon-Jortner equation and not present in
the Marcus formula. The two equations produce close results in the normal region when
the electron-transfer matrix element is renormalized to absorb the e  S factor (black dash-
dotted line in Figure A.4a). However, the classical Marcus equation does not reproduce the
reaction rates in the inverted region (left-hand side of the plot).
The DELPHI algorithm[11] was used to estimate the solvent reorganization energy and
the solvent component of the reaction free energy in the dielectric continuum approxi-
mation. The solvent contribution to the reaction free energy DGs was calculated as the
difference of free energies of continuum solvation of atomic charges qi in the two electron-
transfer states. The reorganization energy reflects the free energy of solvating the difference
charges Dqi in the two redox states by the nuclear degrees of freedom only. The solvation
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Figure A.4: (a) Calculation of the Rate ln(kRT) vs 1=T From the Bixon-Jortner Formula
(Solid Line) and From the Classical Marcus Equation (Dashed Line). The Parameters of
Electron Transfer Are the Same in Both Calculations, Points Refer to Experimental Rates.
The Dash-Dotted Line Refers to the Classical Marcus Equation with the Electron Transfer
Matrix Element Altered to Fit the Bixon-Jortner Equation, V ! Ve  S=2. (b)Rates Calcu-
lated From the Bixon-Jortner Equation by Using l s(T) and DGs(T) From SolvMol (Mi-
croscopic Modeling, Red Solid Line, Left Axis) and From DelPhi (Dielectric Continuum
Modeling, Dashed Blue Line, Right Axis). The Rest of Parameters Are the Same in Both
Calculations.
free energy of charges Dqi was, therefore, calculated in the dielectrics with the dielectric
constants e¥ and es. The two results were subtracted to obtain l s.
Dielectric continuum calculations fail to correctly describe the temperature dependence
of the solvation free energies entering the electron-transfer rate. The general failure of the
continuum description is in significantly underestimating the entropy of solvation. When
dielectric calculations are used in calculations of the rates, they fail to produce the maxi-
mum in the Arrhenius coordinates, as is illustrated in Figure A.4b (blue dashed line). The
calculations presented in Figure A.4b are performed at the same set of other parameters
(l v, wv, DEg, V); only l s and DGs were calculated in either microscopic (red solid line) or
continuum (blue dashed line) models.
Physical properties of MTHF. The physical properties of the MTHF solvent are listed
in Table A.2. They were used as input for the solvation calculations. The packing density
h = ( p=6)rs 3 follows from the number density r and solvent molecular diameter s cal-
culated at 300 K according to ref127. The temperature dependence of the packing density,
h (T) = 0:74   6:7  10  4T, is obtained from h (300) and the isobaric expansivity of the
solvent a p, where T here and below is in K. In order to obtain the temperature dependence
of the molecular diameter s , isothermal compressibilities and other properties at three dif-
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Figure A.5: Transient Absorbance Measured with Excitation at 590 Nm in Deaerated
MTHF at 130 K (Upper Panel), 150 K (Middle Panel), and 297 K (Lower Panel). Data
Are Shown in a 0--0.05 ms Time Window and the 400--900 Nm Wavelength Window.
The x;y-Axes Indicate Wavelength (Nm) and Time (ms), the Vertical Axis Specifies the
Absorption Intensity DA in Eq. (A.3).
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Table A.2: Physical Properties of MTHF.
Va Pb DHc a p d bT e m f a g e¥
101.4 96.32 33.7 1.239 8.14 2.1 10.2 1.977[450]
aMolar Volume (cm3mol  1)[451]. bVapor pressure (Torr) [452]. cEnthalpy of vaporization
(kJ/mol)[453]. dIsobaric expansibility (10  3K  1) [454]. eIsothemal compressibility
(10   10Pa  1)[454]. f dipole moment (D). * calculated by DFT/B3LYP/6-31G method.
gpolarizability (A˚3)[455].
ferent temperatures, provided in ref 456, were used in the algorithm developed in ref 127.
The resulting relation is: s (T) = 5:80   1:65  10   3T. Taking the linear dependence of
the density of MTHF on temperature, the high-frequency dielectric constant is calculated
from the Clausius-Mossotti equation as e¥ (T) = 2:43   1:47  10   3T. The temperature
dependence of the static dielectric constant of MTHF, in the temperature range 104–300 K,
was fitted to the equation[450] es(T) = 1189:3(T   0:895)   2.
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Figure A.6: Fluorescence Decay Kinetics at 710 Nm with Excitation at 590 Nm in Deaer-
ated MTHF at Different Temperatures: 297 K (Black), 150 K (Red), and 130 K (Blue). Ki-
netics Were Fitted (Lines) with 2 Or 3 Exponential Decay Components (See Table A.3).The
Instrumental Response Function (IRF) Is Shown as a Magenta Line
SolvMol code [9, 10].
The solvation component of the reaction free energy DGs(T) and the solvent reorgani-
zation energy l (T) are calculated through the microscopic solvation model implemented
in SolvMol code. The code is used to calculate the temperature dependence of the re-
organization energy and the driving force. The SolvMol package uses a combination of
experimental and computational parameters of the solvent (as a function of temperature)
and the solute to calculate the polarization correlation functions required for the calcula-
tion of solvation energies. The code is based on coarse-graining the liquid to describe the
density and orientational fluctuation of the solvent. This algorithm uses two sets of ex-
perimental and computational input parameters. One set of input parameters is required
for the solute part of the system and another set of parameters is required for the solvent.
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The solute part of the input parameters consists of: the geometries and partial charges of
the solute’s atoms, and the atomic van der Waals radii of the solute. These parameters are
used to calculate the difference of the electric field(DE0) before electron transfer (initial or
reduced state) and after electron transfer (final or oxidized state).
The solvent input parameters are: 1) the dipole moment of the solvent in the gas phase
(m), 2) the polarizability of the solvent in the gas phase (a ), 3) the high frequency dielec-
tric constant of the solvent, e¥ (T), 4) static dielectric constant of the solvent, es(T), and 5)
the effective diameter of the solvent molecule, s (T). These parameters are used to calcu-
late the condensed-phase dipole moment and polarizability by applying the Wertheim[128]
mean-field theory of polarizable liquids. The solvent parameters are used to calculate the
correlation functions of the dipolar orientations and the response function c , which is the
sum of response of induced and permanent dipoles of the solvent. The field created from
partial charges of the solute molecule interacts with the dipoles of the solvent. The tem-
perature dependence of solvation energies comes from thermal motions of the polar liquid
which results in translational and rotational fluctuations of the solvent.
By using the electric field (DE0) of the solute and the response function of the solvent
(c ), the reorganization energy of the solvent and solvation free energy can be calculated by
these two equations [9, 457] :
l = 1
2
DE0  cn  DE0 (A.1)
DGs =   DE0  c  E¯0 (A.2)
The pair correlation functions, which describe the fluctuations, are integrated in recip-
rocal k-space with the spatial Fourier transforms of the solute’s field to calculate the l (T)
and DGs(T). In equation A.1, cn is the nuclear response function of the permanent dipoles
which includes the correlations in the positions and orientations of the point dipoles. In
equation A.2, E¯0 is the average field of the initial and final ET states.
A.2 Experimental Procedures
Time-resolved uorescence. The P   C60 dyad was prepared using methods previ-
ously described.[458] Fluorescence decay measurements were performed by the time-
correlated single-photon-counting method. The excitation source was a fiber supercon-
tinuum laser based on a passive modelocked fiber laser and a high-nonlinearity photonic
crystal fiber supercontinuum generator (Fianium SC450). The laser provides 6-ps pulses
at a repetition rate variable over the range 0.1–40 MHz. The laser output was sent through
an Acousto-Optical Tunable Filer (Fianium AOTF) to obtain excitation pulses at a desired
wavelength of ca. 450–900 nm. Fluorescence emission was detected at the magic angle
using a double grating monochromator (Jobin Yvon Gemini-180) and a microchannel plate
photomultiplier tube (Hamamatsu R3809U-50). The instrument response function was 45-
55 ps. The spectrometer was controlled by software based on the LabView programming
language and data acquisition was done using a single photon counting card (Becker-Hickl,
SPC-830).
Transient absorption. Transient absorption spectra and kinetics in the ps-ms time
scale were obtained using EOS spectrometer from Ultrafast Systems. Excitation was from
an optical parametric amplifier (Spectra Physics) pumped with laser pulses of 100 fs at
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800 nm generated from an amplified, mode-locked titanium sapphire laser system (Mil-
lennia/Tsunami/Spitfire, Spectra Physics). The instrument response function (IRF) was ca.
800 ps.
Table A.3: Fluorescence Decay Lifetimes and Amplitudes at Different Temperatures.a;b
T(K) t 1 (ps) a1;% t 2 (ns) a2;%
120 178 80 1.30 19
130 167 82 1.08 15
140 154 84 0.98 15
150 121 85 0.88 14
160 105 85 0.84 15
170 86 86 0.60 12
185 88 84 0.55 16
200 105 83 0.54 17
220 100 83 0.47 16
240 88 85 0.44 11
260 70 84 0.23 12
297 30 30 0.075 65
aThe decay component with an amplitude of < 5% is not included in the Table. bThe goodness of
fit parameter c 2 was less than 1.15 for all kinetics analyzed
Low temperature measurements. Low temperature measurements were performed
using the Oxford OptistatDN liquid nitrogen-cooled optical cryostat equipped with the Ox-
ford ITC 601 temperature controller (accuracy  0:1 K).
Data analysis. Data analysis was carried out using locally written software (ASU-
FIT) developed in MATLAB (Mathworks Inc.). Decay-associated spectra were obtained
by fitting the transient absorption or fluorescence change curves over a selected wavelength
region simultaneously as described by Eq. (A.3) (parallel kinetic model),
DA(l ; t) =
n
å
i= 1
Ai(l )e  t=t i ; (A.3)
where DA(l ; t) is the observed absorption (or fluorescence) change at a given wavelength
at the time delay t and n is the number of kinetic components used in the fitting. A plot of
Ai(l ) versus wavelength is called a decay-associated spectrum (DAS), and represents the
amplitude spectrum of the ith kinetic component, which has a lifetime of t i .
Evolution-associated difference spectra (EADS) were obtained by global analysis of the
transient absorption data using a kinetic model consisting of sequentially interconverting
species, e.g. 1 ! 2 ! 3 ! : : : . The arrows indicate successive mono-exponential decays
with increasing time constants, which can be regarded as the lifetimes of each species.
Associated with each species is a lifetime and a difference spectrum. Each EADS corre-
sponds in general to a mixture of states and does not portray the spectrum of a pure state or
species. This procedure enables us to visualize clearly the evolution of the transient states
of the system.
The global analysis procedures described here have been extensively reviewed. [459]
Random errors associated with the reported lifetimes obtained from fluorescence and tran-
sient absorption measurements were typically  5%.
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Figure A.7: Transient Absorption Decay Kinetics at 680 Nm with Excitation at 590 Nm
in Deaerated MTHF at Different Temperatures: 297 K (Black), 150 K (Red), and 130 K
(Blue). Kinetics Were Fitted (Lines) with 3 Or 4 Exponential Decay Components (See
Table A.4)
Time-Resolved Fluorescence. Fluorescence decay kinetics of the P   C60 dyad were
measured with excitation at 590 nm in MTHF at different temperatures ranging from 120 K
to 297 K; kinetics at 130 K, 150K, and 297 K are shown in Figure A.6. Fluorescence decay
lifetimes (reciprocal rates) were obtained from fitting of the kinetics with 2 or 3 exponential
decay components (see Table A.3); the shortest lifetime is associated with the decay of the
porphyrin singlet excited state and the longer one is due to the fullerene singlet excited state
decay (sometimes it was necessary to include a third decay component with the amplitude
of ca. 5%, which can be associated with a minor impurity or fitting artifacts).
Table A.4: Transient Absorption Decay Lifetimes at Different Temperatures.a
T(K) t 1 b (ns) t 2 (ns) t 3 (ns)
120 1.3 3.3 19
130 1.1 1.8 19.5
140 1.0 1.5 16.8
150 0.88 0.99 14.8
160 0.84 1.1 14.6
170 0.60 1.25 16.4
190 0.55 1.2 14.0
210 0.50 1.3 13.4
230 0.45 1.5 12.6
250 0.30 1.7 11.6
270 1.9 10.9
297 2.1 9.9
aThe nondecaying/constant component is not included in the Table. bThe t 1 decay lifetime was
fixed during the global analysis .
Transient Absorption. Transient absorption of the P   C60 dyad were measured with
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excitation at 590 nm in MTHF at different temperatures ranging from 120 K to 297 K.
Data at 130, 150, and 297 K are shown in Figure A.5. Decay-associate spectra (DAS)
and evolution-associated difference spectra (EADS) were obtained from global fitting of
the kinetics with 3 or 4 exponential decay components (see Figure A.7 and Table A.4);
lifetimes of the decay of singlet excited states (associated EADS in magenta, Figure 5 in
the main text) obtained from the time-resolved fluorescence measurements were fixed in
the analysis. The EADS at 130 K, 150K, and 297 K are shown in Figure 5 of the main text
and the Methods section details the results of the fitting analysis of the data.
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APPENDIX B
IMPACT OF TEMPERATURE AND NON-GAUSSIAN STATISTICS ON ELECTRON
TRANSFER IN DONOR-BRIDGE-ACCEPTOR MOLECULES
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B.1 Computational Details
Calculation Details. Full geometry optimization of all Miller complexes ABS was
performed with GAUSSIAN 09 [200] by using DFT (B3LYP/6-31G) unless otherwise
noted. The charge distributions for A   SB and ASB   were calculated by using Becke
and CHELPG charge models. Both charge models produce nearly the same results for the
solvent reorganization energy l (T) (Figure B.1). The Becke charge model was used in
this paper unless otherwise specified. Constrained density functional theory (CDFT)[166]
is employed to calculate the charge distribution and geometry of the charge-transfer states
A   SB and ASB  in the gas phase. All constrained electronic structure calculations were
done with Q-Chem 4.2 [449] (B3LYP/6-31G).
Internal Reorganization Energy. A diagram of the reactant and product energy sur-
faces in the gas phase is shown in Figure A.1. In this diagram, DE1 and DE2 are the vertical
transition energies between the equilibrium and nonequilibrium nuclear configurations cor-
responding to two charge-transfer states. Since DE1 = DEg   l v and DE2 = l v + DEg (DEg
is the vertical energy separation between the minima), l v = ( DE2   DE1)=2. Geometry
optimization of the initial and final charged states was done by using CDFT/B3LYP. The
same methodology was used to calculate the energies of the vertically excited states. The
calculated energies are listed in Table B.1.
An alternative approach to the internal reorganization energy involves the Marcus defi-
nition of the reorganization energy as the work done along a given energy curve to extend
the nuclear coordinate from its equilibrium value in the initial charge-transfer state to the
non-equilibrium value equal to the equilibrium coordinate in the final charge-transfer state.
Since two energy surfaces can be used (i = 1;2), this procedure produces two alternative
values of the reorganization energy
l v1 = E1(q2)   E1(q1); l v2 = E2(q1)   E2(q2) (B.1)
A single value for the reorganization energy can then be defined as the mean of these two
values
l v = ( l v1 + l v2)=2: (B.2)
In eqs (B.1) and (B.2), q is the effective vibrational coordinate of the donor-acceptor com-
plex representing its normal-mode vibrations. The results of these calculations are shown
in Table B.2.
In addition to quantum normal-mode vibrations of the complex, intramolecular clas-
sical modes can be coupled to electron transfer. Miller and co-workers considered the
reorganization energy originating from low-frequency torsional motions of the biphenyle
anion.[149] Here, we repeat calculations of the reorganization energy along the torsional
angle f . The classical reorganization energy is calculated according to the Marcus recipe
as the energy of altering the dihedral from its initial equilibrium value f 1 on the surface
E1(f ) to the final value f 2 corresponding to the equilibrium on the surface E2(f ) reached
after charge transfer: l 1 = E1(f 2)   E1(f 1). An alternative value of the reorganization
energy is obtained by repeating this calculation on the energy surface of the final state:
l 2 = E2(f 1)   E2(f 2). The values reported in Table B.3 are taken as the mean of these
two values: l f = ( l 1 + l 2)=2. The values obtained here are reasonably close to the early
estimate by Miller and co-workers (0:13 eV).[149]
The effect of torsional motions on the reaction kinetics needs to be accounted for within
the Q-model of electron transfer because of the potential coupling between these motions
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Figure B.1: Solvent Reorganization Energy of NSB Complex Calculated by Becke and
CHELPG Charge Models.
Table B.1: Energies of Electronic States of ASB Complexes in the Gas Phase (in Atomic
Units) and Calculated DEg and l v
Relaxed states Vertically excited states Reorganization parameters
Complex ASB   A   SB ASB  A  SB l v (eV) DEg (eV)
NSB   1589:71510632811   1589:71527399411   1589:7001084046   1589:6996843716 0:41   0:0045
QSB   1585:25976985610   1585:34622159093   1585:3277274635   1585:2411491095 0:5   2:35
ClQSB   2044:83290177023   2044:93373866749   2044:9163854683   2044:8140706062 0:49   2:74
and the solvent polarization, producing non-linear effects consistent with the Q-model
Hamiltonian[32] (see main text). In order to additionally highlight these difficulties, we
have tried to follow the traditional route of the Marcus theory by assuming that intramolec-
ular classical torsional modes are independent from the solvent polarization. Within this
formalism (also assuming decoupling of the torsional motions from the quantum normal-
mode vibrations), one can subtract l f = 0:12 eV for NSB (Table B.3) from l v and add it to
the solvent reorganization energy l . Further, assuming that l f is temperature independent,
fitting of the reaction kinetics was repeated for the NSB complex within the Bixon-Jortner
formalism[117] by using either the Marcus or Q-model equations for the classical Franck-
Condon factor. The kinetics (Figure 5 in the main text) can still be fitted with a comparable
agreement with the experiment. However, the parameter a changes from 1:14 to 0:82
(when the Q-model is applied) and also DEg changes from   0:10 to 0:073 eV. This latter
change significantly shifts the calculated free energy of the reaction, which is now incon-
sistent with the experiment (Figure 6 in the main text). We can therefore conclude that
this traditional approach of analyzing the data, assuming independence of intramolecular
Table B.2: Reorganization Energies of Electron Transfer Reactions for NSB, QSB, and ClQSB
Complexes in the Gas Phase (eV).
Complex l v1 l v2 l v
NSB 0.42 0.41 0:41
QSB 0.50 0.50 0:50
ClQSB 0.51 0.47 0:49
l v1, l v2, and l v are calculated from eqs (B.1) and (B.2).
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Table B.3: Reorganization Energies of Torsional Motions of the Biphenyl Anion for Electron
Transfer Reactions in NSB, QSB, and ClQSB Complexes in the Gas Phase (eV).
Complex l f 1 l f 2 l f
NSB 0.146 0.099 0:12
QSB 0.108 0.092 0:10
ClQSB 0.100 0.060 0:08
l f 1, l f 2, and l f are calculated from eqs (B.1) and (B.2) (substituting l v = l f ).
Table B.4: The Parameters of the Hyperbolic Functions a+ b=T Obtained From Fitting the Solv-
Mol Calculations for DGs and l (eV).
Complex DGs(T) l (T)
a b a b
NSB 0:0002 11.85 0:06 239.73
QSB 0.03 5.35   0:004 224.6
ClQSB 0.003 16.73 0:025 211.55
modes from the solvent, leads to the results inconsistent with the experimental data.
Reorganization energies. The microscopic calculations produce an approximately hy-
perbolic dependence of the solvent reorganization energy and the solvent part of the re-
action free energy on temperature. The results of SolvMol[10] calculations were fitted to
hyperbolic functions a+ b=T listed in Table B.4.
Table B.5 lists the results of SolvMol calculations of the reorganization energies l and
DGs for all 8 complexes studied by Miller and co-workers.[12]
The DELPHI algorithm[11] was used to estimate the solvent reorganization energy and
the solvent component of the reaction free energy in the dielectric continuum approxi-
mation. The solvent contribution to the reaction free energy DGs was calculated as the
difference of free energies of continuum solvation of atomic charges qi in the two electron-
transfer states. The reorganization energy reflects the free energy of solvating the difference
charges Dqi in the two redox states by the nuclear degrees of freedom only. The solvation
free energy of charges Dqi was, therefore, calculated in the dielectrics with the dielectric
constants e¥ and es. The two results were subtracted to obtain l .
DEg from redox potentials. We provide an estimate of the gas-phase energy gap be-
tween Q and B fragments at infinite separation from redox potentials in dimethylformamide.[12]
The reported redox free energy between Q and B fragments can be expressed in terms of the
gas-phase gap at infinite separation DEg(¥ ) and the corresponding solvation free energies
DGs
DGredox0 = DEg(¥ ) + DGQs   DGBs ; (B.3)
where DGRs = Gs(R  )   Gs(R) is the difference of solvation free energies of the reduced and
oxidized forms of the reactant R = Q;B. The solvation free energies were calculated with
the geometries of Q  =Q, B  =B from CDFT with Becke charges and OPLS atomic radii
assigned to the atoms to establish the molecular repulsive core. SolvMol[10] yields DGQs =
  2:37 eV and DGBs =   1:95 eV in dimethylformamide (parameters from Ref. [127]). With
DGredox0 =   2:1 eV[12] one gets DEg(¥ ) =   1:68 eV listed in the footnote of Table 1 in
the main text. DEg(¥ ), referring to the infinite separation between the fragments, is distinct
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Table B.5: Parameters of Electron Transfer Reactions for the Miller Complexes (eV).
Complexa Gas Solvent
V  103 b l v c DEg b DEg c l DGs
(1)NSB 0.03 0.41   0:77 -0.0045 0.86 0:025
(2)PQSB - 0.43 - -0.23 0.83 0.025
(3)PyrQSB - 0.37 - -0.78 0.83 0.031
(4)MNQSB - 0.60 - -1.7 0.75 0.016
(5)BQSB - 0.46 - -2.2 0.70 0.046
(6)QSB 0.27 0.5   1:47 -2.3 0.74 0.05
(7)ClQSB 0.20 0.49   1:54 -2.7 0.73 0:06
(8)Cl2QSB - 0.48 - -2.9 0.68 0:04
aNumbers in parenthesis are based on labels in Figure 11 of the main text. bFrom the fit of the
kinetic data to the Marcus model. cCalculated by CDFT/B3LYP/6-31G method.
from DEg used in the main text and in Table B.1 for the gas-phase energy gap of the ASB
complex.
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APPENDIX C
HALF REACTIONS WITH MULTIPLE REDOX STATES DO NOT FOLLOW THE
STANDARD THEORY: A COMPUTATIONAL STUDY OF ELECTROCHEMISTRY
OF C60.
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C.1 Protocol of Simulations
Gaussian’09[200] was used to optimize the geometry of all fullerene molecules in
different oxidation states using density functional theory (DFT) with B3LYP functional
and the 6-31+g(d) basis set. All simulations were performed with NAMD 2.9 software
program.[198] The charge distributions of fullerenes in different oxidation states were
taken from DFT calculations. SPCE water was added to the system using the solvate plugin
from VMD[460] with some modifications. The C60 molecules were hydrated with 2413
water molecules. For all initial systems, a steepest descent minimization was performed
for 5000 steps. The NPT/NVT simulations applied Langevin temperature and pressure
controls with the following parameters: a damping coefficient of 1 ps, piston period of 200
fs, the piston decay time of 50 fs, the piston target pressure of 1.01325 bar, and constant
temperature control set to target temperatures (240, 260, 280, 290, 300, 320, 340 and 360
K).[222]
Long-range electrostatic interactions were treated with the particle mesh Ewald tech-
nique using a cutoff distance of 18.0 A˚. The VMD software package is used for visualiza-
tion of the dynamics and the analysis of the molecular dynamics trajectories. The AMBER
atom type CA force field was used as the basis for the C60 atoms in all redox states. The
partial atomic charges were modified based on DFT calculations.
NPT equilibration was followed by 10 ns NVT equilibration for each redox state. The
NVT simulations were performed using the same parameters as the NPT simulations, but
removing the constant pressure controls. Box dimensions (43.10 A˚ 41.81 A˚  42.98 A˚)
taken after a short 10 ns NPT simulation were held constant throughout all subsequent NVT
simulations.
NVT simulations, 2 ns each, with the temperature decrements and increments of 1 K
were used for cooling and heating from the initial temperature of 300 K. The time step of
2.0 fs was adopted for all simulations, and the saving frequency was 200 fs. The simulation
time was 110 ns for T = 280, 300 and 320 K and 30 ns for other temperatures. For charge
states C060 and C
  1
60 , the simulation time was 110 ns for all temperatures. The length of
the trajectory was reduced where fast convergence was achieved. A representative running
average for the solute-solvent interaction energy e0s is shown in Figure C.1. The error
estimates for e0s at 300 K are: 9:9  10  5, 0:03, 0.01, 0.05, 0.06 eV for i changing from 0
to   4. Corresponding convergence plots for the reorganization energy are shown in Figure
C.2. The errors of evaluating l i are negligible for our calculations.
C.2 Polarizabilty of Fullerene
The gas-phase polarizability, a i in the ground state i can be calculated from the set of
transition dipoles
a i = 2
å
k6= 0

 µik0


2
=DEik (C.1)
where DEik = Eik   Ei0 and Ei0 is the lowest energy. The CIS/3-21* method with 1000
excited states was used to calculate the matrix of transition dipoles in all redox states. Even
though a large number of excited states was used in the calculations, the consequences
of truncating the excitation spectrum are not directly obvious. In order to estimate the
possible errors involved, we used the set of transition dipoles to calculate the polarizability
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Table C.1: Length of Trajectories for NVT Simulations in All Charge States and Varying
Temperatures (ns).
T (K) C+ 160 C060 C
  1
60 C
  2
60 C
  3
60 C
  4
60
240 30 110 110 30 110 30
260 30 110 110 30 110 30
280 30 110 110 110 110 110
290 30 30 30 60 80 60
300 110 110 110 110 110 110
320 30 110 110 110 110 110
340 30 110 110 30 110 30
360 30 110 110 30 110 30
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Figure C.1: Running Average of the Solute-Solvent Interaction Energy e0s vsThe Number of Steps
of the Simulation Trajectory for C  160 at T = 300 K.
of fullerene. The comparison to experiment is unfortunately limited in this case since only
the polarizability of C060 has been measured (Table C.2).
The use of CIS/3-21* with 1000 excited states leads to polarizability below the exper-
imental value (Table C.3). As is shown in Figure C.3, the polarizabilities are converged in
all charge states, but still fall below the experimental value for the neutral state. We also
calculated the polarizabilities of fullerenes with ZINDO and PBE/3z methods (Table C.3).
We found, however, that ZINDO leads to nonzero diagonal dipole moments, inconsistent
with the symmetry of fullerene. Note that the scalar polarizabilites reported here are traces
of the corresponding tensors, a = ( 1=3)Tr[α].
Code. To calculate the pair interactions between the water molecules and center of
fullerene, a dummy atom is added to existing trajectories of C60 in SPCE water.
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Figure C.2: Running Average of the Solvent Reorganization Energy Vs the Number of Steps of
the Simulation Trajectory at T = 300 K. Shown in the Plot Are the Reorganization Energies l i for
i = 0;   1.
Table C.2: Comparison of Calculated Polarizabilities of C060 (A˚3 )With the Experimental
and Theoretical Values Reported in the Literature.[1, 2, 3]
Method C060
Gas phase 76:5  8
Ellipsometry 79.0
EELS 83.0
Interferometry 88.9  0.6 [2]
Theory
Coupled Hartree-Fock/STO-3G 45.6
Pople-Parr-Pariser model 49.4
Tight binding 77.0
Bond polarizability model 89.2
Valence effective Hamiltonian 154.0
Monopole-dipole 60.8
MNDO/PM3 63.9
HF 6-31+G 75.1
TDDFT/SAOP 83
TDCDFT/VK 76
PBE/NRLMOL 82.9
Table C.3: Polarizabilities (A˚3) Of All Oxidation States Calculated by ZINDO, CIS/3-
21g* and PBE/3z .
States ZINDO CIS/3-21g* PBE/3z
C060 74.45 36.63 78.60
C  160 44.36 44.48 84.35
C  260 112.1 52.96 88.66
C  360 50.84 69.34 94.21
C  460 171.1 77.54 98.75
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Figure C.3: Polarizabilities of Ci60 Calculated by CIS/3-21* Method with 1000 Excited States.
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APPENDIX D
THEORY AND EXPERIMENTAL ELECTROCHEMISTRY OF CYTOCHROME C
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D.1 Simulation Protocol
The simulation protocol has followed the previous simulations setup[222] and was used
here to simulate the hydrated cytochrome c (Ox and Red states) at a number of tem-
peratures (from 280 K to 360 K). The trajectories were produced with NAMD software
program.[198] The CHARMM 27 [461, 462] force field was used, with the modification
of the Fe-His bond to account for its weaker character and the possibility of bond break-
ing. A Morse potential was applied to the Fe-His bond according to Ref. 222. From the
original PDB structure, crystallographic water molecules were taken from the 1YCC PDB
file and, after aligning the two protein structures, were added to the 1GIW cyt-C structure.
To assure that the protein was properly saturated with water, a “soaking” procedure was
performed. It consisted of making a small sphere of water surrounding the protein with a
total system size of 5497 atoms. From this structure, 150 ns simulations were performed.
Finally, from the last frame of these longer simulations, a box (100.1A˚ 100.1A˚  100.1A˚)
consisting of a total of 101440 atoms was created and additional water molecules added to
the total of 33231 molecules. NVT simulations, 1ns each, with the temperature increments
of 1 K were used for cooling and heating from the initial temperature of 300 K. Production
simulations of at least 250 ns in length were performed for Red and Ox oxidation states
at each temperature (300 ns for Red and Ox at 300 K). Particle mesh Ewald was used to
handle the long-range electrostatics, with the cutoff distance of 12.0 A˚. The time step of
2.0 fs was used for all simulations.
Quantum calculations. A portion of Cyt-c was chosen as the quantum center and was
treated quantum mechanically, with the rest of the system treated at the classical atomistic
level. The quantum center contained the heme, HIS, MET, and two CYS ligated amino
acids. In all cases, hydrogen atoms were added to satisfy valency. The geometry of the
quantum center was optimized by freezing all the atoms except the added hydrogens.
The Hamiltonian matrix of the QC in the electrostatic field of the surrounding classical
subsystem can be written as follows [57]
H ijk =
 
Eij + Qi f Fe

d jk   µijk  Eb (D.1)
Here, Qi is the total charge of the quantum center in the ith redox state and µijk is the
transition dipole between states with energies Eij and Eik. Further, f Fe and Eb denote, cor-
respondingly, the electrostatic potential and the electric field of the classical subsystem at
the heme iron. The multipolar terms of the order higher than the dipole are omitted here.
GAUSSSIAN’09 [200] was used for all quantum calculations of the quantum center in
vacuum (Red and Ox states) using the ZINDO/S method. [463] The charges of the Red
(singlet) and Ox (doublet) quantum centers were   2 and   1, respectively. The Hamilto-
nian matrix was formed by using M = 100 excited states. These states formed the set of
parameters in eq (D.1) and were also used to calculate the polarizability tensor of the quan-
tum center. The convergence of the polarizability as a function of number excited states
was used to establish the number of states M = 100 used in all calculations.
D.2 Data Analysis
The energy gap in the QM/MD simulations is defined as the difference between the
lowest eigenvalues EOx/Redg of the oxidized and reduced states obtained by diagonalizing
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Table D.1: Reorganization Energies (eV).
T l St l Ox l Red l
280 1.31 2.89 3.57 3.23
290 1.32 2.97 2.97 2.97
300 1.22 3.27 2.56 2.91
310 1.21 2.65 2.18 2.41
320 1.21 2.54 2.19 2.36
330 1.21 3.15 2.76 2.95
340 1.21 2.58 2.47 2.52
360 1.19 3.32 2.43 2.87
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Figure D.1: Running Averages of the Reorganization Energies of the Oxidized (Ox) and
Reduced (Red) States at T = 310 K. l = ( l Ox + l Red)=2Indicates Their Mean. l St Indi-
cates the Running Average for the Stokes-Shift Reorganization Energy.
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Figure D.2: Free Energies of Electron Transfer for the Oxidized (Ox) and Reduced (Red)
States of Cyt-C Calculated From MD Simulations (Points) at T = 300 K. The Dashed Lines
Are Interpolations Between the Points to Guide the Eye.
247
64
2
0
 
λ 
(
e
V
)
360340320300280
 T (K)
λ
W
λ
P
λ
W
St
λ
P
St
Figure D.3: Protein and Water Reorganization Energies in the Temperature Range From
280 to 360 K. Triangles Refer to Water and Circles Represent Protein. The Red Points
Show the Simulation Results for the Stokes-Shift Reorganization Energy l St And the Blue
Points Indicate the Variance Reorganization Energy l . The Dotted Lines Connect the
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Figure D.4: Relaxation Time of the Stokes-Shift Dynamics (eq (D.4)) As a Function of
1=T. The Points Refer to the Simulation Data and the Straight Line Is the Linear Regression
ln[ht (s)i ] =   23:8 + 835K=T.
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Table D.2: Stokes Shift and Variance Reorganization Energies of Protein and Water Com-
ponents of the Thermal Bath (eV).
l St l
T protein water protein water
280 0.03 1.3 4.3 6.6
290 0.44 0.85 4.6 6.3
300 0.45 0.74 4.5 6.5
310 0.55 0.62 3.9 5.2
320 0.41 0.73 5.2 6.5
330 0.38 0.79 4.4 6.1
340 0.055 1.23 5.6 6.8
360 0.54 0.59 4.4 5.9
the corresponding Hamiltonian matrices in Eq. (D.1)
X = EOxg   ERedg + m: (D.2)
The electrode chemical potential m in this equation is established by the condition of the
free energies of electron transfer intercepting at X = 0.
Two reorganization energies of electron transfer are considered here: l St and l . The
former is defined in terms of the average energy gap hXi in Red and Ox states: l St =
jhXi Red   h Xi Oxj =2. The latter is given through the variance, l i = h(dX)2i i=(2kBT) av-
eraged over the configurations in equilibrium with the corresponding redox state of the
protein, i = Red, Ox. Figure D.1 shows the running averages of l i and l St along the sim-
ulation trajectory. Table D.1 reports all reorganization energies. The free energy surfaces
from simulations at h = 0 are shown in Figure D.2.
The reorganization energy was additionally separated into the protein and water com-
ponents. This was achieved by using the corresponding contributions for the electrostatic
potential f Fe and the electrostatic field Eb in the Hamiltonian matrix in eq (D.1). These re-
sults are shown in Figure D.3 and listed in Table D.2. Note that l p (protein) and l w (water)
do not add up to l because the diagonalization of the Hamiltonian matrix within the empir-
ical valence-bond formalism produces a generally non-linear functional of the electrostatic
scalar (potential) and vector (electric field) fields of the medium.
Dynamics. The main dynamic function studied here is the time auto-correlation func-
tion of the energy gap (Stokes-shift dynamics) CX(t) = hdX(t)dX(0)i . This correlation
function calculated from MD trajectories in Red and Ox states of cytochrome c was fitted
to five decaying exponential functions
S2(t) = CX(t)=CX(0) =
5
å
n= 1
Ane  t=t n (D.3)
with the fitting parameters listed in Table D.3 (
å
5
i= 1 Ai = 1). The average relaxation times
at different temperatures, also listed in Table D.3, are obtained according to the relation
ht i =
5
å
n= 1
Ant n (D.4)
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Table D.3: Fitting Parameters for the Time Correlation Functions of the Energy Gap to the
Sum of 5 Exponential Functions (eq (D.3), Relaxation Times t n are in ps). The Average
Relaxation Time ht i Is Given by eq (D.4).
T A1 A2 A3 A4 A5 t 1 t 2 t 3 t 4 t 5 ht i
Red
290 0.53 0.20 0.09 0.07 0.11 0.09 2.02 6166.55 22.98 240.53 573.90
300 0.616 0.170 0.001 0.14 0.07 0.13 4.82 2617.11 2623.93 103.58 376.71
310 0.60 0.20 0.06 0.09 0.05 0.09 1.37 3797.56 8.62 113.98 243.72
320 0.60 0.21 0.05 0.08 0.05 0.08 1.12 1224.03 6.91 79.07 69.90
330 0.57 0.18 0.07 0.10 0.08 0.09 1.66 1220.05 41.75 167.50 103.26
340 0.65 0.16 0.03 0.08 0.08 0.12 3.03 10000.0 81.05 1502.62 385.72
360 0.65 0.16 0.03 0.07 0.08 0.11 2.38 283.98 48.38 1027.16 92.03
Ox
290 0.53 0.17 0.12 0.13 0.06 0.08 1.29 10000.0 9.79 148.90 1160.12
300 0.48 0.17 0.15 0.13 0.07 0.1 1.90 7879.70 16.03 294.63 1228.29
310 0.60 0.20 0.06 0.09 0.05 0.09 1.37 3797.56 8.62 113.99 243.72
320 0.66 0.12 0.04 0.07 0.03 0.1 1.53 8764.37 14.40 282.57 397.37
330 0.64 0.19 0.09 0.05 0.03 0.13 3.97 10000.0 119.59 1206.51 969.43
340 0.57 0.16 0.09 0.11 0.07 0.09 1.46 5357.80 13.75 123.72 468.54
360 0.59 0.06 0.05 0.20 0.11 0.10 633.15 27.61 2.04 10000.0 1093.0
D.3 Modeling of Cyclic Voltammograms
The calculations were performed for the reduced current y = i=(be2vAGt) as defined
by Laviron.[23] Here, i = ic   ia is composed of the cathodic, ic, and anodic, ia, currents
passing through the area A under the applied voltage with the scan rate v. The equation
for the reduced current is given in terms of the surface mole fractions of the oxidized,
xO = GO=Gt , and reduced, xR = 1   xO, adsorbates; Gt is the total surface concentration.
The equation for the current is[22]
y = ( kO=v )xO   (kR=v )(1   xO) (D.5)
Here,
v = bev=k(0) (D.6)
is the dimensionless scan rate and k(0) is the rate at zero overpotential, h = 0, and b =
1=(kBT). Further, the reduced rates for the oxidation and reduction reactions in eq (D.5)
are
kO(h ) =
h
erfc(p b l r=2)
i
  1
erfc

l r + eh
2
p
kBT l r

;
kR(h ) =
h
erfc(p b l r=2)
i
  1
erfc

l r   eh
2
p
kBT l r
 (D.7)
where ercf(x) is the complimentary error function. The solution for xO(h ) is given as[22]
xO(h ) = e1v
Rh
hm(kO+ kR)dz
 
1
v
Z h
hm
dzkR(z)e1v
Rh
z (kO+ kR)dy (D.8)
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where the cathodic sweep runs from hm to   hm with the scan rate magnitude v. This
equation is the solution of the kinetic equation for the surface mole fraction of the oxidized
state state
 
v
k(0)
dxO
dh = kR   (kO + kR) xO (D.9)
Code. In order to combine the electric field produced by classical MD simulations for
the active site of proteins (cytochrome c and ferredoxin) and transitions dipoles from QM
calculations (see eq. D.1), the qmEnergy.fcode, which is developed by Hadi Dinpajooh
and Dan Martin, is used.
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APPENDIX E
WETTING OF THE PROTEIN ACTIVE SITE LEADS TO NON-MARCUSIAN
REACTION KINETICS
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E.1 Simulation Methods
The initial setup of the simulations is based on the structure of ferredoxin from hy-
perthermophilic bacterium Thermotoga maritima[297] (PDB 1VJW), which possesses one
Fe4S4 iron-sulfur cluster (ISC) (Figure E.1). The topological structure was created by
separating the ISC subunit and recombining back with the addition of hydrogen atoms.
The force-field parameters are applied by using the VMD subprogram psfgen.[460] The
force field topology and parameters for the protein subunits were taken directly from the
CHARMM force field.[461, 462] The parameters for the iron-sulfur clusters (including
modified ligated protein amino acids) were taken from DFT calculations performed by
Chang and Kim[303] and used in our previous simulations of iron-sulfur clusters imbed-
ded in the protein.[295]
The ISC cofactor was attached to the protein matrix through applied patches using
psfgen for all corresponding ligations, with the patches obtained from the supplemental
material provided by Chang and Kim.[303] These patches include both oxidized and re-
duced charge states for the ISC plus ligands, along with bond, angle, and dihedral force
field parameters. Finally, all the charges and topological information (bonds, angles, dihe-
drals, improper angles, etc) were applied to the 1VJW structure. TIP3P water molecules
were added to the system using the CHARMM force field and the solvate plugin from
VMD.
The size of the simulation box is 85.2 A˚ 91.1 A˚ 88.0 A˚, consisting of a total of
65239 atoms. For all initial systems, steepest descent minimizations were performed for
2000 steps. The NPT equilibration simulation was done using the Langevin dynamics in
NAMD with the following parameters: a damping coefficient of 1 ps  1, the piston period
of 100 fs, the piston decay time of 50 fs, the piston target pressure of 1.01325 bar, and
constant temperature control set to the target temperature of 300 K. The NVT simulations
were performed using the same parameters as the NPT simulations, but removing the con-
stant pressure controls. Long-range electrostatic interactions treated with the particle mesh
Ewald technique using a cutoff distance of 12.0 A˚. A 2.0 fs time step was used. The sys-
tem simulated with NAMD software program[198]. The simulation of hydrated ferredoxin
(Ox and Red states) were performed at temperatures from 280 to 360 K, the lengths of
simulation trajectories are summarized in Table E.1.
Table E.1: Length (Ns) of NVT Simulations at All Temperatures and Oxidation States (Ox/Red)
of Ferredoxin.
T (K) Ox Red
280 140 400
300 250 350
320 140 250
340 140 250
360 140 250
Quantum calculations
The coordinates of iron-sulfur cluster were extracted from the PDB file (PDB:1VJW)
and used as the starting point for the quantum mechanical (QM) calculations. All QM cal-
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Figure E.1: A Cartoon of the Ferredoxin Structure (PDB 1VJW). Shown Are the Protein Chain
and the Iron-Sulfur Cluster (Iron Atoms Are Rendered Pink and Sulfur Atoms Are Yellow).
culations were done with Gaussian 09[200]. The original cysteine residues were removed
from the entire ligated irons-sulfur cluster, keeping only the organic sulfur atoms and lig-
ated carbon atoms. Hydrogen atoms were then added to fill the valencies. In the next step,
the hydrogen atoms were geometrically optimized keeping all heavy atoms frozen.
Broken symmetry (BS) method [464] is used to model the antiferromagnetic coupling
between the iron atoms within the ISC. All ground and excited state calculations were
performed using the BS ZINDO technique.[295] The polarizabilities for the reduced and
oxidized states of the ISC were calculated with the excited state transition energies and the
transition dipole moments provided within the ZINDO framework of Gaussian’09 and the
BS-ZINDO methodology used here (see eq. C.1).[465] The scalar polarizibilities reported
in Figure E.2 for different spin states of the ISC are traces of the corresponding tensors
a = 13Tr[αi ].
Our classical MD simulations were supplemented with QM/MD calculations in which
the Hamiltonian matrix of the quantum center was diagonalized along the classical MD
trajectory.[234, 57, 222, 295] The quantum center was composed of the iron-sulfur cluster
and four surrounding cysteine residues. The Hamiltonian matrix of the quantum center
affected by the electrostatic potential f b and electric field Eb of the surrounding classical
subsystem is calculated from eq. D.1 by replacing f Fe by f b.[57, 222, 295]
The energy gap in the QM/MD simulations is defined as the difference between the
lowest eigenvalues Eig of the reduced and oxidized states obtained by diagonalizing the
corresponding Hamiltonian matrices in eq D.1
X = ERg   EOg   m¯ (E.1)
where m¯ is the electrochemical potential of the metal electrode. Since this parameter is
not a part of our calculations, it remains an unknown constant to be determined from the
condition that the free-energy surfaces Gi(X) cross at X = 0.
Three reorganization energies of electron transfer are considered here: l St and l i . The
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Figure E.2: Oxidized State Has Two Ferric (+ 3) and Two Ferrous (+ 2) Atoms Antiferromagnet-
ically Coupled and Forming 12 Charge/spin Configuration with the Total Spin of S= 0 (Singlet).
The Polarizabilities of the Singlet States Are Shown in the Top Panel. Reduced State Has a Single
Ferric and Three Ferrous Atoms Antiferromagnetically Coupled and Forming 16 Charge/spin Con-
figuration with the Total Spins of S= 1=2 (12 States, Doublet) and S= 7=2 (4 States, Octet). The
Polarizabilities of Doublet and Octet States Are Shown in the Middle and Bottom Panels, Respec-
tively. The Number of Excited States in the BS-ZINDO Calculations Is Varied.
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Figure E.3: Running Averages for the Reorganization Energies l i , eq (E.3). The Top Panel Is
for 300 K. The Dashed and Solid Lines in the Lower Panel Correspond to Ox and Red States,
Respectively.
Stokes shift reorganization energy, l St, is defined in terms of two average energy gaps as
l St = 12 jXO   XRj (E.2)
Two variance reorganization energies are given by the corresponding variances of the reac-
tion coordinate,
l i = b2 h(dX)2i i (E.3)
Convergence of the reorganization energies l i as a function of the trajectory length is shown
in Figure E.3.
The distributions Pi(X) calculated from MD trajectories were used to produce the free
energy surfaces along the electron-transfer reaction coordinate: Gi(X) =   b   1 ln[Pi(X)],
b = ( kBT)   1. The free energy surfaces referring to the entire protein-water thermal bath
and to the water component only are displayed in the main text. Figure E.6 shows the
distributions Pi(X) produced by the protein part of the thermal bath. We do not observe a
double-peak feature for these functions, as is seen for the total and water-produced distri-
butions. This evidence supports our model anticipating that water binding to the active site
is responsible for the double-peak feature.
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Figure E.4: Distributions of the Energy Gap Produced by the Protein in Oxidized (Green) and
Reduced (Blue) States at 300 K. The Lengths of MD Trajectories Are 350 Ns (R) and 250 Ns (O)
(Table E.1).
E.2 Water Binding Model
One of the main findings of this study is the change in the coordination of water to the
active site caused by electron transfer. Figure E.5 shows the dynamics of the number of
water molecules within the shell 3 A˚ thick surrounding the ISC. Affects of changes in the
wetting of the active site on electron-transfer kinetics are described by the water binding
model[64] which we consider next.
The water binding model for the free energy surfaces of electron transfer assumes the
following Hamiltonian for the half reaction[64]
Hi = Ii   Ei  P   ei jbihbj + Hb + m¯dO;i (E.4)
Here, the electric field of the active site Ei interacts with the polarization density of the
medium P; the asterisks denotes both the tensor contraction of two vector fields and inte-
gration over the volume of the polarizable medium (protein and water in our case). Further,
Ii are the gas-phase energies of the active site, which change upon the half reaction of
electron exchange with the electrode. The bath Hamiltonian Hb in eq (E.4) is given in the
harmonic approximation of the Pekar-Marcus theory[466, 176]
Hb =
1
2c
P  P (E.5)
where c is the susceptibility of the nuclear polarization of the medium. We have also added
the electron in the metal to the system Hamiltonian. The electron occupies the metal’s
electrochemical potential m¯when the reactant is in the oxidized state. For the calculation of
the reaction rate, m¯is replaced with the energy ek of the conduction-band electron carrying
the momentum k. When the overall electrode rate is calculated, the rates of transitions to
individual states ek are summed with the corresponding Fermi distribution for the occupied
electronic conduction states in the metal.[170, 239]
The free energy surfaces of electron transfer are obtained by integrating over the po-
larization field P and taking the trace over the bound and unbound states of water while
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Figure E.5: Average Number of Water Molecules Nw within a 3 A˚ shell Surrounding ISC Along
the Simulation Trajectory.
keeping the reaction coordinate X = HR   HO   m¯fixed
e  bGi(X) =
Z
DPTr
h
d (X   HR + HO + m¯) e  bHi
i
(E.6)
where b = ( kBT)   1 and
Tr[: : : ] =
å
a= b;u
wahaj : : : jai (E.7)
Here, wa are the statistical weights of the bound (b) and unbound (u) configurations of
water. We assume here that water binding is collective and all waters bound to the active
site produce the energy of binding ei in eq (E.4). The reaction coordinate in eq (E.6)
becomes
X = DI   m¯  DE  P   Dgjbihbj (E.8)
where Dg = gR   gO = De, DI = IR   IO and DE = ER   EO. The free energy of water
binding gi includes the entropic term, gi = ei   b   1 ln(wu=wb), which we assume to cancel
in the difference Dg. Further, the difference of the electric filed of the active site in two
oxidation states determines the Marcus reorganization energy
l = ( c=2)DE  DE (E.9)
Taking the integral and the trace results in the following expression for Gi(X)
e  bGi(X) µ e  bGpi   b (X   Xi)2=(4l )
+ e  bGpi+ bgi   b (X   Xi+ Dg)2=(4l )
(E.10)
In this equation,
Xi = DI   m¯  cEi  DE (E.11)
is the energy gap shifted from its gas-phase value by polar solvation considered in the
standard theories of electron transfer.[176] Correspondingly,
Gpi = Ii + m¯dO;i   (c=2)Ei  Ei (E.12)
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are the free energies of polar solvation and
DGp = DI   m¯  (c=2)ER  ER + ( c=2)EO  EO (E.13)
From eqs (E.11) and (E.13) one obtains
Xi = DGp  l (E.14)
where “+ ” and “  ” correspond to O and R states, respectively.
From eq (E.6), the thermodynamic free energy G0i is
e  bG0i =
Z ¥
  ¥
dXe  bGi(X) (E.15)
From this relation and eq (E.10),
G0i = Gpi   b   1 ln
h
1 + ebgi
i
(E.16)
This relation leads to eq 6 in the main text.
While equations (E.9) and (E.13) are generally applicable to polarizable media, it is
useful to make some simplified estimates of the relative values of the solvation and reorga-
nization energies. This can be obtained by assuming that the delocalization of the electronic
density in the ISC does not change significantly between the oxidation states and only the
overall charge Zi matters. One can then express the fields entering eqs (E.9) and (E.13) in
terms of the field E0 of a fictitious ISC carrying the unitary positive charge: DE =   E0,
Ei = ZiE0. One obtains
Xi = DI   m¯+ 2Zi l (E.17)
and
DGp = DI   m¯+ ( 2ZO   1)l (E.18)
Equation (E.14) then directly follows from these two relations and the condition ZR =
ZO   1.
We note that the derivation presented here is based on the polarization density of the
medium P that does not incorporate the electronic polarization field Pe due to electronic
polarizability of molecules and molecular groups in the medium. While the definition of
the susceptibility c in eq (E.5) is a non-trivial task,[299, 194] the extension of the procedure
outlined above to two polarization fields is straightforward. The resulting Gpi add the free
energy of electronic polarization of the medium, but the rest of the results stay intact.
E.3 Fitting the Model to Simulations
The distributions Pi(X) = exp[  bGi(X)] along the reaction coordinate X at different
temperatures are shown in Figure E.6. The fits of the simulation results to the analytical
binding model was improved by employing the linear relation between the free energy
surfaces
GR(X) = GO(X) + X (E.19)
The points above the crossing of two free energy surfaces in Figure E.7 indicate the sim-
ulation data linearly shifted from the results obtained for the other oxidation state. Figure
E.7 shows the quality of the fit, the results are listed in Table E.2.
259
Table E.2: Parameters Fitting the Binding Model to the Simulation Data (EV).
T (K) l l St gR gO
280 1.07 1.087   0:098   0:436
300 1.03 1.375 0.005   0:784
320 1.24 1.354 0.050   0:186
340 1.17 1.350 0.089   0:289
360 1.21 1.325 0.035   0:197
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Figure E.6: Distributions of the Energy Gap for Oxidized (Curves on the Right) and Reduced
(Curves on the Left) States of Ferredoxin at 280, 300, 320, 340, and 360 K.
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Figure E.7: Fit of the Simulation Data Extended for Each Set (R and O) by Using the Linear
Relation (eq (E.19)) To the Binding Model at T = 340 K. The Points Above the Crossing Point of
G)i(X) Are Obtained Through the Linear Shift Through eq (E.19).
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Figure E.8: Marcus Reorganization Energy l and Stokes-Shift Reorganization Energy l St vs T
(Table E.2). The Dashed Lines Are Linear Fits Trough the Points: T = 280 K and T = 320 K Were
Dropped From the Fit of l St and l , Respectively.
The Marcus reorganization energy l (T), calculated as a fitting parameter, turns out to
be a growing function of T, which can be fit to a linear dependence, with the point at 320
K falling off the line (Figure E.8). Some scatter of the data can be anticipated given the
difficulty of reliably converging the reorganization energy originating from the variance of
X (Figure E.3). On the contrary, the Stokes-shift reorganization energy l St(T), determined
as half the distance between the closest minima of the free energy surfaces (eq (E.2)),
is a slightly decreasing function of T. This result is consistent with similar calculations
performed previously for cytochrome c.[28] The point at 280 K falls off the line for l St
since, at this temperature, the distribution function PR(X) shifts to the position of the lower
peak of PR(X) at 300 K (Figure E.6). At this temperature, both Ox and Red states of the
protein are dry and one expects l St  l according to the Marcus theory (red and black
points at 280 K in Figure E.8). The crossover at 280 K, altering the hydration state of the
active site in the Red state, is not accounted for by linear solvation theories predicting a
decreasing l St with increasing temperature.[45]
The results for the temperature-dependent gR(T) and gO(T) from Table E.2 were used
to produce the Arrhenius plot presented in Figure 6 in the main text. The fit of gR(T) to a
linear function of T is shown in Figure E.9.
The fit in Figure E.9 is applied to produce the Arrhenius plot,   bDG† vs 1=T, for the
activation barrier DG† in Figure 6 in the main text. The Arrhenius plot with a maximum is,
however, not the only possible outcome produced by the model when a negative binding
entropy sR =   ¶gR=¶T is allowed. In the range of temperatures when gR(T)  0, the
two-minimum free energy surface transforms into a one-minimum surface. As is discussed
on the main text, this transformation changes the vertical separation between reactant and
product minima by the configurational term kBT ln[2]. This alteration can be smooth, as is
shown in Figure 6 in the main text, or can be discontinuous. The discontinuous scenario
is shown in Figure E.10, where we used gR(T) from Figure E.9 along with an artificially
modified gR(T) (the dashed line) to produce a lower magnitude of the binding entropy (a
lower temperature slope). As is seen, the dashed line produced with this modified gR(T)
involves a step change of the activation barrier related to the shift in the vertical separation
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Figure E.9: Fit of gR(T) Calculated by Fitting the Free Energy Surfaces Gi(X) At Different
Temperatures to a Linear Function of T:   0:5451 + 0:001754  T=K eV.
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Figure E.10: Activation Free Energy   bDG† For the Reduction and Oxidation Reactions Vs
1=T. The Temperature Variations gR(T), gO(T), and l (T) Are From the Fits of the Results Shown
in Table E.2. The Dashed Line Corresponds to the Oxidation Reaction with a Modified gR(T) =
  0:169 + 0:0006491  T=K eV.
between the free energy minima.
Figure E.11 shows the distribution of the electric field magnitude at the active site (ISC)
and its comparison with the Maxwell distribution (dashed lines). The deviation of the
calculated distribution from the Maxwell is not very substantial for the Red state. The Ox
state is, however, more consistent with the assumption of a non-zero electric field at the
active site. For comparison, we also show the corresponding distribution of the electric
field magnitude at the heme iron of cytochrome c protein.[28] Even higher electric fields,
and significantly higher asymmetry of the distribution, are observed in this latter case.
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Figure E.11: Distribution of the Magnitude of the Electric Field at the ISC of Ferredoxin in
Two Oxidation States. The Dashed Lines Refer to the Corresponding Maxwell Distributions (M)
Based on the Assumption hEi = 0. The Average Field Is hEi ’ 2  107 V/cm.Also Shown Are the
Corresponding Distributions of the Electric Field Magnitude at the Heme Iron of Cytochrome c.[28]
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APPENDIX F
INTERFACIAL STRUCTURAL CROSSOVER AND HYDRATION
THERMODYNAMICS OF CHARGED C60 IN WATER
264
The simulation protocol is explained in section C.1.
F.1 Radial Distribution Dunctions
The calculations of the pair distribution functions (PDFs) are performed on last 50 ns
of simulation trajectories. The PDFs are calculated between the center of fullerene and
oxygens and hydrogens of waters in the simulation box. The results of calculations are
shown in Figs. F.1–F.6. The radial distribution functions for the hydrogen atoms, gH(r),
and for the oxygen atoms, gO(r), were combined to produce the charge density distributions
gq(r) shown in Fig. F.7. Those are calculated from the equation
gq(r) = 2qHgH(r) + qOgO(r); (F.1)
where qH and qO are the partial atomic charges of the hydrogen and oxygen atoms in the
SPC/E water model.
F.2 Dynamics
The analysis of the hydration shell dynamics was performed for Cz60 in charge states
from z = + 1 to   4 and temperatures in the range from 240 to 360 K. The orientational
order parameters of water molecules in the first hydration shell of fullerene are defined as
p‘ (r ) = P‘ (µˆ  rˆ); (F.2)
where µˆ is unit vector of water dipole moment and rˆ is the radial unit vector. The orienta-
tions of two OH bonds for a given configuration of the water can be gained from the angle
c between the plane which contains the radial direction and the water dipole and the plane
of the water molecule.
The dynamics was studied by calculating the time auto-correlation function,
CX(t) = hdX(t)dX(0)i ; (F.3)
where the dynamic variable X(t) represents either the order parameter p1(t) or solute-
solvent (LJ and electrostatic) interaction energies. Such correlation functions were cal-
culated from MD trajectories for six oxidation states of fullerene and were fitted to three
decaying exponents
SX(t) = CX(t)CX(0) =
3
å
n= 1
Ane  t=t n (F.4)
with the normalization
å nAn = 1. Figure F.8 shows the time correlation functions for the
first order parameter p1(t) for z =   4 to 1 at 300 K. The average relaxation times were
obtained according to the relation
ht i =
3
å
n= 1
Ant n: (F.5)
Their dependence on temperature was used in the Arrhenius plot (Fig. F.9) to calculate the
activation energies of relaxation Ea listed in Table 3 in the main text.
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Figure F.1: The Radial Distribution Function, g(r), of C+160 Between Center of Fullerene and
Oxygen (Solid Lines) and Hydrogen (Dash Lines) of Water Molecules for Last 50 Ns of Simulation
Trajectory in Different Temperatures Listed in the Plot.
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Figure F.2: The Radial Distribution Function, g(r), of C060 Between Center of Fullerene and
Oxygen (Solid Lines) and Hydrogen (Dash Lines) of Water Molecules for Last 50 Ns of Simulation
Trajectory in Temperature Range 240-360 K.
F.3 Solvation Thermodynamics
Convergence of the cross-correlation hduE0sdUssi along simulation trajectories for all
charge states (+ 1 to   4) is shown in Fig. F.10. As mentioned in the main text, the electro-
static component of solute-solvent and solvent-solvent interaction energies are calculated
by extrapolating the finite-size simulation results to N ! ¥ . All electrostatic components
listed in Table 1 in the main text (eEss, m
E
0s, e
E
0s, e
E and TsE) are calculated by this approach.
As an example, Fig. F.11 shows the extrapolation of eEssto the infinite-size limit. Figure F.12
shows the electrostatic chemical potential, mE0s, calculated by this approach as a function of
the solute charge z.
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Figure F.3: g(r) of C-160 Between Center of Fullerene and Oxygen (Solid Lines) and Hydrogen
(Dash Lines) of Water Molecules for Simulation Trajectory 60 to 110 Ns in Temperature Range
240-360 K.
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Figure F.4: The Radial Distribution Function, g(r), of C-260 Between Center of Fullerene and
Oxygen (Solid Lines) and Hydrogen (Dash Lines) of Water Molecules for Simulation Trajectory 60
to 110 Ns in Temperature Range 240-360 K.
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Figure F.5: The Radial Distribution Function, g(r), of C-360 Between Center of Fullerene and
Oxygen (Solid Lines) and Hydrogen (Dash Lines) of Water Molecules for Simulation Trajectory 60
to 110 Ns in Temperature Range 240-360 K.
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Figure F.6: The Radial Distribution Function, g(r), of C-460 Between Center of Fullerene and
Oxygen (Solid Lines) and Hydrogen (Dash Lines) of Water Molecules for Simulation Trajectory 60
to 110 Ns in Temperature Range 240-360 K.
F.4 Distributions of Order Parameters and Angle c
The orientational structure of the first hydration layer of water at different temperatures
(240-360 K) and charge states (z= 1 to   4) is characterized by the first-order orientational
parameter (p1), tetrahedral order parameter (Q) and the angle c (see Fig. 1 in the main
text). The average of hp1i was calculated for the first hydration shell. Figure F.13 shows
hp1i as a function of zat all temperatures studied by simulations. Consistent with the PDFs
plots, there is a continuous decrease of hp1i with increasing solute charge, followed by a
sharper drop for charge states z=   3 and   4. This is another manifestation of a structural
crossover at z =   3 and z =   4. The distribution of p1 for C  260 and C  360 at different
temperatures are shown in Fig. F.14.
As explained in the main text, the tetrahedral order parameter is calculated from the
268
5 6 7 8 9 10
r(Å)
−2
−1
0
1
g q
(r)
+1
0
−1
−2
−3
−4
Figure F.7: Distribution of Water Charge, gq(r) (Eq. (F.1)), of Cz60 At 300 K Calculated in the
Box with N = 1200 Water Molecules (Dashed Lines) and with N = 2413 Water Molecules (Solid
Lines). The Fullerene Charge z Is Indicated in the Plot.
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Figure F.8: Time Correlation Functions of the First-Order Parameter p1(t) Calculated From MD
(Points) and Fitted to the Sum of 3 Exponential Functions (lines, Eq. (F.4)) For All Charge States at
300 K.
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Figure F.9: Average Relaxation Times (Eq. (F.5)) For the Electrostatic Interaction Energy in Eq.
(F.3) (Upper Panel) and for the LJ Interaction Energy (Lower Panel) vs 1=T.
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Figure F.10: Convergence of the Cross-Correlation of the Solute-Solvent Electrostatic Energy and
Solvent-Solvent Interaction Energy Calculated as the Running Average Along the 110 Ns Simula-
tion Trajectory at 300 K. This Correlation Is Used to Calculate the Electrostatic Energy of Solvent
Restructuring eEss.
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Figure F.11: eEss Listed in Table 1 in the Main Text Is Calculated as Extrapolating the Finite-Size
Results to N ! ¥ For All Charge States at 300 K.
−4 −3 −2 −1 0 1
z
−20
−15
−10
−5
0
μμ 0
s
Figure F.12: Electrostatic Component of the Solvation Chemical Potential as a Function of the
Solute Charge zat 300 K. The Values Shown by Points in the Plot Are Calculated From Extrapolat-
ing the Finite-Size Results to N ! ¥ . The Simulations Are Carried out in Simulation Boxes with
N = 1200 and N = 2413Water Molecules.
following equation
Q = 1   38
3
å
i= 1
4
å
j= i+ 1
 
cosqi j + 1=3
 2
: (F.6)
where the angle qi j is the angle (i) between a water molecule and its four nearest neighbors
j .
A more detailed information about the orientation of two OH bonds for a given config-
uration of water dipole can be gained from the angel c . As shown in Fig. F.16, the plane
of the water molecule tends to orient toward to the surface of charged Cz60 and release the
dangling OH bond.
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Figure F.13: hp1i In First Hydration Shell of Cz60 As a Function of Charge z at Different Temper-
atures Indicated in the Plot.
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Figure F.14: Distribution of the Order Parameter p1 (Eq. F.2) In the First Hydration Shell of C  260
(top panel) and C  360 (Bottom Panel) at Various Temperatures Indicated in the Plot. In Both Charge
States, the Maximum of P(p1) Corresponds to the Angle of 130  Between the Vector Normal to
the Surface of Cz60 And Water’s Dipole Moment. Notice that the Probability of p1 at the Angle of
130  Is About Twice Higher at z=   3 Compared to z=   2.
272
0.0 0.2 0.4 0.6 0.8 1.0
0.0
0.6
1.2
1.8
2.4
3.0
P(
Q
)
240
260
280
290
300
320
340
360
0.0 0.2 0.4 0.6 0.8 1.0
Q 
0.0
0.5
1.0
1.5
2.0
2.5
P(
Q
)
Figure F.15: Distribution of the Tetrahedral Order Parameter for C060 (Upper Panel) and
C  260 (Lower Panel) at Different Temperatures Listed in the Plot.
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Figure F.16: Distribution of the c Angle of Waters in the First Hydration Layer of C  160 (Top
Panel) and C  260 (Bottom Panel) at Different Temperatures.
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APPENDIX G
EFFECTIVE DIELECTRIC CONSTANT OF WATER AT THE INTERFACE WITH
CHARGED C60 FULLERENES
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G.1 Computational Details
The Computational Details is explained in section C.1.
G.1.1 Simulation protocols
The C-C bond was assigned the force constant (CHARMM format) kb = 305 kcal/mol/A˚2
and the equilibrium bond length of 1.375 A˚. The OPLS atom type CA force field with the
Lennard-Jones parameters eLJ = 0:28 kJ/mol and sLJ = 3:550 A˚ was used for the C60 atoms
in all redox states. Changing z affected only the partial atomic charges. The charge distri-
butions of fullerenes in different charge states were taken from DFT calculations and are
listed in Table G.4. We discuss the solute charges in more detail below, but note that an
alternative charging scheme with the charge z=60 assigned to each carbon atom was im-
plemented as well. We do not find any difference between the two charging schemes in
terms of the structure of interfacial water as is illustrated for z =   1 in Fig. G.1. In the
protocol of the uniform charge distribution z=60, we performed simulations at T = 300 K
with z =   0:25;   0:5;   1:0;   1:5;   1:75;   2:5. Since we applied generic CHARMM22
force-field parameters to all charge states, the equilibrated structures of all fullerenes are
nearly identical, as is illustrated by the distribution of distances to carbon atoms from the
geometric center of the fullerene shown in Fig. G.2. The difference between charge states
z= 0 and z=   4 shown there is insignificant.
All simulations were performed with NAMD 2.9 software program.[198] SPC/E water[181]
was added to the system using the solvate plugin from VMD[460] with some modifica-
tions. The C60 molecules were hydrated with 2413 SPC/E water molecules. The simulation
lengths listed in Table G.1. All fractional charges were simulated for 100 ns.
A similar approach of applying DFT-produced charges to classical MD simulations
of amphiphilic fullerene derivatives in TIP3P water was recently used in Ref. 349. The
parameters used for carbon atoms were eLJ = 0:2763 kJ/mol and sLJ = 3:469 A˚ and the
carbon atoms of the fullerene cage were modeled as uncharged LJ particles, in contrast to
partial atomic charges used in our simulations. Unfortunately, only the radial distribution
functions (RDFs) of substituted fullerenes were presented in Ref. 349. In Fig. G.1.1 we
show the comparison of the solute-oxygen RDFs calculated in this work for neutral C60
with the corresponding RDF for the substituted (PCBM) fullerene from Ref. 349. The
difference between the RDFs can be attributed to different water models (TIP3P vs SPC/E)
and to slightly different LJ parameters for the carbon atoms of C60. We additionally show
in Fig. G.3 the solute-oxygen RDFs for all charge states of Cz60 including the fractional
charge.
For all initial systems, a steepest descent minimization was performed for 5000 steps.
The NPT/NVT simulations applied Langevin temperature and pressure controls with the
following parameters: a damping coefficient of 1 ps, piston period of 200 fs, the piston
decay time of 50 fs, the piston target pressure of 1.01325 bar, and constant temperature
control set to target temperatures (240, 260, 280, 300, 320, 340 and 360 K).
NPT equilibration was followed by 10 ns NVT equilibration for each charge state. The
NVT simulations were performed using the same parameters as the NPT simulations, but
removing the constant pressure controls. Box dimensions (43.10 A˚ 41.81 A˚  42.98 A˚)
taken after a short 10 ns NPT simulation were held constant throughout all subsequent NVT
simulations. NVT simulations, 2 ns each, with the temperature increments or decrements
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Figure G.1: Fullerene-Oxygen (O) and Fullerene-Hydrogen (H) Radial Distribution Functions
Calculated with DFT (Solid Lines) and Uniformly Distributed z=60 (Dashed Lines) Charges.
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Figure G.2: Distribution of Distances of Carbon Atoms of Cz60 To the Geometrical Center of the
Fullerene at z Values Indicated in the Plot. The Lines Are Drawn Through the Points Calculated
From Molecular Dynamics Trajectories.
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Figure G.3: Oxygen-Fullerene Radial Distribution Function (RDF) Calculated in This Study for
Cz60 with Charges zListed in the Plot.
Table G.1: Length of Trajectories for NVT Simulations in All Charge States and Varying
Temperatures (Ns).
T (K) C+ 160 C060 C
  1
60 C
  2
60 C
  3
60 C
  4
60
240 30 110 110 30 110 30
260 30 110 110 30 110 30
280 30 110 110 110 110 110
300 110 110 110 110 110 110
320 30 110 110 110 110 110
340 30 110 110 30 110 30
360 30 110 110 30 110 30
of 1 K, were used for cooling and heating from the initial temperature of 300 K. The time
step of 2.0 fs was adopted for all simulations, and the saving frequency was 200 fs. Long-
range electrostatic interactions were treated with the particle mesh Ewald technique using
a cutoff distance of 18.0 A˚. The VMD software package[460] is used for visualization of
the dynamics and to analyze the trajectories.
G.1.2 Interface susceptibility
The interface susceptibility c0n can be defined as
c0n = ba2hdPndf si ; (G.1)
where dPn is the fluctuating normal projection of the polarization density taken at the di-
viding surface with the radius a and df s is the electrostatic potential of the solvent (water)
taken at the position of the probe charge (the geometric center of the fullerene in our sim-
ulations). The susceptibility c0n(a) is an oscillatory function of a as is illustrated in Fig.
G.4. Therefore, a coarse-graining approach was adopted[67] in which c0n is calculated as
the R-slope of the distance-dependent function c I(R)
c0n = dc I=dR: (G.2)
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Figure G.4: c0n(a) from Eq. (G.1) vs The Radius of the Dividing Surface a for Cz60 with z-values
Indicated in the Plot.
This approach effectively implies varying the radius of the dividing surface a and aver-
aging out the oscillations. The susceptibility c I is obtained from the equation[67]
4pc I(R) =   bhdMr (R)df si ; (G.3)
where f s is the electrostatic potential of the solvent chosen at the solute center. The radial
projection of the dipole moment of the hydration shell Mr (R) was calculated from the
equation
Mr (R) =
å
r j< R
m j  rˆ j ; (G.4)
where the sum runs over all dipoles with coordinates r j (rˆ j = r j /r j ) within the distance R
from the center of the fullerene; m j are the dipole moments of the water molecules.
The radius derivative in Eqs. (G.2) and (G.3) is calculated by taking the the linear slop
with respect to R. This linear slope then yields the interface susceptibility. As is illustrated
in Figs. G.5–G.7, the slope is well defined from the correlation function hdMr (R)df si
calculated for a few molecular layers outside the molecular core of Cz60. The interface
susceptibility c0n defines the interface dielectric constant eint according to relation derived
in the main text
eint   1 =
4pc0n
1   4pc0n
: (G.5)
The values obtained from the slopes of the radial correlation functions and Eq. (G.5) are
listed in Table G.2 for integer charges and different temperatures. As explained in the main
text, eint shows a Curie-type kink as a function of the solute charge. This kink reflects the
structural crossover of the interfacial water releasing dangling OH bonds with increasing
jzj. The fraction of dangling bonds is calculated from the area under the corresponding
peak in the solute-hydrogen RDF (shown in Fig. 6 in the main text). The results of these
calculations, presented in Fig. 7 in the main text, are listed in Table G.3.
G.2 Charge Distribution
The charge distributions for fullerenes in all oxidation states were calculated by two
population analysis methods: Merz-Singh-Kollman (MK)[467] and CHarges from ELec-
trostatic Potentials using a Grid (CHELPG)[468] (Tables G.4 and G.5). The calculated
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Figure G.5:  h dMrdf si vs R for Cz60 for z = + 1 (Upper Panel) and z = 0 (Lower Panel). The
Lines Are Linear Interpolations Through the Simulation Points.
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Figure G.6:  h dMrdf si vs R for Cz60 for z=   1 (Upper Panel) and z=   2 (Lower Panel). The
Lines Are Linear Interpolations Through the Simulation Points.
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Figure G.7:  h dMrdf si vs R for Cz60 for z=   3 (Upper Panel) and z=   4 (Lower Panel). The
Lines Are Linear Interpolations Through the Simulation Points.
Table G.2: Interface Dielectric Constant eint For SPC/E Water in Contact with Cz60.
T (K) C+ 160 C060 C
  1
60 C
  2
60 C
  3
60 C
  4
60
240.0 11.47 10.59 19.81 14.13 11.79
260.0 12.95 12.15 21.14 22.62 13.95 10.5
280.0 13.90 12.8 19.43 20.69 12.66 11.49
300.0 13.5 14.7 19.67 18.50 12.51 10.83
320.0 13.00 14.25 20.47 21.85 12.19 10.46
340.0 13.76 15.12 19.84 16.87 13.17 10.76
360.0 12.92 14.83 19.89 15.78 12.31 10.25
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Table G.3: Fraction of Dangling Bonds in the First Hydration Shell of Cz60.
z nOHs
  1:00 0.0556
  1:50 0.0812
  1:75 0.0952
  2:00 0.1122
  2:50 0.2260
  3:00 0.3954
  4:00 0.4273
charges are not uniformly distributed over the carbon atoms. Since C60 has an icosahedral
symmetry (Ih) and its structure is fairly rigid, one would expect a uniform distribution of
charges. However, geometries and electronic structures of charged C60 studied by DFT
calculations[469], IR spectroscopy,[470] and EPR spectroscopy[435] all show deviations
from Ih symmetry.
Adding extra electrons to the degenerate (3-fold) states of C60 results in Jahn-Teller
distortions. The electronic structures and geometries of C60 anions and cations deviate
from Ih symmetry of the neutral C60. This point is validated by the measured splitting in
the Raman peaks of reduced C60.[471] According to DFT calculations,[469, 472] these
distortions result in change in symmetry of charged C60 from Ih for neutral to D5d for C+ 160
and C  460 , D3d for C
  1
60 , D2h for C
  2
60 and Ci for C
  3
60 . [469]
Changes in molecular symmetry of Cz60 in various charge states result in nonuniform
distributions of partial charges. Since the partial charges calculated by ChelpG method are
quite reasonable, accurate, and more systematic, they were used to produce topology files
for MD simulations.[473] As we separately verified by simulations of uniformly distributed
charges (Fig. G.1), the distinction between uniform and non-uniform distribution of the
solute charge does not affect the structure of interfacial water.
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Table G.4: Atomic Charges of Cz60 in Different Charge States z= + 1; : : : ;   4 Calculated
by ChelpG Method.
Ci +1 0 -1 -2 -3 -4
1 0.020239 0.007413 -0.010179 0.089122 -0.078718 -0.170106
2 0.013233 -0.002965 -0.071796 -0.217126 -0.009499 -0.028600
3 0.007693 0.000292 0.008910 0.034389 0.202880 0.398406
4 0.016779 0.001313 -0.018485 -0.032333 -0.303667 -0.434081
5 0.005810 0.013777 -0.056043 -0.126347 -0.201278 -0.344196
6 0.001118 -0.022883 0.042977 0.038833 0.085595 0.136876
7 0.013691 0.013257 0.003847 -0.031127 -0.142368 -0.088290
8 0.018142 -0.020445 -0.064975 -0.159360 0.047886 -0.044095
9 0.013608 0.006099 0.051606 0.149438 -0.193011 -0.193998
10 0.017001 -0.012092 0.012797 0.058575 -0.023958 0.072180
11 0.016609 -0.015488 0.003129 0.023791 -0.178880 -0.327601
12 0.022505 -0.017887 0.018302 0.001970 0.109324 0.150697
13 0.022336 0.012865 -0.103335 -0.196721 -0.017358 -0.205573
14 0.040111 0.019065 0.033802 0.053850 -0.018168 0.067563
15 0.024206 -0.007460 0.023963 0.097831 0.111083 0.325198
16 0.035842 -0.002418 -0.048932 -0.121364 -0.111180 -0.313464
17 0.014691 0.016913 -0.026872 -0.041650 -0.060148 0.041054
18 0.013888 -0.003813 -0.064747 -0.135431 -0.086185 -0.246860
19 0.011865 -0.016725 -0.037493 -0.123713 -0.032190 -0.042611
20 0.006360 0.041274 -0.081131 -0.181348 0.078260 -0.008250
21 0.012133 -0.038124 0.066266 0.136131 -0.205127 -0.086199
22 0.008059 0.027341 0.022330 0.152371 -0.024097 -0.030710
23 0.033156 -0.008508 -0.073793 -0.286222 -0.098746 -0.256787
24 0.013082 -0.000162 0.029275 0.153163 0.014973 0.099080
25 0.046779 -0.003299 0.083422 0.164683 0.056523 0.340032
26 0.011399 -0.007750 -0.089495 -0.195699 -0.106347 -0.340786
27 0.011021 0.024341 -0.010552 -0.022691 0.007208 0.076485
28 0.005699 -0.039522 -0.012627 -0.026875 -0.195118 -0.258144
29 0.027237 0.019547 -0.027575 -0.012999 -0.032885 0.056391
30 0.013691 0.013291 0.003844 -0.031129 -0.142354 -0.088301
31 0.011865 -0.016745 -0.037491 -0.123713 -0.032202 -0.042603
32 0.013888 -0.003805 -0.064748 -0.135430 -0.086184 -0.246861
33 0.014691 0.016905 -0.026873 -0.041649 -0.060153 0.041055
34 0.001118 -0.022817 0.042974 0.038827 0.085632 0.136842
35 0.013233 -0.002887 -0.071801 -0.217132 -0.009465 -0.028636
36 0.013608 0.006069 0.051608 0.149441 -0.193024 -0.193983
37 0.018142 -0.020457 -0.064974 -0.159360 0.047884 -0.044096
38 0.006360 0.041291 -0.081133 -0.181348 0.078266 -0.008255
39 0.012133 -0.038118 0.066266 0.136131 -0.205125 -0.086204
40 0.008059 0.027341 0.022329 0.152371 -0.024089 -0.030710
41 0.013082 -0.000142 0.029274 0.153160 0.014990 0.099069
42 0.046779 -0.003341 0.083424 0.164687 0.056503 0.340051
43 0.011399 -0.007692 -0.089499 -0.195703 -0.106323 -0.340818
44 0.035842 -0.002472 -0.048928 -0.121360 -0.111205 -0.313432
45 0.024206 -0.007378 0.023957 0.097826 0.111129 0.325151
46 0.005810 0.013685 -0.056037 -0.126340 -0.201331 -0.344147
47 0.016779 0.001401 -0.018491 -0.032340 -0.303617 -0.434125
48 0.007693 0.000208 0.008915 0.034395 0.202840 0.398445
49 0.017001 -0.012072 0.012796 0.058573 -0.023949 0.072174
50 -0.004293 0.016001 -0.102593 -0.243139 -0.094821 -0.343594
51 0.016609 -0.015434 0.003125 0.023787 -0.178854 -0.327625
52 0.027237 0.019536 -0.027574 -0.012998 -0.032894 0.056396
53 0.022505 -0.017931 0.018304 0.001973 0.109298 0.150721
54 0.022336 0.012912 -0.103337 -0.196724 -0.017331 -0.205597
55 0.040111 0.018990 0.033807 0.053855 -0.018209 0.067602
56 0.005699 -0.039472 -0.012630 -0.026878 -0.195095 -0.258169
57 0.011021 0.024298 -0.010549 -0.022688 0.007190 0.076510
58 0.033156 -0.008515 -0.073792 -0.286220 -0.098760 -0.256782
59 -0.004293 0.016050 -0.102596 -0.243143 -0.094799 -0.343613
60 0.020239 0.007344 -0.010175 0.089127 -0.078750 -0.170076
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Table G.5: Atomic Charges of Cz60 In Different Charge States z = + 1; : : : ;   4Calculated
by MK Method.
Ci +1 0   1   2   3   4
1 -0.000664 0.014161 -0.030263 0.044673 -0.312584 -0.306953
2 -0.000898 -0.019179 -0.103916 -0.253274 0.048724 -0.049045
3 0.034616 -0.019172 0.025858 0.029710 0.422795 0.573015
4 -0.006779 -0.001198 -0.008980 0.011343 -0.519080 -0.533599
5 -0.006452 0.034473 -0.134956 -0.288578 -0.225427 -0.606727
6 0.034660 -0.029293 0.093915 0.144673 0.171607 0.333993
7 0.038623 0.016090 0.032164 0.001459 0.047910 -0.027470
8 -0.021867 -0.015781 -0.117428 -0.195760 -0.115907 -0.159164
9 0.038827 0.028194 0.095029 0.198213 -0.197161 -0.180320
10 0.016501 0.010750 0.032430 0.134636 0.018623 0.130262
11 -0.018407 0.031324 -0.028234 0.025415 -0.307856 -0.416695
12 0.057011 0.002395 0.066310 0.087910 0.387894 0.377746
13 0.010955 -0.011844 -0.117123 -0.274876 -0.097584 -0.294541
14 0.011319 0.030754 -0.036925 -0.013556 -0.104302 -0.010027
15 0.056076 -0.024690 0.151886 0.298716 0.273474 0.680379
16 0.021475 -0.002534 -0.107547 -0.252634 -0.218953 -0.538976
17 -0.018619 0.017900 -0.065873 -0.052537 -0.030275 0.039333
18 0.026505 0.011812 -0.022655 -0.164104 -0.253591 -0.289936
19 0.016744 -0.012199 -0.056105 -0.101317 0.161076 0.013836
20 0.023711 -0.027367 -0.118160 -0.347737 0.033272 0.066856
21 0.020771 -0.005990 0.125518 0.334851 -0.172609 -0.075164
22 -0.027415 0.005929 0.010356 0.109422 -0.204619 -0.045238
23 0.073801 0.023241 -0.063189 -0.312219 -0.029566 -0.256087
24 0.011221 -0.037348 0.045173 0.229973 0.109681 0.173508
25 0.027746 0.035145 0.062243 0.168460 0.171244 0.415684
26 0.039282 -0.006434 -0.062094 -0.161705 -0.180056 -0.348967
27 0.004207 0.018197 -0.013933 -0.043448 0.094103 0.164304
28 0.027502 -0.035425 0.021094 0.042782 -0.105868 -0.305543
29 0.020949 -0.030731 -0.050326 -0.069223 -0.165468 -0.058961
30 0.006399 0.023264 -0.013185 -0.037096 0.014090 -0.054327
31 0.005289 -0.015790 -0.077634 -0.145619 0.071774 -0.084865
32 0.001293 0.001083 -0.050608 -0.157119 -0.222070 -0.230328
33 0.031412 0.021814 0.000290 -0.007317 0.001612 0.023818
34 -0.006530 0.011260 0.028446 0.057453 0.092532 0.218892
35 0.024698 -0.031776 -0.065702 -0.208929 0.103441 -0.003557
36 0.006168 0.050801 0.049381 0.148466 -0.204221 -0.187024
37 0.043215 -0.062292 -0.038924 -0.123625 -0.043417 -0.070312
38 -0.018848 0.057483 -0.127878 -0.291782 0.010398 0.033698
39 0.027116 -0.019065 0.096642 0.244371 -0.155389 -0.105741
40 0.004923 -0.005435 0.046421 0.144997 -0.150715 -0.004428
41 0.029568 -0.013621 0.034650 0.139215 0.060173 0.072921
42 0.009294 -0.008315 0.072393 0.267391 0.228719 0.522012
43 0.075151 0.051699 -0.035573 -0.214044 -0.247048 -0.504048
44 -0.010737 -0.049612 -0.130706 -0.205296 -0.165840 -0.341289
45 0.054691 0.058690 0.098398 0.165340 0.181552 0.381160
46 0.006895 -0.032614 -0.094458 -0.201977 -0.182283 -0.442034
47 0.006507 0.003636 -0.003988 -0.003152 -0.453684 -0.548557
48 -0.006558 0.009324 -0.025877 -0.022905 0.317948 0.523661
49 0.005453 -0.027291 -0.004952 0.063297 -0.052071 0.008268
50 0.001790 -0.017781 -0.090317 -0.271509 -0.202413 -0.375324
51 0.031664 0.022666 0.033582 0.060235 -0.221256 -0.381934
52 -0.010998 -0.028905 -0.088145 -0.080614 -0.165531 -0.048083
53 0.055445 0.002718 0.061853 0.096520 0.269424 0.341065
54 0.015909 0.020067 -0.131816 -0.336251 -0.001823 -0.333607
55 0.016087 -0.051745 0.008787 0.088305 -0.079308 0.208180
56 0.021201 0.052930 0.031593 0.067462 -0.105556 -0.391165
57 -0.028126 -0.053791 -0.063468 -0.079192 0.087319 0.186692
58 0.038219 0.035974 -0.082229 -0.274064 -0.043179 -0.225495
59 0.027199 -0.014741 -0.076598 -0.315518 -0.182125 -0.407169
60 0.024807 0.008187 0.015351 0.101690 -0.260554 -0.246585
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