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A Homogenization Technique for Obtaining
Generalized Sheet Transition Conditions (GSTCs)
for a Metafilm Embedded in a Magneto-Dielectric
Interface
Christopher L. Holloway, Fellow, IEEE, Edward F. Kuester, Fellow, IEEE
Abstract—Using the multiple-scale homogenization method,
we derive generalized sheet transition conditions (GSTCs) for
electromagnetic fields at the surface of a metafilm. The scatterers
that compose the metafilm are of arbitrary shape and are
embedded between two different magneto-dielectric media. The
parameters in these boundary conditions are interpreted as
effective electric and magnetic surface susceptibilities, which
themselves are related to the geometry of the scatterers that
constitute the metafilm.
Keywords: boundary conditions, generalized sheet tran-
sition conditions (GSTC), homogenization, interface condi-
tions, magneto-dielectric, metafilms, metamaterials, metasur-
faces, multiple-scale techniques
I. INTRODUCTION
In this paper, we consider the interaction of electromagnetic
waves with a two-dimensional periodic array of arbitrarily
shaped scatterers partially embedded between two different
magneto-dielectric media, as shown in Fig. 1. This type of
surface has been given the name metafilm [1], by which
we specifically mean a surface distribution of separated elec-
trically small scatterers. As far as macroscopic fields are
concerned, the metafilm acts as an infinitesimal sheet—one
that causes a phase shift and/or a change in amplitude in
the fields interacting with it. Scattering by such sheets is
best characterized by generalized sheet-transition conditions
if computationally expensive numerical modeling is to be
avoided [1].
There is currently a great deal of attention being focused
on electromagnetic metamaterials [2]-[8]—novel synthetic ma-
terials engineered to achieve unique properties not normally
found in nature. Those unique properties promise a wide
range of potential applications in the electromagnetic (EM)
frequency ranges from RF to optical frequencies. Metama-
terials are often engineered by arranging a set of scatterers
throughout a region of space in a specific pattern so as to
achieve some desirable bulk behavior of the material. This
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Fig. 1. Illustration of a metafilm consisting of arbitrarily shaped scatterers
placed on the x− z plane.
concept can be extended by judiciously placing scatterers in
a two-dimensional pattern at a surface or interface. Such a
surface version of a metamaterial has been given the name
metasurface, and includes metafilms and metascreens as spe-
cial cases [9], [10]. Metasurfaces have also been referred to
in the literature as single-layer metamaterials.
The simplicity and relative ease of fabrication of metasur-
faces makes them attractive alternatives to three-dimensional
(3D) metamaterials; in many applications metasurfaces can
be used in place of metamaterials. Metasurfaces have the
advantage of taking up less physical space than do full 3D
metamaterial structures; as a consequence they can also offer
the possibility of lower losses. The application of metasurfaces
at frequencies from microwave to optical has attracted great
interest in recent years [9], [10].
We will call any periodic two-dimensional structure whose
thickness and periodicity are small compared to a wavelength
in the surrounding media a metasurface. The distinction be-
tween a metasurface and a frequency-selective surface (FSS)
is discussed in detail in [9]. Within this general designation,
we can identify two important subclasses [11]. Metasurfaces
that have a “cermet” topology, which refers to an array of
isolated (non-touching) scatterers are called metafilms, a term
coined in [1] for such surfaces. Metasurfaces with a “fishnet”
structure are called metascreens [9]. These are characterized
by periodically spaced apertures in an otherwise relatively
impenetrable surface. Other kinds of metasurfaces exist that
lie somewhere between these two extremes. For example, a
grating of parallel conducting wires behaves like a metafilm
to electric fields perpendicular to the wire axes, but like a
metascreen for electric fields parallel to the wire axes [12]. In
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this paper we will limit ourselves to metafilms. It is important
to note that the individual scatterers constituting the metafilm
are not necessarily of zero thickness (or even small compared
to the lattice constants); they may be of arbitrary shape, and
their dimensions are required to be small only in comparison to
a wavelength in the surrounding medium, a fortiori because
the lattice constant has been assumed small compared to a
wavelength.
Like that of a metamaterial, the behavior of a metafilm
can be understood in terms of the electric and magnetic
polarizabilities of its constituent scatterers. The traditional and
most convenient method by which to model metamaterials is
with effective-medium theory, using the bulk electromagnetic
parameters µeff and ǫeff . Attempts to use a similar bulk-
parameter model for metasurfaces have been less successful.
Detailed discussions of this point are given in [13] and [14],
where it is shown that the surface susceptibilities of a metafilm
are the properties that uniquely characterize a metafilm, and as
such serve as its most appropriate descriptive parameters. As
a result, scattering by a metafilm is best characterized by gen-
eralized sheet-transition conditions (GSTCs) [1], in contrast to
the effective-medium description used for a metamaterial. The
coefficients appearing in the GSTCs for any given metafilm
are all that are required to model its macroscopic interaction
with an electromagnetic field. The GSTCs allow this surface
distribution of scatterers to be replaced with a boundary
condition that is applied across an infinitely thin equivalent
surface (hence the name metafilm), as indicated in Fig. 2. The
size, shape and spacing of the scatterers are incorporated into
this boundary condition through the polarizability densities of
the scatterers on the interface. It was shown in [1] that the
GSTCs relating the electromagnetic fields on both sides of
the metafilm shown in Fig. 1 and Fig. 2 are (under certain
conditions, to be discussed below):
ay × E|0
+
y=0− = −jωµχ
↔
MS · Ht,av|y=0
−ay ×∇t [χyyESEy,av]y=0
ay ×H|0
+
y=0− = jωǫχ
↔
ES · Et,av|y=0
−ay ×∇t [χyyMSHy,av]y=0
, (1)
where a time dependence ejωt has been assumed. The left
sides of these expressions represent the jump (or difference)
in the tangential components of the fields on the two sides of
the metafilm (at y = 0), and the subscript “av” represents the
average of the field on either side of the metafilm, i. e.:
Eav =
1
2
[
E|y=0+ + E|y=0−
]
, (2)
and similarly for the H-field. The subscript t refers to com-
ponents transverse to y, and ay denotes the unit vector in the
y-direction. The parameters χ↔ES and χ
↔
MS are the dyadic
surface electric and magnetic susceptibilities, which have
units of meters and are related to the electric and magnetic
polarizability densities of the scatterers per unit area. These
dyadics vanish when the scatterers are absent, in which case
the above boundary conditions reduce to the ordinary condition
of continuity of the tangential components of E and H. The
specific type of metafilm analyzed in [1] considered only the
(a)
(b)
Fig. 2. (a) Metafilm; (b) reference plane at which the GSTCs are applied.
case where the scatterers and lattice have sufficient symmetry
such that the surface susceptibility dyadics are diagonal:
χ
↔
ES = χ
xx
ESaxax + χ
yy
ESayay + χ
zz
ESazaz
χ
↔
MS = χ
xx
MSaxax + χ
yy
MSayay + χ
zz
MSazaz
. (3)
While this assumption is appropriate for a wide range
of metafilms, more general GSTCs for the case of non-
symmetric, bi-isotropic, and bi-anisotropic surface suscepti-
bility dyadics are possible.
The surface susceptibility dyadics that appear in the GSTCs
are uniquely defined (unlike the thickness and µeff and the
parameters ǫeff that appear when a bulk effective parameter
model of a metafilm is attempted). Furthermore, the fields
appearing in the GSTCs are “macroscopic” fields, in the sense
that they exhibit no variations on a length scale comparable
to scatterer dimensions or spacing, but only on larger scales
such as the wavelength in the surrounding medium.
Note that in this paper, we refer to the parameters in (1) as
“surface susceptibilities” (as discussed in [9], [11]-[14]) and
use neither the term “effective surface polarizability densities”
nor the notations α↔ES and α
↔
MS for them, as was done in
[1]. This change in terminology was made in order to be
less cumbersome and to be consistent with other work [15]-
[17]. When comparing (1) with the GSTCs given in [1], it
should be noted that χMS corresponds to −α↔MS , the minus
sign originating from the definition of magnetic polarizability
used in [1]. We should also emphasize that the GSTCs of (1)
are appropriate only for metafilms. Metasurfaces with other
structures will require a different form of the GSTCs (see [9]
and [12]).
The GSTCs derived in [1] and given in (1) are limited in
three ways. First of all, the derivation in [1] assumed that the
scatterers were in infinite free space, while in the analysis to
be carried out in this paper, the scatterers can be embedded in
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the interface between two different magneto-dielectric media.
Second, the derivation in [1] assumes only dipole interactions
between the scatterers. In doing so, Clausius-Mossotti type
models were derived for the surface susceptibilities, assuming
that the scatterers are not “too” closely spaced. That assump-
tion will break down if the scatterers become tightly packed.
Finally, the derivation in [1] assumes that only diagonal terms
appear in the surface susceptibility dyadics as in (3). For
arbitrarily shaped and/or coated scatterers, we could expect
off-diagonal terms to appear in these dyadics. In fact, without
giving a formal proof, the authors of [18] conjectured that
off-diagonal terms should be present in general. In fact, it has
been shown that off-diagonal terms are present in the GSTCs
derived for an arbitrarily-shaped coated wire-grating [12], a
similar though related structure.
In this paper, we present a systematic approach based on the
technique of multiple-scale homogenization in order to fully
characterize the field interaction at the surface of a metafilm
shown in Fig. 1. By this derivation, we will overcome the
three limitations of the work in [1] noted above. This method
will be used to derive GSTCs: equivalent (or “averaged”)
boundary conditions for the metafilm. Due to the geometry of
the metafilm, the fields at the interface have both a behavior
localized near the scatterers and a global (or average) behavior.
The localized field behavior varies on a length scale of the
order of the spacing of the scatterers, while the global field
behavior varies on a scale of the order of a wavelength. The
local field behavior can be separated from that of the average
field (through multiple-scale homogenization [12], [19]-[26]),
representing the field as a product of two functions, one
carrying the fine structure and the other the global behavior. A
consequence of our analysis is a set of GSTCs for the average
or macroscopic field. Hence, the electromagnetic scattering
from a metafilm can be approximated by applying the GSTCs
at the interface between the two different homogeneous media
on either side of the metafilm, as indicated in Figure 2.
These GSTCs, along with Maxwell’s equations, are all that is
needed to determine macroscopic scattering, transmission, and
reflection from the metafilm. If the scale at which information
about the field is needed is significantly larger than the
fine scale of the system under study, we can discard the
information about microscopic field variation, and use only
the macroscopic variation of the field (to which only the
equivalent boundary condition will apply). If desired, however,
the local field behavior can later be reconstructed from the
effective fields and associated boundary conditions. In this
paper we will show that the homogenization-based derivation
results in GSTCs of the same form as those obtained from the
dipole interaction model [1], but are not limited to sparsely
spaced scatterers and contain off-diagonal terms for the surface
susceptibilities in the case of arbitrarily shaped scatterers.
We note that multiple-scale homogenization has recently been
used to analyze some aspects of the electromagnetic problem
for thin periodic arrays and layers [27], [28], but these authors
have not obtained GSTCs, which is the goal of the present
paper.
The paper is organized as follows: After the introduction,
Section II lays out the framework of the homogenization
technique; we formulate the problem and present the asymp-
totic expansion of the solution and the boundary conditions
that must be satisfied for each term of the expansion. In
Section III-A the lowest-order terms of the asymptotic ex-
pansion are obtained, and in Section III-B we solve for the
first-order terms in the expansion, from which we derive the
GSTCs for the metafilm. Section IV compares results of this
paper to those obtained from a Clausius-Mossotti type model.
Section V summarizes the results obtained in the paper, while
some details of the derivations are presented in the appendices.
II. FORMULATION AND ASYMPTOTIC EXPANSIONS
The derivation of the GSTCs is largely analogous to the
analysis used in [12], [24]-[26], and we will omit some
details when they can be found in these earlier works. This
section is divided into several subsections, each covering
different aspects of the derivation. The first subsection involves
expanding the fields in powers of k0p [where p is the period of
the array, k0 = ω
√
µ0ǫ0 is the free-space wavenumber and ω is
the angular frequency corresponding to an assumed exp(jωt)
time dependence] and determining boundary conditions for the
various field components. Solution of these boundary-value
problems will eventually lead to the GSTCs for the effective
fields.
A. Asymptotic Expansion of Maxwell’s Equations
Assume that an electromagnetic field is incident onto the
array of scatterers as shown in Figs. 1 and 2. For generality, we
have assumed that the two media on either side of the metafilm
are homogeneous and have different dielectric and magnetic
constitutive parameters. In this analysis, we also assume that
the scatterers are perfect electric conductors (PEC). However,
if we assume that the scatterers are composed of more general
materials (i. e., magneto-dielectric scatterers with either large
or small material contrasts), the GSTCs will have the same
form and differ only in the specific values of the electric and
magnetic surface susceptibilities of the metafilm. In fact, it
can be shown that the surface susceptibilities for more general
scatterers can exhibit bi-anisotropic properties. By assuming
PEC scatterers, we can more easily lay out the essential
features of the analysis without the additional encumbrances
that could obscure its understanding.
Since the period p of the array is assumed to be small, there
are two spatial length scales, one (the free-space wavelength
λ0) corresponding to the source or incident wave, and the
other (p) corresponding to the microstructure of the periodic
array of scatterers. The fields will exhibit a multiple-scale
type variation that is associated with the microscopic and
macroscopic structures of the problem. As in [12], [24]-[26],
Maxwell’s equations are written as:
∇×E(A,B)T = −jωB(A,B) T : ∇×H(A,B)T = jωD(A,B)T
(4)
where
D
(A,B)T = ǫ0ǫrE
(A,B)T : B(A,B)T = µ0µrH
(A,B)T ,
(5)
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where T indicates the total fields (that contain both the
localized and global behaviors), µr is the relative permeability
and ǫr is the relative permittivity at a given observation point.
The superscripts A and B denote the regions above and below
the plane of the metafilm, respectively.
Continuing as in [24]-[26], a multiple-scale representation
for the fields in both regions is used:
E
T (r, ξ) = ET (
rˆ
k0
, ξ) , (6)
and similarly for the other fields. Here
r = xax + yay + zaz (7)
is the slow spatial variable, rˆ is a dimensionless slow variable
given by [25]
rˆ = k0r , (8)
and ξ is a scaled dimensionless variable referred to as the fast
variable and defined as
ξ =
r
p
= ax
x
p
+ ay
y
p
+ az
z
p
= axξx + ayξy + azξz , (9)
where p is the period of the scatterers composing the metafilm,
which is assumed to be small compared to all other macro-
scopic lengths in the problem. The slow variable rˆ changes
significantly over distances on the order of a wavelength, while
the fast variable shows changes over much smaller distances
comparable to p.
Microscopic variations of the fields in regions A and B with
ξ should be expected close to the array, but once away from the
array this behavior should die out. This suggests a boundary-
layer field representation for the localized terms. The total
fields can thus be expressed in a form making this boundary-
layer effect explicit, as follows:
E
T = E(rˆ) + e(rˆ, ξ) , (10)
and similarly for HT . If necessary, we will add a superscript
A or B to a field to emphasize that it is to be evaluated
in y > 0 or y < 0 respectively. The fields E and H are
“non-boundary-layer” fields, to be referred to henceforth as
the effective fields. The fields e and h are the boundary-layer
terms; due to the periodic nature of the array of scatterers,
these fields are assumed to be periodic in ξx and ξz with
period 1, but to decay exponentially in ξy:
e and h = O(e−(const)|ξy|) as |ξy | → ∞ . (11)
Note that the boundary-layer terms are functions of both the
fast and slow variables. Following similar arguments as in [25],
the boundary-layer fields are seen to be functions of only five
variables: the slow variables (xˆ, zˆ) at the interface that we
will represent succinctly by the tangential position vector rˆo =
axxˆ+ az zˆ ≡ k0ro, and ξ:
e(rˆo, ξ) . (12)
To perform the multiple-scale analysis, the del operator
must be expressed in terms of the scaled variables and can
be represented as [25]
∇ → k0∇rˆ + 1
p
∇ξ , (13)
where
∇rˆ = ax ∂
∂xˆ
+ ay
∂
∂yˆ
+ az
∂
∂zˆ
(14)
and
∇ξ = ax ∂
∂ξx
+ ay
∂
∂ξy
+ az
∂
∂ξz
. (15)
With the del operator defined in this manner, Maxwell’s
equations become
∇rˆ ×E+∇rˆ × e+ 1ν∇ξ × e = −jc (B+ b)
∇rˆ ×H+∇rˆ × h+ 1ν∇ξ × h = jc (D+ d) ,
(16)
where ν is a small dimensionless parameter defined by
ν = k0 p ,
and c is the speed of light in vacuo.
We now turn our attention to the relative permeability (µr)
and relative permittivity (ǫr) of the two media, which are given
by
ǫr =
{
ǫA (y > 0)
ǫB (y < 0)
}
: µr =
{
µA (y > 0)
µB (y < 0)
}
, (17)
where ǫA,B and µA,B are the background relative permittivity
and permeability of the upper and lower regions A and B,
respectively. Note that as defined here they may be discon-
tinuous across the plane ξy = 0 (i. e., y = 0). The reference
plane y = 0 is the dividing line between the two values of
background constitutive parameters. It can be chosen to be
any convenient position in the boundary-layer, even above
or below the metafilm. For simplicity, we will assume that
the y = 0 plane cuts the scatterers composing the metafilm
into two parts, see Fig. 3. A different reference plane location
would cause a change in the eventual GSTC obtained, which in
turn would result in a phase shift of reflection and transmission
coefficients determined from it. This point is discussed in more
detail in [25], [29], and [30]. With this description of the
material properties, the constitutive equations (5) become
D = ǫ0ǫrE : B = µ0µrH ,
d = ǫ0ǫre : b = µ0µrh .
(18)
Now, the boundary-layer terms of (16) vanish by (11) as
|ξy| → ∞. Thus, the fields away from the metafilm obey the
following macroscopic Maxwell equations:
∇rˆ ×E = −jcB
∇rˆ ×H = jcD
. (19)
But since the effective fields are independent of ξ, equation
(19) must be true for all rˆ, including up to the plane of the
metafilm. Removing the terms of (19) from equation (16), we
get:
∇rˆ × e+ 1ν∇ξ × e = −jcb
∇rˆ × h+ 1ν∇ξ × h = jcd .
(20)
In our study, we are interested in the case when the period is
small compared to a wavelength, which corresponds to ν ≪ 1.
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Thus, it is useful to expand the fields in powers of the small
dimensionless parameter ν, i. e.,
E ∼ E0(r) + νE1(r) +O(ν2)
e ∼ e0(ro, ξ) + νe1(ro, ξ) +O(ν2)
(21)
and similarly for H, h and so forth. The lowest-order terms
(E0, H0, etc.) include any incident field which may be present
as well as the zeroth-order scattered field.
Let us now substitute (21) into (19) and group like powers of
ν. We find that each order of effective fields Em and Hm (m =
0, 1, . . .) satisfies the macroscopic Maxwell’s equations (19).
Similarly, substituting (21) into (18), and grouping like powers
of ν we obtain the sequence of relations:
ν0 : b0 = µ0µrh
0 and d0 = ǫ0ǫre
0 (22)
ν1 : b1 = µ0µrh
1 and d1 = ǫ0ǫre
1 (23)
and so on. Furthermore, the different orders of the boundary-
layer fields satisfy the following sets of equations; for order
ν−1:
∇ξ × e0 = 0 (24a)
∇ξ × h0 = 0 (24b)
while for order νm (m = 0, 1, . . .):
∇ξ × em+1 = −jcbm −∇rˆ × em (25a)
∇ξ × hm+1 = jcdm −∇rˆ × hm (25b)
We can understand (25) to hold also for m = −1 if we put
e
−1 = 0 and h−1 = 0. By taking the fast divergence ∇ξ· of
(25) and using some standard vector identities, we have
∇ξ · bm+1 = −∇rˆ · bm and ∇ξ · dm+1 = −∇rˆ · dm
(26)
and specifically
∇ξ · b0 = 0 and ∇ξ · d0 = 0 . (27)
which, along with (25), serve to complete the determination
of the higher-order boundary-layer fields. Equations (24) and
(27) show that e0 and h0 are static fields that are periodic in
ξx and ξz , and decay exponentially as |ξy| → ∞.
From this multiple-scale representation of the fields it is
seen that the effective fields are governed by the macroscopic
Maxwell’s equations (19), as expected. On the other hand, the
boundary-layer fields are governed by the static field equations
(24) and (27) at zeroth order, and by (25) and (26) at first order.
In order to complete the mathematical definition of the
problem, boundary conditions must be specified. When this
is done, the effective fields on the metafilm reference plane
can be related to the boundary-layer fields at the metafilm
interface. In Section III-B, it will be shown that to first order,
the boundary conditions for the effective fields depend only on
the zeroth-order boundary-layer fields. Once the zeroth-order
boundary-layer fields are determined [governed by equations
(24) and (27)], the desired first-order boundary conditions for
the effective fields can be obtained.
∂As
Sp
an
an
an
an
an
an
an
an
an
∂Bs
∂B
2
∂B1
∂B∞
x
y
∂Bg
Region B
(VB)
p
Region A
(VA)
∂Ag
ξy = 0
∂A2
∂A1
∂A∞
an
ξx = 0 ξx = 1
Fig. 3. Cross-section of the period cell at a plane ξz = constant.
B. Boundary Conditions at the Interface and on the Scatterers
The boundary conditions for the fields on the metafilm will
now be applied. Before this is done, we will first define the
surfaces and boundaries that will be needed in the analysis.
In what follows, various integrations will be performed over
portions of the periodic unit-cell shown in Figs. 3 and 4. Re-
gions VA and VB are the portions of the unit cell lying outside
the scatterer surface Ss, in ξy > 0 or ξy < 0 respectively. The
interior of the scatterer is denoted by Vs, which is divided
into the portions VsA and VsB lying above and below ξy = 0,
respectively. The entire volume of the period cell exterior to
the scatterer will be denoted as V = VA∪VB . The boundaries
of these regions are denoted by ∂A and ∂B, respectively, with
the unit normal vector an always taken “into” region VA or
VB; in particular,
an|∂Ag = −an|∂Bg = ay (28)
in the gap portion of the plane ξy = 0, denoted by ∂Ag or
∂Bg. The other portions of ∂A and ∂B are: the portions ∂As
and ∂Bs of the boundary Ss of the PEC scatterer that lie in
VA or VB respectively (Fig. 3); hence Ss = ∂As ∪ ∂Bs. Our
convention for an means that it is always directed outward
from Ss. The remaining portions of ∂A and ∂B are the
sidewalls of the period cell:
S1 = ∂A1 ∪ ∂B1, S2 = ∂A2 ∪ ∂B2,
S3 = ∂A3 ∪ ∂B3, S4 = ∂A4 ∪ ∂B4, (29)
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Fig. 4. Three-dimensional view of the period cell.
where
∂A1 : (ξx = 0, ξy > 0 and 0 < ξz < 1)
∂A2 : (ξx = 1, ξy > 0 and 0 < ξz < 1)
∂A3 : (0 < ξx < 1, ξy > 0 and ξz = 0)
∂A4 : (0 < ξx < 1, ξy > 0 and ξz = 1)
∂B1 : (ξx = 0, ξy < 0 and 0 < ξz < 1)
∂B2 : (ξx = 1, ξy < 0 and 0 < ξz < 1)
∂B3 : (0 < ξx < 1, ξy < 0 and ξz = 0)
∂B4 : (0 < ξx < 1, ξy < 0 and ξz = 1)
Various boundary conditions hold on the different portions
of the boundaries of these regions. The boundary-layer fields
e
m and hm must decay exponentially to zero on ∂A∞
(corresponding to the boundary where ξy →∞), and on ∂B∞
(where ξy → −∞). They must also be periodic in ξx and ξz .
On the remaining parts of the boundary, let us consider the
E field first. In the gap ∂Ag or ∂Bg the total tangential field
is continuous, while on the surface of the scatterers the total
tangential E-field is zero:
an ×EA, T
∣∣
∂Ag
= − an ×EB, T
∣∣
∂Bg
, (30)
and
an ×EA, T
∣∣
∂As
= an ×EB, T
∣∣
∂Bs
≡ 0 . (31)
We can evaluate the effective fields appearing in the expression
for the fields on the scatterers by extrapolation relative to the
reference plane y = 0 (Fig. 3) using a Taylor series in y. Any
function of the slow variables only can thus be expanded in
the boundary layer as:
f(r) = f(x, 0, z) + νξy
∂f(x, y, z)
∂yˆ
∣∣∣∣
y=0
+O(ν2) , (32)
where yˆ = k0y = νξy was used. Using expansions (32) and
(21), equation (31) can be expanded up to terms of order ν
to give the boundary conditions for the tangential E-field on
∂As as
ν0 : an × eA0
∣∣
∂As
= −an ×EA0(ro) (33)
ν1 : an × eA1
∣∣
∂As
= −ξyan×
[
∂
∂yˆ
E
A0
]
y=0
−an×EA1(ro).
(34)
and so on. Likewise, on ∂Bs we have
ν0 : an × eB0
∣∣
∂Bs
= −an × EB0(ro) (35)
ν1 : an × eB1
∣∣
∂Bs
= −ξyan×
[
∂
∂yˆ
E
B0
]
y=0
−an×EB1(ro) ,
(36)
Using (21) and (30), in the gap [denoted by (∂Ag/∂Bg)] we
have
ay×
[
e
Am − eBm]
∂Ag/∂Bg
= −ay×
[
E
Am(ro)−EBm(ro)
]
(37)
where m = 0, 1, . . . denotes the order of the field in expansion
(21). The continuity of the total tangential H in the gap gives
ay×
[
h
Am − hBm]
∂Ag/∂Bg
= −ay×
[
H
Am(ro)−HBm(ro)
]
.
(38)
Static problems require boundary conditions on both tangen-
tial and normal field components to ensure uniqueness (except
when unknown surface charges and current are involved).
Thus, in the gaps we must also impose that the normal
component of the total D-field is continuous:
an ·DA, T
∣∣
∂Ag
= − an ·DB, T
∣∣
∂Bg
, (39)
from which we get
ay ·
[
d
Am − dBm]∣∣
∂Ag/∂Bg
= −ay·
[
D
Am(ro)−DBm(ro)
]
.
(40)
Likewise, the normal component of the total B-field on the
scatterers is zero, and across the gaps between the PEC
scatterers it is continuous; in the gap we have
ay ·BA, T
∣∣
∂Ag
= − ay ·BB, T
∣∣
∂Bg
, (41)
while on the scatterers
an ·BA, T
∣∣
∂As
= an ·BB, T
∣∣
∂Bs
≡ 0 . (42)
On ∂As, this gives
ν0 : an · bA0
∣∣
∂As
= −an ·BA0(ro) (43)
ν1 : an · bA1
∣∣
∂As
= −ξyan ·
[
∂
∂yˆ
B
A0
]
y=0
− an ·BA1(ro) .
(44)
and on ∂Bs we have
ν0 : an · bB0
∣∣
∂Bs
= −an ·BB0(ro) (45)
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ν1 : an · bB1
∣∣
∂Bs
= −ξyan ·
[
∂
∂yˆ
B
B0
]
y=0
− an ·BB1(ro) ,
(46)
while in the gap we have
ay ·
[
b
Am − bBm]∣∣
∂Ag/∂Bg
= −ay·
[
B
Am(ro)−BBm(ro)
]
.
(47)
C. Continuity Conditions on the Zeroth-Order Effective Fields
at the Reference Surface
The solvability constraints obtained in Appendix B can be
used to obtain continuity conditions on the macroscopic fields.
Using (96) and (24a) we have the first of the desired boundary
conditions for the zeroth-order electric field:
ay ×
[
E
A0(ro)−EB0(ro)
]
= 0 . (48)
In a similar way, from (108) and (24b) we get:
ay ×
[
H
A0(ro)−HB0(ro)
]
= 0 . (49)
From the solvability conditions (103) and (97) together with
(27), we obtain the continuity of the normal components of
B
0 and D0 at y = 0:
ay ·
[
D
A0(ro)−DB0(ro)
]
= 0 . (50)
ay ·
[
B
A0(ro)−BB0(ro)
]
= 0 (51)
To zeroth order, the tangential components of the effective
E and H-fields and the normal components of D and B are
continuous across the metafilm, just as they are at an ordinary
material interface in the absence of surface current and charge
densities.
III. DERIVATION OF THE GSTCS
In this section, we will derive generalized transfer-type
boundary conditions for the effective fields at the reference
surface y = 0 as defined in Fig. 2. The derivation will be
based on some integral identities derived in the appendices.
We first explicitly state the governing equations for the zeroth-
order boundary layer fields and introduce some normalized
boundary-layer fields. Then, we express the effective fields at
this surface in terms of surface integrals of these zeroth-order
normalized boundary-layer fields. These integrals are finally
evaluated so as to obtain the desired GSTCs.
A. Lowest-Order Boundary-Layer Fields
With the fields separated into effective and boundary layer
terms (that obey the appropriate differential equations and
boundary conditions), it is possible to analyze them individ-
ually at each order of ν. The zeroth-order boundary-layer
fields e0 and h0 are of particular importance because integrals
of these fields will turn out to be directly related to the
surface susceptibilities that characterize the metafilm. They are
governed by (24) and (27), together with the relevant boundary
conditions, which for convenience we gather together here for
the electric field:
for ξ ∈ V : ∇ξ × e0 = 0 (52a)
for ξ ∈ V : ∇ξ ·
(
ǫre
0
)
= 0 (52b)
an ×
[
e
A0 +EA0(ro)
]
∂As
= 0 (52c)
an ×
[
e
B0 +EB0(ro)
]
∂Bs
= 0 (52d)
ay ×
[
e
A0 − eB0]
∂Ag/∂Bg
= 0 (52e)
ay ·
[
d
A0 − dB0]
∂Ag/∂Bg
= 0 (52f)
and for the magnetic field:
for ξ ∈ V : ∇ξ × h0 = 0 (53a)
for ξ ∈ V : ∇ξ ·
(
µrh
0
)
= 0 (53b)
an ·
[
b
A0 +BA0(ro)
]
∂As
= 0 (53c)
an ·
[
b
B0 +BB0(ro)
]
∂Bs
= 0 (53d)
ay ×
[
h
A0 − hB0]
∂Ag/∂Bg
= 0 (53e)
ay ·
[
b
A0 − bB0]
∂Ag/∂Bg
= 0 (53f)
It will be useful to express the zeroth-order boundary-layer
fields in terms of the effective fields at y = 0. The boundary
conditions for the zeroth-order boundary-layer fields contain
only the macroscopic fields at the reference plane y = 0
as sources (forcing terms), so the boundary-layer fields will
be proportional to these forcing terms. Since the zeroth-order
effective Ex, Ez and Dy are continuous at the interface, we
may omit the superscript A or B on these. From equations
(52) we can see that the sources for e0 are E0x(ro), D0y(ro),
and E0z (ro), with an analogous statement holding for h0. By
superposition, we see that e0 and h0 must therefore have the
following form:
e
0 = E0x(ro)E1(ξ) +
D0y(ro)
ǫ0
E2(ξ) + E
0
z (ro)E3(ξ) , (54)
h
0 = H0x(ro)H1(ξ)+
B0y(ro)
µ0
H2(ξ)+H
0
z (ro)H3(ξ) , (55)
where Ei and Hi are dimensionless functions of the fast
variables only, the governing equations needed for whose
determination are given in Appendix D. Hereafter, it will
sometimes be convenient to use numerical indices i or k =
1, 2, 3 to denote the coordinates x, y or z respectively. Thus,
a1 = ax, a2 = ay , and a3 = az . The subscript i in Ei or Hi
indicates the component of the macroscopic “source” field that
produces it.
Using the representations (54) and (55) of e0 and h0, the
curl with respect to the slow spatial variable of each of these
fields is expressed as
∇rˆ × e0 = −E1 ×∇t,rˆE0x(ro)− 1ǫ0E2 ×∇t,rˆD0y(ro)
−E3 ×∇t,rˆE0z (ro)
∇rˆ × h0 = −H1 ×∇t,rˆH0x(ro)− 1µ0H2 ×∇t,rˆB0y(ro)
−H3 ×∇t,rˆH0z (ro) .
(56)
The subscript “t” corresponds to derivatives with respect to
x and z only: e and h are independent of y, so the curl
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expressions on the left hand side of (56) contain no y-
derivatives.
B. Solvability Conditions for the First-Order Fields and the
GSTCs
Thus far, we have obtained boundary conditions only for
the zeroth-order effective fields. In this section, the first-order
effective fields are investigated, and the essential boundary
conditions for them are derived by enforcing solvability con-
ditions on the first-order boundary-layer fields. These results
will then be used to obtain the GSTCs.
We start by applying (98) and (25a) to get:
ay ×
[
E
A1(ro)−EB1(ro)
]
= (57)
−ay ×
[
VˆsA
∂EA0
∂yˆ
+ VˆsB
∂EB0
∂yˆ
]
y=0
−jc
∫
V
b
0 dV −∇rˆ ×
∫
V
e
0 dV
where VˆsA and VˆsB are the scaled volumes of the scatterer
that are above and below the ξy = 0 (see Appendix A). All
integrals in this paper are understood to be with respect to
the fast variable ξ. But from the components of Faraday’s law
transverse to y, we have
ay × ∂E0∂yˆ
∣∣∣
ro
= −jη0µr
[
axH
0
x(ro) + azH
0
z (ro)
]
+ 1ǫ0ǫr ay ×∇t,rˆD0y(r0) ,
(58)
where η0 =
√
µ0/ǫ0 is the free space wave impedance, so
expression (57) becomes
ay ×
[
E
A1(ro)−EB1(ro)
]
= (59)
jη0
(
µA VˆsA + µB VˆsB
)
H
0
t (ro)
− 1
ǫ0
(
VˆsA
ǫA
+
VˆsB
ǫB
)
ay ×∇t,rˆD0y(ro)
−jc
∫
V
b
0 dV −∇rˆ ×
∫
V
e
0 dV
Using (54) and (55), the two integrals is this expression
become
−jc ∫
V
b
0 dV −∇rˆ ×
∫
V
e
0 dV =
−jη0
∫
VAB
µr
[
H0x(ro)H1 +
B0y(ro)
µ0
H2 +H
0
z (ro)H3
]
dVξ
+
∫
VAB
E1dV ×∇t,rˆE0x(ro) +
∫
VAB
E2dV ×∇t,rˆ D
0
y(ro)
ǫ0
+
∫
VAB
E3dV ×∇t,rˆE0z (ro) .
(60)
Using procedures similar to those in Appendix C of [12] it
can be shown that
∫
E2 dV has only a y-component while∫
H1,3 dV have no y-components. With this and the fact
that the y-component of Faraday’s Law for the zeroth-order
effective field:
jcB0y(r0) + ay · ∇rˆ ×E0t = 0, (61)
the y-components of (59) can be shown to cancel. The jump in
the first-order effective E-field across the metafilm becomes
ay ×
[
E
A1(ro)−EB1(r0)
]
=
−ax jη0
[
χˆxxMS
p H
0
x(ro) +
χˆxy
MS
p
B0y
µ0
(ro) +
χˆxzMS
p H
0
z (ro)
]
−az jη0
[
χˆzxMS
p H
0
x(ro) +
χˆzyMS
p
B0y
µ0
(ro) +
χˆzzMS
p H
0
z (ro)
]
−ay ×∇t,rˆ
[
χˆyxES
p E
0
x +
χˆyyES
p
D0y(ro)
ǫ0
+
χˆyzES
p E
0
z
]
(62)
where the coefficients χES and χMS are define in terms
of the various integrals in (60) and are given in (128) and
(129), see Appendix E. These coefficients have units of meters
and are interpreted as effective electric and magnetic surface
susceptibilities of the metafilm.
We now turn to the derivation of a jump condition for the
first-order tangential H-field, and we start by applying (109)
and (25b):
ay ×
[
H
A1(ro)−HB1(ro)
]
= (63)
jc
∫
V
d
0 dV + jc
∮
Ss
ξ an · d0 dS
−∇t,rˆ ×
∫
V
h
0 dV −
∮
Ss
ξ an ·
(∇t,rˆ × h0) dS
−ay ×
[
VˆsA
∂HA0
∂yˆ
+ VˆsB
∂HB0
∂yˆ
]
y=0
.
Using (113) for the y-components and (115) for the transverse
components, the first and second terms on the right side of (63)
can be rewritten to give:∫
V
d
0 dV +
∮
Ss
ξ an · d0 dS = (64)
ax
∫
S2
ax · d0 dS + az
∫
S4
az · d0 dS
where the surfaces S2 and S4 are defined in (29). Taking the
slow divergence of (116) and using some vector identities,
the third and fourth terms on the right side of (63) can be
rewritten, giving:
−∇t,rˆ ×
∫
V h
0 dV − ∮Ss ξ an · (∇rˆ × h0) dS =
ax∇t,rˆ ·
[
ax ×
∫
S2
h
0 dS
]
+ az∇t,rˆ ·
[
az ×
∫
S4
h
0 dS
]
.
(65)
The last terms on the right side of (63) can be transformed by
using the portion of Ampe`re’s Law transverse to y:
ay × ∂H
0
∂yˆ
∣∣∣∣
ro
= j
ǫr
η0
E
0
t (ro) +
1
µr
ay ×∇t,rˆ
[
B0y(r0)
µ0
]
(66)
Combining (63)-(65), and using (54) and (55), we obtain
ay ×
[
H
A1(ro)−HB1(ro)
]
=
ax
j
η0
[
χˆxxES
p E
0
x(ro) +
χˆxyES
p
D0y(ro)
ǫ0
+
χˆxzES
p E
0
z (ro)
]
+ az
j
η0
[
χˆzxES
p E
0
x(ro) +
χˆzyES
p
D0y(ro)
ǫ0
+
χˆzzES
p E
0
z (ro)
]
− ay ×∇t,rˆ
[
χˆyx
MS
p H
0
x +
χˆyy
MS
p
B0y(ro)
µ0
+
χˆyz
MS
p H
0
z (ro)
]
.
(67)
These remaining effective surface susceptibilities dyadics are
given in (128) and (129). The expressions (128) and (129), are
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the components of the 3× 3 dyadic electric and magnetic sur-
face susceptibilities needed to fully characterize the metafilm.
Now that we have boundary conditions for the zeroth-order
and first-order fields [i. e., equations (48), (49), (62), and
(67)], boundary conditions for the total effective fields can
be obtained. Using equation (21), the boundary condition for
the total effective E-field at the y = 0 plane is expressed to
first order in ν as
ay ×
[
E
A(ro)−EB(ro)
]
= ay ×
[
E
A0(ro)−EB0(ro)
]
+ν ay ×
[
E
A1(ro)−EB1(ro)
]
+O(ν2) .
(68)
By (48), the first term of the right side of this expression
is zero. Using ν = pko, ∂∂xˆ =
1
ko
∂
∂x , and
∂
∂zˆ =
1
ko
∂
∂z the
boundary condition for the effective E-field can be written in
terms of the original unscaled variables as
ay × [EA −EB] =
−jωµ0p
{
ax
[
χˆxxMSH
0
x(ro) + χˆ
xy
MS
B0y(ro)
µ0
+ χˆxzMSH
0
z (ro)
]
+az
[
χˆzxMSH
0
x(ro) + χˆ
zy
MS
B0y(ro)
µ0
+ χˆzzMSH
0
z (ro)
]}
−pay ×∇t
[
χˆyxESE
0
x + χˆ
yy
ES
D0y(ro)
ǫ0
+ χˆyzESE
0
z
]
,
(69)
and in a similar way,
ay × [HA −HB] =
jωǫ0p
{
ax
[
χˆxxESE
0
x(ro) + χˆ
xy
ES
D0y
ǫ0
(ro) + χˆ
xz
ESE
0
z (ro)
]
+az
[
χˆzxESE
0
x(ro) + χˆ
zy
ES
D0y
ǫ0
(ro) + χˆ
zz
ESE
0
z (ro)
]}
−pay ×∇t
[
χˆyxMSH
0
x + χˆ
yy
MS
B0y(ro)
µ0
+ χˆyzMSH
0
z
]
,
(70)
Although the zeroth-order fields (E0x, D0y , E0z , H0x , B0y ,
and H0z ) appearing in the right sides of these expressions are
continuous across the interface, the same is not true of terms
of higher order (m ≥ 1), so there remains some ambiguity
about how to express these right sides in terms of the total
effective fields EA, EB, etc. It can be shown (the details will
not be given here, but are analogous to the derivations done
in [31]-[32]) that if we replace the fields E0, H0, etc. by the
average fields at the interface as in (2),
Eav =
1
2
(
E
A +EB
)
, (71)
and similarly for Hav, Dav, and Bav, the resulting boundary
conditions are still correct to the same order [O(k20p2)], but
will satisfy reciprocity and conservation of energy exactly.
This modification will ensure that numerical or analytical
difficulties will not arise when these boundary conditions are
employed. Moreover, use of this symmetric average has been
shown to produce greater accuracy in numerical simulations
[33] (see also [34]). Thus, the final forms of the jump
conditions on the tangential effective fields are:
ay ×
[
E
A −EB]
y=0
= (72)
−jωµ0
(
χ
↔
MS · H˜av
)
t
− ay ×∇t
(
ay · χ↔ES · E˜av
)
and
ay ×
[
H
A −HB]
y=0
= (73)
jωǫ0
(
χ
↔
ES · E˜av
)
t
− ay ×∇t
(
ay · χ↔MS · H˜av
)
where we have used the notations
E˜av = axEav,x(ro) + ay
Dav,y(ro)
ǫ0
+ azEav,z(ro) (74)
H˜av = axHav,x(ro) + ay
Bav,y(ro)
µ0
+ azHav,z(ro) (75)
and the surface susceptibility dyadics are defined as
χ↔ES = χ
xx
ESaxax + χ
xy
ESaxay + χ
xz
ESaxaz (76)
+χyxESayax + χ
yy
ESayay + χ
yz
ESayaz
+χzxESaxax + χ
zy
ESazay + χ
zz
ESazaz
χ↔MS = χ
xx
MSaxax + χ
xy
MSaxay + χ
xz
MSaxaz (77)
+χyxMSayax + χ
yy
MSayay + χ
yz
MSayaz
+χzxMSaxax + χ
zy
MSazay + χ
zz
MSazaz .
The GSTCs (72) and (73) are the main results of this paper,
and we see that they have the same basic functional form as
eqns. (1) above, which were derived in [1] using an approach
based on the approximation of only dipole interaction of
the scatterers. One difference from equations (1) is that the
material parameters ǫA,B and µA,B of the half-spaces on either
side of the metafilm are now embedded in the definitions of
the susceptibilities χ↔ES and χ
↔
MS rather than being displayed
(less appropriately) as explicit factors in the GSTCs. Another
difference between (72)-(73) and (1) is that our new expres-
sions can have off-diagonal terms in both the electric and
magnetic surface susceptibilities. These expressions show that
full dyadic surface susceptibilities (including off-diagonal el-
ements) are needed to fully characterize a metafilm composed
of arbitrarily-shaped scatterers. That these off-diagonal terms
should be different from zero was conjectured in [18], but
no proof was given. The results in [18] show the importance
that these off-diagonal terms can have in the reflection and
transmission at a metafilm. Off-diagonal terms have also been
found to be generally present in the GSTCs derived for an
arbitrarily-shaped, material-coated wire grating [12]. We may
finally remark that our homogenization approach does not
require some of the assumptions and approximations inherent
in the dipole interaction approach—in particular, we can allow
the scatterers to be closely packed.
IV. COMPARISONS TO THE DIPOLE APPROXIMATION
To compare the results of this paper to those of [1], which
are based on dipole interactions only and thus limited to
sparsely spaced scatterers, we investigate an array of per-
fectly conducting spheres. To determine the susceptibilities
as derived in the present paper, solutions of the boundary
problems for the normalized boundary-layer fields given in
Appendix D are required, and then various integrals of these
fields must be carried out as described in Appendix E. We
used the commercial numerical program COMSOL (mention
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of this software is not an endorsement but is only intended to
clarify what was done in this work) to numerically solve these
static boundary problems and to evaluate the various integrals
for the case of the sphere array.
The surface susceptibilities obtained from the dipole ap-
proach are given in (17)-(22) of [13], where they are expressed
in terms of the electric and magnetic polarizabilities of the
spheres. When using (17)-(22) in [13], note that the normal
direction to the interface in [13] is z, while in this paper
the normal direction has been taken as y. For a perfect
conducting sphere, the electric polarizability is 3V and the
magnetic polarizability is −3V/2, where V is the volume of
the sphere. Fig. 5 shows the calculated values for χyyES/p,
χxxES/p, χ
yy
MS/p, and χxxMS/p as functions of the sphere radius
(a) normalized to the period (p). The susceptibilities from
the dipole approach are also shown for comparison. We see
good agreement between the numerically calculated values and
the dipole-interaction results when a/p < 0.25, but beyond
that filling density, the dipole approach breaks down and is
inaccurate for closely packed scatterers. The multiple-scale
approach presented here does not have this limitation. Indeed,
the multiple-scale results show that the values of χxxES and
χyyMS become very large as a/p → 0.5. It is known that the
effective permittivity of a three-dimensional array of spheres
becomes infinite in the limit as the spheres touch [35]-[37]; it
seems likely that a similar assertion is true for these surface
susceptibilities of the metafilm.
A further justification of this multiple-scale homogenization
approach for these GSTCs was given in [12] where we
compared the surface susceptibility for a two-dimensional
wire-grating to those obtained from a different approach.
The surface susceptibilities obtained for the two-dimensional
wire-grating are analogous to those obtained from the three-
dimensional approach given here. In fact, in [12], it is shown
that the term for the wire-grating that is equivalent to that of
χxxES/p for the metafilm also becomes very large as a/p→ 0.5,
see Fig. 7 in [12].
V. CONCLUSION AND DISCUSSION
We have shown how a multiple-scale homogenization
method can be used to derive GSTCs for electromagnetic
fields on the surface of a metafilm. The parameters in these
boundary conditions are effective electric and magnetic surface
susceptibilities, which are related to the geometry of the scat-
terers that constitute the composite. We have shown that full
dyadic surface susceptibilities are needed to fully characterize
a metafilm composed of generic, arbitrarily-shaped scatterers.
While in this paper we have considered only the case of PEC
scatterers, a similar but more involved derivation can be carried
out for the case of non-PEC scatterers, but the final form of the
desired GSTCs will be the same. In examining how this work
might be further extended, we have shown that expressions
for the surface susceptibilities can be even more complicated,
and exhibit very interesting properties such as bianisotropy.
Bianisotropy can also arise when a metafilm is located near a
material interface [38]-[40], but it can be shown that this effect
is of a higher order, O(ν2), and therefore does not appear at
(a)
(b)
Fig. 5. Comparison of surface susceptibilities for an array of perfectly
conducting spheres: (a) χyy
ES
/p and χxx
ES
/p, (b) χyy
MS
/p and χxx
MS
/p.
the order of approximation reached in the present paper. Also
not covered by our results here is the effect of resonance in
the scatterers. To handle this would require modification of our
technique to what is sometimes called “stiff” homogenization;
examples of this can be found in [41]-[44].
Using the homogenization technique, we have laid out a
framework for the calculation of the surface susceptibilities,
which requires the solution of a set of static field problems.
As illustrated by the example of section IV, calculating these
static fields and surface susceptibilities will in general have to
be done by numerical means. However, the GSTCs, as derived
here, can be used as the basis of a technique to retrieve these
surface parameters from measured or computed reflection and
transmission data, the results then used in applications to
analyze various problems of interest. This is analogous to
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what was done in characterizing metasurfaces and interface
problems in [9], [13], [14] and [26].
Finally, we have extended the work presented here by
adapting it and combining it with ideas developed for wire
gratings [12] to derive a set of GSTCs for metascreens. This
will be the topic of another publication.
APPENDIX A
GEOMETRIC INTEGRALS AND OTHER IDENTITIES
We collect here several integrals whose values depend only
on the geometry of the scatterer. We have the elementary result∫
∂Ag/∂Bg
dS = Sˆg (78)
where
Sˆg = 1− Sˆp (79)
is the area of the gap region intersected by the plane ξy =
0, and Sˆp is the area of the cross section of the scatterer
intersected by the plane ξy = 0, both in scaled dimensions
(the actual areas are Sp = Sˆpp2 and Sg = Sˆgp2). The next
identities follow from the divergence theorem. First,∫
∂As
an dS = ay Sˆp and
∫
∂Bs
an dS = −ay Sˆp . (80)
Second, ∫
∂As
ξkan dS = VˆsAak + Sˆpξpkay∫
∂Bs
ξkan dS = VˆsBak − Sˆpξpkay
(81)
for k = x, y or z, where VˆsA and VˆsB are the scaled volumes
of the scatterer that are above and below the ξy = 0 reference
plane respectively (so that Vˆs = VˆsA+VˆsB), and ξp = ξpxax+
ξpzaz is the centroid of Sp (note that ξpy = 0):
ξp =
1
Sˆp
∫
Sp
ξ dS
∣∣∣∣∣
ξy=0
(82)
We will need two further identities that were presented
in equations (145) and (151) of [26]. If F(ξ) is any vector
function whose tangential components are continuous on a
closed surface S, then∮
S
an · ∇ξ × F dS = 0 (83)
and ∮
S
an × F dS =
∮
S
ξan · ∇ξ × F dS (84)
Two final identities are also useful, that are proved by elemen-
tary means:
A1 · [A2 × (A3 ×A4)] = −A3 · [(A1 ×A2)×A4] (85)
for any vectors A1, . . . ,A4, and
∇ξ · [(ai × ξ)× F] = 2ai ·F (86)
for any vector function F that obeys ∇ξ × F = 0, where
ai = ax, ay or az .
APPENDIX B
INTEGRAL CONSTRAINTS (SOLVABILITY CONDITIONS)
FOR THE BOUNDARY-LAYER FIELDS
Stokes’ theorem can be applied to the curl of em by
integrating it over the volume VA shown in Figs. 3 and 4
to give ∫
VA
∇ξ × em dV = −
∮
∂A
an × em dS (87)
The integral over the boundary of VA breaks up into∮
∂A
=
∫
∂Ag
+
∫
∂As
+
∫
∂A∞
+
4∑
n=1
∫
∂An
, (88)
where ∂An represent the four vertical sides of VA. Due to
periodicity, the integrals over the four sides (∑∫
∂An
) cancel,
and because em → 0 as |ξy | → ∞, the third term on the right
side of equation (88) vanishes. Thus, equation (87) reduces to
ay×
∫
∂Ag
e
Am dS+
∫
∂As
an×eAm dS = −
∫
VA
∇ξ×em dV .
(89)
In a similar manner, we carry out an integral of ∇ξ×em over
the volume VB shown in Figs. 3 and 4. With the indicated
directions of the surface normals an, we find
−ay×
∫
∂Bg
e
Bm dS+
∫
∂Bs
an×eBm dS = −
∫
VB
∇ξ×em dV
(90)
having used the fact that an = −ay on ∂Bg. By adding (90)
to (89) we obtain
ay ×
∫
∂Ag/∂Bg
[
e
Am − eBm] dS + ∮Ss an × em dS =
− ∫
V
∇ξ × em dV .
(91)
Finally, using (78) and the boundary condition (37) in the gap,
we have
Sˆgay ×
[
E
Am(ro)−EBm(ro)
]
= (92)∮
Ss
an × em dS +
∫
V
∇ξ × em dV
which is a solvability condition for the boundary-layer field
e
m
. An exactly similar derivation using the boundary condition
(38) in the gap leads to a solvability condition for hm:
Sˆgay ×
[
H
Am(ro)−HBm(ro)
]
= (93)∮
Ss
an × hm dS +
∫
V
∇ξ × hm dV
In an analogous way, we can obtain solvability conditions by
use of the divergence theorem on∇ξ ·(ǫrem) and∇ξ ·(µrhm),
together with the gap boundary conditions (40) and (47). We
have for dm:
Sˆgay ·
[
D
Am(ro)−DBm(ro)
]
= (94)
ǫ0
[∮
Ss
ǫran · em dS +
∫
V
∇ξ · (ǫrem) dV
]
and for bm:
Sˆgay ·
[
B
Am(ro)−BBm(ro)
]
= (95)
µ0
[∮
Ss
µran · hm dS +
∫
V
∇ξ · (µrhm) dV
]
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We can make further progress in the reduction of the solv-
ability conditions (92) and (95) by employing the boundary
conditions (33)-(36) together with (79), (80) and (81) to
express the integrals over Ss in terms of the macroscopic
fields. For m = 0 we have
ay ×
[
E
A0(ro)−EB0(ro)
]
=
∫
V
∇ξ × e0 dV (96)
ay ·
[
B
A0(ro)−BB0(ro)
]
= µ0
∫
V
∇ξ ·
(
µrh
0
)
dV (97)
and for m = 1,
ay ×
[
E
A1(ro)−EB1(ro)
]
=
∫
V
∇ξ × e1 dV
−ay ×
[
VˆsA
∂EA1
∂yˆ
+ VˆsB
∂EB1
∂yˆ
]
y=0
(98)
ay ·
[
B
A1(ro)−BB1(ro)
]
= µ0
∫
V
∇ξ ·
(
µrh
1
)
dV
−ay ·
[
VˆsA
∂BA1
∂yˆ
+ VˆsB
∂BB1
∂yˆ
]
y=0
(99)
However, there are no analogous boundary conditions for
normal dm or tangential hm on Ss, so a different approach
must be used.
As in [26], we can use (83) to show that∮
Ss
ǫ an · ET dS = 0 (100)
This states that the total surface charge on each scatterer is
zero. Now the integrand of (100) can be expanded in powers
of ν using (21) and (32). If we take only terms of order ν0 in
this equation, we get∮
Ss
ǫ an · e0 dS = −ay ·
[
D
A0 −DB0] Sˆp , (101)
whereas if we take terms of order ν1, we get∮
Ss
ǫ an · e1 dS = −ay ·
[
D
A1 −DB1] Sˆp (102)
−ay ·
[
VˆsA
∂DA0
∂yˆ
+ VˆsB
∂DB0
∂yˆ
]
y=0
,
since D(A,B) are independent of ξ. Therefore from (94) we
obtain solvability conditions for m = 0:
ay ·
[
D
A0(ro)−DB0(ro)
]
= ǫ0
∫
V
∇ξ ·
(
ǫre
0
)
dV (103)
and for m = 1:
ay ·
[
D
A1(ro)−DB1(ro)
]
= ǫ0
∫
V
∇ξ ·
(
ǫre
0
)
dV
−ay ·
[
VˆsA
∂DA0
∂yˆ
+ VˆsB
∂DB0
∂yˆ
]
y=0
(104)
An analogous result for hm is achieved starting by taking
F = h+H in identity (84) to obtain∮
Ss
an×h dS+
∮
Ss
an×H dS =
∮
Ss
ξan ·∇ξ×h dS (105)
because ∇ξ×H = 0. Once again, the integrands in (105) can
be expanded using (21) and (32), so grouping terms of order
ν0 and ν1 separately and using (80) and (81), we obtain at
orders m = 0 and m = 1:∮
Ss
an × h0 dS = −ay ×
[
H
A0 −HB0] Sˆp
+
∮
Ss
ξan · ∇ξ × h0 dS , (106)
∮
Ss
an × h1 dS = − ay ×
[
H
A1 −HB1] Sˆp
− ay ×
[
VˆsA
∂HA0
∂yˆ
+ VˆsB
∂HB0
∂yˆ
]
y=0
(107)
+
∮
Ss
ξan · ∇ξ × h1 dS .
Substituting these into (93), we get a solvability condition for
m = 0:
ay ×
[
H
A0(ro)−HB0(ro)
]
= (108)∫
V
∇ξ × h0 dV +
∮
Ss
ξan · ∇ξ × h0 dS
and for m = 1:
ay ×
[
H
A1(ro)−HB1(ro)
]
= (109)∫
V
∇ξ × h1 dV +
∮
Ss
ξan · ∇ξ × h1 dS
− ay ×
[
VˆsA
∂HA0
∂yˆ
+ VˆsB
∂HB0
∂yˆ
]
y=0
APPENDIX C
OTHER INTEGRALS OF THE ZEROTH-ORDER
BOUNDARY-LAYER FIELDS
A number of integrals of the zeroth-order boundary-layer
fields over the period cell can be evaluated by appropriate
use of Stokes’ theorem or the divergence theorem, by meth-
ods similar to those used in Appendix B. This will allow
simplification of the expressions in the main derivations. For
example, by (52a) we can write ∇ξ ×
(
ξye
0
)
= ay × e0.
Integrating this equation over the volume VA or VB and using
the generalized Stokes theorem and relevant boundary and
periodicity conditions gives
ay ×
∫
V(A,B)
e
0 dV = −
∫
(∂As,∂Bs)
ξyan × e0 dS (110)
Using (52c), (52d) and (81) we have finally
ay ×
∫
V(A,B)
e
0 dV = Vˆs(A,B)ay ×E(A,B)0(ro) (111)
In a similar manner, starting from the relation∇ξ ·
(
ξyµrh
0
)
=
µray · h0 that follows from (53b) and using the divergence
theorem, we can obtain the result
ay ·
∫
V(A,B)
h
0 dV = Vˆs(A,B)H
(A,B)0
y (ro) (112)
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Finally, by analogous techniques we also obtain the relations
ay ·
∫
V(A,B)
e
0 dV = −
∫
(∂As,∂Bs)
ξyan · e0 dS (113)
and
ay ×
∫
V(A,B)
h
0 dV = −
∫
(∂As,∂Bs)
ξyan × h0 dS (114)
which are not explicit evaluations because the values for
normal e0 and tangential h0 are not known a priori on the
boundary of the scatterer.
Alternative formulas for some integrals can be evaluated by
integrating expressions containing ξx or ξz over VA or VB and
using the divergence theorem as above. Many of the steps are
similar, except that now the presence of ξx,z in the integrand
means that not all integrals over sidewall boundary pairs (∂A1
and ∂A2, for example) will cancel. The details will be omitted,
and we will present only the final results needed in this paper.
From the volume integral of ∇ξ · (ξx,zd0) we get
ax,z ·
∫
V
d
0 dV = −
∮
Ss
ξx,zan · d0 dS + ax,z ·
∫
S2,4
d
0 dS
(115)
Integration of ∇ξ × (ξx,zh0) leads to
ax,z×
∫
V
h
0 dV = −
∮
Ss
ξx,zan×h0 dS+ax,z×
∫
S2,4
h
0 dS
(116)
Integration of ∇ξ × (ξx,ze0) gives
ax,z ×
∫
V
e
0 dV = ax,z ×
∫
S2,4
e
0 dS
+ ax,z ×
[
VˆsE
0
t (ro) + ay
(
VˆsA
ǫA
+
VˆsB
ǫB
)
D0y(ro)
ǫ0
]
(117)
and from ∇ξ · (ξx,zb0) we obtain
ax,z ·
∫
V
b
0 dV = ax,z ·
∫
S2,4
b
0 dS
+ µ0
(
µAVˆsA + µBVˆsB
)
ax,z ·H0t (ro)
(118)
Two final relationships involving a component of the last
term of (116) can be obtained by integrating ∇ξ × (ξxh0)
over the surface S4 = ∂A4∪∂B4 at ξz = 1 and using Stokes’
theorem to obtain
ax ×
∫
S4
h
0 dS = ax ×
∫ ∞
−∞
h
0 dξy
∣∣∣∣
ξx=ξz=1
, (119)
Similarly, by integrating ∇ξ × (ξzh0) over the surface S2 =
∂A2 ∪ ∂B2 at ξx = 1, we obtain
az ×
∫
S2
h
0 dS = az ×
∫ ∞
−∞
h
0 dξy
∣∣∣∣
ξx=ξz=1
. (120)
The z-component of (119) gives
ay ·
∫
S4
h
0 dS = ay ·
∫ ∞
−∞
h
0 dξy
∣∣∣∣
ξx=ξz=1
, (121)
while the x-component of (120) gives
ay ·
∫
S4
h
0 dS = ay ·
∫ ∞
−∞
h
0 dξy
∣∣∣∣
ξx=ξz=1
. (122)
Since both line integrals are along the same path, equating
(121) and (122) gives:
ay ·
∫
S2
h
0 dS = ay ·
∫
S4
h
0 dS . (123)
An exactly similar relation holds for e0.
APPENDIX D
NORMALIZED BOUNDARY-LAYER FIELDS
All the normalized boundary-layer fields must be periodic
in ξx and ξz , and decay exponentially to zero as ξy → ±∞.
The subscript i = 1, 2 or 3 indicates in what direction the
“source field” is for the given normalized field; i = 1 for x,
i = 2 for y and i = 3 for z.
From the definitions given in (54) and (52), the Ei are found
to obey
for ξ ∈ V : ∇ξ × Ei = 0 (124a)
for ξ ∈ V : ∇ξ · (ǫrEi) = 0 (124b)
an ×
(
Ei +
1
qi
ai
)
Ss
= 0 (124c)
ay ·
[
ǫAE
A
i − ǫBEBi
]∣∣∣
∂Ag/∂Bg
= 0 (124d)
ay ×
[
E
A
i − EBi
]∣∣∣
∂Ag/∂Bg
= 0 (124e)
where
qi = 1 for i = 1 or 3;
= ǫr for i = 2.
(125)
Similarly, from the definitions given in (55) and (53), the Hi
are found to obey
for ξ ∈ V : ∇ξ ×Hi = 0 (126a)
for ξ ∈ V : ∇ξ · (µrHi) = 0 (126b)
an ·
(
Hi +
1
ri
ai
)
∂Ss
= 0 (126c)
ay ×
[
H
A
i −HBi
]∣∣∣
∂Ag/∂Bg
= 0 (126d)
ay ·
[
µAH
A
i − µBHBi
]∣∣∣
∂Ag/∂Bg
= 0 (126e)
where
ri = 1 for i = 1 or 3;
= µr for i = 2.
(127)
We will denote the values of qi and ri in V(A,B) as qi(A,B)
and ri(A,B) respectively.
APPENDIX E
SURFACE SUSCEPTIBILITIES
The electric surface susceptibilities are given by
χ
y(x,z)
ES = −p
[
αAEy(x,z) + α
B
Ey(x,z)
]
χyyES = −p
[
αAEyy + α
B
Eyy − Vˆs
]
χxxES = p
[
ǫA
(
αAExx − VˆsA
)
+ ǫB
(
αBExx − VˆsB
)]
χzzES = p
[
ǫA
(
αAEzz − VˆsA
)
+ ǫB
(
αBEzz − VˆsB
)]
χ
(x,z)y
ES = p
[
ǫAα
A
E(x,z)y + ǫBα
B
E(x,z)y
]
χ
(xz,zx)
ES = p
[
ǫAα
A
E(xz,zx) + ǫBα
B
E(xz,zx)
]
,
(128)
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and the magnetic surface susceptibilities are given by
χ
y(x,z)
MS = −p
[
αAMy(x,z) + α
B
My(x,z)
]
χyyMS = −p
[
αAMyy + α
B
Myy − Vˆs
]
χxxMS = p
[
µA
(
αAMxx − VˆsA
)
+ µB
(
αBMxx − VˆsB
)]
χzzMS = p
[
µA
(
αAMzz − VˆsA
)
+ µB
(
αBMzz − VˆsB
)]
χ
(x,z)y
MS = p
[
µAα
A
M(x,z)y + µBα
B
M(x,z)y
]
χ
(xz,zx)
MS = p
[
µAα
A
M(xz,zx) + µBα
B
M(xz,zx)
]
(129)
where the various terms αE and αM are defined as
α
(A,B)
Ey(x,y,z) = ay ·
∫
V(A,B)
E(1,2,3)dVξ
α
(A,B)
Mx(x,y,z) = ax ·
∫
V(A,B)
H(1,2,3)dVξ
α
(A,B)
Mz(x,y,z) = az ·
∫
V(A,B)
H(1,2,3)dVξ
, (130)
α
(A,B)
My(x,y,z) = ay ·
∫
S2(A,B)
H(1,2,3)dS2(A,B)
α
(A,B)
Ex(x,y,z) = ax ·
∫
S2(A,B)
E(1,2,3)dS2(A,B)
α
(A,B)
Ez(x,y,z) = az ·
∫
S4(A,B)
E(1,2,3)dS4(A,B)
, (131)
where the planes S2A and S4B correspond to the portions of
S2 in regions A and B, respectively, and S4A and S4B corre-
spond to the portions of S4 in region A and B, respectively.
The subscripts and superscripts in these parameters have the
following meanings. The superscript (A,B) corresponds to
an integral over either VA or VB . The first subscript (E or
M ) indicates an integral of either an E-field or a H-field.
The second subscript corresponds to the x or y component of
αE,M . The third subscript corresponds to the component of
the excitation field that generates Ei or Hi.
In deriving these surface susceptibilities we used a proce-
dures similar to those in Appendix C of [12] to show that∫
E2 dV has only a y-component while
∫
H1,3 dV have no
y-components, so that some of the integrals of the fields can
be simplified as∫
AB
E1dVξ = axVs + ay
[
αAEyx + α
B
Eyx
]
∫
AB E2dVξ = ay
[
αAEyy + α
B
Eyy
]
∫
AB
E3dVξ = azVs + ay
[
αAEyz + α
B
Eyz
] (132)
∫
(A,B)
H1dVξ = axα
(A,B)
Mxx + azα
(A,B)
Mzx∫
(A,B)H2dVξ = ayVs(A,B) + axα
(A,B)
Mxy + azα
(A,B)
Mzy∫
(A,B)H3dVξ = axα
(A,B)
Mxz + azα
(A,B)
Mzz .
(133)
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