The equity portfolio selection problem is the subject of a substantial literature. Though equally important in practice, the optimization problem for a fixed-income portfolio, which may contain corporate and government bonds, industrial loans and credit derivatives such as credit swaps, is less well-understood. The fixed-income portfolio problem presents unique challenges: the risk of issuer default induces skewed return distributions, the correlation of defaults significantly influences portfolio returns, and credit derivative positions have complex risk/return implications. This paper formulates and solves the static selection problem for a fixed-income portfolio. It proposes to optimize the portfolio mark-to-market profit or loss at the investment horizon, which incorporates the premium and default cash flows of long and short cash and derivative positions, and the survival-contingent market value of these positions at the horizon. The selection problem is cast as a polynomial goal program that involves a two-stage constrained optimization of preference weighted moments of the portfolio mark-to-market. The decision variable is the vector of contract notionals. A capital constraint guarantees the solvency of the portfolio manager during the investment period. The multi-moment formulation takes account of the non-normal distribution of the portfolio mark-to-market. It also leads to a computationally tractable problem for the large portfolios common in practice. This is because we obtain analytical expressions for the moments of the portfolio mark-to-market, which are given in terms of nested expectations under different probability measures. The expressions are valid for a broad class of intensity-based, doubly-stochastic models of correlated default timing that are widely used in portfolio credit risk and derivatives pricing. A numerical case study treats the mean-variance-skewness mark-to-market optimization problem for a portfolio of credit swaps, whose reference names default at correlated Feller diffusion intensities. The analysis illustrates the implications for fixed-income portfolio selection of idiosyncratic default risk and default correlation. It also indicates the robustness of the optimal policies with respect to estimation errors.
Introduction
The static mean-variance approach, pioneered by Markowitz (1952) and further developed in a substantial literature, 1 is often used to optimize portfolios of stocks. The structuring of fixed-income portfolios, which contain government and corporate bonds among other credit instruments, presents particular challenges. Bond issuers promise to pay coupons and to return the principal. The risk of issuer default induces skewed return distributions: the potential profit of the investor is limited, while a default may lead to substantial losses. The correlation of defaults, which describes the tendency of defaults to cluster, significantly influences bond portfolio returns. 2 These features render the classical mean-variance approach unsuitable.
There are other complications. In practice, fixed-income portfolios often include substantial positions in credit derivatives. These instruments can take many forms. They are often structured as swap contracts between two parties, a buyer and a seller of default protection. The portfolio manager may act as either party, depending on the view he wishes to express. The manager can, for instance, hedge a corporate bond in the portfolio by buying protection through a credit default swap (CDS), the most common credit derivative. In this case, the manager pays a premium and receives compensation in case the bond issuer defaults. The resulting short credit position does not suffer from the notorious problems associated with shorting bonds. The portfolio manager may also enter a credit swap as the seller of protection. In this case, the manager collects a premium for committing to cover the loss due to a default of the bond issuer. Because a credit swap does not involve cash flows at inception, this can be an attractive position: the portfolio manager receives the protection premium but does not face an initial cash outflow. A long bond position is different: here the manager must pay the initial bond price to collect the coupon. This basic feature has spurred the popularity of credit derivatives among fixed-income portfolio managers.
The credit swap market facilitates another investment strategy that is hard to implement with bonds. Consider a protection selling position in a credit swap, entered at an initial time for a fixed premium. If the credit worthiness of the reference issuer decreases after contract inception, then the investor can realize a mark-to-market profit at the investment horizon by buying protection on the issuer over the remaining term of the swap. Then, the swap position is effectively closed out at a mark-to-market profit equal to a multiple of the difference between the initial swap premium and the market premium at the horizon. This profit represents the market value of the swap at the horizon, and is in addition to the premium income received to the horizon. Thus, the credit swap investor can express a view on the evolution of the protection premium of an issuer over the investment horizon, without facing an initial cash outflow. The availability of this strategy is another factor that contributes to the popularity of credit derivatives.
While the valuation of credit derivatives has been thoroughly studied, the implications of credit derivatives for the optimal structuring of fixed-income portfolios remain largely unexplored. What is missing is a holistic approach to the selection, analysis, monitoring, and management of fixed-income portfolios with credit derivative positions. This lack of structure is even more alarming in wake of the recent turmoil in financial markets, through which it has become apparent that many institutional fixed-income investors carry large portfolios of credit derivatives without having systematically assessed their risk/return implications. A case in point is American International Group, an insurance firm that sold default protection on a massive scale, and whose subsequent downfall endangered the stability of the financial system. This paper addresses the gap in the literature by formulating and solving the static portfolio selection problem for a fixed-income portfolio that may contain corporate and government bonds, risky loans, and positions in various credit derivatives. The specific structure of credit derivative cash flows and investment strategies requires us to depart from the classical problem formulation that focuses on the portfolio return. We propose to optimize the portfolio mark-to-market profit or loss at the investment horizon, which is given by the sum of the position mark-to-market profits or losses. For example, the mark-to-market profit or loss of a protection selling credit swap position is given by the swap premiums received, the loss paid out at default, and the mark-to-market value of the position realized at the horizon contingent on the survival of the reference issuer. The mark-to-market value of the position is equal to the expected present value of the premium income over the remaining term of the contract less the expected present value of the potential default payments. This mark-to-market formulation incorporates the particular cash flow characteristics of long and short derivative positions, and reflects realistic derivative investment strategies. It is also consistent with risk management applications, which are based on mark-to-market values of portfolio positions.
The selection problem is cast as a polynomial goal program (PGP) that involves a two-stage constrained optimization of preference weighted moments of the portfolio mark-to-market profit or loss. The decision variable is the vector of contract notionals, i.e. the principal value of a bond or loan position, or the protection notional of a credit derivative position. The sign of a notional value indicates the nature of a position (long or short). In the initial stage we perform the individual odd moment maximizations and even moment minimizations. In the second stage, we balance the multiple objectives by optimizing the exponentially weighted sum of distances from the individual optima. We stipulate a capital constraint that guarantees the solvency of the portfolio manager over the investment period while exposing all investment capital to risk. This constraint appears to be realistic in light of the recent string of defaults of credit derivative underwriters, and legislative movements to tighten capital requirements on protection sellers.
Our problem formulation has important advantages over alternatives. It takes account of the nonGaussian distribution of the portfolio mark-to-market profit or loss, in particular the skewness of the position profit and loss. The classical mean-variance formulation is not adequate in the context of mark-to-market valuation. Risk preferences are expressed directly in terms of the moments of portfolio mark-to-market, rather than an abstract utility function. There is intuitive transparency in that the moment preferences are directly related to the marginal rates of substitution between the competing moments. Perhaps most importantly, the multi-moment PGP is computationally tractable even for the large portfolios that occur in practice. This is because we succeed in developing analytical expressions for the moments of the portfolio mark-to-market profit or loss under relatively weak modeling assumptions. These moments take a complex form: they are given in terms of nested expectations under different probability measures. The inner expectation represents the mark-to-market value of a position at the horizon, and is taken under a riskneutral pricing measure. The outer expectation involves additional terms, and is taken under the statistical probability measure that describes the empirical distribution of cash flows. The analytical expressions we develop for the moments are valid for a broad class of intensity-based, doubly-stochastic models of correlated default timing under statistical and risk-neutral measures. Models of this type are popular in the credit derivatives pricing literature, see Duffie & Garleanu (2001) , Eckner (2007) , Feldhütter (2007) , Kou & Peng (2009) , Mortensen (2006) , Papageorgiou & Sircar (2007) and others, and in the default prediction literature, see Chava & Jarrow (2004) , Duffie, Saita & Wang (2006) , Eckner (2008) , and others. Their estimation is well-understood, making a practical application of our methodology feasible.
We illustrate our problem formulation and computational approach by exploring the mean-varianceskewness mark-to-market optimization problem for a portfolio of credit swaps whose reference issuers default at correlated Feller diffusion intensities. Numerical experiments indicate the significance of the mark-tomarket objective, the importance of including higher moments into the analysis, and the complex way in which the polynomial goal program achieves attractive risk/return profiles. The experiments also highlight the implications for optimal portfolios of firm idiosyncratic default risk, and default correlation due to the exposure of issuers to common risk factors. The optimal portfolios are found to be quite robust with respect to errors in the estimation of the parameters of the default timing model, a feature that is important in practical applications of our optimization methodology.
While the portfolio selection problem for non-defaultable government bonds has a relatively long history, the corporate bond portfolio problem has only recently been considered in the literature. Akutsu, Kijima & Komoribayashi (2004) , Kraft & Steffensen (2008) , Meindl & Primbs (2006) , and Wise & Bhansali (2002) propose traditional problem formulations; they do not analyze mark-to-market values and credit derivative positions. In the conventional equity portfolio setting, Lai (1991) , Chunhachinda, Dandapani, Hamid & Prakash (1997) , Sun & Yan (2003) and Davies, Kat & Lu (2005) consider multi-moment problem formulations that share some basic features with our formulation.
The rest of this paper is organized as follows. Section 2 formulates the optimization problem for a fixedincome portfolio as a polynomial goal program over multiple moments of the portfolio mark-to-market. Section 3 provides an intensity-based, doubly-stochastic model of correlated default timing under actual and risk-neutral probability measures. In the context of this model, Section 4 develops analytical expressions for the moments of the portfolio mark-to-market. Section 5 illustrates the results numerically by exploring a mean-variance-skewness optimization with Feller diffusion intensity dynamics. Section 6 provides several extensions. Section 7 concludes. There are two appendices that contain technical details.
Problem formulation
This section formulates the fixed-income portfolio selection problem. To focus on the main aspects, this section makes simplifying assumptions regarding the portfolio composition, payment of premium accruals, and interest rates. Section 6 shows how to relax these assumptions.
Portfolio
Consider a portfolio of credit swaps referenced on a collection of names i = 1, 2, . . . , n. Sections 6.1 and 6.2 discuss extensions to a mixed portfolio of corporate loans and bonds, credit swaps, and index swaps. Section 6.4 discusses the inclusion of a non-defaultable government bond into the investment pool.
A credit swap is a bilateral financial contract. One party, called the protection seller, provides default insurance on a reference name i for a specified notional amount. At default, the protection seller makes a payment equal to the product of the notional and the loss rate , which we assume is constant. The other party, called the protection buyer, pays a premium for this coverage. The premium, or credit swap spread, is negotiated at contract inception and is expressed as a fraction S i of the notional. It is paid at dates (t m ), where the final premium date is equal to the swap maturity date T . The spread S i is stated on a per-period basis. We ignore premium accruals; Section 6.3 discusses the general case.
We investigate a static "buy and hold" strategy for a fixed investment horizon H < T . The decision variable is a vector δ = (δ 1 , . . . , δ n ), where δ i ∈ R is the contract notional for the credit swap referenced on name i. A positive δ i indicates a protection selling position, through which the investor assumes the credit risk of reference name i. A negative δ i indicates a protection buying position, through which the investor hedges the credit risk of name i. 3 There is a constant risk-free rate r. All cash flows generated by the investment strategy are reinvested in a money market account earning the compound interest r. This is a realistic assumption as it corresponds to standard duration strategies. It also ensures consistency in both protection selling and buying positions. When there is a surplus of funds received, this scheme implies a netting effect in which the payments received can be used in paying out obligations, and that payouts are otherwise funded from the money market. Section 6.4 shows how to extend the analysis to a stochastic interest rate.
Position mark-to-market
To describe the cash flows to the portfolio positions, suppose reference name i defaults at a stopping time τ i > 0, relative to a complete probability space (Ω, F , P) and an information filtration F = (F t ) t≥0 satisfying the usual conditions. Here P denotes the actual (statistical) probability measure. The credit swap market is free of arbitrage opportunities, so under mild technical conditions there exists a risk-neutral pricing measure equivalent to P. We fix a risk-neutral measure P * with respect to the risk-free rate r.
Consider a unit notional, protection selling position in a credit swap referenced on name i, initiated at the reference time 0 at a (per-period) swap spread S i . Two different scenarios can unfold during the investment period [0, H] . If the reference name defaults before H, then the cash flows to the protection seller consist of the premiums received minus the loss paid out at default. With the loss payment at τ i the swap expires. Hence the discounted cumulative payments to the protection seller take the form
where N i t = 1 {τ i ≤t} is the default indicator for name i, which is zero before default and one after default. The first term on the right side of equation (1) represents the cumulative discounted premium payments to be received before H. A premium payment is contingent upon the survival of the name to the payment date, hence the factor 1 {τ i >tm} = (1 − N i tm ). The default cash flow consists of a one-time payment of the loss at the time of default. The discounted default payment is therefore e −rτ i 1 {τ i ≤H} = e −rτ i N i H , which corresponds to the second term on the right side of equation (1) in Stieltjes integral form. The integral formulation will be useful in the analytical calculations that follow in Section 4.
If the reference name survives to the investment horizon H, then the protection seller receives all premium payments scheduled during (0, H]; there is no default loss payment. The contract is still in force at H, and is likely to have a nonzero value due to the evolution of the credit quality of the reference name, as measured by the realized market spread. The protection seller realizes a mark-to-market profit or loss depending on whether the spread at H has tightened or widened. In addition to the premium income, this mark-to-market profit or loss is a matter of concern for the investor (here the protection seller) because at H the investor is free to close out the position. If the spread tightens, the investor can buy protection on the reference name, covering the remaining term (H, T ]. Ignoring counter-party risks, if the reference name defaults, the loss compensation that is received can be used to pay out the investor's initial obligation as a protection seller, canceling all future obligations while locking in the difference between S i and the time H market spread during (H, T ∧ τ i ]. Similarly, if the spread widens, the protection seller incurs a mark-to-market loss. Hence from the protection seller's point of view, if the reference name survives to H, the discounted cumulative cash flow takes the form
where E * denotes the expectation under the risk-neutral measure P * . The conditional P * -expectation on the right side of equation (2) represents the mark-to-market value of the position at H, discounted to time 0. The mark-to-market value at H is given by the difference between the value at H of the premium payments during (H, T ∧ τ i ] and the value at H of a potential default payment during (H, T ]. From the protection seller's perspective, the mark-to-market profit or loss at time H on a unit notional credit swap position referenced on name i is given by the random variable
The event indicators separate the two possible scenarios, and the factor e rH represents our reinvestment policy of rolling over net payments to H at the risk-free rate r. The corresponding mark-to-market profit or loss from the protection buyer's perspective is given by −P i .
Capital constraint
By choosing the notionals δ i , the investor structures the portfolio so as to maximize the total portfolio mark-to-market profit δ 1 P 1 + · · · + δ n P n at the horizon H. However, there are restrictions on how much capital the investor can use for covering cash flow obligations arising from the strategy. Therefore, a capital constraint must be incorporated into the formulation. To do this, it is essential to recognize a key difference between a credit swap position and a bond position. When entering into a long bond position, the investor has a cash outflow equal to the price or principal of the bond. When entering into a short bond position, the investor has a cash inflow. A credit swap position does not involve initial cash flows. Hence, while the capital constraint can be imposed as a simple bound on the sum of net initial investments in the bond portfolio case, 4 we need to modify the notion of a capital constraint when dealing with credit swaps. To this end, we assume that there is a fixed amount of time H capital C that the investor can use to cover obligations generated by the credit swap positions. We interpret C as the available investment capital. We impose a constraint so that in the worst possible scenario, the investor's obligations, measured in terms of time H capital, are exactly C. The worst case scenario is the situation where the names referenced by the short protection positions (positive δ i ) default immediately, while the names referenced by the long protection positions (negative δ i ) survive to H. In this case, the obligations consist of the default payments on the short protection positions, and premium payments on the long protection positions up to H. Thus, we require that the strategy δ satisfies the convex constraint g(δ) = C, where
We adopt an equality constraint as opposed to an inequality constraint so that all the capital C committed to investment is fully exposed to risk. The capital is initially invested in the money market account; the strategy governs the subsequent withdrawals and infusions. The balance at the horizon H will be zero only if the worst case scenario occurs. This formulation guarantees that the investor does not default on the cash flow obligations associated with the strategy. This requirement appears to be both realistic and necessary in light of the recent wave of defaults of credit swap underwriters, and legislative movements to tighten capital requirements on protection sellers. On a more technical note, the equality constraint also precludes the second moment objective in Section 2.4 from attaining the trivial no risky investment, zero variance optimum -a case that clearly does not interest the investor.
Polynomial goal program
The expected portfolio mark-to-market profit or loss is given by δ µ, where µ = (µ 1 , . . . , µ n ) is the vector of expected position mark-to-market profits or losses:
Here, E denotes the expectation under P. The investor's strategy does not amount to simply ordering the µ i and selling protection on the name with the highest expected mark-to-market profit, subject to the capital constraint. The investor is also concerned about the strategy's risk profile, i.e. the fluctuation of the portfolio mark-to-market profit or loss δ P. We propose to measure the risk profile in terms of higher moments of δ P. The second moment is δ Σδ, where the covariance matrix Σ = (Σ ij ) i,j=1,...,n is
The third moment is given by (δ S(δ ⊗ δ))/(δ Σδ) 2/3 , where S is the third central moment tensor:
Here, P = (P 1 , . . . , P n ) and
Higher order moments can be expressed similarly. While the risk-neutral measure governs the mark-tomarket valuation of the positions at H, the actual measure governs the time evolution of the portfolio value over the investment period. Hence all moments are taken under the actual measure P. We are led to consider higher moments of δ P since the traditional mean-variance formulation is inadequate in the mark-to-market setting. To see this, consider a high-quality reference name i with a swap spread S i at contract inception of 10 basis points, or 10 −3 . As explained in Section 2.2, a mark-to-market profit for the protection seller will be realized only if the spread tightens over the investment period. Hence the maximum mark-to-market profit attainable for a protection seller is bounded: the spread can only drop by 10 basis points. On the other hand, there is a potential for unbounded loss if the spread widens. Thus, the distribution of the position mark-to-market profit or loss δ i P i is asymmetric. This asymmetry may increase with default correlation, i.e. with the tendency of portfolio positions to move in the same direction. The variance does not capture the asymmetry of the portfolio mark-to-market profit or loss δ P, and this motivates the inclusion of the third moment, which measures the skewness.
Therefore, we assume the investor structures the portfolio so as to maximize the expected portfolio markto-market profit with a distribution that is as positively skewed as possible while simultaneously minimizing the variance and satisfying the capital contraint. 5 This leads to a constrained multi-objective optimization problem:
In essence we maximize odd moments and minimize even moments, within the capital constraint. However, in general, this multi-objective problem will not have a solution that satisfies all optimizations simultaneously. 6 Therefore, we balance the objectives through a 2-step polynomial goal program (PGP). Given moment preference parameters α, β, γ ≥ 0, we solve
where
= C} is the optimal kth moment under the capital constraint, and d k (δ) is the difference between Z * k and the kth moment evaluated at δ. The optimization is a 2-step process in which we first find the optimal Z * k . Then we substitute these values into equation (10) and solve the minimization problem (9) according to the preference profile (α, β, γ). With α, β > 0, γ = 0, we have the traditional 2-moment problem and with α, β, γ > 0, the 3-moment problem. The idea behind the PGP formulation (9)-(10) is to decompose the overall portfolio problem into simpler solvable problems and then iteratively attempt to find solutions that preserve, as closely as possible, the individual goals while also reflecting the investor's priority over the different goals.
Our PGP formulation is similar to that in Lai (1991) , Chunhachinda et al. (1997) , Sun & Yan (2003) and Davies et al. (2005) , who consider the equity portfolio problem with higher moments. The key difference is that we can no longer subsume the second moment objective as a constraint to the individual optimizations. In the aforementioned papers, the decision variables are the relative portfolio weights. Hence the unit variance constraint can be subsumed in the individual optimizations at the first stage and the weights re-scaled after the second stage to suit the capital constraint. However, in our problem, the decision variables are the contract notionals restricted by a nonlinear capital constraint. Therefore the second moment is explicitly incorporated in the two stages (as an objective in the first and a constraint in the second), analogous to the odd moment formulations. Both stages are governed by the capital constraint.
While the PGP approach is not the only option available in formulating the multi-moment portfolio selection problem, it provides advantages over alternatives in terms of transparency, economic intuition and computational tractability. For instance, if we were to trace out the constant-skewness constrained meanvariance optimal locus as in Arditti & Levy (1975) , several points would have to be deleted for infeasibility. 7 On the other hand, the feasible set for (9) is always nonempty 8 and the computational requirements at each stage are modest. Athayde & Flores (2004) look at the geometric characterization of a 1-step objective of 5 Arditti (1967) shows that the investor's preference for positive skewness is consistent with decreasing absolute risk aversion. 6 The mean optimal portfolio, for instance, is likely to include large notionals on names that have high expected default payments and/or large spread movements. This composition is unlikely to be optimal for the portfolio variance.
7 For instance any constant skewness constraint ψ > Z * 3 is infeasible. 8 The capital constraint always contains the elementδ whereδi = C n . the form αδ µ − νδ Σδ + βδ S(δ ⊗ δ), yet the characterization is not easy to extend to higher moments (e.g. kurtosis). The PGP formulation can naturally be extended to include the fourth and higher-order moments, see Section 6.5. Furthermore the marginal rates of substitution between expectation, skewness and kurtosis can be expressed as functions of the moment preferences, providing a direct economic interpretation (Davies et al. (2005) ). Another approach would be to expand the investor's utility function up to the third power around the mean δ µ. However cubic utility functions do not exhibit increasing absolute risk aversion for all wealth levels (Levy (1969) ), and the specification of a tractable and realistic investor utility function in and of itself is a far less transparent process than the simple characterization of moment preferences. As noted in Lai (1991) , varying α, β, γ traces out the efficient frontier in the presence of skewness. The numerical example of Section 5 reveals that the mean-variance-skewness optimizer will drastically alter the composition of the portfolio, sacrificing expected mark-to-market profit in exchange for positive skewness in the distribution. Consequently an inefficient mean-variance portfolio may be an optimal mean-varianceskewness portfolio, and vice versa. Further analysis and comparisons between mean-variance and meanvariance-skewness optimal portfolios is provided in Section 5.
There are also alternatives to the moment-based formulation of the portfolio problem. We could maximize δ µ while constraining a downside risk measure such as the value at risk or expected shortfall of the total portfolio mark-to-market profit or loss δ P. This formulation has been proposed for the traditional equity portfolio problem, see El Ghaoui et al. (2002) and Jarrow & Zhao (2006) , for example. However, in our mark-to-market setting the distribution of δ P takes a complicated form, making it difficult to compute the risk measure analytically. This would force us to take a simulation approach to estimating the risk measure, leading to a simulation optimization problem. Below we show that our moment-based formulation is analytically tractable, allowing us to avoid simulation entirely.
Default timing model
We require the moments of the portfolio mark-to-market profit or loss δ P to address the portfolio problem (9)-(10). To calculate these moments, we formulate an intensity based model of correlated default timing under actual and risk-neutral measures. Specifically, we model the default time τ i of reference name i as the first jump time of a non-explosive counting process with intensity λ i relative to the actual measure P. The intensity satisfies t 0 λ i (s)ds < ∞ almost surely P, for each time t. Prior to default, the intensity represents the conditional default rate of a reference name relative to P and F. There is also an intensity λ * i relative to the equivalent pricing measure P * , see Artzner & Delbaen (1995) . The risk-neutral intensity represents the conditional default rate under risk-neutral probabilities, and governs the mark-to-market valuation of a swap position. We must specify the processes followed by λ i and λ * i under different measures because the moments of the portfolio profit or loss involve nested expectations under actual and risk-neutral measures.
Actual intensity
We adopt a doubly-stochastic model of firm intensities under P. Similar models appear in Chava & Jarrow (2004) , Duffie & Garleanu (2001) , Duffie et al. (2006) , Eckner (2007) , Eckner (2008 ), Feldhütter (2007 , Mortensen (2006) , Papageorgiou & Sircar (2007) and others. In this formulation, the P-intensity λ i of reference name i = 1, 2, . . . , n is a specified function Λ i of an idiosyncratic risk factor X i and a systematic risk factor X 0 . The factors X 0 , X 1 , . . . , X n are independent of one another. Conditional on a realization of (X i , X 0 ), the default time τ i is the first jump time of an inhomogeneous Poisson process with (conditionally deterministic) intensity λ i = Λ i (X i , X 0 ). Given a realization of the systematic factor X 0 , which drives the intensities of all reference names, the default times are P-independent of one another. This property facilitates the analytical calculations of the moments of δ P. It also generates computational tractability for the parameter estimation problem. However, the conditional independence property rules out possible contagion effects from defaults of other firms, see Das et al. (2007) .
We assume that the risk factors follow P-Feller diffusions (Feller (1951) ), which are also known as CoxIngersoll-Ross (CIR) processes. Extensions are discussed in Section 6.6. The dynamics are
where the W i s are independent P-Brownian motions. Here we assume that the Feller condition 2κ
is satisfied so that the processes remain strictly positive almost surely, and from hereon we always assume that this condition is met when a new Feller diffusion is introduced. The P-intensities are
where the ω i s are the factor loadings of the common risk factor. 9 The ω i s control and differentiate the level of exposure that a firm has to the common risk factor, and therefore they modulate the correlation structure of the default times. As shown by Duffie & Garleanu (2001) , certain restrictions apply to the parameters for the resulting firm intensity process to remain a P-Feller diffusion. Denoting the parameter triplets of the idiosyncratic and common factors by (κ X i , θ X i , σ X i ) and (κ, θ, σ) respectively, we require that
There are no restrictions on the mean level parameters θ X i . The resulting P-Feller diffusion parameter triplet for the firm intensity λ i is given by
The parameter triplet (15) can be estimated from historical default experience and risk factor observations by maximum likelihood, as in Chava & Jarrow (2004) or Duffie et al. (2006) . The doubly-stochastic property implies that the likelihood function is the product of the risk factor-conditional likelihood functions of the firms' survival events.
Risk-neutral intensity
The models of the actual intensities under the actual measure do not themselves intrinsically prescribe any a priori conditions that must be satisfied by the risk-neutral model or the relationship between the two measures. In the presence of a premium for default timing risk, the risk-neutral intensity λ * i will be different from the actual intensity λ i , and there is no innate restriction preventing λ * i from having dynamics that are different from the dynamics of λ i . The risk-neutral intensity may no longer be a Feller diffusion or it may even be the case that the doubly-stochastic property no longer holds under P * . The only real endogenous restriction (by the no arbitrage principle) is that the two measures be equivalent. However based on the empirical findings of Berndt, Douglas, Duffie, Ferguson & Schranz (2005) and Eckner (2008) , we see that it is reasonable for the joint model to preserve certain process characteristics under their respective measures. Here we propose a measure change that incorporates the premium for default timing risk as adjustments to the intensities λ i , and accounts for the premium for diffusive mark-to-market fluctuations through adjustments to the Brownian motions driving the λ i . Berndt et al. (2005) provide regression results and an empirical time-series fitting in which the risk-neutral intensity is modeled as an affine function of the actual intensity plus a stochastic noise term. Motivated by this formulation, we model the relationship between the actual and risk-neutral intensities as
whereα i and β i are constant parameters and theû i s are stochastic noise terms. With (12),
Since X i and X 0 are P-Feller diffusions, λ * i will also also be a P-Feller diffusion as long as the noise termû i is a P-Feller diffusion, and parameter restrictions are met.
The difference between our formulation and that of Berndt et al. (2005) is that we incorporate correlation between firm intensities via (12). In the P-dynamics of λ * i given by (17), the λ * i s remain correlated through the common risk factor X 0 . Given the structure of the transformation (17), we will decompose (16) into two independent transformations -a component attributed to the transformation of the idiosyncratic factor process X i → X * i , and another one describing X 0 → X * 0 . We achieve (16) by an explicit specification of these two transformations. This is consistent with the empirical results of Eckner (2008) , who finds that the default timing risk premium is composed of an idiosyncratic component and a component ascribed to the correlation risk. As we will see, this decomposition leads to a natural formulation for the diffusive premium as well, and is convenient for the moment computations that follow in Section 4.
To this end, we assume that there are 2n + 2 state variables -n idiosyncratic risk factors, 1 common factor, and n + 1 factors that modulate the relationship between the actual and risk-neutral factors. The modulator terms, denoted by u i , are P-Feller diffusions that track the stochastic evolution of the default timing risk premia. We posit the following relationship between the actual factor processes X i and their risk-neutral counterparts X * i :
with β 0 = 1. Here the α i s and β i s are constant parameters and the u i s are again independent P-Feller diffusions with dynamics given by
The B i s are independent Brownian motions under P, also independent of the W i s of (11). From (17),
which gives us a factor decomposition of the risk-neutral intensity λ * i , analogous to (12) of the actual intensity λ i . Just as λ i is driven by (X i , X 0 ), the transformed factors (X * i , X * 0 ) now drive λ * i . Equation (20) gives us our intended formulation of (16) 
There is now a correlation structure that is also embedded in the stochastic noise termû i , which captures fluctuations in the default timing risk premium. 10 The processû i is a P-Feller diffusion under the parameter restrictions
with ω 0 = β 0 = 1. These restrictions ensure that the risk-neutral factors and intensities remain P-Feller diffusions. The resulting P-Feller parameter triplet of the risk-neutral intensity λ * i is
For the individual risk factors, (κ *
. . , n. While our model specification allows the flexibility of having firm-specific scale (α) and shift (β) parameters, in practice they may be estimated per sector or industry for model parsimony.
Equation (24) specifies the P-dynamics of λ * i . To obtain the P * -dynamics of λ * i , we only need to specify how the Brownian motions driving (X 0 , X 1 , . . . , X n , u 0 , u 1 , . . . , u n ) change under P * . Let η be a fixed parameter. Given the actual measure P, we define the risk-neutral measure P * to be the measure under which, along with the previous intensity transformations for the default point processes, (
and
for ω i , β i > 0 and i = 0, 1, 2, . . . , n. The parameter η governs the risk premium for diffusive volatility of mark-to-market values. It is appropriately scaled to adjust the Brownian motions driving the individual factors and modulators. This synchronization preserves model parsimony and enforces the κ restrictions that ensure that the overall risk-neutral intensity processes remain P * -Feller diffusions. Now we may substitute (25) and (26) into the P-dynamics of X * i and λ * i , to rewrite them in terms of the P * -Brownian motions. This results in P * -Feller diffusion dynamics for X * i and λ * i specified by
Table 1 summarizes our intensity specification.
10 While Eckner (2008) also decomposes the risk premia in terms of idiosyncratic and common influences, he chooses to model the measure change as a scaling of the factors and a modification of the factor loading. Hence, unlike our formulation, fluctuations in the default timing risk premia are driven solely by the scaled common factor. In our formulation the fluctuations inherit the correlation structure of the intensities. The overall measure change that governs both the point process and diffusion transformations can be made precise by the corresponding Radon-Nikodym derivative, which is a product of the exponential martingale terms for the independent transforms. Our default arrival process, by construction, remains doubly-stochastic in the risk-neutral measure. Technical details are discussed in Appendix A.
Given the parameters (15) of the actual intensity, the parameters (24) and (28) of the risk-neutral intensity can be estimated from time series of single-name, index and tranche swap market rates, as in Eckner (2008) . 11 Once again the doubly-stochastic property generates significant computational advantages for the estimation problem.
Computing the moments
This section expresses the moments of the portfolio mark-to-market profit or loss δ P in terms of Laplace transforms of the cumulative intensities under actual and risk-neutral measures, and explicitly computes these transforms for the model in Section 3. The calculations capitalize on the doubly-stochastic property of the default processes under P and P * , the Markov property of the intensity processes under both measures, and the linear relationship between the risk-neutral and actual intensities. The Feller diffusion formulation is not essential, allowing us to extend our explicit calculations to other risk factor dynamics in Section 6.6.
First moment
The first moment δ µ of the portfolio mark-to-market profit or loss is determined by the expected position mark-to-market profit or loss µ i . From equation (3), we have
Formula (1) indicates that the first term in equation (29) is a standard P-expectation, which is governed by the P-dynamics of the actual intensity λ i specified in Section 3.1. Formula (2) shows that the second term is given by a nested expectation under different measures: for some function f
On the set {τ i > H}, the inner expectation takes the form g(λ * i (H)) for a function g that is determined by the P * -dynamics of the risk-neutral intensity λ * i . The outer expectation is governed by the joint P-dynamics of λ * i and λ i . If the outer expectation were taken under P * instead of P, then the nested expectation would be analogous to the undiscounted value of a forward-starting credit derivative that is knocked out at a default before the forward start date H.
Given our model for the required dynamics of λ i and λ * i , an initial prognosis would be to estimate the expectations in (29) by Monte Carlo simulation. However, because the expectation (30) is nested and under different measures, the inner step would have to be repeated for every outer sample path generated, effectively squaring the complexity of the computation. This approach would be prohibitively slow and ill-suited for applications involving real-time monitoring or frequent recalculations. Gordy & Juneja (2008) examine such nested simulation problems and explore ways to circumvent a brute force implementation. They show how to reduce the total number of computations to be performed by replacing the inner expectation with a noisy sample mean, asymptotically characterizing the bias and variance introduced by the simulation estimator and optimally allocating resources between the two stages. 12 Instead of exploiting these results, we show that for the model in Section 3, the expectations in (29) and related quantities can be calculated in closed-form. This analytical approach also allows us to avoid a simulation-based optimization problem. The doubly-stochastic property states that conditional on a realization of the risk factor processes driving the intensity, the default time τ i is the first jump time of a nonhomogenous Poisson process. Applying this property under P, iterated expectation yields the formula
where s ≥ t and where
is the F t -conditional P-Laplace transform of the cumulative P-intensity evaluated at 1. Applying the doublystochastic property relative to P * , we obtain the risk-neutral counterpart to formula (31), which is expressed in terms of the F t -conditional P * -Laplace transform L i * t,s of the cumulative P * -intensity evaluated at 1. These transforms can be calculated explicitly for many intensity specifications, including the model in Section 3. Therefore, our goal is to express µ i in terms of these and related transforms.
Equation (29) indicates that we can decompose µ i into the sum of five expectations:
We treat each expectation separately. Formula (31) leads to
Similarly, by Stieltjes integration by parts
Finally, we calculate
The parametrization of the measure change in Section 3 facilitates the calculation of the mixed measure terms E(d i ) and E(e i ) of e −rH µ i . The risk-neutral intensity (16) is an affine function of the actual intensity plus a stochastic noise term. Therefore, by exploiting the risk-neutral counterpart to formula (31), recognizing that the P * -Laplace transform L i * t,s is a function of λ * i (t) by the P * -Markov property of λ * i , and conditioning on the paths of the intensity and the noise term over [0, t], we have
for s ≥ t. This equation implies that
and similarly, by Stieltjes integration by parts,
This completes the first part of the calculation of the expected portfolio mark-to-market profit or loss. In Section 4.3, we compute the relevant Laplace transforms and expectations of the form (35).
Second and third moments
Equations (6) and (8) indicate that for the covariance and skewness terms, we must compute the additional
. These introduce new complications to the analytical computations. Due to the length and mechanical nature of the computations, we present two components that illustrate the full array of arguments used to deduce the desired analytical decompositions. Consider the calculation of E(e i e i b j ), which is a component of the cross-skewness where the first two indices are the same. By using Stieltjes integration by parts on both product terms we have
The last equality follows from the risk-neutral counterpart to formula (31). The apparent nonlinearity of the squared integral term can be circumvented by re-writing it as
by which, after multiplying and expanding through the factor (e −rH N j H + r H 0 e −rs N j s ds), we can now pass the outer expectation via Fubini's theorem, and linearity. As we are trying to formulate the expression in terms of the Laplace transforms of the cumulative intensities, which requires the indicator arguments to be of the form {τ i > t}, we further decompose the expression using the fact that 1 {τ i >s,τ j ≤u} = 1 {τ i >s} − 1 {τ i >s,τ j >u} . The doubly-stochastic property, and in particular the conditional independence property relative to P lead to a generalization of formula (31):
Using a conditioning argument similar to the one used to derive equation (35), we conclude that
With this calculation we obtain
Next we consider a component of the third moment in which all indices are distinct. We adopt a natural extension of the notation in (37):
with an appropriate re-alignment of the indices to accommodate an ascending order of the cut-off times. Now using the fact that 1 {t<τ i ≤v,τ j ≤s,τ k >v} = 1 {τ i >t,τ k >v} − 1 {τ i >v,τ k >v} − 1 {τ i >t,τ j >s,τ k >v} + 1 {τ i >v,τ j >s,τ k >v} and an argument similar to the one used to derive E[e i e i b j ], we have
In an analogous fashion we can compute all other expectations. All of the relevant techniques and arguments have been demonstrated in the representative computations of E[e i e i b j ] and E[a i b j e k ]. These quantities completely determine the mean vector, covariance matrix, and skewness tensor of the portfolio mark-to-market profit or loss, which suffice to address the three moment portfolio selection problem. The calculations can be extended systematically to further higher order central moments, allowing us to extend the problem formulation in Section 2.4 to include higher order moments. No additional modeling assumptions are necessary. We deem component terms such as E[E ik 0,H,H L k * H,s ] "compound Laplace transforms" and compute them explicitly in the next subsection.
Explicit computation of the compound Laplace transforms
Feller diffusions are examples of affine jump diffusion processes. The key result we use here is due to Duffie, Pan & Singleton (2000) . Under mild technical conditions, the extended transform with respect to P of a P-affine jump diffusion process X takes an exponentially affine form
for u, z ∈ R, where µ X and ν X are solutions to a system of Riccati ordinary differential equations. In the case where X is a Feller diffusion, the system has closed-form solutions. The ODEs and their explicit solutions, expressed in terms of the parameter triplet of X, can be found in Appendix B. By formula (38), the affine form of the measure change, and conditioning, we can compute the compound Laplace transforms explicitly. Although we encounter a variety of different forms of compound Laplace transforms, the computations of these transforms are similar. The required arguments can be fully demonstrated with the computation of
. By an application of formula (38) with respect to P * and the P * -Feller diffusions X * i and X * 0 with parameter triplets given by (27), we have
where the second equality follows from the P * -independence of the risk factors and the * superscript indicates that we are dealing with the extended transform of the risk-neutral factors under P * . Therefore with the appropriate substitutions of X * i (q) = α i + β i X i (q) + u i (q), and X * 0 (q) = α 0 + X 0 (q) + u 0 (q), described in Section 3, we obtain
The last equality is a result of the independence of the risk factors and the modulator terms. Next by iterative conditioning we have
and we can apply similar conditioning arguments to the other product terms to obtain
With the same technique we can compute all the other compound Laplace transform terms, and this completes our explicit characterization of the moments.
Numerical experiments
This section illustrates the features of our problem formulation and demonstrates the effectiveness of our computational approach by exploring the mean-variance-skewness mark-to-market optimization problem.
Base case with alternative moment preferences
We consider a portfolio of n = 15 reference names. The names are ordered according to their credit quality, as measured by their swap spreads S i , ascending. Thus, name 1 is the least risky name, while name 15 Name Spread (bp) Table 2 : Annualized swap spreads (1bp=10 −4 ) and risk factor parameters for reference names.
is the most risky. The swap spreads, actual and risk-neutral risk factor parameters, factor loadings, affine measure change parameters, and noise means are given in Table 2 . Other parameters include = 0.6, r = 0.02, κ i = κ = 0.414, κ * i = κ * = 0.357, η = −0.5. These parameters represent a realistic range of low, medium, and high risk names based on the estimates of Duffie et al. (2006) and Eckner (2008) , whereas the parameters regarding the change of measure are consistent with the fitted sector data of Berndt et al. (2005) . The investment horizon and contract tenure are H = 0.5 and T = 1.75, respectively.
We compute the mean vector, covariance matrix and skewness tensor with the methods developed in Section 4. Time integrals as in equation (34) are discretized on a quarterly grid, consistent with credit derivatives market convention. Since none of the expressions to be computed require any simulation or high-complexity numerical approximation techniques, the moments can be computed and re-computed for alternative parameter sets instantly. We substitute the computed moments into the polynomial goal program (9)-(10), which can be solved by standard nonlinear optimization routines. Here we carried out the higher order optimizations via gradient methods over randomized initial values. 13 The nonemptiness of the feasible region has already been discussed in Section 2.4. To deal with the existence of local optima we use randomization and perturbations of the boundaries. In conjunction with the capital constraint, the premium and loss payments define effective ranges for each name over which we generate 100 random points used as initial values. We keep track of the running minimum of the objective value over the iterations. After each randomized session we also perturbed the constraint C by small increments. 14 The results for different moment preference triplets (α, β, γ), with capital constraint C = 100, are given in Table 3 . 15 The first five columns of Table 3 provide an interesting comparison between a full fledged mean-varianceskewness optimal portfolio and simpler alternative investment strategies. Note that the capital constraint of Section 2.3 corresponds to a minimal risk protocol that the investment manager must abide by. The (1, 0, 0) or 13 The fmincon routine of Matlab 7.6.0 was used on an Intel Core2Duo 2.4GHz processor with 4GB of RAM. 14 It is a standard neighborhood search technique in nonlinear programming to go through C ± ∆ for small values of ∆ to check for significant turning points. 15 The 0.00s in Table 3 are not identically zero but 0.0000 rounded to the 4th decimal.
(α, β, γ) (1, 0, 0) (0, 1, 0) (0, 0, 1) (1, 1, 0) (0, 1, 1) (1, 1, 1) (3, 3, 1) (3, 2, 1) ( Table 3 : Optimization results: optimal mean, variance, and skewness of the portfolio mark-to-market profit or loss, and the corresponding optimal position notional values. The capital constraint C = 100.
maximum expected mark-to-market profit portfolio represents the strategy in which the investment manager only considers the expected mark-to-market gains of the positions and decides upon an allocation that will maximize this gain. This is a naive but realistic strategy that roughly corresponds to the manager looking for undervalued positions that will appreciate or overvalued positions that will depreciate the most over the horizon, while complying with the risk protocol on maximum loss. Since the governing capital constraint is nonlinear, the allocation under this criterion is still nontrivial -one does not simply align the expected markto-market gains and concentrate the entire allocation on a single name. The maximum expected portfolio profit is 33.09. While this is much higher than any other single or multi-moment strategy, the overall risk profile is highly unattractive if we consider the other moments. The portfolio has an extremely large variance of 100.00 and a significantly negative skew of −44.95. The (0, 1, 0) portfolio of Table 3 corresponds to a minimum variance strategy. The minimum variance strategy has recently been emphasized in the equity portfolio selection literature, see and others. It is motivated by the fact that mean equity returns are hard to estimate accurately. In view of these estimation errors and the resulting instability of the portfolio policies, the investment manager may be better off ignoring the mean return as a performance metric altogether. In our fixed-income portfolio setting, the (0, 1, 0) portfolio represents the strategy in which the investment manager minimizes portfolio variance while fully utilizing the assigned credit exposure. The minimum variance is 5.18. However this is accompanied by a low expected mark-to-market profit of 3.33, and a portfolio skewness of −143.24 that is hard to ignore. On the other hand, we may also seek to maximize the skewness of the portfolio subject to the capital constraint. This corresponds to the (0, 0, 1) strategy in Table 3 . The maximum portfolio skewness is 8.26. While the portfolio variance remains a modest 5.27, the expected mark-to-market profit of the portfolio is the lowest of all three test cases. In light of their full three-moment profiles, none of these single moment strategies offer attractive portfolios. The next two columns of Table 3 represent mean-variance optimal (γ = 0) and skewness-variance optimal (α = 0) portfolios. As expected, mean-variance optimality enjoys a high expected profit of 10.29, and a relatively low variance of 8.66. However, the portfolio has a significant negative skewness. Skewness-variance optimality produces a high positive skewness of 8.23, but this comes at the expense of a significantly reduced expected profit. Altering the ratio between α and β in the former, and β and γ in the latter case would trace out the mean-variance and skewness-variance efficient frontiers, respectively. The significant negative skewness (−2.48) in the mean-variance optimal portfolio indicates the significance of including the third moment into the optimization. See Figure 1 for a visualization.
The mixed preference cases strike a balance between these extreme cases. Looking at the 5 columns of Table 3 where all three preference parameters are non-zero, we see that raising one parameter while keeping the other fixed increases the corresponding moment at the expense of the others. This is especially noticeable in the case of (1, 3, 1) → (3, 3, 1) in which the expected profit rises from 4.25 to 16.02 but the portfolio variance increases from 5.31 to 16.90 and the skewness drops from 8.07 to 0.39. Whether this is a worthy trade-off is a matter that depends entirely on the investor or institution's risk appetite. Altering the ratio between between the three preference parameters would trace out the three dimensional meanvariance-skewness optimal surface, whereas holding one of the parameters fixed while altering the other two would trace out iso-mean, iso-skewness, and iso-variance curves.
An interesting observation is that the optimal allocations vary drastically over the different risk profiles. For instance, in the (1, 1, 1) portfolio we sell protection on reference name 7 for a notional value of 12.96, while in the (3, 3, 1) portfolio we buy protection for a notional of 6.02. Skewness-variance optimality recommends that we sell protection for a notional value of 84.13 on the least risky name 1, whereas in the (1, 1, 1) portfolio we buy protection with a notional value of 13.67 and in the (3, 2, 1) portfolio we exclude this name entirely. This could be indicative of the fact that this low risk name has an extremely skewed mark-to-market distribution but contributes little towards mean-sensitive objectives because of its low spread and low risk of default. With the exception of the mean-optimal portfolio, all preference triplets recommend a small positive notional for the riskiest name 15. Because of the pronounced skewness and co-skewness that exist in the mark-to-market gains, the mixed preference cases appear to offer more attractive profiles, sacrificing a relatively small portion of the expected profit while gaining significantly in portfolio skewness, and allowing the investor to avoid negatively skewed distributions. Table 4 : Optimization results for the alternative scenarios, with preferences (1, 1, 1).
Scenario analysis
To understand the implications on optimal portfolios of idiosyncratic default risk and default correlation, we analyze alternative scenarios. The optimization results for these scenarios are given in Table 4 , and Figure  2 visualizes the corresponding optimal moments. First we consider a moderately elevated state of common risk by increasing the equilibrium level of the common risk factor to θ 0 = 0.0858. With preference parameters (1, 1, 1), the optimal expected profit and loss becomes 11.82 with a portfolio variance of 18.57, and skewness of 1.25. This shows that we can achieve a higher expected portfolio profit in this elevated state of common risk. However this expected gain is overshadowed by a larger portfolio variance, and a significantly reduced positive portfolio skewness. The high portfolio variance is a result of the larger univariate variances and an increase in the co-movements of the positions. This first scenario is denoted MG in Table 4 and Figure 3 .
In order to isolate the effect of an increase in default correlation, we examine a scenario denoted DC in Table 4 and Figure 3 . Here we increase default correlation among the names by 50% while maintaining the overall level of risk for each name. This is achieved by increasing the factor loadings by a multiplicative factor of 1.5, while simultaneously scaling σ 0 to σ 0 / √ 1.5, and subtracting 0.5ω i θ 0 from each θ i . This leaves the actual intensity parameters κ i , θ i , and σ i for each obligor unchanged but it shifts the contribution from the idiosyncratic factors to the common factor. The directionality of the changes in the optimal portfolio moments over the base case are identical to the previous scenario MG. This can be attributed to the fact that in MG, due to the increase in the equilibrium level of the common risk factor alone, the common factor assumes a more prominent role, effectively increasing default correlation. The difference is that in MG the overall level of risk is also elevated so it was not possible to isolate the effects of one from the other. In the DC scenario, the expected portfolio profit rises to 16.70 but the increase in portfolio variance is more moderate at 14.97. The portfolio skewness drops to a similar level of 1.29. Interestingly, the directionality of the positions (long/short) are identical to MG, apart from the 6th obligor which is a short protection position in DC. This indicates that for comparable risk levels, the correlation structure among the reference names is more important than the absolute risk levels in deciding moment-optimal compositions. Next we analyze a "crisis state," denoted CS in Table 4 and Figure 3 , in which increase the equilibrium level of the common risk factor to θ 0 = 0.0628, and also increase all factor loadings by 50%. Not only does this induce higher default correlation but, as specified in Section 3, this change implies an increase in the volatilies of the idiosyncratic risk factors via the restriction σ i = √ ω i σ. Hence this represents a state in which we have both high systematic and idiosyncratic risk across the board. Under this regime, and with preference parameters (1, 1, 1), the optimal expected profit becomes 8.04 with a portfolio variance of 37.91 and portfolio skewness of 0.42. The expected profit and loss shows a large decrease over both the base case (1, 1, 1) and the previous case, and the portfolio variance has also grown significantly. The skewness drops significantly from both the previous case of moderately elevated common risk and the base case. The interactions between the mark-to-market profits or losses of the 15 credit swaps are complex, and a number of observations warrant discussion. Greater risk can act in both directions by simultaneously increasing the spread and the expected loss payment. We can capitalize on large movements in either direction by selling protection when the expected profit and loss is positive and buying protection otherwise. Therefore the directionality of change in expected portfolio profit in greater risk scenarios is not clear-cut. In this crisis state, both the larger idiosyncratic intensity volatilities and higher default correlation contribute to a much larger portfolio variance. As a result, the variance objective places a significantly greater strain on the other two objectives, contributing to both lower expected portfolio profit and lower portfolio skewness.
Finally we examine the case where the least risky name name 1 is replaced by a high risk name. We raise the equilibrium mean level parameter of the idiosyncratic factor of name 1 in Table 2 from 0.0003 to 0.1883, and also increase the common factor loading to 1.39. The results are listed under the label EXT in Table 4 and Figure 3 . The optimal allocation dictates that we sell protection on name 1, though on a much smaller notional than in the 2 other scenarios. However, the interesting observation is that the introduction of this high risk name drastically changes the optimal holdings in other positions as well, and consequently the overall risk/return profile of the portfolio. The most notable difference is that now we buy protection for all of the 3 riskiest obligors (apart from the newly introduced obligor). This demonstrates the complex way in which the polynomial goal program achieves attractive risk/return profiles via trading off the intricate interactions between the individual mark-to-market changes. Only a small portion of the large gain in expected portfolio profit and loss can be attributed to actual changes in the weight of the first obligor. The rest is due to the changes that are now more favorable in the other positions because of the different overall coskewness and covariance structure.
Robustness of optimal portfolios
We consider the sensitivity of optimal portfolios to changes in the model parameters. Understanding this sensitivity is important, for several reasons. First, if the selection problem is solved sequentially over shorter horizons, then changes in allocations incur costs that impact overall returns. The costs increase with the discrepancies in adjacent allocations, which are governed by the changes in the fitted model parameters. Second, in any single one-period setting, parameter estimation errors may play a role. While the maximum likelihood estimation problem for doubly-stochastic models of correlated default timing are relatively wellunderstood (Berndt et al. (2005) , Duffie et al. (2006 ), Eckner (2007 and Eckner (2008)), not all parameters can be estimated with high accuracy. It would be highly undesirable if estimation errors were to drastically change the optimal investment policies. Hence, we examine the effect of perturbing some of the parameters that are difficult to estimate.
We start from the base parameters of Table 2 , and focus on the (1, 1, 3)-portfolio of Table 3 . The parameters that are most difficult to estimate are those related to the measure change, η, α i and β i , and the long-term equilibrium levels θ i of the P-intensities. Since all factors are structurally symmetric, for clarity we perturb the global measure change parameter η, the common risk factor P-equilibrium level θ, and common risk factor measure change adjustment α 0 , each over a range of ±10%. Figure 4 contains boxplots of the notionals for the four names with the largest range of deviation. For the first name, the optimal notional ranges between [79.98, 82.78], [79.16, 83.39] and [79.77, 82.23] , for η, θ and α 0 perturbations, respectively. Given that the total notional committed for the base (1, 1, 3)-portfolio is 165.89, a turnover range of less than 4.23 only corresponds to 2.5% of the committed notional. For the second name, the respective ranges are even narrower at [23.33, 24.24], [23.04, 24.49] and [23.35, 24.19] . For the subsequent names the deviations are further reduced, and even for the most volatile θ perturbations, the maximum total deviation of the 15 names amounts to less than 16% of the committed notional. Thus the optimal portfolios are remarkably robust to univariate parameter perturbations. A definite trend across the names is that θ perturbations have a more pronounced effect on the optimal allocations while the solutions are much more stable under perturbations to the measure change parameters. This trend is also indicated in Figure 5 , which displays the optimal mean, variance, and skewness of the (1, 1, 3)-portfolio with η, θ and α 0 perturbations. Since the parameters relate to the moments in a highly nonlinear way and the moments are components to a nonlinear optimization problem, not much can be said from an analytical point of view about monotonicity trends. However, what is apparent is that θ perturbations again exhibit the most salient effects. The optimal variance and skewness are constricted to extremely narrow bands for the η and α 0 perturbations, while the band for the mean is somewhat larger. The θ perturbations prompt relatively greater but not excessive changes to all optimal moments. 
Extensions
This section discusses extensions of the basic setting of Sections 2 and 3. This includes the treatment of mixed portfolios of credit swaps, straight corporate or government bonds or loans, and standard index swaps, as well as premium accruals, stochastic interest rates, higher moments, and more general intensity dynamics.
Corporate bonds and loans
We show how to incorporate a corporate bond in the portfolio selection problem. A long bond position is similar to a credit swap protection selling position. The difference is that there is an initial cash outflow, the premium stream is replaced by a coupon stream, and the default loss paid out becomes a recovery payment received. Also if the firm survives to the maturity T > H, then the bond investor receives the principal 1. Thus, if the bond issuer defaults before H, then the cumulative discounted payments are
where c i is the per-period coupon rate and P b i is the initial price of the bond. If the bond issuer survives to H, then the investor receives the scheduled coupons, and the mark-to-market value of the bond at H. Hence the cumulative discounted cash flows are 16
Risky loans can be modeled as defaultable zero coupon bonds, while risky loans with fixed prepayment schedules can be modeled as defaultable coupon bonds. From the bond investor's perspective, the mark-tomarket profit or loss at time H on a unit notional bond position is given by
Modulo scaling and additive constants, (41) shares the same basic components as our original formulation (3) and thus the analytical methods of Section 4 can be applied directly. In addition to the regular payments and loss payments that can be mapped directly to their credit swap counterparts, the capital constraint must now be adjusted to account for the initial cash outflow for long bond positions and cash inflow for short bond positions. We can also incorporate short sale restrictions by placing lower bound constraints on the bond notionals in addition to the capital constraints at both stages of the goal program.
Standard index swaps
Next we show how to incorporate a standard index swap into the portfolio selection problem. An index swap is referenced on a pool of k single-name credit swaps with notional 1/k, premium payment dates t m and maturity T > H, which is also the maturity of the index swap. The index reference pool may overlap with the set of single-name swaps that are available on a stand-alone basis for inclusion in the optimal portfolio. We must expand the model of default timing in Section 3 to the superset of all reference names. The index reference pool is a subset {l 1 , l 2 , . . . , l k } of this superset of reference names.
The index swap protection seller covers default losses in the underlying pool as they occur; the swap is not canceled at a default. The premium at date t m is a fraction of the notional of the names that have survived to t m . It is given by S x i (1 − N tm /k), where S x i is the per-period index swap spread and N = N l 1 + · · · + N l k is the default count in the index portfolio. Thus D x i (H), the discounted stream of premium payments received during (0, H] less the discounted stream of default payments made during that period, is given by
Further S x i (H, T ), the mark-to-market value of the index swap at the horizon H, discounted to time 0, is
The mark-to-market profit or loss at H on a unit-notional index swap protection selling position is then
Note that the index default process N is simply a summation of default indicators of individual reference names. A review of the techniques of Section 4 reveals that the analytical framework can be adopted seamlessly for any derivative product whose payoff can be decomposed into a linear combination of indicator terms of the form 1 {τ 1 >s 1 ,...,τn>sn} and Stieltjes integrals of deterministic functions with respect to the default processes. This includes both the bonds and loans of Section 6.1 and the index swaps of this section.
Although we have thus far dealt with different credit sensitive instruments separately, there is nothing in our analytical framework that prevents us from expanding the security pool to include all of the aforementioned securities together. Each individual mark-to-market profit and loss stream is a linear combination of indicator terms of the form 1 {τ 1 >s 1 ,...,τn>sn} and Stieltjes integrals with respect to the default indicators. Hence the cross terms between different securities that appear in the higher-order moment computations are not different from those of the credit swaps. Their additive decompositions will involve the same compound Laplace transforms as in Section 4.3. After the moments are fully decomposed, the default and survival scenarios of the obligors are propagated through the calculations by the Laplace transform terms. Thus the problem of overlapping names is addressed naturally.
Accrued premium payments
In practice, if default occurs between payment dates the credit swap protection buyer must pay the protection seller the premium that has accrued from the last payment date to the default time. Incorporating this feature into our framework only requires a minor modification. We must add to the premium cash-flow stream of swap i, modifying the cumulative premium term of (1). The additional premium is prorated according to the time that has elapsed since the last premium payment date as a portion of the regular payment interval ∆ m = t m − t m−1 . Thus, D i (H) of (1) and S i (H, T ) of (2) are redefined as
respectively. The extra terms are Stieltjes integrals of simple deterministic functions with respect to the default process. Therefore they can be treated by integration by parts in the moment computations.
Stochastic interest rates and government bonds
There is a natural extension of our formulation to a stochastic risk-free rate of interest. We can model the short rate as an additional risk factor following Feller diffusion dynamics or an affine function of multiple factors that are all Feller diffusions, for a more elaborate model. Positive correlation with default intensities can also be accommodated by adding the common risk factor X 0 , with an appropriate factor loading, to the independent interest rate factor(s). The same paramterization of the measure change of Section 3 should govern the interest rate factors. Because of the mean reversion and nonnegativity characteristics of Feller diffusions, they have long been benchmark processes for short rate models. This modification is unobtrusive to our overall formulation, as the interest rate factors simply act as additional risk factors that add coefficient terms to the compound Laplace transforms in our moment computations. The generalizations of Section 6.6 below also apply as long as we maintain a synchronization of the dynamics used to model the intensity and short-rate factors. The introduction of stochastic interest rates leads to a meaningful extension of the framework to include non-defaultable government bonds in the investment pool. Defaultable sovereign bonds can be dealt with analogously to the corporate bonds of Section 6.1. The cash flow stream of a default risk-free government bond consists of fixed discounted payments of coupons and principal. With the aforementioned Feller diffusion factor model for the short rate, the discount factors will simply be exponentially affine functions of Feller risk factors. Hence, the computation of the related moments and compound Laplace transforms can be seamlessly incorporated into our existing analytical framework of Section 4.
Higher moments
It is straightforward to extend the polynomial goal program in Section 2.4 to include higher moments of the portfolio mark-to-market profit or loss δ P. This extension is natural and does not require additional modeling assumptions or computational techniques. For example, to include the kurtosis of δ P, the objective of the program becomes
, K is the fourth central moment tensor, d 4 (δ) the distance between Z * 4 and Z 4 (δ), and ψ > 0 is the preference parameter. The fourth central moment tensor K is given by
Thus, in accordance with our notation of Section 4.1, we must now compute E[(
in addition to the quantities already calculated for the first three moments. These computations can be performed by following the same techniques outlined in Section 4.1. Through analogous integration by parts arguments, joint survival probability decompositions, and iterative conditioning on the risk factors, we will again arrive at an expression consisting of a sum of compound cumulative Laplace transforms. The compound cumulative Laplace transforms now have an additional order to account for the extra product terms. Yet with one additional conditioning argument they can still be expressed as exponentially affine functions of the initial risk factor values, where the affine coefficients can be computed analytically following the methods of Section 4.3.
Intensity dynamics
We can extend the Feller diffusion intensity dynamics of Section 3 to a much broader class of stochastic models while maintaining analytical tractability. This includes, in particular, the introduction of jumps to the intensity processes. Eckner (2007) , Mortensen (2006) and Schneider, Sögner & Veza (2009) have found jump risk to be important for explaining market premia for credit derivatives. To introduce jump risk to the doubly-stochastic setting of Section 3.1, we can model the P-dynamics of the risk factors as
The J i s are independent compound Poisson processes with intensities l X i and independent, identically distributed exponential jump sizes of mean m X i ≥ 0 under P. The condition κ X i θ X i > 0 ensures that the X i remain positive almost surely. Jumps in X 0 cause discontinuous shocks to all intensities λ i = X i + ω i X 0 simultaneously, and this can generate a high degree of default correlation. Following Duffie & Garleanu (2001) , we deem processes of the form (42) basic affine jump diffusions (AJDs), and we impose parameter restrictions for λ i to remain a basic P-AJD. With (κ, θ, σ, l, m) and (κ X i , θ X i , σ X i , l X i , m X i ) denoting the common and idiosyncratic risk factor parameter quintets respectively, we require that m X i = ω i m in addition to the parameter restrictions (13)- (14) on κ X i and σ X i . Under these restrictions, the λ i s follow basic P-AJDs with parameters (κ,
The parametrization of the measure change follows Section 3. We posit the same affine plus stochastic noise term relationship (16) between actual and risk-neutral intensities where the noise termû i (t) is a basic P-AJD. As before, this relationship is constructed from the transformations of the individual factors (18) where the u i s are now independent basic P-AJDs with dynamics
The B i s are independent Brownian motions (also independent of the W i s of (42)), and the Q i s independent compound Poisson processes under P. Consequently we have . This completely determines the P-dynamics of the risk-neutral intensities.
In this extended setting, the intensities are no longer driven solely by the Brownian motions. Hence specifying the changes to the Brownian motions under P * does not suffice for determining the full P * -dynamics of the λ * i s. The measure change should not only affect the Brownian motions W i , and B i , i = 0, 1, 2, . . . , n, but also the Poisson processes J i , and Q i , i = 0, 1, 2, . . . , n. For the risk premium for diffusive volatility, we maintain the framework of (25)- (26) proposed in Section 3. With Girsanov's theorem for jump-diffusions we can now specify a Radon-Nikodym derivative through which the drifts of the Brownian motions are changed as previously prescribed, and J i , Q i , i = 0, 1, 2, . . . , n remain independent compound Poisson processes but with new intensities and jump size distributions under P * . Since the drift component of the P * -dynamics is only affected by the Brownian portion of the measure change, the first three basic P * -AJD parameters of λ * i and X * i are still described by (27)-(28). The jumps generated by the Poisson components represent common or idiosyncratic shocks in the economy that cause discontinuous changes in the risk factors and thus the overall default intensities. This leads to the interpretation of the discrepancy between the actual and risk-neutral jump intensities and mean jump sizes of the Poisson components as shock timing and shock impact risk premia, respectively. For a parametrization of the intensity change in the Poisson processes, we can freely adopt different specifications without affecting the analytical tractability of the overall framework (barring certain technicalities). For instance, we may specify a fixed universal premium ratio between the actual and risk-neutral intensities or we may allow this ratio to vary between firms or sectors. Alternatively we could estimate an additive timing premium or combine the two for an affine transform with coefficients calibrated commonly, sector-wise or firm-wise. Once again there is no a priori restriction to changes in the jump size distribution, and in fact we can change the distribution entirely to one which is not exponential. However in order to keep the analytical framework intact, we need the risk-neutral intensity dynamics of the default processes to remain basic P * -AJDs which requires certain restrictions. The jump size distribution should remain exponential and while we may apply empirically motivated parametrizations to change the mean parameter, they must be such that m * X i = ω i m * and m * u i = ω i β i m * for i = 0, 1, 2, . . . , n. The * superscript denotes the risk-neutral counterparts to the respective mean jump size parameters. Note that from the higher level view of the analytical moment computations in Section 4, the specifics of the risk factor and default intensity dynamics are irrelevant as long as the risk factor and default intensity formulations are preserved under the measure change, the measure changes for the default intensities are of the form (16), and there is a tractable method for computing the exponentially affine coefficients of the extended transforms. Hence from hereon we can directly use the moment formulas that have already been computed for the Feller diffusion case, only changing the coefficient functions to the explicit formulae given in Duffie & Garleanu (2001) . This is not the only extension possible for richer risk factor and intensity models. We may adopt more general affine jump diffusion risk factor processes where the intensities of the jump terms are time-dependent affine functions of the factors, and the jump size distributions are arbitrary. It is also possible to have multiple idiosyncratic and common factors with vector valued AJDs. As shown by Duffie et al. (2000) , under technical regularity conditions, the extended transforms of these general AJDs remain exponentially affine functions of the initial risk factor values, and the affine coefficients satisfy a system of Riccati ODEs. However with these generalizations, the level of analyticity of our formulation suffers. While the superstructure of moment decompositions in terms of compound Laplace transforms remains intact, solutions to the ODE system often do not admit closed-form expressions. Consequently the compound Laplace transforms will only have closed-form representations up to these coefficients. In these cases the solutions will have to be computed via numerical ODE methods such as the Runge-Kutta method.
Alternatively, we can adapt a quadratic formulation in which the risk factors follow quadratic diffusion processes. Leippold & Wu (2002) and Chen, Filipovic & Poor (2003) found that the flexibility of these models alleviates empirical tension that may be created by the linearity and nonnegativity assumptions of the affine framework. The extended transform of the cumulative intensity becomes an exponentially quadratic function of the initial factor values where the coefficient functions obey a system of Riccati ODEs. Chen et al. (2003) show that in the univariate or independent factor case the solutions are given in closed-form. Hence the analysis of Sections 3 and 4 is applicable with appropriate modifications.
Conclusion
We formulate and solve the static optimization problem for a fixed-income portfolio that may contain corporate or government bonds, industrial loans or positions in credit derivatives such as credit and index swaps. We propose to optimize the portfolio mark-to-market profit or loss at the investment horizon, which incorporates the premium and default cash flows of long and short cash and derivative positions, and the survival-contingent market value of these positions at the horizon. The selection problem is cast as a polynomial goal program that involves a two-stage constrained optimization of preference weighted moments of the portfolio mark-to-market. The decision variable is the vector of contract notionals. A capital constraint guarantees the solvency of the portfolio manager during the investment period.
Our multi-moment formulation takes account of the non-normal distribution of the portfolio mark-tomarket, in particular the skewness due to the risk of issuer default. It is also computationally tractable for the large portfolios common in practice. This is because we succeed in developing analytical expressions for the moments of the portfolio mark-to-market, which are valid for a class of doubly-stochastic models of correlated default timing. These models are widely used for the analysis of portfolio credit risk and the valuation of credit derivatives, and their estimation is well-understood. These features facilitate a practical application of our optimization methodology.
Numerical experiments illustrate the properties of the optimal portfolios, and document the computational advantages of the moment-based formulation. They indicate the economic and statistical importance of including higher moments in the optimization, and highlight the implications for optimal portfolios of firm idiosyncratic default risk and default correlation. The optimal policies are found to be robust with respect to errors in the estimation of the parameters of the default timing model.
A Measure change
This appendix details the measure change in Section 3. Let {λ i , λ * i , X j , u j } be the (almost surely strictly positive) P-Feller diffusions specified in Sections 3.1 and 3.2. The default indicator process (N 1 , . . . , N n ) is a doubly-stochastic Poisson process driven by X = (X 0 , X 1 , . . . , X n , u 0 , u 1 , . . . , u n ) with P-intensity (λ 1 , . . . , λ n ). Given these dynamics, for any η ∈ R and finite horizon T > 0, 
