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THE ANALYSIS OF CANCER CHEMOPREVENTION EXPERIMENTS 
IN WHICH THERE IS INTERVAL CENSORING 
STEPHEN M. KOKOSKA 
Department of Mathematics, Colgate University 
Abstract. In certain types of cancer chemoprevention experiments animals are examined for 
the appearance of tumors over the duration of the investigation. If the experimental animals 
are inspected frequently enough, then it is reasonable to assume that the times to tumor 
detection accurately represent the times the cancers reach detectable size. lf examinations 
are conducted less frequently, this assumption is not justified. In such experiments, each 
detectable tumor is associated with a time interval rather than a specific time point. In this 
paper we introduce a parametric method for the statistical analysis of experiments in which 
there is interval censoring that explicitly acknowledges the confounding of the number of 
induced tumors and tumor growth rate. 
1. INTRODUCTION 
This paper is concerned with the statistical analysis of cancer chemoprevention experi- 
ments designed to test the effects of cancer inhibiting or promoting substances. In these 
investigations experimental animals are exposed to a carcinogen and randomly assigned 
to treatment groups. The critical features of this type of experiment are: 1) multiple 
tumors occur in the target tissue, and 2) animals are sacrificed before all induced tumors 
have reached detectable size. See [l] and [a]. 
In one class of experiment, animals are examined often for the appearance of tumors. 
For example, in rat mammary systems, animals may be palpated two to three times 
per week for the detection of new tumors. Tumor times and tumor locations may be 
recorded. In experiments of this type, both the number of detected tumors and their 
specific times to detection are available for analysis. See [3], [4], and [5]. 
In the experiments we are concerned with animals are examined less frequently so 
that each detectable tumor is associated with a time interval rather than a specific time 
point (interval censoring). In addition, since the number of censored observations, the 
number of unobserved cancers, is unknown, there is confounding of tumor number and 
tumor growth rate parameters. Fewer tumors in a treatment group as compared to a 
control group may be the result of a decreased number of induced tumors, a slower tumor 
growth rate, or both. It is important to distinguish between these two different biological 
actions. In this paper we introduce a mathematical model which directly addresses this 
problem of interval censoring and the confounding inherent in these systems in order to 
more accurately assess the effects of a cancer inhibiting/promoting agent. 
2. THE MATHEMATICAL MODEL 
In the remainder of this paper we use boldface characters to represent matrices and, 
in particular, vectors. The model we use to characterize cancer chemoprevention exper- 
iments in which there is interval censoring is defined by: 
1. X, an integer-valued random variable, representing the number of induced tumors per 
animal, from a parametric family with probability mass function (pmf) p(+;4), Q E 
9 E Rp, and probability generating function (pgf) Px(.;~); 
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2. T, a real-valued random variable, representing the time to tumor detection, from a 
parametric family with cumulative distribution function (cdf) F(.;0) and continuous 
probability density function (pdf) f(s;e), 0 E 0 C R’; 
3. s, a positive integer (the number of intervals); 
4. A={A1,AZ,... ,A$}, a disjoint collection of non-empty Lebesque measurable subsets 
of the real line (the time intervals) with A0 = R \ (Al U As U. . . U A,) non-empty and 
qi=Pr(T~Ai)#0, i=1,2 ,..., s. 
Let Tl,Tz,... ,Tx be an independent identically distributed (iid) sample of size X 
from the distribution characterized by _f(.;0). The observation Tj is detectable if it is in 
the set A1 U AZ U e + . U A, and undetectable if it is in AC,. Since the number of censored 
observations of TI , Tz, . . . , TX is unknown, there is confounding of the number of induced 
tumors and their times to detection. 
Let tc = 0, t, = t’ (the length of the experiment) and let 0 = to < tl < t2 < .. . < 
t, = t* denote the times of examinations (palpations). The intervals are given by Ai = 
(ti-l,ti]p i= 1,2,... j s. Our goal is to estimate the underlying parameters 4 and 8, and 
to compare treatments based on these estimates. The estimation procedure is based on 
the integer-valued random variables Ji = #{Tj E Ai : j = 1,2,. . . ,X}, i = 1,2,. . . , s, 
the number of detectable elements in the sets Al, AZ,. . . , A,, respectively. The actual 
values of the detectable elements are unobservable due to infrequent examinations, thus 
adding interval censoring to this system. The following theorem illustrates how the 
distributions of X and T interact in experiments of this type. 
THEOREM. Let qi = Pr(T E Ai), Ji be the number of elements in the set Ai, i = 
0,1,2 )... , s, d = (Ql,Q2,... ,qd), and Jf = (51, Jz,. . . , Jb). Then: 
(i) J hasjointpgfFj(,rr,zz,... ,zs) = Px(qc+qtz); and 
(ii) for i,j = 1,2 ,... ,s 
(a) E( Ji) = qiE(X); 
(b) Var(Ji) = qf[Vx(X) - E(X)] + qiE(X); 
(c) Cov(Ji, Jj) = qiqj[Var(X) - E(X)], i # j. 
PROOF: (i) Given X = z, the random vector (JO, J) has a multinomial distribution with 
joint pgf (qozo + qlzl + . . . + qSzs)= = (qozo + qtz)“. Therefore, the unconditional pgf 
for (JO, J) is given by Px(qozo + qtz). The pgf for J is obtained by setting r. = 1. Thus 
PJ(Z) = Px(q0 + qtz). 
(ii) The proof of part (ii) follows from properties of pgf’s. 
E(Ji) = Pfc(qo +ql + ...+ qi%i + .**+qs) Izi=l 
=QjPfc(QO+Ql+“*+Qj+ “‘+qa) = qiPfi(l) = qiE(X) 
(4 
E[Ji(Ji - l)] = P$(qc +QI +***+qizi + ..*+qs) lai=l (b) 
= qz P$ (QO + Ql + f ’ ’ + Qi + ’ ’ ’ + qs) = @g(l) = &qX2) - wql, 
thus Var(Ji) = q”[E(X2) - E(X)] + E(Ji) - E(Ji)2 
= q:[E(x2) - E(X)] + qG(X) - q$(x>2 
= qf[Var(X) - E(X)] + qiE(X) 
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= qiqjPg(l) = qiqj[E(X2) - E(X)], thus 
COV(Ji, Jj) = qiQj [E(X2) - E(X)] - E(Ji)E(Jj) 
= %CIj [E(X2) - E(X)1 - [!Ii~(x)l[qjE(X)l 
= QiQj War(X) - E(X)] 
A natural choice for the distribution of X is the “rare event” or Poisson distribution. 
However, in some experimental systems the sample variance of the number of detectable 
tumors is observed to be greater than the mean number of detectable tumors. Thus 
the negative binomial distribution is used to characterize the number of induced tumors. 
The following corollaries address these two special cases. 
COROLLARY. If X has a Poisson distribution with mean X, then JI, J2,. . , , J, are inde- 
pendent Poisson random variables with means )cqi, i = 1,2,. . . , s, respectively 
PROOF: The pgf for X is Px(t) = e ‘(‘-l). By the theorem the pgf for J is Px(qo+qtz) = 
ex(qO+q’z-l). Thus, the pgf for Ji is given by 
Therefore, Ji, i = 1,2,. . . ,s has a Poisson distribution with mean Xqi. To show 
these random variables are independent we note that PJ(z~, 22,. . . , zs) = PJ, (~1) . 
PJ,(z2)-‘PJ,(&). 
COROLLARY. If X has a negative binomial distribution with parameters m and k, then 
Jl, J2,. . . , J, are posjtively correlated negative binomial random variables. 
PROOF: The pgf for X is Px(t) = (1 - y(t - l))-k. By the theorem the pgf for J is 
Px(Qc+qtz) =(I-~(qc+~~z-I))-~. Thus, PJi(%i)=(l-y(qO+ql +*.*+qizi + 
..-_t qS - l))-k = (1 - y(%i - l))-k. Therefore, Ji, i = 1,2,... ,s has a negative 
binomial distribution with parameters mqi and k. These random variables are positively 
correlated since Cov(Ji, Jj) = qiqj[Var(X) - E(X)] and Var(X) > E(X). 
The results of this theorem and its corollaries illustrate the dependence of J upon 
both vector parameters 4 and 8. Thus, different responses to treatments may be due 
to differences in 4, which characterizes X, the number of induced tumors, and/or 8, 
which characterizes the time to tumor detection, T (assumed to be related to tumor 
growth rate). Present statistical techniques do not account for this confounding present 
in the experimental design. The model described above acknowledges this confounding 
in experiments in which there is interval censoring. This allows the investigator to better 
identify the biological action of a cancer inhibiting/promoting substance. 
3. EXAMPLE 
In this example we suppose that the number of induced tumors is described by a 
Poisson distribution and that the times to tumor detection are described by a gamma 
distribution. Our goal is to estimate the parameters that specify these distributions 
using the method of maximum likelihood and then to compare treatments based on 
these estimates. 
Let Ao,Al,.. . , A, be the partition of R and let J be the random vector of detectable 
elements as defined above, J’ = (51, Jz, . . . , JJ), which characterize an experiment of 
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this type. Consider a single experimental animal, an observation on the random variable 
X, and the sample Tl, T2, . . . , TX. Prom the theorem 
Pr(J1 = j,, . . . , J, = j3) = 
l3j 
a$ . . . a& 
pJ(z) ~E~=...=I,~I 
aj 
Px(n0 + dz) lal=.-,=O 
where j = jl + jx + . . . + j, (1) 
More specifically, the experimental system we wish to model in this example is char- 
acterized bv: 
The number of induced tumors per animal, X, has a Poisson distribution with mean 
A (X > 0). 
The time to detection, T, of a randomly selected tumor has a gamma distribution with 
parameters CY and /3 (o > O,p > 0). Let F(t) be the cdf for T. 
All animals survive until the end of the experiment t’. 
Tumors are initiated and promoted independently of one another, and promoted tu- 
mors grow (progress) independently of one another. 
Suppose a treatment group consists of n animals. Let Jij be the number of observed 
tumors in animal i in the interval Aj. Using equation (1) the likelihood of observing 
Jil = jil,... , Ji, = jis in animal i is given by 
Pr(Jil = jil,. . . 7 Ji, = jis) = Li(A, (Y,P) = Li 
= -$i. eW~~--l) fi 5 = j,l,A’i; jis,qiil . . .qji*e-XF(t*) 
*.” . 
xj,. ,-XF(t*) 
= 
jjl! * *. ji,! 
F(tp [F(t2) - F(tp 1 . . [F(t*) - F(t,_1)]ji* 
where ji. = jil + jis + . . . jib. 
The likelihood for the entire experimental group is computed by multiplying the indi- 
vidual animal likelihood functions together. Thus, L(X, a, p) = L = ny=‘=, Li(X, a, p). 
Let K = jl!jz! 1.. j,! where ji! = jil!jiz! * ** jis!, and ~1 = CF='=, ji.. Then the log- 
likelihood function may be written as 
In L = -nXF(t*) + s1 In X - In K + j.1 ln[F(tr)]+ 
+j,2ln[F(t2) - F(tl)]+ ..++j., W?*) - F(t,-111 (2) 
wherej,,=jr,+jz,,,+..*+jnm, m=l,2 ,..., s. 
The maximum likelihood estimates 1, &, and ,8 must satisfy the following system of 
equations: ^ ^ 
x = sr/(nF,) = s&IF@‘; d, p)] (3) 
BF,-1 BF. 
w w 
Fs - Fs-I 
=o (5) 
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where F, = F(t,,,; &,p), m = 1,2,. . . ,s. 
Equations (4) and (5) can be solved simultaneously using a computer-supplied algo- 
rithm to yield & and a. i follows immediately from equation (3). 
In experiments in which there is interval censoring, this statistical procedure does ad- 
dress the confounding problem. This is most evident in the equation for i, the maximum 
likelihood estimator for the mean number of promoted tumors per animal. i is a func- 
tion of ~1, the total number of observed tumors, and F(t*;&,p), the cdf of the time 
to tumor detection distribution. A chemopreventative agent which produces a biological 
change in the number of promoted tumors and/or the tumor growth rate will be explicitly 
acknowledged by this statistical procedure. 
Since changes in Q and/or p are difficult to interpret, tumor growth rates are often 
compared using p = cu,B, the mean time to tumor detection. Larger values of ~1 suggest 
a slower tumor growth rate while smaller values suggest a more rapid growth rate. The 
maximum likelihood estimator for p is @ = &!p (and for u2, C? = Sp”). Confidence regions 
may be generated, hypothesis tests may be conducted, and treatment group comparisons 
may be made in terms of X and ,u. Multivariate statistical techniques my be used to 
find an approximate variance-covariance matrix for (A, jj) in order to obtain a confidence 
region for (X, f~) or to conduct a hypothesis test of the form Ho : p = pi = (JO, ~0) versus 
H, : p # p,,. In experiments with multiple groups the likelihood ratio test procedure 
may be used to detect an experiment effect. If there is an overall experiment effect, 
multivariate statistical procedures may be used to determine which pair(s) of groups 
is(are) contributing to the effect, and which factor(s) (number of promoted tumors and/or 
tumor growth rate) is(are) contributing to a group difference. 
This model and statistical procedure may be modified to accommodate two common 
variations in the experiment. Frequently experimental animals die prior to the termina- 
tion of the experiment. Assumption 3 in the example may be changed to read: animal 
i survives until time tr(_< d), where all surviving animals are sacrificed at time d. In 
addition, it is not necessary for each animal to have the same set of examination times. 
Variable interval sets may lead to better estimates of the underlying parameters. These 
changes in the assumptions and their effects on the estimation procedure will be investi- 
gated using computer simulation and reported in later communications . 
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