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Abstract
We consider a polyhedron with zero classical resistance, i.e., a poly-
hedron invisible to an observer viewing only the paths of geometrical
optics rays. The corresponding problem of scattering of plane waves
by the polyhedron is studied. The quasiclassical approximation is
obtained and justified in the case of impedance boundary conditions
with a non zero absorbing part. It is shown that the total momen-
tum transmitted to the obstacle vanishes when the frequency k goes
to infinity, and that the total cross section oscillates at high frequen-
cies. When the impedance λ0 is real (i. e., there is no absorption),
it is shown that there exists a sequence of frequencies kn such that
the averages in the impedance of the total cross section over shrinking
intervals around λ0 go to zero as kn →∞.
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1
1 Introduction
An interesting geometrical object was studied in a recent publication by
Aleksenko and Plakhov [1]. This object O has the following property. Geo-
metrical optical rays, coming from a particular direction and reflected twice
from the boundary of O by the law of geometrical optics, continue to prop-
agate parallel to each other in the same way as if the obstacle was absent.
The object has zero classical total scattering cross section and appears in-
visible to an observer on the basis of the theory of geometrical optical rays.
Note that a phase shift may influence the ”invisibility” of the obstacle. One
should also note that optical ray considerations provide an approximation
to the expected properties of the corresponding optical problem, when the
obstacle is smooth and convex. These conditions do not hold for the object
under consideration. A rigorous treatment of the problem has to be based
on an investigation of the solutions of the wave equation.
This paper concerns the study of the associated scattering problem for the
reduced wave (i. e., Helmholtz) equation. High frequency asymptotics are
obtained for the scattering of plane wave by the Aleksenko-Plakhov obstacle
O. The rigorous justification will be obtained in the case of impedance
boundary conditions with a non-zero absorption. It will also be obtained in
a weaker sense for boundary conditions without absorption. It is important
to note that the delay time is the same for all the rays meeting the obstacle,
i.e., the phase shift ∆ is a constant for all rays meeting O. In the absence of
absorption, this implies that the obstacle O is almost invisible at a sequence
of high frequencies k = kn =
k0+2pin
∆
, n → ∞, where k0 is determined
by the boundary condition, and the invisibility effect disappears for other
frequencies.
Note that the scattering theory prohibits the existence of absolutely in-
visible bodies, since a nontrivial outgoing solution of the Helmholtz equation
can not have zero scattering amplitude. Our results show that the scattering
data for one incident direction and a sequence of frequencies can be as small
as we please for an obstacle of an arbitrary size. Another by-product of our
results concerns the relation between the total scattering cross section and
the geometrical cross section. For the obstacle under consideration, the total
scattering cross section approaches to four times the geometrical cross sec-
tion for some increasing sequence of frequencies (when the incident and the
reflected waves are in-phase), while for convex obstacles the corresponding
ratio approaches to two as the frequency increases.
The simplicity of the model under consideration allows one to consider
it as a candidate in competition with other models on cloaking (eg. [12]).
Its obvious disadvantage, namely the incident direction is fixed, may be non-
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essential in some applications. On the other hand, the corresponding cloaking
object is easy to make, in contrast to other cloaking materials which present
formidable technological difficulties. Indeed currently proposed cloaking ma-
terials which lead to zero total scattering cross section for all incident direc-
tions need to have an infinite mass [12] or to be highly non-isotropic [3, 14].
The latter leads to huge difficulties in a practical realization of such a non-
isotropic coating which are not attainable at present.
D
BA
Figure 1: Aleksenko-Plakhov object O. Translation distance |BD| = 1.
The Aleksenko-Plakhov obstacle O ⊂ R3 with Lipschitz boundary ∂O
considered in this paper is presented in Fig. 1. It is formed by an orthogonal
translation of the 2D object shown in Fig. 2. The prolongation of this trans-
lation is 1. In Fig. 2 A′C ′B′ and ACB are equilateral triangles. where C,C ′
are the mid points of segments A′B′ and AB, respectively. The lateral sides
A′A and B′B are slightly displaced in order to avoid a positive measure of
the obstacle’s surface on the tangent rays propagating along the z−axis. We
suppose that A′B′ = 1 that means that geometrical cross section of the body
i. e.,the area of the projection of the body on the (x, y)-plane, equals to 1/2.
The geometry of this obstacle is chosen in such a way that the geomet-
rical optical rays propagating from the z-direction, after a double reflection
from the boundary of the obstacle, continue to move parallel to each other
with a constant shift ∆ of the phase. This creates the effect of invisibility for
an observer who relies only on geometrical optical rays coming from above
(we discuss this in more detail in the next section). In fact, the geometry
of triangles A′C ′B′ and ACB can be chosen more generally, and other ob-
stacles also can be constructed which also create the same effect of classical
invisibility [1].
The goal of this paper is to study this invisibility effect using a rigorous
analysis based on the investigation of the corresponding wave problem. It
is well known that the justification of the geometrical optics approximation
is a difficult task. This was done earlier in two cases: for smooth strictly
convex obstacles [7, 10, 11, 6, 2] and for inhomogeneous media in the whole
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space [15]. For example in the first case, a complicated approximation of
the field near the tangent rays is needed, and delicate local energy estimates
are used. The latter are known for strictly convex or star-shaped obstacles.
Some conditional results for non-convex obstacle can be found in [13] where
the scattering amplitude is studied along the non-caustic directions.
Let k > 0, the scattered field u is a solution of the Helmholtz equation
satisfying the Sommerfeld radiation condition:
∆u(r) + k2u(r) = 0, r ∈ Ω = R3\O, (1)
∫
|r|=R
∣∣∣∣∂u(r)∂|r| − iku(r)
∣∣∣∣2 dS = o(1), R→∞. (2)
We assume an impedance boundary condition holds on ∂O, i.e.(
∂
∂n
+ kλ
)
(u+ eik(r·p0)) = 0, r = (x, y, z) ∈ ∂O, p0 = (0, 0, 1), (3)
where ℑλ ≥ 0 is a constant and n denotes the outer unit normal for O.
There exists a unique solution in H1loc(Ω) which satisfies all these conditions
(eg [9]). Every solution u(r) of (1)-(3) has the following behavior at infinity
u(r) =
eik|r|
|r| u∞(θ) + o
(
1
|r|
)
, r →∞, θ = r/|r| ∈ S2, (4)
where the function u∞(θ) = u∞(θ, k) is called the scattering amplitude and
the quantity
σ(k) = ‖u∞‖2L2(S2) =
∫
S2
|u∞(θ)|2dµ(θ) (5)
is called the total cross section. Here dµ is the surface element of the unit
sphere.
The following observable is called the transport cross section.
σT (k) =
∫
S2
(1− θ · p0))|u∞(θ)|2dµ(θ)
and equals the total momentum transmitted to the obstacle per unit time in
large volume normalization.
The following are the main results obtained in this paper. They are
stronger if ℑλ > 0 (i. e., there is absorption of the energy at the boundary),
and hold on average if ℑλ = 0.
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Theorem 1. Let ℑλ > 0. Then
1) the transport cross section vanishes as k goes to infinity:
lim
k→∞
σT = 0,
2) the total cross section has the following asymptotic behavior for large
k:
σ(k) =
1
2
∣∣A2eik∆ − 1∣∣2 + o(1), k →∞, A = i− 2λ
i+ 2λ
, (6)
where ∆ is defined in Fig.2.
3) |u∞(θ)|2 ∼ σ(k)δ(p0), k →∞ in the sense of distributions, i.e., for any
ϕ ∈ C(S2), we have∫
S2
ϕ(θ)|u∞(θ)|2dSθ = 1
2
∣∣−1 + A2eik∆∣∣2 ϕ(p0) + o(1), k →∞. (7)
Remark. If λ is real, then |A| = 1. Thus if the second statement holds
for real λ then
σ(k) =
1
2
∣∣−1 + ei(k∆+2arg(A))∣∣2 + o(1), k →∞.
and
lim
n→∞
σ(kn) = 0 for kn =
−2 arg(A)
∆
+
2pi
∆
n, n ∈ Z, ℑλ = 0.
The almost invisibility of O manifests itself by the fact that the total cross
section σ(k) can be made as small as we please by choosing a complex
impedance λ close enough to an arbitrary real λ = λ0 and then choosing
k = kn large enough.
It also follows from (6) with real λ that σ(k) → 2 when k = −2 arg(A)
∆
+
(2n+1)pi
∆
→ ∞, i.e., σ(k) approaches four times the geometrical cross section.
The latter is the area of the shadow of the obstacle if the reflected rays are
not taken into account, and this area equals 1/2. For convex obstacles, the
ratio of the total to the geometrical cross section approaches two as k →∞.
In some cases we will denote the total cross section (5) by σλ(k) in order
to stress its dependence on the value of the parameter λ in the boundary
condition (3).
Theorem 2. Let λ0 be real and
kn =
−2 arg(A(λ0))
∆
+
2pi
∆
n, n ∈ Z. (8)
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Then there exists a sequence of positive numbers εn → 0, n→∞, such that
1
εn
∫ λ0+εn
λ0−εn
σλ(kn)dλ→ 0, n→∞.
Consequence. Under conditions of Theorem 2, there exists a sequence
of real numbers λn → λ0 such that limn→∞ σλn(kn) = 0.
The paper is organized as follows. The eikonal geometrical optics approx-
imation is constructed in the next section. It provides a basis to understand
the validity of Theorems 1, 2. It is also needed in order to construct the
Kirchhoff approximation u0 which is used to prove these results. Section 3
outlines the proof of Theorem 1. There we state the asymptotic properties of
the Kirchhoff approximation in a bounded region and discuss the estimates
needed to justify the approximation. In order to obtain the properties of
u0 we study first Kirchhoff approximation for the problem of scattering by a
single polygon (one face of the obstacle O). This is done in section 4 with the
main technical parts of the proof moved into Appendix 1. The asymptotic
behavior in a bounded region of the Kirchhoff approximation for the obstacle
O is obtained in section 5. Sections 6 and 7 provide the asymptotic behavior
of the total and transport cross sections, respectively, when ℑλ > 0. The
case ℑλ = 0 is studied in section 8.
2 Eikonal approximation
We begin by recalling that the construction of the eikonal approximation to
the solution of the scattering problem uses a Lagrangian manifold Λ formed
by trajectories (r, p) = (r(t), p(t)) in the phase space R3 × R3 which cor-
respond to the geometrical optics rays r = r(t). The components of the
vector (r, p) are the position r = r(t) of a point along the ray at time t and
the momentum p = p(t) (where p is the unit vector along the ray). The
trajectories start at time t = 0 at points (x0, y0,−a) of the plane z = −a
with momentum p0 = (0, 0, 1). It is supposed that the obstacle O is situated
in the half space z > −a. Location and momentum (r, p) of every ray, ex-
cept those which meet an edge of O, are determined uniquely for all t ∈ R.
Thus, (x0, y0, t) ∈ R3 are global coordinates on Λ. Let Pr : Λ → R3 be the
projection of Λ to the coordinate space R3 and let B = Pr∂Λ ⊂ R3.
In the case of the Neumann boundary condition, the eikonal geometrical
optics approximation has the form:
Ψeik(r) =
∑
(x0,y0,t):r(x0,y0,t)=r
∣∣∣∣ D(r)D(x0, y0, t)
∣∣∣∣−1/2 eikS(x0,y0,t), r ∈ R3\B. (9)
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Here the action S is just the length of the trajectory, i.e. S(x, y, t) = t (since
the exterior of the obstacle is homogeneous), the Jacobian |D(r)/D(x0, y0, t)|
is the density of geometrical optics rays in ray tubes, and the summation is
taken over all the points of Λ having r as projection to R3.
Function Ψeik satisfies (3) outside B and is discontinuous on B. Neverthe-
less, we can use it to predict quasi-classic effects. Note that reflection from
the plane faces of O does not change the density of the rays and so
Ψeik(r) =
∑
(x0,y0,t):r(x0,y0,t)=r
eikt, r ∈ R3\B. (10)
In Figure 2 (where A = 1 in the case of Neumann or A = −1 in the case
of Dirichlet boundary conditions) we see that the obstacle does not have a
shadow: for example, the shadow zone of the right part of the obstacle is
covered by the rays reflected from A′A′′ and B′′B.
The following observation on the geometrical structure is important: each
trajectory started on the line A′B′ between points A′ and G or between point
H and B′ and ended on the line AB have the same length. It means that
all the rays below the line AB have momentum p0 = (0, 0, 1), the action for
the rays coming through GH is z, and the action for the rays which have
collisions with the obstacle is ∆ + z, where ∆ = |GA′′| + |A′′B| − |A′A|. So
the rays below the line AB differ from the sets of rays in the absence of the
obstacle only by the phase shift ∆ on the rays coming through A′H ∪GH ′.
Hence, if k∆ is a multiple of 2pi, the eikonal approximation outside of some
neighborhood of the obstacle coincides with the incident wave. The scatteringeikzeikzeikz
A2eik(z+∆)eikzA2eik(z+∆)
A
A′
∂O1l
B
B′
G H
A′′ B′′
∂O2r
C
C′
x
z
Figure 2: Plane section of O. Base side |A′B′| = 1. Eikonal approximation
Ψeik is given above A′B′ and below AB; ∆ = |GA′′|+ |A′′B| − |A′A|.
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amplitude is not defined for the eikonal approximation, however the transport
cross section for the eikonal approximation is defined by the following limit:
limR→∞
∫
|r|=R
(1− θ · p0)|Ψeik(r)− eikr·p0|2dS.
Since all rays have forward direction after collisions with the obstacle, the
transport cross section for the eikonal approximation is zero. The arguments
above concern the case of the Neumann boundary condition (λ = 0). When
the impedance λ is arbitrary, the terms in the eikonal approximation (9) after
each collision are multiplied by the factor
inα + λ
inα − λ, (11)
where nα = n·α is the cosine of the angle between the normal to the surface at
the point of the incidence and the direction α of the ray before the incidence.
In the case of our obstacle O all incidences occur with the same nα = −1/2.
Define A(λ) := i−2λ
i+2λ
, then the eikonal approximation in the case of the
impedance boundary condition can be written as
Ψeik(r) =
∑
(x0,y0,t):r(x0,y0,t)=r
[A(λ)]n(x0,y0,t)eikt, r ∈ R3\B. (12)
where n(x0, y0, t) denotes the number of collisions of the ray with initial
coordinates (x0, y0) with ∂O before time t. Thus the field behind the triangles
(after two collisions) is A2eik(z+∆) (see Fig. 2).
Note that the factor (11) is chosen by the requirement for Ψeik(r) to
satisfy the impedance boundary condition, i.e.(
∂
∂n
+ kλ
)
Ψeik(r) = 0, r ∈ ∂O. (13)
3 Outline of the proof of Theorem 1
The main technical difficulties of the present paper concern the construction
of an appropriate asymptotic approximation for the scattered field. We will
not work directly with Ψeik which has jumps and does not satisfy equation
(1). Instead we use the Kirchhoff approximation u0 to the solution u in order
to prove Theorem 2. This necessitates the need to justify the validity of the
Kirchhoff approximation and to study its asymptotic behavior.
Recall that the Green formula allows one to represent field u in terms of
a surface integral involving u|∂O, ∂u∂n |∂O. If ∂O were smooth, the Kirchhoff
approximation would be given by the same Green formula with u and its
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derivative in the integrands are replaced by ψeik(r) := Ψeik(r) − eikr·p0 and
its derivative, respectively, i.e.,
u0 ≈ 1
4pi
∫
∂O
[− ∂
∂nq
(ψeik(q))
eik|r−q|
|r − q| + ψ
eik(q)
∂
∂nq
eik|r−q|
|r − q| ]dSq.
The integral above with eikr·p0 instead of ψeik is equal to zero. Thus
u0 ≈ 1
4pi
∫
∂O
[− ∂
∂nq
(Ψeik(q))
eik|r−q|
|r − q| +Ψ
eik(q)
∂
∂nq
eik|r−q|
|r − q| ]dSq.
The exact definition of u0, in our case where ∂O is non-smooth, differs only by
the introduction of a cut-off function η = η(k, q) in the integrand above which
makes the integrand smoother and provides important uniform estimates of
u0. Thus
u0 =
1
4pi
∫
∂O
η[− ∂
∂nq
(Ψeik(q))
eik|r−q|
|r− q| +Ψ
eik(q)
∂
∂nq
eik|r−q|
|r − q| ]dSq. (14)
Here η is a C∞-function defined on the faces of the polyhedron ∂O which
vanishes in a k−δ-neighborhood of the edges of ∂O, equals one outside of a
2k−δ-neighborhood of the edges, and is such that |Dmη| < Cmkδm, k > 1,
for each partial derivative Dm of order m on faces of ∂O. One can choose
δ arbitrarily in the interval 0 < δ < 1/2. This choice of δ allows one to
apply the stationary phase method when an amplitude contains the factor
η. However, some of the arguments at the end of section 7 become simpler
when δ is small enough. Indeed it is sufficient to fix δ = 1/4 and so
|Dmη| < Cmkm/4, k > 1. (15)
The function u0 satisfies (1), (2). Furthermore, it will be proved in section
5 that the following statement holds
Lemma 1.∥∥∥∥
(
∂
∂n
+ kλ
)(
u0(r)− u(r))∣∣∣∣
∂O
∥∥∥∥
L2(∂O)
= o(k), k →∞. (16)
This Lemma together with an a priori estimate for the solutions of the
problem (1)-(3) with ℑλ > 0 obtained in [4], allows one to justify the approx-
imations u ∼ u0, u∞ ∼ u0∞, k →∞. All the theorems in [4] were formulated
for quite smooth obstacles. However, the proof of the Theorem 2 of that
paper is based only on an application of the Green formula, which is valid
for piecewise smooth obstacles also. Due to the importance (and simplicity)
of this theorem for our purposes, we prove a slightly improved version of this
theorem here.
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Theorem 3. Let the function v satisfy (1), (2) and the boundary condition(
∂
∂n
+ kλ
)
v = f, r = (x, y, z) ∈ ∂O, ℑλ > 0.
Then
||v∞||L2(S2) ≤
1
2k
√ℑλ ||f ||L2(∂O), ||v||L2(∂O)+||
1
kλ
∂v
∂n
||L2(∂O) ≤
1
kℑλ ||f ||L2(∂O).
(17)
Proof. Taking the imaginary parts of both sides of the Green formula∫
Ω
(∆v + k2v)vdx =
∫
∂Ω
vnvdS − ik
∫
S2
|v∞|2dS −
∫
Ω
(|∇v|2 − k2|v|2)dx,
we obtain ℑ ∫
∂Ω
vnvdS − k
∫
S2
|v∞|2dS = 0. Thus, for any c > 0,
kℑλ
∫
∂Ω
|v|2dS+k
∫
S2
|v∞|2dS ≤
∫
∂Ω
|fv|dS ≤ ckℑλ
∫
∂Ω
|v|2dS+ 1
4ckℑλ
∫
∂Ω
|f |2dS.
Choosing c = 1, or c = 1/2 we arrive to the first inequality (17) or to the
second inequality for v, respectively. The second inequality for vn follows
from the boundary condition. The proof is complete.
Lemma 1 and Theorem 3 imply
‖u0∞ − u∞‖L2(S2) = o(1), k →∞, ℑλ > 0. (18)
Evidently, for any ϕ ∈ C(S2) we have∫
S2
ϕ(θ)|u∞(θ)|2dSθ =
∫
S2
ϕ(θ)|u0∞(θ)|2dSθ+o(1), k →∞, ℑλ > 0. (19)
Hence, to prove Theorem 1 we need only prove Lemma 1 and to analyze the
far field behavior of u0.
Lemma 1 and the far field behavior of u0 will be derived from the following
lemma on the near field behavior of the Kirchhoff approximation. To state
the lemma we need to introduce the set B̂ which is formed by extended to
infinity lateral boundaries of shadow and reflected regions. One can define
B̂ as follows. Referring to Fig. 2, let ∂O1 be the upper part of ∂O which is
struck by the incident wave, and let ∂O2 be the lower part of ∂O located
strictly below ∂O1 (it is struck by the reflected wave). Their left and right
halves (rectangles) will be denoted by ∂Ois, i = 1, 2; s ∈ {l, r}. Every time a
geometrical optics ray strikes (directly or after a reflection) an edge of one
of the four faces ∂Ois, i = 1, 2; s ∈ {l, r} of the obstacle O, we extend the
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ray to infinity in both directions. That is in the direction of the incident ray
and in the direction of rays reflected from the face. These extensions form
B̂. Consider, for example the incident ray (GA′′) on Fig. 2. Then B̂ contains
half-infinite ray (A′′B) starting at A′′ and half-infinite ray starting at B and
propagating downwards.
Lemma 2. The following asymptotics hold uniformly on any compact of ∂O
which does not contain points of edges and on any compact set in R3\B̂ :
u0(r) = ψeik(r) +O(1/
√
k),
∣∣∇u0(r)−∇ψeik(r)∣∣ = O(√k), k →∞.
(20)
For any R > 0 there exist constants Ci = Ci(R), i = 1, 2 such that
|u0(r)− ψeik(r)| < C1,
∣∣∇u0(r)−∇ψeik(r)∣∣ < kC2 (21)
when |r| < R, k →∞.
Remark. Note that Ψeik has jumps on B. In all estimates involving Ψeik
on ∂O or B we assume that one-sided limits of the corresponding functions
are considered.
Lemmas 2 and 1 will be proved in section 5. After that Theorem 1 follows
from the following two well known formulas:
u0∞(θ) =
−1
4pi
∫
Q
[
∂u0
∂n
(r) + ik
(
r
|r| · θ
)
u0
]
e−ik(θ·r)dS, θ ∈ S2, (22)
‖u0∞‖L2(S2) =
1
k
ℑ
∫
Q
∂u0
∂n
u0dS, (23)
where Q is a closed surface such that the bounded part of the space with the
boundary Q contains O. Note, one can take Q = ∂O.
4 Scattering by a polygon M ⊂ R3
This section is devoted to a study of a simplified version of the problem
under consideration. It concerns the scattering by a single polygon which
represents a typical face of the polyhedron O. The obtained results will be
used later when the polyhedron O is considered.
Let P ⊂ R3 be a plane in R3, and let α ∈ S2 be a unit vector which is
transversal to P . We choose a unit normal vector n ∈ S2 to P in such a way
that nα = cos θ = (n, α) < 0.
Let M be a convex domain in P bounded by a polygon ∂M . By the
shadow zone S(α) = S(α,M) ⊂ R3 we mean the domain which is inaccessible
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for the direct ray propagating along the vector α assuming that P\M is
transparent and thatM reflects the ray, i.e., S(α) = {r = r0+tα ∈ R3 : r0 ∈
M, t > 0}.We define the reflected zone to be the area R(α) = R(α,M) ⊂ R3
covered by the reflected rays, i.e., R(α) = {r = r0+ tα∗ ∈ R3 : r0 ∈M, t >
0}, where α∗ = α∗(M) = α − 2(α · n)n ∈ S2 is the reflection direction. In
future α will be always equal to p0 (see Fig. 3) or p
∗
0 (see Fig. 4).
Denote byD(r) = Dα,M(r) the single layer potential with density ηe
ik(α·r) :
D(r) =
∫
M
ηeik(α·q)
eik|r−q|
|r − q|dS(q), r ∈ R
3, (24)
where η is the function introduced in (14). For any r ∈M , define rε = r+nε,
ε > 0 and let
∂
∂n
D(r) = lim
ε→0
∂
∂n
D(rε). (25)
Denote byN(r) = NαM (r) the double layer potential with density ηe
ik(α·r) :
N(r) =
∫
M
ηeik(α·q)
∂
∂nq
eik|r−q|
|r − q|dS(q), q 6∈M, (26)
and define its value on M similar to (25), i.e.
N(r) = lim
ε→0
N(rε),
∂
∂n
N(r) = lim
ε→0
∂
∂n
N(rε), r ∈ M. (27)
Finally define A = A(α,M) = i(n·α)+λ
i(n·α)−λ
(see (11)).
Consider scattering of eikr·α by the obstacle consisting of the surface M
only, and define the eikonal approximation Ψeikα,M as in (12). Thus (see Fig. 3)
ψeikα,M (r) := Ψ
eik
α,M(r)− eikr·α =


−eikr·α, r ∈ S(α,M)
Aeik[(α
∗·r)+t0], r ∈ R(α,M)
0, R3\{R(α) ∪ S(α)}
where the constant t0 = t0(α,M) is defined by the relation
eik[(α
∗·r)+t0] = eik(α·r), r ∈M. (28)
Since α∗ = α− 2(α · n)n, (28) implies that
t0 = 2(α · n)(n · r), r ∈M. (29)
Note that n · (r1 − r2) = 0 when r1, r2 ∈ M. Thus, t0 is a constant.
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The function Ψeikα,M(r) has one-sided limiting values on both sides of M ,
the value of the function and of its normal derivative is zero on the shadow
side of M . On the illuminated side M+ of M :
Ψeikα,M(r) = (A+1)e
ikr·α,
∂
∂n
Ψeikα,M(r) = ik(−A+1)nαeikr·α, r ∈M+. (30)
Thus the Kirchhoff approximation (14) in the case of M = O takes the form
Φ = Φα,M =
ik
4pi
(A− 1)nαDα,M + A+ 1
4pi
Nα,M . (31)
The following lemma plays a crucial role in the proof of the main result,
theorem 1. Informally it states that the Kirchhoff approximation in the case
of O = M is close to ψeikα,M := Ψeikα,M − eikr·α when k ≫ 1, and it justifies
Fig. 3.
Φ ∼ Aeik(α∗·r+t0)
Φ ∼ 0
Φ ∼ 0
Φ ∼ 0
M
α
Φ ∼ −eik(α·r)
α∗
S(α,M) R(α,M)
Figure 3: The figure presents the main term of the asymptotics of the Kirch-
hoff approximation Φ = Φα,M as k →∞. Here R(α,M) is the reflected zone,
S(α,M) is the shadow zone, and Φ vanishes outside of R(α,M)
⋃
S(α,M)
when k →∞. The main term of asymptotics coincides with ψeikα,M . A rigorous
statement is given by Lemma 3.
Lemma 3. The following asymptotics as k → ∞ hold uniformly on any
compact set in M and on any compact set of R3\R(α,M)⋃S(α,M)
Φα,M(r) = ψ
eik
α,M (r) +O(1/
√
k),
∣∣∇Φα,M(r)−∇ψeikα,M(r)∣∣ = O(√k). (32)
For any R > 0 there exist constants Ci = Ci(R), i = 1, 2 such that
|Φα,M(r)− ψeikα,M(r)| < C1,
∣∣∇Φα,M(r)−∇ψeikα,M(r)∣∣ < kC2, (33)
when |r| < R, k →∞.
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Remarks. 1) Note that Ψeikα,M has jump discontinuities on the boundaries
of the reflected and shadow zones. In all estimates involving Ψeik on M or
on the lateral sides of the boundaries of the reflected and shadow zones, we
assume that one-sided limits of the corresponding functions are considered.
2) Since ψα,M satisfies the impedance boundary condition (3), the esti-
mates (32), (33) imply that
∂
∂n
Φα,M + kλΦα,M = −k(i(n · α) + λ)eik(α·r) +O(
√
k), k →∞,
where the estimate of the remainder is uniform on any compact subset ofM ,
and is bounded by Ck on M .
The proof of Lemma 3 is rather technical and is given in Appendix 1.
5 Asymptotics of the Kirchhoff approxima-
tion in a bounded region
Proof of Lemma 2. Recall, see Fig. 2, that ∂O1l , ∂O1r are the upper parts
of the ∂O which are struck by the incident wave, and that ∂O2l , ∂O2r are the
lower parts of the ∂O which are struck by the reflected wave.
Note that function Ψeik in (14) vanishes on the part of the boundary
of the obstacle which is not accessible for the rays, i.e., ∂O in (14) can be
replaced by the union of four polygons ∂Oij , i = 1, 2, j = l, r. We split them
in two pairs where the polygons in each pair are connected by rays. The first
pair consists of M1 = ∂O
1
l and M2 = ∂O
2
r . Then u
0 can be written in the
form
u0 = L+R, (34)
where
L = − 1
4pi
∫
M1
⋃
M2
η
∂
∂nq
(Ψeik(q))
eik|r−q|
|r − q|dSq+
1
4pi
∫
M1
⋃
M2
ηΨeik(q)
∂
∂nq
eik|r−q|
|r − q|dSq,
(35)
and R is given by a similar expression with ∂O1l
⋃
∂O2r in place of M1
⋃
M2.
We represent L as L = Φ1,l + Φ2,r where the first term in the sum involves
integration only over M1 and the second term involves integration only over
M2. Then Φ1,l coincides with the Kirchhoff approximation u
0 for a single
polygon which is given by (31) as studied in the previous section. In partic-
ular, Fig. 3 and Lemma 3 with α = p0 are valid for Φ1,l.
Function Ψeik in the region covered by the rays between M1 and M2
has the form of a plane wave propagating in the direction p∗0, i.e., Φ2,r is
14
Φ2,r ∼ −Aeik(α∗·r+t10)Φ2,r ∼ 0
Φ2,r ∼ 0
Φ2,r ∼ 0
M2
α∗ = p0
Φ2,r ∼ A2eik(α∗·r)+t10+t20
α = p∗0
Figure 4: The main term of asymptotics of Φ2,r
also a Kirchhoff approximation for a single polygon. The only difference
between Φ1,r and Φ2,r is that in the second case the direction α of the incident
wave is different (α = p∗0) and the incident wave contains a constant factor
Aeikt0 . Thus, the main term of asymptotics of Φ2,r is given by Fig. 4. This
figure coincides with Fig. 3 with α = p∗0 and extra factor Ae
ikt0 added. An
analogue of Lemma 3 is valid for Φ2,r stating that Φ2,r differs from the main
term indicated in Fig. 4 by O(1/
√
k) on any compact outside of the lateral
sides of reflected and shadow zones and by O(1) on any compact set. The
remainder is multiplied by k after differentiation. Thus, the main term of
L = Φ1,l + Φ2,r is indicated in Fig. 5. The shift of the phase t10 + t20 in Fig. 5
was discussed in section 2, where it was noted that this shift is equal to ∆
(see Fig. 2). Since R has a similar asymptotic expansion and u0 = L +R,
this proves the statements of Lemma 2.
Proof of Lemma 1. From (3) and (11) it follows that(
∂
∂n
+ kλ
)
(u− ψeik(r)) = 0, r ∈ ∂O. (36)
On the other hand, Lemma 2 shows that u0 is close to ψeik(r) near ∂O. This
leads to the statement of Lemma 1. Indeed, let us fix an arbitrary ε > 0 and
let ∂Oε be such a small neighborhood of the edges on ∂O that the area |∂Oε|
of that neighborhood does not exceed ε
2
2(C1|λ|+C2)2
, where C1, C2 are constants
defined in (21). Then, for any k > 0,∫
∂Oε
|( ∂
∂n
+ kλ)(u0 − ψeik(r))|2dS < (εk)2/2. (37)
15
M1
M2
−eik(p0·r)
p∗0
Aeik(p
∗
0·r+t
1
0)
A2eik(p0·r+t
1
0+t
2
0)
Figure 5: The main term of asymptotics of L
Furthermore, (20) implies that∫
∂O\∂Oε
|( ∂
∂n
+ kλ)(u0 − ψeik(r))|2dS < Ck < (εk)2/2 (38)
if k is large enough. Statement of Lemma 1 follows immediately from (36)-
(38).
6 Asymptotic behavior of the total cross sec-
tion
Proof of the second statement of Theorem 1. We begin with the
evaluation of the total cross section of the Kirchhoff approximation u0 using
(23). Consider the boundary Q of a cube such that its faces are parallel
to the coordinate planes and which contains the obstacle O. For any small
δ > 0, we split Q in the following three parts: Q = Q1
⋃
Q2
⋃
Q3, where
Q1 is a δ-neighborhood of Q
⋂ B̂ (see definition of B̂ in Lemma 2), Q2 is
the orthogonal projection of the obstacle O into the low horizontal side of Q
without points already included into Q1, and Q3 is the remaining part of Q.
Note that area |Q2| of Q2 converges to 1/2 as δ → 0. Thus, from (21) it
follows that for any ε > 0 one can choose δ such that
1
k
∫
Q1
|u0∂u
0
∂r
|dS ≤ ε
4
and 0 <
1
2
− |Q2| ≤ ε
4
. (39)
With δ fixed, one can choose k0 such that
1
k
∫
Q3
|u0∂u
0
∂r
|dS ≤ ε
4
,
1
k
|ℑ
∫
Q2
u0
∂u0
∂r
dS − Z| ≤ ε
4
, (40)
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where Z = | − 1 + A2eik∆|2. The latter relations follow from (20), since (see
Fig. 2) ψeik = Ψeik − eikz = 0 on Q3, and
ψeik = A2eik(z+∆) − eikz on Q1.
Inequalities (39), (40) and formula (23) imply the validity of (6) for u0.
Its validity for u follows from (18). The proof is complete.
7 Asymptotics of the transport cross section
The goal of this section is to show that the transport cross section for the
obstacle under consideration vanishes as k → ∞ if ℑλ > 0. The last state-
ment of theorem 1 follows immediately (see the last paragraph of this section)
from the first two statements. As the first step, we need to obtain an integral
representation for the scattering amplitude of the Kirchhoff approximation.
Recall, that u0 = L +R (see (34)), where L is given by (35) and R has a
similar form. Denote the scattering amplitude of the functions u0, L, R by
u0∞, L∞, R∞, respectively (see (4) where the scattering amplitude is defined
for u). Recall that M1 = ∂O
1
l , M2 = ∂O
2
r , and M2 is the shift of M1; to be
more precise, M2 =M1 + dp
∗
0, d > 0.
Lemma 4. We have
u0∞ = L∞ +R∞, (41)
where
L∞ = ik
4pi
Ψ(θ)
∫
M1
ηeik(p0−θ)·qdSq (42)
with
Ψ(θ) = (A−1)np0−(A+1)nθ+Aeikd(1−p
∗
0·θ) ((A− 1)np0 + (A+ 1)nθ) . (43)
Function R∞ is the reflection of L∞ with respect to the first argument, i.e
R∞(θ) = L∞(θ), where θ = θ(θ) = (−θ1, θ2, θ3).
Proof. The validity of (41) follows from (34), so one needs only to find
the terms in the right hand side of (41). Scattering amplitude L∞ can be
found from (35):
L∞ = − 1
4pi
∫
M1∪M2
η
∂
∂nq
(Ψeik(q))e−ikθ·qdSq− iknθ
4pi
∫
M1∪M2
ηΨeik(q)e−ikθ·qdSq
= − 1
4pi
∫
M1∪M2
η(
∂
∂nq
(Ψeik(q)) + iknθΨ
eik(q))e−ikθ·qdSq, θ ∈ S2. (44)
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We need to insert here the values of the eikonal approximation Ψeik(q)
on M1 and M2. Its value and the value of the normal derivative on M1 are
given by (30) with α = p0. In order to find the corresponding values on
M2 one needs to take into account the following fact which was discussed in
section 5. The wave Ψeik(r) shortly before the incident to M2 has the form
Aeik(p
∗
0·r+t0), i.e., it differs from the original wave eikp0·r coming to M1 by the
choice of the incident direction (p∗0 instead of p0) and an extra factor Ae
ikt0 .
Thus, Ψeik(r) and its derivative on M2 are given by (30) with α replaced by
p∗0 and the extra factor Ae
ikt0 added in the right-hand sides of (30). Hence,
(44) can be rewritten in the form
L∞ = − ik
4pi
∫
M1
η((−A+ 1)np0 + (A+ 1)nθ)eik(p0−θ)·qdSq
−ikAe
ikt0
4pi
∫
M2
η((−A+ 1)np∗0 + (A+ 1)nθ)eik(p
∗
0−θ)·qdSq.
In order to prove (42), it remains only to rewrite the last integral above as
an integral over M1 by using the substitution q → q + dp∗0 and the following
two facts. Firstly, the normals n on M1 and M2 have different direction, and
therefore, np∗0 , nθ on M2 are equal to np0,−nθ on M1, respectively. Secondly,
since p∗0 = p0−2(p0 ·n)n and t0 is given by (29) whereM =M1, the exponent
in the second integral above (with q replaced by q + dp∗0, q ∈ M1) can be
rewritten as follows
(p∗0 − θ) · (q + dp∗0)) = (p∗0 − θ) · q + d(1− p∗0 · θ)
= (p0− θ) · q− 2(n · p0)(n · q) + d(1− p∗0 · θ) = (p0− θ) · q + d(1− p∗0 · θ)− t0.
The symmetry between L∞ and R∞ can be observed from formula (44) for
L∞, and the corresponding formula for R∞.
The proof of Lemma 4 is complete.
Theorem 4. If ℑλ > 0 then the transport cross section of the Kirchhoff
approximation u0 vanishes as k →∞. To be precise,∫
S2
(1− θ · p0))|u0∞(θ)|2dµ(θ) = O(k−ε), ε > 0, k →∞.
Proof. Denote the integral in (42) by D∞(θ); it is equal to the scattering
amplitude of the single layer (24). From Lemma 4 it follows that it is enough
to prove the statement of the theorem for the part L∞ of u0, i.e. Theorem 4
will be proved as soon as we show that∫
S2
βp0(θ)|Ψ(θ)D∞(θ)|2dS = O(k−2−ε), ε > 0; βp0(θ) = 1−p0 ·θ, ℑλ > 0.
(45)
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We do not need the exact form of the functions βp0,Ψ, but only some
estimates valid for those functions. Namely,
0 ≤ βp0(θ) ≤ C|θ − p0|2, θ ∈ S2, (46)
|Ψ(θ)| ≤ C, |Ψ(θ)| ≤ C(|θ − p∗0|+ k|θ − p∗0|2), θ ∈ S2, (47)
In fact, β is a real valued infinitely smooth function on S2 with the
minimum value at the point θ = p0. Thus, the validity of the quadratic
estimate (46) is obvious. In order to justify (47), we represent Ψ in the form
Ψ(θ) = Ψ1(θ) + Ψ2(θ) where Ψ1(θ) is given by (43) with the exponential
factor in that formula omitted, and
Ψ2(θ) = Ψ(θ)−Ψ1(θ) = A(eikd(1−p∗0·θ) − 1) ((A− 1)np0 + (A+ 1)nθ) .
Since np∗0 = −np0 , function Ψ1(θ) vanishes at θ = p∗0. This function is
infinitely smooth, complex-valued and k-independent. Thus, |Ψ1(θ)| ≤ C|θ−
p∗0|. Further,
|Ψ2(θ)| ≤ C|eikβp∗0 (θ) − 1| ≤ Ck|θ − p∗0|2.
The latter inequality follows immediately from (46). Hence, the validity of
both (46) and (47) are justified.
For any vector u ∈ S2 denote by u˜ the orthogonal projection of u on the
plane P containing M1. Vectors p0, p
∗
0 have the same projections p˜0 = p˜
∗
0.
Let Bp˜0(k
−γ) be the disk in P of the radius k−γ , 2
3
< γ < 3
4
, centered at p˜0.
Denote by Ω1,Ω2 small neighborhoods on S
2 of the points p0, p
∗
0, respectively,
whose projections on P coincide with Bp˜0(k
−γ). Then
|θ˜ − p˜0| > k−γ > 0 when θ ∈ Ω3 = S2 \ (Ω1 ∪ Ω2). (48)
Denote by ∆˜ = ∆˜p the two-dimensional Laplace operator in the plane P .
For any q, q0 ∈M1 and p = q − q0 ∈ P , we have
∆˜pe
ik(p0−θ)·q = ∆˜pe
ik[(p0−θ)·q0+(p˜0−θ˜)·p] = −k2|p˜0 − θ˜|2eik(p0−θ)·q.
Hence, from (48) and (15) it follows that for any m
D∞(θ) = 1
(ik)2m|p˜0 − θ˜|2m
∫
M1
η∆˜meik(p0−θ)·qdSq
=
1
(ik)2m|p˜0 − θ˜|2m
∫
M1
(∆˜mη)eik(p0−θ)·qdSq = O(k
−2m( 3
4
−γ)), θ ∈ Ω3.
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Since γ < 3/4 and m > 0 is arbitrary, it remains to show that
Ii := k
2
∫
Ωi
βp0(θ)|Ψ(θ)D∞(θ)|2dS = O(k−ε), i = 1, 2, ℑλ > 0. (49)
Let us prove (49) for i = 2. The case i = 1 can be treated similarly (in
fact, the latter case is simpler with the reference to (46) instead of (47)).
We use Euclidean coordinates on P as local coordinates on Ω2 : θ = θ(θ˜).
Since p0, p
∗
0 are transversal to P , the Jacobian J(θ) =
dS
dS
θ˜
= 1/
√
(1− |θ˜|2) is
bounded when θ ∈ Ω1, and
|θ˜ − p˜∗0| ≤ |θ − p∗0| ≤ C|θ˜ − p˜∗0|, θ ∈ Ω1.
From here, (47) and the boundedness of β(θ) and |D∞(θ)| it follows that
I2 ≤ Ck2
∫
Bp0 (k
−γ)
|Ψ(θ)|2dSθ˜ ≤ C
∫
Bp0 (k
−γ)
(k2|θ˜ − p˜∗0|2 + k4|θ˜ − p˜∗0|4)dSθ˜
≤ 2piC
∫ k−γ
0
(k2σ3 + k4σ5)dσ = O(k−ε), ε = 6γ − 4 > 0.
The proof of Theorem 4 is complete.
Proof of the first and the last statements of Theorem 1. The first
statement of Theorem 1 follows immediately from (19) and Theorem 4. Let
us prove the last statement. It follows from the first statement that for any
neighborhood Sδ ⊂ S2 of the point p0, we have
∫
S2\Sδ
|u∞|2dS → 0, k →∞.
Then from the second statement we obtain that∫
Sδ
|u∞|2dS → 1
2
∣∣−1 + A2eik∆∣∣2 , k →∞.
Obviously, the latter two relations imply (7).
8 Real impedance
Proof of Theorem 2. Let us fix λ0 ∈ R. We will need the optical theorem
for λ ∈ R:
σλ(k) = (4pi/k)ℑu∞(p0), λ ∈ R. (50)
Note that this theorem concerns the exact solution of the scattering prob-
lem, i.e., it is valid for u∞ but not for the far field given by the Kirchhoff
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approximation u0∞. Hence, asymptotic behavior of ℑu0∞(p0) can not be de-
rived from the known asymptotics of ‖u0∞‖. We therefore calculate it inde-
pendently. From lemma 4 we have
u0∞(p0) =
ik
2pi
Ψ(p0)
∫
M
η(q)dSq =
ik
pi
np0(−1 + A2eikd(1−p0·p
∗
0))
∫
M
η(q)dSq.
Note that d = |A′B′′| (see Fig. 2) is the hypotenuse of the triangle A′B′′H .
Thus d(1− p0 · p∗0) = d− |B′′H| = ∆, and
u0∞(p0) =
ik
4pi
(−1 + A2eik∆)(1 + o(1)), k →∞.
Hence, if k = kn defined by (8) and λ is real, then on noting that A(λ) does
not depend on k and |A| = 1 for real λ,
u0∞(p0) =
ikn
4pi
(−1 + e2i(Arg(A(λ))−Arg(A(λ0)))(1 + o(1)), kn →∞, ℑλ = 0.
(51)
Our next goal is to estimate the difference fλ(p0) := u
0
∞(p0)− u∞(p0) for
complex λ, ℑλ > 0. First of all note that the relation (22) for the scattering
amplitude is valid also for u and v = u0 − u. Thus,
|fλ(p0)| ≤ ||vn||L2(∂O) + ||kv||L2(∂O).
Denote by Λ the set Λ = {λ : |λ− λ0| ≤ 1, ℑλ > 0}. Statements of Lemma
1 and Theorem 3 are valid uniformly in λ ∈ Λ. Together with the estimate
above this implies that
|fλ(p0)| ≤ o(k)ℑλ , k →∞, λ ∈ Λ, (52)
where o(k) is uniform in λ ∈ Λ.
Let ε > 0. Note that minλ∈(λ0−ε,λ0+ε)(λ− (λ0− 2ε))((λ0+2ε)−λ) = 3ε2.
Thus,
Φ(λ) :=
(λ− (λ0 − 2ε))((λ0 + 2ε)− λ)
3ε2
≥ 1, λ ∈ [λ0 − ε, λ0 + ε]. (53)
Now we are ready to estimate the average of the function (50). Using
(53) and the positiveness of the function (50) for real λ and Φ(λ) for λ ∈
(λ0 − 2ε, λ0 + 2ε), we get
1
kn
∫ λ0+ε
λ0−ε
ℑu∞(p0)dλ ≤ 1
kn
∫ λ0+ε
λ0−ε
Φ(λ)ℑu∞(p0)dλ ≤ 1
kn
∫ λ0+2ε
λ0−2ε
Φ(λ)ℑu∞(p0)dλ
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=
1
kn
∫ λ0+2ε
λ0−2ε
Φ(λ)ℑu0∞(p0)dλ−
1
kn
∫ λ0+2ε
λ0−2ε
Φ(λ)ℑfλ(p0)dλ. (54)
From (51), the integrand of the first integral in the right hand side of
(54) does not exceed Cε, i.e., the first term does not exceed Cε2, where the
constant C is independent of ε and k.
Let us study the second part in (54). Since Φ(λ) is a real-valued function
for real λ, we have∫ λ0+2ε
λ0−2ε
Φ(λ)ℑfλ(θ0)dλ = ℑ
∫ λ0+2ε
λ0−2ε
Φ(λ)fλ(θ0)dλ. (55)
One can easily see that the Kirchhoff approximation u0 defined by (14)
is analytic in λ. Then from (22) it follows that u0∞ is analytic in λ. The
function u∞ is also analytic in λ, ℑλ ≥ 0, (see eg [4], [5]). Thus, fλ(θ0) is
analytic when ℑλ ≥ 0, and the contour of integration in (55) can be replaced
by the contour Γ = Γ1 ∪ Γ2 ∪ Γ3 defined in Fig. 6.
b
λ0 λ0 + 2ελ0 − 2ε
ℑλ
2ε
Γ2
Γ3Γ1
b
b b
b
ℜλ
Figure 6: Contour Γ
From here and (52) it follows that∣∣∣∣
∫ λ0+2ε
λ0−2ε
Φ(λ)fλ(θ0)dλ
∣∣∣∣ =
∣∣∣∣
∫
Γ
Φ(λ)fλ(θ0)dλ
∣∣∣∣ ≤ o(k)maxΓ |Φ(λ)|ℑλ |Γ|.
One can show that maxΓ
|Φ(λ)|
ℑλ
≤ C
ε
. Since |Γ| = 8ε, we obtain the following
relation which holds for the second term in the right-hand side of (54). There
exists ε0 > 0 such that
δn := max
0<ε<ε0
1
kn
∣∣∣∣
∫ λ0+2ε
λ0−2ε
Φ(λ)fλ(θ0)dλ
∣∣∣∣→ 0, kn →∞.
Now from (54) and (50) we get that, for ε ∈ (0, ε0),
1
2ε
∫ λ0+ε
λ0−ε
σλ(kn)dλ ≤ Cε+ δn
ε
, kn →∞.
The choice εn =
√
δn implies the statement of Theorem 2. The Conse-
quence from the theorem follows if λ0 is chosen to be the minimum value of
σλ(kn) on the interval λ0 − εn ≤ λ ≤ λ0 + εn.
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9 Appendix I
Here we prove Lemma 3. The proof is a direct consequence of formula (31)
and lemmas 5 and 6 below concerning the asymptotic behavior of the simple
and double layers as k →∞, r is bounded. These asymptotics are different
in the shadow zone, the reflected zone and in the complementary region.
We show that on M and in shadow zone we have
D(r) =
2pi
iknα
eik(α,r) +O(k−3/2), r ∈M ∪ S(α), k →∞. (56)
If r belongs to the reflected zone, then
D(r) =
2pi
iknα
eikt0eik(α
∗·r) +O(k−3/2), r ∈ R(α), k →∞, (57)
where constant t0 = t0(α,M) defined from the continuity on M , i.e.,
eikt0eik(α
∗·r) = eik(α·r), r ∈M. (58)
If r is in the complement to those zones, then
D(r) = O(k−3/2), k →∞, (59)
However, these asymptotics are not uniform, and exact statement is as fol-
lows.
Lemma 5. 1. Expansion (56) is valid uniformly on any compact subset of
M and on any compact set strictly inside of the shadow zone. Expansion (57)
is valid uniformly on any compact set strictly inside of the reflected zone.
2. Estimate (59) is valid uniformly on any compact set which does not
have common points with the closure of the shadow or illuminated zones.
3. The above expansions on compact sets strictly inside S(α) or R(α), or
strictly outside of these zones can be differentiated any number of times with
the remainders multiplied by k after each differentiation.
4. Derivatives of D(r) of any order in directions tangential to M are
continuous on M , and the expansion (56) on M can be differentiated any
number of times in those directions (with the corresponding increase of the
order of the remainders). The normal derivative of D(r) has a jump on M ,
and
∂
∂n
D(r) = −2piηeik(α,r), r ∈M, (60)
where the left hand side is defined according to (25)
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5. The following uniform bound is valid on any bounded region of R3
|D(r)| ≤ C(R0)
k
, |r| < R0, k →∞, (61)
|PmD(r)| ≤ C(R0)km−1, r /∈ M, |r| < R0, k →∞, (62)
where Pm is an arbitrary partial derivative of order m.
Proof. First, we discuss the smoothness of D(r) on M (obviously D ∈
C∞ when r /∈ M). Since the integrand in (24) has a weak singularity, D(r)
is continuous on M . Further, let r /∈ M, q ∈ M . For any unit vector v
orthogonal to n (i.e. v is in the plane containing M), we have ∂
∂v
|r − q| =
− ∂
∂vq
|r− q| where ∂
∂v
, ∂
∂vq
are derivatives in the direction of the vector v with
respect to r and q, respectively. Thus, after integration by parts we get
∂
∂v
D(r) =
∫
M
ηeik(α,q)
∂
∂v
eik|r−q|
|r − q| dSq −
∫
M
ηeik(α,q)eik|r−q|
∂
∂vq
[
1
|r − q| ]dSq
=
∫
M
η
|r − q|(
∂
∂v
+
∂
∂vq
)eik((α,q)+|r−q|)dSq+H
(v) = ik(α, v)D(r)+H(v), (63)
where H(v) =
∫
M
( ∂
∂vq
η) e
ik((α,q)+|r−q|)
|r−q|
dSq. Obviously H
(v) is continuous, and so
is ∂
∂v
D(r). If the vector u is also orthogonal to n, then the same arguments
imply
∂2
∂u∂v
D(r) = −k2(α, u)(α, v)D(r) + ik(α, v)Hu + ik(α, u)Hv
+
∫
M
∂2η
∂uq∂vq
eik((α,q)+|r−q|)
|r − q| dSq. (64)
This provides continuity of second derivatives. The higher order derivatives
can be treated similarly.
The normal derivative of a single layer has a jump on the surface of
integration. This fact and the limiting values of the normal derivatives can
be found in the many textbooks on partial differential equations. In our case
the limit (60) of the normal derivative is proportional to the density and does
not contain an integral term since the surface of integration is flat. Formula
(60) can also be treated as a simple exercise in the distribution theory.
Our next goal is to find the asymptotics of D(r), k →∞, on a compact
subset K ⊂ M . Note that the integrand in (24) is not smooth in this case,
and the stationary phase method cannot be applied. Let us introduce polar
coordinates (ρ, φ) on the plane P with the center at the point r and the
24
polar angle being zero along of the ray τ whose direction coincides with the
direction of the projection α̂ of the vector α on P . If α is orthogonal to
P (i.e. α̂ = 0), then τ can be chosen arbitrarily. Polygon ∂M in polar
coordinates has the form ρ = ρ(φ, r), 0 ≤ φ < 2pi, where ρ as a function of
φ is continuous, 2pi-periodic and analytic for all the values of φ except those
which correspond to the vertices of ∂M . We write the integral D(r) in polar
coordinates and integrate by parts in ρ. When r ∈ K ⊂ M and k is large
enough so that η = 1 on K, we get
D(r) = eik(α,r)
∫ 2pi
0
∫ ρ(φ,r)
0
ηeikρ(1+|α̂| cos φ)dρdφ,
=
eik(α,r)
ik
(
∫ 2pi
0
−1
1 + |α̂| cosφdφ−
∫ 2pi
0
∫ ρ(φ,r)
0
ηρ
eikρ(φ,r)(1+|α̂| cosφ)
1 + |α̂| cosφ dρdφ), (65)
Since vector α is transversal to P , |α̂| < 1, and ∫ 2pi
0
dφ
1+|α̂| cos φ
= 2pi√
1−|α̂|2
= −2pi
nα
,
formula (65) implies
D(r) =
1
ik
eik(α,r)(
2pi
nα
−
∫ 2pi
0
∫ ρ(φ,r)
0
ηρ
eikρ(φ,r)(1+|α̂| cosφ)
1 + |α̂| cosφ dρdφ), r ∈ K ⊂M.
(66)
The interior integral, above after integration by parts m times, takes the
form
(
−1
ik
)m
∫ ρ(φ,r)
0
∂m+1η
(∂ρ)m+1
eikρ(φ,r)(1+|α̂| cosφ)
(1 + |α̂| cosφ)m+1dρ = O(k
(1−3m)/4), k →∞.
The latter relation follows from (15). Hence, for r ∈ K ⊂ M , (66) implies
(56).
The tangential derivatives of D(r) can be evaluated using (63), (64) and
similar formulas for the derivatives of higher order. One only needs to note
that functions similar to H(v) have order O(k−∞), k → ∞, i.e., they decay
at infinity faster than any power of k. This can be justified precisely as the
similar statement above for the integral in (66). Thus, the asymptotics (56)
on M can be differentiated in tangential directions.
We now consider the asymptotics of D(r) and its derivatives on compact
sets outside of the boundaries of the shadow and reflected zones. If r /∈ M ,
the integrand in (24) is smooth, and the stationary phase method can be
applied. Let F = F (q) be the phase function in (24). Since ∇qF = α− r−q|r−q| ,
the stationary phase points are defined by the equation
α− r − q|r − q| = cn,where c is a constant, q ∈M. (67)
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Both vectors on the left are unit vectors, and therefore, (67) holds if and only
if r−q = c1α or r−q = c2α∗, where ci = |r−q| ≥ 0, q ∈M. This is possible
only if r is in the shadow or reflected zone, respectively. The stationary point
is on ∂M if and only if r belongs to the lateral boundary of these zones. If
r belongs to a compact set whose intersection with the boundaries of those
zones is empty, the stationary phase point is strictly inside M or outside of
M . Thus, the stationary phase method implies the uniform validity of the
expansions (56), (57), (59) for D and its derivatives on these compact sets.
Since the amplitude factor η(k, q)/|r − q| in the integrand (24) depends
on k, we will justify the latter statement a little more rigorously. Consider a
compact set J strictly inside of the reflected zone. Let J ′ be the projection of
J into M parallel to the vector α∗. Then J ′ is located strictly inside M , and
the stationary phase point belongs to J ′ when r ∈M . Let ς = ς(r) ∈ C∞(M)
be an infinitely smooth function which is equal to one on J ′ and zero in some
neighborhood of ∂M . Let k be so large that η = 0 on the support of ς. We
write D(r) as the sum D1(r) + D2(r) where D1, D2 are given by (24) with
additional factors η, 1−η in the integrand, respectively. The stationary phase
method can be applied toD1, since the amplitude factor for that integral does
not depend on k. In order to complete the proof of (57) for r ∈ J it remains
to show that D2 = O(k
−∞), k →∞. If f(k, q) = η(1− ς)/|r − q|, then
D2 =
∫
M
feikFdSq =
∫
M
f
|∇F |2 (∇F ·∇F )e
ikFdSq = − 1
ik
∫
M
∇( f∇F|∇F |2 )e
ikFdSq.
This integration by parts can be repeated as many times as we please.
This combined with (15) provides the estimate for D2. Thus, (57) for r ∈ J
is proved. Estimates for the compact sets in the shadow zone and outside of
the shadow and reflected zones are treated similarly.
It remains to prove the last statement of Lemma 5. We begin with the
proof of (61). The proof will be based on the same arguments which were
used above in order to justify the asymptotics of D(r) on M . Let us assume
first that r belongs to the reflected zone, i.e. r = q0 + tα
∗, q0 ∈ M, t > 0.
We introduce polar coordinates (ρ, φ) on the plane P with the origin at q0
and the polar angle defined in the third paragraph of the proof (where polar
coordinates were used). Then similar to the first equality (65), we have
D(r) = eik(α,q0)
∫ 2pi
0
∫ ρ(φ,q0)
0
ηeikf(ρ,t,φ)
g(ρ, t, φ)
ρdρdφ, (68)
where f = ρ|α̂| cosφ+√t2 − 2t|α̂|ρ cosφ+ ρ2, g =√t2 − 2t|α̂|ρ cosφ+ ρ2.
For any function u(ρ, t, φ), denote by u′ its derivative with respect to
ρ. Let h(ρ, t, φ) = f ′(ρ, t, φ)/ρ. Since |α̂| < 1, one can easily check that
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h(ρ, 1, φ) ∈ C∞, h(ρ, 1, φ) 6= 0 and 0 < c1ρ−1 < h < c2ρ−1, ρ → ∞.
Moreover, 1/|hg|, |(hg)′| ≤ C < ∞ when t = 1, ρ > 0. Then from the ho-
mogeneity of f and g with respect to (ρ, t) it follows that the same estimates
(with the same constant C ) hold for all t > 0:
1
|hg| , |(hg)
′| ≤ C <∞, t, ρ > 0. (69)
Using integration by parts, we get:
D(r) = eik(α,q0)
∫ 2pi
0
∫ ρ(φ,q0)
0
η
h(ρ, t, φ)g(ρ, t, φ)
f ′(ρ, t, φ)eikf(ρ,t,φ)dρdφ
= (ik)−1eik(α,q0)
∫ 2pi
0
[
η
h(ρ, t, φ)g(ρ, t, φ)
eikf(ρ,t,φ)]|ρ=0dφ
− (ik)−1eik(α,q0)
∫ 2pi
0
∫ ρ(φ,q0)
0
(
η′
hg
+ η(
1
hg
)′)eikf(ρ,t,φ)dρdφ. (70)
We now split the last term into I1+I2 with factors η
′ and η in the integrands,
respectively. Formulas (69) justify (61) for the first term on the right hand
side of (70) and for I2. They also lead to the estimate I1 < Ck
−1
∫
M
|η′|dSq
which implies (61) for I1, since |η′| = O(k1/4) and the support of η′ has
measure of order O(k−1/4). The proof of (61) when r is in the reflected zone
is complete.
The same arguments are valid if r in the same half space bounded by
P , but does not belong to the closure of the reflected zone. Then q0 does
not belong to M . The limits of integration in (68) will be different, namely,
φ ∈ I, ρ1(φ, q0) < ρ < ρ1(φ, q0). Here ρ1, ρ2 are values of ρ where the ray
from the origin with the polar angle φ intersects ∂M , and I is the set of
values of the angle for which such an intersection is not empty. This leads
to (70) where the first term on the right has to be omitted and the limits of
integration in the second term have to be changed. Obviously, estimate (61)
is still valid. In order to obtain (61) when r is in another half space, one
needs only to replaced α∗ by α.
Let us establish the validity of (62). We begin with the case of Pm = Du,
i.e. with the estimate of a tangential derivative of the first order. The
desirable estimate follows from (63): the first term in the right-hand side
of (63) satisfies (62) due to (61), and the second term has an even more
refined estimate. In fact, function H(u) has the same form as D(r), but with
η replaced by its derivative. Thus the arguments justifying (62) for D(r) will
provide the same estimate for H(u) with an extra factor k1/4 in the right-
hand side due to (15). Tangential derivatives of D(r) of higher order can be
obtained similarly.
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We now estimate ∂
∂n
D(r). Let r0 be the orthogonal projection of r onto
the plane P , i.e. r = r0 + nt, r0 ∈ P, 0 6= t ∈ R. Then ∂∂nD(r) = I1 + ikI2,
where
I1 =
∫
M
η
−t
|r − q|3 e
ik((α·q)+|r−q|)dSq +
∫
M
η
t
|r − q|2 e
ik((α·q)+|r−q|)dSq.
The second factor differs from D(r) only by an extra factor t
|r−q|
in the
integrand. This factor is bounded and homogeneous in (r, q) of zero order.
Thus, the proof of (61) for D (see (68)-(70)) can be repeated for I2, i.e.
|I2| < C/k, k →∞. I1 can be estimated very easily: if r20 + t2 < R20, (|r| is
bounded), then by using polar coordinates centered at r0 we obtain
|I1| ≤ C
∫
|q−r0|<c
|t|
((r0 − q)2 + t2)3/2dSq ≤ 2piC
∫ c
0
σ(
|t|
(σ2 + t2)3/2
≤ C1,
i.e. (62) holds for ∂
∂n
D(r).
If Pm contains differentiation of order m− 1 in tangential directions and
the derivative of the first order in the normal toM direction, then (62) can be
justified by a combination of the arguments used to prove (62) for tangential
derivatives and for ∂
∂n
D(r): one needs to start with (63) or similar formula
for the tangential derivatives of higher order, then apply ∂/∂n and repeat
the arguments used to estimate ∂
∂n
D. Finally, note that (△ + k2)D(r) = 0
when r /∈ M . Thus
∂2
∂n2
D(r) =
(
∆M + k
2
)
D(r), r /∈M, (71)
where ∆M is the two-dimensional Laplacian on M . Hence PmD(r) for arbi-
trary Pm can be expressed through derivatives of D containing differentiation
in the normal direction of at most first order. This proves (62) for arbitrary
Pm.
The proof of Lemma 5 is complete.
The double layer potential N(r) = Nα,M(r) is given by (26), (27). Ob-
viously, since M is flat, N(r) = − ∂
∂n
D(r). Thus, the next lemma about the
properties of N(r) is a direct consequence of Lemma 5 and (71).
Lemma 6. 1. If r ∈M and k →∞, then
N(r) = 2pieik(α·r),
∂
∂n
N(r) = −2piik(n · α)eik(α·r)(1 +O(1/
√
k)),
where the estimate of the remainder is uniform on any compact subset of M
and the remainder is bounded on M , i.e,
∣∣ ∂
∂n
N(r)
∣∣ ≤ Ck, r ∈M, k →∞.
28
2. Let K1, K2, K3 be compact sets strictly inside of the shadow zone or
reflected zone, or strictly outside of these zones, respectively, and let t0 be
defined by (58). Then the following expansions are uniformly valid on these
compact sets.
N(r) = −2pieik(α·r) +O(1/
√
k), r ∈ K1 ⊂ S(α), k →∞, (72)
N(r) = 2pieikt0eik(α
∗·r) +O(1/
√
k), r ∈ K2 ⊂ R(α), k →∞, (73)
N(r) = O(1/
√
k), r ∈ K3 ⊂ R3\(R(α) ∪ S(α)), k →∞ (74)
These expansions on Ki can be differentiated any number of times with the
remainders multiplied by k after each differentiation.
3. A uniform bound of N(r) is valid in any bounded region:
|N(r)| < C(R0), |∇N(r)| < kC(R0), |r| < R0, r /∈M, k →∞. (75)
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