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Abstract
In this paper, by introducing the concept of neighbor points and using the ﬁrst-order difference of control points
of Catmull–Clark surfaces, we obtain the rate of convergence of control meshes of Catmull–Clark surface. By the
result of convergence we derive a computational formula of subdivision depth for Catmull–Clark surfaces.
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1. Introduction
Subdivision surfaces are powerful and useful technique in modeling free-form surfaces. They can be
widely used in many ﬁelds, such as computer-aided design, graphical modeling, computer animation,
medical image processing and so on.
The Catmull–Clark subdivision surface was designed to generalize the bi-cubic B-spline surface to the
meshes of arbitrary topology. In Catmull–Clark scheme, an initial control mesh is reﬁned by adding new
vertices, faces and edges at each subdivision step [1]. In the limit as the number of subdivision steps goes
to inﬁnity, the control mesh converges to the Catmull–Clark limit surface. Thus Catmull–Clark scheme
is an approximation subdivision scheme. It is natural to ask the following problems: For Catmull–Clark
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Fig. 1. The ordering of control points in (0). Point 1 is the extraordinary point of valence N = 5.
surfaces, how well do the control meshes approximate to the limit surface? How to estimate the rate of
convergence of control meshes? How many subdivision steps are needed to satisfy a user-speciﬁed error
tolerance? The aim of this article is to answer these problems. In this paper, by introducing the concept of
neighbor points and using the ﬁrst-order difference of control points, we obtain the rate of convergence of
control meshes of Catmull–Clark surface. Furthermore, by means of the result of convergence we derive
a computational formula of subdivision depth for Catmull–Clark surface.
2. Deﬁnition and notations
Let
(0) = {Pi | 1i2N + 8}
be an initial control mesh of Catmull–Clark surface patch S(u, v), 0u1, 0v1 (suppose that the sur-
face patch has been parameterized as Stam’s fashion [4]). Without loss of generality, we assume this initial
mesh has been subdivided at least twice, isolating the extraordinary points so that each face is a quadri-
lateral and contains at most one extraordinary point. The ordering of control points Pi (1i2N + 8)
is shown in Fig. 1, where P1 is an extraordinary point of valence N. By applying the Catmull–Clark sub-
division rule to these control points, one gets a set of 2N + 17 new control points P (1)i ( 1i2N + 17),
which are called 1-level control points. All of these 1-level control points compose a 1-level control mesh:
(1) = {P (1)i | 1i2N + 17}.
In general, we use P (n)i to express the new control points generated after n steps recursive subdivision
to (0). P (n)i is called n-level control points. All these n-level control points compose a n-level control
mesh (n).
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Fig. 2. The ordering of the control points P (n)
i
(1 i2N + 17).
We now introduce the concept of the neighbor points for each n-level control point P (n)i .
Deﬁnition 1. In the n-level control mesh(n) (n=0, 1, 2, . . .), if two control points P (n)i and P (n)j share
an edge, then P (n)j is called a neighbor point of P
(n)
i in 
(n)
. Naturally, P (n)i also is a neighbor point of
P
(n)
j in 
(n)
.
Let
X = (x1, x2, x3)
be a vector in R3, p-norm of X is deﬁned by
‖X‖p =
{
(|x1|p + |x2|p + |x3|p)1/p 1p<∞,
max
1 i3
|xi | p = ∞.
For simpliﬁcation, in the following we use ‖X‖ to express ‖X‖p.
3. Main results and proofs
In this section, we state and prove the main results of this paper.
Assume that the initial control mesh (0) has been recursively subdivided n times. The new control
points P (n)i (1i2N + 17) generated in each subdivision step are ordered following Stam’s fashion
(Fig. 2).
Note that the control sub-meshes
(n)11 = {P (n)i | 1i2N + 8}; n = 0, 1, 2, . . .
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generated in the subdivision process have the same topology structure. It is known that generation of these
new control points P (n)i (1i2N + 17) can be expressed in mathematics by operations of subdivision
matrices A and A¯ (the exact deﬁnitions of A and A¯ can be found in Appendix A of this article).
As for the relationships of these sub-meshes (n)11 , we establish a theorem as follows:
Theorem 1 (Rate of convergence of Catmull–Clark surface near the extraordinary point). In control
sub-meshes
(n)11 = {P (n)i | 1i2N + 8}; n = 0, 1, 2, . . . ,
set
Dn = max
i
{
‖P (n)i − P (n)ij ‖ |1i2N + 8;P
(n)
ij
are all neighbor points of P (n)i in (n)11
}
.
Then, we have
DnKn(N)D0, (1)
where
K(N) =
{ 1
2 , N = 3, 4,
3N2 + 8N − 48
4N2
, N5.
(2)
Proof. We ﬁrst consider the case of N = 4, by means of subdivision matrix A and direct computation,
we get
16(P (1)1 − P (1)2 ) = 92 (P1 − P2) + 34(P4 − P3) + 34(P8 − P9)
+ 32 (P6 − P1) + 14(P5 − P4) + 14(P7 − P8).
Thus
‖P (1)1 − P (1)2 ‖ 116(92 + 34 + 34 + 32 + 14 + 14)D0 = 12D0.
Similar computations derive
D1 = 12D0, N = 4. (3)
Next we consider the case of N5, by means of subdivision matrix A and direct computation, we
obtain
16(P (1)1 − P (1)2 )
= 4
N2
(P5 − P4) + 4
N2
(P2N−1 − P2N) +
(
1 − 4
N2
)
(P2 − P3) +
(
1 − 4
N2
)
(P2N+1 − P2)
+
(
8 − 32
N2
)
(P1 − P2) +
(
1 − 28
N2
)
(P1 − P4) +
(
1 − 28
N2
)
(P1 − P2N)
+ 24
N2
(P6 − P1) + 4
N2
(P7 − P8) + 28
N2
(P8 − P1) + · · · + 28
N2
(P2N−2 − P1).
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Thus
‖P (1)1 − P (1)2 ‖

1
16
[
4
N2
+ 4
N2
+ 1 − 4
N2
+ 1 − 4
N2
+ 8 − 32
N2
+1 − 28
N2
+ 1 − 28
N2
+ 24
N2
+ 32(N − 4)
N2
]
D0
= 3N
2 + 8N − 48
4N2
D0,
where estimate coefﬁcient (3N2 + 8N − 48)/4N2 is the best possible.
Similarly, for i = 2, 3, 4, . . . , N , by computation we get
‖P (1)1 − P (1)2i ‖
3N2 + 8N − 48
4N2
D0; N5.
Below we consider the cases of ‖P (1)i − P (1)ij ‖, where 2i2N + 8, and P
(1)
ij
are neighbor points of
P
(1)
i in 
(1)
11 .
If P (1)ij = P
(1)
1 , then it is known from the above that
‖P (1)i − P (1)1 ‖
3N2 + 8N − 48
4N2
D0.
If P (1)ij = P
(1)
1 , then from the structure of subdivision matrix A (cf. Appendix A), it can be observed
that in the case N5 the result of evaluation to ‖P (1)i − P (1)ij ‖ is completely similar to that in the case
N = 4. Thus
‖P (1)i − P (1)ij ‖
1
2
D0
3N2 + 8N − 48
4N2
D0, for N5, P (1)ij = P
(1)
1 , 2i2N + 8.
Consequently,
D1
3N2 + 8N − 48
4N2
D0, N5. (4)
Finally, for the case N = 3, we get by computation
D1 12D0. (5)
This computation is simple, We omit the details of computation.
Since Catmull–Clark subdivision algorithm is a recursive algorithm, note that for n = 0, 1, 2, . . . , the
control sub-meshes(n)11 ={P (n)i |1i2N + 8} have the same topological structure, from estimates (3),(4), (5), by recurrence method we deduce that
DnK(N)Dn−1 · · · Kn(N)D0.
The proof of Theorem 1 is completed. 
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Fig. 3. The control sub-meshes (1)11 ,
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Theorem 2. For n-level control meshes (n) (n = 0, 1, 2, 3, . . .) of Catmull–Clark surface S(u, v), set
Mn = max
i
{‖P (n)i − P (n)ij ‖ |P
(n)
i ∈ (n);P (n)ij are all neighbor points of P
(n)
i in 
(n)}.
Then we have
MnKn(N)M0, (6)
where K(N) is deﬁned in (2).
Proof. Apply Catmull–Clark rule to (0) to get 1-level control mesh
(1) = {P (1)i | 1i2N + 17},
of surface patch S(u, v), 0u1, 0v1. Decompose surface patch S(u, v) into four sub-patches
S
(1)
11 , S
(1)
12 , S
(1)
21 , S
(1)
22 .
These sub-patches are deﬁned respectively on the parameter domains (see Fig. 4):
(1)kl =
{
k − 1
2
u
k
2
,
l − 1
2
v
l
2
}
; k = 1, 2; l = 1, 2.
The control sub-meshes corresponding to sub-patches S(1)11 , S
(1)
12 , S
(1)
21 , S
(1)
22 , respectively are ( see Fig. 3):
(1)11 = {P (1)i |1i2N + 8},
(1)12 = {P (1)1 , P (1)4 , P (1)5 , P (1)6 , P (1)7 , P (1)8 , P (1)2n+2, P (1)2N+3, P (1)2N+4, P (1)2N+5, P (1)2N+6, P (1)2N+7,
P
(1)
2N+10, P
(1)
2N+11, P
(1)
2N+12, P
(1)
2N+13},
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(1)21 = {P (1)1 , P (1)2 , P (1)3 , P (1)4 , P (1)5 , P (1)6 , P (1)2n+2, P (1)2N+3, P (1)2N+4, P (1)2N+6, P (1)2N+7, P (1)2N+8,
P
(1)
2N+14, P
(1)
2N+15, P
(1)
2N+16, P
(1)
2N+17},
(1)22 = {P (1)1 , P (1)4 , P (1)5 , P (1)6 , P (1)2n+2, P (1)2N+3, P (1)2N+4, P (1)2N+6, P (1)2N+7, P (1)2N+9, P (1)2N+10,
P
(1)
2N+11, P
(1)
2N+12, P
(1)
2N+14, P
(1)
2n+15, P
(1)
2N+16}.
Let
M
(1)
kl = max
i
{
‖P (1)i − P (1)ij ‖ |P
(1)
i ∈ (1)kl ;P (1)ij are neighbor points of P
(1)
i in 
(1)
kl
}
;
k = 1, 2; l = 1, 2.
By Theorem 1, we have
M
(1)
11 K(N)D0 = K(N)M0, N3. (7)
Next we consider the evaluations of M(1)12 ,M
(1)
21 , and M
(1)
22 .
If N = 3, 4, by means of subdivision matrix A and direct computation, we obtain
M
(1)
12 1/2M0; M(1)21 1/2M0; M(1)22 1/2M0. (8)
If N5, by means of subdivision matrix A¯ and direct computation, we obtain
M
(1)
12 K(N)M0; M(1)21 K(N)M0; M(1)22 K(N)M0. (9)
From (7)–(9), we deduce that
M1 = max{M(1)11 ,M(1)12 ,M(1)21 ,M(1)22 }K(N)M0, N3.
Now applying the Catmull–Clark rule to (1) to get 2-level control mesh (2). (2) can be decomposed
into 42 control sub-meshes:
(2)kl , k = 1, 2, 3, 4; l = 1, 2, 3, 4,
which are control meshes of surface sub-patches
S
(2)
kl , k = 1, 2, 3, 4; l = 1, 2, 3, 4,
respectively, and the sub-patches S(2)kl , k = 1, 2, 3, 4; l = 1, 2, 3, 4, are deﬁned, respectively, on the pa-
rameter domains (Fig. 4):
(2)kl =
{
k − 1
22
u
k
22
,
l − 1
22
v
l
22
}
, k = 1, 2, 3, 4; l = 1, 2, 3, 4,
Let
M
(2)
kl = max
i
{‖P (2)i − P (2)ij ‖ |P
(2)
i ∈ (2)kl ;P (2)ij are neighbor points of P
(2)
i in 
(2)
kl };
k = 1, 2, 3, 4; l = 1, 2, 3, 4.
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Fig. 4. The parameter domains: (1)
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; k = 1, 2, l = 1, 2, and the parameter domains: (2)
kl
; k = 1, 2, 3, 4, l = 1, 2, 3, 4.
Then note that (2)11 , 
(2)
12 , 
(2)
21 , 
(2)
22 , have the same topology structure as 
(1)
11 , 
(1)
12 , 
(1)
21 , 
(1)
22 ,
respectively, thus by the same estimate technique presented in the above, we get
M
(2)
11 ,M
(2)
12 ,M
(2)
21 ,M
(2)
22 K(N)M1, N3. (10)
Since (1)12 , 
(1)
21 , 
(1)
22 are the control sub-meshes of standard uniform bi-cubic surface patch, respec-
tively, and note that other 12 control sub-meshes (2)13 ,
(2)
14 ,
(2)
23 ,
(2)
24 ,
(2)
kl (k = 3, 4; l = 1, 2, 3, 4) are
generated from (1)12 ,
(1)
21 ,
(1)
22 , respectively, by applying Catmull–Clark rule. They satisfy the case of
N = 4, thus we have
M
(2)
13 ,M
(2)
14 ,M
(2)
23 ,M
(2)
24 ,M
(2)
kl K(4)M1K(N)M1; N3, (11)
where (k = 3, 4; l = 1, 2, 3, 4). From (10), (11) and using Theorem 1, we get
M2K(N)M1K2(N)M0, N3.
Since Catmull–Clark subdivision algorithm is the recursive algorithm, by recursive method we deduce
that
MnK(N)Mn−1 · · · Kn(N)M0, N3.
The proof of Theorem 2 is completed. 
Theorem 3. Let n be subdivision depth and let d(n) be the distance between a Catmull–Clarck surface
patch S(u, v) and its n-level control mesh (n). For arbitrary given > 0, if
n logK−1(N)
6M0

, (12)
then
d(n).
Proof. As it is done in the proof of Theorem 2, subdivide the initial mesh (0) one time, we get the
control sub-meshes (1)11 , 
(1)
12 , 
(1)
21 , 
(1)
22 and the sub-patches
S
(1)
11 , S
(1)
12 , S
(1)
21 , S
(1)
22 .
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Let d(1)kl (k = 1, 2, l = 1, 2) denote the distance between the sub-patch S(1)kl and its control mesh
(1)kl (k = 1, 2, l = 1, 2), respectively. We ﬁrst consider the distance d(1)11 . Construct a sphere B(1) with
center (P (1)1 + P (1)4 + P (1)5 + P (1)6 )/4 and radius M1, then B(1) contains all control points of (1)11 . Since
B(1) is a convex set, by property of convex hull of Catmull–Clarck subdivision surface, B(1) contains the
limit surface patch S(1)11 . Thus the distance between the sub-patch S
(1)
11 and its control mesh 
(1)
11 is
d
(1)
11 6M1 (the diameter of B
(1)).
With the same technique we can get
d
(1)
12 6M1; d(1)21 6M1; d(1)22 6M1.
Therefore, the distance d(1) between a Catmull–Clark surface patch S(u, v) and its 1-level control mesh
(1)
d(1) = max{d(1)11 , d(1)12 , d(1)21 , d(1)22 }6M16K(N)M0.
Apply Catmull–Clark rule to (1) to get 2-level control mesh (2). Since the rule in each subdivision
step is the same, by the technique as indicated above and using Theorem 2 we deduce that
d(2)6M26K(N)M16K2(N)M0.
By recursive method and Theorem 2 we deduce that
d(n)6Mn · · · 6Kn(N)M0.
For arbitrary given > 0, when the subdivision depth n satisﬁes the following inequality
n logK−1(N)
6M0

,
then
d(n)6Kn(N)M0.
The proof of Theorem 3 is completed. 
Remark 1. The techniques presented in this article can be generalized toDoo–Sabin subdivision surfaces
[2] and Loop subdivision surfaces [3]. We will discuss them elsewhere.
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Appendix A. Subdivision matrices
A =
(
S 0
S11 S12
)
, A =
( S 0
S11 S12
S21 S22
)
,
S =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
aN bN cN bN cN bN · · · bN cN bN cN
d d e e 0 0 · · · 0 0 e e
f f f f 0 0 · · · 0 0 0 0
d e e d e e · · · 0 0 0 0
f 0 0 f f f · · · 0 0 0 0
...
...
...
...
...
...
. . .
...
...
...
...
d e 0 0 0 0 · · · e e d e
f f 0 0 0 0 · · · 0 0 f f
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,
where
aN = 1 − 74N , bN =
3
2N2
, cN = 14N2 , d =
3
8
, e = 1
16
, f = 1
4
.
S11 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
c 0 0 b a b 0 0 0
e 0 0 e d d 0 0 0
b 0 0 c b a b c 0
e 0 0 0 0 d d e 0
e 0 0 d d e 0 0 0
b c b a b c 0 0 0
e e d d 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, S12 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
c b c 0 b c 0
0 e e 0 0 0 0
0 c b c 0 0 0
0 0 e e 0 0 0
0 0 0 0 e e 0
0 0 0 0 c b c
0 0 0 0 0 e e
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
where
a = 916 , b = 332 , c = 164 .
For the case N = 3, there is no control point P8 and the second column of the matrix S11 is equal to
(0, 0, c, e, 0, c, e)T.
S21 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 f 0 0 0
0 0 0 0 d e 0 0
0 0 0 0 f f 0 0
0 0 0 0 e d e 0
0 0 0 0 0 f f 0
0 0 0 e d 0 0 0
0 0 0 f f 0 0 0
0 0 e d e 0 0 0
0 0 f f 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, S22 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
f f 0 0 f 0 0
e d e 0 e 0 0
0 f f 0 0 0 0
0 e d e 0 0 0
0 0 f f 0 0 0
e e 0 0 d e 0
0 0 0 0 f f 0
0 0 0 0 e d e
0 0 0 0 0 f f
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
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