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INTRODUCTION
Through usual methods (direct questioning) of surveys, obtaining the honest response on all the questions in a questionnaire is difficult due to stigmatizing nature of questions. Generally, when the questions are inoffensive, the true response on them are procured. In contrast, interviewees try to conceal their real response about stigmatizing behavior(s), possibly, due to security problems, religious faith, social desirability, etc. Thus, misreporting and non-response is expected in such situations. Consequently, a bias creeps into the estimates and statistical inferences are rendered invalid. Such type of bias is common in face to face surveys where the interviewees are inquired through direct questioning about the possession of the stigmatizing characteristics. To overcome such type of problems, Warner [2] suggests a model that reduces the response bias and increases cooperation from the respondents. The model is known as randomized response model (RRM). This model generates randomized response (RR). The name RR recommends that a reported response cannot be traced back to the actual response of the respondents. In addition, response of a given respondent may be different if he/she is asked for a repeated response. The RRM by Warner [2] consists of presenting two complementary questions to the respondents with known probabilities. A respondent has to answer one of them depending upon the random outcome of a Bernoulli experiment. In this way, the question actually answered by a respondent remains unknown to the interviewer and privacy of the respondents remains intact. This privacy protection and confidentiality are, perhaps, the main reasons of respondent's trust on RRM. The main aim of RRM is to estimate proportion of individuals possessing stigmatizing characteristic. For example, RRM may be of great help in estimating the proportion of smokers in the university, proportion of class bunkers in the college, proportion of people having extra marital affairs and average number of bottles of alcohol used per week by a person.
Greenberg et al. [3] presented the idea of quantitative response by using two quantitative questions. Of these, one is sensitive in nature and other is unrelated non-sensitive question. Since then, several authors, including, [4 6 ] and many others have worked on quantitative RRMs. Gupta and Thornton [7] propose a model where a predetermined proportion of the respondents are asked to provide true responses and the remaining are told to scramble their responses. Gupta and Shabbir [8] discussed that in Gupta et al. [6] model, some approximation is needed in the estimation of variances of the estimates. Gjestvang and Singh [9] present a forced quantitative randomized RRM. Huang [10] present his model to estimate mean and sensitivity level of stigmatizing variables. Gjestvang and Singh [11] present a different type of additive model in which selected respondents scramble their responses for both assertions. Other authors like [1,12 16 ] models also contributed toward the estimation of mean and sensitivity level of sensitive quantitative variables.
Our emphasis in this inquiry is on optional randomized response models (ORRMs) only. In such type of models, respondents which are selected in a random sample have a choice in providing the responses. If the interviewee feels the selected question sensitive, he/she has the option to scramble his/her response, otherwise, a true response is provided by him/her. In Gupta et al. [14] , a large value of truth parameter (T) is needed, if the question is highly sensitive. Mehta et al. [1] present two-and three-stage models by introducing a forced scrambling parameter (F). Their models perform better in estimating mean but they did not discuss the performance of sensitivity estimator. Motivated by Mehta et al. [1] we propose two ORRMs which are more efficient than the [1] , two-and three-stage models. Before presenting the proposed models in the next section, we briefly discuss the [1] two-and three-stage procedures.
SOME RECENT QUANTITATIVE ORRMs
The following sub-sections give a short description of [1] two-and three-stages procedures.
[1] Two-Stage Model
Mehta et al. [1] present a two-stage model when the question of interest is highly sensitive. A procedure similar to that of Gupta et al. [14] is adapted for collecting two responses with a difference at the first stage. Two independent sub-samples of size n 1 and n 2 are drawn from the population such that n 1 + n 2 = n. In the ith sub-sample, at stage-1, a known proportion of the respondents F is directed to scramble their responses and the remaining proportion (1 − F) of the respondents provide the response as report the true response X if you feel the question insensitive, otherwise, report scrambled response (X + Y i ). In the ith sub-sample, the distribution of reported response U i may be written as
The optional RR U i in the ith sub-sample is given by
where, and are the Bernoulli random variables with mean W and F, respectively. The unbiased estimators of X and W are given bŷ
The variances of the estimatorŝX M1 andŴ M1 are given by
Var
where,
[1] Three-Stage Model
In addition to two-stage model, Mehta et al. [1] also propose a three-stage model to estimate the mean and sensitivity level of stigmatizing variable. According to their strategy, in each sub-sample, a fixed predetermined proportion (T) of respondents are directed to give the true response (X) and a fixed predetermined proportion (F) of the respondents are instructed to provide a scrambled response (X + Y i ). The remaining proportion (1 − T − F) of respondents are directed to use the ORRM. In the ith sample, the distribution of reported response is given as
The optional RR U * i in the ith sub-sample is given by
The unbiased estimators of mean X and sensitivity level W are given bŷ
The variances of the estimatorŝX M2 andŴ M2 are given by
Mehta et al. [1] two-and three-stage procedures deal with the problem of increasing the respondents cooperation in case of highly sensitive question Motivated by Mehta et al. [1] two-and three-stages procedures, we proposed two ORRMs. Through proposed models, we plan to improve [1] two-and three-stage models for estimating the mean and sensitivity level.
PROPOSE STRATEGIES
In this section, we present the proposed strategies and expressions for unbiased estimators and their minimum variances.
Proposed Two-stage Additive and Subtractive ORRM
A drawback of [1] two-stage model is that when the respondents scramble their responses, either at first or second stage, the resulting response may be in large magnitude. A typical respondent would hesitate to report a large response because it is thought to be associated with the sensitive variable. To avoid misreporting in such case, we use two scrambling variables in each sub-sample. In the ith sample, at stage 1, a known proportion F of the respondents are directed to scramble their responses as add (subtract) the scrambling variable Y i (Z i ) to (from) the actual response X. It is anticipated that under the suggested scrambling having a smaller response is more likely. Also it helps fulfilling the social desirability of the respondents. And at stage 2, remaining proportion (1 − F) of respondents are provided the ORRM as
• Report the true response X, if you feel the question insensitive
In the ith sub-sample the distribution of reported response V i is given as
The reported response in the ith sub-sample is written as
The expected responses in first and second sub-samples are given as
On solving (17) and (18), we have
The variances of the estimatorŝX MI andŴ MI are given as
To calculate optimum sub-sample sizes, we define a linear combination of Var (̂X MI ) and Var (Ŵ MI ) and minimize it subject to the restriction that n 2 + n 2 = n. Now consider,
Solving
= 0, we get
and
Thus, expressions for the minimum variances of̂X MI andŴ MI are given by
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Proposed Three-stage Additive and Subtractive ORRM
The proposed model is an extension of [1] three-stage model. The main drawback of [1] three-stage model is that respondent's cooperation is low due to the use of additive scrambling variable in second and third stages. Therefore, it is desirable to use a new scrambling variable which is subtracted from the scrambled response of [1] three-stage model, which in turn, helps increasing the respondents' cooperation. Two independent sub-samples of size n 1 and n 2 are drawn from the population such that n 1 + n 2 = n. In each sub-sample, a fixed predetermined proportion T of respondents is instructed to tell the truth and a fixed predetermined proportion F of respondents is instructed to scramble their response. The remaining proportion (1 − T − F) of interviewees are directed to use ORRM as • Report the true response X, if you feel the question insensitive
In the ith sub-sample the distribution of reported response V * i is given by
The reported response in the ith sub-sample may also be written as
The expected responses from the first and second sub-samples are given by
On simplifying (31) and (32), we have
The unbiased estimators of mean and sensitivity level X and W are given bŷ
The variances of the estimators in (35) and (36) are given by
We define a linear combination of Var (̂X MII ) and Var (̂X MII ) in order to find the optimum allocation of sample sizes. Consider,
Solving (X MII ,Ŵ MII ) (n i ) = 0, we obtain
Thus, expressions for the minimum variances of̂X MII andŴ MII are given by
SIMULATION STUDY
In this section, we discuss the simulated results of suggested models and compared the proposed strategies with [1] two-and three-stage models. As it clear from (5), (6), (12), (13), (21), (22), (37) and (38) that algebraic comparison of variances deriving efficiency conditions is difficult. Therefore, to know the relative performance of proposed estimators we compare them with [1] two-and three-stage models, numerically. We assume that Y 1 (Y 2 ) and Z 1 (Z 2 ) follow Poisson distribution with parameters 2(5) and 1 (1) . That is, 1 = 2, 2 = 5 and Tables 3 and 4 . In three-stage ORRM, as the level of W, T are F is increased the PRE MII and PRE W MII increase up to a certain level then gradually decrease. The results in Table 4 show the improved performance of the proposed strategy. A comparison is also made among the [1] two-, three-stage and proposed ORRMs, to find the best estimator. From the results in Tables 5 and 6 , it is observed that proposed two-stage ORRM performed better than the other three models ([1] two-and three-stage models and proposed three-stage ORRM), in estimating both the mean and the sensitivity level. From the Table 6 , it is noticed that when the values of parameters are changed the performance of proposed two-stage ORRM is improved further, in estimating both the mean and sensitivity level. 
CONCLUSION
In the present study, the proposed two-and three-stage ORRMs is found to be more efficient than the [1] two-and three-stage models. The estimators of mean and sensitivity level obtained from the suggested models are unbiased. The proposed ORRMs provide better estimators of mean in terms of percentage relative efficiency. The proposed two-stage ORRM are compared with [1] two-and three-stage models and proposed three-stage ORRM to obtain the most efficient model. From simulation study, we observed that two-stage ORRM performs better than the others in terms of percentage relative efficiency. Conclusively, we can say that proposed two-stage ORRM model is superior to the others. For the future work, the proposed models can be extended for other sampling schemes such as stratified random sampling, probability proportional to size and without replacement sampling, and multi-stage sampling, etc.
