Representation learning is a technique that is used to capture the underlying latent features of complex data. Representation learning on networks has been widely implemented for learning network structure and embedding it in a low dimensional vector space. In recent years, network embedding using representation learning has attracted increasing attention, and many deep architectures have been widely proposed. However, existing network embedding techniques ignore the multi-class spatial and temporal relationships that crucially reflect the complex nature among vertices and links in spatiotemporal heterogeneous information networks(SHINs).
INTRODUCTION
Most of the real-world networks are intrinsically structured and have spatiotemporal properties as they are comprised of objects that interact with each other spatially and temporally. Urbanization of cities and the increasing availability of GPS data from taxis and Check-in data from social media have allowed researchers to study large spatiotemporal heterogeneous information networks. In recent years, many deep learning models have been proposed for Network embedding. They have shown great performance on several information retrieval tasks [16, 22, 28] . However, they tend to ignore the dichotomy of multi-class spatial and temporal relationships that exist between vertices of SHINs. This approach can be inefficient while learning embeddings of SHINs. Utilizing spatial and temporal relationships of networks for embedding tasks can help our framework better preserve structural information between vertices in the original network. The SHINs encapsulate higherorder spatiotemporal interactions that crucially reflect the complex nature among vertices and links in real-world data networks. Due to this inherent nature of SHINs, they provide plenty of opportunities as well as a lot of challenges for data mining.
Lately, new network embedding models which consider the interconnected, multi-typed properties of heterogeneous information networks (HINs) have been developed. Some of the existing network embedding models [5, 27] develop structural analysis approaches by leveraging the rich semantic meaning of structural types of objects and links in the networks. HINs embody a vast number of interrelated facts, and they can facilitate the discovery of interesting knowledge [25] . Figure 1 illustrates a SHIN of a region within the Beijing city. Here, we consider POIs (points of interest) as vertices and edges between vertices represent multiple spatial and temporal relationships between POIs of different class types (e.g., POI categories, distance, region, day and time of visit, Check-In, Check-Out, etc.). The proximity among vertices in a HIN is not just a measure of closeness or distance, but it is dependent on semantics as well. For example, the SHIN in Figure 1 represents POIs in a city and multiple relationships connecting them. POI 1 is connected to both POI 2 and POI 3 , but the proximity between them differs. From Figure 1 we can observe that POI 1 and POI 2 are connected by day of visits whereas POI 1 and POI 3 have much stronger connection as not only are they connected by day of visits, they also belong to the same POI category and are geographically situated close to each other.
In this paper, we propose two representation learning-based methods for collectively embedding the spatial and temporal properties of SHINs. 1) We propose a method called Multilingual SHNE (M-SHNE). This method treats a SHIN as a set of individual homogeneous networks where each homogeneous network contains information about a type of relationship (distance, time of visits, category, etc.) that exists between vertices. Random walks are then used to capture the latent structure of these individual homogeneous networks and generate a corpus. The generated corpora of all the homogeneous networks in the set are then treated as a set of multilingual corpora where each corpus is a translation of the same network but in a different language. The model then leverages multilingual word embedding technique used in NLP [30] to learn the embeddings of the SHIN as a whole. 2) We also propose a second method called Meta path constrained random walk SHNE (MCR-SHNE). This method captures the relationship between vertices in a HIN by leveraging the use of path constrained random walks (PCRW) [14] and meta path counting algorithm [3, 26] . A refined corpus which encompasses the different relationships between vertices in a SHIN is then generated based on the path constrained random walks and meta path counting algorithm. It then learns the embedding of the SHIN by using language embedding technique on the generated corpus. We conduct experiments on multiple real- world SHIN datasets to compare our two proposed methods with state-of-the-art network embedding methods (i.e., LINE [27] , Deep-Walk [22] , GraRep [5] and node2vec [12] ) on classification and clustering tasks. Our experimental results show that the two proposed methods outperform all alternative approaches in most of the qualitative measures used.
Overview. The remainder of this paper is organized as follows. In Section 2, we provide the problem definition for heterogeneous information network embedding. Section 3 provides details about the frameworks of our two proposed models. In Section 4, we report the experimental results of our two proposed models for SHIN embedding. Section 5 provides a brief review of related works. Finally, in Section 6, we discuss our conclusions.
PROBLEM DEFINITION
In this section, we provide some key definitions to formulate the problem of spatiotemporal heterogeneous information network embedding.
Problem Definition
We initially provide the below definitions to help break down the problem for better understandability. We then give a proper definition of the problem.
Definition 1: (Homogeneous Network (HN)): A homogeneous network is represented as
., N consists of a set of vertices, e i, j = v i , v j ∈ E is an edge that indicates the relationship between two vertices.
Definition 2: (Network Embedding (NE)):Network embedding aims to capture the latent structure of a network in a low dimensional representation
Definition 3: (Spatiotemporal Heterogeneous Information Network (SHIN)): A SHIN is a directed graph G = (V , E, ϕ,ψ ) with an object type mapping function ϕ : V → L and a link type mapping function ψ : E → R, where each object v ∈ V belongs to an object type ϕ (v) ∈ L and each link e ∈ E belongs to a link type ψ (e) ∈ R.
Here, POIs constitute vertices in the network and edges represent multi-class spatiotemporal relationships.
Definition 4: (Meta paths): In a SHIN G, two vertices v 0 , v 1 may be connected via multiple edges. We call the connecting edges meta paths. Conceptually, each of these meta paths represents a specific direct or composite relationship between them. In Figure 1 , POIs POI 3 and POI 4 are connected via multiple paths. For example, POI 3 → c → POI 4 path represents a relationship that the POI 1 and POI 3 belong to the same POI category. POI 3 → c → POI 6 → v → POI 4 indicates that POI 3 is connected to POI 4 via POI 6 where POI 3 and POI 6 belong to the same POI category and POI 6 and POI 4 are connected via day of visit.
Definition 5: (Multilingual Embedding): Multilingual word embeddings represent words of multiple languages embedded in the same vector space and allow the transfer of knowledge from one language to the other without machine translation.
Problem Definition. Given a spatiotemporal heterogeneous information network (SHIN) G = (V , E, ϕ,ψ ). We formulate a function f : V → R d that projects each vertex v ∈ V to a vector in d dimensional space R d , such that the multiple different classes of spatial and temporal relationships that exist between vertices of a SHIN are also preserved.
PROPOSED MODELS
In this section, we describe our two proposed models. In Section 3.1, we introduce our first method M-SHNE. Then, we introduce our second model MCR-SHNE in Section 3.2.
Figure 2: Framework of Multilingual SHNE model
The M-SHNE model takes a SHIN as input; it then extracts a series of homogeneous networks based on individual relationships between vertices of a SHIN. Random walks are then used on the extracted networks to generate a set of corpora, which is treated as multilingual corpora. SkipGram is then used to generate multilingual embeddings of the corpora.
Multilingual SHIN Embedding (M-SHNE)
The framework of the proposed Multilingual SHIN Embedding (M-SHNE) method is as shown in Figure 2 . The model accepts a SHIN as input and separates it into a series of homogeneous networks, where each homogeneous network represents a different relationship between vertices. It then performs random walks on the extracted homogeneous networks to capture the underlying latent structure. Here each random walk pass is treated as a sentence, and in this way, a corpus comprised of multiple passes of random walks is generated for each homogeneous network. The model treats these generated set of corpora as multilingual, i.e., where each corpus represents the same space and the same set of POIs as vertices but encompasses different relationships between vertices. Multilingual word embedding technique is then used to learn SHIN embeddings from the multilingual corpora.
Homogeneous Network Extraction:
The model analyzes the SHIN to identify different individual relationships that exist between the vertices. For each link e ∈ E that belongs to a link type ψ (e) ∈ R, it extracts and creates a series of homogeneous networks which is the same as the number of identified relationships within the SHIN. Each extracted homogeneous network is of the same space and contains the same number of vertices, but they only encompass a single-class of spatial or temporal relationship.
Multilingual Corpora Generation:
The model performs random walks on the extracted homogeneous networks to capture their latent structures. Here, the model considers each random walk pass as a sentence and builds a corpus based on the sentences generated from multiple random walks on each vertex of the network. The set of corpora generated from these homogeneous networks is considered as a multilingual corpora as each corpus in the set represents the same network space and vertexes. The only difference is the way random walks capture the spatial and temporal contextual relationships between the vertices.
SHIN Embedding:
We use SkipGram for Multilingual SHIN Embedding. It is a language model that maximizes the co-occurrence probability among
Figure 3: Framework of MCR SHIN Embedding
The MCR-SHNE model takes a SHIN as input; it then initiates PCRW on vertices of SHIN to generate a meta path corpus consisting of meta paths belonging to each pair of vertices v s , v t ∈ G. The model then uses meta path counting algorithm to calculate the truncated estimation of proximity between vertices. Based on this, the model generates a refined corpus which is then passed as input to SkipGram for SHIN embedding.
the words that appear within a window, w, in a sentence [19] . Specifically, we use an objective function shown in equation 1 to map the lexical vector T of multilingual corpora to its semantic space E.
The objective function helps us preserve the spatiotemporal heterogeneities influence on data semantics and meaning in the SHIN embedding by mapping lexical vectors and extracting more semantic information from an individual corpus of the multilingual corpora. Algorithm 1 demonstrates the process of SHIN embedding. The M-SHNE first extracts homogeneous networks
..., д n } and generate a corpus W д of the network. The SkipGram then iterates over each corpus W д and all possible collocations in the random walk that appear within the window w of the corpora. It maps each vertex v i to its current representation vector Φ(v i ) ∈ R d . It updates the generated SHIN embedding over every iteration by mapping lexical vectors to their semantic space and preserves complex proximity measures that exist between vertices in a HIN.
MCR SHIN Embedding (MCR-SHNE)
The framework of the proposed Meta path Constrained Random walk SHIN Embedding method (MCR-SHNE) is as shown in Figure  3 . The model takes a SHIN as input. Path constrained random walks are performed on the SHIN to identify and capture several meta path instances that exist between vertices. Path counting algorithm then uses identified meta path instances to calculate the proximity measures between vertices. Based on this, a refined meta path based corpus encompassing multiple meta path instances of multi-class spatial and temporal relationships between vertices is then formed. Word embedding technique is then used on the meta path based corpus to learn embeddings of SHIN.
Meta path Corpus generation:
Here we adopt a slightly modified version of random walks called path constrained random walks (PCRW) for corpus generation. In addition to preserving proximity measures as random walks, PCRW also encapsulates information about the multiple meta path instances that exist between vertices. Table 1 shows a few meta paths instances that exist between POIs, according to the SHIN in Figure 1 . We then generate a refined meta path based corpus based on the proximity scores calculated by PCRW. Meta path counting algorithm calculates the proximity between two vertices v s , v t as:
It is calculated based on the probability of a PCRW path restricted on a meta path would follow the instance p v s →v t . We can calculate the probability score between a pair of vertices v s , v t ∈ V based on the meta path instances generated from PCRWs as: Here, we use short truncated random walks of length t and meta path length l along with path constraint factor C to control the length of the meta path. We do this because shorter meta paths are more informative than longer ones; longer meta paths tend to link more remote vertexes which might be less contextually related [26] . The goal here is to create a SHNE using meta path based corpus in a way that given a SHIN G = (V , E), we develop an embedding that transforms each vertex v ∈ V to a vector in R d , such that the proximities between any two vertices in the original HIN are preserved in R d . The MCR-SHNE performs PCRW walks on each node v s ∈ G based on the walks per vertex γ , walk length t, meta path length l, and path constraint C hyperparameters set on it and generates meta path based corpus. The meta path based corpus is then passed as input to SkipGram. The SkipGram then iterates over all possible collocations of PCRW that appear within the window w of the corpus M v . It maps each vertex v j to its current representation vector Φ(v i ) ∈ R d and generates SHNE that preserves complex spatial and temporal proximity measures between vertices in a SHIN.
Negative Sampling
We also implement Negative sampling in the SkipGram part of both of our proposed models. Negative sampling [19] is a loss function which rewards the estimate of the probability for vertices that co-occur with each other, while penalizing the estimate of the probability for random vertex pairs co-occurring with each other. Negative sampling has proven to be a very effective alternative to the computationally expensive softmax, where we need to sum the overall non-zero proximity scores s(v i , v j ) for a specific vertex v i . Negative sampling has achieved state of the art results in many NLP tasks and plays a major role in substantially speeding up the learning process and helps generate better embeddings [1] . Equation 5 describes the loss function for each vertex context occurrence in a SHIN corpus generated from our two proposed models.
Here, we consider v ∈ V as the target vertex, c ∈ C a context vertex and c n ∈ C as random negative sample (indexed by n) drawn from a noise distribution p (c).
The total loss is the summation of Eq. 4 for all pairs of vertices v and c co-occurring in the corpus, as extracted using a context window of size w.
EXPERIMENTAL SECTION
We evaluate the performances of our proposed models against baseline models on real-world SHINs of Beijing city.
Data Description:
In this section, we provide details about the Mobike, POI, and Weibo & Jiepang datasets used for evaluation. Table 2 shows the statistics of the datasets mentioned above. Mobike, the stationless bike-sharing company, released its Beijing city trip dataset in the 2017 Mobike Big Data Challenge. It contains details of 3,214,096 trips. It includes information about the number of users, trip start time, trip endtime, bike id, trip start location, and trip end location. The POI data set for the city of Beijing was 
SHIN Construction:
To evaluate the effectiveness of our two proposed models on very large and complex SHINs, we construct two SHINs from Mobike, POI , and Weibo & Jeipang datasets. This section provides information about the steps followed to construct the two SHINs. SHIN1: For the construction of our SHIN1, we utilize the Mobike and the POI datasets. We assigned 1,765,025 trip start and end locations with visits greater than 300 as vertices. We integrated POI dataset into the Mobike dataset to assimilate the rich multi-class relationships that exist within the POI dataset into HIN1. To summarize, our HIN1 comprised of 1,765,025 vertices and encapsulates multi-class spatial and temporal relationships like visits per day, visits per hour, geographic distance, 20 different POI categories, high activity time, and low activity time. SHIN2: To construct our SHIN2, we use the Weibo & Jeipang dataset in combination with the POI dataset. We considered the 472,654 individual POIs present in the datasets as vertices. By combining the POI dataset, we also increased the number of multi-class spatial and temporal relationships that exist between vertices. To summarize, our HIN2 comprised of 472,654 vertices in total and encapsulates multi-class spatial and temporal relationships like visits per day, visits per hour, geographic distance, 20 different POI categories, number of individual user visits, high activity time, and low activity time.
Baseline Models and Experimental settings:
We consider four baselines to demonstrate the effectiveness and robustness of our two proposed models. DeepWalk [22] : DeepWalk first transforms the network into node sequences by truncated random walk, and then uses it as input to the Skip-gram model to learn representations. LINE [27] : LINE can preserve both first-order and second-order proximities for the undirected network through modeling node co-occurrence probability and node conditional probability. GraRep [5] : GraRep preserves node proximities by constructing different k-order transition matrices.
node2vec [12] : node2vec develops a biased random walk procedure to explore the neighborhood of a node, which can strike a balance between local properties and global properties of a network. Parameter Setting: We evaluate our proposed models against the baseline models on classification and clustering data mining tasks. We use OpenNE toolkit to implement DeepWalk, LINE, GraRep, and node2vec models. For DeepWalk and node2vec methods, we set the window size, walk length, and the number of walks on each vertex as 10, 40, and 10, respectively. For LINE we set the number of negative samples as 5, and the learning rate is set to be 0.025. For GraRep we set maximum matrix transition step K=6, and we also used L2 normalization. For our two proposed models, we set the number of negative samples per input sample m to 5, window size, walk length, and the number of walks on each vertex as 10, 40, and 10. For all models and SHINs, we set the embedding dimension to d = 80. We evaluate the performances of the models by calculating Macro-F1 and Micro-F1 scores.
Classification and Robustness Check
Classification in network analysis is an important task in many applications. We perform the task of multi-label classification using generated network embeddings of SHIN1 and SHIN2 from the proposed models as well as the baseline models on a logistic regression classifier. For the task of classification, we imply network embeddings as vertex features and feed them into a logistic regression classifier model, and we use different POI categories as labels. To check the robustness of the models, we perform classification on the datasets with varying percentages of labeled nodes from 10% to 90%. Table 3 and Table 4 show classification accuracies with different training ratios on different datasets. The best results are bold-faced. We observe that M-SHNE and MCR-SHNE methods perform better than baseline models in most of the occasions. However, GraRep performs slightly better than our two proposed models on two occasions where embeddings generated from SHIN1 were used. A potential explanation for this could be the low number of labeled nodes available for our models to build corpus on and generate quality embeddings. On SHIN2 our models outperform all the baseline models. To summarise, our proposed models outperform baseline models and generate better network embeddings that preserve the multi-class relationships between vertices in a HIN. They also generate superior robust embeddings and consistently outperform all the other baselines for varying ratios of labeled nodes.
Clustering
Clustering is the data mining task of identifying natural groups in the data. Here, as we are dealing with SHINs of Beijing city, we aim to identify communities that share similar functionality and representations. For the sake of experimentation, we define a community as consisting of (i) a location (i.e., latitude and longitude) of a residential complex, and (ii) a neighborhood area (e.g., a circle with a radius of 1km) consisting of POIs. Adhering to this definition, we identify around 1,023 communities in SHIN1 and 712 communities in SHIN2 made up of multiple POIs belonging to different categories within them. We perform k-means clustering on the generated embeddings of SHIN1 and SHIN2 from the baseline models and our two proposed models. We use the parameter settings mentioned in section 4.3 for generating the embeddings and k is set to 5. Figure 4 shows the clustering representation of communities that share similar functionality and representations learned from SHNEs of all the different models. We observe that the embeddings generated for SHIN1 and SHIN2 from our two proposed models learn better clustering and separation of the vertices, and the boundaries of each group are much clearer when compared to other baseline models. Specifically, the results shown in Figure 4 (a) and Figure  4 (b) for SHIN1 and SHIN2 prove that network embeddings learned from our proposed models better preserve spatial and temporal proximity measures when compared to baseline models.
Spatial and Temporal Influence on SHNE
In this section, we conduct experiments to demonstrate the influence of spatial and temporal attributes on the quality of generated SHNE. Here, we create two different versions of networks for both SHIN1 and SHIN2. Specifically, V1 is a simplified network where spatial attributes associated with all POI pairs in the network are ignored; this eliminates the spatial associations in successive checkin behaviors of users. In V2, we ignore the temporal characteristics of user mobility between POIs so that no specific temporal periodic pattern is utilized in the embedding process. Finally, we use the original network V, which integrates spatial attributes associated with all POI pairs and the temporal characteristics of user mobility between POIs. We compare performances on the task of classification, and accuracy is used as the evaluation metric. We use 65% of data for training, 35% for testing and POI categories are used as labels. Figure 5 shows the results of our experiment. We observe that in cases where we use SHIN1, embeddings learned from V1 seems to perform better than embeddings learned from V2. Whereas in the case of SHIN2, embeddings of V2 perform better than embeddings of V1. A possible explanation for these observed results could be the fact that SHIN1 contains a vast amount of temporal relations generated from human mobility (bike trips) between vertices (POIs); this results in V1 embeddings performing better. In the case of SHIN2, since it includes more spatial relations between vertices (POIs), V2 embeddings perform better. However, in all the cases, network embeddings generated from V1 and V2 networks underperform when compared to embeddings generated from network V. Thus, the results indicate that preserving both spatial and temporal relationships within the network helps us generate higher quality embeddings.
Parameter Sensitivity
We discuss the parameter sensitivity factor in this section. Specifically, we assess how the different choices of dimension d and maximal scale size k can affect the quality of SHIN embeddings learned from our models. We measure the quality of our SHIN embeddings based on the accuracy achieved in vertex classification and clustering tasks. Figure 6 (a) shows the classification accuracy achieved while using SHIN embeddings generated from our two proposed models over different settings of dimension d. At first, the accuracy shows an apparent increase. This is intuitive as more bits can encode more useful information in the increasing bits. However, when the number of dimensions continuously increases, the performance starts to drop slowly. The result proves that having too small a dimension d can be inadequate for capturing rich information of SHINs. However, a larger dimension d may also introduce noise which will deteriorate the quality of SHIN embedding and reduce the performance accuracy. Hence, it is necessary to find an optimal d value for embedding. Figure 6 (b) shows the accuracy scores over different choices of k on the clustering task. We can observe that the setting k=7 has a significant improvement over the setting k=2, and k=10. The above observation confirms that different k-order can learn complementary local information. However, when k becomes too large or too small, learned k-order relational information becomes too weak to capture the original structural and semantic information of SHINs. 
RELATED WORK
In general, related works can be grouped into three categories. The first category is urban informatics. It consists of research works that study urban experiences of people in the context of cities and urban environments. The second category includes research works related to the use of representation learning for network embedding, and the third category comprises research works pertaining to learning word embeddings in NLP.
Urban Informatics
Our work is partly related to urban informatics. Urban informatics focuses on learning urban community structure by studying intricate spatial and temporal relations created from dynamic human mobility between static geospatial entities of a city. With the increasing availability of massive amounts of GPS and check-in data from taxis services and social media, we can study the multiplex of overlapping factors that influence the growth of urban environments in cities. Urban informatics uses geographical or spatial information to produce business intelligence or other results. The most common spatial information in daily life is the geographical building, POIs, and GPS trajectory data. In [7] , Fu et al. developed a geographical function ranking method by incorporating the functional diversity of communities into real estate appraisal. The work in [6] ranked estates based on investment values by mining user opinions about estates from online user reviews and offline moving behaviors. [8] and [9] proposed a geographic method, named Clus-Ranking, for estate appraisal by leveraging the mutual enforcement of ranking and clustering power. The network embeddings learned from our models based on the constructed SHINs consist of rich semantic and mobility information, which can help us understand the multiplex of overlapping factors that propel the growth of a city.
Representation Learning on Network Embedding
Representation learning for network embedding is primarily used to find a way to represent, or encode, network structure. It aims at learning low-dimensional representations for the vertices of a network, such that the proximity among them in the original space is preserved. Machine learning models can then easily exploit the learned embeddings to perform various tasks. Here we review some key advancements of network embedding in the network domain. One such successful method that tries to learn the latent structure of a network is random walk [29] . [2] proposes to learn the network embeddings based on random walk statistics. Thus, instead of using a deterministic measure of graph proximity, unlike methods [2, 13] these random walk methods employ a flexible, stochastic measure of graph proximity, which has led to superior performance in a number of settings [11] . [22] and [12] are two such approaches that use random walks. Our work is influenced by DeepWalk [22] . DeepWalk combines random walk proximity with the SkipGram model [19] , a language model that maximizes the co-occurrence probability among the words that appear within a window in a sentence. Node2vec [12] is another method that utilizes random walks. It develops a biased random walk procedure to explore the neighborhood of a node. GraRep [5] is a method that learns a latent representation of vertices on graphs to capture the global structural information. LINE [27] is a method that can deal with arbitrary types of information networks: undirected, directed, and/or weighted. Meta path [26] is another such method that is used to calculate the proximity between two vertices in a network. PathCount is a method that measures the number of meta path instances connecting the two objects, and PathSim is a normalized version of it [24, 26] . Path constrained random walk (PCRW) [14, 15] is a more sophisticated way to define the proximity between two vertices based on an instance of meta path P. PCRW calculates the probability that a random walk restricted on a meta path would follow the instances connecting two objects. PCRW was initially proposed [14] for the task of relationship retrieval over bibliographic networks. Later, [18] proposed an automatic approach to learn the best combination of meta paths and their corresponding weights based on PCRW.
Learning Word Embeddings in NLP
Our work is also partly influenced by advancements made in word embedding techniques used in the NLP domain. Human language is an integral part of intelligence, but it poses some challenges for continuous gradient-based learning algorithms. Discreteness, sparsity, high dimensionality, and sequences having variable length can be problematic for machine learning algorithms, in a way different from other data modalities such as images. This means that special care needs to be taken to learn representations that are useful for this data modality. A very popular approach for NLP and text mining problems has been to learn so-called word embeddings. Several methods have been proposed to learn word embeddings from text corpora [10, 19, 21] . Some techniques have been proposed to learn embeddings jointly using knowledge base relations and corpus co-occurrences [23] . Bilingual distributional representations have also attracted a lot of attention, and researchers have addressed the training of bilingual embeddings using several approaches [17, 20] . Due to the availability of large multilingual semantic networks and the need for an accurate representation of word senses in different languages, a few works have also been proposed for multilingual embedding. [4] is one such method that combines text-based and knowledge-based methods, yielding multilingual vector representations.
CONCLUSION
In this paper, we develop two comprehensive models for learning SHIN embeddings. Both models propose new approaches for efficiently capturing higher-order spatial and temporal interactions of real-world SHINs. To effectively explore potential relationships among vertices M-SHNE leverages random walks and multilingual word embedding technique to generate a set of multilingual corpora. We then formulate an objective function that collectively maps each lexical vector of multilingual corpora to its semantic space in the low-dimensional space embedding, effectively preserving the intrinsic structure of the SHIN. We also propose a second method called MCR-SHNE that combines the advantages of PCRW and path counting algorithm first to construct a corpus consisting of collective meta path instance that encapsulates the multiplex of complex relations between vertices and edges in a SHIN. Word embedding technique is then employed to generate a fused SHIN embedding that incorporates innate spatiotemporal relationships between vertices of a SHIN. As shown in our extensive experiments, our network embedding methods can recover the original network more accurately, and have better performances over data mining tasks like classification and clustering over state-of-the-art network embedding methods. Network embeddings generated from our two proposed methods can also be adapted to learn real-world urban community structures. They can effectively learn from dynamic human mobility patterns between static geospatial entities of a city's SHIN and identify urban communities that share similar functionalities and representations, and distinguish between POIs of different categories, as demonstrated in our experiments.
