In this paper we study the decoding problem in an uncertain noise environment. If the receiver knows the noise probability density function (PDF) at each time slot or its a priori probability, the standard Viterbi algorithm VA or the a posteriori probability (APP) algorithm can achieve optimal performance. However, if the actual noise distribution di ers from the noise model used to design the receiver, there can be signi cant performance degradation due to the model mismatch. The minimax concept is used to minimise the worst possible error performance over a family of possible channel noise PDFs. We show that the optimal robust scheme is di cult to derive, therefore alternative, practically feasible, robust decoding schemes are presented and implemented on VA decoder and two-way APP decoder. Performance analysis and numerical results show our robust decoders have a performance advantage over standard decoders in uncertain noise channels, with no or little computational overhead. Our robust decoding approach can also explain why for Turbo decoding over-estimating the noise variance gives better results than under-estimating it.
I. Introduction
Over the last 30 years the Viterbi algorithm (VA) has been widely applied in digital communications, 1], 2]. Recently, the two-way a posteriori probability (APP) decoder 3], 4], 5], 6] has also attracted a lot of attention, due to its application in Turbo decoding 7] . Both the VA and two-way APP algorithms are special cases of min-sum and sumproduct algorithms 9]. Some signi cant developments in understanding these two-way decoding algorithms have been reported in 8], 10], 11], 12]. In 13] Forney provided a detailed description of the two-way algorithms as well as a review of their rich history.
A. Decoding in uncertain noise environment
In this paper, we aim to extend the two-way decoding algorithms to situations with unknown noise environments. As we know, if the probability density function (PDF) of the noise is known and constant over the decoding period, the conventional VA and APP algorithms are optimal; otherwise, a signi cant performance degradation may occur. In other words, we need to know the exact noise PDF of the channel to design the optimal standard decoder.
However, in practice, the PDF of the noise could change within a short time frame in an uncertain manner. This could be caused by either natural phenomenon such as lighting or man-made noise such as automotive noise and power-line noise 17] 18]. The characteristic of one type of man-made noise is impulsive with a typical rate of 10-500 impulses/second, 17]. For a mobile phone with a data rate of 10 Kbits/s, it could experience up to one impulse every 200 bits (roughly every speech packet will be a ected). For a HF radio with a data rate of 1 Kbits/s, the situation will be worse. Some types of man-made noise can still be approximated by Gaussian noise, while others might only be modeled as other types of noise (for example, Laplace noise). Furthermore, even in Gaussian channels the APP decoder needs to estimate the noise variance. The accurate estimation of these noise parameters could be very di cult or impossible in practice.
B. Literature and our contribution
Several recent work deals with this kind of uncertainty using estimation method. Summers and Wilson in 19] and Reed and Asenstorfer in 20] focus on how to e ciently and accurately estimate the noise variance of each block for Turbo decoders. Huang and Phamdo in 21] deals with how to accurately estimate the noise distribution within a family of noise models. This paper extends further to discuss a robust decoder for either uncertain variance, uncertain distribution noise environment, or a mixture of both.
The major di erence between this work and previous works 19] 20] 21] is that we show how to design robust decoders while the above mentioned works focus on how to estimate the noise parameters. Our work can deal with situations where there are mixed noise within one data block as well as across several blocks. Thus our work and above mentioned works are complimentary. We can use the noise model estimation module for the whole block while using our robust detector to ght further uncertainties within the block.
Another interesting coincidence is that our minimax robust concept can explain the sensitivity issue of over or under estimating the variance of Gaussian noise for Turbo decoders, shown in Figure 1 C. Outline
In a word, the purpose of this paper is to design a decoder to minimize the worst error probability so that it will be robust to the above mentioned estimation errors and channel variations. It is organised as follows. In Section II, the decoding problem is studied when using optimal matched or mismatched decoders. Then we derive robust decoders based on the minimax concept in Section III and analyze their error performance in Section IV. Numerical examples using robust VA and APP algorithms are presented in Section V. Section VI concludes the paper. II 
and E b is the signal power per source bit.
The received signal r] l where n i is the channel noise whose PDF can change. In this paper, we assume that the noise variables n i for time slots i = 1; : : : ; nl, are mutually independent. , and the standard VA and APP decoders are no longer optimal (they are mismatched). Therefore to achieve optimal performance for the receiver we need to know the exact noise PDF, in our case, the parameter vector 0 . In practice this is often di cult because of the existence of so-called man-made noise such as powerline noise, automobile noise, etc. These man-made noise types are often impulsive, which could result in mixed type of noise even in one packet (about 200 bits). The impulsive noise often lasts a short period of time, which makes noise estimation a very di cult task.
The decoder design clearly depends on how much information the receiver knows about the noise. It can be classi ed into four cases: (a) noise type known for each time slot; (b) a priori probability of each noise type known; (c) nothing else known except possible types of noise; (d) nothing known at all about noise. Naturally, in the last case the receiver has the worst performance. In the following subsections, we will focus on the rst two cases respectively. Case (c) will be studied in section III, which will be the main focus of this paper. . To obtain this optimal decoder, we need to estimate the PDF of the noise from bit duration to bit duration, which could be very di cult in practice.
C. Optimal decoder with knowledge of channel noise a priori probability If we know the a priori probability of noise PDF parameter vector A 0 i , denoted as P(A 0 i ), but we do not know the exact noise PDF at each time slot i, then the optimal detector can be obtained as follows.
The optimal maximum likelihood detection rule is to select the information sequence û] l 1 which minimises the metric:
? log P ave (r i ?ŝ i )]g;
where
The Viterbi algorithm can be used to nd the best path, with the branch metric replacing jr i ?ŝ i j 2 by ? log P ave (r i ?ŝ i )]. For the APP decoder 5], nothing needs to be modi ed except using Eqn. (6) to compute \R(Y t jX t )" in 5].
This decoder may be feasible, e.g., if a mobile phone can be custom made. That is, for a speci c customer who is exposed to a certain pattern of man-made noise, we can measure its particular a priori probability P(A 0 i ) and then design an algorithm based on the VA using Eqn. (5) and Eqn. (6) , or the APP decoder using Eqn. (6) . Clearly, this is not an economical approach for mass produced handsets.
If we do not know the above a priori probability P(A 0 i ), and use a xed noise PDF parameter vector A d i for all time slots, we end up with a mismatched decoder which could perform much worse than the matched one, as will be shown in numerical results in section V. The key task of this paper is to devise a decoder to prevent signi cant performance loss due to the noise model mismatch. To achieve this, the \minimax" concept will be used.
III. Minimax robust decoder A. Optimal minimax robust decoding algorithm
We now focus on case (c) (nothing else known except possible types of noise) and rst study a generalized binary hypotheses detection problem 14] using minimax techniques 15] 16].
Suppose we have a binary hypotheses detection problem with two possible noise densities. The hypotheses are denoted as H 0 and H 1 (or ?1 and 1 transmitted in Fig.1 ), while the channel noise densities A 0 can be either A 1 or A 2 .
We assign a cost coe cient C j ki to each of the occasions (H i true, A j true; choose H k ). Then we de ne the risk < to be the total expected value of cost:
where Z 0 and Z 1 are the decision regions for hypotheses H 0 and H 1 respectively and Z 0 Z 1 = R, P i is the prior probability of hypotheses H i .
According to the minimax rule (i.e., minimise the maximum risk), we need to compute:
For many practical cases, we can set P 0 = P 1 = 1 2 , C j 10 = C j 01 = 1 and C j 00 = C j 11 = 0. Then Eqn. (8) can be simpli ed as:
So Eqn. (9) is actually equivalent to minimising the maximum error probability. Let us consider a simple example, given in The traditional matched optimal detector is determined by a simple likelihood ratio test P rjH 0 (rjH 0 ) ? Z 0 Z 1 P rjH 1 (rjH 1 ) for every received bit r.
The optimal decision region Z 0 using the minimax rule (Eqn. (9)) consists of two separate subregions ( Fig.2(b) ), r < 0:375 and 2 3 < r < 1 (see Appendix I), then the error probability will be: P(ejA 1 ) = 0:190972 = P(ejA 2 ). These subregions have little to do with the likelihood ratio function at r, but are rather determined by the factor as which will reduce the worst case error rate.
This concept can be visualized by a switching structure shown in Fig.3 , which consists of two embedded detectors (matched to A 1 and A 2 respectively) and a switch (to select between the two detectors according to minimax rule). The optimal minimax switching rule for the above simple example can be speci es as follows: if r < 0 or r > 1, switch to either detector; if 0 < r < 0:375 or 2 3 < r < 1, switch to detector 2; if 0:375 < r < 2 3 , switch to detector 1. If we can nd the optimal switching rule, then the switching detector is optimal. Otherwise, it's sub-optimal.
B. Minimax robust decoder based only on path likelihood ratio
For the previous simple case, nding the switching rule according to the optimal minimax procedure is already no easy task. It will become daunting for more complicated systems. Now our attention will focus on good (but not optimal) switching rules for complicated detectors such as the Viterbi algorithm and MAP algorithm for Turbo decoding.
When the receiver receives r, how does it decide which detector to switch to? A heuristic approach will be switching to the detector matched to noise model A j which has minimum min A j log P rjH 0 (rjH 0 ; A j ) P rjH 1 (rjH 1 ; A j ) (10) This rule is based on the observation that the detector matched to the noise model which has minimum likelihood separation metric will be more likely to have poorer error performance.
Suppose that there is a system which transmits information sequences 1 and 2 (say 000 or 100 based on a single error event of a four-state convolutional code, Fig.4(b) ). At each transmitted bit, the real noise A 0 i could be either A 1 or A 2 . We compute two branch metrics (the logarithm of the likelihood function) based on both parameter vectors. Thus we have metric 1 and metric 2 for each branch, as the numbers in braces on dashed line and solid line in Fig.4(a) . Note that the numbers in this graph are ctitious and only for demonstrating our path-based robust decoding concept. The received noise corrupted signal vector is r 1 ; r 2 ; r 3 ; : : : ; r 6 ]. We then ask, how do we apply the minimax rule?
For this example, we rst need to characterise the worst case. The worst case will be a possible noise pattern which has minimum separation between the likelihood of the two sequences, since it is most di cult to distinguish between the two sequences. Hence the following 3-step procedure: Correct To compute Eqn.(12) we need to evaluate all possible A i combinations for the whole path of 6 received bits, which could be very computationally complex. For example, for the case given in Fig.4(b) , we need to compute L p (A) for 2 6 = 64 cases.
Furthermore, in a VA or APP decoder, there are many possible error events (see Fig.4(c) ). Thus one set of A which minimises the likelihood separation for one error event often cannot minimize the likelihood separation for other error events. This makes the algorithm even more complicated.
C. Minimax robust decoder based only on branch likelihood ratio
In this subsection, we will propose an alternative, practically feasible minimax robust decoder based on the theories from former subsections. It is the major contribution of this paper and will be used exclusively for the rest of this paper.
In trellis-based decoding algorithms, if we select the minimum likelihood separation for each branch, then it will likely minimize the likelihood separation of most error events. Based on this intuitive observation, we propose the following algorithm:
First we de ne the likelihood separation metric for each time instance:
L b (A i ) = log p(r i ju i = 0; A i ) p(r i ju i = 1; A i ) :
The detector makes a decision based on the following procedure: The important implication of (c) is that we do not need to change the trellis optimization part of traditional decoders; all we need to change is branch metric, or in most systems, a metric table in the decoder. If we know the possible noise types beforehand, this metric table can be computed o -line so there will be no additional complexity. Therefore, our minimax robust decoders will be very easy and economical to implement on top of the current decoder design.
IV. Performance analysis for minimax robust VA
The error performance analysis is very important in evaluating decoding algorithms. We will focus on the bit error probability (BEP) of a single error event for Viterbi type decoding algorithms, which is the key step to compute the Forney lower bound and union upper bounds. The strict mathematical derivation of the lower bound for a robust decoder is prohibitively di cult and will remain as an open question. Here in this section, we will numerically calculate the Forney lower bound of a minimax robust VA for a simple rate 1=2 code with 4 states and generating polynomial 5; 7] . This code has a single error event with free distance d free = 5, which is illustrated in Fig.5 . Because all noise density functions used in this paper (Eqn. (17)) are symmetric and also the trellis is regular, we can select all zero information sequence as the transmitted sequence to calculate the error bound. Suppose the all zero information sequence is the solid path 1 in (16) where ! b is the Hamming weight between input bits of the two paths. In this case (Fig.5 ), ! b = 1; Pr(r; A 0 ) is the PDF of the received signal vector r = r 1 ; r 2 ; : : :; r 6 ] as shown in Fig.5 . Now let's compute the bit error probability for three types of detectors using Eqn. (16) We consider two possible types of noise PDF (the channel could be one of them or a combination of the two):
1. Gaussian noise: Pr(n) = 1 p 2 exp(? n 2 2 2 ); 2. Sqrt noise: Pr(n) = 1 0:3651 exp(? p jnj 0:3021 p ). In Fig.6 , we assume that the noise PDF is xed for all six received bit intervals of the error event. In Fig.6 (a) the channel noise is Gaussian noise; while in Fig.6(b) the channel is the Sqrt noise. In Fig.7 , we study the case where the noise PDF at each received bit is randomly selected (with equal probability) from the Gaussian and Sqrt noise. The optimal matched receiver knows the exact noise type at each bit. The mismatched Gaussian or Sqrt receiver denotes the optimal decoder matched to either Gaussian type or Sqrt type noise only.
To compute the error rate of robust decoder, we have to average over 2 j possible noise patterns where j is the number of received bits in the error event. For this simple case, j = 6. Furthermore, for each noise pattern, we need to compute a j dimensional integration, which is very time consuming. It is worth mentioning that if the channel is Gaussian, the computation of I(r) could be signi cantly simpli ed and the multiple dimensional integration could be avoided.
From Fig.6 and 7, we can see the robust decoding scheme performs better than either mismatched decoder and avoids the signi cant performance loss due to noise model mismatch. This will be further supported by numerical simulations in section V.
V. Examples
In this section, we will present the simulation results on our practically-feasible minimax robust decoders (Subsection III-C) compared with matched and mismatched decoders under various uncertain channel conditions. The example system has the following generalised noise density function: p(n i ; A i ) = p(n i ; 2 (17) where the parameter vector A i = ( 2 i ; i ), ?( ) denotes the Gamma function, 2 i is the variance of the noise and a( i ) = ?(1= i )
?(3= i ) , at time i. If = 2, p(n) is the Gaussian distribution function; if = 1, p(n) given in Eqn. (17) is the Laplace distribution function; if = 1=2, p(n) is the Sqrt noise used in Section IV.
The VA algorithm under study is a rate 1=2 convolutional decoder with code word 065; 057]. The tested APP algorithm is a rate 1=2 Turbo decoder with recursive systematic code 037; 021], the number of iterative decodings is 8 and the block size is 200 bits.
E b =N o is calculated using the average noise variance. Typically N o = 2 2 and set 2 = 1. For mixed variance noise channels in Fig. 12 and Fig.14 For Viterbi algorithm simulation, we used 10; 000; 000 info bits or 1000 error bits whichever reaches rst; for Turbo decoder, we used 15; 000; 000 info bits or 1000 error bits whichever reaches rst.
In the following subsections we will study two cases: (a) Gaussian noise with di erent variance; (b) A mixture of di erent types of noise.
A. Gaussian noise with di erent variance values
The PDF and LSM of Gaussian noise with di erent variances is shown in Fig.8 : Suppose the Gaussian noise has a variance which is only known to be within an interval 2 min ; 2 max ]. It is well known that the VA decoder does not require the knowledge of the noise variance. Thus, our robust decoder will reduce to the standard VA. This shows that the standard VA is robust. However, for the APP decoder, the noise variance has to be estimated. If we could not accurately estimate the noise variance or if the received signal is a ected by Gaussian noise with uctuating variances, then according to our robust decoder rule, we should select 2 max to minimise the likelihood separation metric LSM. Therefore we expect that under-estimating the noise variance will degrade the error performance of the APP decoder much more signi cantly than over-estimating the noise variance. Thus, a simple rule (i.e., over-estimate the noise variance by a certain percentage) can be used to reduce the estimation accuracy requirement of the noise variance in Turbo decoding. This phenomenon is of interest and is con rmed by simulations. In Fig.9 , we show the e ect of noise variance estimation error on the performance of the Turbo decoder where the APP algorithm is used. From the results we nd that it is better to over-estimate the noise variance by 50% rather than underestimate it by 50%. This result, which is also reported in other literature 19] 20], can be explained by the likelihood separation metric of our robust design.
B. Di erent types of noise
The PDF and LSM of noise of di erent types( ) is shown in Fig.10 : According to our robust scheme, we will choose the of smallest LSM. From Fig.10(b) this means the robust decoder actually switches among the four possible values of . An important observation here is that if we stored this switchable PDF instead of the conventional metric table, it will not increase complexity for the robust decoder compared to the conventional decoder. This is of particular importance for implementation.
First we test the robust VA decoder under di erent noise channels. In Fig.11 , we present the cases where the channel noise is xed for all bit durations. In Fig.12 , we present the cases where the mixed types of noise a ect the decoders.
We can nd from Fig.11 and 12 that our robust decoder generally outperforms mismatched decoders under di erent channel noise conditions. (In some cases, the mismatched decoder could perform better than the robust decoder. Remember that the robust decoder is designed to minimise the worst error performance.) The gures show that the robust decoder is very close to the optimal matched decoder, which knows exactly the channel information. In fact, we have done many simulations and have not found a case where the robust VA decoder under-performs the optimal decoder by more than 0:5 dB.
Similar simulation are carried out for the Turbo decoder using APP algorithm as in Fig.13 and 14 . The simulation settings are similar to those for Fig.11 and 12 respectively.
More mixed noise conditions are simulated for Turbo decoder in Fig.15 and Fig.16 . This time we use longer packets of 15000 bits. All other simulation settings remain the same.
The gures show that the behaviour of the robust Turbo decoder is similar to the robust VA decoder. However, the mismatched Turbo decoders often perform much worse than the optimal matched Turbo decoder and the robust Turbo decoder. Therefore, we believe that for the robust Turbo decoder it is more useful to minimise the performance loss due to mismatch between the design noise model and the exact channel noise model.
VI. Conclusion
In this paper, we used minimax techniques to devise a simple and e ective decoding algorithm which is robust to the mismatch between the channel noise model and the noise model used for receiver design. Our robust decoder switches among a family of possible noise PDFs depending on their likelihood separation metric (LSM) to minimize the worst case error probability. The performance analysis and comprehensive numerical simulation show that these robust VA and robust two-way APP decoders always outperform the worst mismatched standard decoders and generally perform very close to the optimal matched decoder in various mismatched noise environment. For many of the simulations we have conducted, the performance of our robust decoders is within 0:5 dB of the optimal decoder. Secondly, our minimax robust concept is readily applicable to a family of detectors, including the Viterbi algorithm and MAP algorithm discussed in the paper, APP algorithm for low density parity check codes, min-sum and sum-product algorithms for general graph based codes.
Furthermore our robust scheme has no additional complexity for VA decoder and only a slight overhead for robust two-way APP algorithm (the types of noise A for each received bit needed to be stored during the rst iteration so that they don't need to be calculated again for subsequent iterations), our robust decoders can reuse most of the components of the standard decoders, which will be very attractive for industrial applications.
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To minimize the maximum between P(ejA 1 ) and P(ejA 2 ) we will have P(ejA 1 ) = P(ejA 2 ) which gives us the solution x = 7 24 . Put this optimal x value back in Eqn. (18), we can get the P (ejA 1 ) = P (ejA 2 ) = 0:190972. The optimal minimax robust solution is not unique, but rather a family of solutions as long the Z 0 1 subregion is within 1 3 ; 2 3 ] and has a width of 7 24 .
