Abstract. In this paper we provide a description of the Haagerup approximation property in terms of Connes's theory of correspondences. We show that if N ⊂ M is an amenable inclusion of finite von Neumann algebras and N has the Haagerup approximation property, then M also has the Haagerup approximation property. This answers in the affirmative a question of Sorin Popa.
Introduction
An action α of a locally compact group G on an affine Hilbert space H is metrically proper if for every bounded subset B of H, the set {g ∈ G | α(g)B ∩ B = ∅} is relatively compact in H. If a locally compact group admits a metrically proper isometric action on some affine Hilbert space, that group is said to be a-T-menable, or to have the Haagerup property. The class of groups having the Haagerup property is quite large. It includes all compact groups, all locally compact amenable groups and all locally compact groups that act properly on trees (e.g. F n ). Studying the class of Haagerup groups has been a fertile endeavor. For example, the Baum-Connes conjecture is solved for this class [HigKa] .
Along with the above definition due to Gromov in 1992, there are many equivalent characterizations of the Haagerup property. A locally compact group G has the Haagerup property if it admits a strongly continuous unitary representation, weakly containing the trivial representation, with matrix coefficients vanishing at infinity on G. Equivalently, G has the Haagerup property if there is a sequence of normalized continuous positive definite functions on G vanishing at infinity on G and converging to 1 uniformly on compact subsets. Also, G has the Haagerup property if there is a continuous positive real valued function on G that is conditionally negative definite. An extensive treatment of the Haagerup property for groups can be found in the book [CCJJV] .
The Haagerup property is a strong negation to Kazhdan's property T, in that each of the equivalent definitions above stands opposite to a definition of property T cf. [CCJJV] . A. Connes and V. Jones introduced a notion of property T for von Neumann algebras using Connes's theory of correspondences [CoJo] . A group has Kazhdan's property T if and only if the associated group von Neumann algebra has the Connes-Jones property T. Since property T has a natural analogue in the theory of von Neumann algebras, we may expect that the same should be possible for the Haagerup property. Such an analogue indeed exists, as M. Choda proved in [Cho] that a group has the Haagerup property if and only if its associated group von Neumann algebra has the Haagerup approximation property first introduced in [Haa1] : A finite von Neumann algebra M with trace τ has the Haagerup approximation property if there exists a net (ϕ α ) α∈Λ of normal completely positive maps from M to M that for every α ∈ Λ satisfy (1) τ • ϕ α (x * x) ≤ τ (x * x) for all x ∈ M, (2) ϕ α induces a compact bounded operator on L 2 (M) and (3) lim α ||ϕ α (x) − x|| 2 = 0 for all x ∈ M. In this paper we provide a description of the Haagerup approximation property in the language of correspondences.
In recent breakthrough work, Sorin Popa has combined relative versions of property T and the Haagerup property to create "deformation malleability" techniques that he, Adrian Ioana and Jesse Peterson have used to solve old open questions about type II 1 factors [Po2] , [IPP] . In particular, the authors construct factors with trivial fundamental group and factors with no outer automorphism. In the first of these papers Popa proves that if a type II 1 factor possesses a Cartan subalgebra relative to which the factor has property T and the Haagerup property then, up to inner automorphisms of the factor, this Cartan subalgebra is unique. It follows that any invariant of the measurable equivalence relation associated to the Cartan subalgebra is actually an invariant of the factor. In Section 3.5.2 of the first paper [Po2] above, Popa points out connections between the Haagerup approximation property and the amenability of inclusions of finite von Neumann algebras. An inclusion N ⊆ M of finite von Neumann algebras is amenable if there exists an M-hypertrace on the result M, e N of the basic construction, i.e. a state ρ on M, e N with ρ(xy) = ρ(yx) for all x ∈ M and y ∈ M, e N . Popa asks the following question: If N ⊆ M is an inclusion of finite von Neumann algebras and N has the Haagerup approximation property, then does M also have the Haagerup approximation property? This question is motivated by the analogous known result for groups: If G is a closed subgroup of G 0 , and G is co-Følner in G 0 in the sense of Eymard, then whenever G has the Haagerup property so does G 0 . A proof of this result can be found in [CCJJV] . The condition that G is co-Følner in G 0 in the sense of Eymard is equivalent to the amenability of the functorial inclusion L(G) ⊆ L(G 0 ) of group von Neumann algebras [Po2] .
The affirmative answer to Popa's question for group von Neumann algebras is found in the work of Anantharaman-Delaroche [AD2] . She proves that the compact approximation property is equivalent to the Haagerup approximation property in the group von Neumann algebra case. In a bit more detail, a separable finite von Neumann algebra M has the compact approximation property if there exists a net (φ α ) α∈Λ of normal completely positive maps from M to M such that for all x ∈ M we have lim α φ α (x) = x ultraweakly and for all ξ ∈ L 2 (M) and α ∈ Λ, the map x → φ α (x)ξ is the restriction to M of a compact operator on L 2 (M). Anantharaman-Delaroche proved that if N ⊆ M is an amenable inclusion and N has the compact approximation property, then M must have the compact approximation property. Using properties (2) and (3) in the above definition of the Haagerup approximation property she proves that the Haagerup approximation property implies the compact approximation property. It follows that if N ⊆ M is an amenable inclusion and N has the Haagerup approximation property, then M has the compact approximation property. Popa's question is then answered by appealing to the above result of Choda to establish that for group von Neumann algebras the compact approximation property implies the Haagerup approximation property.
In this paper, we answer Popa's question affirmatively for all finite von Neumann algebras. We point out that if it is the case that the Haagerup approximation property is equivalent to the compact approximation property for all finite von Neumann algebras, then our result would follow from Anantharaman-Delaroche's theorem.
The author wishes to express his deepest thanks to Paul Jolissaint and Mingchu Gao for carefully reading an early version of this paper.
1.1. Background on Correspondences. We aim to express the Haagerup approximation property in the language of correspondences, so we will give a brief review of some basic facts from the theory of correspondences in this section. A more extensive treatment of the theory of correspondences can be found in [Co] , [CoJo] , [Po1] , [AD1] , [AD2] .
Let M and N be W * -algebras. We first give the standard definition of correspondence between M and N as binormal bimodule. Let N o denote the opposite algebra of N , which is identical in every regard with N except that the product is reversed:
, where H is a Hilbert space with commuting unital normal representations π M of M and π N o of N o on B(H). Correspondences can equivalently described as certain self-dual Hilbert modules. This shift in point of view is essential for our purposes. We recall below some facts about self-dual Hilbert modules that will be needed in the sequel. For a more thorough treatment of Hilbert module theory, see [Pas] , [Rie1] , [Rie2] .
We present next the definition of right Hilbert N -module as a right N -module with N -valued inner product. We follow the standard practice of naming such modules with capital roman letters X, Y, Z in what follows. By an algebraic right N -module we mean a right N -module in the algebraist's sense, i.e. only the ring structure of N o is considered. A right pre-Hilbert N -module is an algebraic right N -module X equipped with a conjugate-bilinear map 1 ·, · N : X → N satisfying for all ξ, η ∈ X and y ∈ N : (1) ξ, ξ N ∈ N + and equals zero only if ξ = 0, (2) ξ, η N = η, ξ * N and (3) ξ, ηy N = ξ, η N y. Such a map ·, · N is called an N -valued inner product. We define a norm on X by ||ξ|| N = || ξ, ξ N || 1/2 , where || ξ, ξ N || is the C * -algebra norm of ξ, ξ N in N . If X is complete with respect to this norm and the ultraweak closure of the linear span of the range X, X N of ·, · N is all of N , we say that X is a right Hilbert N -module.
Notice that in the above definition that if we begin with an algebraic right Nmodule and then take the completion with respect to the prescribed norm, the resulting right Hilbert N -module need not be a Hilbert space with respect to that norm. A simple example of a right Hilbert N -module is the W * -algebra N itself with obvious right action and N -valued inner product given by n 1 , n 2 N = n * 1 n 2 for all n 1 , n 2 ∈ N . Note that even if N = M 2 (C), the parallelogram law fails for the norm || · || N , so the right Hilbert module is not a Hilbert space.
1 We follow the standard practice and regard the map as conjugate linear in the first variable.
With Hilbert spaces, however, we maintain conjugate linearity in the second variable.
Suppose that X and Y are right Hilbert N -modules. Let B N (X, Y ) denote the set of all bounded N -linear maps from X into Y . We say that X is self-dual if for every ϕ ∈ B N (X, N ) there exists ξ ϕ ∈ X such that ϕ(ξ) = ξ ϕ , ξ N for all ξ ∈ X. By the double commutant theorem, the W * -algebra N viewed as a right Hilbert N -module as above is self-dual. Unlike in Hilbert space, the completeness of right Hilbert N -modules doesn't guarantee that every right Hilbert N -module is self-dual (cf. [Pas] ).
An M-N correspondence X is a pair (X, π), with X a self-dual right Hilbert N -module and π a faithful unital * -homomorphism π from M into B N (X) = B N (X, X), such that for every ξ ∈ X, the map φ X,ξ : m → ξ, π(m)ξ N = ξ, mξ N from M to N is ultraweakly continuous. These are also called normal M-rigged N modules in Definition 5.1 of [Rie2] . The completely positive maps φ X,ξ are called the coefficients of X. Hence we may informally rephrase the definition as: An M-N correspondence is a self-dual right Hilbert N -module along with a left action of M that intertwines the right action of N such that every coefficient of X is ultraweakly continuous. The W * -algebra N viewed as a right Hilbert N -module with obvious left N -action is a simple example of an N -N correspondence. This correspondence is called the trivial, or identity, correspondence. In order to economically indicate that a correspondence X is an M-N correspondence we may write X as M X N .
We reiterate that a correspondence between M and N is necessarily a Hilbert space and an M-N correspondence is not. We nevertheless can relate the two concepts in a very natural way. Let L 2 (N ) be the Hilbert space of a standard form of N with right N -action written in terms of the modular conjugation operator J and the standard action by ξn = Jn * Jξ for ξ ∈ L 2 (N ) and n ∈ N . To every M-N correspondence X we associate the correspondence H(X) between M and N obtained by inducing the standard representation of N up to M via X in the way prescribed by Rieffel (cf. Theorem 5.1 of [Rie1] ). Very roughly, H(X) is constructed by separation and completion of the algebraic bimodule tensor product X ⊗ N L 2 (N ) with respect to the conjugate-bilinear form defined on simple tensors by
The right and left actions of M and N on L 2 (N ) are given on simple tensors by m(x ⊗ ξ)n = mx ⊗ ξn for m ∈ M and n ∈ N . With these actions H(X) is a binormal M-N bimodule. Let R be a W * -algebra. Suppose that H is a correspondence between M and N and K is a correspondence between R and N . Denote by B N (H, K) the set of all bounded N -linear maps from H into K. To every correspondence H between M and N we associate an M-N correspondence X(H) as follows: Regard the standard Hilbert space L 2 (N ) as an N -N correspondence with the standard left action and the right action given above. The M-N correspondence X(H) is the algebraic right N -module B N (H, L 2 (N )) with right N -action given by the composition of operators and N -valued inner product given by
, along with the left M action given by composition of operators. Note that ϕ * φ ∈ N above since the Hilbert space adjoint
N )) = N by the double commutant theorem. The maps X → H(X) and H →X(H) above are inverses up to unitary equivalence (cf. Theorem 6.2 of [Rie2] ). To illustrate with a simple example: if we begin with the correspondence H = L 2 (N ) between N and itself, then
conversely if we begin with the trivial
We identify the Hilbert module picture and the bimodule picture via the above procedure, and thereby need not distinguish "correspondence between M and N " and "M-N correspondence" in what follows. We describe the direct sum of correspondences. Let {X i } i∈S be a family of M-N correspondences, and let ·, · N ,i denote the N -valued inner product of X i . Let F be set of all finite subsets of S directed by inclusion. For S-tuples x = (x i ) i∈S and y = (y i ) i∈S with x i , y i ∈ X i and S ∈ F define x, y S N = i∈S x i , y i N ,i . Define i∈S X i to be the set of all S-tuples x = (x i ) i∈S satisfying sup{|| x, x S N || : S ∈ F } < ∞. Under coordinatewise operations, i∈S X i is a right Hilbert Nmodule that is self-dual if and only if each X i is self-dual (cf. [Pas] ). With pointwise left M-actions, i∈S X i is an M-N correspondence.
To any normal completely positive map ϕ : M → N , we can associate an M-N correspondence X ϕ via the Stinespring construction. In the Hilbert module picture, X ϕ is the result of gifting the algebraic tensor product M ⊙ N with right N action and intertwining left M action given by m 0 (m ⊗ n)n 0 = m 0 m ⊗ nn 0 and the N -valued inner product
with m 0, m, m 1 ∈ M and n 0 , n, n 1 ∈ N , and then separating and taking the completion with respect to the || ·, · N || 1/2 norm. As a simple example, we note that the correspondence X = N is equivalent to the N -N correspondence obtained when one lets ϕ be the identity map on N . Additionally, every M-N correspondence X is a direct sum of cyclic correspondences of the form X ϕ (cf. Lemma 1.2.20 of [Po1] ).
Let Corr(M, N ) denote the set of all (unitary equivalence classes of) M-N correspondences. We define a topology on Corr(M, N ) as follows: Let X 0 ∈ Corr(M, N ). Given an ultraweak neighborhood W of zero in N , E a finite subset of M, and S = {ξ 1 , ..., ξ p } a finite subset of X 0 , the basic neighborhood V (X 0 ; W, E, S) is the set of (equivalence classes of) correspondences X such that there are η 1 , ..., η p ∈ X such that
for all m ∈ E and i, j ∈ {1, 2, ..., p}. In the case where X 0 has a cyclic vector ξ 0 , then X 0 has a neighborhood basis of sets of the form V (X 0 ; W, E, {ξ 0 }), and in this case, X 0 is in the closure of {X} with X ∈ Corr(M, N ) if and only if there is a net (ξ i ) i∈Λ in X such that lim i ξ i , mξ i N = ξ 0 , mξ 0 N ultraweakly for all m ∈ M. The trivial correspondence N N N is in the closure of {X}, with X ∈ Corr(N , N ), if and only if there is a net (φ α ) α∈Λ of coefficients of X such that lim α φ α (n) = n ultraweakly for all n ∈ N .
We shall use the concept of weak containment of correspondences. If X and Y are both M-N correspondences then we say that X is weakly contained in Y (written X ≺ Y ) if X belongs to the closure in Corr(M, N ) of the set of finite direct sums of copies of Y. In particular, the trivial correspondence N is weakly contained in an N -N correspondence X if and only if there is a net (ϕ α ) α∈I of completely positive maps from N to N each of which is a finite sum of coefficients of X, such that lim α ϕ α (n) = n ultraweakly for all n ∈ N . (cf. [AD1] , [AD2] ) By Theorem 2.1.3 of [Po1] and a straightforward modification of Proposition 1.12 of [AD1] , the topology on Corr(M, N ) given above is equivalent to the one given analogously by everywhere replacing "ultraweak" by "ultrastrong". This is parallel to what happens with the topology on the space of representations of a group. We note that as a result of this, closure and weak containment of the trivial correspondence can be characterized by pointwise ultrastrong convergence instead of pointwise ultraweak convergence.
We now define the tensor product, or composition, correspondence. Suppose that M, N and R are W * -algebras, X is an M-N correspondence and Y is an N -R correspondence. Endow the algebraic bimodule tensor product X ⊗ N Y with the left and right actions of M and R given on simple tensors by m(ξ ⊗ η)n = mξ ⊗ ηn for m ∈ M and n ∈ N , and define the R-valued inner product of simple tensors
and is called the composition correspondence of X and Y . The tensor product of correspondences is "associative",
Suppose that N ⊂ M is an inclusion of von Neumann algebras and that X is an N -N correspondence. We define the correspondence induced by X from N up to M to be Ind
, where the adjoint correspondence N L 2 (M) M is obtained by imposing the left N and right M actions given by nξm = m * ξn * on the conjugate Hilbert space L 2 (M). We shall freely use the following well-established facts: If there is a faithful normal conditional expectation E from M onto N then in the correspondence M M N is equivalent to X E , which is equivalent to the correspondence obtained from M by restricting the right action to N and with the N -valued inner product given by m, m 1 N = E(m * m 1 ) for m, m 1 ∈ M. The correspondence N M M is equivalent to X ι , where ι : N → M is the inclusion map, and that this is equivalent to the correspondence obtained by restricting the left action of M M M to N and with the inherited natural M-valued inner product. For more on these facts, see [AD1] and [AD2] .
Corollary 1.8 in [AD2] gives us that induction is continuous with respect to weak containment: if N ⊂ M is an inclusion of von Neumann algebras and
Suppose N ⊆ M is an inclusion of finite von Neumann algebras. By Theorem 3.2.3 in [Po1] , there is a state ρ on M, e N with ρ(xy) = ρ(yx) for all x ∈ M and y ∈ M, e N if and only
Main Results
Let M be a finite von Neumann algebra equipped with a given faithful normal tracial state τ , and denote by M + the positive part of M. For p ∈ {1, 2} and x ∈ M the element |x| p ∈ M + with |x| = (
for each x ∈ M defines a norm on M. We denote by L p (M) the completion of M with respect to || · || p . The Hilbert space L 2 (M) agrees with the standard representation space obtained from the GNS construction applied to M and τ. Let Ω denote a joint generating trace vector for M and its commutant M ′ with respect to this standard action of M on L 2 (M). When we regard an element x of M as a vector in L 2 (M), we shall write it as xΩ. We let J = J * = J 2 denote the modular conjugation operator on L 2 (M) extending the map xΩ → x * Ω on MΩ. Recall that JMJ = M ′ . Given x ∈ M, when it becomes necessary to regard the element Jx
Conversely, let U(M) denote the * -algebra of operators affiliated with M. Every T ∈ U(M) is integrable, in the sense that for every projection p n = χ [0,n] (|T |) satisfies τ (I − p n ) < ∞. Therefore if we denote by U(M) + the set of all positive self-adjoint operators in U(M), the trace τ extends to a positive tracial functional on U(M) + and we may identify
For more, see [Se] , [PiXu] .
If ϕ : M → M is a linear map, we let ϕ Ω : MΩ → MΩ be the map satisfying ϕ Ω (xΩ) = yΩ if and only if ϕ(x) = y for all x, y ∈ M. In the event where ϕ Ω has a continuous extension to L 2 (M) we shall denote this extension also by ϕ Ω , risking no confusion. It is evident that if ϕ and ψ are linear maps on M, then
The inner product on L 2 (M) extending xΩ, yΩ = τ (y * x) for all x, y ∈ M will be written as ξ, η for ξ, η ∈ L 2 (M). We use the notation associated to the theory of correspondences found in the introduction above.
) ij are positive for all k ∈ {1, 2, ..., n}. If the ϕ is n− positive for all n ∈ N, we say that ϕ is a completely positive map on M.
Recall that for any k ∈ N we can associate to the given faithful normal tracial state τ on M the faithful normal tracial state on M k (M) given by
Definition 3. We say that a completely positive map ϕ on M is subtracial if τ • ϕ ≤ τ . We say ϕ is completely subtracial if ϕ k is subtracial with respect to the trace
Proposition 1. If ϕ is a subtracial completely positive map on M, then ϕ is completely subtracial.
Proof. Suppose that ϕ is subtracial and k ∈ N. We obtain
It follows that ϕ k is subtracial for all positive integers k, hence ϕ is completely subtracial.
A trivial modification of the above proof gives us the following. (
Although it appears that the Haagerup approximation depends on the choice of trace on M, P. Jolissaint has shown that this is not so. The above proposition justifies our choosing τ once and for all at the outset.
Given a completely positive map ϕ on M, we denote by
. By Theorem 14 of [Se] , for every normal linear functional ρ on M there exists H ∈ L 1 (M) + such that ρ(x) = τ (Hx) for all x ∈ M. In fact, by Lemma 14.1 of [Se] , provided there exists c > 0 such that τ • ρ ≤ cτ this H ∈ M and is unique. We denote H, the Radon-Nikodym derivative of τ • ρ with respect to τ , by dρ dτ . We now prove that if the Radon-Nikodym derivative
We use the following result, found in [KRII] . We shall need Sakai's quadratic Radon-Nikodym Theorem [Sak] . A proof of this result is also found in [KRII] . Note that by the uniqueness of the Radon-Nikodym derivative proved in [Se] , when ρ = τ we have 
for all positive x in M. Proof. Suppose y is in M and that τ • Ad(y)• ϕ ≤ c||y|| 2 τ . It follows from Theorem 1 that there exists H 0 in the unit ball of M such that
for all x ∈ M. Therefore, by uniqueness of the Radon Nikodym derivative, we have
It follows that
is in the ball of radius c||y|| 2 in M.
Theorem 2. Suppose ϕ is a completely positive map on M and c > 0 is such that
Proof. The map ϕ Ω is a densely defined linear operator on L 2 (M). We shall prove
for all x ′ Ω ∈ M ′ Ω. We note that if y = y * then since ϕ is * -preserving and
for all x ∈ M. It follows that the operator T y * y is a positive self-adjoint operator affiliated with M. If T y * y is also bounded, then T y * y ∈ M, and therefore
Ω ∈ MΩ. We now proceed to show that every T y * y is bounded.
Every closed densely defined positive self-adjoint operator A possesses a unique positive square root which commutes with every bounded operator that commutes with A (cf. for example [Wo] ). Since T y * y is a positive self-adjoint operator affiliated with M, its square root T 1/2 y * y is a positive self-adjoint operator affiliated with M and
for every x ∈ M and therefore that T 1/2 y * y could have norm at most c 1/2 ||y||, and T 1/2 y * y extends to a bounded operator on L 2 (M). Therefore (T 1/2 y * y ) 2 = T y * y extends to a bounded operator on L 2 (M), and ||T y * y || ≤ ||T 1/2 y * y || 2 ≤ c||y|| 2 . We have established that T y * y is a bounded operator for all y ∈ M. Since every T in M is a finite linear combination of positive elements in M, ϕ Ω is linear, and
, we have that T y is bounded for every y ∈ M.
Note that if ϕ Ω (yΩ) = z 1 Ω = z 2 Ω for z 1 , z 2 ∈ M, then z 1 Ω, wΩ = z 2 Ω, wΩ for all z ∈ M, hence z 1 Ω, (z 1 − z 2 )Ω = z 2 Ω, (z 1 − z 2 )Ω , and hence ||(z 1 − z 2 )Ω|| 2 2,τ = 0 and z 1 = z 2 . We define the map ϕ on M such that ϕ(y) = z if and only if ϕ Ω (yΩ) = zΩ. Notice then, that ϕ Ω (yΩ) = ϕ(y)Ω for all y ∈ M. Proof. By Theorem 2, the hypothesis guarantees that the map ϕ exists. The positivity of ϕ yields that ϕ is also positive, since
for all x, y ∈ M.
We now note that by the above positivity of ϕ:
In the following theorem, let Ω n be the joint cyclic trace vector for M n (M) and Proof. Suppose that ϕ : M → M is a completely positive map and c > 0 is such that τ • ϕ ≤ cτ . The maps ϕ n are positive for all n, since ϕ is completely positive. Equivalently, ϕ n (xx * )yΩ n , yΩ n ≥ 0 for all n ∈ N and x, y ∈ M n (M). By Corollary 1 we have 1 n T r • τ n • ϕ n ≤ c 1 n T r • τ n for all n. It follows from Theorem 2 that the map (ϕ n ) is defined on M n (M), and
for all x, y ∈ M n (M). To prove our claim it suffices to show that ( ϕ) n = (ϕ n ) for all positive integers n. Let n be a given positive integer. We need to show that for all x, y ∈ M n (M) that ϕ n (x)Ω n , yΩ n = xΩ n , ϕ n (y)Ω n .
Let x = (x ij ) ij and y = (y ij ) ij , then ϕ n ((y ij ) ij ) = ( ϕ(y ij )) ij . The positivity of ϕ established in Proposition 4 guarantees that ϕ(y ji ) * = ϕ(y * ji ) and hence xΩ n , ϕ n (y)Ω n = ϕ n (y)
it follows that (ϕ n ) = ϕ n for every positive integer n, and hence ϕ is completely positive. 
Definition 7. The completely bounded (or cb) norm of a linear map ϕ on M is
Obtained from proof of (a⇔b) mutatis mutandis. (b⇔c) If ϕ(I) ≤ I, then || ϕ(I)|| ≤ 1. By Proposition 3.6 of [Paul] , || ϕ(I)|| = || ϕ|| cb , so || ϕ|| cb ≤ 1. Conversely, if || ϕ|| cb ≤ 1, then || ϕ(I)|| ≤ 1. Since M is a C * -algebra and ϕ(I) is self-adjoint, || ϕ(I)||I − ϕ(I) ≥ 0, so I − ϕ(I) ≥ || ϕ(I)||I − ϕ(I) ≥ 0.
(d⇔e) Obtained from (b⇔c) mutatis mutandis.
(c⇔e and f⇔g) It follows from the proof of Theorem 3 that ϕ k = (ϕ k ) for all k ∈ N. Therefore || ϕ k || = || (ϕ k )|| = ||ϕ k ||. It follows that || ϕ|| cb = ||ϕ|| cb .
(a and e ⇒ f) Suppose τ • ϕ ≤ τ , and k ∈ N. By the Cauchy-Schwartz inequality for 2-positive maps, we have that for all x ∈ M k (M)
Therefore by Proposition 1, each ϕ k is subtracial and hence
≤ ||ϕ k (I)||||x|| 2 2,τ . By Proposition 3.6 of [Paul] ||ϕ k (I)|| = ||ϕ k || cb , and hence
Since (a⇔e), we have that ||ϕ|| cb ≤ 1. We conclude that ||ϕ k || = 1 for all k ∈ N, it follows that ||ϕ|| cb = 1.
(g⇒c) This is obvious.
Recall that a net (x α ) α∈Λ in M converges to x ∈ M in the ultrastrong topology if and only if for all ε > 0 and all sequences (
Consider a net (x α ) α∈Λ in the norm unit ball of M. If x α → x ultrastrongly, then clearly x α → x in the strong operator topology. If x α → x in the strong operator topology, then given a sequence (
It follows that on any bounded subset of M that x α → x in the ultrastrong topology if and only if x α → x in the strong operator topology. Similarly, the ultraweak topology agrees with the weak operator topology on bounded subsets of M.
Notice that if the net (x α ) α∈Λ in the norm unit ball of M converges to x α in the strong operator topology then ||(
It follows that on any given bounded subset of M, ||(x α − x)Ω|| 2,τ → 0 if and only if x α → x in the strong operator topology. Proof. Suppose that M has the Haagerup approximation property and that (ϕ α ) α∈Λ is a net of normal completely positive maps satisfying (1)-(3) of Definition 4 above. Consider the M-M correspondence X = α∈Λ X ϕα . This correspondence is C 0 by construction. Since each ϕ α is subtracial, we have by Theorem 4 that ||ϕ α || cb ≤ 1 for all α. Therefore the set {ϕ α (x) − x|α ∈ Λ} lies entirely in the || · || ball of radius 2||xΩ|| 2,τ for any given x ∈ M. Since the ultrastrong topology agrees with the strong operator topology on bounded subsets of M and on bounded sets strong operator convergence agrees with 2-norm convergence, ||ϕ
Since each ϕ α is a coefficient of X, we have exhibited a net of coefficients converging pointwise ultrastrongly to the identity map on M, and therefore M M M ≺ X. It follows that X is a Haagerup M-M correspondence.
In the following theorem, recall that · M k (M) and || · || M denote the operator norms in M k (M) and M, respectively.
Lemma 2. A completely positive map ϕ on M is subtracial if and only if for all
for all x ∈ M.
Proof. First suppose that for every
Conversely, suppose that ϕ is subtracial. By Proposition 1, ϕ is completely subtracial as well. Therefore, by Corollary 2, we have that for any positive integer k and y ∈ M k (M) that
. Now by Corollary 2 and the complete subtraciality of ϕ,
We note that ||CD||
, and the proof is finished.
We shall need the following "smooth approximation" lemma. 
with ξ α i ∈ X. We assume for simplicity that X is cyclic and there exists a normal completely positive map Φ from M to M so that X = X Φ , and therefore we may regard M ⊙ M as a dense subset of X. Suppose α ∈ Λ, i ∈ {1, 2, ..., n(α)}, x ∈ M and ε > 0 are given. We can find
for all x ∈ M. Therefore, by the triangle inequality and the Cauchy-Schwartz inequality for Hilbert modules (see, for example [Pas] ):
Since X is self-dual and the left action of x is a bounded right M-module map, by Corollary 3.5 of [Pas] we have that every x ∈ M has an adjoint x * in the algebra B(X) of || · || M -bounded linear maps on X, i.e. ξ, xη M = x * ξ, η M for all ξ, η in X. We denote by || · || X the operator norm in B(X). Therefore, by Proposition 2.6 of [Pas] , we obtain that ||x(ξ
With very little extra work, we deduce that given ε > 0 we have for all x ∈ M that
Now let ε > 0 and ω in the predual M * be given. For each α in Λ, let
As a result, we see that ϕ α (x) → x in the weak operator topology. By Lemma 2 and Lemma 14.1 of [Se] , each
The following Lemma of Anantharaman-Delaroche and Havet (Lemma 2.2 of [AdH] ) plays a crucial role in the proof of Theorem 6. Proof. Suppose X = α∈Λ X ϕα is a given Haagerup M-M correspondence. Let F be the subcone of all ϕ ∈ CP (M) that are finite sums of coefficients of X. Since ι (x) → x ultraweakly for all x ∈ M. By Lemma 3, there is a bounded net (ϕ ι ) in F converging pointwise ultraweakly to the identity, with each ϕ ι having bounded Radon-Nikodym deriviative with respect to τ , and therefore by Theorem 4, each ϕ ι is subtracial. Thus (ϕ ι ) a net of normal compact subtracial completely positive maps converging pointwise ultraweakly to the identity. We have that for every H ∈ L 1 (M) + and x ∈ M that τ (Hϕ ι (x)) → τ (Hx).
Therefore, for any
Where the first inequality follows from the Cauchy-Schwartz inequality for 2-positive maps, and the second inequality follows from the fact that each ϕ ι is subtracial and ||ϕ ι || cb ≤ 1. The right hand side converges to zero since τ (yϕ ι (y)) → τ (yy). For a general y ∈ M, we have ||(ϕ ι (y) − y)Ω|| The following two propositions are certainly well-known. We include proofs for the reader's convenience. In the proofs, we will take M and N -valued inner products in different correspondences. Which correspondence we are working with will be clear from the context, but to clarify further we will sometimes the M-valued inner product on correspondence X by ·, · M,X .
Recall that given a cyclic N -N correspondence, ξ ∈ X ϕ is called a cyclic vector if span(N ξN ) is dense in X ϕ . [m 1 ⊗ (ξ αi ) Proof. Suppose X = α∈S X ϕα is a C 0 N -N correspondence and let E be the τ -preserving normal conditional expectation of M onto N . By Lemma 5 and Lemma 6 we have that Ind M N ( α∈S X ϕα ) ∼ = α∈S X ϕα•E . Since each ϕ α is subtracial, each ϕ Ω α is compact and E is trace-preserving, we have that each ϕ α • E is subtracial and each (ϕ α • E) ( N N N ) , so by transitivity of ≺ we obtain
