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Abstract
The work described in this thesis was undertaken to support the development and ap­
plication of Shell Global Solutions Light Touch oil and gas exploration technique, which 
uses inverse dispersion modelling to predict a plume’s source location from atmospheric 
concentration measurements. The overall aim was to develop a better understanding of 
dispersion issues relevant to the interpretation of measurements from fixed and mobile 
sensors. This translated into understanding how dispersion models assisted this activity 
and, where appropriate, developing modelling capability.
A LightTouch field trial, conducted in the Algerian Sahara is analysed. Concentration 
measurements, collected using a survey aircraft, revealed a complex, non-Gaussian plume 
structure. It is shown by the application of the Atmospheric Dispersion Modelling Sys­
tem (ADMS) that the data demonstrate an episodic release in the presence of an existing 
methane background. An accurate reconstruction of the observed behaviour is demon­
strated.
The analysis of the field trial highlighted a need for better understanding of plume be­
haviour in the presence of a non-uniform background. A series of wind tunnel experi­
ments was then conducted to address this topic. These adopted a common methodology, 
simulating neutral atmospheric boundary layer conditions in the University of Surrey’s 
En Flo wind tunnel. The approach flow conditions are characterised and the techniques 
for analysing experimental data outlined.
The development of a pair of plumes with longitudinally separated sources is analysed. 
The data show that for small source separation relative to the downwind fetch, the plumes 
are indistinguishable in terms of time averaged concentration. However, the concentration 
fluctuations profile within the combined plume differs from that of a single plume. On 
the centre-line, the fluctuation levels are increased by the combined, correlated effect of 
the two plumes. However, at the fringes of the combined plume the fluctuations are 
smaller, as the effect of the two plumes results in reduced interniittency. It is also shown 
that at relatively large source separations the downwind plume is Visible’ against the 
‘background’ plume for several boundary layer heights downwind.
The space-time correlation of concentration fluctuations within a plume was shown to be a
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fundamental issue and this was investigated in some detail. The data demonstrate that for 
pure spatial separation, the longitudinal correlation decays on a scale of order a tenth of a 
boundary layer height. However, when the plume advection time is included in the anal­
ysis, significant longitudinal correlations in the concentration fluctuations are observed 
for separations up to half a boundary layer height downwind and lateral correlations are 
significant for separations of order one standard deviation of the plume width.
A synthetic plume model was then developed, applying the observations made during the 
experimental phase of the project. The aim of the model is to simulate multiple time 
series in a plume, with realistic inter-relations between the concentration fluctuations 
at each point. The output needed to be suitable for investigating questions of plume 
sampling but was not intended as a faithful simulation of all details of concentration 
fluctuations. The model is shown to provide a reasonable representation of the observed 
concentration fluctuation correlations. The model is further developed to simulate integral 
path measurements, demonstrate their variability and, hence, assess their usefulness for 
identifying plumes in existing backgrounds.
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Solar declination
Ak Variable at time
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Introduction
In 2005 Shell Global Solutions approached the University of Surrey with a proposal to im­
prove the level of atmospheric modelling in their existing LightTouch project. LightTouch 
was developed by Shell Global Solutions in collaboration with the University of Glasgow’s 
Optics Applications Group. It uses an ultra sensitive ethane dectector to locate dispersed 
plumes that may originate from underground hydrocarbon systems. The source of each 
observed plume is then estimated using an inverse modelling technique. The project fo­
cuses on ethane as it almost exclusively occurs in nature as a result of cracking large 
hydrocarbons. LightTouch is a first pass exploration method. It is designed to scan large 
areas quickly, return data immediately and identify potential emission locations that need 
further and more detailed investigation.
In initial field trials, the project used ground based sampling. The dectector was set in the 
back of a land cruiser and recorded time series at various fixed locations. This approach 
created long time averaged data sets that could be compared to existing dispersion models. 
As the project developed, aerial sampling became a more attactive option as it allowed 
large areas to be surveyed in a much shorter time. Measurements from this approach are 
much closer to instantaneous profiles as the plane travelled through the plume. A time 
averaged dispersion model was therefore unsuitable for analysing this data.
Dispersion models are used to predict the properties of an unknown plume from a specified 
source. For the LightTouch application the inverse is required, as some of the plume 
properties are known and the source location needs to be predicted. A number of so- 
called ‘inverse’ dispersion modelling techniques are available and the University of Glasgow 
developed software that can compare field data to a predicted plume that is generated 
by a forward dispersion model. An iterative model is used for repeatedly running a 
forward model with revised source configurations to identify the optimum match between
11
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predicted and observed concentration (Thomson et al, 2007 [95]).
At the start of this study, the LightTouch project used a Gaussian plume model in the 
inversion process. This had been found to be inadequate when sampling times were 
reduced. As such Shell proposed a project to develop both a dispersion model and new 
analytical techniques that would be better suited to their application. As a Gaussian 
model produces time averaged statistics, the primary focus of this work would be to make 
better use of the instantaneous data.
As the project developed application of the LightTouch technique in the field of CO2 
geosequestration was discussed. With CO 2 being captured and stored in depleted oil 
reservoirs, LightTouch would be able to provide a leak detection solution. As CO2 is 
already present in the atmosphere, concentration measurements would need to distinguish 
new plumes from the existing background. This topic was also investigated during the 
project.
The overall aim of the research was to develop a better understanding of dispersion issues 
relevant to the interests identified by Shell Global Solutions. This was to support the 
interpretation of measurement from fixed and mobile sensors to locate and identify sources 
of hydrocarbon and carbon dioxide plumes. This translated into understanding how 
dispersion models assisted these activities and, where appropriate, developing modelling 
capability. The work had four main components:
• Assist in the analysis of field work
— primarily to develop insight into methods employed by Shell and the difficulties 
involved with field work and its interpretation.
• Demonstrate the use of advanced dispersion models in the analysis of field work
— to contribute to the analysis of a campaign of airborne monitoring by analysing 
boundary layer conditions and developing the application of an advanced dis­
persion model to identify ‘episodic’ emissions.
• Understand the nature of concentration fluctuations in mixing plumes
— to use wind tunnel experiments to investigate the structure of an isolated plume 
and one developing within a ‘background’ plume in order to support these
12
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modelling applications and their development.
• Simulate line concentration measurements and investigate the use of such measure­
ments in leak detection applications.
-  use the results from the wind tunnel work to develop models for the mean and 
fluctuating concentration within a plume, particularly for the statistics of data 
from monitoring instruments that return line averaged concentrations.
This thesis follows the development of the new modelling application. Starting with the 
background to the topic, it progresses though describing the nature of the field work 
conducted, outlines the findings of several wind tunnel experiments and finally brings 
everything together for the production of a new stochastic concentration fluctuations 
model. The Chapters break down as follows.
C hapter 1 - L iterature R ev iew
This chapter starts by outlining the background theory surrounding the topic. This in­
cludes boundary layer dynamics, meteorology and atmospheric modelling. It then goes 
into more detail regarding the development of specific modelling techniques used during 
this study. The chapter also contains a review of the wind tunnel methods used for atmo­
spheric simulation and a background to geosequestered gases and their detection.
C hapter 2 - A n alysis o f F ield  D a ta
This chapter outlines the field work conducted during the study. It starts with a brief 
description of a UK trial, based near Appleton in Lancashire. The results of this trial 
are discussed in more detail in Appendix A. The main focus of this chapter concerns 
the second trial, conducted in Algeria. It covers the analytical techniques developed in 
preparation for the trial, the work conducted during the trial and analysis of the findings. 
A case study is presented, showing data from one particular day that recpiired additional 
analysis. The case study details the developments of a model to describe the recorded 
plume behaviour.
13
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C hapter 3 - W in d  T unnel B ou n d ary  Layer S im u lation
The wind tunnel experiments discussed in the following chapters all used the same bound­
ary layer conditions. Therefore this chapter details the methodology of wind tunnel 
boundary layer simulation. It outlines the standard parameters used to characterise flow 
conditions and the techniques used to validate the data.
C hapter 4 - S tream -w ise  P lu m e D evelop m en t
Dispersion models can predict the behaviour of individual plumes. When modelling mul­
tiple sources, the statistical properties will change should the plumes intersect. The 
interaction between plumes is of interest for a number of reasons. This chapter considers 
the interaction between a new plume developing from a source directly downwind of an 
existing plume. For example, this topic potentially represents detecting gas leaks in areas 
of heavy industry or in the case of CO2 geosequestration, leak detecting in an existing 
background. The chapter details the experimental methodology, the validation of the 
data and analysis the concentration fluctuation correlation coefficient.
C hapter 5 - T em poral C orrelation  o f S im u ltaneous C on cen tration  
M easu rem en ts
This chapter investigates the correlation between time series that are simultaneously 
recorded in different locations within a single plume. In order to produce the model 
outlined in Chapter 6 it is critical to understand how concentration fluctuations migrate 
within the plume. As correlations are a function of space and time, the coefficient is a 
maximum after an appropriate delay such that the dominant plume structure advects 
from the reference point to the downwind location. The chapter details the experimental 
methodology and analysis used to determine the correlations within a plume.
14
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C hapter 6 - M od ellin g  a S y n th etic  P lu m e
This chapter brings together the findings of the previous chapters in the production of 
a model that generates realistic concentration fluctuations, simultaneously at multiple 
points within a plume. The model can then be used to predict integral path measurements, 
simulating a beam based sensor. The output can either be entirely synthetic for theoretical 
modelling or it can be fed a measured concentration time series at a reference point within 
the plume and calculate realistic values for fluctuations throughout the entire plume.
C hapter 7 - C onclusion
This chapter discusses the finding of the project. It summarises how the use of advanced 
dispersion models assisted in the analysis of field work. It outlines how understanding 
of concentration fluctuation has been improved through studying mixing plumes and 
studying the correlations that exist within plumes. Finally it demonstrates how the 
finding of the project are incorporated into a synthetic plume model capable of simulating 
line concentration measurements. The chapter concludes by recommending additional 
research to further understanding of the topics covered in this thesis.
A p p en d ix  A  - D irect C om parison  o f F ield  and T unnel D a ta
Experimental data collected in both the field and in the laboratory, are commonly used to 
generate mathematical models. However, direct comparison of the two sources are rare. 
This chapter analyses the data collected during the Appleton field trial. For validation 
purposes it was decided to attempt to simulate the trial in the wind tunnel. The chapter 
outlines the methodology employed to simulate an area source with variable wind direction 
and the comparison of the tunnel data with the data collected in the field.
A p p en d ix  B  - T h e P rocess o f M od ellin g  a S y n th etic  P lu m e
This Appendix shows a more detailed description of calculation process used in the syn­
thetic plume model, outlined in Chapter 6. It defines the manual inputs required for
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the model, then steps through the MATLAB code, demonstrating how each equation in 
applied.
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1.1 Introduction
Inverse modelling is a very broad topic covering methods by which current information is 
used to infer prior states of the variables (such as weather conditions). Though various 
inversion methodologies exist, the primary objective of this project was to determine 
whether the use of advanced forward modelling could improve the accuracy of Shell’s 
existing inversion model. Therefore inversion methodologies are only briefly discussed in 
this thesis. This review outlines the state of the art in atmospheric dispersion modelling. 
It starts by summarising some of the background material in meteorology and boundary 
layer theory (Sections 1.2 and 1.4). It then discusses existing techniques for dispersion 
modelling (Section 1.5) and recent developments in predicting concentration fluctuation 
within plumes (Section 1.6). The review also contains an overview of the experimental 
methods used to collect concentration and concentration fluctuation data (Section 1.7), 
and concludes with a review of carbon capture and storage technologies (Section 1.8) that 
became relevant as the Light Touch project developed.
1.2 The Atmospheric Boundary Layer
As a fluid moves over an object or surface the frictional forces at the interface cause a 
reduction in velocity. The fluid in contact with the surface is stationary. Above this the
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fluid velocity increases with distance from the surface until it reaches the mean velocity 
of the bulk fluid. The result is a relatively thin region called a boundary layer, so called 
because it occurs at the boundary between the solid and the fluid.
Free Atmosphere
Troposphere ~ 11 km
Boundary' Laver «  1 km
Figure 1.1: T he sub-divisions o f th e  troposphere
In atmospheric terms, the boundary layer extends from the ground to an altitude of 
approximately one kilometre. The thickness of the layer can vary dramatically with 
time of day and atmospheric conditions. It can range from a few tens of metres to a few 
kilometres. The common definitions of the boundary layer found in literature states;
That part o f the troposphere that is directly influeneed by the presence o f the earth's sur- 
yhce, and responds o^ sny/ace /orcmps a ^zmesca/e 0/  o6on  ^an /zonr or /ess. [89]
The whole troposphere is affected by the presence of the surface. However the response 
to changes takes a long time to develop. This is the reason for the hour or less timescale 
discussed above. The forcings include friction, heat transfer, evaporation, pollution and 
the effects of terrain. The dominant force driving these effects is the diurnal cycle. This 
is the cycle of changes that occur daily due to the rotation of the planet. The variations 
seen within the boundary layer during the diurnal cycle are not seen at higher altitudes. 
The remaining region of the troposphere above the boundary layer is referred to as the 
free atmosphere. This shows little change during the diurnal cycle. Figure 1.2 shows an 
atmospheric heat balance.
As can be seen in the heat balance, only a small proportion of the incoming short-wave 
solar radiation is absorbed directly into the atmosphere. Instead it acts to heat the surface. 
The surface then cools by emitting long wave radiation. This longer wavelength radiation 
is more readily absorbed into the atmosphere. Therefore it is the temperature variation of 
the ground that forces changes within the boundary layer. These changes are translated
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Figure 1.2: A tm ospheric heat balance [47]
from the surface by various transport processes. One of the main transportation processes 
is turbulence. The boundary layer is a turbulent region compared to the free atmosphere. 
The existance of turbulence is sometimes used to define the upper limit of the boundary 
layer.
1.2.1 R eg ion s w ith in  th e  B ou n dary  Layer
The development of the boundary layer within regions of high pressure has been well 
documented. The three major components are the mixed layer, the residual layer and 
the stable boundary layer. The mixed layer can be separated into a cloud layer and a 
sub cloud layer.
In addition to the major layers identified there are two layers associated with direct 
contact with the surface. These are the surface layer and the microlayer. The surface 
layer occupies the bottom 10 % of the boundary layer. Here the turbulent stresses and 
fluxes are high relative to points at greater altitudes. This is true for both the bottom of 
the mixed layer and the stable boundary layer. Therefore the bottom 10 % is generally 
called the surface layer. The microlayer sits at the very base of the l)oundary layer, 
occupying the bottom few centimetres. Here the turbulent transport has no effect and 
molecular transport is the dominant factor.
Under unstable conditions (atmospheric stability is discussed in more detail in Section 1.4)
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Figure 1.3: B oundary layer developm ent over a 36 hour period  [97]
the mixed layer is a convectively driven turbulent layer. This turbulence is a product of 
buoyancy driven vertical air movement. During the day solar radiation heats the Earths 
surface. This heat is transferred into the near surface atmosphere. The increased air 
temperature results in a drop in density and therefore buoyancy causes the warmer air 
pocket to rise. This rising warm air is referred to as a thermal. Another source of vertical 
transport is cool air sinking through the mixed layer. This results from the cool air sinking 
to replace the rising warm air and can also occur as moisture present within clouds gives 
up its latent heat.
Elevated plumes emitted into the mixed layer can be seen to demonstrate behaviour that 
results from this vertical movement. In conditions where both thermals or radiatively 
cooling clouds are present a vertical meander or looping can occur.
Thermal
Figure 1.4: M ixed layer therm al and resulting p lum e looping (M odified from [89])
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1.2 .2  B ou n d ary  Layer H eight V ariation
The structure of the boundary layer is dependant on several factors including surface 
forcings and time of day. The boundary layer thickness over the oceans remains fairly 
constant with time and distance. Turbulent mixing and a high heat capacity cause the 
water temperature at the surface to change very little throughout the day. This lack 
of temperature variation results in low surface forcings at the bottom of the atmospheric 
boundary layer. The boundary layer thickness may vary by as little a 10 % over a distance 
of 1000 km. [86]
In contrast to this, the land has a relatively low heat capacity. During the day the sun 
heats the surface. This heat then conducts into the air in contact with the surface and 
further convects into the boundary layer. During this period the boundary layer grows in 
height. Whereas at night the surface cools, creating a relatively stable layer.
Over both land and sea the thickness of the boundary layer is also determined by the 
effects of atmospheric pressure systems. As discussed in the previous section, air diverges 
from regions of high pressure. This causes the air above the high pressure region to sink 
and limits boundary layer growth. This thinner layer is often associated with fine, cloud 
free weather. Air converges on a region of low pressure. This converging air is forced 
up into the atmosphere tending to increase the boundary layer depth. These conditions 
bring cloud and precipitation. It is very difficult to define the height of the boundary 
layer with any precision under such conditions.
1.2 .3  B ou n d ary  Layer D evelop m en t
The mixed layer begins to develop around half an hour after sunrise. Its growth is initially 
quite slow. When it reaches the base of the residual layer from the previous night, the 
rate of growth increases significantly. It typically takes until early to mid afternoon for 
the mixed layer to reach its maximum height. The process of growth of the mixed layer 
results in entrainment of the less turbulent air from above. This causes the formation of 
a relatively stable entrainment zone above the mixed layer. The entrainment zone acts 
as a lid on the boundary layer, preventing dispersing gases and particulates from leaving 
the boundary layer.
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As the mixed layer is thermally driven, about half an hour before sunset the level of 
turbulence begins to decay. Material entrained into the mixed layer can remain suspended 
through residual turbulence. This region is referred to as the residual layer. The residual 
layer typically has neutral stability.
Gases released from the ground during the day can be held up in the residual layer 
overnight. During this time chemical reactions between the trapped gases can occur. Also, 
at sunrise, photochemical reactions can occur while the residual layer is still present.
The residual layer does not technically fall into the classification of a boundary layer as it 
is not in contact with the surface and the lower, stable nocturnal boundary layer prevents 
any direct effect due to surface forcings. However, it is typically included as part of the 
boundary layer for descriptive purposes.
The stable nocturnal boundary layer forms at the base of the residual layer as a result of 
surface interaction. As the name suggests, this region is stable with respect to turbulence. 
Ground level winds are typically light and calm conditions characterise the layer. Winds 
higher in the layer can accelerate to supergeostrophic speeds. These winds are known 
as low level or nocturnal jets. The stable characteristics and the presence of nocturnal 
jets act against one another with regards to turbulence. The stable conditions tend 
to suppress shear, whilst the jets generate it. Therefore turbulence within the stable 
nocturnal boundary tends to be present intermittently. This process causes low level 
mixing that would otherwise not occur.
The top of the stable layer is not well defined and blends into the bottom of the residual 
layer. The stable layer height is usually defined as a function of turbulence intensity 
relative to the surface value. Low level plumes emitted into the layer tend to have very 
little vertical dispersion. Instead they fan out on a horizontal plane. Any meander within 
the plume is also restricted to the same plane.
The presence of clouds has a large effect on the level of heat transfer to the ground. On an 
overcast day, clouds can effectively eliminate the difference between day and night tem­
perature profiles in the boundary layer. In the UK such neutral conditions are common. 
These conditions are usually associated with high wind speeds and significant cloud cover. 
Here the height of the boundary layer is dependant on the turbulence generated through 
surface shear.
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1.3 Turbulence
The properties of the boundary layer are dependant on the level of turbulence present 
within the system. While studying eddies within the boundary layer, it is not practical
to measure the dynamic system as a whole. This is because measuring the instantaneous
conditions requires samples to be taken at every position within the layer. Instead, it is 
more useful to record a series of measurements at one location and translate this into a rep­
resentation of the atmospheric conditions. In 1938 G.I. Taylor [91] suggested that under 
certain circumstances atmospheric turbulence could be considered to be a static snapshot 
as it passes a sensor. This assumption allows the size of the eddy to be determined from 
the mean wind and the time taken for the eddy to advect passed the detector.
For mean wind velocity U and time period t, eddy size X is given by:
X  = Ut (1.1)
This assumption holds providing there is no significant change in the eddy as it passes 
the detector. Willis and Deardorff [99] suggested that in order for a small change to be 
considered insignificant the following must be satisfied:
cry <C 0.5Z7 (1.2)
Where cry is the standard deviation of the wind speed; this is used to measure the intensity 
of turbulence. The Taylor hypothesis is therefore applicable when the turbulence intensity 
is small compared to the mean wind speed.
1.3.1 T K E  B u d get E q u ation
Turbulent fiows contain unsteady vortices of various sizes, that interact with each other. 
Most of the kinetic energy within the system is carried by the large scale vortices. This 
energy then cascades down from the large structures and into smaller structures. Tur­
bulence is generated by shearing mechanisms in the fiow. This can either occur as the
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result of fluid interacting with a surface or when velocity gradients are present within the 
fluid.
Turbulent Kinetic Energy (TKE) is important in studying micro-meteorology as it is a 
measure of the turbulence intensity. The amount of TKE per unit mass (e)is defined in 
Equation 1.3.
ë =  i  + u'2 -f (1.3)
The TKE budget equation is made up of terms that represent the different processes 
affecting the turbulence. This balance of processes shows whether a fiow will maintain 
existing turbulence or whether non-turbulent fiows will develop turbulence. The TKE 
budget is given by Equation 1.4
The first term in Equation 1.4 represents local storage of TKE. This term undergoes large 
changes throughout the diurnal cycle. TKE is small in the early morning and grows to its 
largest value in the mid afternoon. This shows that there is a build up of TKE with time. 
Starting in the late afternoon TKE storage begins to drop as the dissipation processes 
exceed the turbulence generation processes.
The second term in Equation 1.4 represents advection of TKE by the mean wind. When 
TKE is averaged over an area greater than 10 km^, horizontal variation is considered to 
be negligible. However, on a smaller scale this term becomes significant. Here, features 
in the landscape, such as hills, woodland, surface water and coastal regions will impact 
on the surrounding level of TKE. Advection between these regions must be taken into 
consideration.
The third term in Equation 1.4 represents the effects of buoyancy and accounts for the 
vertical movement in the boundary layer. In a convective boundary layer the buoyancy 
flux is positive. This contributes to TKE production. In a stable boundary layer any air 
parcel displaced by turbulence will tend to return to its original height. Therefore stable 
conditions tend to suppress TKE. This suppressive behaviour has also been observed at
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the top of the mixed layer during convective conditions (Stage & Businger 1981 [85]. 
Here warmer air from the free atmosphere can be entrained down into the mixed layer, 
impeding the movement of the buoyant air parcel.
The fourth term in Equation 1.4 represents the interaction between the turbulence and 
the wind shear. The term is negative because momentum flux opposes wind shear as the 
winds momentum is lower closer to the surface. The interaction between wind momentum 
and wind shear tends to produce more turbulence. Shear is largest at the surface, but 
the predominantly horizontal nature of the mean wind limits the vertical extent of shear 
driven turbulence. The influences of surface shear are negligible above the boundary 
layer.
The fifth term in Equation 1.4 represents turbulent transport. This term does not produce 
or suppress TKE. It only describes TKE re-distribution within a layer. TKE and TKE 
flux can vary with height. Studying the vertical flux at two heights within the boundary 
layer can provide information on the behaviour of TKE of the layer between the two 
heights. If the flux into the layer is greater than the flux leaving the layer then TKE has 
been produced. Likewise if the flux into the layer is less than the flux leaving the layer 
then TKE has been suppressed.
The sixth term in Equation 1.4 is the velocity-pressure correlation. Static pressure is very 
difficult to measure. This is because the presence of any measurement apparatus within a 
fiow will effect the pressure of the system it is measuring. In the atmosphere static pressure 
fluctuations are relatively small compared to the dynamic pressure fluctuation. Even with 
a sensor that is sensitive enough to detect the static fluctuation, the signal is overwhelmed 
by noise from the dynamic fluctuations. Due to the lack of exact measurement, this term 
is usually combined with the turbulent transport term and accounts for any residual 
TKE unaccounted for in the other terms. This is the term used to balance the budget 
equation.
The seventh term in Equation 1.4 represents dissipation to heat. Dissipation occurs when 
the effects of atmospheric viscosity has a strong effect on eddy motion. This occurs when 
the eddy size has reduced below a critical size. The TKE is converted to heat. Dissipation 
is greatest near the surface. It has a lower, relatively constant value within the rest of the 
boundary layer. Above the mixed layer, dissipation drops to near zero.
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1.3.2 T urbulence S p ectra
Turbulence can be idealised by considering the whole system as an array of different 
sized eddies. The TKE budget equation can be re-written in spectral form. Here, each 
term is analysed as a function of eddy size. This requires an additional term for energy 
transferred across the spectrum. Turbulence energy is transferred from large eddies into 
smaller eddies in an energy cascade. Typically, energy enters the system in the large 
eddies produced through atmospheric shear and buoyancy. Energy leaves the system as 
the eddy size become so small that they are dissipated into heat by molecular viscosity. 
The smallest eddy size present in a system is defined by the Kolmogorov length scale [53]. 
Figure 1.5 shows a spectrum of wind speed near ground.
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Figure 1.5: Spectrum  o f near ground wind speeds [89]
Figure 1.5 is plotted from data collected by Van der Hoven in 1957 [21]. Here, wind 
speed has been analysed in terms of spectral intensity and eddy frequency. The spectral 
intensity is a measure of the TKE associated with a specific range of eddy sizes. The eddy 
frequency specifies the time period of the passing eddies using Taylor Hypothesis.
The left peak on Figure 1.5 has a time period of order 100 hours; this is a result of planetary 
scale weather systems, such as passing fronts. Therefore, the peak shows relatively long 
term variations in the mean wind and is not related to turbulence. The right most peak
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on Figure 1.5 has a time period in the range of 10 minutes to 10 seconds. These eddies 
represent local turbulence. Note that the energy in any section of the spectrum shown in 
Figure 1.5 is E { f )d f  and that the frequency scale is logarithmic (E(f) is the frequency 
spectrum). Not surprisingly, the energy in the large scales is very much greater than that 
in the small, the turbulence. Nevertheless, it is the latter that determines the dispersion 
of emissions in the atmosphere on spatial scales of order 10 km and time scales of up to 
an hour or so. Figure 1.5 has a clear minimum at time scales of this magnitude that is 
generally referred to as the Spectral Gap and used as justification for adopting averaging 
times of order 1 hour in meteorological and dispersion work.
The spectrum of boundary layer turbulence is generally divided into three frequency (or 
wave-number) regions. The low frequency region is that of the energy containing eddies 
which interact directly with the mean flow. The high frequency region is that of the energy 
dissipating eddies at the smallest length scales, where viscosity removes turbulence energy 
and sets the rate of dissipation, e. Between the two lies the so-called inertial sub-range by
which energy is cascaded from the large scale to the small, the dissipation scales. When
in equilibrium, the rate of transfer is equal to the dissipation rate.
At high Reynolds number, the energy containing eddies and energy dissipation scales 
are widely separated and it is then argued that conditions in the inertial sub-range are 
universal and determined entirely by the wave-number (or frequency) and the dissipation 
rate. This leads to the well know universal relationship (e.g. Davidson, 2004 [19]) given 
in Equation 1.5 for the one-dimensional wavenumber spectrum, E{ki).
E{ki) = Œk k^  ^ (1.5)
The wave-number E{ki) is related to frequency and the mean wind speed by Equation
1 .6 .
ki = ^  (1.6)
Qfc is known as the Kolmogorov constant. The precise value of this constant has yet to be 
agreed (Gossard et al 1982 [38]). I t’s value has been discussed by many parties: Kaimal 
et al 1972 [52], Bradshaw 1976 [6], Panofsky & Dutton 1984 [69], Hanna & Insley 1989
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[41] and Saddoughi and Veeravalli, 1994 [81]. The latter work concludes that ak = 1.50 
i  0.1.
Equation 1.5 shows ki raised to the power — | ,  so a plot of E{ki)  versus ki on a log-log axes 
reveals a region with slope — | .  This is the general way by which the inertial sub-range 
is identified. At the high Reynolds numbers typical of the atmospheric boundary layer, 
the sub-range covers several decades of wave-number or frequency (e.g. see Saddoughi 
and Veeravalli, 1994 [81]). However, it is much more limited at the considerably smaller 
Reynolds numbers of wind tunnel simulations. Indeed, its existence in measurements 
firom simulated atmospheric boundary layers is an indicator of sufficiently high Reynolds 
number in wind tunnel work.
1.4 Atmospheric Stability
Air density decreases with temperature. Therefore cool air is denser and is drawn to the 
surface under gravity. This displaces the less dense warmer air, causing it to rise. Air 
pressure decreases with altitude. Therefore an air parcel rising through the boundary 
layer would expand. The ideal gas law shows that a parcel of gas that is expanding adia- 
batically, will cool. Therefore temperature deceases with altitude. The rate of change of 
temperature is called the lapse rate. Several factors set the lapse rate, the most significant 
being the surface heat flux and moisture content. For dry air cooling adiabatically the 
lapse rate is 9.8 °C per kilometre of altitude [89]. This is true until the rising air reaches 
its dew point. At the dew point the combination of temperature and pressure are such 
that the moisture present in the air begins to condense. Condensation adds heat and the 
lapse rate decreases. The saturated air adiabatic lapse rate is lower than that of dry air. 
It is variable and is dependant on the amount of latent heat available within the system. 
Saturated air continues to rise as water condenses out. At low altitude the lapse rate can 
be in the order of 6 °C per kilometre. As the air continues to rise the lapse rate tends 
towards the adiabatic rate.
The rate of vertical and horizontal movement of material within the boundary layer is 
dependant on the atmospheric stability. It is driven both by turbulence created from 
convective movement and by turbulence produced from wind shear. The level of stability
28
Literature Review
is commonly classed under one of three titles; unstable, stable and neutral.
Unstable or convective conditions are commonly found during hot days with little wind 
and low levels of cloud cover. W ith high levels of surface heating, strong thermals can 
form. This results in material being transported high into the air and can push the top 
of the atmospheric boundary layer to a height of a few kilometres.
The defining factor for atmospheric stability relates to the difference between the cooling 
rates of the atmosphere and that of the warm air parcel. As previously discussed, the Dry 
Adiabatic Lapse Rate DALR is 9.8 °C/km and the Saturated Adiabatic Lapse Rate SALR 
varies between 3.9 and 7.2 °C/km. The Environmental Lapse Rate ELR is therefore key 
to determining stability. For unstable conditions the ELR is greater than the DALR 
and SALR. This results in a warm air parcel cooling more slowly than the air around it 
as it rises. With the temperature gradient between the air parcel and the surroundings 
increasing, the buoyancy force increases and the parcel accelerates with altitude.
Stable conditions are commonly experienced at night with no incoming solar radiation 
and light winds. The most common reason for their formation occurs as a result of the 
ground being cooler than the atmosphere above. Air parcels in the vicinity of the surface 
are cooled. This cooling air generates more dense air near the surface and warmer air 
above. Under strong stable conditions there is very little vertical transfer of material and 
flows of air are virtually laminar.
Again defining stability in terms of lapse rates. Stable conditions occur when the ELR is 
less than both the SALR and DALR. Here a parcel of warm air cools at a greater rate 
than the surrounding air. Thus as the parcel rises it moves towards equilibrium with 
the environment. The buoyancy force decreases with altitude because the temperature 
gradient is reducing. Therefore, under stable conditions any rising air parcel will decelerate 
with height until it achieves thermal equilibrium at which point it will cease to rise.
Near neutral conditions are the most common conditions found in the UK. They sit be­
tween stable and unstable conditions. They exist when incoming solar radiation is moder­
ate and wind speeds are moderate to high. They are categorised by having the ELR and 
DALR approximately equal to one another. Under these conditions the temperature gra­
dient between the environment and a rising parcel of warm air remains constant. Therefore 
the parcel will be neither accelerating nor slowing down as it gains altitude.
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Convection obviously plays a significant role in atmospheric stability. As discussed, it can 
be generated by buoyancy, with temperature gradients causing circulation. This type of 
convection is referred to as free convection. Convection can also be forced as moving air 
interacts with the surface causing turbulence from mechanical shear. Determining when 
convection is free or forced is useful in categorising stability. The flux Richardson number 
{Rf) is a dimensionless parameter that represents the contribution of both free and forced 
convection on turbulence production within a system.
Free Convection ( /„ )  ^v)          1^
^ Forced Convection JERJXÊMi
When the Richardson number is greater than 1 the convection is predominantly driven 
by buoyancy. Less than 1 and it is forced. The contribution of the two factors varies with 
height.
Close to the surface mechanical shear driven turbulence is the dominant factor. W ith 
increased distance from the surface, buoyancy becomes the dominant factor. Therefore 
at a specific height the two driving factor will be balanced and the Richardson number 
will equal 1. The height is called the Monin-Obukhov Length.
The Monin-Obukhov Length can be used directly to determine stability. It is defined as 
[89]:
Where 6y is the mean virtual potential temperature, is the friction velocity at the 
surface, K is the von Karman constant (taken to be 0.4), g is gravitational acceleration
and {w'6'^)  ^ is the virtual potential temperature flux. Stability can be determined from 
the ratio of the boundary layer height to the Monin-Obukhov length. Unstable conditions 
are characterised by:
^ <  -0 .3  (1.9)
L mo
During the daylight hours the sun heats the surface causing the heat flux to be positive. 
This in turn causes the Monin-Obukhov length to be negative. The magnitude of the
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length gives the altitude at which convective turbulence becomes dominant over mechan­
ical turbulence created by surface shear. This can be seen on the left hand side of Figure
1 . 6 .
Boundary Layer Height
W eak turbulence from 
/  local shearStrong convective turbulence
h / L ,- 0.1-100 -10
Unstable Neutral Stable
Figure 1.6: D im ensional representation  o f atm ospheric stab ility  w ith  changing M onin-
O bukhov length  (M odified from [55])
As previously discussed, at night a stable boundary layer forms over the surface. With 
no incoming solar radiation the surface heat flux becomes negative. This causes the 
Monin-Obukhov length to be positive. Stable conditions are deflned as;
h
L
> 1
M O
(1.10)
Now the Monin-Obukhov length represents the height at which stratified flow inhibits 
vertical motion. Weak turbulence is present under stable conditions. This is generated 
mechanically through localised shearing motion. This can be seen on the right hand side 
of Figure 1.6.
The classification of neutral flow occupies the values of Monin-Obukhov lengths between 
Stable and Unstable, approximately:
-0 .3  <
h
L
<  1 (1.11)
Advanced boundary layer models use the Monin-Obukhov length scale to define stabil­
ity. Although this method is becoming more widely used, it is not the most commonly 
used method of classification. In 1961 Pasquill [70] suggested a method that grouped 
atmospheric conditions into 6 classes, labelled A to F.
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Table 1.1: Pasquill stab ility  classes [11]
Stability Gategory Typical wind speed 
at 10 m (m/s)
Typical boundary 
layer depth (m)
A I 1300
B 2 900
G 5 850
D 5 800
E 3 400
F 2 100
Pasquill’s work was purely qualitative and later work by Gifford [37] produced a more 
analytical method for determining the stability class. A quantitative method was required 
to take account of both the atmospheric parameters; cloud cover, wind speed, heat fluxes 
and the dispersion parameters of Gy and cr^ . The outcome was the Pasquill-Gifford (PG) 
Stability Glasses.
1.4.1 S ta b ility ’s Influence on  P lu m e Shape
Material emitted into the atmosphere will be dispersed through various mechanisms. In 
some regions of the free atmosphere molecular diffusion may be the only mechanism. 
Within the boundary layer turbulent mixing spreads material both vertically and hori­
zontally. Here the atmospheric stability dictates how the material is dispersed.
Fanning
A fanning plume occurs within a stable boundary layer. As can be seen in Figure 1.7 
the environmental lapse rate is sub-adiabatic causing stratification of the atmosphere. 
Material disperses in the horizontal plane with little vertical transport. The horizontal 
plume is initially narrow, then fans out either due to wind direction fluctuations or to 
changing wind direction with height.
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DALR Stable
Figure 1.7: Fanning P lum es
Lofting
A lofting plume occurs when there is a transition in stability class. Figure 1.8 shows a 
stable boundary layer near the surface but the lapse rate changes to adiabatic at a height 
similar to that of the plume. Therefore there is little downward dispersion into the stable 
layer and there is upward dispersion into the neutral layer.
DALR
Neutral
Stable
Figure 1.8: Lofting P lum es
Looping
Looping plumes occur when the environmental lapse rate is super-adiabaic causing un­
stable conditions. Here, rising thermals and cold downhow are both present causing the 
plume to rise and fall as it travels with them.
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UnstableDALR
Figure 1.9: Looping P lum es
Coning
Coning plumes occur in neutral conditions when the environmental lapse rate is near 
adiabatic to heights well above the plume emission height. This causes the plume to grow 
approximately equally in both the upward and downward directions.
NeutralDALR
Figure 1.10: C oning P lum es
Fumigating
A fumigating plume develops with time. Typically it starts with an emission into the 
stable nocturnal boundary layer. As seen in Figure 1.7 this will most likely produce a 
fanning plume, with material remaining at a constant height. Profile 1. of Figure 1.11 
shows the atmospheric stability at sunrise.
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Figure 1.11: Fum igating P lum es
As time progresses the sun heats the surface causing the unstable layer to grow. This is 
seen in profile 2. At this point in time the plume is still trapped in a stable layer above 
the growing instability. Profile 3. shows what happens when the unstable layer grows to 
the plume height. The turbulent mixing process draws the material back to the surface. 
This can result is a sudden jump in surface concentration at a location many miles from 
the original emission.
1.5 Dispersion M odelling
Dispersion behaviour can be assessed using a variety of modelling techniques. The differ­
ent types of models available each have their own application; e.g. these may be chosen on 
either the emission conditions to be modelled or for the required parameter to be calcu­
lated. This section starts with the simple Gaussian plume model and progresses to more 
advanced models that consider puffs, plume rise, deposition and plume spreads.
1.5.1 G aussian  D isp ersion  T heory
The Gaussian model predicts that over a sufficiently long time period the mean plume 
concentration will form a constant geometry. Any cross section of the plume perpendicular 
to the mean fiow is assumed to demonstrate a Gaussian distribution of material.
The general equation for the concentration at any point within a Gaussian plume far from 
the ground is shown in Equation 1.12
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C{x,y,  z) = Q
(7y(J zU\Q
exp _ 1  {z - Z r Y2 ' -2 -2(J: (7i
(1.12)
Here the reference height zr is the initial height of the emission. This is either the stack 
height for an elevated release or the plume height in a rising plume.
This general concentration equation gives the concentration along the centre-line (y =  0, 
z =  zr)  of the plume. This is shown in Equation 1.13.
C Q
STT (JyCJ 2^10
(1.13)
In the case of an elevated release, as the plume grows it will eventually come into contact 
with the ground. At this point the plume can be assumed to reflect off the surface 
and continue to disperse into the atmosphere. Observation show that this is a reasonable 
assumption. In terms of the calculation it is necessary to create a virtual source positioned 
below the ground at a depth of — z r . Therefore the concentration model represents the 
original plume plus the material reflected from the ground, as per Equation 1.14.
C{x,y,  z) = Q
277 (7y a zU
exp 1 ( (Z -  ZB)'l1 exp 2<t2 j +  exp J (1.14)
The Gaussian model assumes a dry environment with horizontally homogeneous turbu­
lence and no subsidence.
The Gaussian model is most applicable to short distance plume calculations. This is 
because over a short distance the size of the plume is comparable to the size of eddies 
present in the boundary layer. In the case of long distance plume the size of the tu r­
bulent eddies becomes negligible relative to the whole plume. This prevents any further 
dispersion adopting the Gaussian profile.
1.5 .2  T h e A D M S  M od el
ADMS (Atmospheric Dispersion Modelling System) is a widely used application, produced 
by CERC (Cambridge Environmental Research Consultants) and is a good example of an
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advanced dispersion model. Parts of the model were made in collaboration with groups 
at the UK Met Office, National Power and the University of Surrey. The primary use of 
ADMS is in modelling the impact of industrial operation on the environment. Typical 
applications include odour monitoring, determining stack heights, and in planning safety 
and emergency procedures.
ADMS is an advanced dispersion model that uses a combination of modelling modules 
rather than a single method. Different combinations of modules are selected based on the 
range of input data. ADMS has separate modules for modelling specific plume behaviour 
and atmospheric conditions. These include modules for plume rise, complex terrain, 
deposition, and concentration fluctuations. The following sections discuss the generic 
approach to modelling these advanced modules and where relevant, ADMS examples are 
outlined.
1.5.3 G radient T ransport T h eory
The gradient transport model is based on turbulent transport of mass being proportional 
to the concentration gradient. This model is a first order closure technique used to by-pass 
the turbulence closure problem in the time averaged equations. The problem with time 
averaged equations is that there are always more unknowns than equations. There are a 
number of turbulence closure methods that parameterize variables to remove some of the 
unknowns.
In the case of the gradient transport model the turbulent fluxes are replaced by the 
gradient function AT (|^ ). The equation for concentration with distance and time now 
simplifies to Equation 1.15
A positive value of K implies that the flux is flowing down the local concentration gradient. 
The introduction of K often results in the gradient transport method being referred to as 
K-Theory. The parameter K is referred to by many names, most commonly eddy viscosity 
or eddy diffusivity. K-theory can not be used when large eddies are present in the flow 
because simple diffusion is no longer dominant.
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If the time period for the model is long then it will produce a similar output to a Gaussian 
model. However the results are calculated rather than parameterised so the gradient trans­
port model is more useful for numerical modelling and more sophisticated applications. 
The results are also more reliable when calculating properties of long range plumes.
1.5 .4  PufF M od ellin g
The puff model is based on either an instantaneous or finite duration release. It can not 
only be used to predict explosive releases, but also represent sources with variable release 
rates and releases with fluctuating wind directions.
The simplest puff model assumes an instantaneous spherical puff. This sphere grows as 
it disperses and is advected by the wind. The downwind location Xc of the sphere centre 
at time t is given by Equation 1.16
Xc= [  U{z^)dt  (1.16)
Vo
where z ^  is the mean height of the sphere centre. Concentration at any point within the 
puff is calculated using Equation 1.17
Advanced models such as ADMS assume dispersion is a function of eddy size. If a puff 
is smaller than the eddies, then it is moved to a different location without significant 
dispersion. However if the puff is larger than the eddies, parts of the puff are entrained 
away into the surroundings and it becomes more diffuse. Therefore during the early phase 
of dispersion, as the puff grows it is dispersed more rapidly.
More complicated models account for non-spherical plumes by expanding Equation 1.17 
to have a term for each of the three co-ordinate planes. These models can also take into 
account the different turbulence characteristics for the horizontal and vertical. For an 
instantaneous release the lateral and vertical spreads of the puff are calculated using the 
same methods as for a continuous plume. The longitudinal spread is given by Equation 
1.18
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c r ^  -  {cTuty +  I  +  C T p r  +
dt
(1.18)
where is the spread due to plume rise,<7^  is the standard deviation in the wind speed
and dg is the puff diameter. The partial differential term in Equation 1.18 represents the 
effect of shear on the longitudinal spread [48].
In contrast to an instantaneous release, the ADMS finite puff model generates the puff to 
have a plume structure over a specified time period. The model considers the puff to be 
a section of a continuous plume with additional terms to model the front and the rear of 
the puff. Figure 1.12 represents the shape of the ADMS finite puff model.
Wind G aussian  Plume Region
Figure 1.12: A D M S finite puff release [55]
The finite model release starts at time t f  and ends at time R. At time t the leading edge 
or “front” of the puff is located at Xf. The position of Xf is given by Equation 1.19. The 
position of the rear of the puff Xr is given by Equation 1.20.
^ f =  U{zi)dt  
J t ,
(1.19)
Xr= [  U(zX)dt
Jtr
( 1.20)
where and are the mean heights for the front and rear of the puff. Xr is only 
calculated when t > U- When t < tr, Xr = 0.
The concentration within the Gaussian plume region of the model is predicted using the 
method from the continuous release Gaussian plume model. The rounded regions at the
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front at rear of the puff represent the longitudinal spread. The spread of the front Œx/  
and rear dxf can be calculated using Equations 1.21 & 1.22.
-  t f ) f  +  ^  (1-21)
^ x r  =  i ^ u { t  -  t r ) Ÿ  +  ( ^ 2 ^ z { t  -  4 ) - ^ ^  +  ^  ( 1 . 2 2 )
With the location of the divisions between front, Gaussian and rear defined, it is possible
the predict the concentration at every point within the puff. The concentration in the
front section of the puff is given by Equation 1.23.
C{x, y, z, t) = C{xf, y, z, t)exp ^  j  (1 23)
The plume section of the puff is calculated using a Gaussian plume model. Equation 1.24 
shows the standard approach used in advanced models to represent a plume dispersing in 
neutral or stable conditions with an inversion at the top of the boundary layer (z=h).
C{x ,y ,z , t )  =  — ^ e x pQ f - i y - V s ) exp — (z — ZpY2(727T(7,(7,[/(Z) 2(72
(z T 2h — Zp)^  \  / —(z — 2/i — Zp)^
+  exp ---------— r--- -— +  exp
2(72 y  "  ^  2(72
where z is the mean puff height at x and Zp is the puff height calculated to include the 
effects of gravitational settling and plume rise. The concentration in the rear section of 
the puff is given by Equation 1.25.
C{x, y, z, t) = C{xr, y, z, t)exp  ^1 (1-25)
The total puff is modelled to satisfy mass continuity. Therefore as time progresses and 
the front and rear sections of the plume grow and the central Gaussian region is eroded. 
This results in the puff with a centroid position oi Xc = \ ( x f  -{■ Xr). The puff spread <jy 
and (Jz calculated from Gx = \{cFxf +  o’xr)-
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1.5.5 T h e P lu m e R ise  M od ellin g
The plume rise model predicts the path of a buoyant jet emission from a specified location. 
The model uses the conditions at the point of emission and surrounding atmosphere to 
calculate the plume spread, trajectory and level of penetration into any inversion layer. 
The model is similar to that developed by Ooms & Mahieu [67] in that it uses an integral 
approach with an entrainment model. The model is based on six basic assumptions.
The first assumption states that the plume has no effect on its surrounding environ­
ment.
The second assumes that the plume has the simple geometry of a continuous narrow 
cone with a circular cross section. This condition requires the speed of advection to be 
significantly greater than the rate of plume rise and spread.
The third assumes that the plume is homogeneous, with all properties being uniform.
The fourth assumes that any entrainment into the plume occurs as a result of the plume’s 
movement relative to the environment.
The fifth assumes that the internal energy of the plume can be ignored. This includes 
latent heat and radioactivity.
Finally, the sixth assumes that the dominant advection in the system is that by the mean 
how. Horizontal movement by either molecular diffusion or the turbulent component of 
the wind is secondary.
Figure 1.13 shows a general case of the plume rise model.
The plume rise model does not apply to plumes in contact with the ground or tha t are 
affected by obstacles within the flow. This is due to the fact that both situations contradict 
the second assumption that the plume will have a circular cross section. Contact with 
the ground results in the need for a reflection term to describe the behaviour of the 
dispersing material that is not deposited. Deposition is described in more detail in Section
1.5.6.
The nature of plume rise from a ground level source can be described from direct obser­
vation of dispersion patterns within a wind tunnel. MacDonald et al [57] were able to
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Figure 1.13: P lu m e rise in a hom ogeneous atm osphere [55]
characterise plume behaviour based on the non-dimensional values of buoyancy flux Fg 
and momentum flux Fm -
F B g ^pQ (1.26)
Fm = (1.27)
(1.28)
where ps is the source density, pa is the ambient density, 6pis the density difference, Ws 
is the emission speed, U is the flow velocity and D is the source diameter.
Four categories of ground level plume were identified; Passive, Active, Intermittent and 
Lifted. In the real world the divisions between regimes is not as clear cut as Figure 1.14 
suggests. However it is suitable for modelling purposes.
1. The dispersion of passive plumes appears to be unaffected by the emission condi­
tions. The plume gains no vertical component at the source and remains in contact 
with the ground as it progresses downwind.
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2. Active plumes are similar to passive plumes in that they remain in contact with the 
ground. However the source buoyancy and momentum produce increased vertical 
spread.
3. Intermittent plumes have an initially enhanced vertical dispersion and the plume 
has ’’intermittent” contact with the ground.
4. Finally a lifted plume has either sufhcient initial momentum or buoyancy to break 
free of the surface and produce a conventional rising plume.
The buoyancy and momentum fluxes can be used to determine which of the four plume 
regimes will be produced from any given emission.
1
Qj
10 -1
__
L I F T E D
INTERMITTENT
\KLIFTED
I__
10 -3 10-2 10 1
M o m e n t u m  f l u *
1/2
M
Figure 1.14: C haracterisation o f ground level plum e [55]
1.5.6 D ep o sitio n  M od ellin g
The plume models previously discussed assume that the amount of material within the 
plume is constant. As the plume disperses the concentration decreases, but the cross 
section of the plume increases leaving the mass balance constant. Material can be lost 
from the plume through deposition. This change in plume strength is a function of
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concentration and wind speed at either a given downwind distance or transit time. Total 
plume strength can be defined using Equation 1.29 [55].
oo oo
Q{x) =  j  J  C{x,y , z )Umdz (1.29)
— OO 0
Where C is concentration, U is mean wind speed and x,y,z are spacial coordinates. Two 
deposition mechanisms will be discussed in this review; dry deposition and wet deposi­
tion.
D ry  D eposition
Dry deposition only occurs at the surface. Here the plume comes into contact with the 
ground and material is deposited.
Deposition
Figure 1.15: D ry D eposition  (M odified from [55])
The rate of loss of material is generally calculated from a deposition velocity %. This 
is made of two parts. Firstly a diffusive part that considers dispersion as a result of 
concentration gradients and secondly a gravitational settling part Vg that uses the terminal 
velocity of particulates. Deposition velocity is frequently defined as;
(1.30)
1 -  eTp(-Ug/u;;)
For purely gaseous plumes Vg is zero and v'  ^ is used as the deposition velocity. From this 
velocity the rate of dry deposition can be calculated using:
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(1.31)
Where F^ry is the deposition per unit area per unit time and C(x,y,0) is the concentration 
at either ground level or some fixed height; eg 10 m.
This dry deposition model is based on three assumptions. The first assumption is that 
the rate of material removal can be calculated from the deposition velocity. This assumes 
that the deposition process can be simplified into a proportional relationship between 
concentration and rate of deposition. The second assumption is that the processes of 
deposition are independent of one another. Systems with more than one component are 
modelled as multiple single component systems with regards to the rate at which material 
is lost from the plume. The third assumption is that the process is irreversible. This 
relates to plumes containing small particulates. In reality any particles that settle out of 
the plume can be re-entrained. The basic model does not allow for this eventuality.
W et D eposition
Wet deposition either occurs when rain passes through a plume causing material to be 
washed out or when plume material becomes incorporated in droplets within clouds.
D eposition
Figure 1.16: W et D eposition  (M odified from [55])
The rate of deposition is often modelled using a washout coefficient A. The total amount 
of material captured by falling droplets can be defined as:
wet ACWz (1.32)
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Where Fwet is the deposition per unit area per unit time and C is the local concentration. 
The value of the washout coefficient A is dependant on many factors. These include; the 
rate of precipitation, droplet size distribution, the rate at which the pollutant is absorbed 
by water and the general properties of the specific pollutant.
This description relies on the same assumptions as the dry deposition model. The physical 
and chemical mechanics can be simplified to a simple proportional relationship. Multiple 
components are independent of one another. The deposition process is irreversible. Any 
material entrained in the water droplets is transported directly to the ground. There 
is no redistribution of concentration within the plume. In addition, the wet deposition 
model also assumes that the plume height does not exceed that of the rain cloud. The 
entire plume is considered to undergo the same level of washout. Washout can occur both 
within the cloud as a result of cloud scavenging and below the cloud as droplets entrain 
material. The model does not differentiate between the two mechanisms. It also assumes 
rainfall is constant over the test area.
1.5 .7  P lu m e Spread T h eories  
Similarity Theory
The similarity model uses dimensionless analysis or similarity theory to predict plume 
properties. This theory assumes relationships exist among the nondimensional parameters 
describing a physical system. Similarity theories can be useful when the desired functions 
cannot be derived from the fundamental equations.
The model is only applicable to vertical spread of a plume emitted from the ground. The 
mean plume height z is defined by Equation 1.33.
J o (1.33)
r  Cdz
In near neutral conditions close proximity to the ground causes the vertical mixing to be 
determined by the friction velocity w*. Therefore the rate of change of z is defined by 
Equation 1.34
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dt ~
Where b is a constant. In the stream-wise direction the downwind dispersion is charac­
terised by Equation 1.35
-  =  L/(c2) (1.35)
Where c is another constant. Experimental analysis has shown that b is equal to /t, the 
von Karman constant and c equals 0.577, the Euler constant [10].
In a flow with neutral stability the mean velocity profile can be given by Equation 
1.36.
U, = — l n ( - ]  (1.36)
K \ 2 0 /
Combining Equations 1.34, 1.35 and 1.36 results in Equation 1.37.
Integrating Equation 1.37 produces Equation 1.38.
X  _  1 
z bn
— 1 j  -f- ^  (1 — Inc) (1.38)
Equation 1.38 allows the calculation of plume height as a function of downwind distance 
X and the surface roughness Zq. It applies to vertical spread from a ground level source 
within the log-law layer of the boundary layer. Note that this equation uses mean plume 
height z rather than standard deviation Gz  ^ z can be converted to Gz using the relationship 
z =  0.798 Gz for a Gaussian plume.
Statistical M odel
The statistical model is based on kinematic relationship between the displacement of fluid 
particles and velocity. It assumes a homogenous turbulence field.
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When considering dispersion in a given plume, the motion of a plume parcel can be defined 
by the following two equations.
Equation 1.39 is the velocity in the direction of the mean flow. Equation 1.40 gives the 
velocity fluctuations perpendicular to the mean flow. The change in turbulence over time 
can be consider between t and t ’, where t ’ can be defined by:
t ' — t-\-T (1.41)
where r  is the time difference. Integrating Equation 1.40 with respect to time t ’ results 
in Equation 1.42.
=  2 / v{t)v{t')dt' (1.42)
Ctt In
The term v{t)v{t') is a correlation function of the turbulence at t & t ’. The overbar denotes
an ensemble or time average. Equation 1.41 can be used to normalise v{t)v(t') such that 
the correlation function varies between 0 & 1, 1 being perfectly correlated turbulence and 
0 showing no correlation. This normalised correlation R(t) is show in Equation 1.43
R(t) is assumed to be an exponential function. Equation 1.44 has been shown to give a 
good approximation of the correlation function.
R{t) = exp^ T) (1.44)
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where T is the integral time scale. This is the auto-correlation function discussed in 
later experimental analysis. Using this approximation Equation 1.42 can be simplified to 
Equation 1.45
=  2u  ^ f  e~^dt (1.45)
dt Jq
Integrating Eqaution 1.45 twice results in Equation 1.46.
^  =  2 (e -T  +  1  -  l )  (1.46)
Equation 1.46 allows the calculation of plume width as a function of lateral turbulent 
component plume transit time t  and the integral time scale of the turbulence T. It is 
generally restricted in application to lateral spread because the assumption of homoge­
neous flow properties is much better in this case. It predicts linear spread as t /T  becomes
small and parabolic spread as t /T  becomes large, the latter being the standard diffusion
limit.
1.6 Concentration Fluctuations
All previous references to concentration have considered time averaged measurement How­
ever for any given point in time the instantaneous plume will have a very different shape. 
The instantaneous plume will often be considerably narrower than the Gaussian prediction 
and atmospheric turbulence will cause the plume to meander back and forth across the 
plume centre-line. It is this meandering process that creates the mean Gaussian distribu­
tion over time. In addition to meander, it is also important to note that the instantaneous 
concentration distribution within the narrow plume may also deviate from Gaussian as 
in reality plumes have fluctuating internal structures.
For any fixed point on the ground the Gaussian model can predict the average concen­
tration that that point will experience. The result of this narrower plume causes the 
instantaneous concentration to fluctuate. When the plume is not overhead the concen­
tration will be significantly lower than the mean. As the plume passes over the point 
the concentration will jump to be higher than the mean prediction. In the case of toxic
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releases this is an important realisation. The mean prediction may suggest that the plume 
is below fatal exposure limits, but the instantaneous plume may actually be above the 
limit.
Concentration fluctuation is measured by the standard deviation of concentration divided 
by the mean concentration. Various concentration fluctuation models exist. These are 
mostly based on empirical formulas derived from experimental data and theoretical anal­
ysis. This is an area that is still undergoing development and no conclusive model is 
currently available. This section outlines the current understanding of this topic.
1.6.1 M od ellin g  F lu ctu a tio n s
In 1959 Giflord [36] proposed a model to account for plume fluctuation by separating the 
total plume into two components. One component looked at plume spreading in terms 
of dispersion by molecular diffusion. The other component looked at plume meander in 
terms of deviation from the plume centre-line. Over large averaging times this model 
predicts the same result as the steady state Gaussian model.
Gifford’s fluctuation model does not consider fluctuations within the plume. It only con­
siders the meander of an instantaneous narrow Gaussian plume with no internal structure. 
This assumption was also used by Sykes [90] during his work to further the Giflord model 
in order to obtain an auto-correlation function for concentration fluctuations.
Another way of modelling concentration fluctuation is to consider the motion of individual 
particles. The outline for this model is described by Richardson (1926) [76]. Consider a 
number of marked particles of a tracer gas released into the atmosphere. The simplest 
dispersion model would describe a spreading dot, with molecular diffusion being the driv­
ing force for the separation. As time progresses the particles spread out to form a large 
spherical cluster. This behaviour is defined by Picks equation.
Where C is concentration, t  is time, Um is the mean velocity, x is distance and K is the 
diflusivity. The presence of turbulent eddies cause this model to fail to accurately predict
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the particle motion in nature. As the dot spreads some of the particles will become 
entrained in an eddy and the cluster will be torn apart. This lead Richardson to conclude 
that In  the atmosphere a spreading dot will not serve as an elem ent from  which general 
distributions can be built up [76].
Instead Richardson proposed a method for analysing particle motion using a statistical 
quantity Q, the mean number of neighbours per length. This method considered a number 
of marked particles and measured the frequency at which they occurred at fixed distances 
from each other. In a simple example, particles are set on an infinite line at constant 
intervals I. Therefore the number of particles which occur at separation I is infinite. 
Likewise there is also infinite an number of particles at a separation of 2/, 3/, 4/ etc. 
However this is only the case in the initial system. As time progresses the particles will 
begin to disperse and the particle separation will no longer be constant. The infinite 
peaks will smooth to give the graph shown in Figure 1.17.
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Figure 1.17: M ean num ber o f neighbours per length  as a function  o f I [76]
This function shows that Q will reach a constant value. This suggests that the number 
of particles per unit length is independent of distance to their neighbouring particle after 
thorough diffusion has taken place. The term concentration completely fails to describe 
the motion of the particles. It considers the total number of particles within a volume 
and not the behaviour of those particles. Therefore for the example above concentration 
would have remained constant throughout.
Particle modelling produces good agreement with experimental data when molecular dif­
fusion is the dominant factor. However the large scale turbulent nature of the atmosphere
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is poorly represented when studying individual particles. By following the motion of pairs 
of particles the large scale atmospheric phenomena can be neglected. Particle pair models 
have the advantage over Probability Distribution Function (pdf) and high order closure 
models because the influence of length scales is already taken into account. This is of 
particular benefit when modelling multiple sources. A twin source closure model assumes 
a quasi-Gaussian distribution in order to establish the pdf for both concentration and 
velocity.
The particle pair dispersion model was first proposed by Durbin in 1980 [23]. Following 
this, several one dimensional models were proposed by Durbin 1982 [24], Sawford 1985 
[82] and Stapountzis et al 1986 [8 8 ]. All of these models succeeded in agreeing with 
experimental data. The one dimensional model assumes no motion in the other two 
dimensions. This can lead to errors because a zero mean velocity does not account for 
the particulate motion associated with turbulence.
Thompson 1990 [93] proposed the first three dimensional model for particle pair analysis. 
Thompson’s model built on existing one dimensional particle models and was designed to 
model well mixed systems. In previous particle pair models (Thompson 1986 [92]) if the 
system was initally well mixed it would not remain so with increaing time.
1.6 .2  S toch astic  M od ellin g  o f C on cen tration  F lu ctu a tio n s
A stochastic model attempts to predict the behaviour of a non-deterministic series. This is 
achieved by constraining the fluctuations such that the output is not completely random. 
Each subsequent point is the series is determined to be a function of the previous point plus 
a random element. Equation 1.48 shows a one-dimensional stochastic Langevin equation 
for concentration fluctuations.
j ^ = a { c , t )  + b ( c , t ) ^  (1.48)
where a(c,t) is the deterministic element and b(c,t)d( is the random element. is defined 
as a Gaussian random number with zero mean and variance dt. Langevin equation has 
successfully been used to model a range of stochastic processes. They were originally
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developed to predict the behaviour of Brownian motion [35]. They have also been applied 
to concentration fluctuations [101] and turbulent dispersion [25].
Du, Wilson and Yee developed a stochastic model for predicting threshold crossing statis­
tics of fluctuation plumes [22]. This model considered non-intermittent plumes. Later 
Hilderman and Wilson extended the model to include intermittent periods [43].
The deterministic element a of Equation 1.48 determines the behaviour of the concentra­
tion derivative. This has been shown to be strongly dependant on the total concentration 
in the system [103]. The Du, Wilson and Yee model showed that the deterministic element 
can be described by a function with the form of Equation 1.49.
a =  ^  (1.49)
■J- C
where Tc is the integral time scale. The random element b can be generated as a function 
for a and the probability density function p(c) of concentration at time t. Equation 1.50 
shows this relationship.
/ o o —ap{c) dc (1.50)p(c)
This can be achieved if the pdf is assumed to be stationary dp /d t =  0. Equation 1.48 can 
be solve numerically in the form of Equation 1.51
C ( n + 1 )  = C n  + ünAt +  bnVÂtNn (1.51)
where C(„+i) is the instantaneous concentration in the next time step, is the concentra­
tion in the current time step. A t  is the size of the time step and is a Gaussian random 
number with zero mean and variance of unity.
1.6 .3  E xp erim en ta l S tu d ies
Purely theoretical concentration fluctuation models assume idealised conditions. Con­
ducting wind tunnel and field experiments can provide data to evaluated the usefulness 
of these models.
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The first truly detailed study of concentration fluctuations in dispersing plumes was re­
ported by Fackrell and Robins (1982 a and b) [30] [31]. The origin of concentration fluc­
tuations in elevated plumes was traced to their near-field behaviour, where the plume 
dimensions were small relative to the scales of the turbulence. Fluctuations grew rapidly 
in this region, largely driven by what can loosely be termed plume meandering, though 
with an additional component from the internal structure of the plume. Plumes became 
increasingly intermittent in this phase of their development, up to the point where fluctua­
tions reached a maximum. Further downwind, the transport equation for the fluctuations 
was shown to be a balance between advection and dissipation, as fluctuations gradually 
decayed. Similar behaviour was shown downwind of a line source by Raupach and Legg 
(1983) [75].
Fackrell and Robins showed near-field behaviour to be very sensitive to source size (strictly 
the ratio of the source size to the turbulence length scales), with small sources giving the 
greatest levels of fluctuations and associated with the highest level of intermittency. The 
influence of source size was far less significant in plumes from ground level sources as 
meandering was highly constrained by the surface. The factor that determined whether a 
plume behaved as if from an elevated or a ground level source was the ratio of the source 
height to the source size. More extreme values of the ratio of source height to diameter 
are possible in experiments in the atmosphere, even for modest source heights. This was 
clearly seen in the field work reported in a series of papers by Mylne and Mason (91) 
[61] and Mylne (1992 and 1993) [59] [60]. An extremely intermittent plume was observed 
at short range, associated with very high fluctuations levels.
Some general conclusions about the nature of the probability density distribution (pdf) 
of concentration fluctuations emerged from this work. Where intermittency was large, 
associated with high fluctuation levels, the pdf was exponential in form, with a delta 
function at zero concentration reflecting the intermittency. As the plume developed, and 
both concentration and intermittency levels subsided, the pdf form gradually developed 
and became more clipped-Gaussian in form. Finally, in the far field, where intermittency 
ceased in the plume core, the pdf became Gaussian, though this was only clearly apparent 
in the wind tunnel studies. In essence, the far field was shown to be the region downwind 
from the location at which the plume from an elevated source became eflectively ground 
based.
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There was little further experimental work on concentration fluctuations in plumes for 
almost a decade. During this time, wind tunnel work tended to focus on dispersion in 
more complex conditions. Good examples of such work are the detailed study of dispersion 
in a street canyon reported by Pavageau and Schatzmann (1999) [72] and work carried 
out in the DAPPLE project (www.dapple.org.uk). However, the processes controlling 
dispersion in these circumstances are heavily influenced by the urban geometry and are 
quite unlike those affecting plumes in undisturbed boundary layers. Thus this work did 
not add significantly to the understanding of behaviour in the latter situation.
The story was taken up again in a series of water tank studies at the University of 
Alberta. Bara et al. (1992) [3] confirmed the earlier finding about the role of meandering 
and the nature of the probability density function of concentration fluctuations. More 
detailed work was reported by Hilderman and Wilson (2007) [44] using a techniques based 
on laser-induced fluorescence in both a rough surface boundary-layer and grid-generated 
turbulent flow. Results were used to verify the applicability of a meandering plume model 
for predicting fluctuating concentrations. In the regions studied, the centroid position of 
the instantaneous plume followed a Gaussian probability density function, again clarifying 
the importance of plume meander.
More recently, the subject was returned to in work in the 14x3.7x2.5 m wind tunnel at the 
Ecole Gentral de Lyon (Nironi, 2013) [63]. Fast flame ionisation detectors and hydrocarbon 
tracers were used, as in the present work. The investigation of source size effects was 
broadened to cover source properties in general. The focus was the pdf, as characterised 
by its first four moments. A Gamma distribution was found to be a good model of 
the observations, implying that the moments could be fully defined by the intensity of 
fluctuations; i.e. the ratio of the mean and standard deviation. Previous work had always 
used the isokinetic source condition (emission speed equal to the ambient flow speed 
averaged over the source area) and the appropriateness of this modelling assumption was 
tested by work with reduced emission speeds. However, the functional dependencies of the 
pdf moments did not show any systematic dependency on the emission condition.
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1.6 .4  F lu ctu a tio n  M od ellin g
Very few dispersion models treat concentration fluctuations. ADMS is a notable excep­
tion. The ADMS Fluctuations model is based on both theoretical and experimental data. 
The output from the model is prone to significant errors due to the limited level of current 
understanding of concentration fluctuations.
The fluctuation model does not have the facility to incorporate variable meteorological 
conditions. Instead it assumes the conditions are constant with time. This is a reasonable 
assumption when the observation period is less than one hour.
The model operates in one of three modes, based on the type of release. The model can be 
be run for; continuous releases, finite releases and instantaneous releases. All three modes 
predict when the concentration will exceed a user defined level. This type of prediction 
is commonly used in exposure calculations and was pioneered by Griffiths [40].
For continuous releases the model predicts the concentration at a specific point and the 
probability that it will exceed any set level. The finite release mode creates an ensemble 
average of the time integrated concentration. Then it predicts the probability tha t the 
time integrated concentration will exceed any set limit. The instantaneous release mode 
calculates an ensemble average of the instantaneous concentrations. Then it predicts when 
this will exceed any set limit.
A number of experimental observations by Fackrell & Robins [30], Lewellen & Sykes 1986 
[54], Sawford 1987 [83], Dinar et al 1988 [28] and Mylne &: Mason 1990 [61] suggested 
that Probability Distribution Function (pdf) of concentration can be approximated as a 
clipped normal distribution. In this case the probability that the concentration at any 
point will exceed a set limit c is given in Equation 1.52
-P(c) =  ^  ( l  -  c > 0  (1.52)
Where a  and 7  are distribution parameters calculated from the mean concentration and 
concentration variance. When running the model it is necessary to calculate values of c 
at each location that an output is required.
ADMS makes a number of assumptions when treating diflerent source orientations. A line
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source along the direction of the wind can either be considered to be a point source with 
the strength of the total line, or it can be broken down into several point sub-sources. 
When considering the fluctuation from this type of source, dispersion can be approximated 
as a function of downwind distance and mean wind speed, as previously discussed, by the 
Taylor hypothesis. Townsend 1954 [96] discussed similar findings when considering cross 
wind line sources and area sources.
Fluctuating sources can be considered to produce an intermittent instantaneous plume. 
In order to calculate the pdf the plume must be time averaged. If the period of the 
intermittency is large then ADMS employ a time averaging scheme. This is necessary as 
the correlation of concentrations between diflerent sources can be negative, and become 
more negative as the averaging time is increased. To account for this ADMS uses a 
calibration curve based on inertial meander subrange behaviour (Thompson 1997 [94]). 
The curve has been validated with experimental data by Mylne & Mason 1991 [61] and 
Davis et al 1998 [20].
1.7 W ind Tunnel Techniques
1.7.1 W in d  T unnel E xp erim en ts
Wind tunnel experimentation has been used to develop understanding of turbulent flows. 
With regards dispersion, wind tunnel experiments have revealed many fundamental prop­
erties. Robins 2003 [79] identified the following list of dispersion properties that have 
been quantified through wind tunnel experimentation.
1. Basic dispersion processes: testing and refining theories.
2 . Plume rise: entrainment assumption, stratified flow effects.
3. Buildings: flow and dispersion processes.
4. Urban areas: street canyons, intersections etc.
5. Dense gas dispersion: entrainment modelling.
6 . Concentration fluctuation: effects of source size and location.
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7. Complex terrain: speed up, stable flows and internal waves.
8 . Convective boundary layers: turbulence structure, dispersion processes.
When modelling the atmosphere, there are alternatives to wind tunnel experiments. These 
include measuring the atmosphere directly in the field or simulating using computational 
fluid dynamics (CFD). Artificially generating an atmospheric boundary layer in a wind 
tunnel has the advantage of using a controlled environment that returns statistically 
steady results. This is unlike measurements made in the field where temporal variations 
are inevitable. However, wind tunnels are costly to maintain and operate in compari­
son with CFD. The development of new CFD models commonly rely on experimental 
measurements in the production of the computational models. Therefore, the optimum 
approach for modelling requires a balance between experimentation and simulation.
1.7.2 B ou n dary  Layer G eneration
One of the objectives in setting up a wind tunnel experiment is to establish a model 
with dynamic similarity to the of the full scale case. Ideally, all parameters would have 
scaling ratio equal to that of the real world. Unfortunately, this ideal case is not possible to 
achieve. Instead, specific parameters are selected to be scaled, so that the overall results of 
the experiment match the real world behaviour as closely as possible. These parameters 
include the momentum and buoyancy, as well as the interaction with obstacle in the 
flow. A parameter for determining the scale of an experiment was proposed by Jensen 
[51] and considered the ratio of the model height to the surface roughness length. One 
parameter that was initially overlooked during very early wind tunnel experimentation 
was the atmospheric boundary layer.
Boundary layers were first grown naturally in very long tunnels with surface roughness 
scaled to match the terrain. However, very long tunnels are expensive to build and require 
large laboratories to house them. An alternative to a long tunnel was to built shorter 
tunnels that artificially generated boundary layer by manipulating the inlet conditions. 
Early attempts at this produced shear flows using grids [6 8 ] or gauze screens [27] at the 
tunnel inlet. These flows had the correct vertical velocity profiles but failed to simulate 
the required turbulence structure. The issue was resolved with the addition of vortex
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generators at the tunnel inlet. The purpose of the vortex generators is to increase the 
levels of turbulence within the flow. The shape of the generators can be modified to adjust 
the distribution of turbulence with height. This can result in a realistic representation of 
the planetary boundary layer, where turbulence intensity decreases with height. Diflerent 
styles of vortex generators exist. Counihan [13] proposed the use of spires with a quarter 
elliptical cross section. Irwin [50] later showed that the use of simple triangular spires 
also generated the required turbulence level. Although Counihan spires produce a slightly 
better representation, Irwin spires have become the standard because of their relative ease 
of construction when compared to the complex geometry of the Counihan.
During accelerated development the incoming fluid passes the spires at the inlet and be­
gins to develop a boundary layer over the rough surface. The fluid will need to travel 
a certain distance over the roughness elements before the flow can be classified as fully 
developed turbulence. For a flow with neutral stability Robins 1979 [78] demonstrated 
that a downwind distance of 6-7 boundary layer depths was required to achieve full de­
velopment.
1.7 .3  W in d  T unnel In stru m en ta tion  
Flam e Ionisation D etector
Wind tunnels can be used to measure the dispersion behaviour of developing plumes. 
Typically a hydrocarbon tracer is mixed with the source and a gas detector is positioned 
downwind to record plume concentration.
The most commonly used detector for concentration measurements in wind tunnel ex­
perimentation is the Flame Ionisation Detector (FID). This is because the FID has a 
large dynamic range and responds to a wide range of hydrocarbons. The FID works by 
collecting ionised molecules firom a hydrogen-air flame. The ions are drawn towards the 
collector electrode by electric potential. Here the ions cause a tiny current in the order of 
picoamps. This current is transformed into a voltage that can be filtered and calibrated 
to represent a specific concentration. Figure 1.18 shows a typical FID arrangement.
Sample gas is drawn into the detector at the sample gas inlet (7). From here it is mixed 
with hydrogen fuel gas (8 ) and air (6 ). This mixture is ignited using a glow plug (3 & 4)
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Figure 1.18: A  typ ical FID  arrangem ent
resulting in a constant flame (9). A negative voltage is supplied (5) to the region between 
the flame and the collector electrode (10). The ions that form in the flame are accelerated 
to the collector in the resulting electrical held. The current produced in the collector is 
converted to an output signal that is relayed to an electrometer (1). The exhaust gases 
of air, CO 2 and water are vented from the detector (2 ).
FID’s typically have a response time of a few Hz. Although this is suflicient when mea­
suring mean values, it lacks the resolution for recording concentration fluctuations. Fast 
Flame Ionisation Detectors (FFID) have been developed to fulfil this role. A FFID can 
analyse concentration fluctuation to a few milliseconds.
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Laser Doppler A nem om etry
Laser Doppler Anemometry (LDA) is a non-intrusive, single point optical measuring 
technique. It is used to detemine the velocity of flowing fluids, ranging from static to 
supersonic. Using lasers for this purpose was first reported in 1964 by Yeh & Cummins 
[104].
A basic LDA system uses a single colour, continuous wave laser. A Bragg cell is used 
to split the laser beam in two, with one beam at a known frequency and the other at a 
shifted frequency. The beams are projected on an intercepting path. The point at which 
the beams cross is the measurement volume. This is shown in Figure 1.19.
Flow with 
seeding pa-tides
Measurement
volume
-gl-t
n f e n s r /
Figure 1.19: LDA m easurem ent volum e and fringe separation  [26]
The two beams interfere with one another producing a fringe pattern of parallel planes 
of high intensity light. These are often refered to as fringes. The fringe separation df is 
a function of the laser wavelength A and the angle between the two beams 6 .
A
(1.53)
The fluid must contain small seed particles in order for the laser to determine veloc­
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ity. Liquids usually contain sufficient quantités of particles but gases must be artificially 
seeded. Depending on the fringe spacing, LDA can detect particles in the range from 0.5 
to 5 micron in air. When a seeded particle passes through the measurement volume it 
scatters the laser light. The scattered light is collected and the fringe pattern analysed. 
This contains a frequency proportional to the velocity of the seeded particle. The inverse 
of the Dopple frequency gives the time taken for the particle to span the fringe separation. 
Therefore the velocity of the carrier fluid is the fringe separation divide by the inverse of 
the frequency.
Figure 1.19 shows a one component system. Here the output is just one velocity com­
ponent. Multi-component systems are capable of measuring more than one component 
simultaneously. To measure two components, an additional beam pair can be transmit­
ted from the same optical probe. These new beams are projected perpendicular to the 
original, one component beams. For three component systems an additional component 
probe is required to work in conjunction with a two component system. Both two and 
three component systems are shown in Figure 1.20.
.LIU. m e n
Figure 1.20: M ulti-com ponent LDA system ] [26]
1.8 Applications
So far this review has considered the theoretical and physical modelling of plumes. The 
final section of the review considers the real world applications of these techniques. The 
Shell Light Touch project utilises forward modelling in plume source identification. At the 
start of the project this was focused on oil exploration. However as the project devel­
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oped an additional application of inverse modelling technique was considered. This was 
in the detection of leaks around landfill [46] and CO 2 geosequestration sites. This section 
will review recent developments in the fields of inverse modelling and CO 2 geosequestra­
tion.
1.8.1 Inverse M od ellin g  for Source D etec tio n
In broad terms, the aim is to use observations of concentration and wind fields in conjunc­
tion with a dispersion model to estimate the location of the source or sources responsible 
for the observations, together with the associated source strengths (i.e. emission rates). 
Many techniques have been developed for this purpose, useful reviews are provided by 
Rao (2007) [73] and Ma et al. (2013) [56] and the LightTouch methods developed by Shell 
in Thomson et al. (2007) [95] and Hirst et al. (2013) [46]. The basic method is straight­
forward and is summarised below, following Rudd et al. (2012) [80].
Consider, for simplicity, Gaussian dispersion and a single ground level source at (%o, i/o, 0) 
emitting a pollutant at a rate, Q, for which the unknown source terms would be {xo, Vo^Q)- 
Mean concentrations, Q , are measured at a number of locations (a;*, 0) and this infor­
mation is to be used to estimate the source terms. These are estimated by minimising a 
penalty or cost function, J, that is a measure of the mean square error in the predicted 
concentrations, C^, from the Gaussian model; for example:
N
J  = -  Cpi)' (1.54)
1
where N is the number of observations. An iterative method is applied to locate the 
minimum in J with respect to the source terms; that is the location where:
ôxq 5yo ÔQ
In general, the data is imprecise, in which case a slightly more sophisticated form of the 
penalty function is adopted:
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(1.56)
where 6 % is the standard error in C*. Such errors are important in data obtained in the 
atmosphere because, for example, of the effects of unsteady meteorological conditions, 
restricted sampling times and instrument errors. The formal methodology allows the 
consequence of this uncertainty to be propagated through the calculation and leads to a 
prediction of the uncertainty in the derived source terms (see Rudd et al, 2012) [80].
The methods used in Shell’s LightTouch system are applied to multi-source problems and 
must, therefore, take a somewhat more complex view of the optimisation process. A so- 
called forward modelling approach is adopted (Thomson et ah, 2007)[95] in which a target 
area is divided into cells, each of which contains a central source of strength Qj, where 
j is the cell index. With this method, the objective is to determine the source strength 
field, Qj, that provides an optimum prediction of the observed concentrations.
This becomes particularly straightforward when only one source is assumed because in a 
Gaussian model C oc Q implying that the solution for Q is explicit, rather than iterative. 
The dispersion model can be written as C =  Qf{xo,yo) and then Equation 1.56 leads 
to:
j ^ ^ {Ci-Qfÿo,yo)ï-  (1.57)
and Equation 1.55 reduces to:
N
Y  = = =  o (i.ss)
SQ ^  el ^  el ^  si
which directly yields Q. The penalty function can then be evaluated and mapped against 
i^o, yo) and the minimum in this surface identifies the source location. Uncertainty in the 
data and modelling errors can lead to situations where there is more than one minimum 
and special techniques may then have to be employed to find the global minimum.
Issues such as the avoidance of false minima, the definition of appropriate weighting 
functions and the treatment of space and time varying backgrounds and wind fields had
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to be addressed in developing the LightTouch system. Such topics are beyond the scope 
of this review but are discussed in Thomson et al. (2007) [95] and Hirst et al. (2013) [46]. 
However, correlations in the concentration field, particularly where multiple sources are 
of concern, are clearly important in the inversion process because of the biases that might 
be introduced through the observations. This subject has not been explored in any depth 
and forms one of the main topics of the research described in this thesis.
1.8.2 T h e C arbon C ycle
Carbon is present in the Earth’s atmosphere, primarily in the form of COg. Atmospheric 
carbon content is variable as CO 2 is added and removed though various mechanisms. The 
whole system is referred to as the carbon cycle. Figure 1.21 shows the primary sources 
and sinks for atmospheric carbon.
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Figure 1.21: T he Carbon C ycle [64]
Since the industrial revolution, the overall concentration of atmospheric CO2 has been 
increasing. Over the last few decade the rate of emissions have increased significantly. This 
is due to the increased level of emissions from man-made sources. In order to re-establish 
equilibrium, action must be taken to reduce the total anthropogenic emissions. In order
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to avoid dramatic consequences of climate change, global atmospheric concentrations 
should be stabilised at or below about 550 ppm [16], which is double the pre-industrial 
concentration [29].
CO2 generated from burning fossil fuels or from other industrial processes could be cap­
tured at the source to prevent atmospheric release. This captured CO2 would need to be 
stored or ‘sequestered’ in a suitable medium. Various forms of sequestration, such as in 
the deep ocean or in solid carbonates, have been considered but geosequestration appears 
to be the most promising.
1.8 .3  G eoseq u estra tion
Geosequestration involves the injection of CO2 into underground storage. Depleted oil 
or gas reservoirs provide a natural storage medium. However, light end gases have been 
shown to seep out of oil reservoirs and reach the surface. The potential for sequestered CO 2 
to leak back to the surface means that this cannot be considered a perfect or permanent 
solution to the problem of increasing atmospheric CO2 concentration. The leak rates 
must be minimised to insure that the long term benefits of sequestration outweigh the 
energy cost associated with capturing and storing the carbon in the first place.
The stored CO2 will be a pressurised, highly concentrated, buoyant fluid and the natural 
storage medium may not have a perfect seal. Leaks may result as point sources from 
boreholes and faults, area sources resulting from diffusion through the capping rock or a 
combination of both. The risk of leakage from boreholes and faults is of particular concern 
as these could provide conduits either directly or indirectly to the surface. [7] [5]
The choice of suitable injection locations must also consider the potential side effects of 
the introduction of C 0 2 - In the case of injection into a field containing coal or natural gas, 
the CO2 may displace trapped methane. If this methane were to reach the atmosphere it 
would carry a higher global warming potential than the CO2 that displaced it. Figure 1.22 
shows the potential routes sequestered CO2 may take in order to reach the surface.
Damen et al [18] assessment of CO2 Sequestration identifies five risk categories:
1 . CO2 leakage, migration out of the reservoir through the subsurface and finally into 
the atmosphere
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Figure 1.22: R isks o f U nderground CO 2 Sequestration  [18]
2 . CH 4 leakage, injection might cause CH 4 present in the reservoir to migrate out of 
the subsurface and finally into the atmosphere
3. occurreTice 0 /  mrfA tremors mi/ged 6 ^
4. Ground movement, subsidence or uplift of the earth surface as a consequence of 
pressure changes induced by injection
5. Displacement of brine, flow of brine to other formations, possibly into fresh water 
mttsed open oçnÿers.
Leak detection from underground storage requires a method for determining CO2 con­
centration, relative to the background value. Leak detection might be considerably easier 
if a tracer were added to the sequestered CO2 . Sulphur hexafluoride {SFq) or perfluoro- 
carbon (PCF) could be used as tracers as their natural background concentration is very 
low and stable. CO2 isotopes are another viable option for a tracer. The isotopes occur 
naturally in the stored fluid and would provide a contrast to other sources that release 
to the atmosphere. Photosynthesis discriminates against ^^C0 2  so emissions of CO 2 that 
result from burning of plants and related materials such as biomass and fossil fuels have 
low ^^C0 2  relative to the atmosphere. Also fossil fuels contain no as the isotope only
67
Literature Review
has a half life of 5730 years. Introduction of either of these isotopes into a sequestered 
CO2 reservoir would provide potential leaks with a suitable contrast to the atmosphere 
to be used as a tracer. The advantage of using isotopes is that they have very similar 
properties to the bulk gas and are therefore very likely to follow the same routes to the 
surface.
Target leak rates are likely to be variable at different locations. This will be due to 
projects’ short term objectives within local areas and long term objectives related to 
global climate change. Leak rates of 0.01 to 1% per year would appear to be acceptable 
[98]. Geologists have predicted that much lower leak rates than this are possible[5]. Due to 
the energy costs involved in geosequestration, it has been shown that leak rates exceeding 
1 % per year would result in greater atmospheric warming than without sequestration over 
a 300 year period [42].As leak rates are expected to vary between projects, a global mean 
leak rate is needed [1 2 ].
The Intergovernmental Panel on Climate Change (IPCC) approved the following descrip­
tion of CO2 capture and storage in a special report, release 25^  ^September 2005 [49].
“With appropriate site selection informed by available subsurface information, a moni­
toring program to detect problems, a regulatory system, and the appropriate use of re­
mediation methods to stop or control CO2 releases if  they arise, the local health, safety 
and environment risks of geological storage would be comparable to risks of current activ­
ities such as natural gas storage, FOR (Enhanced Oil Recovery), and deep underground 
disposal of acid gas.
Natural CO2 reservoirs contribute to the understanding of the behaviour of CO 2 under­
ground. Features of storage sites with a low probability of leakage include highly im ­
permeable caprocks, geological stability, absence of leakage paths and effective trapping 
mechanisms. There are two different types of leakage scenarios:
1 . Abrupt leakage, through injection well failure or leakage up an abandoned well.
2 . Gradual leakage, through undetected faults, fractures, or wells.
Impacts of elevated CO 2 concentrations in the shallow subsurface could include lethal 
effects on plants and subsoil animals, and contamination of groundwater. High fluxes in 
conjunction with stable atmospheric conditions could lead to local high CO 2 concentrations
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in the air that could harm animals or people. Pressure build-up caused by CO 2 injection 
could trigger small seismic events. While there is limited experience with geological storage, 
closely related industrial experience and scientific knowledge could serve as a basis for 
appropriate risk management, including remediation. The effectiveness of the available 
risk management methods still needs to be demonstrated for use with CO2 storage. I f  there 
is leakage at a storage site, remediation to stop the leakage could involve standard well 
repair techniques, or interception and extraction of the CO2 before it would leak into a 
shallow groundwater aquifer. Given the long timeframes associated with geological storage 
of CO2 , site monitoring may be required for very long periods.”
In order that geosequestration proves acceptable to public opinion it must be demon­
strated the leak rates are low during the first decade of operational use. Targets of 1% or 
better total release per year must be achieved. However this leak rate would result in the 
day to day release being so small it is uncertain whether current sampling methods could 
provide accurate measurements.
1.8 .4  D ifferent M easu rem en t T echniques
When measuring atmospheric concentrations, samples can either be analysed in-situ or 
stored in sample flasks for later analysis in a laboratory. Flask sampling allows a large 
range of compounds to be measured to a high level of precision. This precision allows accu­
rate measurement of isotopes and halocarbons. The major advantage of in-situ measure­
ments is the frequency of data production. Flask samples collect time average data. An 
in-situ instrument is capable of recording the instantaneous values of concentration.
Current in-situ instruments for recording ground level CO2 include Non-Dispersive In­
frared (NDIR) Fourier Transform Spectrometry (FTS), Differential Optical Absorption 
Spectrometry (DOAS), Tuneable Diode Lasers (TDL) and Differential Absorption LIDAR 
(DIAL).
Non-D ispersive Infrared (N D IR)
Non-Dispersive Infrared is a point measurement method. Sample gas is drawn into a 
test chamber. Light in the infrared band (4.62 |xm) in passed through the sample and a
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detector records the level of light leaving the chamber. The concentration of CO2 can be 
determined from the absorption of light between the source and the detector. The results 
are correlated with a CO2 reference gas to provide an immediate reliable result.
Fourier Transform Spectrom etry (FTS)
Fourier Transform Spectrometers operate in the infrared spectrum. They are capable of 
operating in both open- and closed-path configurations. An integrated path concentra­
tions is measured using interferometry. This involves transmitting an interference pattern 
along the path to the detector. The interference pattern is typically generated using a 
Michelson interferometer [58]. This works by splitting a light source in two using a beam 
splitter. One of the split beams is directed onto a fixed mirror. The other onto a movable 
mirror. The mirrors are set such that the reflected beams converge back into one. By 
adjusting the position of the movable mirror the path length of one of the beams can be 
altered. Depending on this length the converged beam can undergo either constructive or 
destructive interference. By measuring the detected signal at various mirror positions a 
spectrum is created. This can then be processed through Fourier transformation to view 
the spectral content. The advantage of this approach lies in being able to identify several 
gases in one measurement. High resolution FTS has been shown to produce precisions of 
0.5% [1 0 2 ].
Griffith et al. (2 0 0 2 ) [39] used a closed-path FTS to measure CO2 in an agricultural 
field setting. They conclude that FTS is a suitable method for measuring ground level 
fluxes. They also compared this technique with the use of tuneable diode lasers. The 
main advantages of FTS were its capability for simultaneously measuring a wide range of 
gases and its relative low cost compared to other remote sensing methods.
Under the right conditions FTS can be used to detect at relatively short time
intervals. However, compared to lab based mass spectroscopy the level of precision is 
considerable lower.
Pulsed FTS is a variation on ’’conventional” FTS. Instead of using a continuous fight 
source and varying the wavelength, pulsed FTS exposes a sample to a single burst of 
radiation then measures the response. The signal generated contains a rapidly decaying
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composition of all possible frequencies. This so called "free induction decay” is a direct 
measurement of the spectral absorption of the sample.
Differential Optical Absorption Spectrom etry (DOAS)
Differential Optical Absorption Spectrometry is an integrated path measurement tech­
nique. It use a broad band light source in order to capture a spectrum of different gases 
along the length of the beam path. Typically an intense narrow beam is directed at a 
reflector that returns the beam to a spectrum analyser. The analyser determines the 
levels of absorption across the whole range of the transmitted spectrum by comparing ab­
sorption beam with a beam set along the same path with no absorption. This technique 
is often used for fence-line monitoring at large industrial plants as it allows the multiple 
gases to be monitored simultaneously.
Differential Absorption LIDAR (DIAL)
Differential Absorption LIDAR detects CO2 concentration using a similar technique to 
DOAS. Two lasers are fired either simultaneously or sequentially along the same path. 
One laser operates at the absorption frequency of the targeted compound. While the 
other uses a nearby frequency that is not absorbed by that compound. The lasers are 
pulsed through the atmosphere. Backscatter from the atmosphere is recorded using a 
high speed detector. By comparing the intensity of the backscatter of the two laser pulses 
it is possible to determine not only the concentration of CO2 , but also its range from the 
detector. Therefore rather than producing a integrated path measurement DIAL returns 
a concentration profile along the path.
DIAL has been used for many atmospheric monitoring applications. DIAL operating 
in the infrared have been used to monitor chemical emissions from chemical plants and 
refineries [9] [33]. Shell Global Systems used a DIAL system to examine fugitive emissions 
from floating roof storage tanks. [65]
Detection limits are largely dependent on the specific instrument in operation, the optical 
path length and the atmospheric conditions. The related literature indicates that sub-ppm 
levels of a variety of chemicals at ranges of one kilometer or more are routine. Figure 1.23
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contains detection limits and effective ranges for commonly measured chemicals. Further 
studies have shown DIAL to have SO 2 and N O 2 limtis of 1 ppb and 4 ppb respectively 
[8].
Exhibits
Potential Detection Limits forAIr Pollutants Using DIAL’
UV/Visible DIAL System
Pollutants Detection Limits* pg'm^ Detection Range in Meters
Benzene (CgHg) 10 BOO
Mercury' (Hg) 0.5 3000
Mitrlc Oxide (NO] 5 500
Nitrogen Dioxide (NO;) 10 500
Ozone {O3) 5 2000
Sulfur Dioxide (SO2) 10 3000
Toluene (C7H3) 10 BOO
Xylene (CgHio) 20 500
Infrared Dial System
Acetylene (C2H2) 50 BOO
Ethane {C2 He) 20 BOO
Ethylene (CzHJ 10 BOO
Higher Alkanes (CxHx) 40 BOO
Hydrogen Chloride (HCI) 20 1000
Methane (CH.) 50 1000
Methanol (CH3OH) 200 500
Nitrous Oxide (N^O) 100 BOO
Figure 1.23: D etection and Range Limitations of DIAL [1]
Tuneable D iode Lasers (TDL)
Tuneable diode lasers operate in a similar fashion to conventional lasers, but can also 
scan across the absorption spectrum to target specific gases at relatively high resolution. 
Measurements of the laser absorption through gaseous sample components are often based 
on Beers Law. The Law states that for a constant path length the light intensity travers­
ing an absorbing medium diminishes exponentially with concentration, as in Equation 
1.59
I(v) = (1.59)
where Io{v) is the intensity of the incident spectrum, a  is the optical absorption coefficient
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of the gas and is a function of the wave number v, C is the concentration of the gas, and 
L is the path length.
One of TDLs advantages is that it can scan through the different wavelengths very rapidly, 
permitting high sampling rates of several Hz. The wavelength of the laser can be allowed 
scan without the need to lock on to set wavelengths [34]. Hirst et al [45] used a tuneable 
diode laser to prospect for oil and gas in a desert environment.
The detection limit of the technique varies widely by instrument and the conditions under 
which the measurements are made. For the lowest detection limits, the ideal measurement 
would be with an instrument measuring adsorption in the mid- to far infrared, with 
controlled temperature and pressure and a long pathlength. Detection limits in the parts 
per trillion have been reported under these conditions [77] [17]. The limits for CO2 
detection have been shown to be around 0.13 ppb [87]. This was achieved with a lead salt 
laser, operating in the mid infrared over a i m  path length.
Satellite Observations
In addition to localised ground measurements, satellite observations are now used to 
monitor CO2 on a global scale.
Methods to determine the abundance of CO2 in the atmosphere from satellite-borne 
instruments may be divided into four main categories: infrared sounding, infrared spec­
troscopic, laser-based instruments and surrogate measurements, such as indices of vege­
tation stress. This last category may be of some interest to the problem of detecting CO2 
leaks.
Infrared sounding measures the atmospheric temperature profile of the column of gas 
directly beneath the satellite and extrapolates CO2 concentration from the temperature 
variance.
Laser sounding uses one laser tuned to wavelength at 1.572 pm to measure CO 2 concentra­
tions and two other lasers to provide the density of the atmospheric column, and provide 
an estimate of cloud heights. Laser sounders operate by measuring the laser backscatter 
of a specific CO 2 line. CO 2 concentrations are obtained through the ratio of the on and 
off-line laser reflections.
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The Scanning Imaging Absorption Spectrometer for Atmospheric Chartography (SCIA- 
MACHY), a passive UV/VIS/NIR instrument, was launched on EN VIS AT on March 
1 , 2 0 0 2 . It measures wavelengths between 240 nm and 2,380 nm. By using the DOAS 
method, it is possible to retrieve the atmospheric absorptions of O3 , V O 2 , BrO, OCIO, 
SO 2 , ECHO, O2 , O4, CO, CO2 , CH 4 , and A2 O on a global basis. Typical spatial resolu­
tion is 30 by 60 km [32].
Surrogate methods measure the effects or consequences of a CO 2 leak on the surrounding 
area. For example, a concentrated point source release of CO2 could affect the health 
of nearby vegetation. Using remote sensing to monitor the state of vegetation is an 
established science. Different techniques could be employed depending on the spatial 
and temporal resolution requirements of the project. Frequent monitoring of regions 
surrounded geosequestered CO 2 storage may identify long term vegetation stress resulting 
for minor leaks that in-situ instruments are incapable of detecting.
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Analysis of Field D ata
2.1 Introduction
Shell Global Solution in collaboration with the University of Glasgow’s Optics Appli­
cations Group developed the Light Touch system to combine measurements and inverse 
modelling in source detection. It is a first pass exploration method, designed to scan large 
areas quickly, using an ultra-sensitive ethane detector. The system focuses on ethane as 
a reliable indicator of emissions from oil and natural gas fields.
Shell invited Surrey to attend LightTouch field trials, both in the UK and abroad. The UK 
trial was based near Manchester and my participation was primarily to gain experience 
with the systems and with field work. The second trial took place in Algeria, and in 
this case, I collected and analysed the local, day to day meteorological conditions. This 
analysis was then used to provide the boundary layer parameters for the inversion model. 
I also analysed some of the concentration data to determine estimated source parameters 
that best explained the measurements.
The work conducted in the UK was designed to test the University of Glasgow’s ethane 
sensor and to be a learning experience in data collection that could be used in modelling 
applications. The trial was not designed to provide data that could be used for comparison 
with wind tunnel simulations, though it did offer that possibility. However, for a number 
of reasons this was not realised and no further discussion of the trial is included here. 
Further details are however provided in Appendix A.
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2.2 Preparation for the Algerian Test
Previous ground based surveys had been successful but slow and in order to overcome 
this constraint, and to simplify issues of access. Shell moved the sensor into an aircraft in 
order to enable aerial measurements. The first aerial based trial was conducted over the 
Algerian Sahara. The objective of the trial was to prove that a methane sensor (the ethane 
sensor was not ready) was capable of detecting extremely low concentration plumes whilst 
travelling at speed and at low altitude and then to use the inversion model to demonstrate 
that it was possible to use the data collected to predict potential sources. The methane 
sensor would be replaced by the new ethane sensor in the final system. At the time of 
the trial the new ethane sensor was not available.
My main responsibilities during the Algerian work were to gather meteorological data and 
predict boundary layer conditions. The ADMS model’s meteorological module was to be 
used for this purpose, but prior to the trial it was considered a good option to create a 
simplified method for simple on the spot boundary layer depth predictions. Some sample 
calculations and tests were carried out in preparation, as described below.
Smith [84] produced a nomogram for estimating boundary layer depth. This was based 
on knowledge of the cloud cover, wind speed and time of day. This made it a perfect 
candidate for producing on the spot estimations. However the nomogram was based on 
UK meteorology and factors such as surface roughness and atmospheric stabiltiy were 
not included as variables. A customised nomogram for Saharan conditions had to be 
generated in order to use this method in Algeria.
The Smith nomogram used time of day and time of year to predict the incoming solar 
radiation and then used the level of cloud cover to estimate the radiation reaching the 
ground. The boundary layer height was then dependant on the surface heat flux, the 
wind speed and the time of day.
Incoming solar radiation is a function of cloud cover and the sine of the solar elevation
5 . Ratto [74] proposed a formula to calculate the sine of solar elevation. More accurate 
formulae exist, but the Ratto formula is sufficient for this application. The Ratto formula 
is given in Equation 2.1.
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sin 2tï R I at
360
sin 2ti Ad
36Ô
+ C O . I 2 .  CO . ( 2.  ^ COS 2tt hour — 1 2
24
(2 .1)
Where Riat is the latitude in degrees, hour is the hour of the day using local time on a 24 
hour clock and Ad is the solar declination given by Equation 2.2.
Ad =  23.45 sin  I 27t
dcty +  284 
365
(2 .2)
Where day is the Julian Day Number. With the sine of solar elevation s and cloud cover 
Cl known the incoming solar radiation can be predicted using Equation 2.3 [55].
K+ =  (990. -  30) [ [ 1  -  0.75 b (2.3)
The heat input is cumulative throughout the day and the integral with time of the in­
coming solar radiation gives the total energy input. By calculating the hourly values of 
total heat input, it is possible to generate a curve that predicts total heat input up to any 
time of the day. Figure 2 . 1  shows a series of curves for Algerian conditions with varying 
values of the daily average cloud cover.
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Figure 2.1: Total heat input w ith  varying cloud cover (0-8 O ktas) as a function  o f local 
tim e for A lgerian conditions and tim e o f year o f th e field trial
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The boundary layer depth is dependant on the heat input to the surface, the wind velocity 
and atmospheric stability. By running the ADMS model for the same conditions used to 
predict the heat input, it was possible to derive curves for boundary layer height as 
a function of time at various wind speeds. In order to run ADMS to model Algerian 
conditions RLat was changed to 27° and the mean surface temperature increased to 35°C. 
As the surface was expected to comprise of fine sand, the surface roughness would be 
very low and for modelling purposes this was estimated to be 0.0003 m [6 6 ]. Sand is 
also very refiective and the surface albedo was estimated to be 0.45 [55]. Figure 2.2 
shows the predicted day time boundary layer heights as a function of heat input and wind 
speed.
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Figure 2.2: B oundary layer depth  estim ator for A lgerian conditions for w ind sp eed s at 10 
m o f 1 and 10 m /s
By using both Figures 2 . 1  and 2 . 2  it is possible to produce an approximation to the 
boundary layer height, provided average cloud cover and wind speed are known.
In addition to producing this model, it was necessary to locate any web-based meteoro­
logical services that could provide data for the conditions over the test site. After talking 
to the pilots of the survey plane, it was decided that the NO A A Aviation Digital Data 
Service (ADDS) was a reliable source to use.
78
Analysis of Field Data
2.3 The Algerian Test
In October 2006 Shell conducted the first aerial trial over a desert environment near 
Adrar in the Algerian Sahara. Shell teamed up with Sander Geophysics, who were already 
conducting both gravimetric and magnetic surveys of the area. As noted, Surrey were 
asked to attend in order to provide boundary layer expertise.
The current LightTouch methane sensor was installed on the Sander Geophysics plane in 
Adrar. The test region covered a large area of desert to the west of the town; the town 
itself was built on a natural oasis. This meant that the local ground was flat and hard. 
However, the terrain of the test area was quite different - here the surface was covered 
in undulating sand dunes. The pilots estimated that these dunes were approximately 50 
metres high. The presence of these dunes could mean that the ADMS complex terrain 
model might be needed in a full analysis.
The purpose of the trial was to see if the aerial data collected could identify suspected 
sources of methane when processed by the inversion model. It was convenient to use a 
known source that was releasing methane in order to test the methodology thoroughly. 
Ideally, this would have been a controlled release from a cylinder, as with a controlled 
release, not only would the source position be known, but the release rate as well. Such 
a release was not permitted and an existing methane source had to be located. Methane 
escapes from a variety of sources and landfill sites and sewage works have been used by 
LightTouch in the past. After a little searching a suitable source was located and the 
pilots were asked to conduct fiy-bys. This data became very useful for validating system 
performance. Table 2.1 details all the sources and granularities of the data collected 
during the trial.
Table 2.1: D ata  sources and granularities
Data Source Granularity
Airport Met Mast 
25 km Wind Field 
Goncentration
NO A A METAR data 
UK Met Office 
LightTouch Methane Sensor
Hourly 
Hourly 
1 Hz
The local meteorological conditions were processed by the ADMS model that had been 
calibrated for Algerian conditions, as described in Section 2 .2 . This provided an estimation
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of the boundary layer development over the course of the day. The model predicted that 
at its maximum, the top of the boundary layer should be roughly 2  km above the surface. 
However the pilots often reported that they were experiencing turbulent effects up to 
a height of 6  km. This is unlikely to have been the effects of the boundary layer and 
suggested that clear air turbulence was significant at this time. This was unfortunate as 
it would have been useful had the pilots been able to give an estimation of when they 
believed they left the boundary layer as they climbed-out after take-off. Their observation 
could have provided useful data for comparison with the ADMS predictions.
The primary outcome of the trial was to prove that aerial sampling was a viable method 
of data collection. By running the inversion model it was possible to identify the known 
release from the fly-by data as well as locate several other methane sources. Another 
outcome from the trial was to identify the importance of collecting accurate meteorological 
data. During this trial data were collected from an internet-based source (NO A A), for the 
weather station at Adrar airport. This data was collected in METAR format, which is the 
form commonly used by pilots and contains the conditions measured at the meteorological 
station. This includes air temperature, dewpoint, atmospheric pressure, wind direction, 
wind speed, visibility, ceiling, cloud cover and a final comment on any significant weather 
phenomena at the time of recording. Whilst at the airport, it was observed that the 
weather station was not ideally located for our application, being closely situated to a 
building. Therefore, having a portable weather station for measuring the meteorological 
conditions independently would be very beneficial in future trials. Ideally, this equipment 
would include a gust probe fitted to the plane. This probe would provide information 
on the levels of turbulence the plane experienced and it may then be possible to observe 
when the plane moves in and out of the boundary layer. Knowing the level of turbulence 
present would also be beneficial to the modelling application when considering fluctuation 
intensity. A temperature sensor would also provide valuable data, for example in locating 
the inversion at the top of the boundary layer.
Following the trial. Shell purchased meteorological data from the UK Met Office. This 
provided output on a spatial resolution of 25 km over the measurement area. The data 
included wind speed, standard deviation in wind speed, direction and standard deviation 
in direction, as well as boundary layer depth estimations. This data was deemed more 
reliable than the Adrar weather station and was used in the analysis once back in the
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UK.
Analysis of the methane data showed that the gas seemed to become trapped at an altitude 
of approximately 300 m. The boundary layer height estimations from ADMS showed this 
to be well below the top of the layer. It was possible that large scale meteorological 
systems were effecting boundary layer growth. ADMS only considers the local conditions 
in predicting boundary parameters. In the northern hemisphere in general warm air rises 
from the equator and moves northwards. At approximately 30° latitude this air sinks and 
returns as a southerly wind across the surface. This phenomenon is called a Hadley cell. 
At 30° there is therefore a large down-welling of air, creating subsidence and a strong 
subsidence inversion can considerably restrict boundary layers growth. Adrar is located 
near this sub-tropical region at 27° latitude. This proximity to the down-welling of the 
Hadley cell could explain the presence of an apparent inversion at altitudes well below 
the top of the predicted boundary layer. The effects of large scale phenomena on the 
inverse modelling application are not discussed further in the thesis and are a potential 
area of future research. The objective of purchasing UK Met Office wind field data was 
to investigate such issues, but is not dealt with further here.
2.4 Analysis of Algerian Data
Preliminary analysis had shown that the data contained evidence of a potential episodic 
release. The existing Shell inversion model treats continuous releases and therefore more 
complex dispersion computations were required to understand fully the source behaviour. 
The complete set of concentration measurements recorded during Flight 81 was provided 
for analysis. In addition, local meteorological data obtained from the UK Met Office 
(replacing the estimate of boundary layer conditions) and the source configurations pre­
dicted by the Shell model were also included. The predicted source configurations were 
generated using the version of the Shell model at the time of the trial, though this has 
since been modified.
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2.4 .1  T he D a ta
The Flight 81 data set contained all the measured parameters taken over a single day. 
These included the measured methane concentration and the aircraft position at a fre­
quency of 1 Hz. The total flight path consisted of ten north south measurement legs flown 
at constant altitude of 1500m. Each was approximately 100 km long at a separation of 
1 km. The legs were flown in a pattern that accommodated the turning rate of the air­
craft. Figure 2.3 shows the flight path of Flight 81 starting in the east and progressing to 
the west. Note the axes are in metres x 10 .^
; Pass number 
i 10 9 7 5 3 8 6 2 4
l!# l
I
I  ‘
0 0  2 C4 O.G 0 3 1 1.2 ' 4 1.E ' 8 2
Figure 2.3: Flight path  o f Flight 81 relative to  an arbitrary origin and colour coded  by 
m ethane concentration
Figure 2.3 is rendered to show the concentration measurement at each location; the colour 
scale represents concentration. Each data point in the figure represents a different point 
in time and space. It can be seen that a region of high concentration is detected on both
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the third and fourth measurement lines. The lack of concentration during the first pass 
and again during later passes lead to the belief that there was an episodic release during 
the time of the flight.
2.4 .2  S im ple PufF m odel
To start the modelling process, a simple model was produced to analyse puff properties. 
This would assist in determining if a puff release could match the data recorded in the 
field. Shell ran their inversion model and identified several potential sources in an area 
around 1 x 10  ^km East and 8 . 2  x 10  ^km North in Figure 2.3. This area is approximately 
6  km upwind of the high concentration measured on the fourth pass of the aircraft.
The first attem pt to model the puff considered an instantaneous release. The total mass 
of dispersing gas was set to be present within the system at the model start time to. At to 
the gas occupied zero volume and therefore had infinite concentration. The model then 
stepped forward in one second intervals, growing the volume occupied by the total gas 
and thus reducing the concentration. In addition to growing the volume, the model also 
advected the volume centroid at the mean wind speed and direction. In this simple model, 
the concentration was considered to be homogenously mixed throughout the volume. 
The vertical dimension of the volume was set to equal the boundary layer height and 
the horizontal dimensions were modelled to match the lateral growth of a continuous 
plume.
As the duration of the flight covered several hours, it was deemed insufficient to set the 
boundary layer height at a constant value. Analysis of the met data showed that the 
boundary layer grew approximately exponentially during the flight. Equation 2.4 is an 
empirical exponential fit for the rate of boundary layer growth.
Ff =  49.56 '^' °^"'  ^ (2.4)
where H is the boundary layer height in meters and t is the time in seconds. The lateral 
dimension of the plume volume was set to match the ay value of a continuous plume with 
the downwind distance equalling the position of the volume centroid. Equation 2.5 gives
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the relationship used between x, the longitudinal distance from the source and Gy taken 
from the R91 model [11].
Ax^
O'!/ =  1  +  \a(m),x{km)  (2.5)
where A, B and n are constants with values dependant of the Pasquill-Gifford atmospheric 
stability class. For the class C conditions recorded during the time of the measurements, 
the values are 110, 0.003 and 0.94 respectively. The longitudinal dimension of the volume 
was set to grow at twice the rate of lateral dispersion so that Gx = 2 Gy.
With the volume growth parameters defined, it was possible to model the region of elevated 
concentration in time and space. In order to simulate the data recorded by the aircraft, the 
model was set to calculate the concentration one measurement location at a time. Starting 
at t  =  to the concentration was calculated at the first aircraft measurement location. If 
the aircraft position was outside the dimensions of the puff volume then the concentration 
was set to a background level. If the aircraft position fell inside the dimensions of the 
puff volume then the concentration was calculated using Equation 2.6.
C = —  + Cb (2.6)
vt
where C is the average puff concentration, M is the total mass of gas emitted in the 
instantaneous puff, Vt is the volume at time t and is the background concentration. 
During the trial the background was found to be 1 . 8  x 10“® by volume (1.8 ppm).
The model stepped forward in one second intervals, comparing the growth and advection 
of the puff to the aircraft’s location and calculating the theoretical concentration. The 
mean wind speeds recorded during the trial were large enough to cause an instantaneous 
puff to pass out of the survey area before the aircraft intersected with the puff volume 
unless to was suitably chosen. The model allowed to for the puff to be varied relative to to 
for the aircraft and this allowed the aircraft to intersect with the volume on one pass, but 
only one pass. This failed to generate the required correlation with the observations as 
the puff was advected from the flight region too quickly to allow the aircraft to intersect 
with its volume over multiple passes. It was concluded that for an instantaneous release 
Gx/U was too small to account for the observation in the field data.
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In order to provide a more realistic probability of the aircraft intersecting the puff over 
multiple passes the simple model was modified to consider a finite release rather than an 
instantaneous one. A finite release emits the total gas over a specified time period. The 
lateral and vertical dimensions to the puff volume remain the same as for the instantaneous 
model. However, during the release period the longitudinal dimension is greatly increased 
as the upwind boundary of the volume is fixed at the position of the source. Figure 2.4 
represents the growth of the volume both during and after the release period. Therefore, 
the longitudinal dimension is equal to the downwind extent x plus Gx during the release 
and X plus 2 gx after the release.
Source
Ox
b)
Source
f V ~y \
Figure 2.4: G rowth o f a fin ite puff a) during and b) after th e release period
By varying the duration and start time of the release it was possible to establish a puff that 
was visible to the aircraft over several passes. Even so, the predicted concentration levels 
failed to correlate well with the measured data. This was a result of the assumption that 
the concentration was homogeneous within the puff volume. As the fliglit passes were not 
taken in order of upwind to downwind, this assumption caused downwind measurements 
to return values that were higher than those observed. The dispersal of the puff should 
be greater at larger downwind distances. To achieve the required concentration profile, 
a Gaussian dispersal model was included in the calculation. The model was then able to 
predict the concentration within the volume as if it were a section of a continuous plume.
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This approach achieved a better correlation with the measured data. The model was 
deemed the best that could be achieved with the simple modelling technique. Figure 2.5 
shows the correlation between the final simple puff model and measured data.
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Figure 2.5: Correlation between the simple puff model and measured data; background 
concentration =  1.8 ppm
Figure 2.5 shows good agreement with the timing of the peaks in the measured data. 
However, the volume is clearly too narrow to represent the width of the plume recorded 
in the held. Also the concentration predictions show poor correlation with the measured 
data. The concentration of the upwind passes are too high and the downwind too low. 
Sensitivity to the source location was conducted. However, this failed to improve the 
result, as moving the source further upwind to increase the width of the plume only served 
to reduce the correlation between the predicted and measured concentrations. The simple 
model focused on a single point source release and the inversion model had predicted more 
than one potential source location. It was possible that modelling multiple area sources 
could improve the correlation. The simple model provided a good learning base, but a 
more advanced puff model was required to take the investigation further.
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2.4 .3  A D M S  M odel
The next stage of this analysis modelled the source locations predicted by Shell using 
ADMS 4. The Shell model had identified several potential sources in close proximity 
to the survey area. The co-ordinates of each source were programmed into ADMS to 
produce a multiple source, continuous plume model. The model provided the calculated 
concentration from the combined plumes at each of the measurement locations recorded 
by Flight 81.
The ADMS model was calibrated to Algerian conditions. Latitude Riat was set to 27°, 
surface temperature to 35°C, surface roughness to 0.0003 m and albedo to 0.45. The met 
data from the trial was then imported into the model. The met file contained hourly data 
for 7 parameters; wind speed, wind direction, year, Julian day, hour of the day, cloud 
cover and air temperature.
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Figure 2.6: Comparison of flight data and ADM S continuous plume model using the original 
source locations; background concentration =  1.8 ppm
Figure 2.6 shows a comparison of the Flight 81 data and the ADMS output. The plot 
shows measured concentration versus measurement time. The blue line represents Flight 
81 data and the red line is the ADMS concentration prediction. As with the final simple 
model, it can be seen that the times of the peak recorded concentrations are in good 
agreement with the model. This suggests that the model has successfully identified the
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position of the plume centre-line. However the width of the predicted plume is too narrow. 
The flight data clearly shows evidence of plume structure over a much wider time frame. 
To increase the width of the predicted plume the potential source location either needs 
to be moved further upwind or made much wider in some other manner.
An estimate of the required upwind distance to the source was calculated using the R91 
model. The value of ay was estimated by fitting a Gaussian distribution to the plume 
structures present in the concentration data. This resulted in a estimated value of 7 km 
for Œy. Using Equation 2.5, this value corresponds with longitudinal distance x of approx­
imately 1 0 0  km.
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Figure 2.7: Comparison of flight data and ADM S model using a distant (100 km) back­
ground source; background concentration = 1 . 8  ppm
Using the new potential source location a second ADMS model was compiled. This 
model consisted of a single continuous plume emitting from a source location 1 0 0  km 
upwind of the measurement area. This model provided a significantly better fit with the 
concentration data. Figure 2.7 shows the concentration versus time plots for both the 
flight data and ADMS prediction. It can be seen that the new source configuration gives 
predictions in very good agreement with the concentration data recorded later during 
the flight. However the second to fifth passes of the plane show additional concentration 
levels. The presence of elevated concentration that only appear during a short period of
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the flight data suggest that the earlier suspicion of an episodic release may have been 
correct.
The first stage in modelling an episodic release was to identify the source location. It was 
possible that the far held plume had a variable release rate and that all the measured 
methane had emanated from the same area. To this end the far held plume was modelled 
as a puff of elevated concentration for a short duration. Although this model succeeded in 
raising the peak concentration within the specified passes to the required level, the plume 
ay values were all far too large. Figure 2.7 shows the concentration spikes in addition to the 
far field plume are much narrower. This suggests that the puff release originated much 
closer to the measurement area. As with the earlier analysis, a Gaussian distribution 
was fitted to the plume structure of the ’excess’ concentrations in the measurements. 
This resulted in the location of the puff release being estimated at an upwind distance 
of 25 km. ADMS was programmed to release a puff at these co-ordinates at the same 
time as modelling the background plume from the far source. This model gave a good 
agreement with the experimental data. The fact that the first pass of the plane does 
not see evidence of the puff allows the start and end point of the puff to be specified. A 
puff duration of 2 0 0 0  seconds was found to give the best fit with the concentration data. 
Figure 2.8 shows the final model fit to the flight data.
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Figure 2.8: Comparison of flight data and ADM S model using a distant (100 km) back­
ground source and near field (25 km) puff; background concentration =  1.8 ppm
Analysis of Field Data
An interesting point to be identified from modelling the puff is that in order to have it ap­
pearing within the correct time frame the start time for the release needed to be specified. 
Allowing for the required transit time for the puff to reach the measurement area, the puff 
was modelled to start releasing 1 hour before the time of the first measurement. The UK 
Met Office data contains details of the hourly change in surface heat flux. The time for 
the start of the puff release corresponds to the time when the surface heat flux becomes 
positive. This suggests that methane may have been present either within the ground 
and released as the surface warmed or at low level in the stable nocturnal boundary layer 
and became elevated with the growth of the unstable daytime boundary layer.
The final stage of the analysis was to cross correlate the modelled source locations with 
the real world and see if it was possible to identify potential candidates for a methane 
release. Using mapping software the path of each plume was projected over real space. 
The puff release emanated from an empty region of desert. No evidence was found to 
suggest that the puff came from any source other than the ground. However, this was not 
the case for the far field source. This source was modelled as a point source at specified 
co-ordinates. Within a few kilometres of the predicted source location was a small town. 
Any populated area is a good candidate for a potential methane source.
A model consisting of one far field continuous release and one near field puff release 
was found to give the best fit with data recorded during Flight 81. Development of 
the LightTouch model continued after the Algerian test. Following further testing and 
calibration the model was re-run using the Algerian data. This later run showed good 
agreement with my model in i t’s estimation of the puff source location. The inverse model 
was calibrated to consider a small target area in which to locate the source of the high 
concentration measurements, and was less concerned with the slight variation observed in 
the background. Therefore, the long range source was not identified because it fell outside 
the area the model was constrained to consider.
A sensitivity analysis was conducted on the meteorological inputs used in this chapter. 
The key parameters in source identifications are the wind direction and the plume spread. 
The wind direction is taken directly from the meteorological data. Lateral and vertical 
plume spreads are a function of wind speed and atmospheric stability, which is itself 
a function of heat flux and surface roughness. Therefore, the key parameters are as
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follows; wind direction, wind speed, cloud cover, surface albedo and surface roughness. 
It is possible to validate the first three parameters through collating meteorological data 
from multiple sources, in this instance aviation METAR data and wind field data from 
the UK Met Office. Surface roughness and albedo are more difhcult to validate and 
more detailed analysis of the survey area would be required. Regarding sensitivity to 
the measured concentration data, it was unfortunate that is wasn’t possible to measure 
against a controlled release. Had the source conditions been known, it would have been 
possible to build a model to analyse uncertainty and examine propagation of errors in the 
forward modelling process.
This approach was not formally inverse modelling, but intelligent iterative application of 
the ADMS forward model. The result was found to explain the observation well, however 
this fit is not necessarily unique. For example multiple puffs could have been emitted from 
different source locations, which then combine prior to crossing the test area. However, 
this is less likely. The solution outlined above is believed to be the simplest explanation 
and to have the highest probability of describing the event. The Shell inverse model 
uses a genetic algorithm to find the optimum location for a source, or number of sources. 
Therefore, this section of the project concluded by demonstrating that episodic release 
must be considered in the inverse model.
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Chapter 3 
M ethodology for W ind Tunnel 
Boundary Layer Simulation
3.1 Introduction
The laboratory, in this case the wind tunnel, provides a well controlled and defined envi­
ronment for conducting experiments that can be used to develop and test plume dispersion 
models. Experimental conditions are statistically stationary and repeatable so that either 
time or ensemble averaging can be undertaken. On the other hand, only field experiment 
contain the full range of processes, scales and complexity and are therefore indispens­
able at some level. In this research, the wind tunnel is the chosen tool for investigating 
concepts and testing assumptions, and the field for examining some broader issues.
This wind tunnel is used to create an artificial environment that mimics, to a suitable 
extent, the real world. Using vorticity generators and surface roughness it is possible to 
create a turbulent boundary layer within a tunnel that is a good representation of an 
atmospheric boundary layer (ABL). Because the turbulence in the experiment discussed 
here is purely generated by mechanical shear the boundary layer is considered as a model 
of the neutrally stable ABL.
This section outlines the methodology used in Chapter 4, Chapter 5 and Appendix A for 
the collection of wind tunnel data and classification of the boundary layer used in each set 
of experiments. It includes a detailed description of the tunnel set-up and the approach
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flow conditions, and outlines the analytical methods used to evaluate the data obtained in 
the wind tunnel experiments. Data presented in the description of analytical techniques 
is only for illustrative purposes.
3.2 The EnFlo Tunnel
All of the experiments conducted in this report have used the University of Surrey’s, 
EnFlo tunnel. This tunnel has a 20 m long working section with a cross section 3.5 m in 
width and 1.5 m in height; Figure 3.1 is a schematic diagram of the tunnel.
Honeycomb
s  transfer trol'ej
^Heating panel
Figure 3.1: Schem atic diagram  o f th e  E nFlo w ind tu n nel
The tunnel uses a combination of inlet flow and surface heating and surface cooling to 
create neutral, stable and unstable boundary layer conditions. A computer controlled 
traverse allows measurements to be taken in all three dimensions. As the twin fans are 
mounted at the exit, the tunnel operates very slightly below atmospheric pressure. Five 
Irwin spires [50] are positioned at the entrance to the working section, their dimensions 
as outlined in Figure 3.2.
Roughness elements were distributed across the full length of the tunnel floor. Each 
roughness element was a plate 2 0  mm high by 80 mm and set at a 2 2 0  mm separation on
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0 .17 m
0.625 m
1.25 m
Figure 3.2: Irwin spires configuration in th e 3.5 x  1.5 m w ind tunnel cross-section
a staggered pitch. Figure 3.3 shows the layout of the roughness elements.
160 mm
80 mm
220 mm
Figure 3.3: Layout o f roughness elem ents
The Irwin spires are shaped to have decreasing drag with height. Therefore, as air is 
drawn into the tunnel a turbulent three dimensional shear flow develops as is passes the 
spires and continues developing over the rough surface, finally becoming effectively one 
dimensional (only varying in height z). The developed boundary layer is approximately 
1 m deep in the measurement section, 1 2  m into the working section.
3.3 Approach Flow Characteristics
The reference wind speed, We/, at a height of 1 m above the tunnel floor was set to 2.5 m /s 
and the nominal boundary layer depth was 1 m. The mean wind speed within the bound­
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ary layer is dependant on the height above the surface and the level of surface roughness. 
In a neutral boundary layer the full vertical velocity profile can be approximated by the 
power law given in Equation 3.1
U { z ) ^ U r e f ( — )  (3.1)
\  ^ ref /
where a  relates to the surface roughness; typically a  is in the range of 0 . 1 2  - 0.18 for a 
rural boundary layer. The surface layer, occupying the lowest 10 - 15 % of the boundary 
layer is better described using a log-law. Equation 3.2 gives the log law for flows over an 
open rough surface.
I7(z) =  — (3.2)
where u* is the friction velocity, k the Von Karman constant (k % 0.4) and zq the surface 
roughness length.
Figure 3.4 shows a vertical wind profile taken within the boundary layer at 14 m into the 
working section. The velocity was measured using Laser Doppler Anemometry (LDA). 
The blue line shows the power-law fit for the upper boundary layer using Equation 3.1. 
With Zref =  1 m, the height of the fixed anemometer in the free stream, We/ =  2.5 m /s 
and a = 0.18. The red line shows the log-law fit for the surface layer data using Equation 
3.2 with Zo =  0.0011 m and u*/W e/ =  0.054. For the purposes of non-dimensionalising, 
the height of the boundary layer H =  1 m.
The friction velocity u* relates to Reynolds shear stress near the surface, as per the 
relationship given in Equation 3.3.
=  V-ÜW  (3.3)
Uref
where mU is the shear stress near the surface. Figure 3.5 shows the turbulent normal and 
shear stresses through the developed flow.
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Figure 3.4: E xam ple vertical profile o f m ean w ind speed  in th e EnFlo tu n nel at x  =  14 m  
com pared w ith  power law and log law relationships
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Figure 3.5: Turbulent shear and norm al stress d istributions across th e  boundary layer
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An alternative form of presentation of normal stress data is as turbulence intensities. 
These measure the ratio of the eddy velocity to the mean wind speed and are typically 
used to classify the strength of gusts within the flow. Turbulence intensity is defined in 
Equation 3.4.
I  = u
U
(3.4)
r e f
where u' is the standard deviation of a component of the fluctuations in velocity and Uref 
is the mean reference velocity. Figure 3.6 shows the relationships between turbulence 
intensity of the three velocity components (u,v,w) and height from the surface recorded 
in the EnFlo tunnel boundary layer.
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Figure 3.6: Turbulence in tensity  d istributions for th e three velocity  com ponents
Turbulence levels near the surface are commonly assessed relative to the friction velocity. 
In the present case, we have u'/u* % 2.21, u'/u* % 1.75 %//%* % 1.4, compared with 
typical atmospheric boundary layer values of 2.5, 2.0 and 1.3 respectively.
The turbulent integral length scale is an important characteristic of the how because 
it characterises the size of the largest turbulent eddies. The integral length scale can 
be derived from a time series auto-correlation, as described later in Section 3.4.4. The 
integral length scale varies with height and the variation is different for the three velocity
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components. Figure 3.7 shows the length scale relationships for the velocity components 
(u,v,w) as functions of height from the surface in the ABL.
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Figure 3.7: Integral scale d istributions for th e three velocity  com ponents
The data presented in Figure 3.7 demonstrate the characteristic length scale properties 
discussed in the literature. The values are in good agreement with results given by 
Counihan [14] for simulated rural boundary layers and by Antonia & Luxton [2 ] for 
naturally occurring boundary layers. The u component plot shows an exponential growth 
in length scale with height, the v component is approximately constant at 0.15 H and the 
w component shows a characteristic linear relationship near the surface. The latter is a 
result of the presence of the surface restricting the scale of the vertical motion.
3.4 Evaluation of Wind Tunnel Data
Simulated flow conditions can be compared with known target profiles to conflrm that 
the simulation is adequate. Dispersion studies provide a convenient way to characterise 
a simulated flow and establish its properties. In the case of measurement of dispersing 
plumes there are several parameters that can be used. Analysis of the mean plume 
data produces parameters, such the lateral and vertical standard deviations ay and a^. 
Analysis of the instantaneous time series data produces turbulence spectra, probability 
density functions and auto-correlations. All of these parameters are well documented and 
therefore provide a basis to evaluate the simulation.
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The remainder of this Chapter outlines the simple analytical techniques used to evaluate 
all sets of experimental data discussed in the subsequent Chapters.
3.4.1 M ean  P lu m e P rop erties
The plume from a single source dispersing under neutral wind tunnel conditions is ex­
pected to approximate to a Gaussian form. A Gaussian distribution can be fitted to the 
measured data by performing a non-linear least square fit on the lateral profiles. This 
distribution gives the peak concentration, standard deviation and offset of the plume. 
The plume’s horizontal and vertical standard deviations ay and cr^  are commonly used to 
describe dispersion.
Lateral dispersion ay as a function of downwind distance can be estimated by statistical 
theory. The relevant relationship, derived in Section 1.5.7, is given as Equation 3.5 and 
used to produce Figure 3.8.
4 h  =  2 h ' "  +  - - itl
(3.5)
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Figure 3.8: S tatistica l theory  relationship betw een  (jy and dow nwind d istance in neutral 
conditions
where tl is the Lagrangian integral length scale and Vp is the lateral turbulence intensity. 
Typically the value of Vp for any given system is double that of the friction velocity 
u*.
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This model can be used to evaluate experimental data by varying the integral length scale 
to achieve a fit. The results can be considered valid if the integral length scale values 
fall within the expected range [71]. Comparison to measured data will be discussed in 
Chapters 4 and 5.
Similarity theory can be used to estimate the vertical dispersion from a ground level 
source. The theory predicts mean plume height z as a function of downwind distance, 
but the mean height can be converted to once the vertical concentration profile is 
established. Equation 3.6, derived in Section 1.5.7 gives the theoretical prediction that 
has been used to produce Figure 3.9.
Inc— — 1 ) +  ^  ( 1  — Inc) 
zo y z
(3.6)
where b and c are constants, x is downwind distance and z is the mean plume height. 
X =  0 when z =  the surface roughness length zq. From analysis [10] and experimental 
evaluation, the values of the constants can be taken as b =  ac (Von Karman constant =  
0.4) and c =  e~'  ^ % 0.56; 7  being Euler’s constant. Statistical and Similarity theory are 
discussed in more detail in Chapter 4.
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Figure 3.9: S im ilarity theory  relationship betw een  cr^  and downwind d istance under neutral 
conditions
Another important parameter in characterising plume dispersion from a ground level is 
the relationship between the maximum concentration and downwind distance. Values for
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maximum concentration can be taken from the fitted Gaussian distribution to the ground 
level lateral profiles. Figure 3.10 shows a dimensionless plot of maximum concentration 
Cmax against downwind distance from a ground level point source. The data in this Figure 
is analysed in Chapter 4.
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Figure 3.10: R elationsh ip  betw een  Cmax and dow nw ind d istance along th e  plum e centre-line  
from a ground level source
Figure 3.10 includes an empirical relationship between Cmax and downwind distance, a 
power law of the form:
\  Q )
(3.7)
where A and B are empirically derived constants. See Chapters 4 and 5 for the values 
found during experimentation.
3.4 .2  S pectra
Turbulence energy spectra can be obtained from time series data at any location, for 
example from a FFID or LDA instrument. Aspect of the classical form (e.g. the inertial 
sub-range) can be easily identified by plotting the spectra on a logarithmic scale. An 
example velocity spectra taken at 35 mm above the surface is shown in Figure 3.11. Here
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the inertial sub-range is shown by the region within the data that has a gradient of — 
identifying fully developed turbulent flow.
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Figure 3.11: Typical frequency spectra  o f th e u and w  com ponents, show ing inertial sub­
range
Spectral analysis can also be used to identify dominant frequencies within the time series 
as these would show up as peaks in the spectral plot. Converting these frequencies to time 
would then reveal the eddy size using the Taylor assumption. Spectra can also be used 
to check the inter-relationship between velocity components, to estimate integral length 
scale and dissipation (from the inertial sub-range).
3.4 .3  P rob ab ility  D en sity  F unctions
The concentration probability density function, p(c), can be readily derived from the 
instantaneous concentration data collected with the FFID. These values of instantaneous 
concentration are normalised using Equation 3.8.
c - C (3.8)
where c is the instantaneous concentration, C is the mean and c’ is the r.m.s.
Figure 3.12 shows the development of the measured probability density function as the 
downwind distance increases; the results apply to the plume centreline, near ground level
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{jj =  0.02). Near the source (fj < 1.0) the probability density function has an exponential 
shape of the form p{c) =  Such behaviour has been noted by Csanady [15], Barry
[4] and others. Observations made by Fackrell & Robins [30] show that moving further 
downwind > 1.0) this changes to a clipped Gaussian distribution and that tendency 
is also apparent in this data.
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Figure 3.12: P robability  density  function  d istribution  at z /H  =  0.1 w ith  increasing d istance  
from th e source on th e plum e centre-line
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3 .4 .4  A u to-C orrela tion
A correlation reveals the statistical relationship between two or more variables. An auto­
correlation compares one variable against itself at different times. For a discrete data set, 
the definition of an auto-correlation for the variable A is given by Equation 3.9.
R aa —
N - j - l
^  [{^k — Ak){Ak+j — Ak+j)]
k=0
' N - j - l  
. fe=0
' N - j - l
i^k+j -  Ak+jy
. k = 0
(3.9)
where R a a  is the correlation of variable A with itself at times k and k+j.
At zero time lag the correlation coefficient is one and for non-periodic signals it decreases 
as the time lag increases. Typically, an atmospheric turbulence auto-correlation can be 
approximated by the exponential relationship given in Equation 3.10.
(3.10)
where t is the lag time and T is the integral time scale. Velocity fluctuation data collected 
in the approaching flow has been processed as auto-correlations. The function given in 
Equation 3.10 was then used to determine the integral time scale. The integral length 
scale of the turbulence can be calculated by multiplying the integral time scale by the 
local wind speed. An example approach flow auto-correlation is given in Figure 3.13. See 
Chapters 4 and 5 for detail on correlations found during experimentation.
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Figure 3.13: E xam ple auto-correlation  function  and exponential fit
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Chapter 4
St ream-wise Plum e Developm ent
4.1 Introduction
Prediction of the dispersion of material from a ground based source has been well doc­
umented. However, the interactions between multiple dispersing plumes has received 
much less attention. This study aims to investigate the development of a ‘new’ plume 
when released downwind into an existing well dispersed plume. This set-up was designed 
to represent leak detection in close proximity to heavy industry or, as in the case of 
geosequestered CO 2 , leak detection of a plume dispersing within an existing background 
concentration. This section outlines the investigation into the development of a plume 
within an existing plume.
4.2 Experimental Techniques
This experiment was conducted using the EnFlo tunnel. The tunnel was set-up to produce 
the boundary layer conditions specified in Chapter 3. The experiment was designed to 
observe a pair of passive releases and monitor plume dispersion behaviour. Figure 4.1 
shows the source orientation used during the experiment. The two sources were set on 
the centreline of the tunnel with the downwind stack fixed in position and the upwind 
stack set on a variable traverse. In both cases, the source gas was air with a 1.75 % (v/v) 
propane tracer.
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Figure 4.1: Source arrangem ent for th e  stream -w ise plum e developm ent experim ent
A Fast Flame Ionisation Detector (FFID) mounted on the traverse gear was programmed 
to take a series of lateral and vertical profiles at various downwind distances. By measuring 
concentration and concentration fluctuations it was possible to monitor the development 
of the two plumes.
In order to investigate fully the development of the plumes it was necessary to measure 
each plume independently. Therefore three sets of concentration measurements were 
recorded at each measurement location. One set, with only the upwind source established 
to record the background level. A second set, with only the downwind source, identified 
how this plume developed in the absence of an existing background. Finally, a set of 
measurement with both sources emitting gave the plume development within the existing 
background.
The mean concentration of the combined plumes would be expected to be the sum of 
those of the individual plumes. However, this is not the case for the plume concentration 
variance, as explained in Section 4.3.3
4.3 Analysis
The sources were set-up such that the emission rate of the upwind source could be varied 
to simulate different levels of background concentration. Their relative strengths were 
selected on the basis of two factors. Firstly, the downwind plume needed to be strong 
enough to be ’’visible” in the upwind plume. At the same time, the combined strength of
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the two plnmes needed to be weak enough so as not to saturate the FFID. Most data were 
collected with the upwind source emitting at 2  1/m in and the downwind source emitting 
at 0.5 1/min. This was found to give the desired experimental conditions over the range 
of planned measurement locations.
As the emission rates from the two sources were different, it was important to show 
that dispersion behaviour was independent of emission rate. This would eliminate source 
emission rate as a significant variable. To this end, a series of measurements was taken 
with the source emission rate varied between 2  1/min and 4 1/min. The concentrations, 
C, at each measurement location were normalised against the tunnel free stream velocity, 
u, the square of the height of the boundary layer, H, and source emission rate, Q, using 
Equation 4.1. Figure 4.2 demonstrates that the normalised concentration varied less than 
±5% when changing Q.
a
~~Q~
(4.1)
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Figure 4.2: N on-d im ensional concentration  w ith  variable flow rate on th e plum e centre-line
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4.3 .1  B ackground  P lu m e P ro p erties
The first objective of this experiment was to determine the dispersion parameters for the 
individual plumes and for the combined plume. These parameters include the standard 
plume spreads ay and cr^  and the relationship between mean concentration and downwind 
distance.
Lateral and vertical profiles were taken at various downwind distances and a Gaussian 
distribution was fitted to each profile. Table 4.1 shows the derived values of normalised 
concentration, ay and az for the upwind and downwind single plumes. Plotting the values 
in Table 4.1 revealed the relationships between spreads and downwind distance. Figure 4.3 
shows the relationship for ay. This relationship can be described using statistical theory. 
Equation 4.2 shows the theoretical model that has been fitted to the experimental data. 
The derivation of this equation can be seen in Statistical Model, Section 1.5.7.
Table 4.1: P lu m e param eters at various dow nw ind d istances
Downwind 
distance x/H Q
ay
H H
0.3 15,962 0.041 0.031
0.5 7,369 0.060 0.043
0 . 6 6,401 0.065 0.054
0 . 8 3,946 0.078 0.070
1 . 0 3,264 0.080 0 . 1 0 0
1 . 2 2,280 0.092 0.095
1.3 1,959 0.107 0.085
1 . 6 1,400 0.124 0 . 1 0 0
1 . 8 1,184 0.136 0.108
2 . 0 990 0.135 0.136
2 . 1 902 0.155 0.119
2.5 752 0.167 0.137
2 . 8 595 0.171 0.149
3.3 464 0.190 0.178
a:
(S) r;
=  2  e H-----
V
(4.2)
where v^/U'^ is the lateral turbulent intensity and tl is the Lagrangian integral length
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Figure 4.3: R elationsh ip  betw een  ay and downwind d istance com pared w ith  sta tistica l th e­
ory, E quation 4.2
scale. An integral length scale of 0.52 m and of 0.114 were used to fit the model
to the data. Figure 4.3 shows that the measured data fits with theory.
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Figure 4.4: R elationsh ip  betw een  cr^  and dow nwind d istance com pared w ith  sim ilarity  th e ­
ory, Equation 4.3
Figure 4.4 shows the relationship between and downwind distance, compared with 
similarity theory. Equation 4.3 shows the theoretical model that has been fitted to the 
experimental data. The derivation of this equation can be seen in Similarity Model, 
Section 1.5.7
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1
hK, Inc— — 1  ) +  ^  ( 1  — Inc) zo y z
(4.3)
where b and c are constants. Standard values of these constants have been selected; b =  
n (Von Karman constant =  0.4), c =  % 0.56. ( 7  being Euler’s constant). Figure 4.4
shows that the measured data fits with theory. As stated in the theory, z is converted to 
Œz using the relationship z =  0.798
The next stage in the analysis of the mean plume properties was to consider the relation­
ship between maximum concentration and downwind distance. The values for maximum 
concentration were taken from the fitted Gaussian distribution on the ground level lateral 
profiles. The relationship showed good agreement with the expected power law behaviour 
outlined in Section 3.4.1. Cmax was normalised using Equation 4.1 and downwind distance 
normalised against the boundary layer height H. The data are plotted in Figure 4.5 and 
shown to fit the relationship as given by Equation 4.4.
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Figure 4.5: R elationsh ip  betw een  m ean concentration  on th e  plum e centre-line and dow n­
wind d istance w ith  a power law fit, Equation 4.4
(4.4)
The relationship between concentration fluctuation variance, on the plume centre-line, 
and downwind distance is plotted in Figure 4.6 and a power law relationship was found
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to give an acceptable fit. A power law isn’t necessarily the expected result. Fackrell and 
Robins [30] showed that a power law doesn’t describe the fluctation at large downwind 
distances. However for the purposes of modelling a synthetic plume the empirical rela­
tionship given in Equation 4.5 was deemed sufficient. It should also be noted that this 
relationship cannot be applied at very small downwind distances because (9- is zero at x 
=  0 , not infinity as the correlation would predict.
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Figure 4.6: Relationship between variance of concentration fluctuation on the plume centre­
line and downwind distance with a power law fit, Equation 4.5
(4.5)
The concentration probability density function, p(c), can be readily derived from the 
instantaneous concentration data collected with the FFID. Figure 4.7 shows the develop­
ment of the measured probability density function of a background plume as the downwind 
distance increases; the results apply to the plume centreline, near ground level (y =  0 , 
^  =  0 .0 2 ). At this location within the plume, intermittency can be considered to be 
zero.
Near the source < 1.0) the probability density function has an exponential-like shape 
of the form p{c) — Such behaviour has been noted by Csanady [15], Barry [4] and
others. Observations made by Fackrell & Robins [30] show a more complete picture, with
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an exponential-like probability density function developing close to the source and then 
gradually developing into a clipped-Gaussian, or similar, distribution further downwind 
> 1.0). The behaviour is also seen in Figure 4.7. Of course, at the source the 
concentration is uniform and steady.
A pure exponential distribution implies that the variance and mean concentration are 
directly linked, with ^  = 1 , which happens (presumably, coincidentally) to be the case at 
^  =  0.5 (see Figure 4.6) but not elsewhere. Further downwind the dimensionless variance 
decreases towards about 0.3 at ^  % 3.5, a value entirely consistent with the results in 
Fackrell and Robins (1982) [30]. Intermittency is small in the central region of a plume 
from a passive, ground level emission, a region defined by Fackrell and Robins (1982) [30]
as < 0.5, f -  < 0.5, and this simplifies the form of the probability distribution. It 
becomes more complex in intermittent plumes by the addition of a delta function at 
c =  0 .
So far, the analysis has considered the ‘background’ plume. This plume has been shown 
to demonstrate Gaussian properties predicted by the theory. The introduction of a second 
emission downwind of the ‘background’ source will now be analysed. The plume from this 
source, in isolation, will develop in the same manner as the background plume.
4.3 .2  M u ltip le  P lu m e P ro p erties
Lateral and vertical profiles were plotted using the mean concentration data gathered by 
the FFID. Those displayed in this section present examples of the limiting behaviour of 
stream-wise mixing plumes. Figure 4.8 shows the lateral profiles of normalised concen­
tration for both individual plumes, and the combined plume when the source separation 
D was least at 200 mm, and the measurement location at its furthest distance downwind, 
at 1800 mm; i.e. with D /x % 0.1. The measurement location refers to the centreline, 
longitudinal distance from the downwind source.
As expected, at the downwind distance and with the sources relatively close together, the 
plumes develop within one another producing a combined plume with effectively the same 
half-width as the individual plumes. The same can be seen in Figure 4.9 for the vertical 
profile.
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In contrast, when the sources are well separated, the background plume becomes so dis­
persed that the downwind emission is clearly seen as a distinct plume within it. Figure 
4.10 shows the lateral profiles of normalised concentration when the sources are at their 
maximum separation of 1500 mm, and Figure 4.11 the vertical profiles. The measurements 
were made at 300 mm downwind of the downwind source; i.e. D /x % 5. The downwind 
plume is very clearly distinguishable from the background at this location. Note that 
the how rate Q varies between the upstream, downstream and combined measurements, 
hence the magnitude of the difference in the dimensionless quantity.
Figures 4.8 to 4.11 demonstrate the limiting behaviour, but cannot be compared directly 
as multiple variables (source separation and downwind distance) have changed. Figures 
4.12 and 4.13 demonstrate the development of the two plumes with downwind distance at 
the limits of source separation. Figure 4.12 shows the interacting plume concentrations 
at the minimum measured source separation. It can be seen that at relatively short 
downwind distance ( x /H  < 0.8) the combined plume is clearly visible against the upwind 
(background) plume, but at greater downwind distances the plume concentrations become 
indistinguishable. Figure 4.13 shows that with large source separations the combine plume 
clearly differs from the background for slightly larger downwind distances {x /H  < 1.2). 
However, at greater distances the plume tends towards a fully merged plume.
-see-
I
3U
4 5 0  4 ,  /
4 0 0 / -/X
3 ^ - 
3 /)0  -
jiso 4 
r>9 2 0 0  4
1 5 0  -
ft---- -
/ yy /AA'
1 9 0 =^-
5 0 V '
o Upwind 
X Downwind 
A C om bined
-0 .3 -0 .2 -0 .1 0
y/H
0.1 0.2 0.3
Figure 4.10: Lateral profiles o f concentration  at 1500 m m  source separation  and m easure­
m ent location  300 m m  downwind o f th e  upwind source
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Figure 4.12: Longitudinal profiles o f concentration  along th e plum e centre-line (x ,0 ,20  m m )
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Figure 4.13: Longitudinal profiles o f concentration  along th e  plum e centre-line (x ,0 ,20  m m ) 
w ith  a source separation o f 1500 mm; x  =  0 at th e  upwind source
Throughout the analysis the measured data were compared with predictions from a Gaus­
sian plume model. For the lateral and vertical profiles, concentration was modelled using 
Equation 4.6.
C(x ,y ,z )  = Q (4.6)
7T z l^O
Values for concentration were predicted from the model for every measurement location;
Œy and (Jz were extrapolated from the observed data and Uio was the tunnel velocity at 
the scaled height representing 10 m above the surface. This velocity was calculated using 
the log law profile detailed in Section 3.3.
The Gaussian centre-line concentration variation is plotted against the measured data in 
Figure 4.5 and shown to be in good agreement. Figure 4.14 shows an example lateral 
profile, measured at a downwind distance of x/H  =  1.5 (relative to the upstream source). 
The magnitude of the two data sets show good agreement, however the measured data 
exhibits a slight skew towards the negative. This is likely caused by secondary flows 
within the tunnel.
As with the background plume, the measured values of ay and cr^  for the combined plume 
were compared to statistical and similarity theories. Figures 4.15 and Figure 4.16 are 
plotted with longitudinal distance relative to the upstream source. Figure 4.15 shows
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that at small source separations (D/H =  0.2) the combined plume exhibits the behaviour 
predicted by statistical theory. However as the source separation increases the measured 
(Ty is less than that predicted for a single plume. This is understandable, when the 
sources are close together the plumes merge to result in a single plume similar to that 
from a single source. However when the source separation is large the second, downwind 
plume is distinct from the upwind, resulting in increased concentration near the plume 
centre-line and causing ay to be narrower than theory for a single plume.
az exhibits similar behaviour to ay. When the source separation is small the measured 
values of az show agreement with similarity theory. As the source separation increase the 
measured value of az are less than the theory predicts. The measured data at D/H =  1.5, 
as seen in Figure 4.16, shows an interesting trend. The first measurement at this source 
separation is recorded at x/H  =  1.8, therefore 0.3H from the downwind source, where 
the downwind plume is distinct from the background. However with increased downwind 
distance az appears to return to the theoretical prediction.
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4 .3 .3  C orrelation  C oefficient
At each measurement location, the FFID recorded the full time dependant concentration 
signal during a fixed period (the averaging time). As previously stated each set of mea­
surements comprises three results, depending on source configuration. When considering 
the mean concentration, the value recorded when both sources are emitting is expected 
to be equal to the combined total of the individual sources. However, this is not the case 
when considering concentration fiuctuation.
Fluctuations are typically analysed in terms of their variance The combined total of 
the mean squared fiuctuations in the individual plumes is no longer equal to the sum of 
the pair of plumes, i.e.
d- (^2 7^  ((^1 +  €2 ) 2  (4.7)
Because
(ci -f 0 2 ) 2  — +  2ciC2 +  C2 (4.8)
Where is the concentration fiuctuation of the upwind source, Cg is that of the downwind
source and (ci +  0 2 )  ^ is that of the combined sources. The CÏC2 term in Equation 5.5 that 
represents the correlation between C\ & C2 . The correlation is made dimensionless as a 
coefficient, R.
R = ■ r- (4.9)
R quantifies how the plumes interact with one another and can range between -pl and 
-1 . If the value of R is zero then there is no correlation between the fiuctuations in the 
plumes. The total variance of the fiuctuations of the combined plume would then be equal 
to the sum of the variances for the individual plumes; the two are independent. If R is 
positive then the level of fiuctuations within the combined plume is greater than the sum 
of the individual plumes. Therefore, the plumes are interacting to increase the level of 
fiuctuations. If R is negative then the level of fiuctuations within the combined plume
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is less than the sum of the individual plumes. Therefore, the plumes are interacting to 
decrease the level of fiuctuations.
The correlation coefficient was calculated at each measurement location. Plotting these 
values as longitudinal, lateral and vertical profiles showed that correlation factor is de­
pendant, as expected, on both the distance from the plume level centre-lines, distance 
downwind and the source separation.
Maximum correlation between the two plumes occurs when the sources are at their min­
imum separation of 2 0 0  mm and the measurement location at the maximum downwind 
location of 1800 mm on the centre-line; i.e. when D /x is small, see Figures 4.17, 4.18 
and 4.19. The mean concentration profiles at the same down wind distance and source 
separation showed the two plumes to have similar values of <jy and (j .^ Under these con­
ditions the two plumes are clearly both well dispersed within each other. The correlation 
factor is positive on the plume centre-line, showing that the internal fiuctuations are ad­
ditive. However, at the extreme edges of the plumes the correlation is negative, showing 
that the fiuctuations there are attenuated. The explanation is that at any one instant 
the individual plumes have highly irregular ‘edges’, where the concentration fluctuates 
between a positive value when the plume is present and zero when not. When the two 
plumes are combined at the edges they don’t necessarily occupy exactly the same space. 
Therefore, there is less intermittency in the measured concentrations and the fiuctuations 
are reduced accordingly.
In contrast to this case, minimum correlation coefficients occured when the sources were at 
their maximum separation of 1500 mm and the measurement location was at the minimum 
downwind location of 300 mm; i.e. with D /x  =  5. The lateral profile in Figure 4.21 
basically shows a range of small correlation factor values that are scattered around zero. 
The vertical profile in Figure 4.22 shows similar behaviour. The longitudinal profile 
in Figure 4.20 shows that even at large source separation, the correlation continues to 
increase with downwind distance, as the plumes disperse within each other.
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Figure 4.17: Profile o f correlation coefficient on th e plum e centre-line at 200 mm source  
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Figure 4.18: Lateral profile o f correlation coefficient at 200 m m  source separation  and m ea­
surem ent location  1800 m m  downwind; averaging tim e =  300 s
124
Stream-wise Plume Development
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
z/H
Figure 4.19: V ertical profile o f correlation coefficient at 200 m m  source separation  and  
m easurem ent location  1800 m m  downwind; averaging tim e =  300 s
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The mean concentration profiles at the same down wind distance and source separation 
showed the two plumes to have distinctly different values of ay and cr^ . Under these 
conditions the two plume are not well dispersed within each other. The upwind plume 
has become relatively well dispersed while the downwind plume is still concentrated. This 
results in a correlation factor close to zero.
This chapter investigated the properties of inter-dispersing plume. A ‘background’ plume 
was established and shown to demonstrate the properties predicted from theory. A down­
wind source was then emitted into the existing background and the deviation from theory 
examined. It was found that with large source separation {x /H  > 1.0), as would be the 
case for a release into an existing background, the downwind plume is clearly visible in 
both the mean concentration and correlation coefficient profiles when the measurements 
are made close {x /H  < 0.5) to the source. At greater downwind distances, the plume 
intermixes with the background and becomes indistinguishable.
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Chapter 5 
Correlations of Concentration  
Fluctuations
5.1 Introduction
Whilst investigating the possibility of generating a synthetic plume model, discussed later 
in Chapter 6 , it became apparent that the literature contained little information regard­
ing spatial and temporal correlations of concentration fluctuations. When modelling a 
fluctuating plume it is necessary to consider how fluctuations measured at one location 
progress through space and time. One would expect a pattern in the concentration series 
observed at one location to be a similar pattern to that observed at a second location 
further downwind after the appropriate transit time. However, between the two measure­
ments the plume would have continued to disperse causing some change, or de-correlation 
also to be observed.
This section describes an investigation into the behaviour of the correlation of concentra­
tion fluctuations over space and time. It includes the experimental method used to mea­
sure simultaneous concentration time series, the analysis of the data and resulting corre­
lation parameters later to be used in the synthetic concentration fluctuation model.
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5.2 Experimental Techniques
As before, the EnFlo wind tunnel was set-up to produce the boundary layer conditions 
specified in Chapter 3. The concentration measurements were recorded using a pair of 
Fast Flame Ionisation Detectors (FFIDs). The first FFID was fixed at a specified location 
downwind of a passive single point source. The second FFID was set on the tunnel 
traverse, downwind of the first FFID. Mounting the FFID on the traverse gave it the 
freedom to move in all three dimensions. Figure 5.1 show the experimental set-up.
M obile FFID 
/
Fixed FFID
Fixed Source 
Stack ^
FFID FFID
20 mm Roughness 
^  Elements ^
• I I I I
Wind
Figure 5.1: E xperim ental set-up  for correlation  m easurem ents in a plum e
Correlation were obtained between the outputs from a fixed and a mobile FFID. The 
mobile instrument was programmed to move to a series of locations along lateral,vertical 
and longitudinal profiles throughout the plume. At each measurement location the pair 
of FFIDs recorded simultaneously for five minutes. Once a full set of profiles had been 
recorded the fixed FFID was moved to a new location and a new set of profiles recorded. 
The fixed FFID was initially positioned on the plume centre-line 300 mm downwind of 
the source and 10 mm above the surface. At this location the fixed FFID was far enough 
from the source to be in a developed plume rather than the developing region in the 
very near field. Being on the centre line the measurements would be expected to record 
high concentrations and relatively low intermittency. For the second set of profiles the 
fixed probe was moved vertically to be 30 mm above the surface. This position examined 
the edge of the plume in the vertical. Here, the mean concentration would be lower 
and intermittency greater. The third set saw it returned to 10 mm above the surface 
but moved laterally to be 30 mm from the centre-line. As with the vertical move, this
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position examined the edge of the plume. For the final set of results, the FFID was 
returned to the centre-line and moved downwind to be 1 0 0 0  mm from the source, to 
investigate longitudinal development.
5.3 Analysis
This section outlines the analysis of the experimental data. Firstly, derived properties are 
compared to established theoretical and empirical understanding of plume dispersion to 
show that the measured plume properties demonstrate expected behaviour. This includes 
the plume spreads, the mean concentration profiles, concentration fiuctuations, spectra 
analysis and the probability density function development. The second phase of the 
analysis considers the covariance in the simultaneously recorded data. It explores the use 
of transit time to calculate the plume advection velocity and determines the change in 
correlation with distance, relevant for the synthetic plume model in Chapter 6 .
5.3 .1  M ean  P lu m e P aram eters
The first stage in the analysis of the experimental results was a quality evaluation of the 
data. This was done using the methods outlined in Section 3.4. In order to achieve a 
good fit between the statistical model (Section 1.5.7) and (Ty the integral length scale was 
set to 0.65 m and to 0.114, see Figure 5.2. Fitting the similarity model (Section
1.5.7) to the values of Uz also showed good agreement, see Figure 5.3. As stated in the 
theory, z is converted to Uz using z =  0.798 Gz for a Gaussian plume.
A power law fit was used to determine an empirical relationship between maximum con­
centration and downwind distance. The values for maximum concentration were taken 
from the plume centre-line at ground level. As before, Cmax was normalised against free 
stream velocity u, boundary layer height H and source emission rate Q and downwind 
distance was normalised against boundary layer height H. The data were plotted. Figure 
5.4, and found to fit the relationship given by Equation 5.1.
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w ith  sim ilarity theory  prediction  (E quation 1.38)
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Figure 5.4: R elationsh ip  betw een  m ean concentration  and downwind d istance on th e plum e  
centre-line (x ,0 ,10 m m ); th e em pirical fit is given  be Equation 5.1
In Chapter 4 the relationship between maximum concentration and downwind distance is 
described by Equation 4.4. The exponents of this equation differ from those in Equation 
5.1. This is due to the experiment in this chapter having more extensive data at short 
range and therefore, a different empirical fit. The model discussed in Chapter 6  considered 
correlations over small distances and therefore Equation 5.1 is the one to be used.
A further empirical relationship between concentration fluctuation cf and downwind dis­
tance was derived as a power law relationship; as plotted in Figure 5.5 and given in 
Equation 5.2.
/  X   ^ — 0.87
(5.2)
As with the relationship between maximum concentration and downwind distance, the 
numerical values in Equation 5.2 differ from the similar equation in Chapter 4. Again, 
this is due the experiment in this chapter having more data in the near held. Of the two, 
Equation 5.2 is used in the modelling application discussed in Chapter 6 .
Concentration huctuation spectra were plotted from the time series data taken at mea­
surement locations close to the surface. In each case the inertial sub-range was identihed. 
Figure 5.6 shows an example spectra demonstrating the expected characteristics. Again 
conhrming the presence of fully developed conditions.
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Figure 5.5: R elationsh ip  betw een  variance o f concentration  fluctuation  and downwind dis­
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Figure 5.6: Frequency spectra  showing inertial sub-range; x /H  =  0 .3 ,y /H  =  0, z /H  =  0.01
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The normalised concentration probability density functions were plotted at increasing 
downwind locations on the plume centreline, see Figure 5.7. As previously seen, near to 
the source the probability density function demonstrated an exponential shape of the form 
p[c) =  At the greatest downwind distance measured in this phase of the work
=  1.3), the distribution was starting to deviate from the exponential form (as discussed 
in Chapter 3). The direction of the deviation tends towards the clipped Gaussian-like 
form, but the lack of data recorded at greater downwind distances made the comparison 
inconclusive. It was not possible to make exhaustive comparisons with data presented 
in previous chapters because of the different downwind ranges involved. Flowever, within 
that constraint, it was clear that the two data sets were entirely consistent.
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c -C /c '
x /H  = 0.8
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Figure 5.7: S ingle plum e probability density  function  d istribution  at z /H  =  0.1 w ith  in­
creasing d istance from th e source on th e  plum e centre-line
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5.3 .2  Spatia l-T em poral C orrelation
The main aim of this set of experiments was to determine the spatial and temporal 
correlation of the concentration fluctuations within a developing plume. The analysis 
used the Pearson product-moment method to calculate the correlation coefficient between 
the two variables. This method obtains the coefficient by dividing the covariance of the 
two variables by the product of their standard deviations. Covariance is derived from the 
instantaneous deviation from the mean concentration for each data set, that is from c(t) 
as defined by Equation 5.3.
c(f) =  (7(f) -- (7 (5X3)
where C(t) is the instantaneous concentration measurement, C  is the mean concentration 
and c(t) is the instantaneous deviation from the mean. The covariance is the mean of 
instantaneous product of c for both data sets. This is calculated as per Equation 5.4.
Cov{c„ C)  =  (5.4)
where the subscript 1  and 2  denote the different data sets and n is the number of ele­
ments within each data set. The correlation coefficient used for this analysis is defined in
Equation 5.5.
R  =  (5.5)
where c\ and c\ are the concentration variance for data sets 1  and 2  respectively and 
cfc^ is the covariance of the two data sets. Covariance can be made dimensionless using 
alternative methods, a common one being to use the variance at the fixed probe as the 
denominator. However, for consistency with the correlation analysis conducted in Chapter 
4, the above methodology has been used here.
During the collection of the data there were periods where both FFIDs were co-located 
(probes touching). Here the correlation coefficient would be expected to be I and post 
processing the data showed the coefficient to be in the range 0.9 to I.O, but typically
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0.95. That this is slightly less than one results from the practical difficulty of bringing the 
probes together whilst using the automated traverse. Moving the FFIDs apart caused the 
correlation to drop off sharply, as seen in Figure 5.8. This sharp drop in spatial correlation 
arrises because simultaneous data have been used, which inevitably fails to capture the 
advection of plume structure by the flow.
As the plume advects passed the upwind FFID the instantaneous fluctuations of the 
plume were recorded. In theory, the plume then continues to advect at the speed defined 
by the velocity profile, see Section 3.3. For a known separation between FFIDs it is 
possible to predict the time it would take the plume to travel from one to the other. By 
incorporating an appropriate delay in the time series of the downwind data it became 
possible to observe larger correlations between the data sets; i.e. by capturing the large 
scale structures. Correlations between the concentration and velocity fluctuations may 
cause the advection speed to deviate somewhat from the value derived from the log-law 
wind speed profile. To this end, the correlation coefficient was calculated over a range 
of time delays set around the predicted delay. The time delay recorded and used for 
each measurement location was that which gave the maximum value for the correlation 
coefficient.
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Figure 5.8: R elationsh ip  betw een  correlation coefficient and dow nw ind separation  on th e  
plum e centre-line w ith  no tim e delay; fixed probe at x /H  =  0.3
The maximum correlation coefficient and FFID separation were used to estimate the 
plume advection velocity. Figure 5.9 shows the advection velocity at z/H  =  O.OI, on the
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plume centre-line. The log law velocity profile discussed in Section 3.3 gives the velocity 
at z/Fl =  0.01 to be U/Uref =  0.26. An empirical logarithmic relationship was found to fit 
the advection speed data, see Equation 5.6. Figure 5.9 shows that the velocity estimated 
for the maximum correlation coefficient shows good agreement with the log law velocity 
profile.
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Figure 5.9: P lu m e advection  speed , estim ated  from separation  and m axim um  correlation  
tim e delay; fixed probe at x /H  =  0 .3 ,y /H  = 0 , z /H  =  0.01
/ — =0.015 In ( ^ ) + 0.26 
Uref \ tLJ
(5.6)
To investigate this further the fixed FFID was raised to z/H =  0.03, where the log-law 
velocity profile gives U/Ure/ =  0.41. Figure 5.10 shows the advection velocity at this 
height on the plume centre-line. Again a logarithmic relationship was fitted to the data, 
see Equation 5.7. It can be seen that at the increased height within the plume the 
approach of the plume advection speed towards that of the stream appears to be more 
gradual than nearer the surface. The plume reached the expected log-law velocity at x/H  
=  1.3.
0.38 (5/n
The next phase of the correlation analysis focused on the change in time lagged corre­
lation coefficient with increasing downwind separation. Understanding this behaviour is
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Figure 5.10: P lu m e advection  speed , estim ated  from separation  and m axim um  correlation  
tim e delay; fixed probe at x /H  =  0 .3 ,y /H  = 0 , z /H  =  0.03
critical for the development of the synthetic plume model. The experiment initially in­
volved positioning the fixed FFID on the plume centre-line 300 mm (x/H =  0.3) from 
the source and moving the mobile FFID downwind of this position. The mobile FFID 
measured concentration time series at various locations. At each location the time series 
was compared to that of the fixed FFID recorded during the same period. The time lag 
was then determined by running an iterative algorithm to identify when the correlation 
coefficient between the two data series was at a maximum. Figure 5.11 shows the mea­
sured relationship between maximum time lagged correlation coefficient and downwind 
separation. Comparing this with Figure 5.8, it is clear that the inclusion of a time delay 
in the correlation calculation greatly extends the region of significant correlation.
The synthetic plume model described in the following section uses the Langevin equation 
to simulate concentration fluctuation time series. This uses an exponential correlation 
to model the correlation fluctuation decay over small intervals of space and time. The 
required input is therefore the appropriate integral time or space scale, which can be 
derived from the measured correlation functions by fitting an exponential form. The fit 
must be good over small space and time intervals, even though it may not describe the 
whole correlation function very well.
An exponential decay was fitted to the data in Figure 5.11 to ensure a good fit for x/H
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Figure 5.11: C orrelation coefficient w ith  longitudinal separation  on th e  p lum e centre-line; 
fixed probe at (300,0,10 m m ) from source; m obile FF ID  at (x ,0 ,10  m m )exp onentia l fit for 
sm all separations
<0.2 and led to the relationship expressed in Equation 5.8. The data show a correlation 
coefficient R =  0.1 at a downwind distance of x/H  =  1, and a very slow decay thereafter. 
It is likely that this is a result of eddies within the system having longitudinal length scales 
that are greater than H, giving all fluctuations an underlying low frequency component. 
However the synthetic plume model is concerned with correlations over small separations 
rather than the whole correlation and therefore the relationship was deemed appropriate 
for this applcation.
R  = e (5.8)
where
(5.9)
In order for the relationship given in Equation 5.8 to be used in a synthetic plume model 
it was necessary to show that a similar relationship held for off-centre-line measurements. 
This was investigated by moving the fixed EEID to a position 30 mm from the plume 
centre-line {y/cTy = 1 .0 ) at the same downwind distance used in the previous experi­
ment. A new set of profiles was recorded and the data compared. Eigure 5.12 shows the
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comparison of the centre-line and y-offset data.
cu
i
g  0.6
O
to
S 0.4
5
0.2
0.8 1.20.2 0.4 0.6 10
O Centne-line
* 30mm Lateral 
Deviation
FFID  S e p a r a t io n  x /H
Figure 5.12: Comparison of correlation coefficient relationship with downwind separation 
for a centre-line (Fixed probe at x /H  =  0.3, y /H = 0 , z /H  =  0.01) and an offset location  
(fixed probe at x /H  =  0.3, y /H  =  0.03, z /H  =  0.01)
As might be anticipated, there is little variation between the two sets of data. It was 
therefore concluded that the relationship given in Equation 5.8 was sufficient to be used 
in the modelling application described in Chapter 6 .
The next step in the analysis focused on the lateral correlation coefficient. To begin 
with, the fixed FFID was placed on the plume centre-line (at x/H  =  0.3) and a series 
of lateral profiles recorded with the mobile FFID. The profile of significant interest for 
the modelling application was that recorded at the same downwind distance as the fixed 
FFID, as this defines the lateral relationship between any two points. Figure 5.13 shows 
the change in correlation coefficient with lateral separation from the centre-line. Note 
that unlike Figure 5.11, the lateral separation has been normalised using ay rather than 
boundary layer height H. This gives a clearer view of the correlation coefficient relative 
to the plume dimensions.
It is reassuring to see the symmetry with both positive and negative deviations from the 
centre-line. Fitting an exponential curve to the central region of the data resulted in the 
relationship given in Equation 5.10.
R ^ e ~ t
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where
L =
H
ÎÔÔ
(5.11)
This relationship is simply an approximation for small separations as the data shows that 
the correlation coefficient becomes negative at \y/(Jy\ > 1. The negative correlation is 
a consequence of plume meander. As a plume meanders between two laterally spaced 
measurement locations the peak concentration will rise and fall. Therefore it is possible 
that at any time the concentration at one location may be rising as it falls at another 
location. This results in a negative correlation. This implies that the separation is at least 
comparable with the ‘instantaneous’ width of the plume so that, on average, meander 
works as described. If the probes are much closer, then concentrations are more likely to 
move in unison. However, for the purpose of the modelling application the relationship 
given in Equation 5.10 was deemed sufhcient.
Again the off centre-line measurement was used to check that the length scale was ap­
propriate at any lateral separation within the plume. Figure 5.14 shows the correlation 
coefficient as a function of lateral separation from an off centre-line fixed FFID (300,30,10 
mm). As expected the profile is asymmetrical, with a strong negative lobe towards the 
centre-line, for separation in excess of cjy. However, as with the centre-line lateral mea-
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sureinents at \y/(Jy\ < 1, Equation 5.10 is still a good approximation for small separations 
and was therefore deemed suitable for use in the synthetic model.
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Figure 5.14: C oncentration  correlation coefficient for lateral separation; fixed F F ID  at 
(300,30,10 mm ); m obile FF ID  at (300,y,10 m m ), exponentia l fit for sm all separations
Finally the change in correlation coefficient with vertical separation was investigated. A 
series of vertical profiles was recorded, starting with the FFID on the plume centre-line 
at a height of 10 mm. The profile of significant interest for the modelling application was 
that recorded at the same downwind distance as the fixed FFID as this profile defines 
the vertical relationship between any two points. Figure 5.15 shows the change in corre­
lation coefficient with height. The figure has been normalised using cr^ , again to give a 
clearer view of the correlations relative to the plume dimensions. It also shows that the 
vertical correlation clearly displays an exponential relationship throughout, as described 
by Equation 5.12.
R (5.12)
where
H
75
(5.13)
The stream-wise correlation function was exponential-like when both the fixed and mobile 
probe were, for example, on the x-axis. However, this was no longer the case when one was
143
Correlations of Concentration Fluctuations
 Fit
S 0.4ou
0,2
0.6 0.8 1 1.2 1.4 1.6 1.80 0.2 0.4
FFID Separation z I  Sigma z
Figure 5.15: C oncentration  correlation coefficient w ith  vertical separation; fixed FFID  at 
(300,0,10 m m ) from source; m obile FFID  at (300 ,0,z m m )
offset, either laterally or vertically, relative to the other. In these situations, the maximum 
correlation occurred at some non-zero longitudinal separation, as is clear in Figures 5.16 
and 5.17. The correlation initially increased with separation before reaching a maximum 
and then followed an exponential-like decay. This pattern was observed in all longitudinal 
profiles, with the fixed FFID both on and off the plume centre-line. This behaviour is the 
result of plume dispersion. Concentration measured at a single point within the plume 
will disperse downwind from that point. The correlation in concentration fluctuations 
relative to that point will be at a maxima when the longitudinal profile intersects with 
the dispersing ‘plume’ from the location of the fixed point.
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Figure 5.16: Lateral plum e structure in correlation; fixed F F ID  at (300,0,10 m m ) from  
source; m obile FF ID  at (x,y,10 mm)
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This analysis has generated several key findings that can be applied in the creation of a 
synthetic plume. Firstly, the advection velocity calculated from the plume transit showed 
general agreement with the log law profile of the approach flow. Therefore, it is valid 
for the model to estimate transit times based on the local stream velocity. The change 
in correlation coefficient with downwind distance has been characterised and appropriate 
equations formulated to de-correlate in the x direction. Even with the addition of the 
transit time in the correlation calculation, the correlation coefficient still quite rapidly 
tends to zero with distance. For this reason the synthetic plume model must be set to 
only consider small separations between individual model points. Also the lateral change 
in correlation coefficient has been analysed and, although the behaviour at greater distance 
from the plume centre-line is more complex, for distances oiyjcjy < 1 an exponential fit 
is appropriate for modelling purposes.
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Chapter 6
M odelling a Synthetic Plum e
6.1 Introduction
The intensity and the time and length scales of concentration fluctuations in dispersing 
plumes have direct bearing on the effectiveness of spacial and temporal averaging in re­
ducing measurement uncertainty by attenuating the level of fluctuations relative to the 
mean concentration. The objective of this phase of the research was to generate concen­
tration time series throughout a plume so that realistic simulations of time dependant, 
line-integrated concentrations could be created. These, in turn, were required to test 
options for the use of open-path instrumentation in plume detection; other uses include 
the evaluation of pollutant monitoring networks. The aim was not to create a faithful 
reproduction of the instantaneous concentration field at all scales, but rather one that 
had the appropriate large scale features (in space and time) and was therefore suitable 
for the purposes of assessing instrumentation signal returns.
Chapter 5 outlined the temporal and spatial correlation between simultaneous point mea­
surements. Using these correlation data it is possible to generate appropriately related 
sets of synthetic time series for any number of points within a model plume. These time 
series can then be used to predict the characteristics of line-integrated measurements 
taken in the field or output from a network of point concentration monitors. Such an 
analysis is useful, for example, in predicting optimum positioning for fixed leak detection 
monitors surrounding geo-sequestration sites. A synthetic plume will also provide a useful
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benchmark for validating inverse dispersion models. In this context an inversion model is 
considered to be valid if the model is capable of locating the known strength and source 
of a synthetic plume when provided with a set of synthetic time series at points within 
the plume.
This section outlines the processes involved in the production of a synthetic plume model. 
The first objective was to generate a realistic time series at a single point measurement. 
The next step was to generate further time series at different locations, ensuring that 
these had the correct temporal and spatial correlations with each other. This section 
concludes by extending the model to predict synthetic integrated path measurements 
and analyses the relationship between path length and the level of residual concentration 
fluctuations.
6.2 Process Development
In developing the synthetic plume model, it is critical that the model output demonstrates 
the behaviour observed during experimentation. Some elements of the model are taken 
from established theory, such as the Gaussian mean concentration distribution, whereas 
other elements are built on the experimental work discussed earlier in this thesis. The 
model itself was coded in MATLAB. This language was chosen because modelling high 
frequency data collection produces time series with a large number of data points and 
MATLAB is optimised for the manipulation of large arrays. Figure 6.1 gives an overview 
of the steps the model undergoes in producing the synthetic plume and the simulated 
integral path measurement. The processes involved are discussed in the chapter and more 
detail on each step can be found in Appendix B.
6.3 Generating a Single Time Series
The first step in generating time series data is to establish the mean conditions at the 
position of interest. A simple Gaussian plume model is used to provide the mean concen­
tration due to a steady and continuous emission in meteorological conditions, via Equation 
6 .1 .
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1  [y^  , [ z - Z R f (6 .1 )
Realistic values of ay and cr^  were obtained by using Equation 6.2 which gives the relation­
ship between longitudinal distance x and plume spread used by the R91 model. [1 1 ]
Ax^
0 - = ^ — \a{m),x{km)  (6 .2 )
A, B and n are constants (for a given units system) with values dependant of the Pasquill- 
Gifford atmospheric stability class. The values of A, B and n (in the defined units) for 
PG Glass G conditions used to calculate Gy are 1 1 0 , 0.003 and 0.94, respectively, and for 
Gz 60, 0.046 and 0.87, respectively.
Equations 6.1 and 6 . 2  specify the mean concentration at any point within the plume. The 
next step in generating a synthetic time series is to add concentration fluctuations to this 
mean value, which were generated for this purpose from the Langevin equation. This was 
introduced by Langevin in 1908 to describe Brownian motion and has since been adapted 
to numerous physical processes where future values of a variable are linearly related both 
to the current value and a stochastic process that is generally modelled as Gaussian white 
noise. In the present use, the equation states that the concentration at time t -f is 
related to that at t by a correlated component together with a random element, the two 
combined to yield a stationary value for the variance, as in Equation 6.3.
"n+l =  ( < e  ? )  + C T c N g ^ l - ( e  r )  (6.3)
where c* is the instantaneous deviation from the mean concentration, T is the de- 
correlation time scale, Gc is the concentration fluctuation standard deviation and Ng is 
a Gaussian random number with zero mean and unit variance. This equation maintains 
the variance of the concentration fluctuations as time proceeds.
The Gc term sets the amplitude of the fluctuations within the model. It is therefore 
necessary for this term to be evaluated as a function of position. Analysis of the measured 
data (see Chapters 4 and 5) showed that the lateral concentration variance had a Gaussian 
distribution, but with different parameters than the mean concentration profile. A model
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based on Gaussian distributions has already been developed by Wilson et al [100], who 
proposed a variance diffusion model for a ground level source following experimental work 
conducted by Netterville [62]. This model uses two ‘effective’ variance sources positioned 
cross wind from the point source at a distance of and at an elevation of (3. This 
arrangement is found to give an acceptable representation of the location and value of the 
maximum seen in vertical profiles of concentration variance. Following Wilson et al, the 
key result is Equation 6.4
(6.4)
where c? is the variance in concentration fluctuations, q is the variance source modelled 
as a volumetric flow rate, Uc is the mean convection velocity, 5y and 5z are the plume half 
width and height respectively and G and E are functions defined by Equations 6.5 and 
6.6 .
V n ( 2 ) ^ - / 3 +  -e%p —ln{2) + (5 (6.5)
F = exp -ln{2) I - —  P +  a exp —ln{2) [ — + P (6 .6)
where a  is a term that represents the attenuation of fluctuations resulting from surface 
interactions, lying in the range 0 < a  < 1. Note that the ln(2) term in the equation results 
from Wilson et al choosing to use the plume half width (5) rather than the standard 
deviation (a) of the mean concentration profiles. It is possible to convert from one to the 
other by defining a distribution. Assuming a Gaussian distribution f{y)  = it
follows that when y = ôy, f(y) =  0.5 and therefore that A =  ln(2 ). The variance source 
q is calculated as a function of the point source flow rate Q using the empirical Equation 
6.7.
I  =  0.77$ ($" +  (0.05)2) 0.67 (6.7)
where (  is the normalised plume length scale, defined by ^ The experimental
data outlined in Ghapter 5 were analysed against this model and found to give good
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agreement. Firstly the reduction in variance with increasing downwind distance was 
analysed. Figure 6.2 shows the experimental data and the fit produced by Equations 6.4 
- 6.7.
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Figure 6.2: R elationsh ip  betw een  concentration  fluctuation  variance and dow nwind d istance  
on th e plum e centre-line com pared E quation 6.4
The lateral profiles from the experimental data were normalised against their respective 
centre-line values and fitted to the model. Figure 6.3 shows each normalised data set and 
the overall fit of the model. It can be seen that the lateral distribution can be reasonably 
well modelled using a Gaussian formulation. Two profiles plotted in Figure 6.3 show some 
deviation from Gaussian. These were recorded at the furthest downwind distance from 
the source, though the reason for the shape deviation is not clear. Note that the maxima 
in the data displaces slightly from the tunnel centre-line, probably reflecting a slight cross 
wind within the tunnel. Although wind tunnel conditions are considered controllable, 
they are not perfect and it is possible for weak cross flow to develop. In Figure 6.3 the 
profile with the largest skew equates to a cross flow with velocity of 2 % of Urefi which is 
small enough to consider negligible.
Equation 6.3 models the instantaneous deviation from the mean concentration. The 
total instantaneous concentration (c) is therefore the mean concentration (G) plus the 
instantaneous deviation (c*).
c(t) =  c*{t) +  C 
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Using the procedure described above, a concentration time series can be produced for any 
point within a plume. Figure 6.4 shows an example time series generated by the model. 
This single series can now act as a parent from which to generate further correlated series 
at other points within the plume.
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Figure 6.4: E xam ple syn th etic  concentration  tim e series
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6.4 Generating M ultiple Time Series
The foregoing describes a method for generating a single concentration time series at any 
given point within a plume. This now needs to be extended so that related series can be 
produced at other points within the plume. As discussed in Chapter 5, correlations exist 
between time series simultaneously recorded at different locations and this important 
feature needs to be included. Further model development to achieve this ends is now 
presented.
In order to maintain appropriate correlations between subsequent time series and the 
parent (i.e. the initial) series, the Langevin Equation is again used. This is applied so 
that each value in a new time series is a function of the concentration fluctuation at the 
equivalent position in the preceding series plus a random element. This random element 
works to de-correlate the two series by the desired degree. The de-correlation between 
each series is a function of both the change in downwind distance x and change in lateral 
location from the plume centre-line y. Therefore, the model uses a two stage process to 
achieve the required de-correlation. Firstly, the series is de-correlated in x to produce 
an intermediate series at {x -f Ax, y, 0). Then this series is de-correlated in y to create 
the final time series (x +  Ax, y -b Ay, 0). Equation 6.9 shows the form of the Langevin 
Equation used to de-correlate the time series.
c;+i =  c; R  +  a c N . V r ^  (6.9)
where c* is the fluctuating component from the preceding time series and R is the de- 
correlation factor, which differs for x and y de-correlation. The de-correlation factors in 
this case are described by Equations 6.10 and 6.11.
A x
R  = e~T^ (6 .1 0 )
Ay
R = e (6.11)
where Ax and Ay are changes in position from the location of the preceeding series and 
Lx and Ly are the downwind and cross wind de-correlation length scales, respectively. The
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values for these length scales were selected to achieve the required change in correlation 
with distance described in Section 5.3.2, as defined using Equations 5.8 and 5.10.
Each time series represents conditions at a specific location within the plume and it was 
therefore necessary to scale the result to the appropriate local mean concentration and 
concentration fluctuation variance, using the method described in Section 6.3. It was of 
course important to ensure that the correct correlations were maintained between time 
series at all locations. It was insufficient for the series at each location only to have the 
desired correlation with the parent time series. Each needed to correlate correctly with 
every other location as a function of their separation. Generating each time series from 
the preceding rather than the parent series was found to achieve the desired result.
One other adjustment was necessary to account for the advection by the mean flow. The 
maximum correlation between concentrations at two points generally occurs after some 
time-lag that allows for advection of large scale structures from one location to the other, 
as discussed in Section 5.3.2. Therefore, the model must include a transit time off-set 
before maximum correlation occurs. In order to produce the instantaneous simulation at 
several locations, each time series is shifted by the transit time between its location and 
the measurement location of the time series from which it was generated; that is by an 
off-set. At:
A / =  ^  (6 .1 2 )
This completes the model which was then applied to predict open path measurements, 
discussed in more detail in Section 6.6.1.
6.5 Validation
Validation of the model was conducted at key stages throughout the process. In the 
generation of a single time series, the model output was tested against data collected in 
the tunnel and against established theory. The first validation step checked the mean 
concentration of the time series against the Gaussian plume model. As the time series 
includes the modelled concentration fluctuations it was key to demonstrate that the output
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still had the desired mean properties. The next step was to check that the concentration 
fluctuations had the intended variance and that this was similar to that of the experimental 
data. In generating multiple time series, the sample output series was tested as with the 
single series above. In addition, the correlation between the time series was validated 
against the relationships discussed in Chapter 5.
The next stage of the analysis explores use of the model to predict open path concentration 
measurements. Over the course of this project, no experimentation was conducted using 
open path measurements. Therefore, this analysis is purely theoretical and a possible 
area of future work would be to validate its findings against experimental data. The 
latter could be obtained in wind tunnel simulations by use of a novel (novel in the sense 
of not currently being available in the EnFlo Laboratory) instrumentation that measures 
path integrated concentration directly. Alternatively, path integration could be achieved 
with point detectors and the use of correlation techniques. The development effort in 
either case would be substantial.
6.6 Example Application
Open and closed path integrated beam measurements are commonly used to measure 
pollutant concentrations in the atmosphere. Fluctuation levels of line integrated con­
centration decrease with increased line length because of spacial averaging. This case 
study explores the possibility of using the synthetic plume model to simulate open path 
measurements and to consider the effects of line length on the observed concentration 
fluctuation. Such an analysis is useful, for example, in predicting optimum positioning 
for fixed leak detection monitors surrounding industrial plant, and in the case of CO 2 , 
geo-sequestration sites.
6.6 .1  O pen  P a th  S im ulation
In order to simulate an open path measurement, multiple data series were produced at 
equal increments along a straight line and, as described above, each data series was time 
shifted to allow for the transit time between locations. Entries were then removed from
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the resulting data array that were incomplete in spatial coverage. This gave an array 
of instantaneous concentration signals over the beam length with a time interval ôt. An 
example of this process is represented in Figure 6.5. In this illustrative example a beam 
with just five measurement points has been simulated over ten time steps. The five series 
would in practice be correctly correlated to one another. The plume advects from one 
measurement location to the next in one time step. Therefore, each time series is shifted 
one time step from the previous. With this adjustment any complete row represents the 
instantaneous value at each measurement location along the beam and the incomplete 
rows are removed from the analysis.
T im e S te p S e r ie s  1 S e r ie s  2 S e r ie s  3 S e r ie s  4 S e r ie s  5
1 -
2 - -
3 - - -
4 - - - -
5 - - - - -
6 - - - - -
7 - - - - -
8 - - - - -
9 - - - - -
10 - - - - -
11 - - - -
12
V
- - -
13
V
- -
1 4 -
\
7 ^
7
T h e se  t im e  s te p s  a re  
c lip p ed  b e c a u s e  th e  
ro w s a re  in c o m p le te
Each row r e p r e s e n ts  
th e  in s ta n ta n e o u s  
v a lu e s  a lo n g  th e  b ea m  
a t e a c h  t im e  s te p
T h e se  t im e  s t e p s  a re  
clip p ed  b e c a u s e  th e  
ro w s a r e  in c o m p le te
for p lu m e a d v e c tio n  v
Figure 6.5: T im e sh ifting and clipping tim e series data to  account for p lum e advection
The instantaneous concentration signal is integrated using the trapezium rule to obtain 
the path integrated concentration at each time step. Figure 6 . 6  shows a sample time series 
of the fluctuating instantaneous integral path measurement produced by the model using 
the series shown in Figure 6.4 as a parent.
So far, a synthetic plume has been simulated and compared to wind tunnel data. In 
order to model a real world atmospheric release, the appropriate fluctuation time step 
must be considered. The highest turbulent frequencies observed in the atmosphere are 
limited by viscosity and molecular diffusion. The smallest scale of turbulence occurs at 
the Kolmogorov cut-off frequency and there is clearly no need for the sampling frequency 
to exceed this value. The Kolmogorov cut-off frequency, fcut for atmospheric turbulence 
can be estimated from Equation 6.13.
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where U is the wind speed and 77 the Kolmogorov microscale for turbulent kinetic energy 
dissipation. In the atmosphere a typical value for 77 would be 0.001 m. Using this in 
combination with a typical wind speed of 2  m /s would result in a cut off frequency of 
approximately 300 Hz. However, this is not a good indicator of the time step required 
in the simulation and there is no need at all to reproduce fluctuations at small scales; 
as already noted, the aim is to reproduce the large scale structures of the concentration 
held.
Hilderman and Wilson [43] used a pragmatic method to establish a suitable time step 
based on resolution of their wind tunnel and water tank experiments. This was to set 
the ratio of sampling time to integral time scale as a constant. With this approach it 
is possible to scale up the model to represent the full-scale world. At tunnel scale the 
sampling frequency was 500 Hz and the integral time scale equalled 0.15 s. A typical 
atmospheric time scale would be approximately 100 s. Therefore scaling up the model 
would result in a full-scale sampling frequency of 1.3 Hz. This is well below the range 
of Kolmogorov cut off frequencies expected to be seen in the atmosphere but within the 
inertial sub-range of the eddy scales. This makes it entirely acceptable for the present 
purposes as it ensures that the ‘energy containing’ scales are fully resolved, in much the
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same way as in LES simulations.
6.6 .2  O ptim um  In tegrated  P a th  L ength
With the ability to model integral path measurements came the opportunity to assess the 
relationship between line-integrated concentration fluctuations and path length. An inte­
grated path measurement records a single value of the total concentration along the path 
length. A short path length observation would, in general, return a signal with greater 
variation in time than a longer path length observation. For a beam passing through an 
infinite turbulent concentration field with homogeneous properties, the fluctuation level 
in the line-integrated concentration would decrease with increasing path length, returning 
the time averaged mean concentration for a long enough path-length. The parameter that 
would characterise this process is the ratio of the path length to the integral scale of the 
fluctuations. However, the situation is more complex in likely applications of the mea­
surement technique as the concentration field will be far from homogeneous; e.g. being a 
plume from a point source.
An additional algorithm was written to analyse the relationship between concentration 
fluctuation and integral path length. This algorithm repeatedly ran the synthetic model at 
incrementally increasing path lengths. The point spacing along the line remained constant 
for all runs. Each incremental increase added one further point to the length of the path. 
After each run of the model the algorithm calculated and recorded the mean and variance 
in the integral path time series. Figure 6.7 shows the variation in normalised fluctuation 
with increasing path length along the plume centre-line.
In Figure 6.7 the concentration fluctuations are made dimensionless by dividing the stan­
dard deviation by the path integrated mean. It can be seen that this non-dimensional 
parameter decreases rapidly with increasing path length along the centre-line of the dis­
persing plume. As the path length become large, actually approaching one boundary 
layer height in length, the fluctuation parameter can be seen to increase again. The path 
integrated fluctuations do continue to fall but their relationship to the mean changes, 
resulting in the observed increase in the ratio. This reflects different near and far field 
behaviours of the mean concentration and concentration fluctuations, as the two terms in 
the model decay in different manners.
159
Modelling a Synthetic Plume
0 .055
0 .05
0.045
S  0 .04
>  0 .035
E  0 .03
i  0 .025
0.02
0.015
0.01
100
Point Number
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When selecting an optimum path length for a specific application, one point to consider 
is the required resolution of line-integrated concentration fluctuations. A longer path 
length will result in a dampening of the fluctuations, whereas a shorter path length will 
see significantly more concentration fluctuations. The first approach favours analysis of 
the mean concentration, which is likely to provide the most robust measure of prevailing 
concentrations. However, as discussed in Chapter 5 a high resolution maximises the 
chance of seeing a change in fluctuations that may be the result of a new source emitting 
into an existing plume or elevated background.
Another relevant issue is the overall scale of the plume. If the detection area is large and 
the potential plume is relatively small then using a long path length maximises the chance 
of it being detected. A short path length will return higher resolution fluctuations but this 
will be of little value if the beam misses the plume completely. If high spacial resolution 
is a requirement, then the optimum solution might well be to use sensitive instruments 
with long path lengths together with some with short path lengths (including point mea­
surements) to cover a specified area. This would increase the cost of monitoring a site 
both in initial set-up and the on-going operation. Multiple instruments would generate 
multiple data series that would need to be cross-examined for complete analysis.
These points are demonstrated when considering leak detection from a geosequestration 
site. The CO2 background will fluctuate with location, season and during the diurnal 
cycle. Therefore measurements must be taken upwind as well as downwind to establish
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the change in concentration over the detection area. This approach is only valid when 
the behaviour of the background CO2 concentrations is very well correlated between the 
upwind and downwind locations. The use of integral path instruments produces a cumu­
lative background reading. Therefore with longer path lengths the recorded background 
value will be larger but more stable. However, this causes any changes in CO2 levels to 
become smaller relative to the background. Multiple shorter path lengths for the mea­
surements would produce multiple lower background values that could be averaged or 
analysed independently. The use of shorter path lengths or more sensitive instrumenta­
tion is not without its own disadvantages. First and foremost is the cost and complexity 
of a system that involves a large number of open path and point sampling instruments. 
In addition, higher resolution measurements would record significantly more background 
“noise” and this also has the potential to mask the detection of new plumes.
The objective of this phase of the research had been to produce a model that could gener­
ate realistic time traces throughout a plume and was capable of application to monitoring 
network design. The model discussed in this chapter has been shown to achieve this. 
Single time series where produced and shown to simulated wind tunnel measurements. 
Multiple time series were produced and shown to display the spatial and temporal cor­
relations discussed in previous chapters. The multiple time series model could also be 
seeded from a completely synthetic time series. However, the model could be seeded with 
a measured time series and then be run to synthesise either a real wind tunnel or a full 
scale plume. Further work should aim to investigate and demonstrate this approach more 
fully. The model was also used to investigate the effects of beam length on open path 
integral path measurements. It was shown that choosing the optimum path length and 
instrument deployment for such measurements has no one solution but depends on the 
overall requirements of the monitoring network. .
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Chapter 7
Conclusion
7.1 Introduction
The original requirements for this research were specified by Shell Global Solution. These 
were: to investigate the possibility of improving the LightTouch technique through the 
application of advanced dispersion modelling; and to develop techniques for the analysis 
of concentration fluctuation data recorded in the field. To this end a series of experiments 
was conducted in both the field and wind tunnel. The experiments conducted in the field 
focused on the application of advanced modelling techniques to improve the accuracy of 
identifying source locations. This demonstrated a need to understand the development of 
plumes within non-uniform backgrounds, which became the objective of the wind tunnel 
work, with emphasis on concentration fluctuations. A model was developed on the basis 
of this work that was then applied to the analysis of line integrated concentrations. This 
thesis has presented the findings of this work and the following details the conclusions 
drawn.
7.2 Overview by Chapter
The Algerian field trial was discussed in Chapter 2. My role during the trial was to monitor 
boundary layer conditions and afterwards analyse the data collected for the presence of 
plume structures. Prior to starting the trial, a nomogram that predicted boundary layer
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height was produced. However, during the trial, the boundary layer was found to be 
shallower than predicted. This lead to the conclusion that larger scale phenomena, such 
as subsidence from the Hadley Cell, needed to be considered in the field analysis. Prior to 
this project, the LightTouch technique used a Caussian plume model with a continuous 
release to conduct the inversion calculation. The data collected suggested the presence 
to an episodic release, which could not be modelled using a continuous Caussian plume. 
Manual calculations of a puff release were shown to give good agreement with the field 
measurements. The LightTouch model was modified to incorporate ADMS4 [55] and the 
updated model returned a source estimation for an episodic release in close proximity 
to the manual calculation. Thus the need and the methodology to include options for 
treating unsteady emissions was demonstrated.
For each laboratory experiment, the EnFlo wind tunnel was configured to produce a 
neutral boundary layer with consistent approach flow conditions. The methodology for 
generating the required approach flows was discussed in Chapter 3. The wind tunnel 
provided a well controlled and statistically stationary environment for conducting exper­
iments and collecting data, whereas data collected in the field were exposed to the full 
complexity of the atmosphere. This was illustrated (see Appendix A) by the Appleton 
field trial, which demonstrated the successful application of a new ethane sensor but, due 
to the high unsteady atmospheric conditions, proved to be unsuitable for comparison with 
a wind tunnel experiment.
The LightTouch technique was developed to support exploration for oil and gas reserves, 
though during the project alternative applications were discussed. These included leak 
detection surrounding heavy industry and CO2 geosequestration sites. In both cases, a 
plume might be emitted into an existing background and knowledge of dispersion in such 
situations, in particular the nature of concentration fluctuations, was very limited. In 
response to this. Chapter 4 examined the interaction and detection of inter-dispersing 
plumes. It was found that when source separation was less than one boundary layer 
depth ( x lH  < 1 ), the plumes were indistinguishable in terms of the mean concentration 
profiles. However, correlations in the concentration fluctuations of the two plumes showed 
that on the plume centre-line the correlations are positive but negative on the edges. So 
the fluctuations were found to be additive within the plume but reduced at the fringes 
where the two overlapping plumes result in reduced intermittency. When the source
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separation was greater than one boundary layer depth ( x / H  > 1), the ‘new’ plume was 
clearly visible against the ‘background’ plume. The combined plume deviated from the 
Caussian form due to the higher concentrations along the plume centre-line that resulted 
from the second, downwind source. However, this effect was relatively short lived and 
further downwind {x /H > 3) the two plumes intermixed and became indistinguishable 
from each other.
One of the key objectives of the project was to investigate modelling applications that 
considered concentration fluctuations, in particular the structure of the fluctuation field 
within a plume. Chapter 5 investigated the behaviour of concentration fluctuations in 
space and time within a plume. Two data sets were recorded simultaneously at dif­
ferent locations and their correlations determined. The correlation decreased rapidly 
with measurement separation, with .R % 0 . 1  at only a tenth of a boundary layer height 
{x lH  % 0.1). However, concentration fluctuations are space and time dependant and in 
order to observe maximum correlations at greater separations it was necessary to include 
a time lag to allow for plume transit between measurement locations. This allowed sig­
nificant correlations to be observed at separations of around half a boundary layer height 
{x /H  % 0.5), thus showing the persistence of large scale structures as the plumes were 
carried downwind.
The generation of concentration time series from the Langevin equation (discussed be­
low) required a time scale for the decay of the correlation over short space and time steps. 
An exponential fit to measured correlation coefficients was found to be adequate for this 
purpose in the longitudinal, lateral and vertical directions. In fact, an exponential form 
was a good model for the whole correlation with vertical separation, but for longitudi­
nal and lateral separations it only gave good agreement with data at small separations 
{x /H < 0.2; /^cTy < 1, respectively). Correlations with lateral separation were char­
acterised by negative lobes at larger separations, reflecting lateral plume meander, and 
those with longitudinal separation decayed much more slowly at large separations than 
the exponential form would predict.
Chapter 6  discussed the final stage of the project, generating a plume model to produce 
correlated time series at multiple points within a plume and also simulating measure­
ments taken with a path integral detector. To generate a single time series, a Gaussian
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model was used to specify the mean conditions. Then the Langevin equation was used 
to add instantaneous deviations from the mean. The correlation analysis conducted in 
Chapter 5 provided the parameters to de-correlate a second time series relative to the 
first, the seed. Multiple time series were generated and the correct correlations achieved 
by making small step changes and having each new time series seeded by the previous. 
A time-lag was added so that the simulated plume correctly demonstrated the observed 
spatial and temporal correlations. Using the multiple time series model, it was possible 
to simulate the instantaneous concentration along a path and therefore produce a path 
integral measurement. The integral path model allowed the study of the influence of path 
length of concentration fluctuations. Short paths would see more fluctuations but would 
cover less ground. Longer paths cover more space, but the fluctuations are smoothed out. 
Therefore, in most applications, there isn’t a single optimal path length, rather the length 
needs to be chosen to fit application. The model developed in Chapter 6  enables that 
decision to be made on a rational basis.
This project work satisfied the original objectives. Analysis of the Algerian field data 
has shown the improved result of using advanced plume modelling within ADMS4 [55]. 
Concentration fluctuations have been shown to identify the presence of multiple plumes 
and plumes in elevated backgrounds. The simulated plume model has been created to 
analyse concentration fluctuation correlations in real world applications.
7.3 Further Research
During the Algerian field trial, the boundary layer height was believed to be less than 
that modelled from the local meteorological conditions. This was later confirmed by 
data procured from the UK Met Office. This difference was attributed to the trial being 
conducted in the subsidence region of the Hadley Cell. Due to the scale of plumes detected 
during the trial, about 1 0 0  km, a further development of the forward model would have 
to include the effects of larger scale phenomena, such as large-scale subsidence, in the 
background flow field.
In Chapter 5 it was observed that with the fixed FFID on the plume centre-line, the lateral 
and vertical profiles showed the maximum correlation occurring off the plume centreline.
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with the deviation increasing with downwind distance. This can be considered to represent 
the concentration fluctuations at the flxed FFID ‘dispersing’ downwind. Further research 
is needed to understand this behaviour in dispersing plumes and the relationship with the 
underlying velocity fleld.
Chapter 6  details the creation of a model for plume space and time series simulation. 
It would be interesting to return to the wind tunnel and conduct appropriate experi­
ments to evaluate the reliability of the model. Suitable instrumentation would need to 
be developed to enable this. The model is not designed to give a complete description of 
the plume behaviour, rather to predict the overall trends in the correlations within the 
plume. Therefore it would be useful for the model to predict expected outcomes and then 
compare this with the observations made in both the wind tunnel and in the fleld.
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Appendix A  
Direct Comparison of Field and 
Tunnel D ata
A .l Introduction
Data collected from both wind tunnel and held based experimentation are commonly used 
in the generation and evaluation of mathematical models. Models produced from tunnel 
data can be validated with data from the field and vice versa. Direct comparisons of 
field and tunnel data are not that commonly performed. Field work conducted during 
this project offered an opportunity to compare wind tunnel dispersion simulations with 
full scale data. As noted in Chapter 2 , that opportunity was not realised for the reasons 
outlined in this Appendix.
A. 2 Appleton
Field trials were conducted in mid September 2006 at a disused airfield outside Appleton, 
Lancashire. The trial was a joint effort between Shell Clobal Solutions, The University of 
Clasgow and The University of Surrey. The objectives of the trial were both to test Clas- 
gow’s new ethane detector and to collect data that could be used for the validation of the 
Light Touch inversion model. The new detector had an ethane sensitivity of approximately 
150 ppt with a 1 Hz sample rate and a 2 s response time.
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The trial was conducted with a controlled release of natural gas (95 % methane, 5 % 
ethane) at a rate of 10 1/min. The source was set up with four, 8  m long arms set in a cross 
formation. This was designed to approximate an area source at measurement distances 
greater than 100 m. The detector was moved to over fifty locations around the airfield, 
and ethane concentrations recorded. The background concentration was established by 
measuring upwind of the source. This was found to be approximately 1 ppb.
The next step was to return to the EnFlo lab at determine whether the measurement 
recorded in the field could be simulated in the wind tunnel.
A .3 Experimental Set-up
In order to compare tunnel data to that collected in the held it is necessary to construct 
a scale model of the held trial site. Although there was a slight undulation in the ground 
at the Appleton site, for the purpose of this experiment the surface was assumed to be 
hat. The source was installed with four point releases set out in a cross conhguration with 
an 80 mm separation along the arms of the cross. As the mean wind direction was not 
constant throughout the trial, it was decided that the source should be positioned on the 
wind tunnel turntable. This would allow the model and corresponding source orientation 
to rotate and match the wind direction for each measurement location.
80mm
Calibration
Figure A .l:  P lan  o f w ind tunnel configuration for A ppleton  com parison
The source gas was set to a total release of 4 litres per minute of air with a 2  % propane 
tracer. Each point source consisted of an 8  mm pipe set perpendicular and hush with the 
tunnel hoor. A how rate of 1 litre per minute though each of the four pipes resulted in 
a gas emission velocity of 0.3 metres per second. The tunnel speed was set at 2 metres 
per second. As the source velocity is signihcantly smaller than the tunnel velocity the
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source can be assumed to be passively releasing into the boundary layer with no significant 
jetting.
This experiment was conducted using the EnFlo tunnel. The tunnel was set-up to pro­
duce the boundary layer conditions specified in Chapter 3. This produced a turbulent 
neutral boundary layer of approximately 1 metre in depth, with u*/Uref =  0.054 and Zq 
= 0 . 0 0 1 1  m.
In the field, ethane concentration measurements were taken for 6  minutes at each location. 
In the tunnel, concentration was measured using a FFID. The FFID was programmed to 
move to each measurement location, taking into account model rotation and recorded a 
5 minute sample. A 5 minute sampling time was chosen to achieve reliable mean values 
with a standard error of less than 2%. This sampling time corresponds to about 500 
minutes in the field. Thus the 6  minute time series recorded in the field would have 
a much greater degree of uncertainty associated with it. For calibration purposes an 
additional pipe was installed 2.5 m downstream of the model so tha t the FFID could 
periodically divert from of the main measurement programme and be calibrated against 
gases of known concentration.
A .4 Comparison of Results
The time average concentration measurements for both field and tunnel were compared by 
plotting their normalised values against one another. The concentrations were normalised 
against wind velocity, total area encapsulated by the source configuration and release 
rate.
_ i~\
'^norm  q
In the tunnel, the wind velocity u, source area A and release rate Q are all constant. In 
the field, the source area remained constant and initially the release rate was considered 
to be constant. Therefore the first correlation to be plotted was CTunnei against CupieW 
This can be seen in Figure A.2.
181
Appendix A: Direct Comparison of Field and Tunnel Data
g  40
a  a
^  30
Q)
i  -
34-)
<J “
Cu (f ield)  (ppm  ms'^)
Figure A .2: In ital correlation betw een  tunnel and field data
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Figure A 3: Second correlation betw een  tunnel and field data com parison including variable  
release rates in th e field
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There is clearly no significant correlation between the data sets. Explanations were sought 
on such a lack of correlation. The first source of potential error identified was the inad­
equate measurement of the source release rate during the field trial. The flow regulator 
used did not give a steady flow of gas, instead being prone to puff. The release rate was 
only measured approximately every two hours. Even so, this two hourly data had the 
potential to improve the correlation. For the second attem pt at calculating the correla­
tion in the data, the field release rate was included so that C x u n n e i  was plotted against
{ C u j  Q ^ Fi e l d -
As Figure A.3 shows there is still no obvious correlation. It was therefore necessary to 
conduct a more detailed analysis of both the tunnel and held data to determine the reason 
for the lack of correlation.
The sources of error in the tunnel data could have been a result of poor programming 
of the FFID movements or turntable rotation. These were both checked and found to to 
be satisfactory. The easiest way to determine whether the tunnel was behaving correctly 
was to plot the normalised concentration measurements and observe the developed plume 
structure. The process of normalising the concentration data to remove the influence of 
wind direction involved calculating the plume centreline downwind distance and lateral 
deviation for the centre-line for each measurement location. This is shown in Figure 
A.4
)> Wind
D eviation from  
centre-line
Downwind
Distance
Figure A.4: Process of data normalisation
With the downwind distance and deviation known, it is possible to eliminate the variable 
wind direction, resulting in data sets with wind aligned co-ordinates. Plotting distance 
versus deviation should show that concentration decreases with increased downwind dis-
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tance and also with deviation from the plume centreline.
800
600
? 4UÜ
(-o
2UU
CD
>
G 0
<D
C
C) -200
c
0)
U -4UU
-600
Source Wind|^
400 600 800 1000 1200
Downwind D istance  (m)
Figure A .5: Downwind concentration in the tunnel with a normalised wind direction
Figure A.5 shows the concentration at each measurement point. The axes show distance 
downstream of the source and from the plume centreline. Although there are several 
overlapping data points, it is clear to see that the concentration is highest along the 
centreline. The overlapping data points result from measurements that, although recorded 
at different positions, had the same downwind distance and deviation from the wind 
direction at the time of recording. The values drop as the distance from the centreline 
increase. This result is what was expected (i.e. Gaussian plume behaviour).
Conducting a similar analysis on the field data showed a different result. A plot of 
concentration values in wind aligned co-ordinates. Figure A.6 , shows no distinct plume 
structure. In addition several points are of concern. There is a measurement upstream of 
the source with a very high concentration of ethane where there should be none. Many 
of the points on the downstream centreline that should have high values are showing 
just above background level. There is no trend with increased distance from the plume 
centreline. This lack of structure is the reason for the poor correlation between the tunnel 
and field data.
Although the Appleton test produced a large quantity of data, the quality was far from 
ideal. The main sources of error during the tests were associated with the lack of suffi­
cient release flow regulation and the location of the anemometer used to measure wind
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Source
n  -400
Downwind D istance (m)
Figure A .6: D ow nw ind concentration  in th e  field w ith  a norm alised w ind d irection
speed & direction. The source release rate was not maintained at a steady value and its 
measurement was not frequent enough to be able to know accurately what the rate was at 
any specific time. The anemometer needed mains electricity to operate. This resulted in 
it being positioned in close proximity to a building and several hundred metres from the 
source. The proximity to the building could have resulted in the anemometer detecting 
the structure’s turbulent wake instead of the overall wind direction. The wind direction, 
particularly in the late afternoon was very changeable. Therefore the distance between 
the source and the anemometer could also explain some the unexpected results in Fig­
ure A.6 . If the recorded wind direction was 180 degrees and the measurement location 
was due north of the source then it should be on the centreline of the plume. However, 
due to the building wake flow effecting the measurements, the wind at the source may 
have a different direction to that recorded by the anemometer’s location. Therefore the 
measurement is not taken on the plume centreline and a lower value would be recorded. 
In many ways the meteorological conditions during the trial were not suitable (wind was 
too light and variable) for comparison with wind tunnel simulations. This discrepancy 
implied that further post processing would be of no value.
Whether any of the identified sources of error were the actual reason for the poor cor­
relation between field and tunnel results is unknown. However, the lack of any obvious 
plume structure in the field data meant that no further comparisons were possible. The
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data collected in the tunnel was in agreement with existing models and therefore consid­
ered to be valid in itself. The issue with the quality of data collected in the field lead to 
this section of the project being concluded. Working in the field was a valuable learning 
experience and provided an insight into how to better prepare for future trials. It iden­
tified the importance of configuring the release such that it can be accurately controlled 
and measured, and highlighted the need for a reliable means of collecting meteorological 
information. From Shell’s point of view the trial was a success as it proved that it was 
possible to detect ethane plumes is a real world setting. Evaluating wind tunnel methods 
was not the prime motive. Although the trial was conducted at a location that should 
have provided suitable weather conditions, it was just unfortunate that on the day there 
was very little wind.
186
A ppendix B 
The Process of M odelling a 
Synthetic Plum e
B .l Introduction
In Chapter 6  the process steps for the synthetic plume model are outlined in Figure 6.1. 
This Appendix serves to provide more detail in the modelling of each step by showing the 
MATLAB code. Note, example values are used throughout.
Inputs
This step sets the start and end points for the line measurement as well as specifying 
other input conditions.
Start Point x =  1; Input in metres
Start Point y =  0; Input in metres
End Point x =  1.25; Input in metres
End Point y =  0; Input in metres
Points =  100; Set number of points along the line with linear spacing (Must be divisible 
by the Integral Average to integrate path)
Transit =  0.25; Needs to be a multiple of dt
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T =  0.015; Integral Time Scale
dt =  0.0025; Interval in time series
L =  0.15; Integral Length Scale in the x
Ly =  0.015; Integral Length Scale in the y
n =  10; Total time of the time series is seconds
Q =  4e-5; Source release rate in m^/s
ulO =  1 ; Velocity at 10m above the surface in m /s
ub =  1; Velocity at the height of the measurement beam in m /s
Create Line
Calculates all x,y co-ordinates along the line measurement 
Loop to generate each x co-ordinate along the line
X  =  zeros (Points, 1); Cenerates an empty array of ’’points” rows and 1 column 
for p =  (liPoints);
x(p) =  Start Point x 4 - ((p-l)*(l/(Points-l))*(End Point x - Start Point x)); 
end
Loop to generate each y co-ordinate along the line
y =  zeros (Points, 1); Cenerates an empty array of ’’points” rows and 1 column 
for p =  (1 :Points);
y(p) =  Start Point y +  ((p-l)*(l/(Points-l))*(End Point y - Start Point y)); 
end
Sigma
Calculates sigma y and sigma z at each measurement location 
Calculates sigma y/H  at downwind distance x(p)
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sigma y =  zeros (Points,!); Generates an empty array of ”points” rows and 1 column 
for p =  (l:Points);
sigma y(p) =  ((110*((x(p)/1000)^0.94))/(l+(0.003*((x(p)/1000)^0.94))));
end
Calculates sigma z/H at downwind distance x(p)
sigma z =  zeros (Points,!); Cenerates an empty array of ”points” rows and 1 column 
for p =  (liPoints);
sigma z(p) =  ((60*((x(p)/1000)'^0.87))/(l+(0.046*((x(p)/1000)^0.87))));
end
F lu c tu a tio n s
Cenerates the amplitude if the concentration fluctuation A(p)
A = zeros (Points,!); Cenerates an empty array of ”points” rows and 1 column 
for p =  (TPoints);
A(p) =  sqrt(((q/((pi/log(2))*ul0*sigmay(p)*sigmaz(p)))''2)*exp((-log(2))*((y(p)/sigma
y(p))''2)));
end
C o n cen tra tio n
Calculates mean concentration at each measurement location based on a Gaussian distri­
bution
C =  zeros (Points,!); Cenerates an empty array of ”points” rows and ! column 
for p =  (!:Points);
C(p) =  ((Q /(pi*u!0 *sigma y(p)*sigma z(p)))*exp(-0.5*((y(p)^2)/(sigma y(p)^2 ))))*!0 0 0 0 0 0 ; 
end
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Series
Generates the time series for each measurement location
time series =  zeros (round(n/dt),Points); Generates an empty array
fluctuations =  zeros (round(n/dt),Points); Generates an empty array
X fluctuations =  zeros (round(n/ d t),Points- 1  ) ; Generates an empty array
This generates an array between time 0 and time n at interaval dt
time =  zeros (round(n/dt),l); Generates an empty array
tim e(l,l) =  0 ;
for i =  (l:(round(n/dt)-l));
tim e(i+ l) =  time(i)+dt;
end
This generates an the initail set of n concentration fluctuations
dc =  zeros (round(n/dt),l); Generates an empty array
dc(l,l) =  (A(l)*randn); Sets the first term
fluctuations(1,1) =  dc(l,l); Sets the first term
time series(1,1) =  (dc(l,l)4 -C(l)); Sets the first term
This generates each element of the array based on the previous value
for i =  (l:(round(n/dt)-l));
dc(i+l) =  ((dc(i)* exp(-dt/T))+(A (l)*sqrt(l-((exp(-dt/T))^2))*randn)); 
fluctuations (i+ 1 , 1  ) =  dc(i+l);
time series(i+1 ,1 ) =  dc(i+l)-(-C(l); Adds fluctuation to the mean 
end
This generates subsequent fluctuating data sets, each based on the previous data set. 
randn 1 =  zeros (round(n/dt),Points- 1  ) ; Generates an empty array
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randn 2  =  zeros (round(n/dt),Points- 1  ) ; Generates an empty array
for s =  (1 : (Points-1));
for i= l  : round (n/dt);
randn l(i,s)=randn;
end
end
for s =  (1:(Points-1)); 
for i= l  : round (n/dt); 
randn 2 (i,s)=randn; 
end 
end
for s =  (l:(Points-l));
xfluctuations(:,s) =  (fluctuations(:,s)* exp(-(abs(x(s+l)-x(s)))/L))+(A(s+l)*sqrt(l-((exp(- 
(abs(x(sd-l)-x(s))/L)))^2)).*randn l(:,s)); Sets the x fluctuations
fluctuations(:,s4 -l) =  (x fluctuât ions (:,s)* exp(-(abs(y(s+l)-y(s)))/Ly))-F(A(s-l-l)*sqrt(l- 
((exp(-(abs(y(s+l)-y(s))/Ly)))^2 )).*randn 2(:,s)); Sets the y fluctuations
time series(:,s-(-l) =  fluctuations(:,s+l)-|-C(s-}-l);
end
Variance
Calculates variance in time series
Variance =  zeros (1 ,Points); Generates an empty array
for i =  (liPoints);
Variance(i) =  var(time series(:,i)); 
end
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Clip
Clips all negative numbers from the time series
for p =  1: Points
for i= l:(n /d t);
if (time series(i,p)>0 );
else
time series(i,p)=0 ;
end
end
end
Transit Tim e
Calculates the time taken for the plume to travel between measurement locations 
Transit 1 =  (( End Point x - Start Point x ) /  (Points-1) ) /  ub;
Tim e Shift
Shift each time series to represent the transit time between measurement locations
time shifted =  zeros ( (round (n /d t) ) -}- ( (Transit/dt) * (Points-1 ) ),Points) ; Generates an empty 
array
for p =  1:Points 
for i =  l:round(n/dt)
time shifted(((p-l)*(Transit/dt))-f-i,p) =  time series(i,p);
end
end
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Clipped Path
Clips time shifted data to show only the rows that have data in every column
Clipped Shift =  zeros ((round(n/dt))-((Points - l)*Transit/dt),Points); Generates an 
empty array
for i =  1 : (round(n/dt) )- ( (Points - l)*Transit/dt) 
for p =  1: Points
Clipped Shift(i,p) =  time shifted (((Points - l)*Transit/dt)-fi,p);
end
end
Integrated Path
Generates an integrated path measurement
Integral Average =  2; Sets the number of cells to be averaged for each integral ele­
ment
Number of terms in Path must equal Integral Average
Path =  zeros (((round(n/dt))-((Points - 1)^Transit/dt)),(round(Points/Integral Aver­
age))); Generates an empty array
for i =  1 : ( (round(n/dt) )- ( (Points - l)*Transit/dt))
for p =  1 :(round(Points/Integral Average))
Path(i,p) =  (Clipped Shift(i,Integral Average*p) - t -  Clipped Shift(i,((Integral Average*p)- 
1)))/Integral Average;
end
end
Integral Dist =  (( End Point x - Start Point x ) /  Points )*(Integral Average-1); Calculates 
the width of each integral element
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Integral Elements =  Path * Integral Dist; Calculates the area of each integral element
Integral Path =  zeros (((round(n/dt))-((Points - l)*T ransit/dt)),l); Generates an empty 
array
for i =  1 : ( (round(n/dt) )- ( (Points - l)*Transit/dt))
Integral Path(i) =  sum (Integral Elements(i,:)); 
end
194
The Process of Modelling a Synthetic Plume
195
