This paper introduces a heuristic planar trajectory-generation framework for multiple vehicles. Desired feasible trajectories are generated using Pythagorean Hodograph Bézier curves that satisfy the dynamic constraints of the vehicles, and guarantee spatial separation between the paths for safe operation. It is shown that the trajectory generation framework can be cast into a constrained optimization problem where a set of (sub)optimal desired trajectories are obtained by minimizing a cost function. To show the efficiency of the algorithm, a simulation example is given, where three fixed-wing Unmanned Aerial Vehicles are following and coordinating along feasible trajectories that are generated by the algorithm.
I. Introduction
Highly integrated airspace operations in the 2025 time frame are envisioned under the NextGen Air Transportation System (NextGen). 1 The NextGen concept of operations includes high-density, all-weather, and self-separation operational concepts, and is also expected to allow mixed-capability aircraft to operate within the same airspace, including piloted aircraft and Unmanned Aerial Vehicles (UAV). Hence, of paramount importance in realizing NextGen, is the safe integration of UAV into the National Airspace System (NAS). The diversity of this class of aircraft systems in terms of capability, degree of autonomy and intended missions, makes the integration task extra challenging. However, one feature that all UAVs have in common is the lack of a pilot onboard the aircraft to make critical decisions based on his or her situational awareness. The work presented in this paper addresses one of the safety issues concerning the integration of UAVs into the NAS.
The goal of NASA's Unmanned Aerial Systems (UAS) in the NAS project is to help safely integrate UAS into the NAS. This is a particularly important issue for small UAS (sUAS) -classified as UAS 55 lbs and under -which have the ability to fly low in urban areas. In order to accomplish this safely, the sUAS must be able to avoid static objects (e.g. buildings, mountains, or no-fly zones) in addition to other vehicles flying in the area. A complicating factor with other vehicles in the area is that they may be uncooperative; that is, they are not coordinating or communicating with other vehicles or air traffic control, which will occur in Class G airspace and possibly in Class E airspace with VFR traffic -the two primary airspaces sUAS operate in. In this case, guidance algorithms must be able to handle both static and moving objects.
A remotely piloted aircraft has many systems onboard to alleviate the workload and improve the performance of the pilot. For example, flight control systems provide stability and disturbance rejection while enabling the aircraft to track the pilot commands. At the highest level of autonomy, guidance algorithms allow UAVs to follow a desired path autonomously and reduce the task of the pilot to merely monitoring and strategic planning. For example, in multiple-UAV operations where the vehicles cooperate and jointly execute a mission, novel algorithms have been developed to ensure individual path-following in a synchronized manner. 2, 3, 4, 5, 6 However, one open issue that needs to be addressed is the generation of these desired paths (or trajectories). First, these need to be continuously flyable, and second, they have to be safe to fly in order for the UAVs to operate within the NAS.
Continuity of the curvature is a necessary condition for a path to be continuously flyable. However, the UAV should also be capable of following the path, which is determined by the dynamic constraints of the aircraft. For example, an aircraft has a minimum turning radius, and minimum and maximum speed that the generated trajectory has to comply to. Also, trajectories of different UAVs have to be spatially deconflicted a priori, in order to avoid collision and ensure safe simultaneous operation. Trajectories that are flyable and safe to fly are called feasible trajectories. Additional constraints that a set of generated trajectories has to satisfy can be mission-specific, for example, simultaneous arrival at pre-defined destinations or specified lengths of each individual path.
Hence, trajectory planning is not a trivial issue. A trajectory-planning algorithm has to work within a complex set of constraints and (near) real-time generation of trajectories is desired to allow the UAVs to re-plan their trajectories onboard, in cases where for example communication is lost between the ground control station (GCS) and the UAV. Often, the UAVs carry low power-consumption processors with limited memory in order to save weight for more payload. Therefore, the trajectory-planning algorithm has to be computationally efficient. One approach to relieve the computational load, is to seek a class of curves with geometric properties that can be exploited in satisfying the set of imposed constraints as described above. One such family of curves, possessing attractive geometric properties, is formed by the Bézier curves. Bézier curves are widely used in computer graphics, animations, and type fonts such as postscript fonts and true type fonts. The curves were invented by Dr. Pierre Bézier in the early 1960s to aid the engineers and artists in the shape design of the cars at the Renault company in France. A Bézier curve is completely determined by a set of control points. The curve starts at the first and ends at the last control point, while the curve lies completely in the convex hull containing the set of control points. This latter property is extremely useful when path planning for aircraft systems is considered, as the airspace in which an aircraft is allowed to maneuver is often allocated and limited by strict boundaries. An example of spatially deconflicted paths generated for a bounded airspace using Bézier curves can be found in Ref. 7 .
Within a class of curves, there exists a sub-class of curves of which the components of the hodographs satisfy a Pythagorean triple. These are called Pythagorean Hodograph (PH) curves. The hodograph of a curve is the locus described by the first parametric derivative of that curve. 8, 9 PH curves have the attractive property that the speed is a polynomial function of its parameter and, therefore, the arc length can be determined analytically. This of course reduces the computational load considerably compared to obtaining the arc lengths of the curves numerically.
In this paper we describe a heuristic approach to the trajectory generation problem. We combine tools and ideas from the literature to formulate a constrained optimization problem that can be solved using standard Matlab routines. We present a heuristic framework of trajectory generation using PH Bézier curves for multiple UAVs conducting a cooperative mission, such as for crowd monitoring and utility line inspection. Previous work where quintic PH Bézier curves are used for path generation algorithms can be found in Refs. 10 and 11. In Ref. 10 all generated paths are of equal length and the desired speeds are constant and the same for all UAVs in order to achieve simultaneous arrival. Our approach permits flexibility in path length and speed command and generates paths and speed profiles that allow for time-coordinated path following. The problem is formulated as a constrained optimization problem where the control points of the Bézier curves are found by minimizing a cost function subject to the boundary conditions and constraints. The optimization problem is solved using standard Matlab optimization tools. Additionally, by employing the cooperative path-following framework presented in Ref. 3 , we show a mission scenario where three fixedwing UAVs are able to follow these feasible paths generated by the trajectory-generation algorithm, and moreover arrive simultaneously at the desired final locations.
The paper is organized as follows: in Section II we describe the general trajectory-generation problem, in Section III we introduce the Pythagorean Hodograph Bézier Curves, Section IV formulates the trajectory-generation framework using Pythagorean Hodograph Bézier Curves, and in Section V we present simulation results illustrating the efficiency of the algorithm. Finally, the conclusions are drawn in Section VI.
II. Trajectory Generation
This section describes the trajectory generation algorithm to obtain desired feasible paths and speed profiles for the UAVs to follow. We introduce the variable t d here to characterize the temporal aspects within the mission setting. In general, the variable t d does not progress at the same rate as mission (clock) time t if, for example, time-coordination among the vehicles is desired.
In the planar trajectory generation problem, the objective is to generate N feasible trajectories p di
where the variable t d is used during the trajectory-generation phase and is distinct from the actual mission time t that evolves as the mission unfolds, and t * di are the individual final mission times of the vehicles obtained during the planning phase. The feasible trajectories p di minimize a cost function J(p di ) and satisfy boundary conditions, spatial constraints, and temporal constraints. Spatial and temporal constraints can be mission-specific, such as simultaneous arrival of the vehicles, but can also be related to the dynamics of the vehicles, for example a bounded and continuous curvature of the flight paths. Trajectories that satisfy all these constraints are called flyable trajectories. The trajectories are feasible, when they are also deconflicted in space by satisfying additional spatial or temporal separation constraints. In general, for computational efficiency, the trajectories p di are described by real polynomials.
The trajectory p di can be decomposed into a geometric element, the spatial path p di , and a temporal element, characterized by the speed profile v di , if a parameter ζ i ∈ [0, 1] is introduced to parameterize the spatial path
The spatial path p di in Equation (2) is completely specified by the spatial boundary conditions and constraints and hence, in order to incorporate the temporal specifications, a relation between the parameter ζ i and mission time t d needs to be formulated. An obvious choice would be to let ζ i = t d . This choice, however, would require higher order polynomials to represent p di to allow for more flexibility so as to be able to satisfy both the spatial and temporal specifications of the mission. Note that with this particular choice, there is also no decoupling between the spatial paths and the speed profiles. Let the timing law θ i (ζ i ) be defined as
which effectively determines how ζ i evolves with mission time t d , and the latter can be found as a function of ζ i through integration of the timing law,
The speed profile v di can be expressed as a function of the timing law θ i :
where the last equality is obtained by noting that the timing law θ i (ζ i ) > 0 since mission time t di (ζ i ) is a strictly monotonically increasing function, and that the first parametric derivative is defined as p
Here, · denotes the Euclidean norm. From Equation (5) it is clear that, with a timing law other than θ i (ζ i ) ≡ 1, the speed profile can be chosen independently from the spatial path p di (ζ i ), in order to meet the temporal specifications. The concept of introducing a timing law in order to adjust the spatial path and the speed profile independently, was first described in Ref. 12 , and applied later in Refs. 13 and 14. In Ref. 12 a separate reference function was used for the speed profile, whereas in Ref. 13 , the speed profile was obtained by integrating the acceleration equation using a predetermined thrust history.
The acceleration a di (ζ i ) corresponding to the desired path p di (ζ i ) and speed profile v di (ζ i ) is given by:
where
i . In the following, the trajectory generation problem will be formulated as a constrained optimization problem. First, the boundary conditions of the optimization problem will be presented. In this paper the initial and final positions, speeds and heading angles of each individual aircraft are prescribed, that is
for i = 1, . . . , N . Here, p i,init , Ψ i,init , and v i,init are the initial position, heading angle, and speed, respectively, while p i,fin , Ψ i,fin , and v i,fin are the final position, heading angle, and speed, respectively. Equation (6) gives the boundary conditions that need to be satisfied by the solution of the optimization problem. A path is continuously flyable if the curvature of the path is continuous. The signed curvature of a planar curve, unlike that of a spatial curve which is by definition a non-negative quantity, is given in terms of the first and second derivatives,
However, continuity of the curvature κ i (ζ i ) is a necessary but not a sufficient condition for the path to be flyable. The UAV should be capable of following the path, which is determined by the dynamic constraints of the aircraft. For example, a fixed-wing aircraft has a minimum turning radius R min , minimum speed v min and maximum speed v max , and a maximum acceleration a max that the generated trajectory has to comply to. Summarized, the solution to the constrained optimization problem needs to satisfy the following dynamic constraints:
Additional constraints that a set of generated trajectories has to satisfy can be mission-specific, for example simultaneous arrival at pre-defined destinations or specified lengths of each individual path. In the case when simultaneous arrival of the aircraft is required, and the absolute time of arrival is not specified, the additional constraint becomes
Finally, for the generated trajectories to be feasible, they have to be separated in space so as to allow the vehicles to operate safely in the airspace. Deconfliction between trajectories can be guaranteed through spatial separation or temporal separation. In the case of spatial separation, the minimum distance between any two points on the curves is greater or equal than the minimum spatial clearance E, i.e.
For temporal separation, the minimum distance between two points on the curves at a mission time t d is greater or equal than the minimum spatial clearance E, that is
where t * dij = min {t * di , t * dj }. In (11) the paths are allowed to intersect, but the vehicles are time separated and hence do not arrive at the intersection point simultaneously. If either Equation (10) or (11) is satisfied, then the generated trajectories are spatially deconflicted and therefore form a set of feasible paths. In this paper, feasible paths are generated by imposing the spatial separation constraint (Equation (10)); ensuring minimal spatial clearance E between the paths through temporal separation is part of ongoing research.
The trajectory generation framework can be cast into a constrained optimization problem where a set of desired trajectories are obtained by minimizing a cost function J(p di , θ i ). The optimization problem can be formulated as follows:
subject to boundary conditions (6) , dynamic constraints of the aircraft (8), mission-specific constraints, for example Equation (9), Equation (10) or (11) for spatial deconfliction,
where the set P is the set of degree n polynomial curves, the set Θ denotes the set of degree m polynomial curves, and J i (p di , θ i ) is the cost function for each vehicle. The main challenge is to solve this multi-vehicle optimization problem in (near) real-time, with a possibility that the curse of dimensionality phenomena arises as the number of vehicles increases. In this paper, an approach is presented to improve the convergence rate of the optimization algorithm by exploiting the mathematical and geometric properties of a particular family of curves, known in the literature as Bézier Curves.
III. Pythagorean Hodograph Bézier Curves

A. Bézier Curves
In this section, a brief overview is given of Bézier curves that are used to generate the trajectories. Bézier curves are widely used in computer graphics, animations, and type fonts such as postscript fonts and true type fonts. 15 The curves were invented by Dr. Pierre Bézier in the early 1960s to aid the engineers and artists in the shape design of the cars at the Renault company in France. Bézier curves are polynomials over the finite interval [0, 1] expressed in the Bernstein basis. A degree n Bézier curve is given by:
where ζ ∈ [0, 1] is a dimensionless parameter, and b n k (ζ) are the Bernstein polynomials,
The pointsr 0 , . . . ,r n ∈ R 2 are the control points of the Bézier curve. Using Bézier curves to describe the desired flight paths is attractive due to the geometric properties that these curves exhibit. One important property that is exploited extensively is the fact that a Bézier curve lies completely in the convex hull of the control pointsr 0 , . . . ,r n . Hence, the convex hull is a polygon (or a polyhedron for spatial curves) with a subset of the control points as its vertices. Additionally, a Bézier curve starts at the first control pointr 0 and ends at the last control pointr n , and it lies tangent to the control polygon at these two control points. Many operations performed on Bézier curves are computationally efficient, such as arithmetic operations, differentiation and integration. For example, the hodograph, which is the locus described by the first parametric derivative of a Bézier curve r ′ (ζ) = dr(ζ)/dζ, is a degree n − 1 Bézier curve and its control pointsh k are solely determined by the control pointsr k of the curve:
One computational procedure that is often associated with Bézier curves is the de Casteljau algorithm. This recursive algorithm computes the point on the curve for a parameter value ζ ∈ [0, 1] and subdivides the curve at that particular point. Additionally, the control points of the two newly formed Bézier curves converge towards the curve. The de Casteljau algorithm is fundamental to many computational procedures applied to Bézier curves, such as determining the minimum distance between two Bézier curves. 16 A more detailed discussion of the properties of Bézier curves and algorithms can be found in Ref. 17 .
B. Pythagorean Hodograph Curves
Next, an elegant way of simplifying the computation of the arc length s(ζ) of a differentiable planar curve r(ζ) is presented. Recall, that the arclength s(ζ) is computed as follows:
where the hodograph r ′ (ζ) is given by r
⊤ . Equation (13) often does not allow a solution in closed-form due to the square root, and hence numerical methods are used to evaluate the arc length s(ζ). However, Equation (13) simplifies significantly if a Pythagorean structure is incorporated a priori in the hodograph of r(ζ). To this end, let
for some polynomial σ(ζ). Curves with hodographs satisfying Equation (14) are called Pythagorean Hodograph (PH) curves. 17 Substituting Equation (14) into (13) 
where u(ζ) and v(ζ) are relative prime. An immediate benefit besides obtaining a closed-form function for the arc length s(ζ), is the fact that the expression for the curvature also simplifies. The curvature κ(ζ) of a PH curve can be written in terms of the polynomials u(ζ), v(ζ), and w(ζ) by using Equations (15) and (7):
where u ′ (ζ) = du(ζ)/dζ and v ′ (ζ) = dv(ζ)/dζ. If r(ζ) is described by a degree n Bézier curve, then u(ζ), v(ζ), and w(ζ) are also Bézier curves. In that case, it is obvious that the curvature κ(ζ) in Equation (16) is a rational function of two polynomial Bézier curves and it can always be cast into a rational Bézier curve. Many properties of (polynomial) Bézier curves are preserved when rational Bézier curves are considered. Likewise computational procedures designed for Bézier curves can be extended for rational Bézier curves.
Remark 1 PH curves are not limited to the family of Bézier curves. In fact, any curve described by polynomials has the Pythagorean Hodograph property if and only if Equations (15) are satisfied.
IV. Trajectory Generation Framework
The framework for trajectory generation that is presented hereafter, combines the favorable geometric properties of Bézier curves with the Pythagorean property of PH curves. The resulting PH Bézier curves retain their computational efficiency while also allowing closed-form functions for the arc length s i (ζ i ). Bézier curves were used in Ref. 7 to generate paths for multiple UAVs in bounded airspace, while PH Bézier curves were generated for simultaneous arrival of multiple UAVs in Ref. 10 . In the latter work, the trajectories were generated such that the paths were of equal lengths while the desired speeds were constant and equal for all UAVs. In this paper, the arc lengths and the speed profiles are not restricted to such constraints and hence offer greater flexibility. Quintic PH Bézier curves are most commonly used to generate paths in several works on trajectory generation. 10, 18 Ref. 8 states that quintic PH Bézier curves are the simplest PH Bézier curves that allow first-order Hermite interpolation, i.e. constructing a smooth curve with given end points and derivatives. The properties and behavior of the quintic PH Bézier curves are also extensively studied in Refs. 8,9 and 17. Hence, in our approach we seek to generate quintic PH Bézier curves (see Equation 17a) to describe the spatial paths (2) and quadratic Bézier curves (see Equation 17b) to represent the timing laws (3):
wherep i,k ∈ R 2 andθ i,k ∈ R are the control points of the spatial path p di (ζ i ) and the timing law θ i (ζ i ), respectively. Increasing the degree of the PH Bézier curves will offer more flexibility in satisfying the constraints at a potential increased computational cost. Also PH Bézier curves of higher degree might exhibit unknown undesirable behavior and characteristics since they have not been extensively explored yet. One way to overcome this is to use quintic PH Bézier splines. Additional constraints have to be satisfied in order to ensure smoothness at the connection points.
As discussed previously, the Pythagorean condition (15) has to be satisfied for all ζ i ∈ [0, 1], for p di (ζ i ) to be a PH Bézier curve. Hence, let u i (ζ i ) and v i (ζ) be quadratic Bézier curves and w i (ζ i ) = 1, that is
Combining Equations (5) and (15), and noting that for PH curves the parametric speed p ′ di (ζ i ) = σ i (ζ i ), the desired speed profiles can be expressed as follows:
The corresponding acceleration a di (ζ i ) is given by:
. Thus, instead of finding the control pointsp i,k andθ i,k , the objective now is to obtain a set of control pointsū i,k ,v i,k , andθ i,k through a constrained optimization problem. Specifically in this paper, the goal is to generate feasible trajectories of multiple UAVs for simultaneous arrival. Hence, the general constrained optimization problem in (12) can be reformulated as follows:
subject to boundary conditions (6), Equation (15) for PH condition, dynamic constraints of the aircraft (8) with κ i (ζ i ) given by (16) , constraint for simultaneous arrival Equation (9), Equation (10) for spatial deconfliction, where the set B is the set of degree 2 Bézier curves and J i (u i , v i , θ i ) is the cost function for each vehicle. From the control pointsū i,k ,v i,k , andθ i,k that are obtained from the optimization algorithm, the path p di (ζ i ), the timing law θ i (ζ i ), and the speed profile v di (ζ i ) can be reconstructed using Equations (15), (17b), and (18). Mission time t di (ζ i ) is given by Equation (4). Since θ i (ζ i ) is a quadratic Bézier curve, this integral has a closed-form solution given by
, and c i,0 is the integration constant. Since t di (ζ i ) is a strictly monotonically increasing function, the inverse function ζ i (t d ) exists and is given by:
The generated desired trajectories that are used by, for example, a cooperative path-following algorithm to generate the guidance commands, are completely characterized by the desired paths p di (ζ i ) (Equation (17a)) and the functions ζ i (t d ) (Equation (19)). Using the notation similar to Equation (1), they can be described as 
V. Simulation Results
In this section a simulation scenario will be presented where three fixed-wing UAVs are tasked to converge to and follow three spatially deconflicted paths and arrive at their final destinations at the same time.
Representative examples of such missions are simultaneous suppression of multiple targets located at different positions, and time efficient retrieval of assets after a survey mission. Note that these missions impose only relative temporal constraints on the arrival of the UAVs. The simulations presented in this section are based on a kinematic model of a fixed-wing UAV, described in Ref. 3 , along with a simplified, decoupled linear model describing the roll, pitch, yaw, and speed dynamics of the closed-loop UAV with its autopilot. The cooperative path-following framework which ensures that the UAVs track the desired paths and arrive simultaneously at the desired final locations, is also presented in Ref. 3 , and hence in this section we will only present the simulation results. First, the results of the trajectory generation algorithm will be presented, followed by the simulation results of the mission scenario.
A. Generated Trajectories
As a first step, the desired paths and speed profiles need to be obtained in order for the cooperative pathfollowing algorithm to generate the guidance commands. In this example, the trajectory-generation algorithm, described in Section II, is used to generate trajectories starting from the initial locations and ending at the desired final locations. The initial conditions for the three UAVs are as follows:
From these initial conditions, the UAVs have to simultaneously reach the desired final locations
and the desired heading angles and speeds at these points are
Since simultaneous arrival is required, Equation (9) is an active constraint. In this example, the numerical values for the UAV dynamic constraints given in (8) are
The acceleration constraint has been omitted for simplicity in this example. For spatial deconfliction, it is required that the paths are separated by at least 100 m at any two points on the curves. Using (10) with E = 100, this constraint becomes
Lastly, in this particular example, it is desired to minimize the airspeed deviations from the initial speed v i,init , hence the cost function is given by
The trajectories are obtained by solving the constrained optimization problem of the form
subject to boundary conditions, Equation (15) for PH condition, dynamic constraints of the aircraft (20) , mission-specific constraint Equation (9), Equation (21) for spatial deconfliction.
The optimization problem is solved using standard Matlab optimization routines for constrained optimization problems. Figure 1 shows the results where the spatial deconfliction constraints are not active. All boundary conditions and other constraints are met, such as simultaneous arrival and dynamic constraints. The complete solution was found within 9 seconds using Matlab. The three flight paths in two-dimensional space are drawn in Figure 1a . In gray are also shown the control points of the PH Bézier curves. The initial positions are indicated by red triangle symbols, while the final positions of the paths are represented by red square symbols. Figure 1b shows the distance d 13 between any two points on the flight paths of UAV 1 and UAV 3. Similarly, Figure 1c shows the distance d 23 between any two points on the flight paths of UAV 2 and UAV 3. In both figures, the blue plane represents the minimum spatial clearance E = 100. Clearly, the minimal separation E between UAV 1 and UAV 3, and between UAV 2 and UAV 3, is not met, since the blue plane intersects the graphs of d 13 and d 23 , respectively. Subsequently, this solution is used as an initial guess for the constrained optimization problem with the spatial deconfliction constraints imposed. The time taken to converge to a solution is in this case less than 18 seconds. Figure 2 presents the flight paths of the three UAVs (Figure 2a ) and the distances d 13 and d 23 in Figures 2e and 2f , respectively. Since the spatial separation constraints given by Equation (21) are satisfied, it can be seen in Figures 2e and 2f that the blue planar surfaces do not intersect the graphs of d 13 and d 13 in this case. It can be verified from Figure 2b that the curvatures of the flight paths satisfy the dynamic constraints. Similarly, the airspeeds meet the dynamic constraints and the boundary conditions (Figure 2c) . Lastly, Figure 2d depicts the timing law θ i (top figure) and mission time t di (bottom figure), both as function of ζ i . It can be seen that the solution meets the constraint for simultaneous arrival, since the desired time of arrival at the final positions is t * di = 72.9 seconds for i = 1, 2, 3. The paths have lengths ℓ f 1 = 1, 753.0 m, ℓ f 2 = 1, 534.9 m, and ℓ f 3 = 1, 731.4 m. The control points for the quintic PH Bézier curve p di and the quadratic Bézier curve θ i , corresponding to the solutions shown in Figure 2 , are tabulated in Table 1 .
B. Path Following with Simultaneous Arrival
In this section, simulation results of the execution of the cooperative mission are presented. As the discussion of the time-critical path-following framework is beyond the scope of this paper, the reader is referred to Refs. 3 and 6 for more details. The essence here is that the trajectory-generation framework is an integral part of the complete path-following and time-coordination frameworks by generating trajectories that are flyable and time deconflicted in space (or in time). Hence, it will be shown that the generated paths can be closely followed by the team of cooperating UAVs, which at the same time satisfy the (relative) temporal assignments of the generated mission. Figure 3 illustrates the evolution of the UAVs (blue lines) moving along the paths (green lines). The maneuvers are executed at a constant altitude of 100 m. The UAVs start the mission with an initial offset in both position and attitude with respect to the beginning of the framed paths. As can be seen in the figure, the path-following algorithm eliminates this initial offset and steers the UAVs along the corresponding paths, while the coordination algorithm ensures simultaneous arrival at the end of the path at t = 69.4 seconds. Note that the actual final mission time is shorter than the planned time, which was t * di = 72.9 seconds. However, the mission objective is met, since we are only concerned about relative temporal constraints, namely simultaneous arrival of the UAVs at the desired final locations.
Details about the performance of the path-following algorithm are shown in Figure 4 . As described in Refs. 3 and 6, the key idea of the path-following algorithm is to use the attitude control effectors of the UAV to follow a virtual target vehicle running along the path. To this effect, a moving frame is attached to this virtual target and a generalized error vector is defined that characterizes the position and attitude errors between this moving coordinate system and a frame attached to the actual UAV. As illustrated in Figures 4a and 4c , the path-following position and attitude errors, denoted by p F,i (t) and Ψ(R i (t)), converge to a neighborhood of zero within 10 seconds and 30 seconds, respectively. Figures 4b and 4d present the angular-rate commands, q c,i (t) and r c,i (t), the actual angular rates, q i (t) and r i (t), as well as the rate of progressionl i (t) of the virtual targets along the path.
To enforce the temporal constraints that must be met to coordinate the entire fleet of UAVs, the speed profile of each vehicle is adjusted based on coordination information exchanged among the vehicles over a supporting communications network. As explained in Ref. 3 , the time-coordination problem is formulated as a consensus problem, in which the objective of the fleet of vehicles is to reach agreement on some distributed variables of interest, denoted by ξ i , i = 1, 2, 3. In particular, the temporal specifications of the mission are met if, first, ξ i = ξ j for any two vehicles i and j and, second,ξ i = 1. The former ensures that the vehicles maintain desired relative position along their paths, while the latter implies that each vehicle travels at the desired speed v di . The time-coordination algorithm relies on a distributed leader-follower control law with a proportional-integral structure that requires only the exchange of the coordination states ξ i among the UAVs. The evolution of both the coordination errors (ξ i (t) − ξ j (t)) and the rate of change of the coordination statesξ i (t) is illustrated in Figure 5 , along with the resulting UAV speeds and the integral states implemented on the follower vehicles. The figure shows that the coordination errors converge to a neighborhood of zero, while the rate of change of the coordination states converges to the desired rate of 1 s/s. In particular, Figure 5b illustrates how the vehicles adjust their speeds (with respect to the desired speed profiles) to achieve coordination. The figure also shows that, as a result of the switching nature of the network topology, the speed commands of the three vehicles are discontinuous. 
VI. Conclusions
In this paper a heuristic approach for the trajectory-generation problem is proposed for multiple Unmanned Aerial Vehicles (UAV) missions. The trajectory-generation framework employs Pythagorean Hodograph Bézier curves and is capable of generating a set of (sub)optimal trajectories which are deconflicted in space, thus ensuring a minimum spatial clearance between any two points on the trajectories. The trajectories are found by solving a constrained optimization problem, where the (sub)optimal solution has to satisfy minimum spatial separation requirements, as well as dynamic constraints of the vehicles (i.e. minimum and maximum velocity, maximum acceleration and minimum radius of curvature). Preliminary results show that, by exploiting geometrical and mathematical properties of the Bézier curves, this heuristic approach achieves promising rates of convergence of the optimization algorithm, and hence it is expected that further future developments of the algorithm will allow (near) real-time trajectory generation onboard the UAVs.
We also presented a simulation of a mission scenario, where three fixed-wing UAVs are tasked to follow desired trajectories and arrive simultaneously at predefined final locations. By adding these temporal constraints, the algorithm is able to generate trajectories that can be closely followed by a team of cooperating UAVs. In the simulation, time-coordinated path following is ensured by a novel cooperative path-following algorithm, that is assumed to be running onboard the UAVs.
This approach narrows the gap towards realizing capabilities that enable (autonomous) mission replanning in real-time. As a result, these technologies allow the UAV operator to focus on the mission rather than planning and flying flight paths in a possibly changing region of airspace. As such, the small UAV operator's ground control station (GCS), which is quite often bereft of space, now only has to provide him or her with status updates on the mission rather than the ability to rapidly modify the UAV's flight path in real time. This capability will ultimately alleviate the workload, improve pilot performance, and increase the safety of small UAVs flying over populated areas.
Future Work
Future work includes comparison of the developed algorithms with existing Legendre and Chebyshev pseudospectral methods, especially designed to solve optimal control problems with state and control constraints. 19, 20 To the best of the authors' knowledge, literature on pseudospectral methods has not addressed the problem of cooperative trajectory generation. To this end, it might be necessary to extend some of these methods so that more general constraints, such as spatial-deconfliction or arrival-margin requirements, can be accounted for.
