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A GOOD UNIVERSAL WEIGHT FOR NONCONVENTIONAL ERGODIC AVERAGES IN NORM
IDRIS ASSANI AND RYO MOORE
Abstract. We will show that the sequence appearing in the double recurrence theorem is a good universal
weight for the Furstenberg averages. That is, given a system (X,F ,µ, T) and bounded functions f1, f2 ∈ L∞(µ),
there exists a set of full-measure X f1 , f2 in X that is independent of integers a and b and a positive integer k
such that for all x ∈ X f1, f2 and for every other measure-preserving system (Y,G, ν, S), and each bounded and
measurable function g1 , . . . , gk ∈ L∞(ν), the averages
1
N
N
∑
n=1
f1(T
anx) f2(Tbnx)g1 ◦ S
ng2 ◦ S2n · · · gk ◦ S
kn
converge in L2(ν).
1. Introduction
1.1. Background.
1.1.1. Good universal weights. In some literatures (e.g. [3, Definitions 3.1-3.3]), the sequence (an) is called
a good universal weight for the pointwise ergodic theorem if for any probability measure preserving system
(Y,G, ν, S) and any g ∈ L∞(ν), the averages
(1)
1
N
N−1
∑
n=0
ang(Sny)
converge for ν-a.e. y ∈ Y. Similarly, the sequence (an) is called a good universal weight for the mean ergodic
theorem if the averages in (1) converge in L2(ν).
In this paper, we will extend these classical notions of good universal weights to discuss the case where
the sequence (g ◦ Sn)n in (1) is replaced by other sequences of bounded and measurable functions (Xn)n.
Definition 1.1. We say (Xn)n is a process if for all nonnegative integers n ≥ 0, Xn is a bounded and measurable
function on some probability measure space (Ω,S ,P).
For instance, a sequence of bounded and measurable functions (Xn)n = (g ◦ Sn)n for any g ∈ L∞(ν)
on any probability measure-preserving system (Y,G, ν, S) is a process. Another process (Xn)n of our
interest is a product of multiple functions each iterated by different powers of a measure-preserving
transformation, such as
Xn(y) = g1(S
ny)g2(S
2ny) · · · gk(S
kny),
for any positive integer k, where g1, g2, . . . , gk ∈ L∞(ν) on any measure-preserving system (Y,G, ν, S).
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Definition 1.2. We denote by
M1 =
{
(an) : sup
N
1
N
N
∑
n=1
|an| < ∞
}
.
• We say a sequence (an) ∈ M1 is a good universal weight for (Xn)n (a.e.) pointwise if for any probability
measure space (Ω,S ,P) for which the process (Xn)n is defined, the averages
1
N
N
∑
n=1
anXn(ω)
converge for P-a.e. ω ∈ Ω.
• We say a sequence (an) ∈ M1 is a good universal weight for (Xn)n in norm if for any probability
measure space (Ω,S ,P) for which the process (Xn)n is defined, the averages
1
N
N
∑
n=1
anXn(ω)
converge in L2(P)
For example, if (an)n is a good universal weight for the process (Xn)n = (g ◦ Sn)n pointwise (resp. in
norm) for any g ∈ L∞(ν), where (Y,G, ν, S) is any probability measure-preserving system, then (an)n is a
good universal weight for the pointwise ergodic theorem (resp. the mean ergodic theorem) in the classical
sense.
1.1.2. History of the return times theorem. The studies of the return times theorem have shown that we
can randomly generate good universal weights. The basic principle of the return times theorem that
has been initially studied by A. Brunel in his Ph.D. thesis in 1966 [15] is as follows: Given a process
Xn(ω) converging in average (in norm or pointwise) and the characteristic function of a measurable set
with positive measure, 1A, do we still have the convergence of the averages along the subsequence given
by the return times of Tnx to the set A? In other words, is the sequence (1A(Tnx))n a good universal
weight (in norm or pointwise) for the averages of 1A(Tnx)Xn(ω)? In 1969, A. Brunel and M. Keane
answered this question positively for a particular class of dynamical systems for both pointwise and norm
convergence [16]. Krengel’s book highlights some of the generalization of their work [22].
One of the important results in ergodic theory is the proof of return times theorem by J. Bourgain [12],
which was later simplified by J. Bourgain, H. Furstenberg, Y. Katznelson, and D. Ornstein (a.k.a. the
"BFKO" argument) [14]. This result strengthens Birkhoff’s pointwise ergodic theorem and generalizes the
above-mentioned results on return times.
Theorem 1.3 (Bourgain’s Return Times Theorem). Let (X,F , µ, T) be a probability measure-preserving system
and f ∈ L∞(µ). Then there exists a set X f ⊂ X of full measure such that for any other probability measure-
preserving system (Y,G, ν, S) and any g ∈ L∞(ν),
1
N
N
∑
n=1
f (Tnx)g(Sny)
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converges ν-almost everywhere for all x ∈ X f .
While the set of full-measure X f depends on the function f and the transformation T, it is independent
of every other ergodic system. In terms of Definition 1.2, Bourgain has shown that for µ-a.e. x ∈ X, the
sequence an = f (Tnx) is a good universal weight for (Xn)n = (g ◦ Sn)n pointwise, where g ∈ L∞(ν) for
any measure-preserving system (Y,G, ν, S).
1.1.3. Extensions of the return times theorem. Much of the background, historical development, and current
status of the return times can be found in the survey paper prepared by the first author and K. Presser [10].
Here, we will focus on discussing some of the developments on the return times theorem regarding mixing
of multiple recurrence and multi-term return times problems. Some new results that appeared since the
emergence of the survey paper are mentioned as well.
Since the result of Bourgain emerged, the return times theorem has been extended in multiple direction.
One way is to find a new universal weight in which the return-times averages converge. For instance, the
first author shows in Proposition 5.3 of [3] that if (X,F , µ, T) is a weakly-mixing, standard uniquely
ergodic system with Lebesgue spectrum, and f ∈ C(X), then ( f (Tnx)) is a good universal weight for the
pointwise ergodic theorem for all x ∈ X. Recently, P. Zorin-Kranich announced the extension of Bourgain’s
return times theorem by showing that the double recurrence sequence is a good universal weight for the
pointwise ergodic theorem for µ-a.e. x ∈ X [28].
The return times theorem has also been extended to averages with more than two terms. One example
of such is the multiterm return times theorem that was obtained by D. Rudolph in 1998 [25], which answers
one of the questions raised by the first author in 1991. Rudolph’s proof utilized the method of joinings and
fully generic sequences, while the method of factor decomposition was absent, which was one of the key
tools in the BFKO argument of the return times theorem. Later, the first author and K. Presser identified
characteristic factors for the multiterm return times theorem [8,9]. Furthermore, P. Zorin-Kranich provided
a different proof of the multiterm return times theorem based on these factor structures, and showed that
multiterm return times averages can be extended to Wiener-Wintner type averages with nilsequences [27].
Also, T. Eisner [17] showed the convergence of Wiener-Wintner type averages for multiterm return times
theorem with linear sequences.
In another direction, the return times theorem has been extended by mixing weights from the a.e.
multiple recurrence and the multiterm return times theorem. This idea was introduced by the first author
in 1998, in which he proved the following:
Theorem 1.4 ( [2, Theorem 3]). Let (X,F , µ, T) be a weakly mixing dynamical system such that for all positive
integers H, for all f1, f2, . . . fH ∈ L∞(µ), for all (b1, b2, . . . , bH) ∈ ZH where bi distinct and not equal to zero, the
sequence
1
N
N
∑
n=1
(
H
∏
i=1
fi(T
binx)
)
converges a.e. to
H
∏
i=1
∫
fidµ .
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Then there exists a set of full measure X′ for any other weakly mixing system (Y1,G1, S1, ν1) and any g1 ∈ L∞(ν1),
there exists a set of full measure Yg1 in Y1 such that if y1 ∈ Yg1 , then . . . for any other weakly mixing system
(Yk−1,Gk−1, Sk−1, νk−1) and any gk−1 ∈ L∞(νk−1) there exists a set of full measure Ygk−1 in Yk−1 such that if
yk−1 ∈ Ygk−1, then for any other weakly mixing system (Yk,Gk, Sk, νk), the sequence
ξn(x, y1, y2, . . . , yk) =
(
H
∏
i=1
fi(T
binx)
)(
k
∏
j=1
gj(S
n
j yj)
)
is a good universal weight for the pointwise ergodic theorem for νk-a.e. yk ∈ Yk.
For instance, if (X,F , µ, T) is a weakly mixing system for which the restriction of T to its Pinsker
algebra has singular spectrum, then the hypothesis of the theorem above holds. This result was proven by
the first author in 1998 [1].
In terms of Definition 1.2, Theorem 1.4 says that for k = 1, there exists a set of full-measure Yg1 ⊂ Y1
such that for all y1 ∈ Y1, the sequence (∏
H
i=1 fi(T
binx))n is a good universal weight for µ-a.e. x ∈ X for
the process Xn(z) = Xn[y1, g1, S1](z) = g1(Sn1y1)h(R
nz) pointwise, for any measure-preserving system
(Z,Z , η, R) and a function h ∈ L∞(η).
In 2009, B. Host and B. Kra showed in [21] that given an ergodic system (X,F , µ, T) and f ∈ L∞(µ),
the sequence ( f (Tnx)) is a good universal weight for µ-a.e. x ∈ X for the convergence in L2-norm of the
Furstenberg averages, i.e. they have shown that there exists a set of full-measure X′ ⊂ X such that for
any x ∈ X′ and any other measure-preserving system (Y,G, ν, S) with functions g1, . . . , gk ∈ L∞(ν), the
averages
(2)
1
N
N
∑
n=1
f (Tnx)
k
∏
i=1
gi ◦ S
in,
converge in L2(ν). In particular, if f = 1A for some measurable set A ∈ F , then they have shown that the
averages of the sequence (∏ki=1 gi(S
iny))n along the subsequence of the return times of Tnx to the set A
converge in L2(ν)-norm. In the language of Definition 1.2, for µ-a.e. x ∈ X, the sequence ( f (Tnx)) is a
good universal weight for (Xn)n in norm, where (Xn)n is a process of the form
(3) (Xn)n =
(
k
∏
i=1
gi ◦ S
in
)
n
for any g1, . . . , gk ∈ L
∞(ν) on any m.p.s. (Y,G, ν, S), for any k ≥ 1.
This result extends their earlier work in [20], where they proved the result for f = 1X . To show this result,
they used the machinery of nilsequences (see [11,21] for more background on nilsequences); they showed
that if a bounded sequence (an)n ∈ ℓ∞ has a property that the Cesaro averages of anbn converge for any
k-step nilsequence (bn)n, then (an)n is a good universal weight for k-term multiple recurrent averages in
the L2-norm. Then the convergence of the averages in (2) follows from the fact that there exists a set
of full-measure X′ so that for any x ∈ X′ and any nilsequence (bn)n, the Cesaro averages of f (Tnx)bn
converge; this is referred to as the generalized Wiener-Wintner theorem. Later, in the work of T. Eisner
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and P. Zorin-Kranich, the generalized Wiener-Wintner theorem was extended to any measure-preserving
system (with not necessarily ergodic transformation) with uniform counterpart, and used this to extend
the result to a case with polynomial actions [18].
1.2. The main theorem. In this paper, we will prove the following:
Theorem 1.5 (The main result). Let (X,F , µ, T) be a probability measure-preserving system, with functions
f1, f2 ∈ L∞(µ). Then for µ-a.e. x ∈ X, the sequence un = ( f1(Tanx) f2(Tbnx))n is a good universal weight for
a k-term Furstenberg averages in norm for any positive integer k. More precisely, there exists a set of full-measure
X f1, f2 ⊂ X such that for any x ∈ X f1, f2 , a, b ∈ Z and any positive integer k ≥ 1, and any other probability
measure-preserving system (Y,G, ν, S) with g1, . . . , gk ∈ L∞(ν), the averages
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)
k
∏
i=1
gi ◦ S
in
converge in L2(ν).
In particular, if f1 = 1A and f2 = 1B for some measurable sets A, B ∈ F with positive measures, then
we see that the averages of the sequence (∏ki=1 gi(S
iny))n along the subsequence of the return times of
Tanx to the set A and Tbnx to the set B converge in L2(ν)-norm. This theorem mixes the weights from
the a.e. double recurrent convergence result and the norm convergence of the multiple recurrent theorem.
In terms of Definition 1.2, we show that for µ-a.e. x ∈ X, the sequence ( f1(Tanx) f2(Tbnx))n is a good
universal weight for the process (Xn)n of the form in (3) in norm. Note that this theorem generalizes the
result obtained by B. Host and B. Kra, since if a = 1 and f2 = 1X, then the averages in the theorem become
the averages seen in (2).
The Cesaro averages of the sequence ( f1(Tanx) f2(Tbnx))n is known to converge for µ-a.e. x ∈ X by
Bourgain’s double recurrence theorem [13]. It was recently extended to a Wiener-Wintner result [5], and
further to a polynomial Wiener-Wintner result [7]. Note that the case k = 1 of the main result follows
immediately from this Wiener-Wintner result. In fact, we will show that this is the key step required to
establish the "base case" of our inductive argument in the proof.
In the proof, we will assume that the systems (X,F , µ, T) and (Y,G, ν, S) are ergodic, since we can apply
the ergodic decomposition to show that the result holds for general measure-preserving systems. To prove
the main result for k ≥ 2, we will first decompose the functions f1 and f2 into an appropriate characteristic
factor of (X,F , µ, T), and treat the cases when either f1 or f2 belongs to the orthogonal complement of this
factor, or the case when both of them belong to the factor. For the first case, we will prove it by induction
on k. We will show that the case k = 2 follows from the fact that the theorem holds for the case k = 1;
to do so, we will show that the L2(ν)-norm limit of the averages can be controlled by the limit of the
double recurrence Wiener-Wintner averages. We will also show that the case k = 3 follows from the case
k = 2 to demonstrate the inductive step necessary to prove this for any k ∈ N. For the second case, we
will decompose the functions g1, . . . , gk into an appropriate characteristic factor, and treat the sub-cases
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when either one of g1, . . . , gk belongs to the orthogonal complement of this factor, and when all of them
belong to the factor separately. For the first sub-case, we will control the norm limit of the averages with
a seminorm that characterizes this factor, and uses this to show that the norm averages converge to 0. For
the second sub-case, we will use the structure of nilmanifolds and Leibman’s convergence result [24] to
prove the claim.
The factors we use are the Host-Kra-Ziegler factors [20, 26]. Throughout this paper, we denote Zk(T)
to be the k-th Host-Kra-Ziegler factor of (X, T), which is characterized by the k+ 1-th Gowers-Host-Kra
seminorm |||·|||k+1 [19, 20]. Using the language of these factors, Theorem 1.5 can be shown by proving the
following:
Theorem 1.6. Let (X,F , µ, T) be an ergodic system, and f1, f2 ∈ L∞(µ) such that ‖ fi‖L∞(ν) ≤ 1 for both i = 1, 2.
Fix a positive integer k ≥ 1. Then the following statements are true.
(a) Suppose either f1, f2 ∈ Zk+1(T)⊥. Then there exists a set of full-measure X˜k ⊂ X such that for any
x ∈ X˜, any other measure-preserving system (Y,G, ν, S), and functions g1, g2, . . . , gk ∈ L∞(ν) where∥∥gj∥∥L∞(ν) ≤ 1 for each 1 ≤ j ≤ k, the averages
(4)
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)
k
∏
j=1
gj ◦ S
jn
converge to 0 in L2(ν).
(b) For any f1, f2 ∈ L∞(µ), there exists a set of full-measure Xˆk such that for any x ∈ Xˆ and any other ergodic
system (Y,G, ν, S), and functions g1, . . . , gk ∈ L∞(ν) with one of them belonging to Zk(S)⊥, the averages
in (4) converge to 0 in L2(ν).
(c) Suppose both f1, f2 ∈ Zk+1(T). Then there exists a set of full-measure X′k ∈ X such that for any x ∈ X
′,
and for any other ergodic system (Y,G, ν, S) and functions g1, . . . , gk ∈ L∞(ν) ∩ Zk(S), the averages in
(4) converge in L2(ν).
Proof that Theorem 1.6 implies Theorem 1.5. Fix a positive integer k ≥ 1. Let f ′i = fi −E( fi|Zk+1) for i = 1, 2.
We rewrite the averages in (4) as follows:
1
N
N
∑
n=1
f1(T
anx) f2(T
bnx)
k
∏
j=1
gj ◦ S
jn(5)
=
1
N
N
∑
n=1
E( f1|Zk+1)(T
anx)E( f2|Zk+1)(T
bn)
k
∏
j=1
gj ◦ S
jn
+
1
N
N−1
∑
n=0
E( f1|Zk+1)(T
anx) f ′2(T
bnx)
k
∏
j=1
gj ◦ S
jn
+
1
N
N
∑
n=1
f ′1(T
anx)E( f2|Zk+1)(T
bnx)
k
∏
j=1
gj ◦ S
jn
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+
1
N
N
∑
n=1
f ′1(T
anx) f ′2(T
bnx)
k
∏
j=1
gj ◦ S
jn.
We know that, by Theorem 1.6(a), there exists a universal set of full-measure X˜k such that for all x ∈ X˜k,
the last three averages of the right hand side of (5) converge to 0 in L2(ν). And by Theorem 1.6(b-c), the
first averages also converge in L2(ν) for all x ∈ Xˆk ∩ X′k. So if we set
X f1, f2,k = X˜k ∩ Xˆk ∩ X
′
k,
then X f1, f2,k is a set full-measure that only depends on f1, f2, the transformation T, and the positive integer
k, since it is a finite intersection of the sets of full-measure, each only depending on the functions f1, f2,
and the transformation T. Thus, for any x ∈ X f1, f2,k, a, b ∈ Z, and any other ergodic system (Y,G, ν, S)
with functions g1, . . . , gk ∈ L∞(ν), the averages in (4) converge in L2(ν). This implies that the set
X f1, f2 =
∞⋂
k=1
X f1, f2,k
is a set of full-measure that only depends on the functions f1, f2, and the transformation T, and this is
indeed the desired universal set for Theorem 1.5. 
1.3. Organization of the paper. In §2, we will prove (a) of Theorem 1.6, which treats the case where either
f1 or f2 belongs to the orthogonal complement of the appropriate factor of (X, T). The case where f1 and
f2 both belong to the appropriate factor is discussed in §3, where we first look at the case where either
one of the functions g1, . . . , gk belongs to the orthogonal complement of the appropriate factor of (Y, S)
(which corresponds to (b) of Theorem 1.6), and the case all of them belong to the appropriate factor (which
corresponds to (c) of Theorem 1.6).
1.4. Acknowledgment. We thank the anonymous referee for his/her comments.
2. The case where either f1 or f2 belongs to Zk+1(T)⊥ (Proof of (a) of Theorem 1.6)
The idea of the proof is as follows: We will first prove the statement for the case k = 2. We first identify
the set of full-measure for which the averages in (4) converges to 0; the fact that this is indeed a set of
full-measure can be shown by using Fatou’s lemma and the following inequality obtained in [5]:
(6)
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−1
∑
n=0
f1(T
anx) f2(T
bnx)e2piint
∣∣∣∣∣
2
dµ(x) .a,b min
i=1,2
||| fi|||
2
3.
The key observation of the proof is the fact that S is a measure-preserving transformation allows us to
bound the L2(ν)-norm of the averages by the double recurrence Wiener-Wintner averages; to do so, we
apply van der Corput’s lemma [23], Hölder’s inequality, and the spectral theorem. This allows us to show
that the averages in (4) indeed converge to 0 when k = 2 for this set of full-measure.
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Then we will proceed for the case k = 3 to demonstrate that the claim can be proven inductively for the
case k > 2. Again we start by identifying the set of full-measure. To show that the averages converge to 0
on this set, we rely on the result obtained for the case k = 2.
Before we prove this part of the theorem, we will prove this for the case where k = 2, 3 to demonstrate
the inductive step for simple cases. For the case k = 2, we would like to show that
(7) lim sup
N→∞
∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)g1 ◦ S
ng2 ◦ S
2n
∥∥∥∥∥
2
L2(ν)
= 0.
Consider a set
(8)
X˜2 =

x ∈ X : lim infH→∞

 1
H
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2


1/2
= 0


First we show that X˜2 is a set of full-measure. To do so, we apply Fatou’s lemma and the inequality (6) to
obtain
∫
lim inf
H→∞

 1
H
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2


1/2
dµ
≤ lim inf
H→∞

 1
H
H
∑
h=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2
dµ


1/2
.a,b min
i=1,2
lim inf
H→∞
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ fi · fi ◦ Th∣∣∣∣∣∣∣∣∣
3
≤ min
i=1,2
(
lim inf
H→∞
1
H
H
∑
h=1
∣∣∣∣∣∣∣∣∣ fi · fi ◦ Th∣∣∣∣∣∣∣∣∣8
3
)1/8
= min
i=1,2
||| fi|||
2
4.
Since either f1 or f2 belongs to Z3(T)⊥, either ||| f1|||4 or ||| f2|||4 equals zero. This shows that µ(X˜2) = 1.
Now we claim (7) holds for all x ∈ X˜2. In fact, we show that for any 1 ≤ H < N, we have∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)g1 ◦ S
ng2 ◦ S
2n
∥∥∥∥∥
2
L2(ν)
.a,b
1
H
+

 1
H
H
∑
h=1
sup
t∈R
∣∣∣∣∣ 1N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2


1/2
(9)
To do so, we proceed with van der Corput’s lemma; using the fact that S is a measure preserving trans-
formation, we obtain∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)g1 ◦ S
ng2 ◦ S
2n
∥∥∥∥∥
2
L2(ν)
≤
2
H
+
4
H
H
∑
h=1
∣∣∣∣∣
∫
1
N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)(g1 · g1 ◦ S
h) ◦ Sn(g2 · g2 ◦ S
2h) ◦ S2ndν
∣∣∣∣∣
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=
2
H
+
4
H
H
∑
h=1
∣∣∣∣∣
∫
1
N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)(g1 · g1 ◦ S
h)(g2 · g2 ◦ S
2h) ◦ Sndν
∣∣∣∣∣
≤
2
H
+
4
H
H
∑
h=1
∥∥∥∥∥ 1N
N
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)(g2 · g2 ◦ S
2h) ◦ Sn
∥∥∥∥∥
L2(ν)
(by Hölder’s inequality)
≤
2
H
+

16
H
H
∑
h=1
∥∥∥∥∥ 1N
N
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)(g2 · g2 ◦ S
2h) ◦ Sn
∥∥∥∥∥
2
L2(ν)


1/2
,
where the last inequality follows from the Cauchy-Schwarz inequality. We apply the spectral theorem to
the square of the L2(ν)-norm in the last line to obtain
∥∥∥∥∥ 1N
N
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)(g2 · g2 ◦ S
2h)
∥∥∥∥∥
2
L2(ν)
=
∫ ∣∣∣∣∣ 1N
N
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2
dσg2·g2◦S2h(t)
≤ sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2
,
which tells us that (9) holds. Thus, if x ∈ X˜2, and we let N → ∞ (and consequently H → ∞) in (9), we
obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)g1 ◦ S
ng2 ◦ S
2n
∥∥∥∥∥
2
L2(ν)
.a,b

lim inf
H→∞
1
H
H
∑
h=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N−h
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh(Tbnx)e2piint
∣∣∣∣∣
2


1/2
= 0.
This proves the case for k = 2. Now we show that the holds for the case k = 3 using the fact that the
convergence to 0 holds for k = 2. We let F1,h1 = f1 · f1 ◦ T
ah1 and F2,h1 = f2 · f2 ◦ T
bh1 . Then we set
X˜3 =
{
x ∈ X : lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F1,h1 · F1,h1 ◦ T
ah2(Tanx)F2,h1 · F2,h1 ◦ T
bh2(Tbnx)e2piint
∣∣∣∣∣
2


1/4
= 0

 .
We first show that X˜3 is a set of full-measure. To see that, we apply Fatou’s lemma twice to interchange
the integral and the lim inf’s, Hölder’s inequality, the inequality (6), and the Cauchy-Schwarz inequality
multiple times to obtain
∫
lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
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lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F1,h1 · F1,h1 ◦ T
ah2(Tanx)F2,h1 · F2,h1 ◦ T
bh2(Tbnx)e2piint
∣∣∣∣∣
2
dµ(x)


1/4
≤ lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F1,h1 · F1,h1 ◦ T
ah2(Tanx)F2,h1 · F2,h1 ◦ T
bh2(Tbnx)e2piint
∣∣∣∣∣
2
dµ(x)


1/4
.a1,a2 lim infH1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,h1 · Fi,h1 ◦ Taih2
∣∣∣∣∣∣∣∣∣2
3
)1/4
(where a1 = a, a2 = b)
≤ lim inf
H1→∞

 1
H1
H1
∑
h1=1
(
lim inf
H2→∞
1
H2
H2
∑
h2=1
min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,h1 · Fi,h1 ◦ Taih2
∣∣∣∣∣∣∣∣∣8
3
)1/4
1/4
.a1,a2 lim infH1→∞
(
1
H1
H1
∑
h1=1
min
i=1,2
∣∣∣∣∣∣∣∣∣ fi · fi ◦ Taih1∣∣∣∣∣∣∣∣∣4
4
)1/4
≤ lim inf
H1→∞
(
1
H1
H1
∑
h1=1
min
i=1,2
∣∣∣∣∣∣∣∣∣ fi · fi ◦ Taih1 ∣∣∣∣∣∣∣∣∣16
4
)1/16
.a1,a2 mini=1,2
||| fi|||
2
5,
and since either f1 or f2 belongs to Z4(T)⊥, either ||| f1|||5 or ||| f2|||5 equals zero. Hence, we know that X˜3
is a set of full-measure.
Now we will show that the averages converge to 0 when x ∈ X˜3. To do so, we wish to show that∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)
3
∏
j=1
gj ◦ S
jn
∥∥∥∥∥
2
L2(ν)
.a,b
1
H1
+
(
1
H1
H1−1
∑
h1=0
(
2
H2
+

 16
H2
H2−1
∑
h2=0
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F1,h1 · F1,h1 ◦ T
ah2(Tanx)F2,h1 · F2,h1 ◦ T
bh2(Tbnx)e2piint
∣∣∣∣∣
2






1/4
Indeed, we apply van der Corput’s lemma and the Cauchy-Schwarz inequality to show that
∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)
3
∏
j=1
gj ◦ S
jn
∥∥∥∥∥
2
L2(ν)
≤
2
H1
+
4
H1
H
∑
h=1
∣∣∣∣∣
∫
1
N
N−h1
∑
n=1
f1 · f1 ◦ T
ah1(Tanx) f2 · f2 ◦ T
bh1(Tbnx)
3
∏
j=1
(gj · gj ◦ S
jh1) ◦ Sjndν
∣∣∣∣∣
=
2
H1
+
4
H1
H1
∑
h1=1
∣∣∣∣∣
∫
1
N
N−h1
∑
n=1
f1 · f1 ◦ T
ah(Tanx) f2 · f2 ◦ T
bh1(Tbnx)
3
∏
j=1
(gj · gj ◦ S
jh1) ◦ S(j−1)ndν
∣∣∣∣∣
A GOOD UNIVERSAL WEIGHT FOR NONCONVENTIONAL ERGODIC AVERAGES IN NORM 11
≤
2
H1
+

 16
H1
H1
∑
h1=1
∥∥∥∥∥ 1N
N−h1
∑
n=1
f1 · f1 ◦ T
ah1(Tanx) f2 · f2 ◦ T
bh1(Tbnx)
3
∏
j=2
(gj · gj ◦ S
jh1) ◦ S(j−1)n
∥∥∥∥∥
2
L2(ν)


1/2
We can now apply the inequality (9) and the Cauchy-Schwarz inequality to obtain
∥∥∥∥∥ 1N
N
∑
n=1
f1(T
anx) f2(T
bnx)
3
∏
j=1
gj ◦ S
jn
∥∥∥∥∥
2
L2(ν)
.a,b
1
H1
+
(
1
H1
H1
∑
h1=1
(
1
H2
+

 1
H2
H2
∑
h2=1
sup
t∈R
∣∣∣∣∣ 1N
N−h1−h2
∑
n=1
F1,h1 · F1,h1 ◦ T
ah2(Tanx)F2,h1 · F2,h1 ◦ T
bh2(Tbnx)e2piint
∣∣∣∣∣
2






1/4
Therefore, we have shown that the averages converge to 0 in L2(ν) when x ∈ X˜3.
One of the key observations in showing that the case k = 2 implies the case k = 3 was the use of the
inequality (9). We will show that this can be done for k ≥ 4. For the following lemma, we will use the
following notations for our convenience: We shall denote a1 = a and a2 = b. Let~hl = (h1, h2, . . . , hl) ∈ Nl .
With this notation, we define the following functions recursively:
F
1,~h(1) = f1 · f1 ◦ T
a1h1 , F
2,~h(1) = f2 · f2 ◦ T
a2h1 ,
F
1,~h(2) = F1,~h(1) · F1,~h(1) ◦ T
a1h2 , F
2,~h(2) = F2,~h(1) · F2,~h(1) ◦ T
a2h2 ,
· · · , · · · ,
F
1,~h(k−1) = F1,~h(k−2) · F1,~h(k−2) ◦ T
a1hk−1, F
2,~h(k−1) = F2,~h(k−2) · F2,~h(k−2) ◦ T
a2hk−1 .
Lemma 2.1. Let everything as in (a) of Theorem 1.6. Then for each positive integer k ≥ 2, we have
lim sup
N→∞
∥∥∥∥∥ 1N
N
∑
n=1
f1(T
a1nx) f2(T
a2nx)
k
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
(10)
.a1,a2 lim infH1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
· · ·
lim inf
Hk−1→∞
1
Hk−1
Hk−1
∑
hk−1=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F
1,~h(1)(T
a1nx)F
2,~h(1)(T
a2nx)e2piint
∣∣∣∣∣
2


2−(k−1)
Proof. We will show this by using induction. The base case k = 2 has been treated by the estimate (9) after
we let N → ∞ and H → ∞. Now suppose the estimate holds when we have k − 1 terms. By applying
the van der Corput’s lemma and the Cauchy-Schwarz inequality, the left hand side of the estimate (10) is
bounded above by the universal constant depending on a1 and a2 times
lim inf
H1→∞

 1
H1
H1
∑
h1=1
lim sup
N→∞
∥∥∥∥∥ 1N
N
∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)
k
∏
i=2
(gi · gi ◦ S
ih1) ◦ S(i−1)n
∥∥∥∥∥
2
L2(ν)


1/2
,
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and we can apply the inductive hypothesis on this lim sup of the square of the L2-norm and the Cauchy-
Schwarz inequality to obtain the desired estimate. 
Proof of Theorem 1.6(a). The set X˜1 can be obtained from the double recurrence Wiener-Wintner result [5]
by applying the spectral theorem. For k ≥ 2, we consider a set
X˜k =
{
x ∈ X : lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
· · ·
lim inf
Hk→∞
1
Hk−1
Hk
∑
hk=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2


2−(k−1)
= 0

 .
We will show that this set is the desired set of full-measure. To show that µ(X˜k) = 1, we will show that
the integral
∫
lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
· · ·(11)
lim inf
Hk−1→∞
1
Hk−1
Hk−1
∑
hk−1=1
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2


2−(k−1)
dµ = 0,
which would show that the averages inside the integral equals zero for µ-a.e. x ∈ X since the averages are
nonnegative. To do so, we apply Fatou’s lemma and Hölder’s inequality to show that the integral above
is bounded above by
lim inf
H1→∞
(
1
H1
H1
∑
h1=1
lim inf
H2→∞
1
H2
H2
∑
h2=1
· · ·
lim inf
Hk−1→∞
1
Hk−1
Hk−1
∑
hk−1=1
∫
lim sup
N→∞
sup
t∈R
∣∣∣∣∣ 1N
N
∑
n=1
F
1,~h(k−1)(T
a1nx)F
2,~h(k−1)(T
a2nx)e2piint
∣∣∣∣∣
2
dµ


2−(k−1)
.
Note that the integral above is bounded above by min
i=1,2
∣∣∣∣∣∣∣∣∣Fi,~h(k−1)
∣∣∣∣∣∣∣∣∣2
3
by the estimate (6). By applying
lim infHj → ∞ for each i = 1, 2, . . . , k− 1, we conclude that the integral on the left hand side of (11) is
bounded above by the minimum of ||| f1|||
2
k+2 or ||| f2|||
2
k+2. Since either f1 or f2 belongs to Zk+1(T)
⊥, we
know that either ||| f1|||k+2 = 0 or ||| f2|||k+2 = 0. Thus, (11) holds, which implies that X˜k is indeed a set of
full-measure.
Now we need to show that if x ∈ X˜k, then the averages in (4) converge to 0 in L2(ν). But this follows
immediately from Lemma 2.1, since if x ∈ X˜k, the right hand side of (10) is 0. 
3. When both f1 and f2 are in Zk+1(T) (Proof of (b) and (c) of Theorem 1.6)
3.1. When one of the functions g1, g2, . . . gk belongs to Zk(S)⊥. We first consider the case where either
one of the functions g1, . . . , gk belongs to Zk(S)⊥. In fact, we will show that the averages can be bounded
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by a seminorm on L∞(ν). We remark here that B. Host and B. Kra have obtained an estimate sharper
than the one we provide, using the tools of nilsequences (cf. [21, Corollary 7.3]). However, the less sharp
estimate that we provide here is sufficient to prove our claim. We will also achieve this estimate without
the machinery of nilsequences.
We prove this for the case (Y,G, ν, S) is an ergodic system, and the general case holds by applying an
ergodic decomposition on (Y, S).
Proposition 3.1 (See also: [21, Corollary 7.3]). Let (Y,G, ν, S) is an ergodic system, (an)n ∈ ℓ∞ such that
|an| ≤ 1 for each n, and functions g1, . . . , gk ∈ L∞(ν). Then
(12) lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
an
k
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ 2k+1 min
1≤i≤k
i · |||gi|||
2
k+1.
Proof. We proceed by induction on k. For the case k = 1, we apply van der Corput’s lemma and the
Cauchy-Schwarz inequality to obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
ang1 ◦ S
n
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
(
2
H
+
4
H
H−1
∑
h=0
lim sup
N→∞
∣∣∣∣∣
(
1
N
N−h
∑
n=0
anan+h
) ∫
g1 · g1 ◦ S
hdν
∣∣∣∣∣
)
≤ lim inf
H→∞

 2
H
+ 4
(
1
H
H−1
∑
h=0
∣∣∣∣
∫
g1 · g1 ◦ S
hdν
∣∣∣∣
2
)1/2 = 4|||g1|||22,
which proves the base case.
Now suppose the statement holds for k = l− 1; i.e. we assume that for any (bn)n ∈ ℓ∞ and G1, . . . ,Gl−1 ∈
L∞(ν), we have
(13) lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
bn
l−1
∏
i=1
Gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ 2l+1 min
1≤i≤l
i · |||Gi|||
2
l
To prove this for the case k = l, we again apply van der Corput’s lemma and the Cauchy-Schwarz
inequality to obtain
lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
an
l
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
4
H
H−1
∑
h=0
lim sup
N→∞
∣∣∣∣∣
∫
1
N
N−1
∑
n=0
anan+h
l
∏
i=1
(
gi · gi ◦ S
ih
)
◦ S(i−1)ndν
∣∣∣∣∣
≤ lim inf
H→∞
4
H
H−1
∑
h=0
lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
anan+h
l
∏
i=2
(
gi · gi ◦ S
ih
)
◦ S(i−1)n
∥∥∥∥∥
L2(ν)
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By setting bn = anan+h and Gi = gi−1 · gi−1 ◦ S(i−1)h for each h, we can apply the inequality (13) to show
that
lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
an
l
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ 4 min
2≤i≤l
lim inf
H→∞
2l+1
H
H−1
∑
h=0
∣∣∣∣∣∣∣∣∣gi · gi ◦ Sih∣∣∣∣∣∣∣∣∣
l
≤ 2l+3 min
2≤i≤l
i · lim inf
H→∞
(
1
H
H
∑
h=0
∣∣∣∣∣∣∣∣∣gi · gi ◦ Sih∣∣∣∣∣∣∣∣∣2l
l
)2−l
= 2l+3 min
2≤i≤l
i · |||gi|||
2
l+1 .
To keep |||g1|||
2
l+1, we compute
lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
an
l
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ lim inf
H→∞
4
H
H−1
∑
h=0
lim sup
N→∞
∣∣∣∣∣
∫
1
N
N−1
∑
n=0
anan+h ∏
1≤i≤l,i 6=j
(
gi · gi ◦ S
ih
)
◦ S(i−j)ndν
∣∣∣∣∣
≤ 22l+3 min
1≤i≤l,i 6=j
i · |||gi|||
2
l+1
for a fixed j. When these estimates are combined, we have
(14) lim sup
N→∞
∥∥∥∥∥ 1N
N−1
∑
n=0
an
l
∏
i=1
gi ◦ S
in
∥∥∥∥∥
2
L2(ν)
≤ 2l+3 min
1≤i≤l
i · |||gi|||
2
l+1 ,
which completes the proof. 
With this estimate, Theorem 1.6(b) can be proven immediately.
Proof of (b) of Theorem 1.6. Set an = f1(Tanx) f2(Tbnx) in Proposition 3.1. Since f1, f2 ∈ L∞, there exists a
set of full-measure Xˆk for which the sequence an ∈ ℓ∞. Because one of the functions g1, . . . , gk belongs
to Zk(S)⊥, we must have |||gi|||k = 0 for one of them. Hence, we know from (12) that the averages must
converge to 0 in L2(ν). 
3.2. When all of the functions g1, . . . , gk belong to Zk(S). Here we use Leibman’s pointwise convergence
result on nilmanifold to show that the averages converges if all the functions belong to the appropriate
Host-Kra-Ziegler factors.
Theorem 3.2 (Leibman, [24]). Let p(n) be a polynomial sequence in a nilpotent Lie group G. For any x ∈ X =
G/Γ for some discrete compact subgroup Γ, F ∈ C(X),
lim
N→∞
1
N
N
∑
n=1
F(p(n)x)
exists.
Using this result, we are now ready to prove the last piece of the main theorem.
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Proof of (c) of Theorem 1.6. With appropriate factors maps, we assume (X,F , µ, T) and (Y,G, ν, S) to be
nilsystems, i.e. X = G1/Γ1, and Y = G2/Γ2, where G1 is a (k+ 1)-step nilpotent Lie group, G2 is a k-step
nilpotent Lie group , and Γ1 and Γ2 are discrete co-compact subgroups of G1 and G2, respectively. In this
proof, we will assume that f1, f2 ∈ C(X), and g1, . . . , gk ∈ C(Y). By taking the product of X2 and Yk, we
would have another nilmanifold:
X2 ×Yk = (G1/Γ1)
2 × (G2/Γ2)
k ∼= (G21 × G
k
2)/(Γ
2
1 × Γ
k
2).
Let τ ∈ G1 such that the action of τ on an element of X is determined to be τ · x = Tx. Similarly, we
define σ ∈ G2 so that σ · y = Sy. We define a polynomial sequence p on X2 ×Yk as follows:
p(n) = (τan, τbn, σn, σ2n, . . . , σkn).
Clearly, p(n) ∈ G21 × G
k
2 for all n ∈ Z, and it acts on X
2 ×Yk in a way that
p(n) · (x1, x2, y1, . . . , yk) = (T
anx1, T
bnx2, S
ny1, . . . , S
knyk).
Define a continuous function F ∈ C(X2 ×Yk) such that
F(x1, x2, y1, . . . , yk) = f1(x1) f2(x2)
k
∏
j=1
gj(yj).
Theorem 3.2 tells us that the averages
1
N
N
∑
n=1
F(p(n) · (x1, x2, y1, . . . , yk)) =
1
N
N
∑
n=1
f1(T
anx1) f2(T
bnx2)
k
∏
j=1
gj(S
jnyj)
converge for all (x1, x2, y1, . . . , yk) ∈ X2×Yk. So in particular, if the averages were taken a point (x, x, y, . . . , y) ∈
X2 ×Yk for any x ∈ X and y ∈ Y, the desired convergence result holds.
By a standard approximation argument, we can extend this result for the case f1, f2 ∈ L∞(µ)∩Zk+1(T)
and g1, . . . , gk ∈ L∞(ν) ∩ Zk(S). In this process, we neglect a null-set for which the averages may not
converge, which allows us to obtain a set of full-measure X′k ⊂ X that satisfies (c) of Theorem 1.6. 
Remarks
(1) Recently, the first author announced in [4] that the Wiener-Wintner result obtained in [5] can be
extended to a nilsequence Wiener-Wintner result, providing a positive answer to the question
raised by B. Weiss in 2014 Ergodic Theory Workshop at UNC Chapel Hill. A similar result was
also recently announced by P. Zorin-Kranich [29].
(2) Recently, we have extended Theorem 1.5 so that the sequence an = f1(Tanx) f2(Tbnx) is µ-a.e. a
good universal weight for multiple recurrent averages with commuting transformations. More
precisely, we have shown the following:
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Theorem ( [6, Theorem 1.1]). Let (X,F , µ, T) be a measure-preserving system, and suppose f1, f2 ∈
L∞(µ). Then there exists a set of full-measure X f1, f2 such that for any x ∈ X f1, f2 , for any a, b ∈ Z and
any positive integer k ≥ 1, for any other measure-preserving system with k commuting transformations
(Y,G, ν, S1, S2, . . . Sk), and for any g1, g2, . . . gk ∈ L∞(ν), the averages
1
N
N−1
∑
n=0
f1(T
anx) f2(T
bnx)
k
∏
i=1
gi ◦ S
n
i converge in L
2(ν).
In other words, in terms of Definition 1.2, we have shown that for µ-a.e. x ∈ X, the sequence
( f1(Tanx) f2(Tbnx))n is a good universal weight for the process (Xn)n for norm convergence, where
(Xn)n is of the form
Xn =
k
∏
i=1
gi ◦ S
n
i ,
where g1, g2, . . . , gk ∈ L∞(ν) for any measure-preserving system with commuting transformations
(Y,G, ν, S1, S2, . . . , Sk), for any positive integer k ≥ 1.
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