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SUMMARY
Our primary objective with the presentation of this thesis is to utilize supercon-
ducting transport through microscopic objects to both excite and analyze the vibrational
degrees of freedom of various molecules of a biological nature. The technique stems from a
Josephson junction’s ability to generate radiation that falls in the terahertz gap (≈ 10 THz)
and consequently can be used to excite vibrational modes of simple and complex molecules.
Analysis of the change in IV characteristics coupled with the differential conductance ( dIdV )
allows determination of both the absorption spectra and the vibrational modes of biological
molecules.
Presented here are both the theoretical foundations of superconductivity relevant to our
experimental technique and the fabrication process of our samples. Comparisons between
our technique and that of other absorption spectroscopy techniques are included as a means
of providing a reference upon which to judge the merits of our novel procedure. This
technique is meant to improve not only our understanding of the vibrational degrees of






As was mentioned in the summary section, our primary objective is to introduce a new
technique of absorption spectroscopy that utilizes the Josephson effect that occurs in atomic
point contacts. This technique allows observation of the absorption spectrum of a single
molecule in the lower terahertz band. Since it is difficult to find satisfactory sources to
generate radiation in the lower terahertz gap and because these frequencies correspond
to vibrational modes of various molecules one can see the immediate applicability of this
technique.
Since this technique involves the use of the Josephson effect, which is a superconducting
phenomena, we felt it prudent to begin with a brief survey of superconductivity. Thus the
primary purpose of chapter 1 is to introduce key concepts in superconductivity, namely
quasi-particles, Cooper-pairs, Andreev reflection, and the sub-gap structure.
Due to the reliance of any spectroscopic technique on radiation, our second chapter
details the effects of external radiation on the Josephson effect. Noting these external
effects allows the reader to observe how previously introduced phenomena are altered by
the introduction of external radiation (the sub-gap structure in particular). This alteration
is directly related to the spectrum of the radiation and, as a result, is the key to our
spectroscopic technique. Thus chapter 2 concludes with the relation between the incident
radiation and the change in the sub-gap structure of a given contact.
Chapters 1 and 2 used experimental data that was obtained in order to verify the validity
of the developed theories or to help give explanation of the physical effect of a previously
obtained relation. No mention was made as to how this experimental data was obtained.
Chapter 3 thus details the experimental techniques used by our group in order to obtain
the previously presented results along with results to be presented in subsequent chapters.
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The techniques of sample fabrication, measurement, and cryogenic setup are outlined in this
chapter, along with computer simulations of the process and pictures of the actual samples.
Our final chapter introduces the spectroscopic technique to be used, along with the
fabrication process and an SEM image of the sample. Before covering this technique we
briefly review various spectroscopic techniques used in biology and highlight their advan-
tages and disadvantages (noise being a recurrent concern). Chapter 4 also presents a means
of determining the vibrational modes of the sample under investigation.
1.2 Fermi Liquid Theory
Although the observed phenomena of superconductivity is not as ubiquitous to the average
reader as, say, magnetism or universal gravity, the concept is much easier to grasp than
some of the more exotic physical phenomena (try explaining relativity to an 11 year old).
With this in mind we felt it prudent to introduce the reader to superconductivity via its
physical characteristics as opposed to its theoretical foundation.
Although superconductivity is marked by the abrupt vanishing of resistance at some
critical temperature (Tc)[148, 149, 150], as illustrated, we must be cognizant from the outset
that superconductivity is a thermodynamic phenomena, characterized not only by zero
resistivity, but similarly zero permeability[1, 2]. This property, namely B = 0 inside a
superconducting material, is known as the Meissner effect[135].
A familiar analog to this phenomenon should readily come to mind for readers who
have taken an introductory level electricity and magnetism course. If a perfect conductor is
placed in an external electric field, the charges on the surface of the conductor will arrange
themselves in such a way as to ensure that the electric field everywhere inside the conductor
is zero, thus shielding the conductor. As would be expected, the mechanism for shielding
the superconductor is facilitated by current on the surface of the superconductor.
An article on superconductivity whose initial focus rests upon the Meissner effect may
appear to be somewhat misdirected. For if this aspect of superconductivity is of prime
importance, would not the name of the phenomena at least hint at its existence (i.e., su-
perconductivity/perfect diamagnetism)? Our reasoning for this apparent faux pas is that
2
Figure 1: Superconducting transition temperature of mercury as determined by
Kamerlingh-Onnes. Note the abrupt decrease in resistance to zero at the critical temper-
ature (Tc), which is the primary characteristic of superconductors. Normal metals would
continue to have a finite resistance even after absolute zero has been reached.
superconductors are classified based on the breaking down of the Meissner effect.
Superconductors may be classified as either type I or type II superconductors; their clas-
sification rests solely on either the abrupt or gradual breaking down of the Meissner effect.
Our primary metal of interest, niobium, is a type II superconductor. Hence all subsequent
references to superconductors will refer to type II superconductors unless otherwise stated.
Endeavoring to cover all aspects of the theoretical foundations of superconductivity in a
single chapter is an ambitious undertaking. Although the ability to accomplish this feat is
well within the author’s capabilities, the focus of this thesis may inadvertently be blurred
by such a detailed treatise. The primary purpose of this chapter is to equip the reader with
enough of a foundation in superconductivity to make our detailed treatment of the response
of a Josephson Junction to electromagnetic radiation less of a quantum leap and more of a
gradual progression.
As might be anticipated, our starting point for analyzing a superconducting solid is the






















Uc(Rk − ri), (1)
where the first two terms take into account the kinetic energy of the electrons and the
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Figure 2: The left panel shows the behavior of a Type I superconductor as it switches
abruptly from the Meissner state to the normal state. The right panel shows the behavior
of a Type II superconductor as it transitions from the Meissner state to the mixed state
to the normal state. The ability of Type II superconductors to exist in a mixed state
contributes to most of the practical uses of superconductors.
potential energy between electrons, the next two are the kinetic energy of the ions and
the potential energy between the ions, and the final term accounts for the potential energy
between ions and electrons.
To describe the system, we will make a prudent simplifying assumption, which in essence
turns off some of the aforementioned interactions. First it must be noted that the presence
of the fourth term identifies an equilibrium position for the heavy ions (lattice points). As
a consequence the fourth term merely acts to provide a periodic potential for the electrons
to move about. The first simplifying assumption is that electrons do not interact with one
another, essentially turning off the second term. With this model (independent electron) in
place, the electrons are found in what are called Bloch states[15].
Although delving deeper into the characteristics of these states could fill an entire chapter
of a solid state textbook[97], that would detract from this section’s primary purpose and
will be avoided. We must note that since electrons are Fermions (i.e., spin = 12), they
cannot all occupy the same energy level. For this reason in the ground state of the solid,
these electrons fill up consecutively higher energy levels. Once every electron is in place,
the highest occupied energy level is called the Fermi level. In the ground state, all energy
levels below the Fermi level are filled, and all energy levels above the Fermi level are empty.
The energy of each constituent electron is not unique, thus describing the system in
terms of energy will not suffice, but the electrons can be described in terms of the wave
4









where kx, ky, and kz are the various components of the wave vector K. Thus in the ground
state, all K-states inside the Fermi sphere are filled, and all of those outside of the Fermi
surface are empty.
At this point we wish to look at the situation from a slightly different perspective, which
may seem a less intrinsic and more abstract approach to arrive at the same conclusion, it
will serve as our guiding model when dealing with the more complex picture of incorporating
interactions between electrons. We introduce the single particle propagator G0(K,K ′, t),
which gives us the probability that an electron in the state K will be in the state K ′ after








ω − εk + iδk
, (4)
where δ is an infinitesimal positive quantity. To determine the momentum density distribu-
tion, n(K), of the system, we must integrate the imaginary part of G0 over all frequencies.
Upon integration a heavy side function results whose interpretation is that all energy lev-
els below the Fermi level εf are filled, whereas those above the Fermi level are empty, as
illustrated in fig. 3. Thus we arrive at our previous conclusion.
Now interaction between electrons (i.e. taking into account the second term of the
Hamiltonian) must be introduced. By allowing for the interaction between electrons our







ω − εK − Σ(K, ω)
, (6)
where Σ(K, ω) is the one particle irreducible energy.
Our aim is for this expression to be in a form similar to that of equation (4) so that
the imaginary part may be integrated in order to obtain the momentum distribution n(K)
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Figure 3: The wave state density is plotted assuming the electrons do not interact with
one another. Note the discontinuity at the Fermi energy is 1, which is the residue of the
single particle propagator. This plot implies that when the system is in its ground state, all
energy levels below the Fermi level are occupied, whereas those above the Fermi level are
empty.
of the system. By performing a Taylor expansion of the one particle irreducible self-energy
about ω = ε̃Kh̄ =
εK+Σr(K,ω)
h̄ , we obtain the expression:
G0 =
zK











By integrating this expression over all frequencies, we obtain the distribution illustrated in
fig. 4.
Although this approach has illustrated the ground state distribution of our system when
incorporating electron-electron interaction, it yielded an unforseen concept. We note that
far below the Fermi level, the density is 1. As we approach the Fermi surface, the density
decreases. These electrons have apparently lost a bit of their “character”, and as a result,
6
Figure 4: The wave state density is plotted allowing for interactions between electrons.
Note the discontinuity at the Fermi energy is zk that is the residue of the single particle
propagator. Particles, whose energy lies close to the Fermi level, occupy a wave state whose
density is neither 0 nor 1 but lies between these two values. The particles are called quasi-
particles. By allowing for interaction between particles, these quasi-particles are created.
particles whose momentum falls close to the Fermi surface are called “quasi-particles”[107,
108]. A system made up of quasi-particles is called a Fermi liquid. The existence of quasi-
particles is not exclusive to superconducting metals.
1.3 Cooper Pairs
Assuming electrons interact with one another and a periodic potential due to the ion’s
equilibrium position, the momentum distribution has been determine and another level of
complexity must be added to the system. As previously mentioned, the interaction between
ions acts to define an equilibrium position for the ions (lattice points). For a truly accurate
description, we must account for the movement of the ions about this equilibrium position.
The vibration of the ions about their equilibrium position can be described in terms of
modes. These modes couple with the motion of the electrons and thereby alter the results
of the previous section. As opposed to describing the interaction in terms of coupled modes,
the picture of momentum transfer between ions and electrons via phonons will be used. This
is similar to describing the Coulombic force acting between electrons in terms of momentum
transfer via photons.
7
A typical occurrence in a metal would be for an electron to pass by an ion and excite one
of the vibrational modes of the ion. This situation will be described as the electron emitting
a phonon and thus transferring momentum q to the ion (the electron loses momentum q
as a result). Now, a likely occurrence is that another electron will pass by this ion; it will
emit a phonon and transfer momentum q to the new electron.
Thus for all intents and purposes, what has happened is, the first electron transferred
momentum q to the second electron using the ion as an intermediary. This is called phonon
mediated interaction. This interaction is weaker than the direct Coulombic (photon medi-
ated) interaction because the attraction between the ions and the electrons is more akin to
a dipole interaction than that of two point charges.
To investigate this situation we must once again look at the Hamiltonian of our system.

























where c†k,σ is the creation operator placing an electron in the state |k, σ >, and ck,σ is the
annihilation operator that takes an electron out of the state |k, σ >. The fact that electrons
are Fermions means that the anti-commutation relation (c†k,σck′,σ′ + ck′,σ′c
†
k,σ = δk,k′δσ,σ′)
must hold true. We note that c†k,σck,σ is the number operator, telling us how many electrons
are in the state |k, σ >.
Thus the first term of the Hamiltonian gives us the total non-interacting energy due
the the energy levels that the electrons occupy. The second term deals with the Coulombic
interaction between electrons, describing the event where electrons in the initial states
|k, σ > and |k′, σ′ > interact with one another via the Coulombic force and are changed to
the states |k + q, σ > and |k′ − q, σ′ >, respectively, where q is the momentum transferred
during the interaction.
The final, as yet to be determined, term represents the similar characteristic interaction
as above with the exception of the mode of interaction being phonon mediated as opposed
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to Coulombic. To determine the form of this operator, it is noted that the free phonon
propagator has the form[75]:
B0(q, ω) =
2h̄ωq
h̄(ω2 − ω2q ) + ih̄
, (11)
where ωq is the eigenvalue of the phonon in the plane wave state |q >. This implies that
our expression for V is[75]
Vq =
2 | Mq |2 h̄ωq
ω2 − ω2q
, (12)
where |Mq| is a matrix element including the coupling between electrons and phonons. The
magnitude of this quantity is not important for the present discussion. ωq is the frequency
of the typical ionic vibration, which is usually in the terahertz range.
From equation (12) it is seen that for all frequencies below ωq the phonon mediated
potential will be negative. This implies that at energies which deviate from the Fermi
energy an amount hω < hωq, the interaction between electrons will be attractive. For all
electrons whose energy deviates from the Fermi energy an amount greater than hωq, the
interaction is repulsive, and these terms may be placed in with the Coulombic terms. These
terms may slightly alter the graph from fig. 2, increasing the number of quasi-particles, but
there will be no fundamental difference.
1.3.1 Attractive Interaction
We now wish to determine the effect an attractive force between electrons would have on
the system. The somewhat artificial system to serve as our model is that of an inert Fermi
sea of electrons inside of the Fermi surface. Two electrons will be added, which by necessity
must be outside of the Fermi surface. From the advantageous position of knowing the result,
it will be assumed the two electrons have opposite momentum and spin (i.e., |k, σ > and
| − k,−σ >). These electrons will interact with one another via an attractive potential V.
When there is no interaction between the electrons, the eigenvalue equation
H0|k, σ,−k,−σ >= 2ε0|k, σ,−k,−σ > (13)
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is obtained. By adding the attractive interaction to the system (i.e., H = H0 + V ) a new
eigenvalue equation results:
H|1, 2 >= E|1, 2 > . (14)
By representing the state |1, 2 > in terms of the basis set |k,−k > and multiplying by the
bra < k′,−k′| we obtain the equation




′,−k′|V |k,−k >, (15)
where ak is the coefficient of the basis set when expressing |1, 2 > in terms of |k,−k >.
We now make use of the fact that the force was attractive for energies that deviated
from the Fermi energy by an amount hω < hωq. For typical ionic vibrations this amount
is extremely small compared to the Fermi energy. As a result we may assume that the
potential in this shell is constant. Hence we obtain
ak[2εk − E] = V
∑
k′
ak′Θ(εk′ − εf )(h̄ω0 − |εk′ − εf |), (16)
which may be expressed in terms of the continuous density function in energy space since
the number of particles in a typical metal is of the order of Avogadro’s number. Thus
equation (16) may be expressed as
a(ε)[2ε− E] = V
∫
dε′D(ε′)a(ε′). (17)
Since the right hand side has no a(ε) dependence, we see that a(ε) must be proportional







Since the shell in which the potential is attractive is small, we may assume the density of
state is constant (and equal to the density at the Fermi surface), and by letting V D(εf ) = λ











2(εf + h̄ω0)− E
2εf − E









Since the left side is positive, this implies 2εf − E > 0. But this energy is forbidden
since the energy levels below the Fermi surface are filled. Thus by allowing an attractive
force between electrons, they are able to occupy energy levels that are forbidden in Fermi
statistics. This apparent catastrophe can be remedied if we look at the 2 electrons not as
separate entities but as a pair. The spin of this pair, due to our prudent choice of electrons,
is zero. Therefore this Cooper pair [46] is not subject to Fermi statistics and may therefore
have energy beneath the Fermi level. The electrons whose energy falls within the region
hω < hωq about the Fermi surface will likely form Cooper pairs since it is advantageous
from an energy perspective.
1.3.2 Josephson Effect
We note that for the quasi-particles, which constitute the Fermi sea, restrictions due to
Fermi statistics prohibit the quasi-particle from having the same wave function. Thus these
constituent particles tend to differ in phase. Most bulk properties that arise from quasi-
particles are predicted by taking a statistical average of the system, but due to the random
orientation of the phase, the average tends to conceal all effects due to the phase[118].
Cooper pairs, on the other hand, may occupy the same energy level, and therefore
description by the same wave function is not forbidden. The typical wave function has a
volume whose radius is much larger than the typical separation between adjacent Cooper
Pairs. As a consequence there is an enormous overlap of these wave functions. It becomes
advantageous, from an energy perspective, for the phases of these Cooper pairs to lock up.






where ρs is the density of Cooper pairs, and φ is the phase of the system of Cooper pairs.
A brief look at the effects of having two superconductors in close enough proximity to
where the phases interact with one another, but don’t lock up, will shed some light on the
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mechanism of superconductivity. The respective wave functions of superconductors 1 and












The assumption that the systems interact with one another will be accounted for by
expressing Schrodinger’s time dependent equation for superconductors 1 and 2, respectively,
as[70]:
ih̄ψ̇1 = eV ψ1 +Kψ2 (25)
and
ih̄ψ̇2 = −eV ψ2 +Kψ1, (26)
where V is the potential difference between the two superconductors, and K is a coupling
constant that takes into account the strength of overlap between the two superconductors’
wave functions.









2s(cos(φ2) + i sin(φ2)). (28)





































where the difference in phases of the two superconductors is expressed as:
δ = φ1 − φ2. (33)
The current density between the two superconductors must be equal to the product of
the change in density of Cooper pairs and the corresponding charge of a Cooper pair of
either of the superconductors. Thus






which is the DC Josephson effect[11, 93]:
J = J0 sin(δ). (35)
The rate of change of the phase difference between the superconductors is seen from





which is the Josephson phase-voltage relation. These two relations, which are crucial to
our later investigation of Josephson radiation, hint that superconducting current is not the
result of individual Cooper pairs, but but rather of a coherent superconducting condensate.
Since the primary purpose for this section is to introduce superconductivity, concentra-
tion will be placed on those properties of a system responsible for superconductivity. In this
vain, returning to the language of second quantization, the Hamiltonian may be expressed














where V is the attractive potential due to phonon mediated interaction. Note that the first
term is, once again, the non-interacting energy due to the energy levels the electrons occupy.
The second term represents two electrons in states | − k′,−σ > and |k′, σ > interacting via
the potential V and being scattered into the states | − k,−σ > and |k, σ >. This BCS
reduced Hamiltonian will act as the starting point for BCS theory.
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1.4 BCS Theory
In describing superconductivity the previous section’s primary objective was to introduce
the reader to the “role players” of the phenomena, namely quasi-particles and Cooper pairs.
Now we must alter our objective and pursue an analysis of the system based primarily on
excitation energy considerations. We concluded the previous section with what will serve














A first step in the analysis of a superconducting system would be to express the BCS
reduced Hamiltonian in a basis that, although less conducive to physical interpretation,
allows much easier determination of the superconductor’s energy spectrum[18]. This can be




















The Hamiltonian may be written as:






Before giving an interpretation of the above expressions, a review of the interpretation of
the BCS reduced Hamiltonian would be prudent. The first term of the BCS reduced Hamil-
tonian was introduced as being the non-interacting energy of the system (i.e., the energy
that resulted from the independent electron picture); whereas the second term accounted
for the attractive interaction between electrons.
The formation of Cooper pairs that results from this interaction acts to lower the energy
of the system. The first term in our new Hamiltonian represents the energy of the system
after this condensation has occurred and is thus lower than the non-interacting energy in
the BCS reduced Hamiltonian.
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The second term of the new Hamiltonian accounts for excitations that may occur. By
way of practical example, we may look at the reaction of an arbitrary Cooper pair to the
addition of a large amount of energy to the system. The result is similar to that of a
diatomic molecule that has been excited. The molecule (H2 for example) breaks apart into
its constituent atoms. The Cooper pair, likewise, splits into its constituent parts, which,
due to the close proximity of these electrons to the Fermi surface, are by definition quasi-
particles. Thus the second term of the Hamiltonian represents the energy associated with
quasi-particle excitation. This point is reinforced by the similarity of the operator γ∗k,0γk,0
and the number operator c†k,σck,σ that revealed the number of electrons in the state k. The
operators γk,0 and γk,1 are called bogolliubons.
The coefficients u∗k and v
∗
k can be interpreted, due to their positioning in equations (39)
and (40), as the degree to which a quasi-particle excitation is “electron-like” and “hole-like”
respectively. This is verified to a greater extent by noting that u2k + v
2
k = 1. The excitation
energies of the diagonalized Hamiltonian are





where ξk is the energy of the quasi-particle relative to the Fermi level. The term ∆k is seen
to be an energy gap of order 1meV. (This is its physical interpretation, mathematically (See
Appendix A.) it is a variable that arises from minimization of the ground state energy and
must be solved self-consistently.)
The graph of energy as a function of momentum K is illustrated in fig. 5. This explains
the experimentally observed condition, that there is a minimum amount of energy ∆ needed
in order to excite a superconductor. Henceforth, the energy ∆ will be referred to as the
gap energy. It must be noted that there are no available states in the superconductor for
charges with energies that fall within the region of ∆ above or below the Fermi energy. This
result will be crucial for our investigation of charge transport in nanowires.
The developed theory thus far has not given explicit mention as to what makes given
materials superconducting and other materials not. The exact value of the potential that
was introduced in the Hamiltonian describing the phonon mediated interaction is dependent
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Figure 5: The superconductor’s energy spectrum is in agreement with the experimentally
verified behavior of a minimum energy ∆ needed in order to take a superconductor out of
its ground state. Note that quasi-particles, whose individual energy would fall into this gap
region, will form Cooper pairs. This gap energy can be seen as the energy required to split
a Cooper pair and thus remove the superconductor from its ground state.
on the material median. This potential “theoretically” contains all the information as to
whether given metals will find forming superconducting condensates energetically advanta-
geous. From this potential function the critical temperature should be able to be calculated,
but this function depends on the specific characteristics of the metal and is thus beyond
the scope of first principles calculation. Thus experimental measurements must be made in
order to determine whether a given material will be superconducting.
Just as the inductance, capacitance, and resistance of a given material are not only
dependent on the material (i.e., the dielectric between the capacitor plates or whether the
inductor has an iron filling), but also on the geometry of the circuit element in question,
the properties of a given superconductor are dependent on the specific material and on
the dimensions of the material. The dimensions of a superconductor have characteristic
effects on the transport of charge and may thus be used for experimental calculations.




Thus far the properties of a metal that have been discussed are those arising from the general
interaction between electrons and heavy ions and those properties arising from the specific
metal. No mention has been made to the dimensions (length and width) of the material
being considered. That this should play an important role in our description should come
as no surprise to those with any experience in quantum mechanics or optics.
To take a practical example from optics, recall that if the dimensions of a material coming
into contact with light are of the same order as the wavelength of the light, then physical
optics must be used. Phenomena such as diffraction and interference are thus observed.
If the dimensions of the material are much greater than that of the light’s wavelength,
geometric optics may be used to analyze the system. An analog to this occurs when delving
into the transport properties of superconducting nanowires. For if the dimensions of the
transport region are comparable to that of the Fermi wavelength, a scattering approach
must be used for the investigation and prediction of resultant phenomena.
We may categorize physical phenomena as falling into one of three categories: macro-
scopic, microscopic, and mesoscopic. Physical behavior that is common experience generally
falls into the category of macroscopic. In this region, the laws of classical mechanics hold
true. The interaction of a single electron interacting with an atom would fall into the realm
of microscopic, in which case quantum mechanics is needed.
The region between both of these extremes, in which investigations of numerous charge
carriers in a metal on the scale of micrometers is carried out, is termed mesoscopic[21]. In
this region a purely quantum mechanical calculation would be impossible, but an ensemble
technique is still needed. Unless otherwise stated, all future references to superconductivity
will be made with reference to mesoscopic superconductivity.
The category of mesoscopic superconductivity can be broken down further when con-
sidering the transport of charge carriers[22]. These categories are: diffusive, ballistic, and
quantum point contact. The diffusive region is when the dimensions of the restriction are
such that the charge carrier will have many collisions before passing through the junction
(i.e., the mean free path of the particle is much shorter than the length of the junction).
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Figure 6: The three charge transport regimes are: (a) the diffusive regime marked by small
mean free path in comparison to all dimensions of the metal resulting in Ohm’s law holding
true, (b) the ballistic regime in which the mean free path is of the order of the contact’s
width, and (c) the quantum point contact (QPC) regime in which the length of the junction
is of the order of the mean free path, and the width is of the order of the Fermi wavelength.
Our experiments are conducted in the quantum point contact regime.
In the ballistic region both the length and width of the junction are small compared to the
mean free path of the charge carrier.
A Quantum point contact’s defining characteristic is that both the length and width of
the restrictive region are small in comparison to the mean free path of the charge carrier,
but the width is of the order of the Fermi wavelength[23]. To investigate phenomena that
fall within this region, we must use the Landauer scattering approach.
1.5.1 Landauer Scattering
The Landauer scattering formalism[109] allows us to describe the transport of charge carriers
through a quantum coherent conductor in terms of electron waves transmitting through
individual channels. It must be noted that this formalism is not exclusive to transport
in superconducting media. The assumption that the dimensions of the junction are much
smaller than the mean free path of the charge carrier is a prerequisite for this formalism.
This is indicated by the formalism’s tacit assumption that the independent electron picture
is valid. As a result the charge carriers are non-interacting quasi-particles.
The system is modeled as two separate reservoirs, each connected to the scattering
center by several leads. Electrons emitted from the reservoir can either be reflected from
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Figure 7: Pictured is a model of the Landauer scattering formalism’s reservoirs and scat-
tering center. The modes of the electron waves are mixed, and thus the scattering matrix
has yet to be diagnolized. Note that a wave from the left reservoir can be reflected at the
scattering center and return to the left reservoir along any of the N modes, or the wave can
be transmitted through the scattering center and reach the right reservoir along any of the
N modes.
the scattering center or transmitted through the scattering center.
A specific example will illustrate the point. We will assume that each reservoir (RL
and RR) has a single lead to the coherent scatterer. The electron waves that are present
in the leads can occupy one of four modes. If an electron in mode 1 is emitted from RL,
the electron can either be reflected from the scattering center and travel back to RL in
one of the four modes allowed in the lead connecting RL to the scattering center. Or, the
electron can be transmitted and travel toward RR in one of the four modes allowed in the
lead connecting RR to the scattering center. Thus there are 8 (= 4+4) possible options for
the electron in mode 1.
For a system in which the reservoirs are connected to the scattering center by a single
lead that allows N possible modes, there are 2N possible options for an electron emitted
from a reservoir occupying a given mode, as illustrated in fig. 7. The scattering formalism
finds an alternative basis such that an electron, emitted from a reservoir through a given
channel (replacing the aforementioned mode), has only two options: be reflected back
through the same channel, or to be transmitted through a single corresponding channel, as
illustrated in fig. 8. Consequently there is no mode mixing after the Landauer scattering
formalism has been implemented.
In order to represent the electron modes incident to the scattering center from the left,
we will introduce the creation and annihilation operators a†1,i(E) and a1,i(E), respectively,
and b†1,i(E) and b1,i(E) to represent outgoing (from the scattering center and towards the
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Figure 8: Pictured is a model of the Landauer scattering formalism’s reservoirs and scat-
tering center. The modes of the electron waves are uncoupled and hence the scattering
matrix has been diagnolized. The total current passing through the junction is the sum
of the current through each channel. Note that a wave from the left reservoir can either
be reflected at the scattering center and return to the left reservoir along a single channel
(mode) or the wave can be transmitted through the scattering center and reach the right
reservoir along a single channel (mode).
left reservoir) electron modes. Electron modes incident on the scattering center from the
right will require the additional creation and annihilation operators a†2,i(E) and a2,i(E),
respectively, and b†2,i(E) and b2,i(E) to represent outgoing electron modes.
These operators are not independent, but are related to one another via the scattering







where b1 and b2 are the N × 1 column matrices containing the outgoing annihilation oper-
ators for modes 1 through N , and a1 and a2 are the N × 1 column matrices containing the
incident annihilation operators for modes 1 through N . When the modes are mixed, as in
fig. 7, the scattering matrix S is in no particularly useful form. Noting that S is unitary,





where the off diagonal matrices are called transmission matrices, because they contain all
information about the probability of transmission of the electron waves. The diagonal
matrices are labeled the reflection matrices due to their containing all information about
the probability of reflection of the electron waves.
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Although the transmission and reflection matrices contain all information about the
probability of transmission and reflection, in order to obtain this information we must diag-
onalize these matrices. This is tantamount to finding a new basis (similar to the technique
used in our creation of bogolliubons in the BCS theory) in which to represent the scattering
problem. Once diagonalized, the resulting scattering matrix S′ is
S′ =







The coefficients of the matrices T and R are the probability of transmission and reflection
through each individual conduction channel. Thus we have succeeded in representing the
problem in a basis where there is no mixing of modes.
As will be seen, the total current passing through the junction can be determined by
knowing the coefficients of the matrices T and R, but an added benefit has emerged. The
transmission coefficients of the matrices T and R are the eigenvalues of the transmission
and reflection matrices. Since these values are unique for a given matrix, this implies the
transmission coefficients can serve as a way of identifying a given system. If we label the
transmission coefficients τi, then the collection of coefficients (τ1, τ2, ..., τN ) will be referred
to as the mesoscopic PIN code of the system.
In order to determine the current, we note that similar to our interpretation of the
combination of operators c†k,σck,σ being the number operator, the combination of operators
〈a†α,i(E)aα,i(E)〉 and 〈b
†
α,i(E)bα,i(E)〉 indicate the mean value of mode occupancy. By al-
lowing the reservoirs to be a perfect source and sink (i.e., no scattering at the lead-reservoir
interface), the mean value of mode occupancy is determined by the temperature and chem-
ical potential of the reservoir. Therefore the mean value of mode occupancy is given by the
Fermi function:


















Since the incident and outgoing operators are not independent, we may eliminate b†α,i(E)
and bα,i(E) by expressing them in terms of a
†
α,i(E) and aα,i(E). By introducing the operator


































where we have used the relation 〈a†α(E)aβ(E)〉 = δαβfα(E)δ(E−E′), which is a consequence
of equation (46). The sum of the diagonal elements of the A matrix are the transmission










if spin degeneracy is taken into account.







Figure 9: The conductance (measured in G0) across an atomic point contact is plotted as
a function of tip separation (measured in nanometers) for lead, aluminum, and niobium.
Note the quantized conductance until the tips have completely separated at which point
an exponential decrease in current results as predicted from quantum mechanics. The
numbers on the plot indicate the number of conduction channels except where ≥ appears,
which indicates that only a lower bound could be determined due to deviations from theory
as a result of modified quasi-particle densities or scattering[161].
The expression 2e
2
h is called the conductance quantum and thus labeled G0. Therefore the
current through the restriction may be expressed as:
〈I(t)〉 = (G0τ )V. (56)
That the conductance in a nanowire is quantized can be seen from the experimental
results of conductance verses contact separation[160]. Figure 9 illustrates the conductance
through lead, aluminum, and niobium nanowires. It is noted that the conductance decreases
in a step-like fashion until complete separation between the contacts occurs. After the
contact has been broken the conductance decreases exponentially as predicted by quantum
mechanics (i.e. tunneling).
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This illustrates that we may experimentally determine τ , but τ is the sum of the trans-
mission coefficients. Moreover the conductance verses contact separation graph does not
tell us the mesoscopic PIN code. By noting that the number of conductance channels is
equal to the valence of the atom that makes up the nanowire, we may be tempted to assume
that conductance immediately before complete separation is due to complete transmission
(τi = 1) of one of the channels and complete reflection (τj = 0) in all other channels. This
can be neither verified nor disproved by the current experimental results.
In order to determine the PIN code unambiguously, we must investigate the IV (current
vs. voltage) characteristics of the contact. Before endeavoring this task, we must introduce
a phenomena specific to superconductors known as Andreev reflection, which explains a
peculiarity in the IV characteristics of the contact. The results of Andreev reflection can
be correlated to the specific transmission coefficients of a given sample and may be used to
determine the mesoscopic PIN code.
1.5.2 Andreev Reflection
In order to analyze the IV (current vs. voltage) characteristics of our contact, we must first
be cognizant of what conditions must be satisfied in order for current to flow between the
contacts. As was shown for a superconductor at the end of the BCS section, in its ground
state all electrons near the Fermi level are paired, and there is an energy gap ∆ for the
creation of quasi-particle excitation.
In order for current to flow between the contacts, two quasi-particles must be created
(one for each electrode). Therefore the energy supplied to the system should exceed 2∆ if
current is expected to be observed passing between the contacts. Since an electron acquires
an amount of energy eV when traversing the junction, we would expect for no current to
flow for voltages less than 2∆e , as illustrated in the left panel of fig. 10.
The IV graph that is actually obtained is that in the right panel of fig. 10. In or-
der to explain this apparently contradictory phenomena, we must once again resort to a
simple model for our system. The system will be modeled as a superconducting-normal-
superconducting (SNS) interface. The region between the contacts of the superconductors
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Figure 10: The left panel simulates the IV curve assuming an energy of 2∆ must be
supplied by the voltage source in order for current to flow across the junction. The right
panel illustrates the experimental IV curve in reduced units, leading to the impetus for a
charge transport mechanism to be created in order to explain the experimental observation.
Note that each curve (a-d) consists of four conduction channels with a different distribution
of transmission coefficients (i.e., PIN codes). Curve e consists of one channel of whose
transmission coefficient makes the system fall into the tunneling regime, hence the radical
difference from curves a-d[161].
is considered the normal metal region.
In order to explain the current that develops for voltages less than 2∆e , we must in-
vestigate the behavior of the electrons at the interface between the normal metal and the
superconducting metal. In considering the NS interface, we note charges that reach the
interface with energy that falls within the energy gap region (E < 2∆) will not be able
to enter the superconductor, due to the absence in availability of energy states in the su-
perconductor. From common experience we would expect this to lead to reflection of the
charge carrier back into the normal metal as illustrated in the first panel of fig. 11.
With Andreev reflection[12], when an electron whose energy (Ee) is above the Fermi level
yet still less than the gap energy (2∆) reaches the NS interface, the electron is reflected back
into the normal metal as a hole whose energy is Ee less than the Fermi energy (Ef ). In order
for charge to be conserved in this process, two electrons must appear in the superconductor.
These two electrons form a Cooper pair whose total energy is 2Ef [23]. Since the two
electrons form a Cooper pair and are not individual quasi-particles, they are allowed to
occupy the energy region that was prohibited to the electron. This is an example of a
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Figure 11: The left panel illustrates the normal reflection of an electron at a normal-
insulating interface. The electron not having enough energy to penetrate the potential
barrier created by the insulator must be reflected back into the normal metal as an electron.
The right panel illustrates Andreev reflection at the interface between the normal metal and
the superconductor. In this diagram the electron not having enough energy to penetrate
the potential barrier at the interface is reflected as a hole back into the normal metal. In
order for charge to be conserved, two electrons must be present in the superconductor.
single Andreev reflection. A similar result occurs if we consider an SNS system in which a
potential V , that is less than 2∆e yet greater than
∆
e , is applied across the superconductors.
If, on the other hand, the potential applied across the superconductors is less than ∆e ,
we would expect for a Cooper pair to be created in the right superconductor and a hole
to be reflected into the metal. As the hole moves towards the left superconductor, it will
gain energy equal to eV (as opposed to an electron that was reflected which would lose an
equivalent amount of energy). If the energy of the hole that strikes the left superconductor
is less than 2∆e then Andreev reflection will occur at this interface. This will result in a
Cooper pair whose constituent particles are holes. Meanwhile back in the normal metal,
an electron will be reflected and gain an amount of energy eV as it approaches the right
superconductor. This process will be continued until the energy of the charge that reaches
the right superconductor has an energy that is permitted in the superconductor (i.e., E >
2∆
e ).
We note that every time the electron (or hole) traverses the normal metal, an amount
of energy eV is gained. Therefore the number of trips (n) required for an electron (or hole)
to gain enough energy to enter the superconductor must satisfy the expression neV = 2∆.
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Figure 12: The left panel illustrates a single Andreev reflection. The electron, which has an
energy E that is greater than the Fermi energy but less than the gap energy ∆, is Andreev
reflected at the surface. A Cooper pair is formed in the superconductor and a hole having
an energy E below the Fermi level is reflected back into the normal metal. The diagram
on the left panel illustrates multiple Andreev reflection allowing for an electron of initial
inadequate energy to traverse the energy gap 2∆. Since the electrons’ initial energy is lass
than that of the Fermi level, this charge will need to be reflected multiple times before
gaining enough energy to enter the superconductor. This explains the periodic (V = 2∆ne ,
where n corresponds to the number of trips across the normal region the charge made before
entering the superconductor) steps that create the junctions subgap structure.
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Figure 13: A computer simulation of the IV characteristics of a junction for various trans-
mission coefficients of a single channel are plotted. As the transmission coefficient increases,
the junction’s character begins to resemble that of the ballistic regime, as can be seen by
its approach to the dotted line.
As a result we would expect to see increases in the current at intervals of V = 2∆ne . We call
the non-linearities in the IV graph that results from these steps the subgap structure [145].
1.5.3 Mesoscopic PIN Code
The nonlinearity present in the subgap structure may be used in order to determine the
mesoscopic PIN code of a sample[162]. As mentioned earlier, the number of channels of a
sample corresponds to the valence of the atom used to make up the contact material[160].
Hence the periodic table may be used to determine the number of channels present in a
specific sample.
After determining the number of channels (5 for niobium) for the sample, computer
simulations may be made using a FORTRAN code created by Ake Ingerman and John Lantz
at Chalmers University, which uses a model created by Bratus‘, Shumeiko and Wendin
for a BCS superconductor. Simulations for all possible combinations of 5 transmission
coefficients, ranging from τi = 0.001 to τi = 0.999 in intervals of 0.001 (i.e., 1000 possible
values for a single transmission coefficient) may be performed.
Simulated IV characteristics for an individual channel with transmission coefficients
ranging from 0.1 to .99 are illustrated in fig. 13. In order to compare experimental results
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with those obtained from the FORTRAN simulations, the current and voltages must be
expressed in the dimensionless form used in the simulations. Thus the experimental voltages
must be scaled by a factor of e∆ and the current by a factor of
e
G0∆
as illustrated in fig. 14.
In order to determine the value of ∆, the BCS expression ∆ = 1.76kbTc[174] may
be used, where Tc is the critical temperature of the sample. Using the FORTRAN code
the IV characteristics may be simulated at different temperatures in order to minimize
the effects of thermal broadening on the subgap structure. Once the computer simulated
results are generated, a best fit plot may be performed in order to determine which simulated
mesoscopic PIN code best fit the experimental results[63].
Now that the experimental subgap strucure of a contact may be used in order to un-
ambiguously determine the mesoscopic PIN code of a sample, the effects of electromagnetic
radiation on the contact must be considered. This will lead us into the crux of our research,
namely Josephson radiation and single molecule spectroscopy.
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Figure 14: A computer simulation of the IV characteristics of a junction for various trans-
mission coefficients of a single channel are plotted along with their temperature dependence.
At the low temperatures the non-linear characteristics are dominate, but as the critical tem-
perature is approached (Tc) the plot approaches that of an ohmic material, signifying that




Before investigating the response of the subgap structure to external electromagnetic radi-
ation, we must revisit the Josephson effect. It was introduced in the previous chapter as a
means of showing that superconducting current is a result of a coherent superconducting
condensate, as opposed to individual Cooper pairs.
The DC Josephson effect, which related the current density across the Josephson junc-
tion to the phase difference between the two superconductors, can be expressed in terms of
current (as opposed to current density) as:
I = Ic sin(δ), (57)
where I is the superconducting current, and Ic is the critical current (Ic ≈ 0.15mA) of the
DC Josephson effect. This implies that if the current measured through the junction is less
than the critical current (Ic), charge is being transferred exclusively by the superconducting
current (i.e., Cooper pairs) as opposed to quasi-particles. As a result of this, the voltage
across the junction does not drop until the current passing through exceeds the critical
current.





implies that by applying a voltage (V ) across the junction, a change in the relative phases
of the two superconductors will result. This change in relative phase between the two
superconductors will alter the current as a consequence of the validity of equations (57) and
(58).
If a constant voltage V is applied across the junction, the Josephson phase-voltage
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δ = ωJ t, (60)
where ωJ (= 2eVh̄ ) is the Josepshson frequency. Thus the superconducting current can be
expressed as:
I = Ic sin(ωJ t), (61)
when a constant voltage V is applied across the junction. This implies the current across
the junction oscillates with a frequency ωJ , which will normally fall in the gigahertz range
due to the small value of Planck’s constant.
As is true with any active circuit element carrying an oscillating current, a corresponding
radiation will be emitted. The emission ability of active elements implies that a Josephson
junction may be used as a source of electromagnetic radiation that falls in the gigahertz
range. An ideal microwave source is an application for which many Josephson junctions are
used[24].
While the current passing through the junction effects the radiation emitted by the
junction, an astute reader may ask whether radiation absorbed by the junction will in turn
effect the current and moreover the IV characteristics of the junction. If the radiation does
effect the subgap structure of the junction, can we relate this effect to any characteristic of
the radiation?
2.1 Shapiro Steps
The zero-voltage current (Ic) of the Josephson junction is a characteristic of a given material.
This, as previously mentioned, is the maximum current that can pass between the contacts
without causing a potential difference to develop between the contacts. We attribute this
current to Cooper pairs, as opposed to quasi-particles. Once this current is exceeded, a
potential difference will develop between the contacts and charge transport, thus, cannot
be exclusively attributed to Cooper pairs.
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Figure 15: Experimental IV curves at 4.2K for increasing microwave powers. The dotted
lines represent solutions to the RSJ model with currents (a) Ic = 0, (b) Ic = 0.5, (c) Ic = 1.0,
(d) Ic = 1.5, and (e) Ic = 2.0. Dashed lines represent ohmic lines[183].
A similar, but not identical, analogy between the zero-voltage current of a Josephson
junction and the work-function (Φ) of a metal may be contemplated. This picture may
allow us to anticipate the response of the Josephson junction to external radiation. For
charge to escape a given metal, a potential V must be applied such that eV = Φ (i.e.,
V > Φe ). For potentials less than V , no charge will escape the metal.
The photoelectric effect showed that by shining light on the metal (i.e., allowing the
metal to absorb radiation) the potential needed to free electrons decreased. The difference
in potential was related to the frequency of the given light and independent of that light’s
intensity.
Similarly we find, as illustrated in fig. 15, that the zero-voltage current of a Josephson
junction decreases upon exposure to radiation. The radiation that the Josephson junction
is exposed to falls in the microwave range for reasons that will be explained later. Unlike
the photoelectric effect, the change in zero-voltage current is dependent on the power of the
radiation.
It must be noted that two primary features of the IV characteristics of the junction
change upon exposure to radiation. The first, as previously mentioned, is the decrease in
the zero-voltage current. The second is the appearance of steps in the IV graph after the
zero-voltage current has been exceeded. These nonlinear effects are called Shapiro steps.
From fig. 15e we note that there are three distinct regions of the curve after radiation of
sufficient power has been applied. The first region is for large current bias and in this region,
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Figure 16: Time dependence of the current due to Cooper pairs (sinϕ) and the current due
to some as yet to be defined source (ϕ̇). (a) high current bias region (b) moderate current
bias region and (c) low current bias region. Dotted lines represent the total current [183].
the IV curve approaches the ohmic dashed line. This portion of the graph implies that for
large voltages, the system is behaving as an ohmic metal, independent of the radiation[183].
The second region, in which there is moderate current bias, contains Shapiro steps of
equal magnitude. In this region the curve deviates substantially from the ohmic line and
appears to be a bump in the plot. The third, low biased current, region also has Shapiro
steps but, unlike the second region, these steps are aligned with the ohmic line and have
differing magnitudes.
For a physical interpretation of the appearance of the three regions on the curve we
resort to an adiabatic argument[2]. As was previously mentioned, currents below the zero-
voltage current may be attributed to Cooper pairs. When the total current exceeds the
zero-voltage current, we can be assured that the charge transport is not due exclusively to
Cooper pairs. Therefore we may express the total current passing through the junction as:
I = Io + Ic sin(δ), (62)
where Io is the current that is not due to Cooper pairs. It is plausible to assume that, due
to the approaching of the curve to the ohmic line at large bias currents, this current should
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be proportional to the voltage that develops between the contacts V (= h̄2e δ̇).
Figure 16 illustrates sin δ and δ̇ as a functions of time, over two microwave cycles. The
Cooper pair current is proportional to sin δ, and the remainder of the total current, whose
source is as yet to be determined, is proportional to δ̇. The dashed line represents the total
current passing through the junction.
We first note that as the total current increases, the wavelength of the sin δ and δ̇ os-
cillations decreases. These oscillations are dependent on the Josephson frequency of the
junction. This was defined previously as ωJ(= 2eh̄ V ). Thus, as the voltage across the junc-
tion increases, the frequency of these oscillations also increases, resulting in the wavelength
decreasing for larger total currents.
Figure 16a represents the first, large current bias, region. Since the total current never
drops below the zero-voltage current in this region, contributions from both sources are
made to the total current. Figures 16(b) and (c) represent moderate current bias (region
II) and the low current bias (region III), respectively. It will be noted that when the total
current falls below the zero-voltage current, δ̇ drops to zero, and the total current curve is
identical to the sin δ curve. This is in agreement with our initial assertion that the entire
current, when less than the zero-voltage current, is due to Cooper pairs.
The physical interpretation of the three distinct regions of the IV graph stems from the
solution of the differential equation that results from equation 62:
I = Iv δ̇ + Ic sin(δ), (63)
where Iv is the proportionality constant between Io and the potential across the contacts.
The solution of this equation will be covered in detail in section 2.3, but for the time being
we merely appeal to the general properties of the equation in order to develop a picture of
what forces are at work that result in the IV characteristics of the junction.
In region I the current never drops below the zero-voltage current. This implies that
the voltage across the contacts is changing continuously, and there are no boundary values
for our differential equation in this region. Consequently the current varies continuously
(and linearly) with the voltage. This is analogous to the particle in a box where the box
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has infinite width. As a result all wave solutions are permitted and the energy spectrum is
continuous.
In regions II and III, the total current falls below the zero-voltage current. Therefore
a boundary value condition results, namely δ̇ = 0 for I < Ic. This results in only certain
solutions being permitted in a given voltage range, hence the appearance of steps. This is
similar to the particle in a box of finite dimension. Only waves of select wavelengths are
permitted, resulting in a quantized energy spectrum.
To explain the uniformity of Shapiro steps size in region II and the lack thereof in
region III, it will be noted that the δ̇ and sin δ curves are out of phase by π radians. As
a consequence the graph gives the impression of two current sources working against one
another. This is similar to an inductor in a circuit trying to counter the electromotive force
causing the current to change.
Every complete wavelength of the superconducting current curve (sin δ) corresponds to
a 2π rotation of the phase difference between the two superconductors. When the total
current is above the zero-voltage current, there are many such rotations, but when the total
current falls below the zero-voltage current a complete 2π rotation is never experienced.
The order of the Shapiro step is the number of oscillations of the superconducting current
that occur during a complete wavelength of the total current. This results in the Shapiro
steps having equal magnitude in region II.
In region III the total current falls below −Ic and as a consequence causes the phase dif-
ference between the superconductors to experience a rotation of 2π in the opposite direction.
Therefore the order of the Shapiro step is the difference between the positive and negative
rotations and as a result causes the magnitude of the Shapiro steps to be non-uniform.
2.2 Fiske Effect
In the opening of Chapter 1 we mention that superconductivity is a thermodynamic phe-
nomena characterized not only by zero resistivity but also by zero permeability. This,
coupled with the results of the previous section, may cause the reader to raise the ques-
tion as to the effects of an applied magnetic field on the IV characteristics of a Josephson
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Figure 17: (a) A phase diagram of a Type I superconductor. Note how the Type I su-
perconductor switches abruptly from the Meissner state to the normal state. (b) A phase
diagram of a Type II superconductor. Note the transition from the Meissner state to the
mixed state at (Hc1) and from the mixed state to the normal state at (Hc2).
junction.
Before covering the effects of an applied magnetic field on the IV characteristics of a
Josephson junction, we felt it prudent to look at the effects of an applied magnetic field
on an isolated superconductor in more detail. This will lead to the conclusion that a
superconductor may exist not only in the normal state or the Meissner state, but also in a
state that is a hybrid of the two.
2.2.1 Meissner Effect
When we first mentioned the Meissner effect (i.e., the complete expulsion of magnetic
flux from a superconducting metal), we neglected to mention that there is a temperature
dependence. Whereas the critical temperature (Tc) was defined as the temperature at which
the resistance of a metal abruptly drops to zero, the magnetic field’s critical value (Hc) is
the value of the applied field that will, independent of temperature, cause the Meissner
effect to break down and as a result enable magnetic flux lines of sufficient magnitude to
penetrate the superconductor. As the temperature of the superconductor falls below the
critical temperature, the magnitude of the applied magnetic field needed to break down the
Meissner effect increases, as illustrated.
We noted previously that superconductors may be divided into two groups, Type I and
Type II. A Type I superconductor was characterized by an abrupt change (at the critical
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temperature Tc) from the normal state in which magnetic flux was allowed to penetrate
the superconductor, to the Meissner (superconducting) state in which no magnetic flux was
allowed to penetrate. A Type II superconductor was characterized by a gradual change
from the normal state to the Meissner state, as illustrated in fig. 2. Hc1 is the critical value
of the magnetic field that allows flux to begin to penetrate the superconductor while Hc2
is the critical value of the magnetic field at which point the Meissner effect has collapsed
resulting in complete penetration of magnetic flux through the superconductor.
Our characterization of a Type I superconductor was based on the ideal case in which the
material had a demagnetization factor of zero (n = 0). In the case in which the material has
a non-zero demagnetization, there is less of an abrupt change from the Meissner state, but
rather a period of increased magnetic flux penetration until the Meissner state completely
collapses. Although this phenomena would appear to blur the distinction between Type I
and Type II superconductors, there is still a marked difference in the way the flux penetrates
the superconductor between the normal state and the Meissner state of the two types of
superconductors.
The flux penetration in Type I superconductors takes place in alternating layers. More-
over if we imagined that we had a cylindrical shaped superconductor in this hybrid state,
a cross sectional view of the superconductor may look something like a clock. Where the
minute divisions would be the normal regions in which magnetic flux was allowed to pen-
etrate. Everywhere else would be the superconducting region in which no magnetic flux
lines were allowed to penetrate. As the applied magnetic field is increased, we would notice
the minute divisions growing longer and broader until they covered the entire clock, at that
point the Meissner state will have completely collapsed.
The flux penetration in a Type II superconductor is somewhat different from that of a
Type I superconductor of non-zero demagnetization. The magnetic flux penetrating a Type
II superconductor is quantized, and therefore a cross sectional view would appear to contain
rain drops as opposed to minute divisions[75]. Where the road to the normal state was
characterized by the broadening of the minute divisions in a Type I superconductor, the path
taken by a Type II superconductor would appear to be characterized by an increase in the
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Figure 18: (a) In a Type I superconductor the magnetic field cannot penetrate deeply
as indicated by the relatively small size of λ, which results in the abrupt transition to
the Meissner state. (b) For Type II superconductors the penetration depth (λ) is large in
comparison to (ξ) which leads to interaction with the order parameter ∆. This leads not
to complete expulsion of the magnetic field in a Type II conductor, but rather to vortices
in which superconductivity is suppressed.
number of rain drops, as opposed to the expansion of already existing drops. The quantum
of magnetic flux (Φ0) is hc2e and necessitates the introduction of two new variables, namely the
penetration length λ and the length over which a magnetic field destroys superconductivity
ξ.
The ratio of these two variables (λξ ) determines the extent to which a given material
is a Type I or Type II superconductor. If the ratio is small (< 1), meaning that the
penetration length is small in comparison to the length over which a magnetic field can
suppress superconductivity, the superconductor is Type I. Consequently once the critical
magnetic field has been applied, the Meissner effect completely collapses due to the large
value ξ relative to the penetration length. On the other hand, if the ratio is large (> 1), then
the only way change from the superconducting state to the normal state can be brought
about is by increasing the magnetic field even after the onset of magnetic flux penetration.
In anticipation of analyzing the effects that an applied magnetic field has on the IV
characteristics of a Josephson junction, we must investigate the effects that the ratio of
penetration length to ξ has at the surface of a NS (normal-superconducting) interface. In
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chapter 1 the Josephson effect was attributed to the overlap of the wave function of two
superconductors in close proximity to one another. If the superconductors were too close to
one another, the phases of the superconductors would lock, and the system would behave
as a single superconductor. If the superconductors were too far apart, there would be no
overlap of the wave functions and thus no Josephson current.
For the interface of a Type I superconductor with a normal metal, ξ is an indicator
of how long it takes the order parameter ∆ to reach the value it would have were the
superconductor isolated. For this interface the penetration depth (λ) is small while ξ is
comparatively large. This means that there is little overlap at the interface, as illustrated
in fig.18 At the interface of a Type II superconductor and a normal metal, the penetration
length is relatively large while ξ is comparatively small. This leads to a large overlap at the
interface.
To interpret these results we must think in terms of energy. A given amount of energy
(Eλ) is needed to expel the applied magnetic field over a distance λ, and an amount of
energy (Eξ) is needed to break up Cooper pairs over a distance ξ. Since Eλ is smaller than
Eξ in a Type I metal, it is energetically advantageous for a Type I superconductor to expel
flux from the inside of the superconductor.
For a Type II metal, in which Eλ is larger than Eξ, expulsion of the entire magnetic
flux is not possible. Since the magnetic flux is quantized, small regions develop inside of
the metal in which magnetic flux is allowed to penetrate. The density of Cooper pairs is
reduced in this region and becomes zero at the very center of these vortices, as illustrated
in fig.19.
These vortices form a triangular lattice when the Type II superconductor is in the mixed
state. The transition to the normal state is accelerated by the movement of these vortices
throughout the superconductor, while impurities in the superconductor act to limit the
movement of these vortices and thus limit the speed of transition. This effect may also
be minimized by a thermally assisted flux flow, which allows the vortices to bypass the
impurities and travel somewhat unrestricted.
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Figure 19: Schematic of the vortex that arises in a Type II superconductor after Hc1 has
been exceeded. These vortices occur when the superconductor is in the mixed state in which
partial magnetic penetration takes place resulting in vortices of current.
2.2.2 Josephson Current Resonance
Having examined the effects of the magnetic field on a single superconductor and a NS
(normal-superconducting) interface, we may proceed with an investigation of the effects
of the magnetic field on the junction. The IV characteristics may be attributed to the
interaction of the Josephson current-density waves with the electromagnetic fields inside
the junction acting as a resonator.
Due to the heavy inductive loading caused by the magnetic field penetration, the elec-
tromagnetic wave is slowed between the superconducting contacts[74]. The ratio of the









where l is the junction thickness, and ε is the dielectric constant.
We must note that the height of each step on the IV curve varies with the field and has
the same period as the zero-voltage Josephson current. That the maximum current in a
step diminishes as we pass ∆, half the the energy gap, should not come as a surprise. This
is attributed to the dampening of the AC modes when the frequency becomes high enough
to raise single electrons above the energy gap.
To explain these effects we must couple our previous Josephson equations with:
∇δ = 2e(2λ+ l)
h̄c
(H × n), (65)
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Figure 20: Temperature dependence of zero-voltage current. The circles are experimentally
determined measurements of Sn/Sn and Pb/Sn zero-voltage current’s temperature depen-
dence. The solid lines represent the calculations based on Ambegaokar and Baratoff[73].
where n is the unit vector normal to the junction plane. The H can be expressed as:






z) sin(ωnt+ θn), (66)
where ωn is the resonant frequencies and θn the phases.
If the DC voltage corresponds to the resonant frequencies then multiples of the resonant
frequencies will be produced by the frequency modulating effect of the Josephson’s equa-
tions. If this is coupled with the boundary value conditions then an analytic solution for
both the phase and DC peak current can be obtained. The actual solution would inadver-
tently deter us from our desired objective and will be avoided. What is important to note
is the picture of the junction behaving as an open-ended resonator with modes excited by
the AC Josephson effect.
2.2.3 Temperature Dependence
We noted in the previous section that the zero-voltage current is effected by the application
of radiation to the junction. As evidenced from fig. 15, as the power of the radiation is
increased the zero-voltage current decreases and eventually reaches zero. Similar to the
magnetic field (Hc) required to completely collapse the Meissner effect, the zero-voltage
current has a temperature dependence.
That this is the case is apparent by noting that the zero-voltage current is due ex-
clusively to Cooper pairs. The density of Cooper pairs will definitely have a temperature
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Figure 21: Zero-voltage current through superposed, parallel-strip junctions as a function of
applied magnetic field in the planes of films. (a) The applied magnetic field is perpendicular
to the Sn/Sn strip. (b) The applied magnetic field is parallel to the strip. (c) The applied
magnetic field is parallel to the strip, and the two superconductors making up the Josephson
junction are not of the same material (Pb/Sn). This results in the multi-step tunneling
character of the experimental curves[73].
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dependence, because increased thermal energy will cause many Cooper pairs to break into
their constituent quasi-particles. This would decrease the density of Cooper pairs and
therefore decrease the zero-voltage current. As a result we would expect a decrease in zero
voltage current with a rise in temperature, as fig.20 illustrates.
Whereas the zero-voltage current’s temperature dependence may have been anticipated,




) may be somewhat
less obvious[73]. Noting that the area of a junction is the product of twice the penetra-
tion length (λ) and the width of the strip (w), we see that there must be a temperature
dependence of the area of the junction.
As was noted previously, the magnetic flux penetrating a Type II superconductor is
quantized. This implies the product of the area of the junction and the applied magnetic
field (∆H) may not assume independent and arbitrary values. This lack of independence
becomes more crucial when we note the periodic dependence of the zero-voltage current on
the applied magnetic field, as illustrated in fig.21(b).
The magnetic flux passing through the junction is found to be temperature independent,
thus we would expect for the the area under adjacent minima (∆H) to be dependent on
temperature, as illustrated in fig22. This dependence allows us the freedom of varying
the cross section of the junction by altering the temperature. The magnetic flux, which is
independent of temperature, may be determined by using the plot in fig.22.
2.3 Hilbert Transform Spectroscopy
Having shown the plausibility, both experimentally and from physical arguments, of exter-
nal radiation effecting the IV characteristics of a Josephson junction, our aim is now to
determine the relation between the external radiation and the change in IV characteristics
of the junction. Our technique will involve solving the differential equation arising from
the resistive-shunted junction model for our system, which allows us to relate the current
across the junction to the spectrum of the absorbed radiation. The predictions made by this
model allow for computer simulations which are in excellent agreement with experimental
results.
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Figure 22: Temperature dependence of magnetic field intervals ∆H between maximum zero-
voltage current. The magnetic flux passing through the junction is found to be temperature
independent, which, when coupled with the relation of flux to magnetic field an area, implies
(∆H) should have a temperature dependence[73].
2.3.1 Current Components
As was mentioned previously, if the voltage drop across the contacts of a Josephson junction
remains at zero, then we can be assured that the current passing though the contacts is
due, exclusively, to superconducting current (i.e., Cooper pairs). The same can be said if
the temperature of the Josephson junction is kept at absolute zero.
If, on the other hand, either of these requirements is not met, we must attribute the
current passing through the contacts to sources other than just Cooper pairs. These sources
should be familiar to the reader, for they are not exclusive to superconductivity, but arise
in normal metals as well.
2.3.1.1 Normal Current
If the temperature of the system is above absolute zero, yet less than the critical temperature
(Tc) of the material, then some of the Cooper pairs will break into their constituent quasi-
particles. This is due to the thermal motion of the charge carriers, whose energy is kBT .
These quasi-particles make up what is known as the normal current (In).
If the temperature of the system is close to the critical temperature of the material,
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then the vast majority of the Cooper pairs will split into quasi-particles, resulting in the
majority of the charge transfer being due to normal current as opposed to superconducting
current. This is due to the large value of kBTc in comparisons to the energy gap (2∆) of
the material.
If this occurs the IV characteristics of the material will resemble that of a normal
ohmic metal. As a consequence we obtain a straight line, whose slope is equal to the
normal conductance, for the IV graph, since the material now obeys Ohm’s Law. The





The same effect, regardless of the temperature of the system, is observed if the voltage
applied across the contacts is greater than 2∆e . In this case, a Cooper pair in one supercon-
ductor is separated, and one of the resulting charges travels across the contacts. A straight
line for our IV graph is obtained as before.
2.3.1.2 Displacement Current
If the voltage (V ) across the junction is changing with respect to time, we would expect
the electric field between the contacts to be changing as well. This changing electric field
causes what Maxwell termed a displacement current (Id).
The displacement current will be proportional to the change in voltage across the con-
tacts. We call this proportionality constant the capacitance of the junction. Therefore the
displacement current may be expressed as:
Id = CV̇ . (68)
If the frequency at which the system is driven is less than the plasma frequency ωp
(= 2eIch̄C
1
2 ), then the displacement current is less than the superconducting current[118]. If
the frequency at which the system is driven is less than 1RC , then the displacement current
will be less than the normal current.
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Figure 23: Equivalent circuit of a weak-link device. The junction is loaded by a shunt
capacitance such as might by found in a shunted mechanically controlled break junction.
The circuit is driven by a current source with a high AC impedance[132].
2.3.1.3 Fluctuation Current
The final component of current results from the ”noise” that is present in all circuits. This
is accounted for by the addition of the fluctuation current (If ).
This term accounts for noise resulting from external agencies such as radio and television
broadcast, electric power lines, etc. The fluctuation current also takes into account internal
noise arising from the normal current. Since the normal current is dissipative, unlike the
superconducting and displacement currents, thermal noise and shot noise are a necessary
consequence.
Having introduced all the components of current present in a Josephson junction, we
must now investigate the basic equations of a Josephson junction. These equations coupled
with a model of the system will allow us to develop a vivid picture of the Josephson junction
and its interaction with electromagnetic radiation.
2.3.2 Resistive-Shunted Junction Model
As was previously mentioned, the current across a Josephson junction can be attributed to
superconducting current (Cooper pairs), normal current (quasi-particles) and displacement
current. In order to properly investigate the junction, we employ the resistive-shunted junc-
tion model, as illustrated in fig.23. Note that this model is valid only in a small temperature
range below the critical temperature. The displacement current will be neglected due to
our exclusive use of point-contact junctions which, as a consequence, have a low contact
capacitance[3]. Even though the current may be driven at high frequencies, the combined










I + If = Ic sin(δ) + In. (70)
The previous equation may be expressed as:




where R is the resistance of the junction in the normal (non-superconducting) state. Note
that the latter equation accounts for the superconducting current (Ic), the normal current
(VR ), and the fluctuation current (If ). A simulation of the IV characteristics based on this
model is illustrated in fig.24.










τ = ωct, (74)
where Vc (= IcR) is the characteristic voltage, whose maximum value is 3mV for typical
superconductors, and ωc (= 2eVch̄ ) is the characteristic frequency. Our first primary relation




This relation, coupled with our dimensionless variables, allows us to express our second
primary relation as:
i+ if = sin(δ) + ξ. (76)
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Figure 24: Numerical IV curves for increasing microwave currents. Solid lines represent so-
lutions of the RSJ model whereas dotted lines represent adiabatic approximation solutions.
Dashed lines represent ohmic lines. (a)Ic = 0 (b)Ic = 0.5 (c)Ic = 1 (d)Ic = 1.5 (e)Ic = 2.
The large arrows indicate the DC current boundaries while the small arrows highlight the
decrease of the DC current position of a stable step[183].
If our system is operated in the current-driven mode (i.e., direct current through the junc-




2 + 1, (77)
where ξ is the time averaged biased voltage. This results in an IV graph with nonlinear
characteristics, as illustrated[95].
The plausibility of an external radiation source causing a change in the time averaged
current (i) is hinted at in this chapter’s introduction, and a physical interpretation is intro-
duced in the subsequent section. Our question as to the relation of this change in current
and the radiation will require a technique of reverse engineering (i.e., by looking at the
response we will determine the cause).
We will first assume that an additional monochromatic external current ĩ(τ) at a fre-
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], (78)
where γ is the fluctuation induced line width of the Josephson oscillation[166]. If as opposed
to a monochromatic external current, we apply an ac current with a spectral density Hi(ω),
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where we make note of the fact that the term in brackets (as γ → 0) is the Hilbert transform
of the spectral density Hi(ω).
This implies that by applying a reverse Hilbert transformation on the change in current
we can determine the spectral density of the ac current. If we allow for the introduction of
















therefore obtaining the spectral density of the ac current by performing a Hilbert trans-
formation on the function u(ξ), which is related to the IV response of the circuit to ac
current[166].
For coupling of external radiation with a Josephson junction, antennas usually are em-
ployed. If the transfer function of the antenna is K(ω), then the relation between the ac
current spectral density Hi(ω) and the spectrum of the electromagnetic radiation S(ω) is:
Hi(ω) = |K(ω)|2S(ω). (84)
Thus we can relate the spectrum of the absorbed electromagnetic radiation to the change













Although the previous equation sheds much light on the apparently complicated proce-
dure of recovering the spectrum of electromagnetic radiation from the subgap response of
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a Josephson junction, we felt it may be advantageous to sum up the procedure in words.
The technique used would be to (a) determine experimentally the IV plot of the Josephson
junction in the absence of external radiation, (b) allow the junction to absorb radiation and
determine the new IV plot, (c) plot the difference between the IV curves, (d) perform a
Hilbert transformation on the plot from part (c) to determine the spectral density of the
current, and finally (e) divide the resultant spectral density by the transfer function squared




To this point we have covered the theoretical foundations of superconductivity, the Joseph-
son effect, and Hilbert spectroscopy. That these theories were valid was shown by giving
experimental results along with explanations as to how these results verify, or could be ex-
plained by, the previously developed theory. No mention, as of yet, has been made as to how
these experimental results were obtained. This chapter seeks to remedy this discrepancy.
The results that have been presented thus far have been in the form of plot curves. Either
conductance vs. contact elongation, current vs. voltage (IV ), current vs. temperature, etc.
For each of these experiments a means of maintaining a mechanically steady separation
between the tips is paramount. For example, in fig. 9 the separation between contacts is
measured in nanometers. Any technique used to carry out the conductance measurement
must be able to keep this separation between contacts stable to within at least a tenth of a
nanometer.
That we are investigating superconducting phenomena implies that these experiments
must also be conducted in an environment that is below our metal-of-interest’s critical tem-
perature (Tc = 9.3K for niobium). We must be able to make measurements of conductance
(or similarly resistivity) and voltage. Although not yet mentioned, differential conductance
( dIdV ) along with the second derivative (
d2I
dV 2
)[28] must be measured in the previously de-
scribed experimental environment. The latter due to its being directly proportional to the
Eliashberg’s[92] form of electron-phonon interaction therefore allows a measurement of the
phenomena discussed in chapter 1 that was responsible for Cooper pairs.
The stability requirement is fulfilled by using a mechanically controllable break junction
(MCBJ). This coupled with a measuring technique termed a four contact point, will allow
us to fulfil the other requirements. Thus we start this chapter with a description of the
mechanically controllable break junction[138, 141].
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Figure 25: A schematic setup of a mechanically controllable break junction along with a
colorized electron micrograph of a fabricated sample is illustrated. The flexible substrate is
placed in a three point contact. The point contact is elongated upon actuating the piezo.
The elongation estimate gives an approximate relation between the elongation of the piezo
and the contact separation.
3.1 Mechanically Controllable Break Junction
A myriad of techniques have been developed to create atomic point contacts (i.e., scanning
tunneling microscope, chemical anodization of notched wires, spear-anvil technique, etc.).
However due to reasons such as lack of mechanical rigidity or sample contamination all of
the these techniques have proved inadequate to make reproducible measurements of the IV
characteristics of the contact for an extended period of time.
The technique most adequately fitting for our experimental requirements, mechanical
rigidity being paramount, is that of a mechanically controllable break junction. This tech-
nique consist of a metallic bridge clamped to an elastic substrate that is suspended over
a ravine that is a few micrometers in depth and across, as illustrated in figure 25. The
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Figure 26: Direct high-resolution transmission electron microscope image of a niobium tip
pulling away from a gold substrate. The image illustrates the thinning of the nanowire
starting from 5 linear threads of gold until the contact is completely broken[146].
constriction at the center has a diameter of approximately 100nm.
In order to obtain the point contacts so essential to our experiments, the substrate is
bent. Initially many atoms may be clustered together between the contacts, but as the
substrate is bent continuously, the point will be reached where a single atom is between
the contacts. This is similar to fig. 26, which is a high resolution transmission microscope
image of the thinning of a nanowire courtesy of Professor Landman[111].
Many times the experiments are conducted in a reverse order in which the contact
is broken and slowly brought back together until there is (a) a single atom between the
contacts and (b) the contacts are close enough to one another for the Josephson effect to
be observed. When the contact between the two electrodes is broken, the conductance vs.
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Figure 27: Schematic (sideview) of the bending system. Inside of the vacuum chamber the
sample can be adjusted by the 1/2”40 custom made microscrew. In order to insure that the
actuator does not jam after cryogenic temperatures have been reached the screw is brass
while the nut is stainless steel. The piezo tube is used in order to insure that the bending
of the substrate is not only exceedingly small, but also reproducible and controllable.
elongation plot indicates tunneling occurs, as would be expected from quantum mechanics.
These results are obtained whether the experiment is conducted in the traditional order or
in reverse.
A piezo actuator is used in order to insure that the bending of the substrate is not only
exceedingly small, but is also reproducible and controllable[47]. The actuator allows the
contact to transition from the bulk point contact regime to that of an atomic point contact,
and once contact is broken, into that of the tunneling regime.
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Figure 28: (a) Top view SEM image of a Ta shunted Nb mechanically controllable break
junction with augmented measurement setup. The dark blue color represents the insulating
thin polyimide film, the green indicates tantalum and niobium films, the brown shows the
niobium contacts, while the red is the tantalum shunt. (b) Isolated Ta shunt. (c) Isolated
Na junction.
3.1.1 Shunted Mechanically Controllable Break Junction
The mechanism responsible for the Josephson current was the phase difference (∆ϕ) between
the two superconductors, but a direct measurement of this phase difference is not possible
using a mechanically controllable break junction. In order to determine the current phase
relationship, a resistive shunt must be added to the junction as illustrated in fig. 28.
The presence of the shunt allows measurement of the current phase relationship of the
junction, but it does not leave the IV characteristics of the junction unaffected. The
spectrum of multiple Andreev reflections was affected and resulted in a shifting in the
voltages of the sub gap structure[52, 50]. Despite these effects, useful measurements were
still able to be made.
In order for the resistive shunt to function properly, it must be made of a material
different from that of the junction. Tantalum was used for the shunt because of its ability
to satisfy a dual purpose. If the temperature is kept lower than the critical temperature of
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Figure 29: Schematics and operating principle of the circuit. (a) The device is made of two
superconducting materials with different transition temperatures. (b) Resistively shunted
junction configuration with the mechanically controllable break junction in contact mode
and the shunting segment in the normal state. (c) Stretched mechanically controllable break
junction in tunneling mode allows measurement of the superconducting gap of the junction
material. (d) Further stretching yields the broken junction.
niobium, but higher than that of tantalum, then the tantalum will act as a shunt allowing
measurement to be made of the phase current relation of the junction.
If, on the other, the temperature is below the critical temperature of niobium and
tantalum, then the system behaves like that of an RF SQUID. This can be seen by comparing
fig. 29 with the resistor shorted to fig. 30 of a DC SQUID. Coupling the single junction to
an inductor produces an RF SQUID.
(Brief note: SQUID is an acronym for a Superconducting QUantum Interference Device.
The RF SQUID consists of a single junction interrupting a superconducting loop, coupled
to the inductor of an LC-tank circuit. The period of oscillation of the circuit is equal to
that of the magnetic flux through the superconducting loop, which must be quantized as
discussed in previous chapters.)
Having discussed the functioning of a mechanically controllable break junction and its
shunted counterpart, the next step is describing how these junctions are created. It must
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Figure 30: DC SQUID with an inclosed magnetic flux. The DC SQUID consists of a
junction interrupting a superconducting loop. The circuit in figure 29 acts as an RF-SQUID
when the temperature of the sample is below the critical temperature of both niobium and
tantalum.
be noted that the design and fabrication of the samples is as much an art as it is a science.
Therefore strict adherence to the following steps will inevitably produce samples of sub par
quality initially. This may be due to sample contamination, overexposure, or a number of
any of the steps that may not go perfectly.
3.2 Fabrication Of MCBJ
In the fabrication of the mechanically controllable break junction, bronze is used as the
substrate material. This choice is due to the flexibility of bronze over that of silicon.
Starting with a 25µm thick by 50mm diameter phosphor bronze disc, an insulating layer
was added in order to separate the ground plane from the device layer and to planarize the
surface. This was accomplished by spinning a coat of VM652 adhesion promoter onto the
wafer followed by spinning and curing a 2µ layer of polyimide (PI2610).
Next, a 150 nm layer of niobium is magnetron sputtered onto the sample using an in situ
cold trap to reduce the amount of contaminants, including water, in the vacuum chamber.
Evaporation was avoided due to the high melting point of niobium as well as sputtering’s
ability to limit the amount of radiation incident on the oxide layer.
After sputtering, Shipley 1813 photoresist was spun onto the sample, baked, and then
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Figure 31: Schematic of the fabrication process of a mechanically controllable break junc-
tion. (a) Deposit insulating polyimide layer, (b) sputter Nb onto wafer, (c) pattern Au
contact pads, (d) use e-beam lithography to pattern Al etch mask, (e) anisotropically dry
etch Nb, (f) remove etch mask and isotropically dry etch the polyimide to free the bridge.
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Figure 32: Outline of microfabrication procedure of mechanically controllable break junc-
tion. As the procedures outlined in figure 31 are followed the actual results will follow the
illustrated sequence.
exposed in a mask aligner. The wafer then was placed for 20 minutes into a chlorobenzene
bath that hardened the surface layer of the photoresist. This step allows for a cleaner liftoff.
Next, the wafer was developed in Microposit MF-315 developer for 70 seconds. 15nm of
titanium was evaporated onto the sample, acting as an adhesion layer, followed by 135nm
of gold to act as contact pads. The unwanted metal was lifted off by soaking the wafer in
heated Microposit 1165 remover for 2 hours.
Since the smallest dimension of the bridge is approximately 200nm, the junction must
be patterned using e-beam lithography. PMMA/MMA bilayer was spun over the sample at
which point the junction was exposed in a modified SEM/EBL tool after which the pattern
was developed in 1:3 MIBK/IPA. Aluminum was evaporated over the sample and lifted off
in an acetone bath. This was done in order to protect the bridge region while the unwanted
metal was removed (i.e., an aluminum dry etch mask was patterned over the junction using
e-beam lithography).
The filament evaporator was used to deposit 75nm of aluminum over the surface of the
wafer. Lifting off in acetone was followed by dry etching via RIE. In order to enable a
more uniform subsequent etch, the oxidized portions of the sample were etched away. Using
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SF6 precursor gas, niobium was removed, followed by removal of the aluminum etch mask
by a combination of BCl3 and Cl2 gas. In the final step, oxygen plasma, under high RIE
pressure, was used in order to isotropically dry etch the polyimide in order to free the break
junction.
3.3 Circuitry
As previously mentioned, the circuitry of the experimental setup must allow measurement
of the IV characteristics of our samples along with higher order derivatives of current with
respect to potential. By applying a large DC bias current with an adjunct small AC signal,
the resulting voltage across the junction and differential conductance of the junction can
be measured.
While measurement of the voltage across the junction requires no explanation, that of
the differential conductance may. In response to the small AC bias current that initially
was driven across the junction, a small AC voltage develops across the junction. A lock-in
amplifier is used to measure the resulting signal.
Since the AC signal is small, it should come as no surprise that a Taylor expansion
about the DC bias current (I0) is performed:
V (I) = V (I0) + (
dI
dV
)I0(I − I0) + (
d2V
dI2
)I0(I − I0)2 + ... (86)
By noting that the difference between the total current (I) and the DC bias current is small,
it becomes apparent that all terms of second order or higher will make inconsequential
contributions to the voltage. Thus if the reference frequency of the lock-in amplifier is that
of the applied AC signal, the first term of the series can be eliminated and the output of
the lock-in amplifier is dV .
The sample bias resistance is much larger than that of the mechanically controllable
break junction’s resistance, and thus dI may be expressed as:





By dividing our expression for dI by the output voltage obtained from the lock-in amplifier,
we can determine the differential conductance.
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Figure 33: The measurement circuit for IV and differential conductance vs voltage mea-
surements. The DC bias is provided by a low frequency triangular wave generated by a
SRS DS 345 function generator. The Stanford Research Systems SR830 lock-in amplifier
was used to generate the low amplitude AC bias that is needed for differential conductance
measurements. The SRS SIM963 scaling amplifier is used in order to add both of the signals
that feed to the sample through a resistor of comparatively high resistance, thus causing the
sample to be effectively current biased. The two battery operated SRS SR560 preamplifiers,
one in DC mode for IV measurements and one in AC mode for conductance measurements,
amplify and filter the sample[52].
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Figure 34: Schematic (three dimensional view) of the bending system. Inside of the vacuum
chamber the sample can be adjusted by the 1/2”40 custom made microscrew. The screw
is brass while the nut is stainless steel in order to insure that the actuator does not jam
after cryogenic temperatures have been reached. The piezo tube is used in order to insure
that the bending of the substrate is not only exceedingly small, but also reproducible and
controllable.
3.4 Mechanical Measurements
Having described the process of retrieving information about conductance, voltage, and
differential conductance, our next step is to determine how to control the physical separation
between the contacts. For this process a piezo tube is used as an actuator, as illustrated in
fig. 34. We note that a Macor ceramic piece is used to act as an electric insulator between
the piezo actuator and other components of the bending system.





where ∆L is the elongation of the piezo tube, d31 is the elongation constant for PZT-5A at
4.2K (−0.031nmV ), L is the tube length, and t is the wall thickness of the piezo.
Bearing in mind that the elongation of the piezo tube is not equal to the separation
between the contacts, next we must calibrate our system. The separation between contacts
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Figure 35: A picture of the bending system and the top manifold showing electrical, me-
chanical and vacuum feedthroughs. The left panel pictures the manifold that is attached to
the top of the dipstick in order to ensure access to all the various components. The right
panel pictures the bending system illustrated in figs. 34 and 27.
is less than the elongation of the piezo tube and, as a result, allows for measurement of
extremely small contact separation. The reduction ratio between the elongation of the









where rd is the reduction ratio, φeV is the materials work function[88] in electron-volts. α
is defined as:
α ≡ ∂ ln(R)
∂v
, (90)
where R is the resistance that is dependent on the separation between tunneling points and
is thus given by:










which yields, upon a linear fit, a value of α = 0.0042. Thus our ratio may be expressed
numerically as:




Although this method makes the assumption that the work function value is that of
a clean and smooth surface, the model is still used for our elongation calibration. This
64
Figure 36: The custom made dipstick is used for housing the sample and is then inserted
into the liquid helium dewar when the experiments are performed, as illustrated in the right
panel.
assumption, most likely, leads to a value of sample elongation that is somewhat larger
than the actual value. Since our primary purpose for the piezo is to determine the general
characteristics of the conductance as the contacts are separated, this technique is adequate.
The results allow us to determine when we have moved from the bulk contact regime to
that of atomic point contact and subsequently the tunneling regime.
3.5 Cryogenic Setup
Having covered the mechanical controls for the contact separation, our procedure for de-
termining the IV characteristics as well as differential conductance of the sample and the
process of fabrication of the sample, the last requirement is to provide an environment of
superconducting temperatures for our samples. In addition to the requirement of supercon-
ducting temperatures, our sample region must be under ultra-high vacuum (≈ 10−7Torr)
in order to avoid contamination of the metallic surfaces.
In order to house the sample, electronics, and bending mechanisms for the mechanically
controllable break junction, a custom built dipstick refrigerator was constructed. A manifold
is attached to the top of the dipstick in order to ensure access to all the various components.
This allows easier access to mechanical and electrical feedthroughs that are necessary to
pump down, actuate, and measure the sample.
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First, the sample must be evacuated, and a base pressure achieved. Once this vacuum
state has been reached, the cooling process must begin. Using a separate dewar than
that in which the experiments will be conducted, the sample is cooled to liquid nitrogen
temperatures.
After liquid nitrogen temperature has been reached, the dipstick is inserted into a liquid
helium grade, super-insulated, nitrogen-free dewar. This allows the the dipstick to continue
to cool until it reaches 4.2K, and our experiments to be conducted in an environment
anywhere from 4.2K to 10K. Since the critical temperature of niobium is 9.3K and that of
tantalum is above 4.2K, our experimental range is covered by this cryogenic setup.
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CHAPTER IV
DOUBLE POINT CONTACT SPECTROMETER
At this point a brief review of all of the apparently disjointed material we have covered
is in order. Chapter 1 introduces the reader to important concepts in superconductivity,
namely quasi-particles and Cooper pairs, for the sake of their future importance in charge
transport. Chapter 2 shows how the Josephson effect is altered by external fields and
radiation and as a result can be used to reproduce the spectrum of incident radiation.
Chapter 3 demonstrates how the experiments, needed to obtain these crucial results, namely
IV and differential voltage versus current plots, are conducted. These preliminary chapters
provide the foundation so that the experimental technique used in this chapter will appear
crystal clear to the reader.
In Chapter 2 we noted that the Josephson effect could be used to generate radiation
of frequency ωJ(= 2eVh̄ ), which is particularly useful due to the extremely small value of
Plank’s constant. The radiation that the junction generates falls in the GHz to lower THz
range. Since sources of radiation that fall in the lower THz range are few and unreliable,
the usefulness of the Josephson effect is readily apparent. This characteristic, coupled with
our ability to use the change in IV characteristics to determine the spectrum of radiation
incident upon a Josephson junction, hints at a usefulness in the realm of spectroscopy.
If a single molecule, placed between the tips of the atomic point contacts (see fig. 37),
was irradiated, the change in IV characteristics of the junction would indicate the spectrum
of radiation, between the GHz and lower THz range, absorbed by the molecule. Our ability
to control the radiation source, by adjusting the voltage across the source junction, provides
the perfect conditions for a new technique of molecular absorption spectroscopy.
Before covering the technique of double contact spectrometry via the Josephson effect,
we felt it would be advantageous to cover the fundamentals of absorption spectroscopy
and a few of the techniques of single molecule absorption spectroscopy. This may help, by
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Figure 37: Point contact junction which is bridged with an organic molecule. The absorp-
tion spectrum of the molecule is determined by analyzing the change in the samples IV
characteristics and then performing a Hilbert transform on the results.
providing a reference that highlights some of the advantages and drawbacks of our technique.
4.1 Absorption Spectroscopy
The technique of absorption spectroscopy is reliant on the quantization of energy levels of
molecules. Due to this quantization, only certain amounts of energy can be absorbed by
a given molecule. Since this energy is provided in the form of radiation, this subsequently
quantizes the wavelength of radiation that the molecule can absorb, and this spectrum of
radiation is unique to a given molecule. As a result of each molecules unique spectrum,
we are provided with a way of determining the presence of a given chemical in a sample
solution.
The internal energy of a molecule can be looked at as consisting of three parts: electronic,
vibrational, and rotational. Consequently the total energy may be expressed as[115]:
Eint = Eel + Evib + Erot (94)
Absorption of radiation of sufficient wavelength will result in a change in the electronic state
accompanied by a small change in both vibrational and rotational energies. The presence
of rotational and vibrational energies leads to a broadening of the line that would result
if only electronic transitions were allowed. Moreover the appearance of absorption bands
will be observed during absorption spectroscopy. A graph of absorption versus wavelength
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Figure 38: Absorption spectra of chlorophyll a and chlorophyll b. Note the broad width
of the peaks due to vibrational and rotational motion. If only electronic transitions were
allowed the peaks would have no width and would resemble delta functions at 410nm,
430nm, 453nm, 642nm, and 662nm.
would consist of Gaussian functions as opposed to delta functions as illustrated in fig. 38.
What must be kept in mind is that the graph of absorption versus wavelength is rep-
resentative of not only the molecule present, but also the solvent, concentration, and tem-
perature. Thus for absorption spectroscopy, resultant characteristics of the molecule under
observation are mixed with those characteristics of the environment. The presence of a given
molecule in solution can still be detected, and in this capacity absorption spectroscopy finds
much of its use.
Absorption spectra are normally measured with devices consisting of three major parts.
First a radiation source is needed. Next we need an optical system consisting of a spectral
apparatus, a sample compartment, and a radiation detector. Finally a system for data
acquisition and processing is needed. Various techniques of absorption spectroscopy have
been illustrated in fig. 39, but the fundamentals of the technique are the same for each.
Continuum sources of radiation are normally employed for absorption spectroscopy, such
as tungsten-halogen, deuterium, and xenon arc-lamps. As far as the sample compartment
is concerned, shape, absorption path length, window thickness, volume, and cross section
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Figure 39: Illustrated are various techniques of absorption spectroscopy. Although the
details of each technique vary slightly, as can be seen from the general outline of the figures,
each follows the general procedure indicated in the text. Therefore a detailed treatise on
each technique is avoided.
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are important factors. Normally one cell contains the solvent sans the sample is used as a
reference in which to compare the cell with the sample. The simplest processing consists of
the transmittance or absorbance in an analog or digital form.
The measuring techniques used in absorption spectroscopy fall into two primary cate-
gories: qualitative and quantitative. Qualitative analysis involves identifying the presence
of a given molecule in a sample. Identification is accomplished by comparing the absorption
spectra with graphs or tables of solvents with similar concentrations and temperatures.
For quantitative measurement the Beer-Lambert law must be employed:
A = − log10(
Φt
Φ0
) = εcb, (95)
where A is the absorbance, Φt is the monochromatic radiant power transmitted by the
absorbing medium, Φ0 is the monochromatic radiant power incident on the medium, ε is
the molar absorption coefficient, c is the amount concentration, and b is the absorption path
length. Using the Beer-Lambert law, the concentration of a known analyte is determined by
measuring the absorbance at various wavelengths. If the Beer-Lambert Law holds, then a
graph of absorbance versus concentration will result in a straight line which passes through
the origin as illustrated in fig. 40. For high concentrations, the graph becomes nonlinear.
This region is not illustrated in fig. 40.
If n absorbing analytes are present in the solution, then using the Beer-Lambert law and
measuring the absorbance at various (k) wavelengths, the absorbance may be determined.





Use of the Beer-Lambert law will result in k simultaneous linear equations from which the
n concentrations can be determined. The effects of impurities in the sample are minimized
by measuring the absorbance at different wavelengths. Minimization may be achieved by
repetitively switching from one wavelength to another.
In cases in which the Beer-Lambert law does not hold true a method called absorbance
matching often is employed. Then, a sample will be diluted with a solvent until the ab-
sorbance matches the absorbance of a known concentration of the analyte in a reference
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Figure 40: The curve of the absorption versus concentration must be a straight line if the
the Beer-Lambert law holds. For high concentrations the graph becomes nonlinear, thus if
the axes were extended, the slope of the line would begin to increase and resemble the IV
curve of a light bulb.
cell.
In our description of absorption spectroscopy, we were able to use the technique for
determination of the presence and concentration of a given molecule, yet little information,
aside from the internal energy resulting in the given molecules spectra, about dynamic
properties of the material was gained. In order to gain more insight into the dynamic
(vibrational and rotational) properties of the molecule, we must veer from our practice of
analyzing the behavior of bulk materials and focus on single molecules.
4.2 Single Molecule Absorption Spectroscopy
Our previous description of absorption spectroscopy dealt with the absorption spectra of
samples consisting of many of the investigated molecules, as illustrated in fig. 39. The
resultant spectrum is due to an ensemble averaging of the characteristics of the observed
molecules. Recall that the ensemble averaging technique implicit in quantum mechanics
hides the effects that the phase of a particle has in normal metals. The only time the effects
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of the phase could present themselves was when dealing with superconductors in which the
phase was shared by the entire metal. In a similar vein, the effects of ensemble averaging
of the absorption of a given molecule may hide some of the characteristics that would be
present were we able to isolate a single molecule and investigate its absorption spectra.
An example will illustrate this point. Green fluorescent protein when observed in an
ensemble appears to continuously radiate green light. When a single molecule of green
fluorescent protein is isolated and observed, the molecule exhibits a tendency not towards
a continuous fluorescence of green light, but rather a blinking of emitted radiation. This
effect is covered up when looking at an ensemble of green fluorescent protein, for only if all
of the proteins happened to be in phase would there exist a time in which no radiation was
emitted from the entire sample.
[As a side note, it may be apparent that many of the examples used in this chapter
have a strong biological character (i.e., chlorophyll b, green fluorescent protein etc.). The
reason for this abrupt shift in focus is that ultimately our experiments will be conducted
on biological molecules and therefore comparable techniques in chemistry and biology were
investigated painstakingly.]
Another advantage associated with investigating single molecules, as opposed to an
ensemble, presents itself when dealing with sequential dynamics. When looking at a pop-
ulation of molecules undergoing a series of events, these molecules tend to become out of
phase. Due to the large number of particles present in the sample, details of the dynamic
process’s (eg., linear polymerization) individual steps are lost. By investigating a single
molecule, such phase discrepancies are removed. The final advantage of investigating a sin-
gle molecule, as opposed to an ensemble, is our ability to measure mechanical and electrical
properties of that single molecule. These measurements can include binding forces, torque,
bond strength, and conductivity.
The modus operandi for single molecule spectroscopy is to match the fluorescence am-
plitude with some physical parameter such as movement, binding, or state changes. The
energy associated with such physical changes generally can be modeled, and, as a result,
experimental data may be used in order to determine the true value of given parameters.
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Figure 41: Illustrated diagram of a confocal microscope. The laser beam is passed through
an aperture and reflected from a dichromatic mirror at which point the reflected light
is directed towards the sample. The sample absorbs the light and emits radiation in all
directions, a fraction of which is collected by the objective lens. *Note the small cross
sectional area of the beam allows very few molecules to be excited. Ideally the area will be
small enough to allow one molecule to be excited.
Before examining various methods of single molecule spectroscopy, we must mention
that this technique also finds applicability in the realm of extremely sensitive imaging. Our
first technique, confocal microscopy, finds some of its usefulness in this realm.
4.2.1 Confocal Microscopy
A description of some of the techniques of single molecule absorption spectroscopy may serve
to illustrate the utility of the Josephson effect as an alternative approach. The technique of
single molecule spectroscopy with a confocal microscope uses the three dimensional image
obtained from a confocal microscope in order to determine the radiation spectrum of a
single molecule[194].
In confocal microscopy, the laser beam is passed through an aperture and reflected from
a dichromatic mirror. The reason to use this mirror is its ability to reflect light of a single
wavelength while allowing all other light to pass through. The reflected light is directed
towards the sample. Because of the small size of the initial aperture and the monochromatic
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Figure 42: Illustrated in a confocal microscope image of a glycerol embedded specimen.
nature of the light incident upon the sample, we know that only a single molecule absorbs
the light and that the absorbed light was monochromatic, as illustrated in fig. 41.
After the sample absorbs the light, the sample will emit radiation in all directions. A
fraction of the emitted photons will be collected by the microscope objective and imaged
onto the detector. A pinhole is placed in front of the detector in order to block all out-of-
focus light. The resolution of this technique is due to the blocking of light coming from all
out-of-focus planes.
After one run a single section of the sample will have been imaged. To obtain an entire
three dimensional image of the sample either the sample must be rotated or the laser must
be rotated and the above imaging process repeated. Due to the flexible nature of biological
molecules, the latter technique usually is adopted, in order to minimize blurring. Thus
the laser normally is used to scan the sample in order to generate a high resolution three
dimensional image of the sample.
The most important part of the confocal microscope is the objective, which is used
for illumination of the sample and light collection. Thereofore the most critical restriction
of this technique is based on the abberations caused by the lens. The various kinds of
75
corrections (achromatic, apochromatic, fluorite, planachromat, and planapochromat) allow
this technique to be useful in various parts of the spectrum when a particular correction is
adopted.
The next limitation arises from the scanning process of the sample. As previously
mentioned, due to the ability to image only a small section of the sample per run coupled
with the flexibility of the sample, the laser must be rotated. Even with this technique we
suffer from the natural limitations of serial data collection. These limitations consist of
compromising between the rate of image acquisition, spatial resolution of the raster scan,
and the signal-to-noise ratio.
For the detection process there are also limitations which are limited by the use of either
a photo multiplier tube, avalanche photo diode or a charge coupled device. These techniques
operate within the same range but vary in their quantum yield and signal-to-noise ratio.
4.2.2 Laser Absorption Scanning Tunneling Microscopy
Because of the lack of infinite absorption capability of a single molecule, the technique of
confocal microscopy is plagued with the problem of an often inadequate signal-to-noise ratio.
By combining the atomic resolution of scanning tunneling microscopy with the chemical
selectivity of optical spectroscopy, headway can be made into overcoming this limitation.
While laser assisted scanning tunneling microscopy overcomes the limitations inherent
in fluorescence and near field scanning microscopy, namely the lack of applicability in the
strongly quenching surface environment and limited spatial resolution, respectively, laser
heating has been a recurring problem. This problem arises because, ”As long as the system
absorbs light and heats up, atomic registration is easily lost when comparing laser-driven
signals to nonilluminated signals.”[17]
Laser absorption scanning tunneling microscopy combines several techniques of reducing
noise that, while insufficient by themselves, when used in conjunction produce a tolerable
signal-to-noise ratio. While a diode laser is used for photoexcitation of the tip sample junc-
tion, the sample is positioned to allow total internal reflection as one means of overcoming
the problems inherent in tip-sample heating (illustrated in fig. 43).
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Figure 43: The experimental setup of laser absorption STM experiment is illustrated. The
diode laser is modulated by an optical chopper (MOD) and illuminates the junction from
the rear of the silicon. The optically modulated current is monitored by the lock-in amplifier
(LIA) while the control electronics (Ctrl) apply the bias voltage to the sample using feedback
current to adjust the tip height so as to maintain constant current[17].
For laser absorption scanning tunneling microscopy the sample molecule is placed on a
transparent silicon substrate. The transparency condition is required since the controlled
radiation sources act on the sample from below the substrate in order to reduce tip heating.
As another means of reducing heating, the laser light is modulated with a mechanical
chopper.
Next a lock-in amplifier is used to filter out mechanical and electronic noise. The
lock-in amplifier switches on and off at the same rate as the laser and as a result the
absorbed energy causes a change of shape in the electron density of the sample molecule.
The scanning tunneling microscope then measures the subsequent change in shape due to its
spacial dependence on the overlap of atomic wave functions on the tip and substrate/surface
[17].
The modulation frequency must be chosen so as to avoid driving the system at any
of the intrinsic acoustic modes. These can be determined for a given tip with the aid of a
spectrum analyzer. Similar to the technique of confocal microscopy the image is constructed
by scanning the sample. Raster scanning in constant current mode is run simultaneously
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Figure 44: Carbon nanotube images. Figures A-C were acquired with the laser modulation
on, while figures D-F were acquired with the laser modulation off. Figures A and D are
topographic images, B and E are feedback current images, and C and F are lock-in amplifier
images. Note the lock-in amplifier signal’s images shows an optical signal along the backbone
of the carbon nanotube[17].
while saving topography, lock-in amplification, and feedback current.
The images resulting from laser absorption scanning tunneling microscopy of a carbon
nanotube are illustrated in fig. 44. We first note the difference between the topographic
image and the lock-in amplifier signal when the illuminating laser is on. The latter of the
two shows an optical signal along the backbone of the carbon nanotube, which is neither
present in the topographic image nor in the lock-in amplifier signal with the illuminating
laser off.
One source of the laser on lock-in amplifier signal is driven mechanical vibrations at the
junction. This is caused by the temperature dependent expansion of the substrate. When
the laser is turned off and the mechanical vibrations are simulated by electronic tip height
modulation, the resulting signal has much less contrast than that resulting from the laser
on signal. This discrepancy of contrast implies there is another mechanism at work than
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just driven mechanical vibrations at the junction.
The difference in signals is attributed to electronic changes in the carbon nanotube
from absorption. We note that as long as the excitation frequency of the laser exceeds the
carbon nanotube band gap, optical absorbance will be nonzero. This absorption may result
in either an increase or decrease in photoconductivity depending on the alignment of the
carbon nanotube and the substrate’s energy bands. In either case, increasing or decreasing
photoconductivity, the optical absorbance of the carbon nanotube directly modulates the
scanning tunneling microscopes current and thus provides the lock-in amplifier signal.
The prominent horizontal black/white stripes on the vertical sides of the carbon nan-
otube are due to noise. This noise occurs whether the illuminating laser is on or off and
can be seen in fig. 45. The mean deviation from zero is large at the center of the carbon
nanotube when the laser is on, and is close to zero when the laser is off. The standard
deviation is maximized whether the laser is on or off.
The carbon nanotube was scanned from left-to-right. This fact, coupled to the fact that
the deviation is higher along the left edge of the tube, hints at a source of the noise. As
may be anticipated, the standard deviation is always greater on the leading edge of a scan.
Also, the deviation from setpoint current always is greater along the leading edge due to
the nonlinearity of the current with respect to the tip-sample distance, and as a result leads
to the conclusion that the noise along the edges is due to transient feedback current peaks.
4.3 Double Point Contact Spectrometer
In the first section of this chapter we mentioned that the energy of a given molecule may
be expressed as:
Eint = Eel + Evib + Erot. (97)
In investigating the absorption of a single molecule, as opposed to a pure substance, using the
Josephson effect, the consequences of vibration of the molecule are much more pronounced.
We first note that the appearance of current in the subgap region of the IV plot was
attributed to Andreev reflection. If, as opposed to looking at the IV characteristics of
the sample, we investigate the differential conductance ( dIdV ) vs. potential characteristics
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Figure 45: Illustrated are the lock-in amplifier buffer statistics. (A) The squares are stan-
dard deviation (noise) of the cross section statistics, and the circles are the background-
subtracted mean signal. (B) The triangles are the standard deviation of the signal, and the
circles are the background subtracted mean. The standard deviation is higher along the
left edge of the tube that is due to the leading edge of the scan. From these results we find
that the noise is a result of the transient feedback current peaks[17].
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Figure 46: Illustrated are three differential conductance traces for the same contact at
different temperatures. Above the critical temperature, the peaks disappear indicating that
the existence of the over the gap structure and the subgap structure are superconducting
phenomena. While the subgap structure is a consequence of Andreev reflection, the over the
gap structure is a consequence of the resonant interaction between the Josephson current
and the vibrational modes of the material between the tips of the junction[24].
of the sample, we will observe a few distinct features when the sample is below its critical
temperature (Tc), as illustrated in fig. 46.
At temperatures above the critical temperature, there is a smooth somewhat symmetric
decline upon approaching a voltage of zero from either direction of polarity. At temperatures
below the critical temperature, the graph is not as well behaved. The large peaks centered
about the zero voltage mark are a consequence of Andreev reflection and may be interpreted
as the subgap structure (SGS) that results in the differential conductance versus potential
curves.
The peaks that occur in the subgap structure occur at voltages equal to 2∆ne . Due to
the temperature dependence of the energy gap (∆), the positioning of each of these peaks
would be expected to change upon altering the temperature of the sample. As previously
mentioned, when the temperature of the sample is increased, the gap energy of the junction
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Figure 47: Illustrated are differential conductance traces for the same contact at different
temperatures below the critical temperature. Note the spread of the sub-gap structure as
the temperature decreases, where as the over-the-gap structure maintains its same position
while increasing in magnitude. The letters l and w stand for longitudinal and wagging
modes, referring to the motion of the molecule between the tips responsible for the given
peak.
decreases and a narrowing of the subgap structure should result; as if the curve would
approach a delta function when the critical temperature were reached.
The two less pronounced spikes on either side of the SGS are referred to as the the
over-the-gap structure. By increasing the temperature of the sample until the critical
temperature is reached, it will be noted that the position of the constituent peaks that
make up the over-the-gap structure remain unaltered, as illustrated in figure 47. There
magnitudes decrease until the the critical temperature is reached and the smooth symmetric
curve is recovered, but their positions are not altered by changing temperature.
Alternatively, as the temperature of the sample is decreased, the subgap structure ap-
pears to become broader. As this temperature decreases, the spread of the subgap structure
extends into the region of the over-the-gap structure. Since this broadening of the subgap
structure is accompanied by an increase in the magnitude of the peaks of the over-the-gap
structure, the effects of the latter are still apparent.
For a physical interpretation of the over-the-gap peaks we must recall that, in terms of
tip separation, a junction may fall into three categories. When the tips are close enough
together for the phases of each of the superconductors to lock-up, the junction acts as a
single superconductor and tunneling occurs. When the separation between the tips is large,
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the phases of the superconductors not only cease to lock-up, but also they cease to interact
entirely with one another. This region is the bulk point contact regime as opposed to the
previously described tunneling regime.
Our experiments are conducted in the small window that exists between these two
regimes. For tip separation that falls in this window, the phases of the superconductors
do not lock-up but they do interact with one another. The difference between the phases
of the adjacent superconductors causes Josephson current. It is in this regime where the
over-the-gap structure occurs at definite voltages.
Experiments on the system when the separation between the point contacts is large
enough to fall into the bulk point contact regime (i.e., G ≥ 5G0) find that, as opposed
to peaks, there are stepwise drops in the differential conductance curve. These steps are
attributed to the phonon modes of the materials lattice. As mentioned in Chapter one,
phonon modes are associated with vibrational motion of a given atom or molecule. (Note,
from our section on the Fiske effect[74], that the steps that occurred in the IV curve of
a junction in which a field was applied were attributed to the interaction between the
Josephson current density waves and the electromagnetic fields in the junction that acted
as a resonator.)
Consequently, the appearance of a peak at these same voltages when we are between
the bulk point contact and tunneling regime implies some mechanism of interaction with
the vibrational mode of our molecule. As this voltage corresponds to a definite Josephson
current oscillation, the appearance of peaks in the over-the-gap structure is attributed to
resonance between the vibrational eigenmodes of the molecule between the contacts and
the Josephson current oscillations[124].
As a rudimentary example the situation can be likened to a father pushing a child on
a swing. The father plays the part of the driving Josephson current and the child that of
the vibrating molecule in between the contacts. If the father pushes the child in the swing
at the exact time the child moves passed him, in the proper direction, the child will swing
higher and higher with each pass (i.e., resonance). If, on the other hand, the father pushes
the child at different parts of the motion, then the effect will be at times to make the child
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Figure 48: Illustrated is conductance versus contact elongation at 4.2K. We note the three
regions corresponding to bulk contact, point contact, and tunneling regimes. The high con-
ductance (HG) region corresponds to a shorter tip separation and a symmetric orientation
of the molecule between the tips. The low conductance (LG) region corresponds to a greater
tip separation and an asymmetric orientation of the molecule between the tips. The random
telegraph noise (RTN) region is the separation distance in which switching between the two
orientations is observed. Data points from A to D were taken during contact elongation,
whereas those from E to H where taken during contact contraction.
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Figure 49: STM image of double point contact spectrometer. (a) Shows a zoomed out
image of the device which includes the contact pads. (b) Shows a zoomed in image of the
point contacts. The left point contact, consisting of niobium, acts as the radiation source,
while the right atomic point contact, which contains the embedded molecule, absorbs a
fraction of the radiation that thus alters its IV characteristics. Analysis of this change
allows a determination of the absorption spectrum of the embedded molecule.
swing higher and at times to swing lower. (For a detailed description of the motion of the
niobium dimer between the two contacts see Appendix D)
Similar to the technique of single molecule absorption spectroscopy via confocal mi-
croscopy in which the spectrum obtained was matched with physical parameters such as
movement, binding, or state changes, the frequencies of the corresponding peaks in the
over-the-gap structure are matched with physical parameters. This is done by modeling
the system using first principles density functional theory. The frequencies, which fall in
the terahertz region, correspond to the vibrational modes of the molecule between the con-
tacts. Thus the spikes, which are not a result of Andreev reflection, result from a resonance
between the Josephson current oscillations of the junction and the vibrational eigenmodes
of the molecule. The disappearance of the peaks once the critical temperature is reached
lends itself to the aforementioned explanation of the over-the-gap structure.
For the double point contact spectrometer, the response of the sample to a known
spectrum of radiation is determined. As illustrated in fig. 49, one junction acts as a source of
Josephson radiation at a frequency described by the Josephson relation, namely ωJ(= 2eVh̄ ).
This radiation falls in the terahertz range and may cause vibration of the sample. In order
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to determine which radiation was absorbed by the sample, a Hilbert transform is applied to
the IV curve of the sample. By investigating the differential conductance vs. potential curve
of the sample, the vibrational eigenmodes of the sample can be determined by investigating
the over-the-gap structure.
4.4 Fabrication of Double Point Contact Spectrometer
The fabrication of the double point contact is similar to that of the mechanically controllable
break junction with the exception that as opposed to a bronze wafer, silicon is used. The
use of silicon is due to our not needing to investigate the conductance of the junction as a
function of tip-to-tip separation.
1µm of SiO2 was grown by plasma enhanced chemical vapor deposition onto the polished
silicon substrate at a temperature of 250 degrees Celsius, a temperature of 900 mTorr, a
power of 25W, a flow rate of 400sccm, and a N2O flow rate of 900sccm. Following the laying
of the oxide layer, a 100nm layer of niobium is magnetron sputtered onto the sample using
an in situ cold trap to reduce the amount of contaminants, including water, in the vacuum
chamber. Evaporation was avoided due to the high melting point of niobium as well as
sputtering’s ability to limit the amount of radiation incident on the oxide layer.
After sputtering, Shipley 1813 photoresist was spun onto the sample, baked, and then
exposed in a mask aligner. The wafer was then placed for 15 minutes into a chlorobenzene
bath that hardened the surface layer of the photoresist. This hardening allows for a cleaner
liftoff.
The wafer was subsequently developed in Microposit 354 developer for 70 seconds. 15nm
of titanium was evaporated onto the sample, acting as an adhesion layer, followed by 135nm
of gold to act as contact pads. The unwanted metal was lifted off by soaking the wafer in
heated Microposit 1165 remover for an hour.
Since the smallest dimension of the bridge is approximately 200nm, the junction must
be patterned using e-beam lithography. PMMA/MMA bilayer was spun over the sample at
which point the junction was exposed in a modified SEM/EBL tool after which the pattern
was developed in 1:3 MIBK/IPA for 60 seconds and IPA for 20 seconds. Aluminum was
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Figure 50: Step by step procedure of the fabrication process (side-view). (0) Start with
silicon substrate (1) SiO2 is grown on the silicon substrate. (2) Niobium is magnetron
sputtered onto the sample. (5a) Shipley 1813 photoresist is spun onto sample; (5b) e-
beam lithography is used for patterning; and (5c) Microposit 354 developer is used. (6)
Filament evaporator is used to deposit aluminum over the surface of the wafer followed by:
(6a) acetone liftoff, (7) dry etching of niobium, (8) etching to remove aluminum, and (9)
oxidized portions.
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Figure 51: As the procedures outlined in fig. 50 and fig. 52 for the double point contact
spectrometer are completed, the pictured sample will result.
evaporated over the sample and lifted off in an acetone bath. This was done in order to
protect the bridge region while the unwanted metal was removed (i.e., an aluminum dry
etch mask was patterned over the junction using e-beam lithography).
The filament evaporator was used to deposit 75nm of aluminum over the surface of the
wafer. Lifting off in acetone for 30 minutes was followed by dry etching via RIE. In order
to enable a more uniform subsequent etch, the oxidized portions of the sample were etched
away. Using SF6 precursor gas, niobium was removed, followed by removal of the aluminum
etch mask by a combination of BCl3 and Cl2 gas.
4.5 Future Work
Due to the Josephson junction’s ability to act as a controllable source of electromagnetic
radiation that falls within the THz gap, the door is open for future research in a regime
as yet untouched. The vast majority of technology and scientific instrumentation falls
below the THz gap while photonics is the dominant technology above the THz gap. Since
many properties of molecules may be investigated only by probing with frequencies that fall
within the THz gap region, not only will future research provide immediate application in
the field of nanotechnology, but also research will increase our fundamental understanding
of unexplained physical properties.
One fundamental application in the realm of biology that immediately lends itself to
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Figure 52: Two junction spectrometer fabrication. (a) A layer of PECVD silicon dioxide
is first grown on the silicon substrate. (b) This is followed by DC magnetron sputtering
of a niobium layer. (c) Next, gold contact pads are patterned onto the niobium. (d) An
aluminum etched mask is fabricated. (e) The niobium is dry etched to pattern the device
area. (f) The etched masked is removed.
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double point contact spectrometry is investigation of protein alpha helixes. Though once
believed to be inconsequential to enzymatic activity, experimental results indicated that
fluctuations in the femtosecond and picosecond range are the origin of slow conformational
changes[13, 67]. Many computer simulations of molecular dynamics are used to predict the
vibrational frequencies of protein, but the lack of convincing experimental results (Raman
and infrared spectroscopy, microwave absorption, inelastic neatron scattering, etc.) to verify
the simulations is a major hindrance. Since the environment of proteins effects the damping
of oscillations and not the frequency, double point contact spectrometry may be used to
verify (or discard) experimentally any frequency predictions lying between 1 GHz and 10
THz.
To improve cancer diagnoses, imaging agents have been used for contrast enhancement
in techniques such as magnetic resonance imaging (MRI) and laser photo therapy. While
showing promise, these techniques have lagged with the lack of imaging agents. Since the
human body is a natural source of THz radiation, this suggest potential application of


















takes into account only those properties of a system that are responsible for superconductiv-
ity. Having verified that an attractive interaction between electrons allows those electrons
experiencing such interaction to occupy energy levels that were once forbidden, one may
wonder how many of the system’s quasi-particles experience this force.
From section 2 of Chapter 1 we saw that all electrons whose energy deviated from that
of the Fermi energy an amount E < h̄ωq experienced an attractive force from electrons
of opposite spin and momentum. The interaction of these electrons creates Cooper pairs,
whose very presence lowers the energy of the system. As a result, the question of paramount
importance would be, ”What is the ground state energy of the system”? The question is
answered by use of a variational principle.










was assumed. vk is the probability that both states |k, ↑> and |k, ↓> are occupied, while
uk is the probability that at least one of the states is vacant. This physical interpretation
immediately gives us a relation between vk and uk, namely u2k + v
2
k = 1.
By allowing the BCS reduced Hamiltonian to operate on the above wave function an
energy eigenvalue equation results. A variational method applied to this energy acts to






















whereas Ek is given by:









In this section we will to develop an expression for the current, using a simple qualitative
model. Once this expression is obtained, we will express the quantum mechanical equivalent
form of the expression for current. This expression for current will allow us to introduce
the Landauer scattering model to find an expression for the current, and ultimately the
conductivity, in terms of what we call the transmission coefficients. The values are the
coefficients, unique to each junction, and may be used to describe a particular junction.
The set of transmission coefficients is called the PIN code of the junction.
We must mention in advance that while this formalism coupled with our ability to
determine the PIN code of the junction allows us to completely describe the system, the
formalism is somewhat incomplete. This may be evident by the fact that the system is not
described fully in terms of fundamental constants. Although this formalism lacks the rigor
of a theory based on first principles, it does serve the purposes of the authors group as well
as the readers for two reasons. The author’s group are able to determine the PIN code of
the system with relative ease and therefore the simpler formalism provides enough insight
for us to fully analyze our system. The readers see the Landauer formalism coupled with
the concept of multiple Andreev reflection as much more of an intuitive picture than a first
principles formalism.
To determine the current across an extremely small contact, we first model the system
as two reservoirs separated by a channel with discrete energy levels. The energy levels of
the reservoirs form energy bands as a result of their relatively large size. At equilibrium
we assume the chemical potential of both of the reservoirs are the same. At absolute zero
all energy levels below the chemical potential are filled, and all of those above the chemical
potential are empty.
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Figure 53: The left reservoir, whose chemical potential is µ1 wishes to keep the energy
level of the channel filled; while the right reservoir, chemical potential µ2, wishes to keep
this channel empty. As one reservoir supplies an electron to this available energy level, the
other reservoir removes the electron. This continuous process creates current between the
reservoirs.
Current arises when the reservoirs are not in equilibrium. This condition can be accom-
plished by applying a voltage difference across the reservoirs. The applied voltage will cause
the two reservoirs to have different chemical potentials. Which reservoir has a greater chem-
ical potential is not germane to the discussion. All that matters (almost all that matters)
is that there is an energy difference between the reservoirs.
In order for current to flow between the reservoirs the channel must have an energy
level between the chemical potentials of the reservoirs. The different objectives of each
reservoir create the current. One reservoir wishes to keep the energy level of the channel
filled, while the other reservoir wishes to keep the channel empty. As one reservoir supplies
an electron to this available energy level, the other reservoir removes the electron. Thus we
have current[55].
Although the qualitative discussion is interesting in and of itself, we wish to use this
picture to develop the expression for the current used in equation (2). Our starting point is
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the Fermi function, which will give us the average number of electrons in any energy level.
f(E − µ) = 1
1 + e(E−µ)/kBT
. (104)
At T = 0K, energy levels below µ have an occupancy of 1, and those above µ have an
occupancy of 0. As the temperature is raised, energy levels slightly above µ begin to have
an occupancy greater than 0, and those slightly below µ will have an occupancy slightly
less than 1.
Each reservoir will have its own fermi function









Initially we expect a transient state as current starts flowing. Once we pass this and reach
a steady state, the occupancy of the channel’s energy level is N . The current flowing
between the first reservoir and the channel will be proportional to the difference between
the occupancy of the reservoir f(E − µ) and N . Therefore
I1 = K1(f1 −N). (107)
The current flowing between the channel and the second reservoir also may be expressed
as:
I2 = K2(f2 −N). (108)
By noting that once the steady state is reached, we have
I1 = −I2, (109)
and we dispense with the subscript and label the current I. By eliminating N from our two




[f1 − f2]. (110)
Consequently we see that the current will be proportional to the difference in the Fermi
functions of the reservoirs.
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Figure 54: The left reservoir, whose chemical potential is µ1, wishes to keep the energy
band of the channel essentially empty; while the right reservoir, of chemical potential µ2,
wishes to keep this band practically filled. The broadening of the energy level to that of
an energy band limits the total current that can pass between the reservoirs. Integration
over the entire band will still give us one, the only difference is that this probability is not
confined to a single energy (i.e., a delta function) but is spread over a finite energy spectrum
like that of a Gaussian.
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The constants K1 and K2 are related to the coupling of the channel and the reservoirs.
The expression that we have should lead us to the conclusion that the greater the coupling
of the channel with the reservoir, the greater the current, with no apparent limit. From
experiments we know that the maximum current that can be transmitted through a one
level system is not infinite. We must take into account all the results of the coupling of the
channel and the reservoirs.
To make the transition to the real situation, we note that the assumption that the
channel has just one available energy level no longer holds true. The coupling of the channel
with the reservoirs causes a broadening of the channels energy level. If we were to integrate
over this broadened function we would still obtain 1, but not all of the levels may be between
the chemical potentials of the two reservoirs[56].
Since the possible energy level is continuous, we expect that in order to express the
current running through the channel we need to integrate the above expression over all
energy levels between the chemical potential of the two reservoirs. As a consequence we




dE(f1 − f2), (111)
which is similar in form to equation (2), for a quantum system. The constant K in front of
the integral must be related to the type of charge carriers we have along with the rate at




In order to determine the capacitance of an atomic point contact “theoretically”, we should
be able to use Maxwell’s equations coupled with boundary value conditions to determine
the relationship between the charge on the contacts and the potential difference between
the contacts. Due to the geometry of the problem, in practice this is much more difficult.
Whereas a coaxial cable has symmetry that allows for the utilization of Legendre’s poly-
nomials, the atomic point contact has no such symmetry. We are forced to use computer
simulations to determine the capacitance of the atomic point contact.
Our purpose is to learn how to operate COMSOL software in order to solve electromag-
netic problems with extremely complicated geometries (i.e. difficult boundary conditions).
We start off by testing COMSOL’s ability to solve the most elementary of physics problems,
the magnetic field created by a long straight current carrying wire. We want to use the
software to draw the magnetic field lines of the current carrying wire. After this is complete
we will move to slightly more difficult geometry, that of an open wire loop. COMSOL will
be used in this situation to find the flux of the magnetic field through loop, which will
help us find the inductance of loop. From the loop we then move to our primary objective,
finding the magnetic field and ultimately the induction of a tantalum shunted junction, to
determine if our shunted junction model in equation (70) is valid.
C.1 Case 1: Infinite Wire
C.1.1 Theoretical Expectation
All introductory physics textbooks cover the example of finding the magnetic field created
by an infinite wire. This is usually done to show the usefulness of Ampere’s Law.∮
B · dl = µ0I. (112)
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The direction of the field is tangent to concentric circles drawn around the wire. The
magnetic field lines due to an infinite wire are concentric circles whose center is the wire.
C.1.2 COMSOL Simulation
When using COMSOL we first must determine the dimensions of the problem and the
module we wish to use to solve the problem. Although our infinite wire is a 3 dimensional
problem, because the wire extends uniformly to infinity in the direction of its axis, we
essentially have a 2 dimensional problem.
1. In the Model Navigator click on the New tab.
2. Select 2D in the Space Dimension list.
3. In the list of application modes, open the Electromagnetics module folder and then the
Quasi-Statics, Magnetic folder. Double-click perpendicular induction current, vector
potential.
This will send us to the drawing board. From here we must draw a cross sectional view of
the wire.
1. Click the Circle/Elliptical button on the Draw toolbar. To draw a circle click the
cross hair at the center of the drawing area and drag the cross hair to an adjacent
diagonal grid and right click.
2. Click the Rectangle/Square button on the top of the Draw toolbar. Draw an arbitrary
rectangle that contains the circle that we just drew. To do this we click in the drawing
area and drag the mouse to another grid point, then right click.
3. Press Ctrl A.
4. Click Difference button on the draw toolbar.
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Now that the geometry for our problem is set, we must specify the physical properties (i.e.,
conduction properties):
1. Select the menu Physics ⇒ Boundary Settings.
2. Hold Ctrl button and select the three regions, by right clicking the mouse, that makes
up the circumference of the circle on the draw screen.
3. Set boundary conditions to Surface Current.
4. For Surface Current density, enter 1.
5. Click OK.
Next we specify how we want our solution plotted. We have the option of streamlines,
particle tracing, etc. Since we want the field lines plotted, we must choose streamlines.
1. Select the menu Postprocessing ⇒ Plot Parameters.
2. Select General tab.
3. Check streamline and Boundary boxes.
4. Uncheck the Slice box.
5. Click OK.
6. Select the menu Solve ⇒ Solve Problem.
C.2 Case 2: Wire Loop
C.2.1 Theoretical Expectation
In order to keep the COMSOL simulation simple we use the default dimensions. By doing
this our wire loop has a length of 0.1 meters. This is essentially the length of a laboratory
solenoid. Moreover we may determine the field of our loop by determining the field of a
solenoid. By using Amperes Law and knowing some characteristics of a solenoid, we find
that the magnitude of the magnetic field inside the loop is proportional to the current. In
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Figure 55: The simulated magnetic field lines due to an infinite wire carrying current.
our simulation we will be setting the voltage difference across the open ends of the open
loop. The current, and thus the magnitude of the magnetic field, will be proportional to
this potential difference. The most important feature of the wire loop is not the magnitude
of the magnetic field, but of the fields resemblance to that of a permanent magnet. Thus in
our COMSOL simulation we are looking for a magnetic field that resembles the magnetic
field of a dipole whose north pole is perpendicular to the plane of the loop.
C.2.2 COMSOL Simulation
For the wire loop we must use a 3D work space. The drawing of the object will be similar
to that of the infinite wire.
1. In the Model Navigator click on the New tab.
2. Select 3D in the Space Dimensions list.
3. In the list of application modes, open the Electromagnetics module folder and then the
Quasi-statics, Electromagnetic folder. Double-click Electric and Induction Currents.
In order to draw the loop we must go to the work plane. This is a 2 dimensional space.
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1. Select the menu Draw ⇒ Work Plane Settings.
2. Enter 0.05 for the z-coordinate and click OK.
3. Select menu Option ⇒ Axis/Grid Settings.
4. Select Grid tab and remove check from Auto box.
5. Enter 0.1 for x-spacing and 0.1 for y-spacing and click OK.
6. Select Ellipse/Circle (Centered) on the toolbar.
7. Click at center (0,0) and drag mouse to (0.6,0.6).
8. Draw another circle whose radius is 0.7 and concentric with the first circle.
9. Press Ctrl A.
10. Select Difference from the toolbar.
This should give us a flat loop. In order to create a current flow we will cut a small section
out and apply a potential difference across the ends of the loop.
1. Select the menu Option ⇒ Axis/Grid Settings.
2. Enter 0.025 for both the x and y-spacing and click OK.
3. Zoom in on the lower part of the loop by clicking on the magnifying glass with a
positive sign in the middle. Do this twice and scroll down.
4. Select Rectangle/Square from the toolbar.
5. Click at (-0.025,-0.575) and drag mouse to (0.025,-0.7).
6. Press Ctrl A.
7. Select Difference from the toolbar.
8. Zoom out back to original setting by clicking on the magnifying glass with the negative
sign in the middle.
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9. Return grid spacing back to 0.1.
Then we turn our 2 dimensional loop into a 3 dimensional loop. In order to be able to view
the magnetic field lines, we will need to place our wire loop into a box.
1. Select the menu Draw ⇒ Extrude.
2. Enter 0.1 as the distance and click OK.
3. Select Block from the toolbar.
4. Select Center for the Base and enter 4 for the X, Y, and Z length.
5. Click OK.
6. Zoom out so that the entire block can be seen.
7. Press Ctrl A.
8. Select Difference from toolbar.
9. Select the menu Edit ⇒ Undo Difference.
10. Select menu Draw ⇒ Create Composite Object.
11. In Set Formula section replace the plus sign with a minus sign and click OK.
Next, since the geometry of our problem is set, we need to specify the physical characteristics
of the wire loop. We will be using the default settings for the majority of the material.
1. Select the menu Physics ⇒ Boundary Settings.
2. Click Electric Parameters tab.
3. In Boundary selection choose 12 and for Boundary condition choose Electric potential.
4. Enter 10 for Electric potential.
5. In Boundary selection choose 15 and for Boundary conditions choose Electric poten-
tial.
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6. Enter -10 for Electric potential.
7. For boundaries 6-11, 13-14, 16-17 choose electric insulation as the boundary condition.
8. Click OK.
9. Select the menu Options ⇒ Suppress ⇒ Suppress Boundaries.
10. Press Ctrl and select boundaries 1-5 and 18.
11. Click OK.
Finally we solve the problem. Before we can do this, we must specify how we want our
solution plotted.
1. Select the menu Postprocessing ⇒ Plot Parameters.
2. Click General tab.
3. Check box for Streamline and Boundary.
4. Uncheck box for Slice.
5. Click OK.
6. Select the menu Solve ⇒ Solver Parameters.
7. Select Symmetric for Matrix Symmetry.
8. Click OK.
9. Select the menu Solve ⇒ Solve Problem.
C.3 Case 3: Circuit Element
The magnetic field from our previous examples are well known theoretically, so using COM-
SOL was similar to using a sledge hammer to kill an ant. The true power of COMSOL can
be seen when we attempt to solve an electromagnetics problem whose geometry makes the
boundary conditions difficult to solve for. The circuit element in fig. 1 falls into this cate-
gory. We wish to find the magnetic field created by running current through this element,
as well as the elements induction.
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Figure 56: The simulated magnetic field lines from a ring carrying current.
C.3.1 COMSOL Simulation
Finding the magnetic field of the circuit element is similar to finding the magnetic field due
to the wire loop. The main difference is that the size of the circuit element is about 6 orders
of magnitude smaller.
1. In the Model Navigator click on the New tab.
2. Select 3D in the Space Dimensions list.
3. In the list of application modes, open the Electromagnetics module folder and then the
Quasi-statics, Electromagnetic folder. Double-click Electric and Induction Currents.
We again go to the work plane. This is a 2 dimensional space which will make drawing
the circuit element much easier. Before we begin to draw the object, we zoom in until the
spacing in the work plane is 0.5 e-6. The key to this step is to make sure that the origin of
the space, (0,0), stays on the screen.
1. Select the menu Draw ⇒ Work Plane Settings.
2. Enter 0.5e-7 for the z-coordinate and click OK.
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3. Zoom in until spacing on the work plane is 0.5 e-6.
4. Select the menu Option ⇒ Axis/Grid Settings.
5. Select Grid tab and remove check from Auto box.
6. Enter 0.25e-6 for x-spacing and y-spacing and click OK.
7. Select line on the toolbar.
8. Draw a line from (-2e-6,7e-6) to (2e-6,7e-6) to (2e-6,5e-6) to (1.25e-6,5e-6) to (1.25e-
6,-5e-6) to (2e-6,-5e-6) to (2e-6,-7e-6) to (2.5e-7,-7e-6) to (2.5e-7,-5e-6) to (1e-6,-5e-6)
to (1e-6,5e-6) to (-1e-6,5e-6) to (-1e-6,-5e-6) to (-2.5e-7,-5e-6) to (-2.5e-7,-7e-6) to
(-2e-6,-7e-6) to (-2e-6,-5e-6) to (-1.25e-6,-5e-6) to (-1.25e-6,5e-6) to (-2e-6,5e-6) to
(-2e-6,7e-6).
This should give us a 2D view of the face of the circuit element. We will need to extrude
this model by 1 e-7 in the z-direction.
1. Select the menu Draw ⇒ Extrude.
2. Enter 1e-7 as the distance and click OK.
3. Select Block from the toolbar.
4. Select Center for the Base and enter 8e-5 for the X, Y, and Z length.
5. Click OK.
6. Zoom out so that the entire block can be seen.
7. Press Ctrl A.
8. Select Difference from toolbar.
9. Select the menu Edit ⇒ Undo Difference
10. Select menu Draw ⇒ Create Composite Object.
11. In Set Formula section replace the plus sign with a minus sign and click OK.
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The geometry of our problem is set, then we specify the physical characteristics of the
circuit element.
1. Select the menu Physics ⇒ Boundary Settings.
2. Click Electric Parameters tab.
3. In Boundary selection choose 20 and for Boundary condition choose Electric potential.
4. Enter 10 for Electric potential.
5. In Boundary selection choose 7 and for Boundary conditions choose Electric potential.
6. Enter -10 for Electric potential.
7. For boundaries 6, 8-19, 21-27 choose electric insulation as the boundary condition.
8. Click OK.
9. Select the menu Options ⇒ Suppress ⇒ Suppress Boundaries.
10. Press Ctrl and select boundaries 1-5 and 28.
11. Click OK.
Before we solve the problem, we specify the material -titanium- of our circuit element.
1. Select the menu Physics ⇒ Subdomain Settings.
2. In the Subdomain Selection highlight 1.
3. Click the Load button.
4. Scroll down to Ti, highlight Ti and click OK.
5. Click OK.
Finally, we solve the problem after we specify how we want our solution plotted.
1. Select the menu Postprocessing ⇒ Plot Parameters.
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Figure 57: The simulated magnetic field lines from a single Tantalum shunt.
2. Click General tab.
3. Check box for Streamline and Boundary.
4. Uncheck box for Slice.
5. Click OK.
6. Select the menu Solve ⇒ Solver Parameters.
7. Select Symmetric for Matrix Symmetry.
8. Click OK.
9. Select the menu Solve ⇒ Solve Problem.
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APPENDIX D
CONTACT STRUCTURAL AND DYNAMIC
PROPERTIES
While our ability to determine the vibrational spectrum of the molecule between the contacts
is based on the electric properties of the system, the question may arise as to whether these
electronic properties are related to the structure of the molecule between the contacts. An
answer in the affirmative would appear to be justified on the grounds that the electronic
properties of a given atom are dependent on its valence electrons, and it is these electrons
that are responsible for the chemical bonds, be they covalent or ionic, that form molecules.
For example, the valence of fluorine is responsible for the atom’s only forming single bonds
and its ability to conduct electricity in a solution of aqueous hydrogen fluoride.
Aside from this apparent hand-waving justification, proof to the claim may be found
in a comparison of the stiffness vs. contact elongation plot and conductance vs. contact
elongation plot as illustrated in fig. 58. Since the stiffness of the contact is dependent on
the arrangement of atoms between the contacts, a comparison of the two plots should make
the claim of a relation between the electronic properties of the system and the configuration
of molecule between the contacts plausible.
In fig. 58, the various steps in the stiffness plot are due to molecular rearrangements.
Each of the steps corresponds to a step in the conductance plot of equal electrode displace-
ment magnitude. This hints at a relation between the atomic configuration between the
electrodes, and the transport properties of the junction. Therefore an investigation into
the atomic configuration of the molecule between the contacts would be justified due to its
effect on the transport properties of our junction.
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Figure 58: Illustrated is a simultaneous plot of stiffness vs. contact elongation and con-
ductance vs. contact elongation. Each step in the stiffness plot is due to molecular re-
arrangement. The correspondence of steps on each plot implies that atomic structural
rearrangements effect the transport properties of the junction.
D.1 Determination of the Niobium Dimer
A detailed plot of the conductance vs. contact elongation is illustrated in fig. 59. The
previous comparison of the stiffness vs. contact elongation plot and conductance vs. elon-
gation plot (i.e. fig. 58) lead to the conclusion that the abrupt jumps in conductance were
due to atomic rearrangement between the contacts. The region of the plot labeled random
telegraph noise (RTN) is where switching between two states of the system occurs. In order
to obtain this region of the plot a time average of the two level fluctuations was taken.
For contact separation less than 0.33Å the system is in the high conductance (HG) state
while for contact separation greater than 0.4Å the system is in the low conductance (LG)
state. The high conductance state always has at least two conductance channels whose
transmission coefficient is greater then 0.6, whereas the low conductance state only has one
channel whose transmission coefficient is greater than 0.6. Although the LG state only has
one conductance channel whose transmission coefficient is greater than 0.6, this transmission
coefficient is always greater than that of any of the HG states transmission coefficients.
While fig. 59 sheds light on the existence of different states of the system, the plot
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Figure 59: Illustrated is conductance versus contact elongation. We note the three regions
corresponding to bulk contact, point contact, and tunneling regimes. The high conductance
(HG) region corresponds to a shorter tip separation and a symmetric orientation of the
molecule between the tips. The low conductance (LG) region corresponds to a greater tip
separation and an asymmetric orientation of the molecule between the tips. The random
telegraph noise (RTN) region is the separation distance in which switching between the two
orientations is observed.
is less illuminating in concerns to details about the physical nature of these states. In
order to determine the physical nature of the two states, density functional theory (DFT)
structure simulations[20] coupled with non- equilibrium Green’s function (NEGF) transport
simulations[44] were used. The DFT/NEGF simulations resulted in one system reproducing
the experimental results. This was that of a niobium dimer between the contacts. The LG
state corresponded to an asymmetric positioning of the dimer between the contacts, whereas
the HG state was due to the symmetric placing of the niobium dimer between the contacts.
These results were also verified by use of SIESTA simulations [25].
Having established the existence of a niobium dimer between the contacts and its po-
sitioning during the two distinct states of the conductance vs. contact elongation plot, it
remains to investigate the motion of the niobium dimer. We are compelled to do so on
the assumption that the spectrum of the system will be dependent on not only the dimers
positioning, but also its subsequent dynamical properties.
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Figure 60: Illustrated are the three lowest vibrational frequencies of the niobium dimer
between the contacts. The frequencies ft = 0.5 THz (transverse mode), fl = 1.9THz
(longitudinal mode), and fw = 2.6THz (wagging motion), would be expected to experience
resonant coupling at voltages of 1.0mV, 3.9mV, and 5.4mV respectively.
D.2 Eigenmodes of the Niobium Dimer
In the primary text we likened the motion of the dimer between the contacts to that of
child being pushed on a swing. The motion of the swing, in this ideal situation, is extremely
confined, for the swing may only move back and forth. The motion of the dimer between
the contacts is less constricted and thus more complicated.
By use of density functional theory calculations of the high conductance states, it was
determined that the three lowest vibrational frequencies of the niobium dimer between the
contacts are ft = 0.5 THz (transverse mode), fl = 1.9THz (longitudinal mode), and fw
= 2.6THz (wagging motion) as illustrated in fig. 60. The contact separation used for this
simulation was 8.42Å. Adjustment of the contact separation to 7.73Å resulted in values for
the three lowest vibrational frequencies of ft = 0.3 THz, fl = 2.2THz, and fw = 2.6THz.
This implies that the dimer’s vibrational frequencies are not strongly dependent on the
contact spacing.(Note: These three vibrational frequencies represent translational motion
of the dimer and not intradimer stretching. The lowest frequency of intradimer stretching
is 11.1THz.)
Since the peaks in the over-the-gap structure of the differential conductance vs. voltage
plot are due to resonance between the Josephson current, whose frequency is ωJ(= 2eVh̄ ),
and the vibrational frequencies of the niobium dimer, the three lowest resonance voltages
should occur at 1.0mV, 3.9mV, and 5.4mV. The peaks that are observed in the differential
conductance vs. voltage plot of fig. 47 correspond to the coupling of the Josephson current
oscillations and the first and second harmonics of the longitudinal and wagging modes
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of the dimer. (The peaks that would correspond to resonance between the Josephson
current oscillations and the transverse mode are difficult to discern due to the second order
multiple Andreev reflection peak located at 1.14mV.) That these peaks disappear once the
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