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Abstract. Algorithmic advice has been shown to outperform human reasoning in
various domains. However, prior research suggests that humans might be reluctant
to accept it and proposed multiple avenues to increase the acceptance. To structure
these approaches and potentially shed light on inconclusive results of prior studies,
we propose a novel perspective on the acceptance of AI-based recommendations
based on the elaboration likelihood model (ELM). This research in progress paper
introduces our perspective on AI-based recommendations as persuasive messages,
suggests the ELM as a promising approach to guide interventions aiming to increase their acceptance, and develops testable hypotheses to evaluate the model.
We, thereby, include the moderating effects of individual and situational variables.
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Introduction

In the recent past, artificial intelligence (AI) and AI-based systems have become ubiquitous in supporting humans in various decision tasks [1]. The growing reliance on
algorithmic advice is, at least partly, rooted in the capability of computational and statistical models, that underlie, AI to reliably outperform human reasoning in many domains
– regarding both speed and accuracy [2]. In addition, such systems, when carefully developed, can be designed to actively combat biases in human decision processes, leading to
more ethical decisions [3, 4].
One area in which humans can benefit particularly from the valuable and novel insights AI-based systems and their advanced analysis of large, complex data sets provide,
is decision-making. This potential has led to the wide distribution of AI-based recommendations in the consumer domain that support individuals in their daily decision-making
processes [1]. Based on thorough analyses of the choice set and the individual’s preferences, AI-based systems point out particularly promising or beneficial alternatives [5].
Building upon this principle, AI-based recommendations are also receiving increasing
attention in the organizational and professional context [6, 7]. While organizations invest
substantial resources in the development of systems that support their employees’ and
customers’ decisions by giving algorithmic advice [1, 6], prior research has raised doubt
on the question whether the destined end-users would adopt such novel technology and
accept its recommendations [7–11]. Recent scholarly investigations have, indeed, shown
that multiple factors might drive a certain reluctance of humans to accept AI-based
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recommendations [7, 8]. Among them is the tendency of human decision-makers to
perceive themselves superior to algorithms [8, 12–14] and a preference to follow their
own instincts [8]. In addition, algorithmic advice might suffer from a lack of trust among
users and could even be actively resisted and perceived as a control approach [7, 15, 16].
To counteract such potential obstacles in the acceptance of AI-enabled technology
in general and AI-based recommendations in particular, different avenues have been
proposed [15, 17, 18]. So far, however, the results of empirical studies investigating their
effects have been inconclusive and no clear strategy guiding the development of future
approaches exists [15, 18]. Anthropomorphizing artificial intelligence, for example, can
lead to increased as well as reduced adoption of AI-enabled technology [18].
We aim to contribute to current research regarding the acceptance of AI-based recommendations by proposing a perspective based on the elaboration likelihood model
of persuasion (ELM) [19–22]. We, therefore, consider the underlying recommending
systems as technological artifacts transmitting their recommendations as persuasive
messages [15, 23, 24] and add the individual’s elaboration likelihood as an important
moderator for the users’ general acceptance and the effects of interventions aiming to
increase the acceptance of AI-based recommendations. We believe that investigating the
acceptance of AI-based recommendations from an elaboration likelihood perspective will
provide a contribution to the literature as it could explain the different and to some extent
contradicting results of research regarding the acceptance of AI-based recommendations,
such as algorithm aversion and algorithm appreciation [15, 16, 25]. Thus, we intend to
answer the following research question:
RQ1 : How does the individual’s elaboration likelihood affect the effectiveness of measures aiming to increase the acceptance of AI-based recommendations?
In this research in progress manuscript, we describe the theoretical underpinnings of our
approach and further outline the expected contributions of the proposed project.

2
2.1

Related work and development of hypotheses
Acceptance of algorithmic advice

Individualized recommendations have been of broad scholarly interest since their first
introduction in the late 1990s [26]. From an IS perspective, prior research regarding their
acceptance had a strong focus on the technology acceptance model [27] and unveiled
various cognitive, environmental, and relational constructs [28–30] as influential factors
in a large spectrum of application domains such as e-commerce, media, human resources,
finance, and the medical field [5].
While early investigations in this research domain focused on individuals’ acceptance
of personalized recommendations highlighting decision alternatives in line with the user’s
preferences, today’s sophisticated AI-based recommendations incorporate the whole decision process up until the final decision to disencumber the human decision-maker [31].
Driven by this change, it remains unclear how prior findings in the recommendation
context can be transferred to understand the acceptance of such sophisticated algorithmic advice. Individuals, for example, often have a zero error tolerance towards

algorithms [32], reject algorithmic advice due to the lack of perceived control over the
recommendation’s underlying reasoning [13], or are reluctant to use it in the medical
domain [33] – this phenomenon of preferring human to algorithmic advice is commonly
referred to as algorithm aversion [12, 15, 16, 34]. Recent research, however, suggests a
two-sided character of this phenomenon, showing that individuals indeed rely on AIbased recommendations for specific tasks with an objectively correct answer [12, 15, 25].
So far, prior scholarly research investigated various factors such as expertise of the
decision-maker, task-dependence, algorithm characteristics (transparency, explainability,
or performance information), and agent design (e.g., anthropomorphism) to explain and
increase the acceptance of algorithmic advice [12, 15, 25, 32] – with inconclusive results.
Some studies, for example, report a positive and others a negative influence of performance information on the acceptance of AI-based recommendations [35–39]. It has
further been shown that anthropomorphic agent design can have both positive and negative effects [18], and that a higher degree of algorithm transparency and explainability
does not necessarily increase acceptance [13, 17, 40].
These controversial findings reflect the need for a novel perspective on the acceptance
of AI-based recommendations that can structure future approaches and might be able
to provide explanations for the findings of prior research. To address this research
gap, we apply the elaboration likelihood model of persuasion to the acceptance of AIbased recommendations, consider the recommendations as persuasive messages, and
investigate the effects of central and peripheral persuasion appeals on their acceptance.
2.2

Elaboration likelihood model of persuasion

The elaboration likelihood model of persuasion (ELM) structures how persuasive messages are processed by individuals and affect their attitudes and behavior [19]. It assumes
that there are two routes of persuasion and information processing: a central and a
peripheral route. According to the model, the extent to which individuals rely on either
of the two routes depends on their elaboration likelihood, which refers to “the extent
to which a person scrutinizes the issue-relevant arguments contained in the persuasive
communication” [19].
If individuals have a high elaboration likelihood (e.g., sufficient motivation and
ability) to assess an attitude object (i.e., the AI-based recommendation), they will
process information and persuasive messages using the central route. Here, a detailed
processing or elaboration of the information in the message will take place, involving
critical thinking and careful consideration of the argument’s quality – resulting in a
reasoned attitude that is bolstered by supporting information [41].
Individuals who either lack the necessary motivation or ability (i.e., have a low
elaboration likelihood) to assess an attitude object (i.e., the AI-based recommendation)
process information via the peripheral route. They rely on simple cues, undertake
less thoughtful processes, and use heuristic rules to come to their final attitude and
behavior [21, 41, 42].
While the ELM offers a compelling approach to persuasion that can account for
various phenomena in different disciplines, such as psychology [43], marketing [44],
and IS [21, 22, 42, 45], it has not yet been applied to the acceptance of algorithmic advice.

Prior research has shown, however, that central and peripheral information processes
can indeed drive individual attitudes towards technology, its related acceptance behavior,
and the effectiveness of persuasion approaches such as online reviews – depending
on individual and situational characteristics [21, 22, 42, 45]. Applying the model to
the acceptance of AI-based recommendations, therefore, offers a novel approach and
explanation that could help to shed light on inconclusive results of prior research and
guide further approaches to increase the acceptance in this realm. Based on the ELM, we
propose that both central and peripheral persuasion appeals can increase the acceptance
of AI-based recommendations. Their effectiveness, however, depends on individual and
situational factors, affecting the individual’s elaboration likelihood.
2.3

Research model

Based on the theoretical foundations outlined above, we consider an AI-based system’s
recommendations as persuasive appeals aiming to convince its users to select the recommended option. According to the ELM, this persuasion can occur via two different
routes.
Central persuasion appeals persuade individuals by providing rational arguments pointing out the relative merits and benefits of an attitude object. The higher the perceived
quality of the arguments, the more likely users will change their attitude [21, 22, 41, 42].
In the context of AI-based recommendations, such qualitative arguments are commonly
explanations of how the AI derived its recommendations [34, 46] or performance information [15]. While giving such information has been shown to increase the acceptance
of AI-based recommendations [15, 17, 34, 47], it can also lead to adverse effects such as
algorithm aversion and reduced acceptance of the recommendations [16, 48].
The persuasiveness of central persuasion appeals depends strongly on an individual’s
elaboration likelihood. This likelihood is influenced by multiple factors. Among them
is the person’s need for cognition [42, 49] as well as their task involvement and the
relevance of the task [21, 22, 45]. Prior research in this realm has shown that both factors
are important moderators for the effects of persuasive messages on subsequent attitudes
and behaviors [21,22,42,45,49]. The higher the individual’s need for cognition, the more
likely they are to elaborate on a persuasive message and scrutinize its key arguments and
the greater the expected persuasive effect of central persuasion appeals such as argument
quality [20, 49]. The same line of reasoning holds the more a person is involved in a
task and the more relevant the task, for which the AI-based recommendation is provided,
is for them [21, 22, 45]. We, therefore, assume that the effect of providing qualitative
arguments regarding an AI-based recommendation on its acceptance is moderated by an
individual’s need for cognition and task involvement and hypothesize:
H1 : The effect of providing qualitative arguments regarding an AI-based recommendation on its acceptance is greater for individuals with a high need for cognition
(H1a ) and high task involvement (H1b ).
In contrast, peripheral persuasion appeals do not provide any rational argumentation,
but rather heuristic cues, such as the position or rank of the recommended option
in the choice set [50] or appealing design features [18, 45]. However, the potential

attitude changes evoked by these persuasive appeals are predicted to be weak and do
not necessarily result in behavior change [19, 41, 42, 51]. Especially for individuals
with a high elaboration likelihood, these peripheral cues are unlikely to induce behavior
change [21, 50]. Individuals with a low elaboration likelihood, however, are more likely
to be persuaded by these approaches as they commonly rely on simple cues to guide their
behavior and decisions. We, therefore, assume that the effect of peripheral persuasion
appeals regarding an AI-based recommendation on its acceptance is also moderated by
an individuals need for cognition and task involvement and hypothesize:
H2 : The effect of accompanying an AI-based recommendation with simple peripheral
cues on its acceptance is greater for individuals with a low need for cognition (H2a )
and low task involvement (H2b ).

3

Discussion and next steps

We aim to provide a first step towards incorporating the elaboration likelihood model as
a perspective that gives guidance and structures interventions to increase the acceptance
of AI-based recommendations and might help to align the different, inconclusive results
of prior research in this realm. We assume that the effectiveness of measures to increase
the acceptance of AI-based recommendations depends on whether they address either
the central or peripheral route of persuasion and, therefore, also on individual and
situational characteristics, such as the individual’s need for cognition or the relevance
and involvement of the task, for which the recommendation is provided.
In prior studies, the perception and use of algorithms was often attributed to external
factors (e.g., task characteristics) and personal variables (e.g., task motivation) were not
taken into account. In addition, the relevance of the task and the individual’s involvement
in the task were often disregarded. By following our elaboration likelihood approach,
we extend prior research and highlight the importance of information processing routes
for the acceptance of algorithmic advice. Studies focusing on algorithm characteristics
(transparency, explainability, or performance information) [15] target the central route
as they focus on arguments about recommendations explaining the performance of the
algorithms or the way recommendations have been derived. Based on our model, we
would expect that this way of influencing the acceptance of AI-based recommendations
is more appropriate for individuals with a high need for cognition and for whom the
task is very relevant. Hence, the different results regarding the influence of algorithm
characteristics on the acceptance of AI-based recommendation [35–38] might be explained by the individual elaboration likelihood. On the other hand, peripheral cues such
as the position of the recommendation in the choice set steer individuals without further
consideration of the quality of the argument itself. According to our model, their effect
should be greater for individuals with a low elaboration likelihood. Again, as studies in
the literature have reported varying results [18], we conclude that the difference in terms
of the individual elaboration likelihood in the respective studies might explain why either
positive, negative, or no effects were observed. We plan to evaluate the validity of our
ELM perspective by testing our hypotheses in an incentive compatible between-subject
experiment.
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