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Abstract
TheWeyl-Wigner-Moyal formalism for quantum particle with discrete internal degrees of freedom
is developed. A one to one correspondence between operators in the Hilbert space L2(R3)⊗H(s+1)
and functions on the phase space R3 × R3 × {0, ..., s} × {0, ..., s} is found. The expressions for
the Stratonovich-Weyl quantizer, star product and Wigner functions of such systems for arbi-
trary values of spin are obtained in detail. As examples the Landau levels and the corresponding
Wigner functions for a spin 12 nonrelativistic particle as well as the magnetic resonance for a spin
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1. INTRODUCTION
The phase space quantum description is an alternative approach to the usual construction
of quantum mechanics in a Hilbert space. Its origins can be traced to the seminal works
of Weyl [1, 2], Wigner [3], Groenewold [4], Moyal [5], and Vey [6]. Physical systems in
that formalism are modelled on symplectic manifolds usually identified with phase spaces of
classical counterparts.
Information about the system is acquired by a real valued Wigner function which plays
an analogous role as the wave function. For a complete review of this topic see Refs. [7, 8]
and the references cited therein. The Wigner function has found wide interest in various
branches of physics such as nuclear and particle physics, quantum optics, statistical physics
and condensed matter physics [9]. Moreover, several procedures have been proposed for the
experimental measurement of Wigner functions [10–12].
Observables in phase space version of quantum mechanics are represented by real func-
tions on the phase space. But on the contrary to classical physics multiplication of these
functions is in general nonAbelian. Under this perspective transition from classical to quan-
tum physics is understood as a noncommutative deformation of the usual product algebra
of the smooth functions on the classical phase space, which in turn induces a modification of
the Poisson bracket algebra. Mathematical foundations of this attempt called deformation
quantisation were introduced by Bayen et al in 1978 [13].
The deformed multiplication is called the ∗ - product (star product) and its existence was
proved for the case of any symplectic manifold in [14, 15]. Even more, a method to obtain
an explicit expression for such a ∗ - product was given by Fedosov by means of a geometrical
construction [15]. Later, Kontsevich shown that the ∗ - product also exists for any Poisson
manifold [16]. These results in principle allow us to perform the quantisation of arbitrary
Poissonian or symplectic systems which gives an advantage over the other quantisation
methods developed until now. An updated and detailed review of this quantisation procedure
can be consulted in Ref. [17].
Important results in the phase space approach have been obtained mainly for classical
degrees of freedom. Serious obstacles appear if one tries to deal with purely quantum ones.
In particular, the treatment of spin in this framework is a non-trivial problem. A pioneering
work on this problem was done by Va´rilly and Gracia-Bond´ıa. They considered the sphere
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S2 as the corresponding phase space (see Ref. [18]).
We propose a different path. In the recent paper [19] we have investigated relationships
between the Hilbert space version of quantum mechanics and its phase space representation
for finite dimensional Hilbert spaces H(s+1), s = 1, 2, .... Mathematical formulation of this
relationship is called the Weyl-Wigner formalism. Using widely the results obtained previ-
ously by several authors (see Refs. from 1 to 40 in [19]) we were able to find the general
Weyl correspondence between operators in a finite dimensional Hilbert space and functions
on the respective discrete phase space as well as the natural definition of the Wigner func-
tion. The results obtained are specified to the case of symmetric ordering of operators (when
the dimension of Hilbert space is odd) and to the case of almost symmetric ordering (when
the dimension of Hilbert space is even). It is evident that all these results open the door
to definition of the star product and, consequently, to the discrete Weyl-Wigner-Moyal for-
malism for finite dimensional Hilbert spaces. The phase spaces associated to these Hilbert
spaces are grids with finite number of points.
The standard “continuous” Weyl-Wigner-Moyal formalism for the Hilbert space L2(Rn)
has been an object of analysis for many years and now it is worked out with all details [1–5,
8, 13, 20–28]. Joining both “discrete” and “continuous” Weyl-Wigner-Moyal formalisms one
gets the framework for the tensor product of Hilbert spaces L2(Rn)⊗H(s+1). In consequence
it is possible to develop quantum mechanics (nonrelativistic or relativistic) of systems with
internal degrees of freedom (eg. spin) within the phase space language.
Our present and subsequent papers are devoted to this issue. Here we are going to focus
on studying the Weyl-Wigner-Moyal formalism on L2(R3) ⊗ H(s+1), s = 1, 2, .... Then as
examples of applications of that formalism we consider first the Landau levels and the respec-
tive Wigner functions for a spin 1
2
nonrelativistic charged particle, and later the magnetic
resonance for the spin 1
2
nonrelativistic uncharged particle.
Landau levels in terms of the Weyl-Wigner-Moyal formalism but for the spinless nonrel-
ativistic particle were investigated in all details by B. Demirciogˇlu and A. Verc¸in in their
nice work [29]. The analogous considerations in noncommutative spaces have been done by
O¨. F. Dayi and L. T. Kelleyane [30]. An interesting phase space approach to the spin 1
2
magnetic dipole in an external magnetic field and to the magnetic resonance has been given
by P. Watson and A. J. Bracken [31]. Semiclassical approach to the quantum dynamics of
a 1
2
spin particle with the use of a Wigner-Weyl-type calculus under the assumption that
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the phase space is Rd ×Rd × S2 has been discussed by O. Gat, M. Lein and S. Teufel in an
interesting paper [32]. In this work the phase space picture of the Stern-Gerlach experiment
is also proposed.
It is important to point out that quantisation in discrete phase spaces could be useful not
only for spin treatment but also in other physical problems where finite-dimensional Hilbert
spaces are involved. A promising example is the so-called polymer quantisation used in loop
quantum gravity. When applying this quantisation technique to mechanical systems with a
finite number of degrees of freedom, the result is not equivalent to the standard Schro¨dinger
quantisation and it is known as polymer representation. This description is fundamental
in certain cosmological models and allows us to test some of the elements of loop quantum
gravity in a simple way. This type of quantisation is currently an important topic of research
and a detailed review of its construction as well as some valuable results can be consulted
in [33–36].
Our paper is organized as follows. In Section 2 we study the general Weyl correspondence
between operators in the Hilbert space L2(R3) ⊗ H(s+1), s = 1, 2, ... and functions on the
respective phase space R3 × R3 × Γ(s+1) (see (2.16)). To this end we employ the unitary
operators Û(λ, µ), λ, µ ∈ R3, on L2(R3), and the Schwinger unitary operators D̂(k, l), 0 ≤
k, l ≤ s, on H(s+1). These operators enable us to define the phase-point operators called the
Stratonovich-Weyl quantizer or the Fano operators, which next are used to define the Weyl
correspondence. In Sec. 3 the expression of the ∗-product on R3 × R3 × Γ(s+1) is obtained.
Section 4 is devoted to a natural determination of Wigner function. Then the properties
of this function are analysed and the evolution equation i.e. the Liouville-von Neumann-
Wigner equation is given. In Section 5 we study various possibilities of choosing the kernels
(P,K) determining the Stratonovich-Weyl quantizer. Finally, we decide to choose P = 1
and K of the form (5.4). Then we get the Wigner function in the form given by (5.7) or
(5.9) which is the main result of our paper.
In Sec. 6 we consider two examples of application of our formalism. Example A is devoted
to the phase space analysis of the spin 1
2
nonrelativistic charged particle in a homogeneous
magnetic field. Using the Weyl-Wigner-Moyal formalism we find the Landau levels and
corresponding Wigner functions. In example B we study the magnetic resonance for the
spin 1
2
nonrelativistic uncharged particle in terms of the Weyl-Wigner-Moyal formalism.
The Rabi frequency, resonance frequency and the Wigner functions are found. Finally, a
4
brief summary (Sec. 7) and the list of references close the paper.
2. PRELIMINARY CONSIDERATIONS
Motivated by the Pauli equation and by the relativistic Dirac equation we consider a
Hilbert space of the form
H = L2(R3)⊗H(s+1), s = 0, 1, ... (2.1)
where H(s+1) is an (s+ 1)-dimensional Hilbert space.
Let {|n〉}sn=0 be some orthonormal basis of H(s+1) i.e., 〈n|n′〉 = δnn′ , n, n′ = 0, ..., s.
Following the works on discrete Weyl-Wigner-Moyal formalism (see [19] and the extensive
list of references therein) other orthonormal basis {|φm〉}sm=0 of H(s+1) is given by
|φm〉 = 1√
s+ 1
s∑
n=0
exp{inφm}|n〉, m = 0, ..., s (2.2)
with
φm = φ0 +
2π
s+ 1
m, m = 0, ..., s. (2.3)
Without any loss of generality one can put
φ0 = 0 (2.4)
and further on we assume that (2.4) holds true.
Then we define two Hermitian operators
n̂ :=
s∑
n=0
n|n〉〈n| , φ̂ :=
s∑
m=0
φm|φm〉〈φm| (2.5)
which enable us to define two unitary generators, the Schwinger operators (see [19] and the
references therein)
V̂ := exp
{
i
2π
s+ 1
n̂
}
, R̂ := exp{iφ̂}. (2.6)
One quickly finds the relation
V̂ s+1 = R̂s+1 = 1̂ (2.7)
and the commutation rule
exp
{
−i πkl
s + 1
}
R̂kV̂ l = exp
{
i
πkl
s+ 1
}
V̂ lR̂k (2.8)
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for any k, l ∈ Z. We introduce the unitary operators
D̂(k, l) := exp
{
−i πkl
s + 1
}
R̂kV̂ l, k, l ∈ Z. (2.9)
These operators will play a crucial role in further considerations. One can easily show that
they fulfill the following relations
D̂†(k, l) = D̂−1(k, l) = D̂(−k,−l), k, l ∈ Z (2.10a)
Tr
{
D̂(k, l)
}
= (s+ 1)δk0δl0, 0 ≤ k, l ≤ s (2.10b)
Tr
{
D̂(k, l)D̂†(k′, l′)
}
= (s+ 1)δkk′δll′ , 0 ≤ k, l, k′, l′ ≤ s. (2.10c)
It is convenient to extend the definition (2.2) to all m ∈ Z by putting (remember about
(2.4))
|φm〉 := 1√
s+ 1
s∑
n=0
exp
{
i
2π
s+ 1
nm
}
|n〉, m ∈ Z, (2.11)
〈φp|φm〉 = δpmmod(s+1).
Employing (2.11) we quickly find that the operators D̂(k, l) for 0 ≤ k, l ≤ s can be repre-
sented in the form
D̂(k, l) = exp
{
i
πkl
s+ 1
} s∑
m=0
exp
{
i
2πkm
s+ 1
}
|φm+l〉〈φm|, (2.12a)
D̂(k, l) = exp
{
i
πkl
s+ 1
}(s−k∑
n=0
exp
{
i
2πnl
s+ 1
}
|n〉〈k + n|+
s∑
n=s−k+1
exp
{
i
2πnl
s+ 1
}
|n〉〈k + n− s− 1|
)
. (2.12b)
In the next step one defines the unitary operators on L2(R3) (the displacement operators)
as (see eg. [2, 8, 22, 27, 28])
Û(λ, µ) : = exp{i(λ · p̂+ µ · q̂)}
= exp
{
−i~λ · µ
2
}
exp{iλ · p̂} exp{iµ · q̂}
= exp
{
i
~λ · µ
2
}
exp{iµ · q̂} exp{iλ · p̂} (2.13)
where, here and in all the paper the following abbreviations are used: λ = (λ1, λ2, λ3) ∈ R3,
µ = (µ1, µ2, µ3) ∈ R3, q̂ = (q̂1, q̂2, q̂3), p̂ = (p̂1, p̂2, p̂3), λ · p̂ = λ1p̂1 + λ2p̂2 + λ3p̂3, µ · q̂ =
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µ1q̂1+µ2q̂2+µ3q̂3, λ ·µ = λ1µ1+λ2µ2+λ3µ3 etc. The operators Û(λ, µ) have the analogous
properties as the operators D̂(k, l) (see (2.10))
Û †(λ, µ) = Û−1(λ, µ) = Û(−λ,−µ), (2.14a)
Tr
{
Û(λ, µ)
}
=
(
2π
~
)3
δ(λ)δ(µ), (2.14b)
Tr
{
Û(λ, µ)Û †(λ′, µ′)
}
=
(
2π
~
)3
δ(λ− λ′)δ(µ− µ′) (2.14c)
and they can be written in the form
Û(λ, µ) =
∫
R3
exp{iµ · q}|q − ~λ
2
〉dq〈q + ~λ
2
|,
=
∫
R3
exp{iλ · p}|p+ ~µ
2
〉dp〈p− ~µ
2
| (2.15)
with dq := dq1dq2dq3 , dp := dp1dp2dp3.
As it is done in the case of “usual continuous” Weyl-Wigner-Moyal formalism we should
find now the phase space associated to the Hilbert space H given by (2.1). Using the results
of previous works ([19] and the references therein; [1–5, 8, 13, 20–28]) it is obvious that the
natural phase space is here
Γ := {(p, q, φm, n)} = R3 × R3 × Γ(s+1) (2.16)
where Γ(s+1) is the (s+ 1)× (s+ 1) grid, Γ(s+1) = {(φm, n)}m,n=0,...,s.
Let f̂ be a linear operator acting in H. Employing (2.12) and (2.15) one easily gets
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
= exp
{
−i
(
~λ · µ
2
+
πkl
s+ 1
)} s∑
m,n=0
∫
R3×R3
dpdq exp{−i(λ·p+µ·q)}
exp
{
−i 2π
s + 1
(km+ ln)
}
〈p, φm|q, n〉〈q, n|f̂ |p, φm〉
= exp
{
i
(
~λ · µ
2
+
πkl
s+ 1
)} s∑
m,n=0
∫
R3×R3
dpdq exp{−i(λ · p+ µ · q)}
exp
{
−i 2π
s + 1
(km+ ln)
}
〈q, n|p, φm〉〈p, φm|f̂ |q, n〉 (2.17)
for any λ ∈ R3, µ ∈ R3 and 0 ≤ k, l ≤ s; where Û †(λ, µ)D̂†(k, l) := Û †(λ, µ) ⊗ D̂†(k, l),
|p, φm〉 := |p〉 ⊗ |φm〉, |q, n〉 := |q〉 ⊗ |n〉, etc.
In order to establish coefficient convention we give the Fourier transformation formulas
applied in our paper:
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1. the Fourier transform
F˜ (λ, µ) :=
∫
R3×R3
dpdq exp{−i(λ · p+ µ · q)}F (p, q), (2.18a)
2. the inverse Fourier transform
F (p, q) :=
1
(2π)6
∫
R3×R3
dλdµ exp{i(λ · p+ µ · q)}F˜ (λ, µ), (2.18b)
3. the discrete Fourier transform
f˜(k, l) :=
s∑
m,n=0
exp
{
−i 2π
s + 1
(km+ ln)
}
f(m,n) (2.18c)
4. the inverse discrete Fourier transform
f(m,n) :=
1
(s+ 1)2
s∑
k,l=0
exp
{
i
2π
s+ 1
(km+ ln)
}
f˜(k, l). (2.18d)
It is quite clear that Eq. (2.17) gives the Fourier transformations of the functions:
〈p, φm|q, n〉〈q, n|f̂ |p, φm〉 and 〈q, n|p, φm〉〈p, φm|f̂ |q, n〉, which are defined on the phase space
Γ. So, the inverse transformations to (2.17) give
〈p, φm|q, n〉〈q, n|f̂ |p, φm〉 = 1
(2π)6(s+ 1)2
s∑
k,l=0
∫
R3×R3
dλdµ exp
{
i
~λ · µ
2
}
exp {i(λ · p+ µ · q)}
exp
{
i
πkl
s+ 1
}
exp
{
i
2π
s + 1
(km+ ln)
}
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
,
(2.19a)
〈q, n|p, φm〉〈p, φm|f̂ |q, n〉 = 1
(2π)6(s+ 1)2
s∑
k,l=0
∫
R3×R3
dλdµ exp
{
−i~λ · µ
2
}
exp {i(λ · p+ µ · q)}
exp
{
−i πkl
s+ 1
}
exp
{
i
2π
s+ 1
(km+ ln)
}
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
,
(2.19b)
where dλ := dλ1dλ2dλ3 and dµ := dµ1dµ2dµ3.
Now the following correspondences between functions on Γ and linear operators in H can
be defined
f(p, q, φm, n) ←→ f̂
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f(p, q, φm, n) = (2π~)
3(s+ 1)〈p, φm|q, n〉〈q, n|f̂ |p, φm〉 (2.20a)
or
f(p, q, φm, n) = (2π~)
3(s+ 1)〈q, n|p, φm〉〈p, φm|f̂ |q, n〉 (2.20b)
where the factor (2π~)3(s+ 1) is used to ensure the relation 1↔ 1̂. Both correspondences,
(2.20a) and (2.20b), are one to one.
We can easily note that (2.20a) leads to the standard ordering of operators i.e. the
operators q̂ and n̂ are to the left of p̂ and φ̂. Analogously (2.20b) gives the anti-standard
ordering of operators what means that p̂ and φ̂ are to the left of q̂ and n̂.
The relations (2.20) are direct and obvious generalizations of the results of P.A.M. Dirac
[37] for the continuous case and of S. Chaturvedi et al [38] for the discrete case on the case
of Hilbert space H given by (2.1). From (2.17), (2.20a) and (2.20b) with (2.18a), (2.18c) we
conclude that the Fourier transform f˜(λ, µ, k, l) of f(p, q, φm, n) equal to
f˜(λ, µ, k, l) :=
s∑
m,n=0
∫
R3×R3
dpdqf(p, q, φm, n) exp{−i(λ · p+µ · q)} exp
{
−i 2π
s + 1
(km+ ln)
}
(2.21)
reads
f˜(λ, µ, k, l) = (2π~)3(s+ 1) exp
{
i
(
~λ · µ
2
+
πkl
s+ 1
)}
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
, (2.22a)
λ, µ ∈ R3, 0 ≤ k, l ≤ s
for f given by (2.20a), and
f˜(λ, µ, k, l) = (2π~)3(s+ 1) exp
{
−i
(
~λ · µ
2
+
πkl
s+ 1
)}
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
, (2.22b)
λ, µ ∈ R3, 0 ≤ k, l ≤ s
for f as in (2.20b).
A quick glance at Eqs. (2.22) shows that one can define a one to one correspondence between
functions (distributions) on R3×R3×{0, ..., s}×{0, ..., s} and linear operators inH as follows
˜˜
f = ˜˜f(λ, µ, k, l)←→ f̂ , λ, µ ∈ R3; k, l = 0, ..., s,
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f̂ =
s∑
k,l=0
∫
R3×R3
dλdµ
˜˜
f(λ, µ, k, l)Û(λ, µ)D̂(k, l),
˜˜
f(λ, µ, k, l) =
(
~
2π
)3
(s+ 1)−1Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
. (2.23)
The factor
(
~
2pi
)3
(s+ 1)−1 is taken so that
δ(λ)δ(µ)δk0δl0 ←→ 1̂ (2.24)
(see (2.10b) and (2.14b)).
Let ˜˜f = ˜˜f(λ, µ, k, l) and ˜˜g = ˜˜g(λ, µ, k, l) be the functions associated to linear operators f̂
and ĝ, respectively, according to the recipe (2.23). We are searching for the function which
corresponds to the product of operators f̂ · ĝ. Denote this function by ( ˜˜f ⊠ ˜˜g)(λ, µ, k, l).
From (2.23) one has
( ˜˜f ⊠ ˜˜g)(λ, µ, k, l) =
(
~
2π
)3
(s+ 1)−1Tr
{
f̂ · ĝ Û †(λ, µ)D̂†(k, l)
}
=
(
~
2π
)3
(s+ 1)−1
s∑
k′,l′,k′′,l′′=0
∫
R3×R3×R3×R3
dλ′dµ′dλ′′dµ′′
˜˜
f(λ′, µ′, k′, l′)
Tr
{
Û(λ′, µ′)D̂(k′, l′) · Û(λ′′, µ′′)D̂(k′′, l′′) · Û †(λ, µ)D̂†(k, l)
}
˜˜g(λ′′, µ′′, k′′, l′′). (2.25)
Straightforward calculations based on relations (2.12) and (2.15) give
Tr
{
Û(λ′, µ′)D̂(k′, l′) · Û(λ′′, µ′′)D̂(k′′, l′′) · Û †(λ, µ)D̂†(k, l)
}
=
(
2π
~
)3
(s+ 1)
(−1)(k′−k)θ(l′−l−1)+(l′−l)θ(k′−k−1)+(s+1)θ(k′−k−1)θ(l′−l−1) exp
{
i~
2
(λ′ · µ− λ · µ′)
}
exp
{
i
π
s+ 1
(k′l − kl′)
}
δ(λ′+λ′′−λ)δ(µ′+µ′′−µ)δk′+k′′−k,0mod(s+1)δl′+l′′−l,0mod(s+1) (2.26)
where θ(j), j ∈ Z, is the discrete Heaviside step function
θ(j) =
 1, j ≥ 00, j < 0 , j ∈ Z (2.27)
Now we should note a grave lack in the function-operator correspondence given by (2.20).
Namely, the operator associated to a real function is, in general, non-Hermitian. In conse-
quence neither (2.20a) nor (2.20b) can define the quantisation rule for a classical system. In
order to improve this disadvantage we first rewrite the formulae (2.22) as
exp
{
∓i~λ · µ
2
}
exp
{
∓i πkl
s+ 1
}
f˜(λ, µ, k, l) = (2π~)3(s+ 1)Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
(2.28)
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where the sign “− ” in exponents corresponds to (2.22a) and “ + ” to (2.22b).
Perhaps the simplest direct generalization of (2.28) reads
P
(
~λ · µ
2
)
K
(
πkl
s+ 1
)
f˜(λ, µ, k, l) = (2π~)3(s+ 1)Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
(2.29)
where
K
(
πkl
s+ 1
)
6= 0 ∀k, l ∈ {0, ..., s} (2.30)
and
P
(
~λ · µ
2
)
6= 0 almost everywhere for λ, µ ∈ R3 (2.31)
Thus we assume a new correspondence between the functions on Γ and the operators in H
(see (2.21), (2.23) and (2.29))
f(p, q, φm, n)
(P,K)←→ f̂
f(p, q, φm, n) =
(
~
2π
)3
(s+ 1)−1
s∑
k,l=0
∫
R3×R3
dλdµ
(
P
(
~λ · µ
2
)
K
(
πkl
s+ 1
))−1
exp{i(λ · p+ µ · q)} exp
{
i
2π
s + 1
(km+ ln)
}
Tr
{
f̂ Û †(λ, µ)D̂†(k, l)
}
(2.32a)
f̂ =
1
(2π)6(s+ 1)2
s∑
k,l,m,n=0
∫
R3×R3×R3×R3
dλdµdpdqP
(
~λ · µ
2
)
K
(
πkl
s + 1
)
exp{−i(λ · p + µ · q)} exp
{
−i 2π
s + 1
(km+ ln)
}
f(p, q, φm, n)Û(λ, µ)D̂(k, l)
=
1
(2π)3(s+ 1)
s∑
m,n=0
∫
R3×R3
dpdqf(p, q, φm, n)Ω̂[P,K](p, q, φm, n)
(2.32b)
where
Ω̂[P,K](p, q, φm, n) :=
(
~
2π
)3
(s + 1)−1
s∑
k,l=0
∫
R3×R3
dλdµP
(
~λ · µ
2
)
K
(
πkl
s+ 1
)
exp{−i(λ · p+ µ · q)} exp
{
−i 2π
s + 1
(km+ ln)
}
Û(λ, µ)D̂(k, l) (2.33)
defines the phase-point operators called the Stratonovich-Weyl quantizer [23] or the Fano
operators [24].
We impose the following natural conditions on the correspondence given by (2.32):
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(i) For any function f on Γ which depends on one variable i.e. f = f(p), f = f(q),
f = f(φm) or f = f(n) the associated operator f̂ is exactly the same as in (2.20) i.e.
f̂ = f(p̂), f̂ = f(q̂), f̂ = f(φ̂) or f̂ = f(n̂), respectively. This condition is fulfilled iff
P(0) = 1 and K(0) = 1 (2.34)
(ii) For any real function f(p, q, φm, n) the corresponding operator f̂ is Hermitian. This
condition is satisfied iff
P∗ = P (2.35a)
and
K∗
(
πkl
s + 1
)
= (−1)s+1−k−lK
(
π(s+ 1− k)(s+ 1− l)
s+ 1
)
, 1 ≤ k, l ≤ s,
K∗(0) = K(0) (2.35b)
where the asterisk “∗” stands for the complex conjugation.
Further on in the paper we assume that (2.34) and (2.35) hold true. These assumptions
together with the properties of Û(λ, µ) and D̂(k, l) yield
Ω̂†[P,K] = Ω̂[P,K] (2.36a)
Tr
{
Ω̂[P,K]
}
= 1 (2.36b)
Tr
{
Ω̂[P,K](p, q, φm, n)Ω̂[P,K](p′, q′, φm′, n′)
}
=(
~
2π
)3
(s+ 1)−1
s∑
k,l=0
∫
R3×R3
dλdµ
∣∣∣∣P (~λ · µ2
)
K
(
πkl
s+ 1
)∣∣∣∣2
exp{i[λ · (p− p′) + µ · (q − q′)]} exp
{
i
2π
s+ 1
[k(m−m′) + l(n− n′)]
} (2.36c)
From (2.36c) one quickly infers that
Tr
{
Ω̂[P,K](p, q, φm, n)Ω̂[P,K](p′, q′, φm′ , n′)
}
= (2π~)3(s+ 1)δ(p− p′)δ(q − q′)δmm′δnn′
(2.37)
if and only if ∣∣∣∣P (~λ · µ2
)∣∣∣∣ = 1 almost everywhere on R3 × R3;∣∣∣∣K( πkls+ 1
)∣∣∣∣ = 1 ∀ 0 ≤ k, l ≤ s (2.38)
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This last fact shows that it seems to be natural to assume that the conditions (2.38) are
fulfilled, and it is indeed usually assumed in the works on the subject.
However, since the choice of kernels P and K determines the ordering of operators and,
as has been shown in our previous paper [19], some interesting results can be found under
the choice of K such that the second requirement (2.38) is not satisfied, we decide at the
moment not to assume that it holds.
From (2.32b) and (2.36c) one gets
f(p, q, φm, n) =
1
(2π)6(s+ 1)2
s∑
k,l,m′,n′=0
∫
R3×R3×R3×R3
dλdµdp′dq′
∣∣∣∣P (~λ · µ2
)
K
(
πkl
s+ 1
)∣∣∣∣−2
exp{i[λ · (p− p′) + µ · (q − q′)]} exp
{
i
2π
s+ 1
[k(m−m′) + l(n− n′)]
}
Tr
{
f̂Ω̂[P,K](p′, q′, φm′ , n′)
}
. (2.39)
Hence
f(p, q, φm, n) = Tr
{
f̂ Ω̂[P,K](p, q, φm, n)
}
(2.40)
for every f̂ iff (2.38) holds true.
3. STAR PRODUCT
Let f = f(p, q, φm, n) and g = g(p, q, φm, n) be two functions on the phase space Γ
which correspond to the operators f̂ and ĝ, respectively, according to the rule (2.32a) or,
equivalently, (2.39). We are looking now for the function which corresponds to the product
of operators f̂ · ĝ. This function will be denoted by f ∗ g = (f ∗ g)(p, q, φm, n).
Employing the relation (2.32a) one easily gets
(f ∗ g)(p, q, φm, n) =
(
~
2π
)3
(s+ 1)−1
s∑
k,l=0
∫
R3×R3
dλdµ
(
P
(
~λ · µ
2
)
K
(
πkl
s+ 1
))−1
exp{i(λ · p+ µ · q)} exp
{
i
2π
s + 1
(km+ ln)
}
Tr
{
f̂ · ĝ Û †(λ, µ)D̂†(k, l)
}
=
s∑
k,l=0
∫
R3×R3
dλdµ
(
P
(
~λ · µ
2
)
K
(
πkl
s + 1
))−1
exp{i(λ · p+ µ · q)}
exp
{
i
2π
s+ 1
(km+ ln)
}
(
˜˜
f ⊠ ˜˜g)(λ, µ, k, l) (3.1)
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where (
˜˜
f ⊠ ˜˜g)(λ, µ, k, l) is given by (2.25) with (2.26).
Employing (2.39) and (2.32b) one can equivalently write (3.1) as
(f∗g)(p, q, φm, n) = 1
~6(2π)12(s+ 1)4
s∑
k,l,m′,n′,m′′,n′′,m′′′,n′′′=0
∫
R3×...×R3
dλdµdp′dq′dp′′dq′′dp′′′dq′′′
∣∣∣∣P (~λ · µ2
)
K
(
πkl
s+ 1
)∣∣∣∣−2 exp{i[λ · (p− p′) + µ · (q − q′)]}
exp
{
i
2π
s+ 1
[k(m−m′) + l(n− n′)]
}
f(p′′, q′′, φm′′ , n
′′)
Tr
{
Ω̂[P,K](p′, q′, φm′ , n′) Ω̂[P,K](p′′, q′′, φm′′ , n′′) Ω̂[P,K](p′′′, q′′′, φm′′′ , n′′′)
}
g(p′′′, q′′′, φm′′′ , n
′′′)
(3.2)
The formula (3.2) simplifies considerably when the conditions (2.38) are fulfilled. In that
case some integrals and sums can be calculated explicitly and finally (3.2) takes the form
(f ∗ g)(p, q, φm, n) = 1
(2π~)6(s+ 1)2
s∑
m′,n′,m′′,n′′=0
∫
R3×R3×R3×R3
dp′dq′dp′′dq′′f(p′, q′, φm′ , n
′)
Tr
{
Ω̂[P,K](p, q, φm, n)Ω̂[P,K](p′, q′, φm′, n′)Ω̂[P,K](p′′, q′′, φm′′ , n′′)
}
g(p′′, q′′, φm′′ , n
′′)
(3.3)
The mapping
∗ : (f, g) 7→ f ∗ g (3.4)
is called the star product (∗-product) and it is an obvious generalization of the celebrated
Moyal ∗-product [4, 5, 8, 13, 26–28] and the star product for the discrete case [31, 38, 39]
on the case of Hilbert space (2.1).
4. WIGNER FUNCTION AND THE LIOUVILLE - VON NEUMANN - WIGNER
EQUATION
If ρ̂ is a density operator of the quantum system then the average value of an observable
f̂ in the state ρ̂ reads
〈f̂〉 = Tr{f̂ ρ̂} (4.1)
Inserting (2.32b) into (4.1) one gets
〈f̂〉 =
s∑
m,n=0
∫
R3×R3
dpdqf(p, q, φm, n)
1
(2π~)3(s+ 1)
Tr
{
ρ̂ Ω̂[P,K](p, q, φm, n)
}
(4.2)
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Hence, we define the Wigner function of the state ρ̂ for the kernels (P,K) as
ρW [P,K](p, q, φm, n) := 1
(2π~)3(s+ 1)
Tr
{
ρ̂ Ω̂[P,K](p, q, φm, n)
}
(4.3)
Consequently, Eq. (4.2) can be rewritten in the form
〈f̂〉 =
s∑
m,n=0
∫
R3×R3
dpdqf(p, q, φm, n)ρW [P,K](p, q, φm, n) (4.4)
Employing the formulae (2.33) and (2.36a) one quickly finds that (4.3) gives
ρW [P,K](p, q, φm, n) := 1
(2π)6(s+ 1)2
s∑
k,l=0
∫
R3×R3
dλdµP∗
(
~λ · µ
2
)
K∗
(
πkl
s+ 1
)
exp{i(λ · p+ µ · q)} exp
{
i
2π
s + 1
(km+ ln)
}
Tr
{
ρ̂ Û †(λ, µ)D̂†(k, l)
}
(4.5)
The inverse relation to (4.3) reads
ρ̂ =
1
(2π)6(s+ 1)2
s∑
k,l,m,n,m′,n′=0
∫
R3×...×R3
dλdµdpdqdp′dq′
∣∣∣∣P (~λ · µ2
)
K
(
πkl
s+ 1
)∣∣∣∣−2
exp{i[λ · (p− p′) + µ · (q − q′)]} exp
{
i
2π
s+ 1
[k(m−m′) + l(n− n′)]
}
ρW [P,K](p, q, φm, n)Ω̂[P,K](p′, q′, φm′, n′) (4.6)
If the conditions (2.38) are fulfilled then (4.6) reduces to a simple relation
ρ̂ =
s∑
m,n=0
∫
R3×R3
dpdqρW [P,K](p, q, φm, n)Ω̂[P,K](p, q, φm, n) (4.7)
One can easily check that the Wigner function defined by (4.3) satisfies the usual requests
imposed on Wigner functions:
(1) It is a real function
ρ∗W [P,K] = ρW [P,K] (4.8)
(2) Its trace is equal to one
s∑
m,n=0
∫
R3×R3
dpdqρW [P,K](p, q, φm, n) = Tr{ρ̂} = 1 (4.9)
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(3) It gives the marginal distributions
s∑
m,n=0
∫
R3
dpρW [P,K](p, q, φm, n) = Tr{ρ̂|q〉〈q|} (4.10a)
s∑
m,n=0
∫
R3
dqρW [P,K](p, q, φm, n) = Tr{ρ̂|p〉〈p|} (4.10b)
s∑
m=0
∫
R3×R3
dpdqρW [P,K](p, q, φm, n) = Tr{ρ̂|n〉〈n|} (4.10c)
s∑
n=0
∫
R3×R3
dpdqρW [P,K](p, q, φm, n) = Tr{ρ̂|φm〉〈φm|} (4.10d)
(where |q〉〈q| := |q〉〈q| ⊗ 1̂, |φm〉〈φm| := 1̂⊗ |φm〉〈φm|, etc.).
In the end we are considering the evolution equation for the Wigner function. Let the density
operator depend on t, ρ̂ = ρ̂(t). Then the evolution equation for ρ̂(t) is the Liouville-von
Neumann equation
∂ρ̂
∂t
+
1
i~
[
ρ̂, Ĥ
]
= 0 (4.11)
where Ĥ is the Hamilton operator.
If the kernels (P,K) do not satisfy the conditions (2.38) then the respective evolution equa-
tion for the Wigner function ρW [P,K] is rather involved. So, in the general case we proceed
as follows. We first define ˜˜ρ(λ, µ, k, l) and ˜˜H(λ, µ, k, l) according to the prescription (2.23)
i.e.
˜˜ρ(λ, µ, k, l) =
(
~
2π
)3
(s+ 1)−1Tr
{
ρ̂ Û †(λ, µ)D̂†(k, l)
}
(4.12a)
˜˜
H(λ, µ, k, l) =
(
~
2π
)3
(s+ 1)−1Tr
{
Ĥ Û †(λ, µ)D̂†(k, l)
}
(4.12b)
Inserting (4.12a) into (4.5) one quickly gets
ρW [P,K](p, q, φm, n) = 1
(2π~)3(s+ 1)
s∑
k,l,=0
∫
R3×R3
dλdµP∗
(
~λ · µ
2
)
K∗
(
πkl
s+ 1
)
exp{i(λ · p+ µ · q)} exp
{
i
2π
s + 1
(km+ ln)
}
˜˜ρ(λ, µ, k, l). (4.13)
Therefore, the function ˜˜ρ determines uniquely ρW [P,K] according to (4.13). Considering ˜˜ρ
as dependent on time and using (4.11), (2.25) with (2.26) we find the evolution equation for
˜˜ρ = ˜˜ρ(λ, µ, k, l; t)
∂ ˜˜ρ
∂t
+
1
i~
(
˜˜ρ⊠ ˜˜H − ˜˜H ⊠ ˜˜ρ
)
= 0. (4.14)
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Finally, note that if the conditions (2.38) are satisfied then the evolution equation for the
Wigner function ρW [P,K](p, q, φm, n; t) reads
∂ρW [P,K]
∂t
+
1
i~
(
ρW [P,K] ∗H −H ∗ ρW [P,K]
)
= 0, (4.15)
where the Hamiltonian H = H(p, q, φm, n) is defined according to the rule (2.40)
H(p, q, φm, n) = Tr
{
ĤΩ̂[P,K](p, q, φm, n)
}
, (4.16)
and the ∗-product is given by (3.3).
Eq. (4.15) (or Eq. (4.14)) will be called the Liouville-von Neumann-Wigner equation.
5. REMARKS ON THE CHOICE OF KERNELS (P,K)
As we have shown in Section 2 the kernels P and K should satisfy the conditions (2.34)
and (2.35). We can then observe that many formulas take the much simpler forms when the
conditions (2.38) are also fulfilled. One quickly finds that assuming
P
(
~λ · µ
2
)
= 1, ∀λ, µ ∈ R3, (5.1)
we satisfy the requirements (2.34), (2.35a) and (2.38) for the kernel P. As is well known
[1, 2, 20, 22, 27] the choice (5.1) realizes the Weyl ordering of operators in L2(R3).
However, at the analogous assumption about the kernel K, i.e. K ( pikl
s+1
)
= 1 ∀ 0 ≤ k, l ≤ s,
the relations (2.35b) are not fulfilled for every (k, l). Therefore one is forced to look for other
options. The simplest one seems to be K(0) = 1 and K ( pikl
s+1
)
= ±1 for kl 6= 0. This can be
indeed realized as follows:
(a) If s+ 1 = odd number one puts
K
(
πkl
s+ 1
)
= (−1)kl (5.2)
(b) If s+ 1 is even and s+1
2
is an odd number one assumes
K
(
πkl
s+ 1
)
=

−1 for kl = odd number
−1 for kl = 2p, p = odd number
+1 for kl = 4r
(5.3)
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(c) If s + 1 and s+1
2
are even numbers then we have not been able still to find the concise
formula but one can realize the option: K ( pikl
s+1
)
= ±1 for kl 6= 0, K(0) = 1, by using
the relation (2.35b) step by step. We present this procedure for the case of s+ 1 = 4 in
the next paper.
The choice (a) was considered previously by several authors [39–43].
In the recent work [19] we have found the kernel K which satisfies all desired conditions
(2.30), (2.34) and (2.35b) but does not have the property (2.38).
This K reads
K
(
πkl
s+ 1
)
=
cos
(
pikl
s+1
+ ǫs
)
cos(ǫs)
, (5.4)
where ǫs is taken so as to ensure that (2.30) holds. In particular if s + 1 = odd number,
then one can put ǫs = 0. In that case we have
K
(
πkl
s+ 1
)
= cos
(
πkl
s+ 1
)
, s+ 1 = odd number, (5.5)
and such a kernel leads to the symmetric ordering of operators in H(s+1).
When s+ 1 = even number, we must take ǫs 6= 0. Nevertheless |ǫs| can be chosen arbitrary
small (but 6= 0). As has been shown in [19] with such a choice of ǫs the kernel (5.4) realizes
the almost symmetric ordering of operators in H(s+1). The kernel (5.4) (all the more (5.5))
has a nice and useful feature. Namely the Stratonovich-Weyl quantizer defined by this kernel
in H(s+1) has relatively a simple form. Consequently, also the respective Wigner function
takes a transparent form.
Remembering all that we assume that the kernel P is given by (5.1) and K is defined by (5.4).
Under these assumptions, from (2.33) with (2.12) and (2.15) one gets the corresponding
Stratonovich-Weyl quantizer as
Ω̂(p, q, φm, n) =
∫
R3
dξ exp
{
i
ξ · p
~
} ∣∣∣∣q + ξ2
〉〈
q − ξ
2
∣∣∣∣
⊗ s+ 1
2 cos(ǫs)
[
exp{−iǫs}|n〉〈n|φm〉〈φm|+Hermitian conjugation
]
=
1
2 cos(ǫs)
{
exp{−inφm}
s∑
n′=0
∫
R3
dξ exp
{
i
ξ · p
~
}
exp{i(n′φm + ǫs)}∣∣∣∣q + ξ2 , n′
〉〈
q − ξ
2
, n
∣∣∣∣+Hermitian conjugation}, (5.6)
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where dξ := dξ1dξ2dξ3 (see Eq. (2.13) in [28] and Eq. (5.2) in [19]).
(Remark : In (5.6) and also further on we omit the symbol [P,K] for the kernels given by
(5.1) and (5.4)).
Inserting (5.6) into (4.3) one quickly gets the Wigner function
ρW (p, q, φm, n) =
1
(2π~)3(s+ 1) cos(ǫs)
ℜ
[
exp{i(ǫs − nφm)}
s∑
n′=0
∫
R3
dξ exp
{
i
ξ · p
~
}
exp{in′φm}
〈
q − ξ
2
, n
∣∣∣∣ ρ̂ ∣∣∣∣q + ξ2 , n′
〉 ]
. (5.7)
In particular, for the pure state
ρ̂ = |ψ〉〈ψ|, 〈ψ|ψ〉 = 1, (5.8)
Eq. (5.7) gives
ρW (p, q, φm, n) =
1
(2π~)3(s+ 1) cos(ǫs)
ℜ
[
exp{i(ǫs − nφm)}
s∑
n′=0
∫
R3
dξ exp
{
i
ξ · p
~
}
exp{in′φm}ψ∗n′
(
q +
ξ
2
)
ψn
(
q − ξ
2
)]
, (5.9)
where
ψj(q) := 〈q, j|ψ〉, j = 0, ..., s; q ∈ R3. (5.10)
Formulas (5.7) and (5.9) are the main results of our paper. They define the Wigner function
for nonrelativistic or relativistic quantum particle described by the density operator ρ̂ in the
Hilbert space L2(R3)×H(s+1). This can be immediately extended to the case L2(R3×R3×
· · · × R3)×H(s+1).
Note finally that having given the Wigner function ρW (p, q, φm, n) one can find the respective
Wigner function ρW [P ′,K′](p, q, φm, n) for any kernels (P ′,K′) as
ρW [P ′,K′](p, q, φm, n) = 1
(2π)6(s+ 1)2
s∑
k,l,m′,n′=0
∫
R3×R3×R3×R3
dλdµdp′dq′
P ′
(
~λ · µ
2
)
K′
(
πkl
s+ 1
)(
cos
(
pikl
s+1
+ ǫs
)
cos(ǫs)
)−1
exp{i[λ · (p′ − p) + µ · (q′ − q)]}
exp
{
i
2π
s+ 1
[k(m′ −m) + l(n′ − n)]
}
ρW (p
′, q′, φm′, n
′). (5.11)
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Then according to (4.13) the Wigner function ρW is related to ˜˜ρ, defined by (4.12a), as
follows
ρW (p, q, φm, n) =
1
(2π~)3(s+ 1) cos(ǫs)
s∑
k,l=0
∫
R3×R3
dλdµ cos
(
πkl
s+ 1
+ ǫs
)
exp{i(λ · p+ µ · q)} exp
{
i
2π
s+ 1
(km+ ln)
}
˜˜ρ(λ, µ, k, l). (5.12)
For the pure state (5.8) ˜˜ρ reads (use (2.12) and (2.15))
˜˜ρ(λ, µ, k, l) =
(
~
2π
)3
(s+ 1)−1 exp
{
−i πkl
s + 1
} s∑
n=0
∫
R3
dq exp{−iµ · q}
exp
{
−i 2πln
s + 1
}
ψ∗n+kmod(s+1)
(
q +
~λ
2
)
ψn
(
q − ~λ
2
)
. (5.13)
6. EXAMPLES
This section contains detailed analysis of the proposed phase space formalism to the well
known problems: motion of spin 1
2
nonrelativistic particle in a homogeneous magnetic field
and magnetic resonance for a spin 1
2
uncharged nonrelativistic particle.
A. Spin 12 nonrelativistic particle in a homogeneous magnetic field. Landau levels.
Consider a spin 1
2
nonrelativistic particle in a classical electromagnetic field described by
the vector potential A = (A1, A2, A3) and the scalar potential A0. The Hamilton operator,
called the Pauli Hamiltonian, reads now
ĤP =
1
2m0
3∑
j=1
(
p̂j − e0
c
Âj
)2
+ e0Â0 − e0~
2m0c
σ̂ · B̂, (6.1)
where m0 and e0 stand for the mass and the charge of particle, respectively, c denotes the
speed of light, B = (B1, B2, B3) is the magnetic induction and σ̂ = (σ̂1, σ̂2, σ̂3) defines the
spin operator by Ŝ = ~
2
σ̂. Then the Pauli evolution equation for a pure state |ψ(t)〉 is
i~
∂|ψ(t)〉
∂t
= ĤP |ψ(t)〉, (6.2)
and the corresponding Pauli-Liouville-von Neumann equation for the density operator reads
(see 4.11)
∂ρ̂
∂t
+
1
i~
[
ρ̂, ĤP
]
= 0. (6.3)
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In the present case the Hilbert space H(s+1) given in (2.1) is 2-dimensional, s + 1 = 2, and
the Pauli spin operator Ŝ acts in that space. We choose the orthonormal basis {|n〉}n=0,1 in
H(2) in a standard way i.e. so that
σ̂3|0〉 = 1 · |0〉, σ̂3|1〉 = −1 · |1〉. (6.4)
In this basis the operator σ̂ is represented by the Pauli matrices
σ = (σ1, σ2, σ3), σ1 =
 0 1
1 0
 , σ2 =
 0 −i
i 0
 , σ1 =
 1 0
0 −1
 . (6.5)
Proceeding to the phase space representation of our quantum system we first note that now
the phase space is
Γ = {(p, q, φm, n)} = R3 × R3 × {(φm, n)}m,n=0,1. (6.6)
Then, inserting s + 1 = 2 into Eq. (5.4) and assuming ǫs =
pi
4
one quickly gets a simple
kernel
K
(
πkl
2
)
= (−1)kl, k, l = 0, 1 (6.7)
(Note that the same kernel (6.7) can be obtained from (5.3) with s = 1). Assuming also
that (5.1) holds true we easily find the Stratonovich-Weyl quantizer from (5.6) as
Ω̂(p, q, φm, n) =
∫
R3
dξ exp
{
i
ξ · p
~
} ∣∣∣∣q + ξ2
〉〈
q − ξ
2
∣∣∣∣
⊗
[
(1− i)|n〉〈n|φm〉〈φm|+ (1 + i)|φm〉〈φm|n〉〈n|
]
=
1− i√
2
exp{inφm}
∫
R3
dξ exp
{
i
ξ · p
~
} ∣∣∣∣q + ξ2 , n
〉〈
q − ξ
2
, φm
∣∣∣∣+Hermitian conjugation.
(6.8)
Straightforward calculations show that (6.8) can be also rewritten in the following useful
form
Ω̂(p, q, φm, n) =
∫
R3
dξ exp
{
i
ξ · p
~
} ∣∣∣∣q + ξ2
〉〈
q − ξ
2
∣∣∣∣⊗12
[
1+(−1)mσ̂1+(−1)m+nσ̂2+(−1)nσ̂3
]
(6.9)
(The “discrete part” of the Ω̂ i.e. 1
2
[1 + (−1)mσ̂1 + (−1)m+nσ̂2 + (−1)nσ̂3] was found by
W. K. Wootters [39] and R. Feynman [44], then also by S. Chaturvedi et al [38] and very
recently by us [19]).
21
From (3.3) we conclude that in order to get the ∗-product one needs the explicit expression
for Tr{Ω̂(p, q, φm, n)Ω̂(p′, q′, φm′ , n′)Ω̂(p′′, q′′, φm′′, n′′)}.
Employing (6.9) and performing some simple manipulations we obtain
Tr{Ω̂(p, q, φm, n)Ω̂(p′, q′, φm′ , n′)Ω̂(p′′, q′′, φm′′, n′′)} =
64 exp
{
2i
~
[(q − q′) · (p− p′′)− (q − q′′) · (p− p′)]
}
·1
4
{
(1 + (−1)m′+m′′)(1 + (−1)n′+n′′) + (−1)m((−1)m′ + (−1)m′′) + (−1)m+n((−1)m′+n′ + (−1)m′′+n′′)
+ (−1)n((−1)n′ + (−1)n′′) + i
[
(−1)m(−1)n′+n′′((−1)m′ − (−1)m′′)
+(−1)m+n((−1)m′′+n′ − (−1)m′+n′′) + (−1)n(−1)m′+m′′((−1)n′′ − (−1)n′)
]}
. (6.10)
The “continuous part” of the formula (6.10) i.e. 64 exp
{
2i
~
[(q − q′) · (p− p′′)− (q − q′′) · (p− p′)]}
leads to the celebrated Moyal ∗-product for the functions on R3 × R3. Performing some
standard manipulations one quickly finds that if the functions f and g are independent of
(φm, n) i.e. f = f(p, q) and g = g(p, q) then f ∗ g can be written as a formal series in ~
(f ∗ g)(p, q) = f(p, q) exp
{
i~
2
←→P
}
g(p, q), (6.11)
where
←→P denotes the Poisson operator
←→P :=
3∑
j=1
(←−
∂
∂qj
−→
∂
∂pj
−
←−
∂
∂pj
−→
∂
∂qj
)
. (6.12)
Hence, in the general case we get
(f ∗ g)(p, q, φm, n) = 1
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1∑
m′,n′,m′′,n′′=0
f(p, q, φm′, n
′) exp
{
i~
2
←→P
}
g(p, q, φ′′m, n
′′)
{
(1 + (−1)m′+m′′)(1 + (−1)n′+n′′) + (−1)m((−1)m′ + (−1)m′′) + (−1)m+n((−1)m′+n′ + (−1)m′′+n′′)
+ (−1)n((−1)n′ + (−1)n′′) + i
[
(−1)m(−1)n′+n′′((−1)m′ − (−1)m′′)
+(−1)m+n((−1)m′′+n′ − (−1)m′+n′′) + (−1)n(−1)m′+m′′((−1)n′′ − (−1)n′)
]}
. (6.13)
Then the ∗-bracket
[f, g]∗ := f ∗ g − g ∗ f, (6.14)
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reads
[f, g]∗(p, q, φm, n) =
i
8
1∑
m′,n′,m′′,n′′=0
f(p, q, φm′, n
′)
{[
(1 + (−1)m′+m′′)(1 + (−1)n′+n′′)
+ (−1)m((−1)m′ + (−1)m′′) + (−1)m+n((−1)m′+n′ + (−1)m′′+n′′)
+(−1)n((−1)n′ + (−1)n′′)
]
sin
(
~
2
←→P
)
+
[
(−1)m(−1)n′+n′′((−1)m′ − (−1)m′′)
+(−1)m+n((−1)m′′+n′ − (−1)m′+n′′) + (−1)n(−1)m′+m′′((−1)n′′ − (−1)n′)
]
cos
(
~
2
←→P
)}
g(p, q, φm′′, n
′′). (6.15)
From (4.16) with the Hamilton operator given by the Pauli Hamiltonian (6.1) and the
Stratonovich-Weyl quantizer defined by (6.9) one easily gets
HP (p, q, φm, n) =
1
2m0
3∑
j=1
(
pj − e0
c
Aj
)
∗
(
pj − e0
c
Aj
)
+ e0A0
− e0~
2m0c
[
(−1)mB1 + (−1)m+nB2 + (−1)nB3
]
=
1
2m0
3∑
j=1
(
pj − e0
c
Aj
)2
+ e0A0 − e0~
2m0c
[
(−1)mB1 + (−1)m+nB2 + (−1)nB3
]
. (6.16)
Consider a simple case of the particle in homogeneous and time independent magnetic field.
We take the coordinates and the gauge so that (the Landau gauge [45–48])
B = (0, 0, B3), B3 = const. > 0,
A0 = 0, A = (−q2B3, 0, 0).
(6.17)
Inserting (6.17) into (6.16), and using then (6.15) in (4.15) with H → HP , after rather
simple but tedious calculations one gets the phase space image of the Pauli-Liouville-von
Neumann equation (6.3) in the form
∂(ρW )
∂t
+
1
m0
[(
p1 +
e0B3
c
q2
)(
∂
∂q1
− e0B3
c
∂
∂p2
)
+ p2
∂
∂q2
+ p3
∂
∂q3
]
(ρW )
− e0B3
2m0c

0 −1 0 1
1 0 −1 0
0 1 0 −1
−1 0 1 0
 · (ρW ) = 0, (6.18)
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where (ρW ) is the following one-column matrix
(ρW ) :=

ρW (p, q, φ0, 0; t)
ρW (p, q, φ0, 1; t)
ρW (p, q, φ1, 0; t)
ρW (p, q, φ1, 1; t)
 . (6.19)
In particular, consider the case when the Wigner function ρW = ρW (p, q, φm, n; t) corre-
sponds to an eigenstate of σ̂3. The eigenvalue equation reads
σ3(φm, n) ∗ ρW (p, q, φm, n; t) = λ0ρW (p, q, φm, n; t), (6.20)
where according to (2.40) with (6.9)
σ3(φm, n) = Tr{σ̂3Ω̂(p, q, φm, n)} = (−1)n. (6.21)
Using (6.13) one can rewrite (6.20) as
ρW (p, q, φ0, 0; t) + ρW (p, q, φ1, 0; t) + i
(
ρW (p, q, φ0, 1; t)− ρW (p, q, φ1, 1; t)
)
= 2λ0ρW (p, q, φ0, 0; t),
ρW (p, q, φ0, 1; t) + ρW (p, q, φ1, 1; t) + i
(
ρW (p, q, φ0, 0; t)− ρW (p, q, φ1, 0; t)
)
= −2λ0ρW (p, q, φ0, 1; t),
ρW (p, q, φ0, 0; t) + ρW (p, q, φ1, 0; t) + i
(
ρW (p, q, φ1, 1; t)− ρW (p, q, φ0, 1; t)
)
= 2λ0ρW (p, q, φ1, 0; t),
ρW (p, q, φ0, 1; t) + ρW (p, q, φ1, 1; t) + i
(
ρW (p, q, φ1, 0; t)− ρW (p, q, φ0, 0; t)
)
= −2λ0ρW (p, q, φ1, 1; t),
(6.22)
for real ρW (p, q, φm, n; t).
We quickly find the solutions of (6.22) in the form:
λ0 = 1, (ρW ) = ρ(p, q; t)
1
2

1
0
1
0
 , (6.23a)
or
λ0 = −1, (ρW ) = ρ(p, q; t)1
2

0
1
0
1
 , (6.23b)
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where ρ(p, q; t) is a real function.
Inserting (6.23a) or (6.23b) into (6.18) one gets the linear first-order PDE on ρ(p, q; t)
∂ρ
∂t
+
1
m0
[(
p1 +
e0B3
c
q2
)(
∂
∂q1
− e0B3
c
∂
∂p2
)
+ p2
∂
∂q2
+ p3
∂
∂q3
]
ρ = 0. (6.24)
Employing the standard method of the theory of linear first-order PDEs we find the general
solution of Eq. (6.24) as
ρ = ρ
(
p1, p2 +
e0B3
c
q1, p3,
1
2m0
[(
p1 +
e0B3
c
q2
)2
+ p22
]
,
∓e0B3
c
q3 + p3 arcsin
 p1 + e0B3c q2√(
p1 +
e0B3
c
q2
)2
+ p22
 , q3 − p3
m0
t
)
, (6.25)
with the upper sign “-” corresponding to p2 < 0 and the lower sign “+” corresponding to
p2 > 0.
This change of the sign at p2 = 0 leads to a “jump” of ρ at p2 = 0. Consequently, one
concludes that the global general solution should be of the form
ρ = ρ
(
p1, p2 +
e0B3
c
q1, p3,
1
2m0
[(
p1 +
e0B3
c
q2
)2
+ p22
]
, q3 − p3
m0
t
)
. (6.26)
Assume that ρ̂ is not only an eigenstate of σ̂3 but also of the Pauli Hamiltonian ĤP . Then
∂ρ̂
∂t
= 0⇒ ∂ρW
∂t
= 0.
The eigenvalue equation for HP in the phase space Γ reads
HP ∗ ρW = EρW . (6.27)
Substituting HP given by (6.16) with (6.17) and ρW defined by (6.23a) or (6.23b) into (6.27)
one has
1
2m0
[(
p1 +
e0B3
c
q2
)2
+ p22 + p
2
3
]
∗ ρ− e0~B3
2m0c
λ0ρ = Eρ, λ0 = ±1. (6.28)
Inserting (6.26) into (6.28), remembering also that ∂ρ
∂t
= 0 ⇒ ∂ρ
∂q3
= 0 we arrive at the
equation
1
2m0
[(
p1 +
e0B3
c
q2
)2
+ p22 + p
2
3
]
ρ− ~
2
8m0
[
∂2ρ
∂q21
+
∂2ρ
∂q22
+
(
e0B3
c
)2
∂2ρ
∂p22
− 2e0B3
c
∂2ρ
∂p2∂q1
]
=
(
E +
e0~B3
2m0c
λ0
)
ρ, λ0 = ±1, (6.29)
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and finally, using again (6.26), we obtain
H ′ρ− ~
2
4
ω20
(
H ′
∂2ρ
∂H ′2
+
∂ρ
∂H ′
)
=
(
E +
e0~B3
2m0c
λ0 − p
2
3
2m0
)
ρ, (6.30)
where
ω0 :=
|e0|B3
m0c
, (6.31)
and
H ′ :=
1
2m0
[(
p1 +
e0B3
c
q2
)2
+ p22
]
=
p22
2m0
+
1
2
m0ω
2
0
[
q2 −
(
− cp1
e0B3
)]2
. (6.32)
Since
[p1, HP ]∗ = 0 = [p3, HP ]∗, (6.33)
one can assume that ρ is of the form
ρ = δ(p1 − p10)δ(p3 − p30)ρ0(H ′0), (6.34)
p10 = const. and p30 = const.
where
H ′0 :=
p22
2m0
+
1
2
m0ω
2
0
[
q2 −
(
− cp10
e0B3
)]2
, (6.35)
and ρ0(H
′
0) satisfies the following linear second-order ODE
H ′0ρ0 −
~
2
4
[
ω20
(
H ′0
d2ρ0
dH ′20
+
dρ0
dH ′0
)]
=
(
E +
e0~B3
2m0c
λ0 − p
2
30
2m0
)
ρ0, λ0 = ±1. (6.36)
Comparing Eq. (6.36) with Eq. (4.40) of Ref. [49] determining the Wigner function for the
linear harmonic oscillator being in an energy eigenstate we quickly arrive at the conclusion
that these two equations have the same form.
Therefore, one immediately finds possible values of E
EN = ~ω0
(
N +
1
2
− λ0
2
· sgn(e0)
)
+
p230
2m0
, λ0 = ±1; N = 0, 1, 2, ... (6.37)
Thus, of course, we recover the famous Landau levels [45–48]. Then using again the results
of [49] (see also [13, 50, 51]) one gets ρ0 for any N = 0, 1, 2, ..., ρ0,N as
ρ0,N =
(−1)N
π~
exp
{
−2H
′
0
~ω0
}
LN
(
4H ′0
~ω0
)
, (6.38)
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where LN(x) denotes the Laguerre polynomial of the Nth order LN(x) =∑N
k=0(−1)k
(
N
N−k
)
xk
k!
.
Finally the Wigner functions satisfying (6.20) and (6.27) are given by
(ρW,N) =
(−1)N
2π~
δ(p1 − p10)δ(p3 − p30) exp
{
−2H
′
0
~ω0
}
LN
(
4H ′0
~ω0
)

1
0
1
0
 , (6.39a)
or
(ρW,N) =
(−1)N
2π~
δ(p1 − p10)δ(p3 − p30) exp
{
−2H
′
0
~ω0
}
LN
(
4H ′0
~ω0
)

0
1
0
1
 , (6.39b)
with N = 0, 1, 2, ....
It is evident that the Wigner functions (6.39) satisfy the eigenvalue equations for both p1
and p3
p1 ∗ ρW,N = p10ρW,N , p3 ∗ ρW,N = p30ρW,N , N = 0, 1, 2, ... (6.40)
Note that analogous considerations but for a spinless particle have been done in [29] and for
noncommutative space in [30].
B. Magnetic resonance
In this subsection we study the magnetic resonance for a spin 1
2
uncharged nonrelativistic
particle equipped with a magnetic moment in terms of the Weyl-Wigner-Moyal formalism.
The magnetic field has the form [52–55]
B = (b cos(ωt),−b sin(ωt), B3), b, B3 = const. and ω = const. (6.41)
Inserting (6.41) and assuming that
e0 → 0, e0~
2m0c
→ µ0 = magnetic moment, (6.42)
into (6.16) one gets the Hamiltonian HMR
HMR(p, q, φm, n; t) =
p2
2m0
− µ0
(
(−1)mb cos(ωt)− (−1)m+nb sin(ωt) + (−1)nB3
)
. (6.43)
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We assume that the Wigner function ρW (p, q, φm, n; t) splits into the position-momentum
part ρ(p, q; t) and the spin part γ(φm, n; t) in the following way
ρW (p, q, φm, n; t) = ρ(p, q; t)γ(φm, n; t),
1∑
m,n=0
γ(φm, n; t) = 1, γ
∗ = γ. (6.44)
In this case the Liouville-von Neumann-Wigner equation (4.15) separates as follows
∂ρ
∂t
+
1
i~
[
ρ,
p2
2m0
]
∗
= 0, (6.45a)
∂γ
∂t
+
1
i~
[
γ,−µ0
(
(−1)mb cos(ωt)− (−1)m+nb sin(ωt) + (−1)nB3
)]
∗
= 0. (6.45b)
The general solution of Eq. (6.45a) reads
ρ = ρ
(
p, q − p
m0
t
)
. (6.46)
Now we investigate the more interesting equation (6.45b). We start by introducing some
new notation.
Namely
γmn(t) := γ(φm, n; t), m, n = 0, 1
γ0 := 2(γ00 + γ01)− 1,
γ1 := 2(γ00 + γ10)− 1,
γ2 := 2(γ00 + γ11)− 1. (6.47)
By (6.44) one has
γ00 + γ01 + γ10 + γ11 = 1, (6.48)
and by the marginal distribution property (4.10c) γ1(t) can be rewritten in the form
γ1(t) = 2P+(t)− 1, (6.49)
where P+(t) is the probability that a measurement of the third component of spin at the
instant t gives the result +1
2
~. Employing (6.15), (6.47) and (6.48), and performing simple
manipulations one finds that Eq. (6.45b) can be brought to the following system of equations
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γ˙0 − 2µ0
~
(bγ1 sin(ωt) +B3γ2) = 0, (6.50a)
γ˙1 +
2µ0
~
b(γ0 sin(ωt) + γ2 cos(ωt)) = 0, (6.50b)
γ˙2 +
2µ0
~
(B3γ0 − bγ1 cos(ωt)) = 0, (6.50c)
where the overdot “·” stands for the derivative d
dt
. Adding two equations, (6.50a) and (6.50c)
multiplied by i =
√−1, and denoting
ζ = γ0 + iγ2, (6.51)
we arrive at the equation
ζ˙ + i
2µ0B3
~
ζ − i2µ0b
~
γ1(t) exp{−iωt} = 0. (6.52)
The general solution of Eq. (6.52) reads
ζ(t) = i
2µ0b
~
exp
{
−i2µ0B3
~
t
}∫
dt exp
{
i
(
2µ0B3
~
− ω
)
t
}
γ1(t). (6.53)
We are looking for the solution of Eqs. (6.50) such that P+(t) takes the form of oscillations.
We assume
P+(t) = a sin
2(Ωt), a = const. ≤ 1, Ω = const. (6.54)
Then by (6.49)
γ1(t) = 2a sin
2(Ωt)− 1. (6.55)
Inserting (6.55) into (6.53) one gets ζ(t) and, consequently, from (6.51) also γ0(t) and γ2(t)
which satisfy Eqs. (6.50a) and (6.50c). However, we should also satisfy Eq. (6.50b). It is
easy to check that this equation can be equivalently rewritten as
γ˙1 +
2µ0
~
bℑ
{
ζ exp{iωt}
}
= 0. (6.56)
Finally, straightforward calculations show that the solution of system of equations (6.50)
(or, equivalently, of equations (6.52) and (6.56)) under the assumption (6.54) is
γ0(t) =
a~
2µ0b
{(
2µ0B3
~
− ω
)
cos(2Ωt) cos(ωt)− 2Ω sin(2Ωt) sin(ωt)
}
+
2µ0b(a− 1)
2µ0B3 − ~ω cos(ωt),
γ1(t) = 2a sin
2(Ωt)− 1,
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γ2(t) = − a~
2µ0b
{(
2µ0B3
~
− ω
)
cos(2Ωt) sin(ωt) + 2Ω sin(2Ωt) cos(ωt)
}
− 2µ0b(a− 1)
2µ0B3 − ~ω sin(ωt),
(6.57)
with Ω given by
Ω =
√(
µ0b
~
)2
+
(
µ0B3
~
− ω
2
)2
. (6.58)
This Ω is the celebrated Rabi frequency [52–55].
From (6.47) with (6.48) one quickly gets the relations
γ00 =
1
4
(γ0 + γ1 + γ2 + 1), γ01 =
1
4
(γ0 − γ1 − γ2 + 1),
γ10 =
1
4
(γ1 − γ0 − γ2 + 1), γ11 = 14(γ2 − γ0 − γ1 + 1).
(6.59)
Therefore, inserting (6.57) with (6.58) into (6.59) we get the “spin part” γ(φm, n; t) = γmn(t),
m,n = 0, 1, of the Wigner function (6.44).
The final step we are going to make is to find the conditions under which γ(φm, n; t) = γmn(t)
describes a pure spin state. Of course this is so if and only if the corresponding density
operator γ̂ is the projective operator i.e. γ̂2 = γ̂.
This last condition can be rewritten in terms of γ(φm, n; t) as (see Sec. 3 and Eq. (4.3) with
s+ 1 = 2)
γ ∗ γ = 1
2
γ. (6.60)
Employing (6.13) and (6.59) after simple but rather tedious calculations one finds that Eq.
(6.60) is equivalent to a nice equation
γ20 + γ
2
1 + γ
2
2 = 1. (6.61)
Substituting (6.57) into (6.61) and using also (6.58) we conclude that Eq. (6.61) is in fact
an algebraic equation for the amplitude a, and the solution reads
a =
µ0b
~Ω
. (6.62)
Therefore for the pure spin state, the Eq. (6.54) takes the form
P+(t) =
µ0b
~Ω
sin2(Ωt), (6.63)
and the maximal oscillation amplitude of P+(t),
µ0b
~Ω
= 1, is achieved when
Ω =
µ0b
~
⇐⇒ ω = 2µ0B3
~
. (6.64)
This is of course the famous magnetic resonance effect considered in the Weyl-Wigner-Moyal
formalism. Other approach to the phase space picture of the magnetic resonance is given in
[31].
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7. FINAL REMARKS
The treatment of spin within the deformation quantisation formalism is a nontrivial
problem. We choose representing it in a discrete phase space.
Thus we develop the Weyl-Wigner-Moyal formalism for the Hilbert space L2(R3)⊗H(s+1),
where H(s+1) is the (s+ 1)-dimensional Hilbert space, s = 1, 2, . . .. This procedure enables
us to construct a phase space picture for quantum mechanics of particle with spin s
2
~. The
corresponding phase space of such systems is given by R3 × R3 × {0, ..., s} × {0, ..., s} so it
consists of a continuous and a discrete part. We obtain the expressions for the Stratonovich-
Weyl quantizer, star product and Wigner functions of such systems. Formulas depend on
the choice of the kernels P and K which determine the corresponding order of operators.
We use P = 1 and K as indicated by Eq. (5.4) with which we find the expressions (5.7) or
(5.9) for the Wigner function being the main results of this work.
The presented formalism can be employed for arbitrary values of spin. To illustrate its
efficiency we investigate the phase space pictures of two systems. The first one refers to the
Landau levels of spin 1
2
nonrelativistic charged particle and the second one to the magnetic
resonance of spin 1
2
nonrelativistic uncharged particle with magnetic moment. It is shown
that quite easy one can recover all Landau levels and their Wigner functions in phase space
as well as the Rabi frequency or the resonance frequency.
In the next work we are going to study the relativistic Dirac particle in terms of the
Weyl-Wigner-Moyal formalism.
Finally, the results obtained throughout this work can serve as a basis for treating other
physical problems in which the quantisation of discrete phase spaces could appear as in
polymer quantisation.
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