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Fractured till is often represented as an equivalent porous medium (EPM) in groundwater 
models. Knowledge of the representative elementary volume (REV) is necessary for proper 
application of an EPM model. While REV estimation and hydraulic conductivity tensor 
determinations are common in fractured rock studies, they are rarely applied to materials with a 
permeable matrix, such as fractured till. This study uses field fracture measurements, model 
simulations, and the FracKFinder toolbox to estimate the REV and determine hydraulic 
conductivity tensors for the fractured, late Wisconsinan till of the Dows Formation in central 
Iowa (USA), at depths of 1.0–1.5, 2.0–2.5, and 3.3–3.7 m. Results indicate that the REV of the 
till is directly related to both fracture density and transmissivity. REV size ranges from 4 to 5 m3 
at depths of 1–2 m, where fractures are densest (P32  27.5 m2/m3) and most transmissive, to 2 to 3 
m3 at depths of 3.3–3.7 m where fractures are least dense (P32  24.4 m2/m3) and least 
transmissive. Fracture hydraulic conductivity is five, four, and three orders of magnitude greater 
than matrix hydraulic conductivity at the shallowest to deepest depths of investigation, 
respectively. The results also suggest that hydraulic conductivity values estimated from 
permeameters and large-core laboratory experiments may not be of sufficient volume to 
represent the REV of fractured till. 
 
 







Fractures in till and glaciolacustrine sediments have been documented in glaciated regions of 
North America and Denmark (Keller et al. 1988; Simpkins and Bradbury 1992; McKay et al. 
1993; Eidem et al. 1999; Jørgensen et al. 2002; Helmke et al. 2005a). In central Iowa, USA, 
where the predominant surficial material is fractured till of the late Wisconsinan Dows 
Formation, fractures allow for groundwater velocities up to four orders of magnitude greater than 
the surrounding till matrix and serve as the primary pathway for solute transport (Helmke et al. 
2005a,b). As a result, characterizing fracture hydraulic properties and integrating them into 
numerical models should be an important component of contaminant transport investigations in 
fractured till. Such characterizations are not been routuinely performed, however, because 
explicitly simulating groundwater flow and solute transport in fractured porous media at scales 
larger than ~100 m2 is exceptionally challenging (Neumann 2005, de Dreuzy et al. 2012; Pierce 
et al. 2018).  
Although discrete fracture network (DFN) models provide a method for explicitly simulating 
flow and transport in fractured media, they are computationally intensive, particularly when used 
in 3-D. Thus, the solution times required when applying DFN models to large-scale simulation 
domains frequently renders their application impractical or even impossible. To reduce the 
computational burden, fractured till has previously been conceptualized as an equivalent porous 
medium (EPM) in groundwater models because of high fracture densities and rapid solute 
exchange between the matrix and fractures (i.e. matrix diffusion; Long et al. 1982; McKay et al. 
1997; Helmke et al. 2005b; Blessent et al. 2014). This simplifying assumption allows flow and 
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transport to be simulated using widely-available and well-documented continuum models (e.g. 
HydroGeoSphere, MikeSHE, MODFLOW-MT3DMS).  
In order to apply an EPM model to a fractured material, the hydraulic conductivity tensor (K) 
must be estimated at a volume large enough to represent the in-situ fracture network. This can be 
accomplished by estimating a representative elementary volume or REV (Bear 1972). 
Furthermore, knowledge of the REV can help to constrain the minimum grid size in numerical 
modeling of fractured systems, because hydraulic conductivity values computed from the REV 
will not be valid for sub-REV-sized grid cells. In fractured rock, REV estimation and hydraulic 
conductivity tensor analysis are used routinely to assess hydraulic properties (Wang et al. 2002; 
Min et al. 2004; Müller et al. 2010). Hydraulic conductivity tensors computed from DFN models 
at the appropriate REV scale represent an equivalent hydraulic conductivity of the fracture 
network, thus allowing for the use of continuum-based upscaling schemes (Müller et al. 2010). 
To the authors’ knowledge, computations of REV have not been attempted for fractured till. 
Instead, they have been confined to fractured rock systems where the matrix is considered 
impermeable, with the exception of a few synthetic studies (e.g., Bogdanov et al. 2003) and 
studies of fractured, porous reservoir rock for oil and gas or geothermal development (e.g., 
Müller et al. 2010; Xu et al. 2017). 
Hydraulic properties of till (and glaciolacustrine clay) have been estimated at the large-core 
scale (Grisak et al. 1980; Jørgensen et al. 1998, 2002; Helmke et al. 2005a,b; Jørgensen et al. 
2019) and at the field scale (Grisak and Cherry 1975; Keller et al. 1988; McKay et al. 1993; 
McKay and Fredericia 1995). Large-core studies demonstrate that preferential flow of fluid and 
solutes occurs in till fractures, but whether data from large cores (~ 0.5 m diameter, and ~ 0.5 m 
long) can be used to scale these phenomena to large-scale groundwater flow systems is 
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unknown. Ideally, field measurement data are necessary to estimate the REV and to provide a 
path to upscale smaller-scale data. However, with a few exceptions (McKay et al. 1993), data on 
physical properties of till fractures in the field, including fracture spacing, intensity, orientation, 
and length, are not routinely collected. As a result, identification of the REV and information on 
how hydraulic conductivity scales with sample volume is largely unknown in this material. In 
addition, fractured till – in contrast to most fractured rock – allows fluid flow in both the 
fractures and the matrix (i.e., a dual-permeability medium), thus complicating the estimation of 
the REV and upscaling relationships.  
In this study, the REV and hydraulic conductivity tensor-determination methodology 
presented in Min et al. (2004) for use in fractured till are modified. The modifications include the 
expansion of the experimental domain to three dimensions and the inclusion of a second 
continuum to account for flow in both the matrix and fractures. This analysis is applied to the 
fractured till of the late Wisconsinan Dows Formation of the Des Moines lobe in central Iowa, 
where till fractures have been shown previously to impact groundwater flow and mass transport 
(Eidem et al. 1999; Helmke et al. 2005a,b). The fracture modeling software FracMan was used to 
analyze field fracture data and to generate stochastic discrete fracture networks for groundwater 
flow simulations (Schwartz and Lee 1991; Helmke et al. 2005; Dershowitz and Doe 2011) at 
multiple sample volumes. The control-volume, finite-element, variably-saturated groundwater 
flow and mass transport code HydroGeoSphere (HGS; Therrien et al. 2010; Brunner and 
Simmons 2012) was then used to simulate groundwater flow in those sample volumes and 
estimate the REV.  
2.0 Materials and Methods 
2.1 Geologic Setting 
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Physical and hydraulic properties of the till were analyzed from samples extracted from a 
location approximately 3.5 km south of Ames, Iowa (Figure 1).  
 
Figure 1: Location of field fracture measurements by Helmke (2003) on the Des Moines Lobe in 
central Iowa, USA.  
 
The Dows Formation till, Peoria Formation loess, and Pre-Illinoian till of the Wolf Creek 
Formation comprise a regional aquitard (confining unit) overlying the Pennsylvanian sandstone 
and Mississippian limestone aquifers in this area. The predominant surficial material is till of the 
Alden Member of the Dows Formation, a loamy basal till deposited by the Des Moines lobe of 
late-Wisconsinan age about 13.5 ka 14C years B.P. Mean textural composition for the till is 48% 
sand, 36% silt, and 16% clay (Kemmis et al. 1981; Prior 1991; Eidem et al. 1999; Helmke et al. 
2005a). The upper 3-4 m of the till are oxidized and show prominent, Fe-stained fractures, 
whereas the unoxidized till that occurs below that depth to about 18 m shows few if any Fe-
stained fractures.   
Fracture data collected by Helmke (2003) were used to construct the discrete fracture 
network models used in this study. The data consist of fracture tracings and orientations 
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collected from open trenches excavated by backhoe to depths of 1, 2, and 3.3 m. Bulk hydraulic 
conductivity values were determined from tracer experiments in large, undisturbed till cores 
carved from benches from those depths (Helmke 2003; Helmke et al. 2005a). For the present 
study, core depths were used to define depth intervals (A, B, and C) for use in DFN models. 
Interval A represents the sample 1-1.5 m from surface, while depth intervals B and C represent 
the samples from 2.0-2.5 and 3.0-3.7 m below the surface respectively (Helmke et al. 2005a). 
Intervals A and B occur in the oxidized part of the till, whereas Interval C lies within the 
oxidized/unoxidized transition zone of the till. Despite differences in weathering, the till in these 
depth intervals was extremely homogeneous, which is typical of the Alden Member in Iowa 
(Kemmis et al. 1981). Properties of the fracture network across each depth interval were assumed 
to also be homogenous. 
2.2 DFN Generation 
DFN models were generated with the fracture modeling software, FracMan (Dershowitz and 
Doe 2011), following the procedure of Helmke et al. (2005b), who identified two fracture sets at 
the field site (Helmke et al. 2005a,b). The Interactive Set Identification System (ISIS) within 
FracMan was used to determine the P32 value (fracture intensity; total fracture area per unit 
volume) for both fracture sets at each depth interval (Dershowitz and Doe 2011). ISIS uses the 
relative importance of fracture properties to group fractures of similar hydraulic properties into 
separate sets, instead of relying on fracture orientation to determine differences between sets. 
The ISIS analysis resulted in the respective intensities at depth intervals of A, B, and C (Tables 1 





Table 1 Fracture orientation data used to generate the discrete fracture network (DFN) models in 
this study (from Helmke, 2003). 
Parameter Values 
Fracture orientation 
       Set 1 
    
       Set 2     
 
 Fracture radius (m) 
        
 
 Fracture termination 
 
Trend 326.0°, plunge 16.1°, Fisher k 6.13 
 
Trend 124.5°, plunge 10.1°, Fisher k 4.65 
 
Mean: 0.079  





Table 2 Fracture network and fracture intensity (P32) data used to generate the DFN models in 
this study (from Helmke, 2003). 
Parameter Interval A Interval B Interval C 
Fracture spacing, 2B 
(m) 
0.043 0.046 0.043 
Area of fractures per unit volume, P32 (m2/m3) 
             Set 1 19.8 18.6 17.6 
             Set 2 7.7 7.2 6.8 
 
Two groups of DFN models were created using the data from Tables 1 and 2. The first group 
used a constant aperture size and transmissivity (T) distribution, 1.8 x 10-5 m and 6.6 x 10-9 m2/s, 
respectively, for all three depth intervals. The second group of DFNs used mean aperture values 
computed using the Cubic Law (Snow 1969) from fitted values of fracture transmissivity; i.e., 
transmissivity values of the fracture network were varied until the specific discharge values of 
8 
 
the fractures (q, Equation [4]) matched those of Helmke (2003). The range of fracture 
transmissivity values used during fitting was constrained by that observed in till units in Iowa, 
Canada and Denmark (McKay et al. 1993, Jørgensen et al. 1998, Helmke 2003). Fitted 
transmissivity values were assumed to be lognormally distributed based on previous studies 
(Cacas et al. 1990; Helmke et al. 2005b; Davy et al. 2006). The resulting aperture values also 
followed a lognormal distribution and produced the values in Table 3.  
Table 3 Fracture transmissivity and computed aperture values used to generate the DFN models. 
Parameter Interval A Interval B Interval C 
    Fracture transmissivity (m2/s) 
      Mean 
      Standard deviation 
 
     
    Fracture aperture (m) 
       Mean 
       Standard deviation 
        
 
2 x 10-4 




1.4 x 10-4 
7.0 x 10-5 
 
6.6 x 10-6 




4.4 x 10-5 
2.2 x 10-5 
 
6.6 x 10-9 




1.8 x 10-5 
1.9 x 10-6 
 
The next step in the procedure was to create synthetic blocks of fractured till for numerical 
analysis. Using data from Tables 1, 2, and 3, a 64 m3 (4.0 x 4.0 x 4.0 m) DFN block of fractured 
till was generated in FracMan. An 8 m3 region was subsampled from the center of the 64 m3 
block to avoid including possible boundary effects from the fracture generation process (Min et 
al. 2004). After prescribing a grid spacing of 0.02 x 0.02 x 0.02 m, a finite-element mesh was 
constructed using the MESHMASTER program within FracMan. The mesh generated by 
FracMan was then converted to a HGS-readable format using a conversion program developed 
by Golder Associates. This process uses the grid coordinates generated during the creation of a 
finite element mesh within FracMan to map individual fractures into a previously-generated 
HGS mesh (Fig. 2). While FRACTRAN (Sudicky and McLaren 1992) provides a simpler 
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pathway for including fractures in an HGS mesh, it is limited to 2-D problems, thus limiting its 
usefulness in this study. 
 
Fig. 2 Example of a FracMan-generated DFN before (left) and after (right) conversion for use in 
HGS. Total block volume is 0.125 m3. 
 
Matrix hydraulic conductivity values from the DFN models were fitted using the bulk 
hydraulic conductivity data of Helmke (2003) by varying the matrix hydraulic conductivity 
values of the DFN models across a number of HGS flow simulations until the volumetric 
discharge (Q; equation [1]) of the model matched the Helmke (2003) results in Table 4.  
Table 4 Comparison of large-core bulk hydraulic conductivity values for Intervals A, B, and C, 
and the corresponding matrix hydraulic conductivity values used in DFN models in this study.  
Parameter Interval A Interval B Interval C 
Large-core bulk hydraulic 
conductivity value (m/s)  
(Helmke, 2003) 
3.5 x 10-5 2.3 x 10-6 6.8 x 10-8 
Matrix hydraulic conductivity (m/s) 
value for DFN models 






2.3 Equations of Flow in HGS  
Groundwater flow was simulated using the discrete fracture package in HGS (Therrien et al. 
2010; Brunner and Simmons 2012). HGS was chosen because it is uniquely suited for simulating 
groundwater flow in fractured till because it can simulate coupled groundwater flow in both 
discrete fractures and porous media (Therrien and Sudicky 1996; Therrien et al. 2010; Pierce et 
al. 2018). HGS simulates 2-D flow in the fractures and 3-D flow in the porous media, while flow 
between the two domains is governed via a first-order fluid exchange term, 𝛤 , (Therrien et al. 
2010) discussed later in this section. 
 HGS simulates flow through the matrix domain (i.e. the primary continuum) using a 
modified, 3-D form of Richards’ equation: 
∇  ∙ 𝑤 𝐪  ∑ Γ 𝑄  𝑤 𝜃 𝑆     [1] 
where wm [dimensionless] is the volumetric fraction of the total porosity occupied by the porous 
media. The fluid flux q [L T-1] is given by: 
     𝐪  𝐊  𝑘 ∇  𝜓  𝑧     [2] 
where 𝑘  = 𝑘 𝑆  represents the relative intrinsic permeability of the medium [dimensionless] 
with respect to the degree of water saturation 𝑆  [dimensionless], φ is the pressure head [L], z is 
the elevation head [L] and 𝜃 is the saturated water content [dimensionless]. Fluid exchange with 
the outside of the simulation domain is represented by a sink/source term Q [L3 L-3 T-1], which is 
a volumetric fluid flux representing a source (when positive) or a sink (when negative) to the 
porous media system. The hydraulic conductivity tensor K [L T-1] is given by: 
𝐊  𝐤      [3] 
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where g is the acceleration due to gravity [L T-2], 𝜇 is the viscosity of water [M L-1 T-1], k is the 
permeability tensor of the porous medium [L2] and 𝜌 is the density of water [M L-3].  
When simulating flow in the matrix domain and discrete fractures, wm in Equation [1] has a 
value of 1 and fractures are represented mathematically by the parallel plate model. As a result, 
flux in the fractures is computed, but the fracture network does not occupy any physical volume 
in the mesh. HGS simulates flow within each fracture using a 2-D form of Richards’ equation: 
∇  ∙ 𝑤 𝐪  𝑤 𝛤  𝑤 𝑆    [4] 
where the fluid flux qf is given by: 
𝐪   𝐊  𝑘 ∇  𝜓   𝑧        [5] 
where ∇ is the two-dimensional gradient operator defined in the fracture plane, krf is the relative 
permeability of the fracture [dimensionless], 𝜓  and zf are the pressure and the elevation heads 
within the fracture [L], and Swf is the water saturation for the fracture [dimensionless]. The 
saturated hydraulic conductivity of a fracture Kf [L T−1] of uniform aperture wf is described by 
Bear (1972):  
𝐾         [6] 
 
 
Where 𝜌 is the density of water [M L-3], g is the acceleration due to gravity [L T-2], wf is fracture 
aperture [L], 𝜇 is the viscosity of water [M L-1 T-1].  
Exchange between the matrix and fracture domains in the DFN-M model is governed by a 
first-order, fluid-exchange term, Γ , defined by Gerke and Van Genuchten (1993) as: 
𝛤 𝛼 𝐾 𝑘 𝜑 𝜑     [7] 
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Where 𝛼 :   
𝛼   [8] 
and where  is the fracture surface area per unit volume of the porous media [L-1], 𝛽  is a 
dimensionless shape factor describing fracture geometry, 𝛼 is the fracture-matrix skin thickness 
[L] through which the fluid exchange occurs, and 𝛾  is a dimensionless empirical coefficient. 
The hydraulic conductivity of the interface between the matrix and fractures is described by 𝐾  
[L T-1]. Because the modeling scenarios are under fully saturated conditions, 𝑘  in the models 
presented here is always equal to 1. Flow between the two domains is driven by the difference in 
pressure potential (head) between the fractures (𝜑 ), and the porous media (𝜑 .    
2.4 REV Estimation 
The REV was estimated at each depth interval using the methods of Wang et al. (2002) and 
Min et al. (2004). The HGS mesh for the 8 m3 model volume described in Section ‘Effects of 
fracture intensity and aperture size’ was subsampled into eight models of increasing volume, 
ranging from 0.085 m3 (0.44 x 0.44 x 0.44 m) to approximately 7 m3 (1.92 x 1.92 x 1.92 m). A 
0.085 m3 volume was chosen intentionally to compare these model results to those from large-
core laboratory experiments (Helmke et al. 2005b). Each volume subsample was simulated at 
eight different locations within the 8 m3 block, in order to examine the sensitivity of hydraulic 
conductivity to local heterogeneity in the fracture network. At each location, three groundwater 
flow simulations were conducted with prescribed hydraulic gradients along the X-Y, Y-Z, and 
X-Z boundaries in order to estimate bulk hydraulic conductivity values in the X, Y, and Z 
directions, respectively.  
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To estimate the REV, increasing block volume was plotted against bulk directional hydraulic 
conductivity and the coefficient of variation (CV) of the bulk directional hydraulic conductivity 
(Min et al. 2004). CV, defined as the ratio of standard deviation to mean hydraulic conductivity, 
was used to determine whether a subsampled volume contained enough connected fractures to 
produce nearly identical directional hydraulic conductivity values regardless of the position 
within the larger parent block.  The first model volume that fell below each of the three different 
CV thresholds – 2.5, 5, and 10 percent (Min et al. 2004; Müller et al. 2010) – was estimated to 
represent the REV. 
2.5 Computation of Hydraulic Conductivity Tensors  
The next step was the computation of hydraulic conductivity tensors from DFN models, 
using the computer code, FracKfinder, to execute the hydraulic conductivity tensor 
determinations (Young et al. 2019). FracKfinder uses the approach of Wang et al. (2002) to solve 
for hydraulic conductivity using a system of equations expressed in matrix form as: 
  mK = Kd [9] 
 
Where m = 
𝑚 , 𝑚 , 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚
𝑚 , 𝑚 , 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚
…
𝑚 , 𝑚 , 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚 , 𝑚 𝑚
 ,                
K = (Kxx, Kyy, Kzz, Kxy, Kyz, Kxz, Kyx, Kzy, Kzx)T and 𝐊 𝐾 𝑚 , 𝐾 𝑚 , … 𝐾 𝑚  
Kd is solved for using a linear regression model with the estimator 𝐊
𝐾 , 𝐾 , 𝐾 , 𝐾 , 𝐾 , 𝐾 , 𝐾 , 𝐾 , 𝐾  of the regression parameters K = (Kxx, Kyy, Kzz, Kxy, 
Kyz, Kxz, Kyx, Kzy, Kzx)T . The model is solved with the method of least squares (Wang et al. 
2002): 
  𝐊  𝐊 𝐊 𝐊 𝐦 [10] 
14 
 
Symmetry is imposed by taking the mean value of the off-diagonal terms (Zhang et al. 2005). 
FracKfinder therefore solves equation [10] for six unknown variables (Kxx, Kyy, Kzz, Kxy, Kyz, 
Kxz).  
3.0 Results and Discussion  
3.1 Effect of Fracture Intensity and Aperture Size  
Flow simulation experiments were used to observe how fracture aperture and intensity 
influence REV size in the till. In the first set of numerical experiments, fracture aperture was 
held constant for models representing all three depth intervals (hereafter abbreviated as “CA 
simulations”), while fracture intensity (P32) decreased according to the values shown in Table 3. 
Matrix hydraulic conductivity was held constant across all three simulations in order to isolate 
the effects that changing fracture intensity has on the size of the REV. In the second set of 
numerical experiments, decreases in both aperture size and fracture intensity with depth are 
implemented (hereafter abbreviated as “AD simulations”). To allow model bulk hydraulic 
conductivity values to match those observed in the till, the simulations used the fitted matrix 
hydraulic conductivity values from Table 4 (Helmke 2003).  
The results of the CA simulations show similar trends across all three depth intervals (Figure 
3, panels A-C). For depth intervals A and B, the mean component values of  hydraulic 
conductivity decrease by roughly 66 percent, from 3 x 10-6 to 1 x 10-6 m/s and 3 x 10-7 to 1 x 10-7 
m/s respectively, until a volume of 1 m3 is reached. After that threshold, hydraulic conductivity 
changes with each 1-m3-increase in volume are less than 3.5 percent for depth intervals A and B, 
and less than 7.5 percent for interval C. When small (+/- 10 percent) changes in block volume 
are considered, the change in hydraulic conductivity is 2.5 percent for intervals A and B, and 2.9 
percent for interval C. The flattening of the directional hydraulic conductivity curve with 
increasing model volume suggests that the REV for each depth interval is approximately 1 m3—a 
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somewhat misleading result that demonstrates the value of using CV to estimate REV instead of 
directional hydraulic conductivity (see Figure 4).  Despite the mean component hydraulic 
conductivity values becoming approximately constant at a volume of 1 m3 for all depth intervals, 
the CV does not fall below a 2.5 percent REV threshold until volumes of 5, 4, and 2 m3 for depth 





Fig. 3 Plot of component values of K (Kx in red, Ky in cyan, and Kz in yellow) with increasing 
block volume for depth intervals A, B, and C. Circles show modeled volumes. Hydraulic 
aperture distributions and matrix K are the same across all three depth intervals and only fracture 
intensity was varied.  
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Fig. 4 Plots of coefficient of variation (CV) of K 
(Kx red circles, Ky cyan crosses, and Kz yellow 
diamonds) with increasing block volume for depth 
intervals A, B, and C and for simulations using a 



















The results of the aperture decay simulations (AD) in Figure 4 show similar trends to those in 
of the CA simulations in Figure 2, resulting in estimated REV sizes shown in Figure 7. In 
addition to fracture intensity, aperture size, and matrix K, the choice of CV threshold strongly 
influences the estimated REV size. For example, in the AD simulations, a 2.5 percent CV 
threshold results in an estimated REV of 4-5 m3 for interval A, while a 10 percent CV threshold 
results in an estimated REV of 1-2 m3– a 60-75 percent difference. (Figures 5 and 6). Using the 
more conservative 2.5 percent CV criteria, the REV for intervals A, B and C were estimated to 




Fig. 5 Plot of component values of K (Kx in red, Ky in cyan, Kz in yellow) with increasing model 
(block) volume for depth intervals A, B, and C. Circles show modeled volumes. Fracture 
intensity, aperture size distribution, and matrix K decrease with depth per the values in Tables 2 
and 3.  
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Fig. 6 Plots of coefficient of variation (CV) of 
K (Kx red circles, Ky cyan crosses, Kz yellow 
diamonds) with increasing model (block) 
volume for depth intervals A, B, and C and for 




Fig. 7 Plots of REV size with increasing fracture intensity (A) and aperture size (B) for CV 
thresholds of 2.5% (blue line), 5% (orange line) and 10% (purple line). Black x symbols indicate 
values used in model simulations. Note that REV size increases with increasing fracture intensity 
and aperture size increase, contrary to what is generally observed in fractured rock.  
Overall, results from the CA and AD simulations show that lower fracture density (Figure 7a) 
and smaller mean aperture values (Figure 7b) result in a smaller REV in the till. This result 
generally contradicts observations in fractured rock, in which lower fracture densities produce 
very large REVs (Wang et al. 2002; Min et al. 2004; Müller et al. 2010; Anderson et al. 2012). 
However, in fractured rock systems, the component of flow through the matrix is assumed to be 
negligible. Therefore, reducing fracture aperture size and intensity can reduce the number of 
flow paths within the media (i.e., fewer connected fractures). As a result, a mass of rock with a 
small fracture intensity can exhibit greater heterogeneity with regards to hydraulic conductivity, 
producing a larger REV. In contrast, reducing the aperture size and intensity in fractured till 
results in a greater proportion of flow occurring in the unfractured matrix, effectively reducing 
heterogeneity and producing a smaller REV (Figure 7b).   
In till, the matrix can produce a significant volume of flow. For example, the low hydraulic 
conductivity value of the fractures in Interval C (~1 x 10-5 m/s, compared to ~1 x 10-3 or ~1 x 10-
4 in Intervals A and B) results in the matrix accounting for a larger fraction of the total 
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volumetric flux (Q) of the block. In this Interval, fractures comprise roughly 0.04% of the total 
effective till porosity. Thus, although the fractures are about three orders of magnitude more 
conductive than the surrounding matrix, they account for only 21% of the total volumetric flux of 
the system (Table 5). 
Table 5 Mean Q values for the matrix and fracture domains of the REV determination 
simulations.  




Total Q (m3/s) 
Interval A 1.3 x 10-8 5.1 x 10-5 5.1 x 10-5 
Interval B 1.9 x 10-6 3.1 x 10-6 5.0 x 10-6 
Interval C 6.6 x 10-8 1.8 x 10-8 8.4 x 10-8 
The results suggest that a critical threshold exists for aperture size and fracture intensity, 
above which the flow system can be described as “fracture dominated” and below which the 
system can be considered “matrix dominated” – a non-existent condition under the assumption of 
an impermeable matrix. Fracture-dominated systems are characterized by well-connected 
networks of highly conductive fractures, which result in the bulk hydraulic conductivity of a 
given volume of till more closely resembling the hydraulic conductivity of the fracture network. 
With less conductive fractures or sparse fracture networks, the bulk hydraulic conductivity value 
of a given volume of till will more closely resembles the hydraulic conductivity of the matrix – 
an idea originally proposed by Helmke (2003). As a result, these findings suggest that till 
deposits with low hydraulic conductivity values cannot be assumed to be unfractured, because 
the influence of the fracture network may be obscured by flow in the till matrix.   
Long et al. (1982) suggested that as sample volume increases, the probability of one or two 
long, transmissive fractures providing a direct pathway from one end of the domain to the other 
decreases to extremely low values. The results of these simulations support this statement. 
Hydraulic conductivity decreases by nearly 50 percent of the bulk hydraulic conductivity value 
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per unit increase in volume were observed until a volume of 1 m3 was reached. At larger sample 
volumes, increased connectivity within the fracture network and the ability of water to freely 
exchange with the matrix dampen the effect that one or two highly transmissive fractures may 
have on the bulk hydraulic conductivity value. As a result, the computed bulk hydraulic 
conductivity values from larger (> 2-3 m3) model volumes are higher than those observed in 
unfractured till, but lower than those observed in permeameter or large-core (~0.085 m3) 
laboratory scale experiments (Helmke et al. 2005b). Therefore, by using CV selection criteria 
that are 2.5 percent or smaller, the estimated REV will be of sufficient size (< 2 m3) that changes 
in hydraulic conductivity with increasing volume will be minimal. Although the 10 to 20 percent 
CV criterion has been used in the fractured rock literature (e.g., Min et al. 2004), a CV of 2.5 
percent or lower may provide the best estimate of the REV for fractured till. 
3.2 Hydraulic Conductivity Tensor Calculations 
Three-dimensional hydraulic conductivity tensors were calculated using the Frackfinder 
program after the REV was estimated for each depth interval (Table 6). The midpoint of the 2.5 
percent CV threshold (Figure 7) was used in FracKfinder, because it represents the most 
conservative criteria for estimating the REV.  
Table 6 Component and off-diagonal values for the matrix and fracture hydraulic conductivity 
tensors. Negative values for the off-diagonals are a result of the coordinate system used in the 
DFN models, where (0,0,0) is in the center of the grid, as opposed to the lower right corner.  
Component Kxx (m/s) Kyy (m/s) Kzz (m/s) Kxy (m/s) Kxz (m/s) Kyz (m/s) 
Matrix  
Interval A 6.9 x 10-9 1.1 x 10-8 1.2 x 10-8 -2.0 x 10-9 -1.4 x 10-9 -1.6 x 10-9
Interval B 3.0 x 10-8 6.0 x 10-8 6.4 x 10-8 -8.5 x 10-9 -9.2 x 10-9 -7.5 x 10-9
Interval C 4.7 x 10-9 7.8 x 10-9 8.1 x 10-9 -5.7 x 10-10 -1.6 x 10-9 -6.6 x 10-10
Fractures  
Interval A 2.4 x 10-3 3.2 x 10-3 4.0 x 10-3 4.4 x 10-4 -1.2 x 10-4 5.0 x 10-5
Interval B 2.4 x 10-4 3.3 x 10-4 5.7 x 10-4 4.9 x 10-5 -1.2 x 10-5 -4.9 x 10-6
Interval C 1.0 x 10-5 1.4 x 10-5 2.3 x 10-5 2.9 x 10-6 -5.4 x 10-6 7.8 x 10-7
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The hydraulic conductivity value of the matrix is strongly influenced by the prescribed 
matrix hydraulic conductivity value. The magnitude of the matrix hydraulic conductivity tensors 
for each depth, 1.3 x 10-8, 7.1 x 10-7, and 9.0 x 10-9 m/s for intervals A, B and C, respectively, 
were almost identical to the prescribed values in Table 3. There is a small anisotropic signal 
evident in all three matrix hydraulic conductivity tensors, with flow in the X direction being an 
average of 54 percent lower than flow in the Y and Z directions across all three depth intervals.  
 There is greater variability in the magnitude of fracture component hydraulic conductivity 
values across depth intervals, which reflects the influence of decreasing aperture sizes with depth 
(Table 3; Equation [6]). The magnitude of the fracture hydraulic conductivity tensors for each 
depth were 4.6 x 10-3, 6.1 x 10-4, and 2.5 x 10-5 m/s, for intervals A, B and C, respectively. These 
results also indicate that the extent of anisotropy in the till fractures of the Dows Formation is 
comparable to that seen in highly-fractured rock, but less than observed in formations with 
highly-discontinuous fracture networks or low fracture densities (Long et al. 1982; Podgorney 
and Ritzi 1997; Wang et al. 2002; Müller et al. 2010). The component of hydraulic conductivity 
that is aligned with the dominant orientation of the fractures (Kz) is 40, 57, and 58 percent higher 
the value of Kx for all three depth intervals, respectively (Table 6).  
The results further suggest that at shallower depths, bulk hydraulic conductivity values in the 
Dows Formation primarily reflect the overall hydraulic conductivity values of the fractures, 
while at depths at three meters and below, bulk hydraulic conductivity values more closely 
resemble the unfractured matrix (Table 6). The decrease in hydraulic conductivity with depth 
observed in the AD simulations is similar to that which has been observed in the Dows 
Formation till in the field, for which decreasing fracture intensity with depth has been cited as a 
possible explanation (Simpkins and Parkin 1993; Seo 1996; Eidem et al. 1999). Such a decrease 
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in fracture intensity would result in a concurrent decrease in aperture size, as demonstrated by 
applying the Cubic Law to solve for fracture aperture (Snow 1969): 
𝑤   
𝟏
𝟑     [11] 
 
Where wf is fracture aperture [L], Kb is bulk hydraulic conductivity of the matrix and 
fractures [LT-1], and 2B is fracture spacing [L]. By using the computed fracture aperture values 
from Equation [11] in Equation [6], it can be shown that decreasing both fracture intensity and 
mean fracture aperture size can result in fracture hydraulic conductivity values that more closely 
resemble those of the matrix.  
3.3 Limitations of This Approach 
There are limitations to the approach used in this study. First, although the statistical 
modeling tools within FracMan allowed for the generation of very high quality DFNs, there are 
technological limitations with the FracMan-HydroGeoSphere linkage. Because of the density of 
fractures within the till, large (> 8 m3) model grids quickly reached the 1,200,000 node limit 
permitted under the standard HydroGeoSphere license. Although a coarser nodal spacing could 
have been used, implementation produced numerous grid artifacts that artificially increased the 
overall P32 and hydraulic conductivity values of the model. Furthermore, given that the fracture 
spacing observed at all depths was approximately 0.04 m (Helmke et al. 2005b), increasing the 
nodal spacing would have prevented the simulation of flow and transport in closely-spaced 
fractures.  
A second limitation involved use of the Cubic Law. Although using fracture aperture in the 
Cubic Law is a well-documented approach to quantifying flow in fractured materials, aperture 
values in this study were calculated from bulk hydraulic conductivity values and fracture spacing 
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measurements - not direct measurements (see McKay et al. 1993; Helmke 2005a). Although 
Computerized Tomography (CT) methods have been applied to estimate aperture size in 
fractured rock, they have not met with success in fractured till. Preliminary work from earlier in 
this project determined that the resolution of the CT method for samples containing entire till 
fractures was not sufficient to resolve individual fractures. This result has been documented for 
different materials in Bertels et al. (2001) and Wildenschild et al. (2002). 
A third limitation is that the DFN approach in HGS is based on the parallel-plate model 
(Therrien and Sudicky 1996), which does not allow for simulation of morphological components, 
such as fracture roughness, that could impact the value of fracture hydraulic conductivity.. 
Previous work has shown that at the scale of an individual fracture, incorporating fracture 
roughness can reduce fracture transmissivity by up to a factor of 6 (de Dreuzy et al. 2012). 
Although the effect of roughness has been studied extensively in rock or other consolidated rock, 
the effect of fracture roughness on the hydraulic properties of fractured till has not been 
evaluated. Roughness in till fractures is also complicated due to the formation of the oxidation 
halos along fracture surfaces (Helmke et al. 2005a). This aspect of till fractures was not 
investigated in this study and thus speculating on its effects is beyond the scope of the present 
work. Nevertheless, the topic is an excellent area for future investigation.  
Overall, and despite these limitations, the successful application of the parallel-plate model in 
HGS – and its predecessors FRACTRAN and FRAC3DVS – provided confidence the ability of 
the model to approximate to model groundwater flow and transport in fractured till of the Dows 
Formation. HGS allowed us to implement the unique interface to FracMan, providing 




This study estimated the REV of fractured till of the Alden Member of the Dows Formation 
using field measurements and groundwater modeling data. The exact size of the REV is 
influenced by a combination of fracture intensity and fracture aperture size. Using the 2.5 percent 
CV criteria, the REV lies between 4 and 5 m3 for depth intervals A (1-1.5 m depth) and B (2.0-
2.5 m depth), and between 2 and 3 m3 for depth interval C (3.3-3.7 m depth). The smaller REV 
identified for material with a lower fracture intensity and smaller aperture size is likely a product 
of flow through the till matrix, resulting in hydraulic conductivity values that approached those 
of unfractured till in the area (Seo 1996). These results suggest that there may be a critical 
threshold for fracture intensity and aperture size in this till, below which the impact of fractures 
may be obscured by otherwise low bulk hydraulic conductivity values. 
Results of this study show that decreases in fracture hydraulic conductivity values appear to 
be strongly related to decreases in fracture aperture size, while decreases in fracture intensity 
alone do not result in a significant change in overall hydraulic conductivity values. Determining 
the relationships between fracture aperture, hydraulic conductivity, and decreases in fracture 
intensity in till are beyond the scope of this study, but do warrant further investigation. The dense 
fracture networks in the Dows Formation do not produce significant anisotropy, which is likely 
due to the presence of a permeable till matrix. 
An important implication of this research is that hydraulic conductivity values estimated at 
the permeameter and large-core laboratory scales (Jørgensen et al. 2002; Helmke et al. 2005b) 
may encompass too small a volume to represent thehydraulic conductivity of the REV. In fact, 
cores for the till in this study would need to be hundreds of times larger than a standard 
permeameter core and at least 45 times the volume of the cores presented in Helmke et al. 
(2005b) to reach REV size. Interestingly, hydraulic conductivity values estimated from slug and 
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pumping tests may fare better in this regard. The volume sampled by a standard slug test in this 
till at these depths is about 24 m3 (Seo 1996; Beckie and Harvey 2002), which would be large 
enough to encompass the large 4 to 5 m3 REV discussed earlier. Pumping tests in till, where 
possible, would stress even larger volumes of material (Bradbury and Muldoon 1990; Seo 1996).   
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