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Abstract—Building footprint information is an essential ingre-
dient for 3-D reconstruction of urban models. The automatic
generation of building footprints from satellite images presents
a considerable challenge due to the complexity of building
shapes. In this work, we have proposed improved generative
adversarial networks (GANs) for the automatic generation of
building footprints from satellite images. We used a conditional
GAN with a cost function derived from the Wasserstein distance
and added a gradient penalty term. The achieved results indicated
that the proposed method can significantly improve the quality of
building footprint generation compared to conditional generative
adversarial networks, the U-Net, and other networks. In addition,
our method nearly removes all hyperparameters tuning.
Index Terms—building footprint, segmentation, generative ad-
versarial networks (GANs), conditional generative adversarial
networks (CGANs), Wasserstein generative adversarial networks
(WGANs)
I. INTRODUCTION
BUILDING footprint generation is of great importance tourban planning and monitoring, land use analysis, and
disaster management. High-resolution satellite imagery, which
can provide more abundant detailed ground information, has
become a major data source for building footprint generation.
Due to the variety and complexity of buildings, building
footprint requires significant time and high costs to generate
manually (see Fig. 1). As a result, the automatic generation
of a building footprint not only minimizes the human role in
producing large-scale maps but also greatly reduces time and
costs.
Previous studies focusing on building footprint generation
can be categorized into four aspects: (a) edge-based, (b)
region-based, (c) index-based, and (d) classification-based
methods. In edge-based methods, regular shape and line
segments of buildings are used as the most distinguishable
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Fig. 1. (a) Optical satellite imagery of PlanetScope; (b) Building footprint
from OpenStreetMap
features for recognition [1]. Region-based methods identify
building regions through image segmentation [2]. For index-
based methods, a number of building feature indices are used
to describe the characteristics of buildings, which indicate
the possible presence of buildings [3]. Classification-based
methods, which combine spectral information with spatial
features, are among the most widely used approaches, since
they can provide more stable and generalized results than the
other three methods.
Traditional classification-based methods consist of two
steps: feature extraction and classification. Among them, the
support vector machine (SVM) and random forest (RF) are
two popular classification approaches in the remote sensing
(RS) domain. However, an SVM will consume too many
resources when used for big data applications and large
area classification problems, and multiple features should be
engineered to feed the RF classifier for efficient use. Recent
advances in traditional classification methods, e.g. [4] and [5],
show promising results.
Over the past few years, the most popular and efficient
classification approach has been deep learning (DL) [6], which
has the computational capability for big data. DL methods
combine feature extraction and classification and are based on
the use of multiple processing layers to learn good feature rep-
resentation automatically from the input data. Therefore, DL
usually possesses better generalization capability, compared to
other classification-based methods. In terms of particular DL
architectures, several impressive convolutional neural network
(CNN) structures, such as ResNet [7] and U-Net [8], have
already been widely explored for RS tasks. However, since the
goal of CNNs is to learn a parametric translation function by
using a dataset of input-output examples, considerable manual
efforts are needed for designing effective losses between
predicted and ground truth pixels. To address this problem,
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Fig. 6. Section of the entire Munich test area. Red color indicates the building footprint generated by the proposed method and overlays an optical image.
learning process more stable than that of CGANs. However, a
hyperparameter (the size of clipping window) in the CWGAN
should still be tuned in order to avoid unstable training. If the
clipping window is too large, there will be slow convergence
after weight clipping. Moreover, if the clipping window is
too small, it will lead to vanishing gradients. Therefore, the
proposed CWGAN-GP, which add a gradient penalty term
into the loss of discriminator, will improve the stability of
the training. The proposed methods (CWGAN and CWGAN-
GP) outperform ResNet-DUC in both numerical results and
visual analysis, because the skip connections in generator
G combines both the lower and higher layers to generate
the final output, retaining more details and better preserving
the boundary of the building area. Compared to the U-Net,
the proposed methods achieve higher overall accuracy, the
F1 score and IoU score, as the min-max game between the
generator and discriminator of the GAN, motivates both to
improve their functionalities.
Fig. 6 presents a section of the entire Munich test area.
The red color indicates the building footprint generated by the
proposed method and overlays an optical image.
IV. CONCLUSION
GANs, which have recently been proposed, provide a way
to learn deep representations without extensively annotated
training data. This research aimed to explore the potential
of GANs in the performance of building footprint genera-
tion and improve its accuracy by modifying the objective
function. Specifically, we proposed two novel network archi-
tectures (CWGAN and CWGAN-GP) that integrate CGAN
and WGAN, as well as a gradient penalty term, which can
direct the data generation process and improve the stability of
training. The proposed method consists of two networks: (1)
the U-Net architecture in the generator and (2) the PatchGAN
in the discriminator. PlanetScope satellite imagery of Munich
and Berlin was investigated to evaluate the capability of the
proposed approaches. The experimental results confirm that
the proposed methods can significantly improve the quality of
building footprint generation compared to existing networks
(e.g., CGAN, U-Net and ResNet-DUC). Additionally, it should
be noted that the stability of our proposed method CWGAN-
GP nearly removes all hyperparameters tuning.
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