Recent empirical work on the 2008-09 financial crisis has found mixed results on the usefulness of indicators to explain the cross-country variation in the incidence of the crisis in non-originating countries. While some authors have found success with various indicators, Rose and Spiegel (2009a,b) find that almost no indicators are robust. We employ Bayesian model averaging (BMA) to verify Rose-Spiegel's conclusions under model uncertainty, confirming their findings. We then employ latent class models (LCM) to check the data for parameter heterogeneity. We find that there is substantial evidence of heterogeneity in the relationship between various indicators and crisis impact, both across individual indicators as well as across financial crisis episodes. In particular, a similar model fits the 1997 Asian financial crisis, although the coefficients change qualitatively in some cases. These results highlight the difficulty in employing simple linear models for early warning purposes, but demonstrate that there are robust indicators of cross-country variation in crisis impact across episodes, such as the pre-crisis growth in banking credit. A 2-class model explains the variation in crisis impact, where pre-crisis level of per-capita income assists in the prediction of membership in a particular class.
Introduction
Since the onset of the financial crisis of 2008, researchers have been quick to begin developing empirical models to both explain the variation in the severity of the crisis across countries, and to assess the ability of empirical models to predict future crises 1 . Much work has been done identifying and assessing the empirical robustness of individual indicators in terms of their ability to explain the differential economic impacts of various sources of crisis contagion, particularly on countries outside of the epicenter. Identifying which indicators serve as important determinants of crisis severity, in terms of sources of crisis contagion and domestic fundamentals, is an important first step towards building a model to predict future crises; i.e., an early warning system. It is the hope of researchers that building such early warning models (EWM's) will allow more accurate prediction of future crises. This must be done along three dimensions, as pointed out in Rose and Spiegel (2009a) , including the identification of the most appropriate measures of the crisis itself, identification of the relevant indicators, and the determination of the appropriate time horizons for which changes in indicators may be suggestive of a potential crisis. Here, like in Rose and Spiegel (2009a,b) , we are mainly concerned with the identification of relevant indicators, with a focus on the real costs of a crisis to economies.
A large body of literature exists regarding the development of EWM's in the context of previous crises 2 . Motivated by the latest crisis, a new body of literature reevaluating the usefulness of indicators has emerged. For example, Berkmen et al. (2009) provide one of the first attempts to empirically identify crisis correlates relevant to the 2008-09 crisis using cross-country regressions 3 . They find that a small set of variables can explain a large share of the variation in real economic impact, including cumulative credit growth, the degree of leverage, and exchange rate flexibility. They do not find a role for the level of international reserves, and mixed results for trade channels. Blanchard et al. (2010) examine a set of emerging market economies and use a simple theoretical model to characterize the potential role of trade and financial channels in transmitting the crisis. The authors employ simple cross-country OLS regressions and find evidence that short-term external debt and unexpected trading partner growth played a role in determining the severity of the crisis for emerging market countries. Somewhat weaker evidence is provided that the size of the current account also played a role. Similar to Berkmen et al. (2009) , they were unable to find a role for international reserves. Giannone et al. (2011) , using various OLS specifications, examine the role of several measures of regulation in explaining variation in crisis severity across countries. They find evidence of a link between financial liberalization and vulnerability to shocks. Similarly, Lane and Milesi-Feretti (2010) use cross-country regressions and find evidence of a link between pre-crisis domestic financial and macroeconomic factors and various measures of total output, domestic demand, and consumption growth during the crisis. Particularly, evidence is provided of a link between credit growth and current account deficits with output decline on the financial side, and trade openness and the manufacturing share with output decline on the real side.
The above works are intimately related to a branch of the existing literature that focuses on contagion in terms of equity market portfolios. This literature has been helpful in identifying channels of transmission in the context of different exposures. For example, Beltratti and Stultz (2009) examine the returns of large banks before and during the crisis, finding a role for country-level regulation and supervision in determining the impact of the crisis on returns. Ehrmann et al. (2009) find that portfolios with more integration with US markets performed worse during the crisis. They also find evidence of a role for country level risk, particularly in terms of macroeconomic fundamentals, including the level of foreign exchange reserves, sovereign ratings, and current account positions. This result is not unlike that found from cross-country regressions done in the works discussed above. Eichengreen et al. (2009) examine differences in bank credit default swap (CDS) spreads, looking for movements of common factors. The authors find that bank performance overall tends to move together in normal times, but that the role of the common factor was greatly increased at the height of the crisis.
Recent works have seen serious attempts to identify indicators that could be potentially considered to have a robust impact on crisis transmission across a range of regression specifications. These studies are motivated by the desire to build a form of empirical early warning model. For example, Rose and Spiegel (2009a,b) use a Multiple Indicator Multiple Cause (MIMIC) model to test the robustness of a vast array of potential crisis indicators, both in terms of domestic vulnerabilities and international contagion. A key feature of the model employed here is that the severity of the crisis is treated as a latent variable reflected through various indicators, including crisis period economic growth, the change in the SDR (Special Drawing Rights) exchange rate, the change in sovereign credit rating, and the change in the value of the national stock market. Through a simple system of equations, the latent 'crisis severity' variable is linked to a wide range of potential indicators or causes. Examining each potential cause one by one within the MIMIC framework, the authors find few variables to be statistically significant. After several robustness tests, the authors conclude that there is little evidence that any proposed indicators can be empirically linked to variation in crisis incidence in a robust manner, casting serious doubt about the ability to construct an effective EWM with readily available data.
In a similar study, Frankel and Saravelos (2011) provide an extensive review of the financial crisis literature that predates the 2008-09 crisis, in an effort to avoid inclusion bias. Carefully scrutinizing the earlier EWM literature, they take a tally of variables that have been found to be significant in over 80 relevant studies. They then proceed to use their findings as a guideline in their own empirical investigation of the 2008-09 crisis. Similar to Rose and Spiegel (2009a,b) , the authors estimate a large number of bivariate regressions using a host of crisis causes proposed in the literature. They differ, however, in that simple OLS is employed, using a single dependent variable at a time (they use several different dependent variables reflecting real and financial crisis manifestations to check robustness across specifications). Contrary to the work of Rose and Spiegel (2009a,b) , the authors found several variables to be significant and robust indicators, including the real effective exchange rate and the level of international reserves.
In light of many of the previous studies cited above, Rose and Spiegel (2010) revisit their previous analysis with up to date data and methods. Following the methodology found in many of the above studies, Rose and Spiegel (2010) employ simple OLS and a single dependent variable (various definitions of crisis period growth), and check the robustness of their results to this improved data and standardized methodology. They are able to confirm their previous findings that very few, if any, of around 100 empirical indicators can be linked to cross-country crisis incidence in a robust fashion. Notably, any variables that appear to be statistically significant in a bivariate regression are often insignificant when additional variables are included simultaneously, casting doubt on the evidence provided by many of the studies relying on this approach.
While the above works suggest that multiple indicators may be potentially useful in explaining the cross-country variation in the incidence of the crisis in non-originating countries, they suffer from a range of methodological deficiencies. First, the vast majority of these studies do not properly account for the substantial amount of theory uncertainty inherent in the empirical analysis. An important reason for this uncertainty is the inherent open-endedness of theories of crisis transmission. The idea of theory open-endedness was articulated in Brock and Durlauf (2001) in the empirical growth context. Like growth theories, theories of crisis origination and contagion are open-ended in the sense that the inclusion of a particular theory of crisis transmission; e.g., growth in banking credit, does not automatically preclude other theories from also being included in the true model. The result is substantial uncertainty as to which variables (that proxy for theories) should be included in any given regression. Depending on the variables that are included, the coefficient estimates for crisis indicators of interest could (and often do) vary substantially across studies.
A second weakness of the papers described above is that they typically assume a homogenous linear specification. That is, existing works investigating the effect of crisis indicators on contagion typically ignore the possibility that these indicators may exhibit substantively heterogeneous effects across different subsets of countries. A notable exception is Rose and Spiegel (2009a,b) , who carried out several robustness exercises including splitting of the sample and including multiple regressors simultaneously. However, the sample splitting was carried out in an ad hoc manner, and it is unclear if the resulting subsamples truly reflect the component populations in the data. The possibility that complex nonlinearities and parameter heterogeneity are present in the data has generally not been thoroughly addressed.
We therefore have two aims in this paper. We first address the issue of model uncertainty. Specifically, we check the robustness of the results provided by Rose and Spiegel (2009a,b) and Rose and Spiegel (2010) to model uncertainty, applying Bayesian model averaging (BMA) to the updated dataset appearing in the latter paper 4 . BMA has been employed extensively in the growth literature to incorporate model uncertainty explicitly into inference; see, for example, Brock and Durlauf (2001), Fernandez et al. (2001) . Rather than basing inference on a particular model or set of models, Bayesian model averaging bases inference explicitly on the entire space of possible models, circumventing the potential issue of a result being the outcome of a single specification or small set of specifications. A posterior probability distribution is estimated for each regressor, which is based on the calculated posterior model probabilities of each model that includes that regressor. Using this approach, our findings confirm the negative results from Rose and Spiegel (2010) . We find, as they do, that the vast majority of variables are statistically insignificant, with low inclusion probabilities and large standard errors. We find that this result holds when altering several key parameters of BMA estimation, such as model and g-priors. These results contrast with those found in other studies, such as Giannone et al. (2011) who find a significant role for several variables including the size of the current account and the index of credit market regulations, when using BMA under similar model assumptions. Using a set of similarly defined variables in the model space, we do not find any robust indicators, having coefficient estimates with similarly large standard errors. The results of BMA analyses in this context are sensitive to the number of observations and the variables included in the model space 5 .
We next investigate whether the lack of robust findings are an artifact of the homogeneity assumption by allowing for heterogeneity and nonlinearity within the context of latent class models (LCM). Latent class models are a form of finite-mixture models, which explicitly search the data for the existence of heterogeneous sub-populations by including a latent variable representing unobserved sub-populations or 'classes', and uses model selection criteria to guide the choice of the model with the appropriate number of classes. Between classes, any or all parameters may or may not be heterogeneous. The non-linearity we refer to with regards to this approach lies in its model-based sample splitting technique, where separate models apply to distinct classes, but a single linear model applies within a given class. Additionally, specific variables (covariates) may aid in determining the probability by which observations will belong to a particular class. We again employ the dataset of Rose and Spiegel (2010) . In contrast with our findings in the linear context, our LCM results suggest that some indicators are potentially important determinants of variation in crisis incidence. Countries can generally be split into two classes, where the real impacts of various categories of explanatory variables are not identical between classes.
This modeling approach appears to reveal some interesting heterogeneous relationships in crisis impact across countries for the 2008-09 episode, although the heterogeneity in the model appears to change across crisis episodes. This result highlights the potential futility of simple linear models for early warning purposes. Put another way, there is a set of variables that do explain variation in the economic impact of financial crises, but the relationship of some variables with variation in crisis incidence appears to change across episodes. To arrive at this conclusion, we test the preferred specification fitting the 2008-09 crisis to data from the 1997 Asian financial crisis period. Heterogeneous relationships between the chosen set of variables and crisis impact persist, although for some variables the sign of the coefficients change across episodes. Of particular interest is the pre-crisis growth in banking credit variable, which is a robust indicator across specifications and crisis episodes, maintaining its qualitative and quantitative interpretation. Similarly, a 2-class model best fits crisis experience across the sample periods, where pre-crisis level of per capita income assists in predicting which countries belong to either class.
Using the LCM modeling approach, we find that the level of pre-crisis income influences the probability of belonging to a particular class, with wealthier countries more likely to belong to Class 1, and poorer countries more likely to belong to Class 2. Within classes, some parameters are heterogeneous. We provide evidence that particularly strong indicators of crisis period output impact include the growth in pre-crisis credit provided by the banking sector, whether or not a country is a major commodity exporter, the pre-crisis inflation rate, the size of the pre-crisis current account, and limited evidence of a role for pre-crisis stock market capitalization and credit market regulation. In many cases the coefficients for these indicators are significantly different between classes. We also provide evidence that other indicators are empirically relevant, but weaker in terms of statistical significance. Specifically, pre-crisis growth in banking credit had a negative impact on growth for both classes, but this effect is larger in magnitude for Class 2. The effect of CPI inflation was either beneficial or at least nonnegative for countries in Class 1, while it harmed the growth performance of countries in Class 2. Similarly, status as a commodity exporter is associated with higher growth rates for Class 1 but lower growth for Class 2. The degree of stock market capitalization preceding the crisis appears to have been harmful for Class 2 but beneficial to Class 1. Several variables regarding the state of the financial sector are relevant to Class 2, but exhibit a statistically weaker relationship to Class 1. This leads us to conclude that parameter heterogeneity is important to the crisis model, and that great care should be taken regarding the existence of these relationships when building early warning models of crisis incidence and contagion.
The paper proceeds as follows. Section 2 introduces Bayesian model averaging, the data set with which it is applied, and the results from that exercise. Section 3 introduces latent class modeling and the results from estimation using that particular framework. Section 4 provides tests of robustness including the fitting of the model to an alternative crisis episode, and section 5 concludes.
Model Uncertainty
Rose and Spiegel (2010) find that almost none of roughly 100 indicators can be linked to cross-country crisis incidence in a robust manner. Our first task is to check whether or not these particular results are robust to model uncertainty. A look through the crisis literature reveals the uncertainty in specifying an appropriate empirical model of financial crises. The simple theoretical model used by Blanchard (2010) provides some guidance as to the type of variables we may wish to focus on in an empirical analysis, but its simplicity and ad-hoc nature leads us to believe that there may be far more sources of contagion to consider, and the theory to motivate each and every one either doesn't yet exist or cannot be combined into an all-encompassing crisis model that explains the different experience of each individual country across the globe. Additionally, the inclusion of one theory of crisis contagion should not logically exclude other theories from being included in the model space, as researchers have provided evidence in favor of, or contradicting, various theories. Lastly, an additional attractive feature of BMA is that it allows researchers to consider many variables even when the potential number of observations is relatively small, as is usually the case for cross-country regression analysis. Taking these concerns into consideration, we choose to employ an empirical methodology that explicitly accounts for model uncertainty known as Bayesian model averaging (BMA).
To summarize the BMA methodology, we begin by considering a simple linear regression model given by equation (1):
Where y is a vector of responses for n individuals regressed on an intercept and an n x k matrix of variables, and β is the vector of k regression coefficients. BMA allows us to consider the entire set of k variables, including all subsets. Therefore, BMA considers a set of 2 k possible models which differ from each other by the set of included regressors. Denoting any individual model (combination of regressors) as Mj, the prior probability of any one model being the 'true' model is given by (2):
The importance of (2) lies in the implicit notion that the 'true' model is located within the model space. This formulation requires a statement of the prior probability of each individual model in the model space. With no substantial prior information to give weight to any one model over another before estimation, we assume the random hierarchical prior suggested by Ley and Steel (2009) . This prior was designed to minimize the influence of prior probabilities on posterior results. As a robustness check, we also employ a uniform prior over models thereby giving each model in the model space an equal prior weight. BMA allows us to then explicitly incorporate model uncertainty by treating a quantity of interest Δ as an average of the posterior distributions of that quantity estimated within each model, weighting each estimate by the posterior model probabilities. The probabilities are calculated according to Baye's rule. This process is represented by equation (3):
D represents the data, while the quantity of interest Δ may be any estimated parameter such as the β parameters for each variable. The summation of the posterior probabilities of the inclusion of a variable under each particular model containing that variable provides the marginal posterior probability of inclusion. This is the essence of BMA as a method for incorporating model uncertainty.
In terms of our application, the dependent variable used is 2008-09 economic growth reported by the Economist Intelligence Unit, and the model space includes sets of predictors chosen by various categories of international contagion factors and domestic macroeconomic fundamentals. The data come directly from Rose and Spiegel (2010), including a rather comprehensive collection of crisis correlates suggested in the literature on the subject. These variables fall under many categories, of which are organized in Table  1 below. The data set covers 107 countries, although missing data reduces the effective number of observations in our empirical analysis to varying degrees. The criteria for a country's inclusion in the analysis is a 2003 GDP per capita of at least $10,000. For smaller nations, those with a population of at least one million and a real GDP per capita of at least $4,000 are also included. Table 2 reports the full sample of countries.
The first category of variables include simple controls for country size and income reflected by the log of real GDP per capita and the log of total population in 2006. The second category of independent variables, 'financial policies', includes variables reflecting the institutional structure of the financial sector, such as the degree of credit market regulation variable from the Economic Freedom of the World (EFW) Index. Some other key variables falling under this category include 'official supervisory power', 'overall capital stringency', and 'power to declare insolvency'. Most of these variables are of the index form. These variables are found in a branch of the literature that considers the role of regulation in crisis exposure, such as Giannone et al. The final set of categories cover geography, institutions, and trade/financial linkages which are often found in the broader economic growth literature. Category 7 covers institutional factors specific to countries, such as the EFW index of credit/labor/business regulations, the Polity Index in 2006, various measures of regulatory quality, rule of law, political rights, voice and accountability, control of corruption, property rights, status as a financial center, total government size as a share of GDP, and status as an advanced economy. Category 8 covers simple geographic controls, such as the log of latitude, regional dummies, and status as a commodity exporter. Finally, category 9 includes variables representing financial and trade linkages with the crisis epicenter (US) including variables measuring the degree of countries' exposure to US assets, equity, long and short debt, and trade. These variables represent the linkages and potential sources of contagion stemming from economic ties to the epicenter of a financial crisis, which is the US in this case.
The BMA analysis is estimated using the 'hyper' g-prior as well as the 'unit information prior' (UIP) for comparison. Several variables from each category discussed above are included in the model space. We note that some variables have to be excluded because the limited number of observations they possess severely limits the information that can be used for estimation 6 . We report results using the random/hierarchical model prior as suggest in Ley and Steel (2009) . Tables 3 and 4 provide the results of BMA estimation using the 'UIP' and the 'hyper' g-prior, respectively. It is immediately clear that the selection of indicators show little statistical significance, even when addressing model selection issues using BMA in this crisis model context. With a 'UIP' g-prior, no variables have an estimated posterior inclusion probability above 50% and not a single individual regressor is statistically significant. This result is similar to the negative findings of Rose and Spiegel (2009a,b) and Rose and Spiegel (2010) , arising from the limitations of linear and homogeneous models used in those papers, as we demonstrate in the next section. The results do not change significantly when using a 'hyper' g-prior, with only one variable having a posterior inclusion probability above 50% and once again not a single statistically significant regressor. As previously mentioned in the introduction, these results also contrast those by Giannone (2011) who find a statistically significant influence of several variables when using BMA analysis 7 .
In addition to the results reported in Tables 3 and 4 , several alternative g-priors, model priors, and modifications to the model space were attempted but the results remain robustly negative. Specifically, the 'BRIC' or benchmark g-prior and the 'EBL' or local empirical Bayes g-prior were used to further check the robustness of the results, which do remain robust. The reported results are robust still to the use of a uniform model prior. Additionally, different versions of the model space were tested, where variables that are similar in definition and category are used in substitution. Regardless of such alterations to the model space, model prior, and g-prior, the reported results hold. In the interest of space, we report only the results using a representative model space and both the 'UIP' and 'hyper' g-priors and the random/hierarchical model prior.
Latent Class Models
Having checked the robustness of the results of Rose and Spiegel (2009a,b) and Rose and Spiegel (2010) to model uncertainty, we now proceed to revisit the data under a new set of assumptions. To address the potential heterogeneity in modeling crisis experiences across countries, we employ the use of latent class models (LCM) 8 . We begin by introducing LCM analysis, in particular the latent class regression model.
Latent class models are a form of finite mixture models which identify segmentation in a sample through the use of categorical latent variables which represent a 'cluster' or 'class'. The advantage of LCM models over traditional cluster or segmentation models lies in the model based approach that LCM uses to classify 'cases' into the appropriate segment. LCM software allows the estimation of various forms of LC analysis, but for our purposes we employ the LC regression model. The key features of the LC regression model can be stated as follows. Like a traditional regression model, LC regression is used to predict a single dependent variable as a function of a set of predictors. However, the LC regression model contains a K-category latent variable representing the unobserved homogeneous subpopulation or cluster. Furthermore, by identifying different segments or clusters in the data, we are able to relax the assumption that a single model exists for each individual cluster. Specifically, LC regression allows parameters to vary between clusters as well as the set of included variables. In particular, LCM models allow the β parameter of any indicator to be constrained to zero for one or more classes, in practice allowing different variables to appear in each model for each class, with or without overlap. LC regression models also allow the use of covariates to aid in the identification and description of each cluster.
For our purposes, a plausible interpretation of a k-cluster cross-country crisis model would be a model that assigns each country in our sample to a different category of structural exposure or vulnerability to economic impact (in terms of growth) according to posterior membership probability, estimated directly from the model. To this end we are able to address heterogeneity in our sample according to various levels of financial crisis exposure or vulnerability, specifically in non-originating (non-US) countries. The addition of covariates aids in description of clusters and the estimation of posterior membership probabilities. In the following paragraphs we will discuss how LC regression models are estimated.
The general LCM model identifies 'classes' or 'clusters' through the use of single or multiple response variables or 'indicators', and optionally through the use of covariates. The basic probability structure is given by equation (4) where y is a vector of T response variables, or indicators, for individual i, and z is a vector of j covariates. X represents the Kcategory latent variable or cluster.
(4)
The default assumption is that given class membership, each indicator is mutually independent. This assumption can be relaxed, however, if one groups indicators into H sets. The LC regression model, as we implement it, involves some modifications to the framework given in (4). Most notably, the LC regression model makes use of a single dependent variable.
The chosen dependent variable for our model is 2008-09 economic growth from the Economist Intelligence Unit 9 . The LC regression model makes a distinction between the set of independent variables z used to predict the dependent variables (predictors), and the set of variables used to identify cluster membership (covariates). The set of z variables that are used as predictors in our models include a large collection of potential crisis causes and contagion suggested by the early warning literature, measured in 2006 or earlier to avoid issues of endogeneity. These variables fall under many categories, of which are organized in Table 1 below. Some of these variables can be considered direct sources of contagion, such as financial and trade variables, while others control for heterogeneity in institutions, geography, policies, etc. When we choose to include a covariate, we use the log of 2006 GDP per capita 10 . Most of these variables can be found in much of the cross-country empirical work on the 2008-09 financial crisis. The data set covers 107 countries, although missing data reduces the effective number of observations in our empirical analysis to varying degrees. The criteria for inclusion in the sample is identical to that appearing in the subsection on BMA above.
The general probability structure specific to the LC Regression model is given by equation (5): (5) When using continuous dependent variables, LC Cluster models make use of the following linear predictor given by equation (6): (6) βx0 is the class specific intercept value and βxq is the class specific regression coefficient for predictor q. This equation defines the regression model specific to each latent class. LatentGOLD software also allows the feature of imposing restrictions on the parameters, such as class independent restrictions or no effect of a particular predictor on one or more classes.
The inclusion of covariates allows us to model the value of the latent variable as being determined from a joint multinomial distribution. Therefore, the probability of membership in a given cluster is estimated using the standard multinomial logit model appearing in equation (7):
The linear term in this multinomial logit model is specified by equation (8): (8) , where
The probability of membership in a given cluster x is conditional on the value of each covariate z.
To estimate the parameters specified in equations (6) and (8), LatentGOLD software makes use of the Maximum Likelihood method with the assistance of the Newton-Raphson and Expectations Maximization (EM) algorithms, essentially treating the existence of latent classes as a missing data problem 11 . The standard procedure for LCM estimation is to specify a range of classes, eg. 1-6, for which LCM estimates each model individually and reports a range of information criterion statistics for comparison and model selection. For our purposes, since we will employ a relatively small sample typical of cross-country datasets, we select the best model according to either the BIC or the AICc criterion, choosing the model with the lowest reported statistic 12 . Our particular procedure for this paper is to first estimate LCM models using individual predictors one by one, with and without the use of covariates, and then estimate larger models with simultaneous sets of predictors based on the strength of results from the initial exercise.
We begin our empirical LCM analysis by following a procedure similar to that conducted in Frankel and Saravelos (2010) , in which they examine each potential indicator one by one in the context of LC Regression estimation. To this end, we search for potential heterogeneity in the relationship between crisis period growth and each potential source of crisis contagion in the context of bivariate LCM regressions, using 4 baseline models. The first model uses only the predictor of interest without the aid of covariates. The second model includes the log of 2006 GDP per capita as an additional covariate, the third includes GDP per capita as an additional predictor rather than a covariate, and the fourth and final model includes GDP per capita as both a predictor and a covariate.
Tables 5.1-5.4 report the results from this exercise. There are several pieces of information to take from the tables. First, we report the model selection choice according to both the BIC and AICc information selection criterion. For example, for the '2006 current account as a percentage of GDP' variable, the best model according to both information criterion statistics is a one class model except for case 2 (GDP per capita included as a covariate), where a 2 class model provides the best fit. The adjacent columns report whether or not the variable was significant at the 10% level or better in a 1-class, 2-class, or 3-class LC Regression model. Reporting "insign." (in red) means that the variable was insignificant for all classes, "sign." (in dark blue) means the variable is significant for all classes, and 1 class significance means that the variable was significant for at least 1 class (in light blue). This exercise serves more than one purpose. The first is to rule out variables that provide little reduced-form evidence of being relevant indicators in LCM models of crisis incidence, effectively narrowing the large set of potential candidates. Second, we search for heterogeneity in contagion relationships by seeking whether or not any crisis indicators have parameters that are statistically significantly different between the classes identified by the LCM model. In other words, we search for evidence that the relationship between any particular variable and crisis performance may differ between classes. Lastly, we try alternate specifications of the model to check the robustness of these results.
Tables 5.1-5.4 provide several interesting results. Firstly, it is shown that many variables exhibit a statistically significant relationship with crisis period growth when used in a 1-class bivariate LC Regression. When a 2 class or 3 class model is estimated, this set 12 The justification for AIC c as an appropriate small sample information criterion is given in Burnham and Anderson (2004) . of significant variables shrinks, but many are still significant for at least 1 class. When estimating bivariate regressions, most information criterion suggest 1 class models, although the notable exception is with case 2 (log of GDP per capita included as a covariate), where many regressions suggest 2 class models. A notable example of this would be the current account/GDP ratio, which is significant in every model estimated and suggests a 2 class model for case 2 when selecting according to either BIC or AICc.
To summarize the key findings from Tables 5.1-5.4, we note that variables related to conditions in the financial sector tended to be more robustly significant across specifications, such as 'bank ownership', the 'bank non-performing loan ratio', bank claim/deposit ratio', 'change in banking credit', 'credit market regulations', 'foreign bank competition', and 'bank liquid reserves/asset ratio'. These variables appear to be relatively robust indicators of crisis period growth performance. A second set of variables that tended to perform relatively well included institutional/political variables such as the 'dummy for advanced economy', the 'dummy for commodity exporter', 'civil liberties', 'government effectiveness index', the 'polity index', 'property rights', 'regulatory quality', 'rule of law', and the 'voice & accountability index'. Some variables related to macroeconomic fundamentals performed relatively well also, including the 'size of the current account', 'external debt', 'net government borrowing/lending', and 'average growth of trading partners in 2008-09' 13 . Other variables that performed relatively well included 'real housing price appreciation 2000-2006', 'log of latitude', and a few select regional dummies. Surprisingly, several variables that have been reported in the literature as being important or relevant fail to perform well in bivariate regressions. These variables include the 'dummy for fixed exchange rate regime', the 'change in the real effective exchange rate', the 'percentage of total trade that is conducted with the USA', the 'dummy for financial center', and 'total reserves/GDP'. 'Market capitalization between 2003-2006' also provides fairly weak results.
Perhaps the most surprising result from the tables is the relatively weak explanatory power of variables related to exposure/contagion from the US. All the US TIC variables related to debt/assets/equity appear to have little power in explaining the variations in crisis impact. Similarly, exposure to US trade appears to have little explanatory power as well. This result is interesting because it suggests that contagion (in terms of exposure to the epicenter of the crisis) effects were not important in determining the impact of the crisis across countries. Rose and Spiegel (2009b) found this to be the case, and we once again corroborate this result. It is likely that macroeconomic fundamentals and financial characteristics were more influential in determining the variation in the severity of the crisis. It is well documented that the resulting panic at the height of the crisis seized up access to credit in domestic and international markets, which carried over to international trade and likely caused much of the economic damage, rather than individual exposures to US markets, a claim that seems to be supported by the data.
Another key implication of the table is that it provides evidence of heterogeneity among indicators and their relationship with crisis period growth. As previously indicated, if one looks at the current account variable, it is shown that when estimating a model including the current account as a predictor and the log of GDP per capita as a covariate, a 2 class model provides the best fit. This predictor is strongly significant for both classes and is statistically different between classes. This provides evidence that the relationship between the level of the current account and crisis period economic growth is heterogeneous across 2 different groups or 'classes' of countries. The log of income per capita helps us to predict which class individual countries belong to 14 .
Using the results from Tables 5.1-5.4, we continue our analysis by estimating LC regression models using variables that have shown at least some success in the bivariate analysis. Since we have little theory from the literature to help us guide our specification, we admit this approach to variable selection is somewhat ad-hoc. Nonetheless, we estimate a series of crisis models using different sets of variables, similar to other empirical papers in the EWM literature. BIC and AICc statistics guide model selection. The results of this exercise are reported in Table 6 . Table 6 provides the results from several versions of latent class financial crisis regression models, the BIC and/or AICc criterion guide us toward the choice of 2 class models 15 . Under the column 'Model 1' we report the coefficients on the parameters of a 2 class model that includes the current account, the growth in banking credit, inflation, and a dummy for major commodity exporter as the included set of explanatory variables, and the log of GDP per capita as a covariate. This column is divided into two sub columns, one for each class. 'Profile' reports the expected cluster size according to posterior membership probabilities estimated for each observation (country). The R-square statistic is reported for each individual class as well as for the overall model.
We can see from the results of model 1 that a more favorable current account position had a positive effect on growth outcomes for both classes, although the effect is much greater for class 2. To be specific, on average, a 10% increase in a country's current account/GDP ratio is associated with a .7% loss to the crisis period growth rate for countries in class 1 and a 5.8% decrease in the growth rate for countries in class 2. This is an example of parameter heterogeneity demonstrated by the effect of the current account on different subpopulations in the sample, as the coefficient is statistically significantly different within, as well as between, classes. Pre-crisis growth in banking credit had a significantly negative effect on crisis period growth for both classes, with the magnitude of the effect significantly larger for class 2. A 10% larger increase in banking credit from 2000-2006 is associated with .391% loss of crisis period GDP growth on average for countries in Class 1 and a 3.345% loss in crisis period growth for those in class 2. CPI inflation seemed to slightly weather the crisis for class 1, while hurting growth performance in class 2. The interpretation of the coefficient is analogous to that of the banking credit variable Lastly, being a significant commodity exporter was beneficial to growth performance in class 1, but detrimental to countries in class 2. Specifically, being a major commodity exporter resulted in a 3.363% higher crisis period growth rate on average for countries in class 1, and 3.95% lower growth for those in class 2. The coefficients on the covariate (log of 2006 real GDP per capita) tell us that richer countries are more likely to belong to class 1 and poorer countries more likely to belong to class 2. This should not be interpreted as a completely deterministic relationship, as some poorer countries can belong to class 1 while it is similarly possible for richer countries to belong to class 2, as the covariate values help determine probabilities of membership. In summary, this baseline model demonstrates the parameter heterogeneity that is possible when using latent class models.
To achieve a more parsimonious specification, the LatentGold 4.0 software allows us to place restrictions on certain parameters on a class by class basis. For example, we can restrict the coefficient of the current account variable to be zero for class 1 in model 2, which we do (after estimating an unrestricted model), since the coefficient estimate is now statistically insignificant in this new specification before imposing the restriction. We impose restrictions like this, along with cross-class parameter equality restrictions, on certain specification across the models we estimated. The restrictions are imposed after estimating an unrestricted model, and are justified by the resulting improvement in the information criterion statistic.
Model 2 demonstrates this fact, where we include the degree of credit market regulation as an additional predictor. The results of this model are reported under the column 'Model 2'. Estimation of this model with credit market regulation included causes the current account variable to enter insignificantly for class 1. Credit market regulation also enters insignificantly for class 1 but significantly for class 2. The credit market regulation variable is a 10 point scale index variable where higher values represent more liberal credit markets. For class 2, a 1 point increase in the credit market regulation index is associated with a 3.34% lower crisis period growth rate, on average. Other than the parameters that have been restricted to zero, the sign of the remaining coefficients is preserved, although their magnitudes change to varying degrees.
Model 3 adds the degree of stock market capitalization from 2003-2006 as an additional predictor. Surprisingly, this variable enters positively for class 1 and negatively for class 2. Models 4 through 6 add selected financial variables (the bank claim/deposit ratio and the bank nonperforming loan ratio) found to be significant in the bivariate regression exercise. These variables are significant for class 2 but insignificant for class 1. Models 7 and 8 add an institutional indicator, the voice & accountability index. Once again, this variable enters as a significant predictor for class 2 but not for class 1. Model 8 includes the log of GDP per capita in 2006 as a predictor as well as a covariate, and we see that including this measure results in an insignificant coefficient for both classes, and does not change the results for other included predictors. We estimated several other models adding additional predictors from the long list of Tables 5.1-5.4, but these variables were generally insignificant and did not impact the results.
Appendix 1 includes tables providing the predicted class membership for all countries under each estimated model. The countries are assigned classes based on the estimated probability of belonging to a particular class, which is a function of included variables. As demonstrated in the tables, the assignment of countries remains relatively stable across specifications. Class 1 is made up of countries with a relatively larger mean GDP per capita and a lower average crisis period growth rate, typically in the negative region. Countries in class 2 tended to be made up of a smaller selection of poorer, emerging market countries that grew positively on average during the crisis. Some of the small differences in means and country assignments across specifications can be attributed to the dropping out or reentry of some countries due to the particular specification, on the part of missing observations. The main implications from Table 6 are that there is relatively abundant evidence of parameter heterogeneity among predictors of crisis period growth performance, and that a 2 class model provides the best fit for prediction, given the currently available data. The growth in banking credit from 2000-2006 appears to be the most robust predictor of variation in the growth impact of the 08-09 crisis, having very similar coefficients in sign and magnitude across specifications. There is evidence that pre-crisis inflation and the degree of credit market regulation are important predictors for class 2, although the magnitude of the coefficient is not as consistent across models. Evidence is provided that a country's status as a major commodity exporter is also an important predictor for both classes across models. There is some evidence that financial and institutional variables such as indicators from the banking sector and the voice & accountability index may also play a role in predicting crisis period growth performance. These results contradict those found in the BMA analysis conducted above, suggesting that the standard linear models often found in the EWM literature fail to capture the heterogeneous relationships inherent in the data.
Robustness Checks
It is worth noting that the effects of the 2008-09 crisis lingered for many advanced countries after the initial global downturn. In particular, many European countries experienced a double-dip recession, where growth fell into the negative territory once again during the year 2012. As an additional check, we adjust the dependent variable to 2012 economic growth, while keeping the same baseline specification. The results from this exercise are provided in Table 7 . Unlike the 2008-09 period, a one class model provides the best fit, suggesting that heterogeneity is not a factor in modeling the lingering effects well after the initial crisis phase. Buildup in credit and status as a commodity exporter do still have some explanatory power with regards to economic performance during this period, but the power of the baseline model is reduced.
The latent class regression models of Table 6 provide a reasonably well fit model of the 2008-09 financial crisis. If the indicators identified are to be considered truly useful for prediction of future crises in EWM models, they must have out of sample predictive power. As a first test of this, we attempt to fit the same baseline specification (model 1 from Table  6 ) to an alternative crisis period. We choose the period of the last major global financial episode, the 1997 Asian financial crisis. If the model appears to similarly fit the alternate period, there may be substance to the claim that the model may be useful in predicting future crises. Table 8 provides a series of robustness checks in which the baseline specification is re-estimated using both revised (updated) data as well as an alternate sample period, the 1997 Asian crisis. We also check the model to the use of de-trended real GDP growth rates. We look at de-trended rates when introducing the 1997 crisis period for a couple of reasons. Firstly, the overall impact of the crisis on global economic growth rates was much smaller on average than that of the 2008-09 crisis, so it may be more revealing to look at countries' departure from their overall trend during that period. Secondly, for the countries hardest hit by the crisis (the East Asian tigers), the peak to trough drop in growth rates from 1997 to 1998 is, in some cases, quite striking. For example, South Korea dropped from a growth rate of real GDP in 1997 of 4.5% to a rate of -7.1% in 1998. De-trended growth rates pick up the dramatic and sudden swings in growth rates particular to periods of financial crisis.
Perhaps unsurprisingly, the model does not perform well when fit to unadjusted 1998 growth rates, as shown in the rightmost panel of the top half of Table 8 . Using unadjusted growth rates likely hides the true impact of the 1997 crisis, which had a dampened impact on strongly growing developed economies. When we apply the model to de-trended growth rates, however, the fit of the model improves substantially. In fact, the model for de-trended growth rates across crisis periods (appearing in the bottom half of Table 8 ) shows some significant similarities. Although some coefficient estimates do in some cases differ in magnitude and/or sign, the role of the variables in explaining variation in impact of the crisis remains, with the exception of the current account variable for the 1997 crisis. In particular, a 2-class model best fits either crisis, with the log of pre-crisis income per capita a significant determinant of class membership for both episodes. Precrisis growth in banking credit appears to be a significant and negative predictor of crisis period growth performance across specifications and crisis episodes. This lends support for the robustness of this variable in explaining variation in crisis impact. Status as a commodity exporter and pre-crisis inflation also retain explanatory power, although their signs do change across specifications in some cases. This may result from the differential nature of the crises.
There may be several reasons why the model fitting the 08-09 is not entirely consistent with the 1997 Asian financial crisis, qualitatively speaking. The nature of the crisis itself differed in the key aspect that it originated in, and affected, emerging market economies more severely than developed economies, in contrast to the 2008-09 crisis which centered on the developed world. Of course, the global downturn was also much less severe and shorter in length than the 08-09 crisis. Therefore, the fundamental nature of each crisis differs. This fact highlights the difficulty in creating simple linear models to predict financial crises, as they are unlikely to model these complex relationships. The results remain interesting however, as the included variables do seem to retain some explanatory power across time periods, even if their qualitative interpretation changes across episodes in some cases. Similarly, the model identifies 2 classes for each period, where pre-crisis income helps in predicting class membership. It remains an open question if finding additional sources of the heterogeneity in relationships across episodes may improve the performance of early warning models, which provides an area for future work. What is provided here is evidence that simple linear models fail to capture the complex nature of financial crises. When models that incorporate heterogeneous relationships are used, sets of indicators appear to be robust across crisis episodes.
Conclusion
Rose and Spiegel (2009a,b) and Rose and Spiegel (2010) use a comprehensive set of financial and macroeconomic indicators to demonstrate that almost no indicators are empirically robust in terms of predicting crisis incidence, which would be a necessary first step in building an empirical EWM. We find that this result is robust to model uncertainty using Bayesian model averaging, as no individual indicators are statistically significant or have a high posterior probability of inclusion in the model. However, when using a nonlinear method such as latent class models, our results appear quite different. We provide evidence that the sample can generally be split into two 'classes', which are influenced by countries' initial income. The parameters of indicator variables differ between classes in magnitude, sign, and even in inclusion in the model of the separate classes. This reveals a more complex crisis-response framework than assumed in previous EWM literature. We also provide evidence that several indicators are useful and robust in explaining variations in impact from the 2008-09 crisis, including the growth in banking credit from 2000-06, inflation, the degree of credit market regulation, status as a major commodity exporter, and several financial and institutional variables.
Our results also appear to be robust to other crises using alternative data. In particular, we applied the model to data from the 1997 financial crisis period. We find that while the results are not entirely consistent across episodes, due to the changing qualitative interpretation of some variables, there is evidence of similar heterogeneity persisting across periods, where the chosen set of indicators explain variation in the impact of the crisis. A particularly robust indicator includes the pre-crisis growth in banking credit, which performs well across specifications and sample period. A 2-class model best fits both the 2008-09 crisis as well as the 1997 Asian crisis, where the 2 classes are differentiated by their mean income levels as well as the extent of the real damage to their economies. 
