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ABSTRACT
A robust algorithm solution is proposed for tracking an ob-
ject in complex video scenes. In this solution, the bootstrap
particle filter (PF) is initialized by an object detector, which
models the time-evolving background of the video signal by
an adaptive Gaussian mixture. The motion of the object is
expressed by a Markov model, which defines the state transi-
tion prior. The color and texture features are used to represent
the object, and a marginal likelihood based feature fusion ap-
proach is proposed. A corresponding object template model
updating procedure is developed to account for possible scale
changes of the object in the tracking process. Experimental
results show that our algorithm beats several existing alterna-
tives in tackling challenging scenarios in video tracking tasks.
Index Terms— color and texture feature fusion, Gaussian
mixture model, particle filter, video object tracking
1. INTRODUCTION
Object tracking in videos is an important task in many com-
puter vision applications such as surveillance, augmented re-
ality, human-computer interfaces, medical imaging and so on.
A straightforward strategy is to detect the target and deter-
mine its position frame by frame [1]. This process ignores
the temporal correlation in the sequence of frame images and
thus is incapable of dealing with occlusion cases. An alterna-
tive strategy is to use the state space to model the underlying
dynamics of the tracking system. In this context, the particle
filter (PF), also known as sequential Monte Carlo, is the most
popular approach as it is neither limited to linear systems nor
requires the noise to be Gaussian [2, 3].
In practice, prior to running a PF tracker, an object detec-
tor module is required to determine the object’s initial posi-
tion and an object template model based on a specific feature
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[4]. Therefore the performance of a PF tracker largely de-
pends on the quality of the detector module and the selected
features under use. The commonly used features include such
as color [5, 6], edges [6–8], texture [7], motion[4] and so on.
Each tracker algorithm is successful with respect to a par-
ticular type of scene, e.g., the PF tracker using color fea-
ture is robust against noise and partial occlusion, but suffers
from illumination changes, or presence of confusing colors in
the background. In addition, the robustness of such methods
is usually dependent on an invariant object template model.
Hence the tracking performance may degrade rapidly due to
scale changes or rotations of the object in the tracking pro-
cess.
Motivated by the challenges in object tracking in complex
scenarios, we propose a novel PF solution, which combines
an adaptive Gaussian mixture (GM) based object detector and
makes use of the color and texture features of the object ex-
tensively in a theoretically sound manner. To account for pos-
sible scale changes of the object, an object template model
updating procedure is also developed and embedded in this
algorithm. The contribution of this work includes a likeli-
hood based feature fusion method in the context of video ob-
ject tracking, the corresponding online method to update the
object template model, and the original mixture of the above
components with PF and the GM based detector, which to-
gether yield a reliable and fast performance for object track-
ing in complex video scenes.
2. THE PROPOSED APPROACH
A working flow chart of the proposed algorithm is shown in
Fig.1. In this solution, a PF tracker is triggered by an adap-
tive Gaussian mixture (GM) based object detector [1], and the
color and texture features are used to represent the object and
calculate the likelihood of the observations. If an object is de-
tected, the PF tracker is initialized by drawing a set of random
samples, each denoting a hypothesises on the object’s state S.
The state vector is defined to be S , [lx, vx, ly, vy, hx, hy, a],
where {lx, ly} denotes two dimensional center location of the
object, {vx, vy} denotes corresponding velocity component,
Fig. 1: A working flow chart of the proposed algorithm
hx and hy denote half axes of an rectangular object region,
and a denotes the scale of the object region compared with
the whole image of a frame. Denoting s a realization of S,
the evolution of the object state over time t is specified by a
Markov model as follows
st = st−1 + wt, (1)
where st denotes the value of s at time step t, and w denotes
a zero mean Gaussian distributed system noise. The goal of
PF is to simulate the posterior p(st|y1:t), where y denotes the
observation and y1:t , {y1, y2, . . . , yt}. This task can be
decomposed into a recursively processed prediction step [2]
p(st|y1:t−1) =
∫
p(st|st−1)p(st−1|y1:t−1)dst−1 (2)
and update step
p(st|y1:t) = p(yt|st)p(st|y1:t−1)∫
p(yt|st)p(st|y1:t−1)dst . (3)
Here p(st|st−1) is the state transition prior which corresponds
to the evolution of object specified by Eqn.(1), and p(yt|st) is
the likelihood of yt given st. Applying the principle of impor-
tance sampling, the posterior p(st|y1:t) can be approximated
by a finite set of weighted samples
{
sit, ω
i
t
}
as follows
p(st|y1:t) ≈
N∑
i=1
ωitδ(st − sit), (4)
provided that the sample size N is big enough. δ(st− sit) is a
Dirac delta function with mass located at sit. The importance
weight ωit is normalized so that ωit =
ωˆit∑
N
j=1
ωˆ
j
t
, where the
particle weight ωˆit is given by
ωˆit = ω
i
t−1
p(yt|sit)p(sit|sit−1)
q(sit|si0:t−1, y1:t)
, i = 1, . . . , N, (5)
where q(sit|si0:t−1, y1:t) is a proposal distribution from which
the particles are sampled. The state transition prior is used
here as the proposal, i.e., q(sit|si0:t−1, y1:t) = p(sit|sit−1), in
the same spirit as of the condensation method or the bootstrap
filter [9, 10]. Thus we have
ωˆit = ω
i
t−1p(yt|sit), i = 1, . . . , N. (6)
The way how the likelihood p(y|s) is calculated depends
on which feature is selected for representing the object, see
details in the following subsection.
2.1. Object feature based likelihood calculation
The color and texture features are selected for object rep-
resentation and likelihood calculation. In what follows, the
subscripts cr and tx are used to denote the color and texture
features, respectively.
Following [5], we consider the color distribution inside an
upright elliptic region with half axes Hx and Hy . The color
histograms are produced with function b(x), which assigns
the color at location x to the corresponding bin. Here the
histograms are calculated in the RGB space using 8 × 8 × 8
bins. For an object state s, the corresponding color distribu-
tion ps = {pus}u=1,...,m is calculated as follows
pus = C
J∑
j=1
k
(‖sc − xj‖
H
)
δ(b(xj)− u), (7)
where m is the number of bins, J is the number of pixels in
the region of interest, sc is the centered location of the object
with state s, H =
√
H2x +H
2
y is used to adapt the size of
the region, the normalization factor C = 1∑
J
j=1
k
(
‖sc−xj‖
H
)
ensures that
∑m
u=1 p
u
s = 1, and k is a weighting function
defined to be k(r) =
{
1− r2 r < 1
0 otherwise
, which assigns
smaller weights to the pixels that are further away from the
region center [5]. Denote qu to be the color distribution of an
object template, the distance between pus and qu is measured
using the Bhattacharyya distance as follows [5]
ds,cr =
√
1− ρ(pus , qu)), (8)
where ρ(pus , qu) =
∑m
u=1
√
pus q
u
. The color feature based
likelihood is calculated as follows
pcr(y|s) = 1√
2piσcr
exp
(
−d
2
s,cr
2σ2cr
)
, (9)
where σcr is set to be 0.1. In the similar way, we can calculate
the texture feature based likelihood as below
ptx(y|s) = 1√
2piσtx
exp
(
−d
2
s,tx
2σ2tx
)
, (10)
where σtx = 0.1, ds,tx is obtained in the similar way as for
ds,cr, while the only difference lies in how to derive the corre-
sponding pus and qu. The local binary pattern (LBP) technique
is used for extracting the texture feature. See details on the
LBP operator in [11] and refer [12] for LBP based derivation
of pus and qu.
2.2. Feature likelihood based state estimation fusion
Substituting p(yt|sit) in Eqn. (6) with pcr(yt|sit) and ptx(yt|sit)
derived in the above subsection, we respectively obtain
importance weights ωˆit,cr and ωˆit,tx. Then the normalized
weights ωit,cr and ωit,tx are available. Thus the object state
estimates based on the color and texture features are just
sˆt,cr =
∑N
i=1 ω
i
t,crs
i
t and sˆt,tx =
∑N
i=1 ω
i
t,txs
i
t, respectively.
We propose here a marginal feature likelihood based
state fusion approach. Take the tth iteration for example,
just after the particle state transition procedure, we will have
a weighted sample set {ωit−1, sit}Ni=1 at hand. Then the
marginal likelihood of the color feature is shown to be
Lt,cr =
N∑
i=1
ωit−1pcr(yt|sit). (11)
The marginal likelihood of the texture feature Lt,tx is calcu-
lated in the same way. Using a uniform prior on the color
and texture features, we get the posterior probabilities of the
color and texture features, namely Prt,cr = Lt,crLt,cr+Lt,tx and
Prt,tx = Lt,txLt,cr+Lt,tx . Then we do feature fusion to yield the
finally outputted state estimate as follows
sˆt = Prt,crsˆt,cr + Prt,txsˆt,tx. (12)
The corresponding normalized importance weight of sit is cal-
culated as below
ωit = Prt,crω
i
t,cr + Prt,txω
i
t,tx, i = 1, . . . , N, (13)
based on which the resampling step is ran to prevent from
particle divergence [2].
2.3. Update the object template model online
In the proposed algorithm, see Fig.1, the initial object tem-
plate model is built based on the output of the GM detector.
Once the detector reports a detection, the color and texture
features based templates, represented by the color and LBP
histograms, will be calculated. Afterwards, the marginal like-
lihoods of the color and texture features will be calculated for
each frame signal, see Eqn.(11). At the tth (t > 5) iteration,
first calculate the average and the corresponding standard er-
ror of the marginal likelihoods in the previous 5 iterations.
If the absolute Euclidean distance between the marginal like-
lihood of current iteration and the averaged value is further
than the double of the standard error, we determine that an
abrupt change in the distribution of this feature happened. If
the distributions of both features changed abruptly, we deter-
mine that an occlusion has happened. In this case, we use a
one-step prediction as the estimate of the object state and do
not need to update any template. If only one feature’s distribu-
tion changed abruptly, we determine that its template model
needs to be updated and then update it to be the distribution
of current iteration.
3. EXPERIMENTAL RESULTS
To evaluate the performance, we tested our algorithm in de-
tecting and tracking dim moving object in two pieces of com-
plex real life video signals. The existing alternatives, includ-
ing ALG I: PF using adaptive color feature [5], ALG II: the
PF using LBP modeled texture feature [13], ALG III: the PF
using equally weighted texture and color features [14] and
ALG IV: the adaptive GM detector [1], are involved for com-
parison.
3.1. Case I
The first video is taken in a dark tunnel, and the task is to
detect and then track a moving car which is passing through
this tunnel. The object appears in the 38th frame, and its color
is similar with the road in the video background. In the last
frames, the taillights of the car light up leading to a change in
the color feature distribution of the object.
The result of an example run of the proposed algorithm is
shown in Fig.2. As is shown, it is not influenced by the pres-
ence of confusing colors in the background, abrupt changes
in the object’s color feature and scale changes of the object.
Indicated by the change in the size of the white box that cor-
responds to the detected object region, we can infer that the
object template model is updated successfully online. The
changes in the posterior probabilities of the color and texture
features are examined and illustrated in Fig.3. It is shown that
the feature fusion effect is truly taking effect in dynamically
adjusting the usages of the color and texture features in the
tracking process.
Fig. 2: Tracking results of the proposed algorithm for case I
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Fig. 3: Features’ posterior probabilities in test case I.
A numerical performance comparison resulted from a 100
times independent runs of each involved algorithm is shown
in Fig.4. It is shown that the proposed algorithm performs
best, while performance of ALG I [5] gets deteriorated re-
markably once the taillights light up. The computation time
required to run each algorithm, based on a fixed computing
environment, is presented in Table 1.
Table 1: Computation time comparison (unit: second)
ALG I ALG II ALG III ALG IV the proposed
3.404 5.668 7.797 9.255 8.632
3.2. Case II
The second task is to track a radio controlled and green col-
ored helicopter model, which flies up and down. In this video,
the helicopter model first appears in the sky, flies downwards
and get partially occluded by the trees and a human operator,
and then rises up again. Then it falls downwards again, with
its body mixed up with the trees behind it.
In this case, the proposed algorithm again works very well
in tracking the object accurately from beginning to end. See
Fig.5 for 4 typical frames. ALG I [5] fails when the body of
the object is totally mixed up with the trees, as it erroneously
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Fig. 4: Mean tracking error in test case I. The size of a whole
image in one frame is 320×240.
identifies the crown of a tree as the object. ALG III [14] per-
forms similarly as ALG I. An early failure happens to ALG II
[13] when the object approaches the trees in the first time.
Fig. 5: Tracking results of the proposed algorithm for case II
4. CONCLUSION
A PF tracking algorithm is proposed based on Gaussian mix-
ture background modeling, color and texture features fusion
and adaptive object template updating, see Fig.1 for a work-
ing flow chart. This method is shown to be robust against
partial occlusion (Sec.3.2), presence of confusing colors in
the background (Sec.3.1 and 3.2), abrupt changes in the ob-
ject’s feature (Sec.3.1), scale changes of the object (Sec.3.1).
The advantages of this method over existing alternatives stem
from a new theoretically sound feature fusion mechanism,
the corresponding online approach to update the object tem-
plate model and an original mixture of the efficient algorith-
mic components. The feature fusion approach presented here
can be adapted to do fusions of more features, which may be
helpful in dealing with more complex scenarios. Extending
the work here to track multiple video objects is also possible.
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