Abstract: Among all the partition based clustering algorithms K-means is the most popular and well known method. It generally shows impressive results even in considerably large data sets. The computational complexity of K-means does not suffer from the size of the data set. The main disadvantage faced in performing this clustering is that the selection of initial means. If the user does not have adequate knowledge about the data set, it may lead to erroneous results. The algorithm Automatic Initialization of Means (AIM), which is an extension to K-means, has been proposed to overcome the problem of initial mean generation. In this paper an attempt has been made to compare the performance of the algorithms through implementation
INTRODUCTION
Clustering [2] [3] [4] is a type of unsupervised learning method in which a set of elements is separated into homogeneous groups. It seeks to discover groups, or clusters, of similar objects. Generally, patterns within a valid cluster are more similar to each other than they are to a pattern belonging to a different cluster. The similarity between objects is often determined using distance measures over the various dimensions in the dataset. The variety of techniques for representing data, measuring similarity between data elements, and grouping data elements has produced a rich and often confusing assortment of clustering methods. Clustering is useful in several exploratory pattern-analysis, grouping, decision-making, and machine-learning situations, including data mining, document retrieval, image segmentation, and pattern classification [5] [3].
PARTITION BASED CLUSTERING METHODS
Partition based clustering methods create the clusters in one step. Only one set of clusters is created, although several different sets of clusters may be created internally within the various algorithms. Since only one set of clusters is output, the users must input the desired number of clusters. Given a database of n objects, a partition based [5] clustering algorithm constructs k partitions of the data, so that an objective function is optimized. In these clustering methods some metric or criterion function is used to determine the goodness of any proposed solution. This measure of quality could be average distance between clusters or some other metric. One common measure of such kind is the squired error metric, which measures the squired distance from each point to the centroid for the associated cluster. Partition based clustering algorithms try to locally improve a certain criterion. The majority of them could be considered as greedy algorithms, i.e., algorithms that at each step choose the best solution and may not lead to optimal results in the end. The best solution at each step is the placement of a certain object in the cluster for which the representative point is nearest to the object. This family of clustering algorithms includes the first ones that appeared in the Data Mining Community. 
K-means Algorithm
K-means [7] is a prototype-based, simple partitional clustering technique which attempts to find a user-specified K number of clusters. These clusters are represented by their centroids. A cluster centroid is typically the mean of the points in the cluster. This algorithm is a simple iterative clustering algorithm. The algorithm is simple to implement and run, relatively fast, easy to adapt, and common in practice. It is historically one of the most important algorithms in data mining. The general algorithm was introduced by Cox (1957) xn. The problem is to find minimum variance clusters from the dataset. The objects have to be grouped into k
is minimized, where d(xi, mj) denotes the Euclidean distance between xi and mj. The points { mj } (j=1, 2, …, k) are known as cluster centroids. The problem in Eq. (1) is to find k cluster centroids, such that the average squared Euclidean distance (mean squared error) between a data point and its nearest cluster centroid is minimized.
The K-means algorithm provides an easy method to implement approximate solution to Eq.(1). The reasons for the popularity of K-means are ease and simplicity of implementation, scalability, speed of convergence and adaptability to sparse data. The K-means algorithm can be thought of as a gradient descent procedure, which begins at starting cluster centroids, and iteratively updates these centroids to decrease the objective function in Eq.
(1). The K-means always converge to a local minimum. The particular local minimum found depends on the starting cluster centroids. The K-means algorithm updates cluster centroids till local minimum is found. Before the K-means algorithm converges, distance and centroid calculations are done while loops are executed a number of times, say l, where the positive integer l is known as the number of K-means iterations. The precise value of l varies depending on the initial starting cluster centroids even on the same dataset. So the computational time complexity of the algorithm is O(nkl), where n is the total number of objects in the dataset, k is the required number of clusters we identified and l is the number of iterations, k≤n, l≤n. K-mean clustering algorithm is also facing a number of drawbacks. When the numbers of data are not so many, initial grouping will determine the cluster significantly. Again the number of cluster, K, must be determined before hand. It is sensitive to the initial condition. Different initial conditions may produce different results of cluster. The algorithm may be trapped in the local optimum. Weakness of arithmetic mean is not robust to outliers. Very far data from the centroid may pull the centroid away from the real one. Here the result is of circular cluster shaped because based on distance.
The major problem faced during K-means clustering is the efficient selection of means. It is quite difficult to predict the number of clusters k in prior. The k varies from user to user. As a result, the clusters formed may not be up to mark. The finding out of exactly how many clusters will have to be formed is a quite difficult task. To perform it efficiently the user must have detailed knowledge of the domain. Again the detail knowledge of the source data is also required.
Automatic Initialization of Means
The Automatic Initialization of Means (AIM) [12] has been proposed to make the K-means algorithm a bit more efficient. The algorithm is able to detect the number of total number of clusters automatically. This algorithm also has made the selection process of the initial set of means automatic. AIM applies a simple statistical process which selects the set of initial means automatically based on the dataset. The output of this algorithm can be applied to the K-means algorithm as one of the inputs.
Background
In probability theory and statistics, the Gaussian distribution is a continuous probability distribution that describes data that clusters around a mean or average. Assuming Gaussian distribution it is known that μ±1σ contain 67.5% of the population and thus significant values concentrate around the cluster mean μ. Points beyond this may have tendency of belonging to other clusters. We could have taken μ±2σ instead of μ±1σ, but problem with μ±2σ is that it will cover about 95% of the population and as a result it may lead to improper clustering. Some points that are not so relevant to the cluster may also be included in the cluster.
Description
Let us assume that data set D as {xi, i=1, 2… N} which consists of N data objects x1, x2, …, xN., where each object has M different attribute values corresponding to the M different attributes. The value of i-th object can be given by: Di={xi1, xi2,…,xiM} Again let us assume that the relation xi=xk does not mean that xi and xk are the same objects in the real world database. It means that the two objects has equal values for the attribute set A={al, a2, a3, …, am}. The main objective of the algorithm is to find out the value k automatically in prior to partition the dataset into k disjoint subsets. For distance calculation the distance measure sum of square Euclidian distance is used in this algorithm. It aims at minimizing the average square error criterion which is a good measure of the within cluster variation across all the partitions. Thus the average square error criterion tries to make the k-clusters as compact and separated as possible.
Let us assume a set of means M={mj, j=1, 2, …, K} which consists of initial set of means that has been generated by the algorithm based on the dataset. Based on these initial means the dataset will be grouped into K clusters. Let us assume the set of clusters as C=(cj, j=1,2,…,M}. In the next phase the means has to be updated.
In the algorithm the distance threshold has been taken as:
where μ= and σ = Before the searching of initial means the original dataset D will be copied to a temporary dataset T. This dataset will be used only in initial set of means generation process. The algorithm will be repeated for n times (where n is the number of objects in the dataset). The algorithm will select the first mean of the initial mean set randomly from the dataset. Then the object selected as mean will be removed from the temporary dataset. The procedure Distance_Threshold will compute the distance threshold as given in eq. 2. Whenever a new object is considered as the candidate for a cluster mean, its average distance with existing means will be calculated as given in the equation below.
Average_Distance (3) where M is the set of initial means, i=1, 2, …, m and m ≤ n, mc is the candidate for new cluster mean.
If it satisfies the distance threshold then it will considered as new mean and will be removed from the temporary dataset. The algorithm is as follows: 
PERFORMANCE ANALYSIS
The AIM is just the extension of K-means to provide the number of clusters to be generated by the K-means algorithm. It also provides the initial set of means to K-means. Therefore it has been decided to make a comperative analysis of the clustering quality of AIM-K-means with convensional K-means. The main difference between the two algorithms is that in case of AIM-K-means it is not necessary to provide the number of clusters to be generated in prior and for K-means, users have to provide the number of clusters to be generated. In this evaluation process three datasets have been used. They have been fed to the algorithms according to the increasing order of their size. The programs were developed in C. To test the algorithms thoroughly, separate programs were developed for AIM, AIM-K-means and conventional K-means. In the first phase the datasets have been fed to the K-means with the user fed k-value. Then the AIM-K-means was applied to the same data sets where the value of k means is provided internally by AIM. Lastly the K-means algorithm is again applied to the same datasets with the value of k as given by the AIM-K-means method. The results reavels that:
1. There is a difference in performance for K-means and AIM-K-means algorithm. 2. But the difference reduces when we use K-means algorithm with the value of k as given by the AIM-K-means. The above comparison was made on the basis of average sum of square error. From the study it has been found that AIM-K-means is showing improvements in average sum of square. This is basically because of the initial set of cluster means provided to the algorithm. In case of Kmeans the value of k has been provided based on the output provided by AIM. But it is not possible to provide initial set of clusters in K-means.
CONCLUSION
The most attractive property of the K-means algorithm in data mining is its efficiency in clustering large data sets. But the main disadvantage it is facing is the number of clusters that is to be provided from the user. The algorithm AIM, which is an extension of K-means, can be used to enhance the efficiency automating the selection of the initial means. From the experiments it has been found that it can improve the cluster generation process of the K-means algorithm, without diminishing the clustering quality in most of the cases. The basic idea of AIM is to keep the simplicity and scalability of K-means, while achieving automaticity. 
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