Abstract. Nonlinear versions of the Lie-Trotter product formula exp[t(A + B)] = \im"^x[exp((t/n)A)exp((t/n)B)}" and related formulas are given in this paper. The convergence rates are optimal. The results are applicable to some nonlinear partial differential equations. 
for some nonzero remainder Q, then we have convergence at the rate T(t/n)n -e,D = 0{t^/nV) and no faster. This will be proved in 5.9.
Thus the estimate in (0.3) cannot be improved. But we can obtain faster convergence by using more complicated formulas. These formulas were discussed in a different form in [18] . Again, the rates are best possible.
Surprisingly, the optimal rates (0.3)-(0.5), which are achieved for continuous linear operators, are also achieved for a large class of discontinuous, nonlinear operators. That is the main result of this paper.
Our results are stated in terms of an abstract class of operators in a Banach space. The setting is more general than the usual setting of numerical analysis; still, it is specific enough so that we obtain sharp convergence rates. The setting is somewhat more specialized than the usual setting of nonlinear semigroup theory. Nevertheless, the setting is still general enough so that our results are applicable to several kinds of mildly nonlinear partial differential equations with smooth coefficients. For instance, they are applicable to parabolic equations; to hyperbolic equations, during the brief interval before shocks develop; and to dispersive equations, such as the Korteweg-de Vries equation. These diverse equations have in common the property that they preserve smoothness in the spatial variables. That is, if the solution u(t) of one of these equations begins at an initial value in some appropriate Sobolev space Wm-p(ü), then «(/) will remain in that space for at least a while, and it is possible to give an upper estimate for ||«(/)||. We shall take m large, so that the solution has extra smoothness in the spatial variables; it follows that we can perform calculations with «'(/), u"(t), etc.
The theory developed here is entirely local in time. Hence it is applicable regardless of whether solutions exist globally. This is useful because the solutions of some differential equations blow up after finite time [1] .
The class of operators considered in this paper is slightly more complicated and less general than the class of "»»-generators" studied in [15] , [16] . In Section 6 we shall show that the generators of the present paper are a subclass of the »'-generators. A version of (0.1) was proved for »»-generators in [16] , but the convergence rate was not optimal. To prove the optimal rate (0.3), we need hypotheses a bit stronger than those of [15] , [16] . This paper, and several other related papers, grew out of a portion of the author's Ph.D thesis, which was written at the University of Chicago under the supervision of Jerry Bona. The author is grateful to Professors Jerry Bona, Jim Douglas, Ridgway Scott, and others for their suggestions and encouragement.
1. Nested Banach Spaces. A differential operator is usually viewed as a discontinuous operator from some Banach space Wm-p(Q) into itself. But a differential operator of order d may be continuous, or even Lipschitz or Fréchet differentiable, when viewed as a map from W(k + l)d-p(Çl) into Wkd-p(Q). Using several nested Banach spaces, E3 c E2 c Ex ç E0, we are able to treat some differential operators as if they were continuous or even differentiable, when they act on the solution u(t) of our differential equation. Naturally, this requires us to make estimates of |i/(/)|3, where | |3 is the norm of E3; some mechanisms for keeping track of these estimates will be described in 2.4 and 2.8(c).
Differentiability may seem like a very strong condition; it is nearly the same as linearity. But it is not the same as linearity, and this will be reflected in our results. Proposition 5.9 is only proved for linear operators; that result does not generalize readily to a nonlinear setting. The theory of convergence of product formulas is much more complete for linear operators; see for instance [9] . A bounding function is a mapping y: R2+-> [0, +oo], nondecreasing in each argument, such that for each r e R+ there exists / > 0 with y(t, r) < + oo.
Throughout this paper, we shall assume that (EQ, \\0), (Ex, \\x), (E2, \\2), (E3, \\3) are Banach spaces. We assume E3 Q E2 Q Ex Q E0 with continuous inclusions, with l/ly-i < [/1y for all/ e E¡. Also we assume that (E3, \ \3) is reflexive.
Let if be the Banach space of all continuous linear maps A from Ex into E0, with norm||A||^= sup{|A/|0: |/|x < 1}.
1.2. Remarks. Bounding functions are so named because they will be used to specify bounds on various quantities. They play a role analogous to that of the generic constant c of applied mathematics, or the notations 0() and o(-) of asymptotic analysis.
If we use additional spaces E4, £5, etc., and more complicated approximation schemes, we can obtain still faster convergence rates by methods analogous to those of this paper; but the analysis is then much more complicated. We omit the details.
Most of the arguments in this paper are quantitative. However, our requirement that (E3, 113) be reflexive is a qualitative, or topological, condition, and so it seems less essential to the arguments of the paper. We shall use it in 1.3, below, which is used in turn to prove 2.7(d), 2.12, 3.9, 5.1. It is not clear whether this qualitative condition can be replaced with a quantitative one. Property 1.3(a) is discussed further in [15] .
1.3. Observations. Since (E3, \ \3) is reflexive, the sets {/e £3: |/|3 < r) are weakly compact in E3. From this we easily obtain the following two results:
(a) Extend | |3 to a map defined on all of E0, by taking |/|3 = + oo when / e E0\E3. Then the mapping | |3: E0 -* [0, +oo] is lower semicontinuous; i.e., the set {/ e E0; \f\3 < r } is closed in E0 for each r e R+. 
2. Semigroups and Semiflows. Let R+= [ 0, + oo). By a semigroup on a set C, we shall mean a family of mappings S(t): C -> C (( e R+), such that S(0) = I and S(t + s) = S(t)S(s). Semigroups arise naturally in the study of autonomous initial value problems. In general, if the problem
has a unique solution u: R+-> C for each /e C, then the solution is given by «(/) = S(t)f for some semigroup S determined, or generated, by A. We say "in general" because we have glossed over some technicalities: the definition of "solution" varies from one paper to another according to the hypotheses on A. Some particular interpretations of " solution" will be given later in this section. We shall usually denote by e'A the semigroup generated by A. This notation is natural: e'A is just the familiar exponential function Y^(tA)J//'! if A is a real number, or more generally if A is a continuous linear operator in a Banach space. That infinite sum may be meaningless for discontinuous, nonlinear operators A. But for many ,4's, continuous or not, linear or not, hm"_>00(7 -(t/n)A)~n still exists and defines a semigroup e'A; see [2] , [5] , [6] . We shall discuss that formula further in 6.6. For motivation, keep in mind that if A is a partial differential operator, then (/ -tA)~l may be an integral operator, and thus it may behave much better than A.
We shall use all three notations S(t)f, u(t), e'Af. Each has its advantages, depending on what ideas we wish to emphasize. For instance, a Lie-Trotter product formula like (0.1) can be expressed in terms of initial value problems like (2.1): the solution of whenO < / < \/n, when \/n < t < 2/n, when 2/n < t < 3/n, when 3/n < t < A/n, when A/n < t < 5/n, \ converges to the solution of u'(t) = (A + B)u(t) when n -* oo. This reformulation is less concise than (0.1), but it may help to explain our interest in (0.1): In some cases (2.2) may be easier to solve, or to compute numerically, or to analyze, than the equation u'(t) = (A + B)u(t). This may be the case if A and B are simple in As with semigroups, the semiflow generated by an operator A will be denoted by e'A. This will be made precise in the next few paragraphs.
2.4. Notation. We now introduce a particular type of semiflow on R+ which will be needed for estimates later. Suppose that \p: R+-> R+ is locally Lipschitz and nondecreasing. Let/?0 g R+. Then the initial value problem (2.5) pV) = Hp(t)) (0<*<t), p(0)=Po, has a unique solution, for some t > 0. We shall denote that solution by p(t) = e'^( Vo = exP[*'K,)]/'o* Note that^(/) is a nondecreasing function of /. Choose r as large as possible; then at least one of r, lim,TTp(t) must be + oo. If t < + oo, it is natural to define /?(/) = + oo for all / > t. This extends the semiflow e"t'(') on R+ to a semigroup on [0, + oo]. The inequality e"',( Vo < + oo will be an abbreviation for the statement that p0 < + oo and (2.5) has a finite solution on [ 0, t) for some t > r. Note that y(t, r) = e'*' V is a bounding function (defined in 1.1). 2.6. Definition. Let / ç R be an interval, and let A: Ex -* £0 be some mapping such that /1(£3) £ £2-F°r me purposes of this paper, a solution of m'(0 = ^"(0 (/ g 7) will mean a function w: / -» ¿s3 with these two properties:
(a) |w(-)|3 is bounded on compact subintervals of 7.
(b) For all a, 6 G /, the integral /afr Au(t) dt exists as a Bochner integral in E2 and
Remarks. The Bochner integral is introduced in [10] , [19] ; in [8] it is simply called the integral. It follows from condition (b) above that (c) considered as a mapping from J into E2, u is absolutely continuous on compact subsets of /, and u'(t) exists and equals Au(t ) for almost all / in J. Condition 2.8(d) guarantees that the solution e'Af is uniquely determined by /, and depends continuously on /when /is restricted to a | |3-bounded set and / is kept sufficiently small. The function w plays a role analogous to the constant w which appears in much of the literature on nonlinear semigroup theory [2] , [3] , [5] , [6] . But a constant will not suffice for some applications; see the examples in [14] , [15] .
Note that a, \j/, to are not uniquely determined by A; they can easily be replaced by larger functions.
The arguments of this paper can be made to work with slightly weaker hypotheses on \p and w; see [15] , [16] for similar arguments. But that would require longer definitions and proofs, so for brevity we shall use the conditions on \p and w indicated above.
Some elementary examples of generators are given below. Additional characterizations of generators are given in 3.8, 3.9, 5.1. Deeper and more complicated examples, involving nonlinear partial differential equations with smooth coefficients, can be devised using estimates similar to those in [15] . Such long examples will be omitted from the present paper, however. (1 -r)e(l)+(r-0)e (2) whenO^r^l, (2-r)e(2)+(r-l)e(3) when 1 < r < 2, 
This inequality yields condition 2.8(d), by standard methods of ordinary differential equations. Next,
This inequality yields condition 2.8(c), again by standard methods. Since e, ^, w < a, the above estimates also yield conditions 1.5. Thus A is a generator of type (a, *//, <o). satisfying \u(a + r)\3 < e^()\u(a)\3 for all r in [0, h]. But since ux is uniquely determined forward in time, we must have u = ux. Again, the whole interval can be covered by finitely many subintervals of length less than or equal to h. Hence |«i(/)|3 < e{' s),i,()\uAs)\i,^ whenever the right side is finite, for 0 < s «s / < t. Similarly for u2. Therefore p(t) < eu~s)'l'i')p(s), whenever the right side is finite.
To prove 2.8(d), temporarily fix some integer n, large enough so that r/n < h. Let üj = ji/n for/ = 0,1,2,...,n.
Apply This completes the proof of 2.8(d).
To prove 2.8(c), let any /g E3 be given. Suppose that p = eT<i>(')\f\3 is finite. Choose an integer n large enough so that 8(r/n, p) < + oo. Using hypothesis (c'), we show by induction on / = 0,1,2,... ,n that u(t) = e'Af exists on [0, jr/n] and satisfies |«(/)|3 < e'*{ )\f\3 there. This completes the proof of the lemma.
3. Approximation Schemes. In this section we define a class of approximation schemes. In Propositions 3.8 and 3.9 and Theorem 5.1, we shall show that an operator A has such a scheme T if and only if A is a generator, in which case T(t/n)n -» e'A as« -» oo.
3.1. Definition. We shall say that T is an approximation scheme, restrained by rates yp, to, for the evolution generated by A, correct of order 2 with remainder W and bounding function y-or more simply, we shall say that (T, W, \p, co, y)-if the following five conditions hold: (a) A: Ex -» E0 is an a-regular mapping, for some a; and W: E3 -> EQ is a ß-weakly regular mapping, for some ß. \T(t)f-T(t)g\0^\f-g\0cxp[tu(px)}.
We shall say that T is a scheme for A with remainder W if there exist \p, to, y such that (T, W, \p, co, y) is a scheme for A.
Observations, (a) For each T, there is at most one A satisfying (3.4). (b) For each T and A, there is at most one W satisfying (3.5).
(c) Suppose (T, W, \p, co, y) is a scheme for A, and c g R+. Let c = c v c3, let y(t, r) = cy(ct, r), and let f(t) = T(ct). Then (f, c2W, c\p, ceo, y) is a scheme for cd.
(d) Suppose Tx, T2 are schemes for the same operator A, with remainders Wx, W2, respectively. Then T(t)f= {~[Tx(t)f + T2(t)f] defines a scheme for A with remainder Wx + W2.
3.8. Proposition. Let A be a generator of type (a, \p, to). Let T(t) = e'A. Then (T, 0, \p, co, y) is a scheme for A, for some bounding function y. + yx(t,v) + \ax(v)a2(rf.
\T(s-h)f-T(s)f+hAT(s)f\x = \T(s -h)f-T(h)T(s -h)f+hAT(s)f\x <\T(h)T(s -h)f-T(s -h)f-hAT(s -
Proof. Obviously A is a-regular; and W is ß-weakly regular by an argument similar to the proof of (1.9). The verifications of (3.2) and (3.6) are easy and are omitted. To verify that T,A,y satisfy (3.3), compute \T(t)f-f\2=\Tx(t)T2(t)f-f\2^\Tx(t)T2(t)f-T2(t)f\2+\T2(t)f-f\2 <tyAt,\T2(t)f\3) + ty2(t,\f\3) tyx(t,e'^\f\3) + ty2(t,\f\3)^ty(t,\f\3).
To verify that T, A, y satisfy (3.4), we first compute
Then we use that estimate, together with the fact that T, A¡, y¡ satisfy (3.4) for / = 1,2; we obtain
t2y(t,\f\3).
The verification of (3.5) will take longer. We perform several preliminary computations. First, following (1.9),
Second, using 1.4,
Third, using 1.5(a),
t2y2{t,\f\3)ax{v(t,\f\3)).
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We now use the four estimates above, plus the fact that T¡, A¡, W}, y¡ satisfy (3.5) for / = 1,2. We obtain
t\{t,v(t,\f\3)) + t\(t,\f\3)ai{,(t,\f\3))2 + 2-t>y2(t,\fl)ß2{v(t,\fl)) + t3y2(t,\fU) + t\(t,\f\3)ax{v(t,\f\3))
This completes the proof of the theorem. Proof. The first conclusion follows from Theorem 4.1 by induction on n. The second conclusion then follows from Observation 3.7(d). 4 .6. Theorem. Suppose A is a-regular, W is ß-weakly regular, and (T, W, \p, co, y) is a scheme for A. Let n be a positive integer, and let U(t) = T(t/n)". Then (U, n~1W,\p,ic,8) is a scheme for A, for some bounding function 8; and 8 can be chosen independent of n. In fact, we can choose 8 as follows: Fix any n. Let Uj(t) = T(t/n)> (j = 0,1,2,...,n), with U0(t) = I. We easily verify that U¡, /n~ty, jn~lto satisfy (3.2) and (3.6). Also, by Observation 3.7(c), (£/,, n~2W, n'\p, «_1co, «_1y) is a scheme for n~lA. We proceed by induction: for some A: g (0,1,2,...,« -1), assume that (Uk, kn~2 W, kn~ \p, kn _1co, e^.) is a scheme for k~lnA with some bounding function e^. (This is trivial for k = 0, with e0 = 0.) We shall apply Theorem 4.1, with
We could apply that theorem with a2 = A;«_1a and \p2 = kn~\p. But we shall instead use the slightly larger functions a2 = a and \p2 = \p; these have the advantage of being independent of k and «. Note that our definition of v is consistent with the definition used in Theorem 4.1.
Observe that Uk+X(t) = Ux This completes the proof of the theorem.
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5.1. Theorem. Suppose A is a-regular, W is ß-weakly regular, and (T, W, \p, u, y) is a scheme for A.
Then A is a generator of type (a,\p,u), and e'A can be approximated as follows:
Define 8 as in Theorem 4.6, and let p = e">,(-')\f\3. Then (5.2) \ÏÏf-etAf^8 (t,p)e'^\ whenever p < + oo and 8(t, p) < +00. Moreover, ifW=0, then
Proof. For positive integers n, let U"(t) = T(t/n)". By Theorem 4.6, whenever Then, for any positive integers m, n, \U"{t)f-Um(t)f\0*í\Un(t)f-U"m(t)f\0+\Unm(t)f-Um(t)f\0 < 2/1+A(l/«x + \/mx)8(t, p)e'w(p).
It follows that {{/"(/)/}^=1 converges in E0 to some limit S(t)f, with convergence rate 2/ i+\ -8(t,p)e'^\ \s(t)f-Un(t)fl whenever p < + oo and 8 < + oo. Since | !/"(/)/13 < p for all «, the sequence {t/"(/)/}^=1 is relatively weakly compact in the reflexive space E3. Therefore 5(/)/g£ '3, and U"(t)f -» S(t)f weakly in E3. Hence Un(t)f -» S(t)f weakly also in E2 and £,. Taking limits, we find that all of inequalities (5.4)-(5.6) and (5.8) remain valid when U" is replaced by S; and in the limit, (5. Let any / g £3 and any positive integers w, « be given. Choose / > 0 small enough so that ¡u = e("'+")"i'< '|/|3 is finite and also 8((m + «)/, ju) is finite. As k -> oo, we have the following convergences in £0: Hence S((m + «)/)/= S(mt)S(nt)f for integers m and «. Therefore S(t + a) = S(t)S(o) whenever r/a is rational and 8(t + a, e<T+a>*< >|/|3) is finite. Since both sides of this equation depend continuously on t, we may drop the requirement that t/ct be rational. Thus S is a semiflow. Now from Proposition 3.9 it follows that A is a generator of type (a, \p, co), and that S(t) = e'A. This completes the proof of Theorem 5.1. To show that the convergence rates in (0.4), (0.5) cannot be improved in general, we apply Proposition 5.9 with ß = 2, again assuming A, B, C are continuous linear operators. We omit the details. Proof. Define y as in Proposition 3.8. Choose t > 0 small enough so that px = eT*( >p is finite and y(r, p) is finite. Then if |/|3, |g|3 < p and 0 < / < t, we have \e'Af-f-tAf\0^\e'Af-ftAf\x « /2y(/, p), \e'Ag -g -tAg\0 < \e'Ag -g -tAg\x < /2y(/, p), hence (6.2) \Af-Ag\0 < \{\e'Af-e'Ag\0 +\f-g\0 + 2/2y(/, p)) < j|/-g|o(l + er"('")) + 2/y(/,p). Formulas like the last one are investigated for some classes of nonlinear, discontinuous operators in a Hubert space, in [12] .
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