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Abstract
We show second-order decidability results on recognizable tree languages and one-pass reduc-
tion sequences with special term rewriting systems. For some classes of term rewriting systems the
second-order IO one-pass inclusion problem, the second-order IO one-pass reachability problem,
and the IO and OI one-pass common ancestor problems are decidable.
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1 Introduction
One-pass algorithms have been studied and implemented in many areas of computer science, for
example in image processing, data stream processing, and database systems. Dauchet and De Comite´
[4], Seynhaeve et al. [19] studied inside-out (IO) and outside-in (OI) one-pass reductions for term
rewriting systems (TRSs for short). Along an IO one-pass reduction sequence we proceed from the
leaves to the root, and along an OI one-pass reduction sequence we proceed from the root to the leaves.
All reduction steps can be carried out mainly independently from each other. During a reduction step,
the left-hand side of an applied term rewriting rule does not overlap with the already rewritten parts
of the term, only the values of the substituted subterms depend on the order of the reduction steps.
Along an IO one-pass we substitute already rewritten subterms, along an OI one-pass we replace
subterms of the initial input term. Fu¨lo¨p et al. [7] studied two other very restrictive strategies of
term rewriting: one-pass leaf-started rewriting and one-pass root-started rewriting. They differ from
the IO and OI one-pass reductions, respectively, in that the rewriting is always applied at positions
immediately adjacent to the already rewritten parts of the term. Consequently, they establish a much
more restricted way of computing.
Reachability is a fundamental problem that appears in several areas of computer science: finite-
and infinite-state concurrent systems, computational models like cellular automata and Petri nets,
program analysis, discrete and continuous systems, time critical systems, hybrid systems, TRSs, etc.
[3, 18, 20, 22]. Important research has been carried out on reachability of TRSs [2, 5, 6, 10, 11, 12,
14, 15, 16, 17, 21]. Ground reachability and unreachability proofs for TRSs can be used as general
purpose verification techniques for the systems modeled by rewriting [10]. Gilleron and Tison [13],
Fu¨lo¨p et al. [7], and Seynhaeve et al. [19] introduced and studied various second-order reachability
and inclusion problems for various types of reductions, they replaced individual trees in the original
problem by recognizable tree languages. In the light of the above problems, Va´gvo¨lgyi [23] studied
the following eight second-order decidability problems. The terms appearing in an IO (resp. OI)
one-pass reduction sequence are called the IO (resp. OI) one-pass sentential forms of the initial term.
For a tree language L, the set of all IO (resp. OI) one-pass sentential forms of the elements of L
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Table 1: Already known decidability results
decidability of inclusion reachability joinability common ances.
IO decidable undecidable
one-pass for ll ? ? for rl
reduction [19, Prop. 4] [23, Theorem 3]
decidable
for rl
OI [19, Prop. 4]
one-pass ?
reduction decidable decidable undecidable
for ll for ll for ll
[23, Theorem 1] [23, Theorem 1] [23, Theorem 2]
is denoted by IOSF (L) (resp. OISF (L)). First we present the problems concerning IO one-pass
reducing [23].
Second-order IO one-pass inclusion problem.
Instance: A TRS R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is IOSF (L) ⊆M?
Second-order IO one-pass reachability problem.
Instance: A TRS R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is IOSF (L) ∩M 6= ∅?
Second-order IO one-pass joinability problem.
Instance: A TRS R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is IOSF (L) ∩ IOSF (M) 6= ∅?
Second-order IO one-pass common ancestor problem.
Instance: A TRS R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is there a term t ∈ TΣ(X) such that IOSF (t) ∩ L 6= ∅ and IOSF (t) ∩M 6= ∅?
One defines the OI counterparts of the above problems replacing IO by OI. The concept of a TRS
without the variable restrictions (TRS+ for short) is obtained by dropping the variable restrictions
in the definition of a TRS. We generalize the above second order decidability problems for TRS+s
replacing TRS by TRS+.
We present the decidability results on one-pass reductions with TRSs in the literature in Table
1, where ll, rl, ances., and wa abbreviate left-linear, right-linear, ancestor, and weakly ambiguous
respectively. Each question mark signifies an open problem. We sum up the already known results
and our results in Table 2. Here we write + to indicate that a result concern TRS+s rather than
TRSs.
In Section 2, we present our notations and basic definitions. We say that a TRS+ R is right
weakly overlapping (rwo) if the following condition holds: for any two right-hand sides r1, r2 of
term rewriting rules in R, and for any nonvariable subterm r3 of r2 with r3 6= r2, r1, r3 do not
have a common instance, furthermore if r1, r2 have a common instance, then r1 is equal to r2 up
to renaming of variables. We say that a TRS+ R keeps the non-linear variables of the left-hand
sides (R is knlv) if for any term rewriting rule l → r in R, each non-linear variable of l appears in
r. In Section 3, we present our results on IO one-pass reduction sequences with knlv rwo TRS+s
rather than TRSs to simplify the proofs of Section 4 on OI one-pass reductions. For any right-linear
knlv rwo TRS+ R and recognizable tree language L over Σ, we can construct a tree automaton B
recognizing IOSF (L). Therefore, for right-linear knlv rwo TRS+s, the second-order IO one-pass
joinability problem is decidable. For right-linear knlv rwo TRS+s the second-order IO one-pass
inclusion problem and the second-order IO one-pass reachability problem are decidable. For left-
linear TRS+s, the second-order IO one-pass common ancestor problem is decidable.
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Table 2: Summary of already known and this paper’s decidability results
decidability of inclusion reachability joinability common ances.
decidable undecidable
IO for ll for rl
one-pass [19, Prop. 4] [23, Theorem 3]
reduction
decidable decidable decidable decidable
for rl knlv rwo + for rl knlv rwo + for rl knlv rwo + for ll
Theorem 3.14 Theorem 3.14 Corollary 3.13 Corollary 3.29
decidable
for rl
OI [19, Prop. 4]
one-pass
reduction decidable decidable undecidable decidable
for ll for ll for ll for ll wa
[23, Theorem 1] [23, Theorem 1] [23, Theorem 2] Corollary 4.5
We say that a TRS+ R is weakly ambiguous if the following condition holds: for any two left-hand
sides l1, l2 of term rewriting rules in R, l1 and any nonvariable subterm l3 of l2 with l3 6= l2, l1 and
l3 do not have a common instance, furthermore if l1, l2 have a common instance, then l1 is equal to
l2 up to renaming of variables. In Section 4, we show that for left-linear weakly ambiguous TRSs,
the second-order OI one-pass common ancestor problem is decidable. We derive this result from its
IO counterpart, which states that for right-linear knlv rwo TRS+s, the second-order IO one-pass
joinability problem is decidable.
In Section 5, we present our concluding remarks and open problems.
2 Preliminaries
We recall and invent some notations, basic definitions and terminology which will be used in the
rest of the paper. Nevertheless the reader is assumed to be familiar with the basic concepts of term
rewriting systems and of tree language theory [1, 8, 9].
2.1 Sets and words
Let →⊆ A×A be a binary relation on a set A. We denote by →∗ the reflexive, transitive closure of
→. We denote the set of all nonempty subsets of a set S by P+(S). The set of nonnegative integers
is denoted by N, and N∗ stands for the free monoid generated by N with empty word λ as identity
element. Consider the words α, β, γ ∈ N∗ such that α = βγ. Then we say that β is a prefix of α, and
that α is an extension of β; and we write β  α. If γ 6= λ, then β is a proper prefix of α, and we
write β ≺ α. For any α, β,∈ N∗, we say that α and β are incomparable, if α is not a prefix of β and
β is not a prefix of α.
2.2 Terms
A ranked alphabet is a finite set Σ in which every symbol has a unique rank in N. For m ≥ 0, Σm
denotes the set of all elements of Σ which have rank m. The elements of Σ0 are called constants.
Throughout the paper we assume that Σ0 6= ∅. That is, we have at least one constant in Σ.
For a set of variables Y and a ranked alphabet Σ, TΣ(Y ) denotes the set of Σ-terms (or Σ-trees)
over Y . TΣ(∅) is written as TΣ. A term t ∈ TΣ is called a ground term. A tree language L is a
subset of TΣ. A tree t ∈ TΣ(Y ) is linear if any variable of Y occurs at most once in t. A variable
y ∈ Y appearing at least twice in t ∈ TΣ(Y ) is called a non-linear variable of t. We specify a
countable set X = {x1, x2, . . . } of variables which will be kept fixed in this paper. Moreover, we put
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Xm = {x1, . . . , xm }, for m ≥ 0. Hence X0 = ∅. Let t ∈ TΣ(X). Then var(t) ⊆ X denotes the set of
variables occurring in t.
For a term t ∈ TΣ(X), the set of positions POS (t) ⊆ N∗ of t is defined by tree induction.
• If t ∈ Σ0 ∪X, then POS (t) = {λ }.
• If t = f(t1, . . . , tm) with f ∈ Σm, m > 0, then
POS (t) = {λ } ∪ { iα | 1 ≤ i ≤ m,α ∈ POS (ti) }.
For every t ∈ TΣ(X) and α ∈ POS (t), we introduce the subterm t/α ∈ TΣ(X) of t at α and define
the label lab(t, α) ∈ Σ ∪X in t at α as follows:
• for t ∈ Σ0 ∪X, t/λ = t and lab(t, λ) = t;
• for t = f(t1, . . . , tm) with m ≥ 1 and f ∈ Σm, if α = λ then t/α = t and lab(t, α) = f , otherwise,
if α = iβ with 1 ≤ i ≤ m, then t/α = ti/β and lab(t, α) = lab(ti, β).
For every t ∈ TΣ(X), we call a position α ∈ POS (t) of t a variable position if lab(t, α) ∈ X. The set
of variable positions of t is denoted by VPOS (t). That is, VPOS (t) = {α ∈ POS (t) | lab(t, α) ∈ X }.
For every t ∈ TΣ(X), sub(t) = { t/α | α ∈ POS (t) } is the set of all subtrees of t.
For every k ≥ 0, we introduce the set COΣ(Xk) of k-contexts as a subset of TΣ(Xk) as follows:
COΣ(Xk) consists of all trees t ∈ TΣ(Xk) such that the variable xi appears exactly once in t for every
i ∈ { 1, . . . , k }. For a context u ∈ COΣ(Xk) and a variable xi ∈ Xk, the address adr(u, xi) of xi in u
is the unique position α ∈ POS(u) such that lab(u, α) = xi.
For trees t ∈ TΣ(X) and t1, . . . , tm ∈ TΣ(X) with m ≥ 0, we denote by t[t1, . . . , tm] the tree
obtained by substituting ti for every occurrence of xi in t, for 1 ≤ i ≤ m. We call t[t1, . . . , tm] an
instance of t. If a term p ∈ TΣ(X) is an instance of both s ∈ TΣ(X) and t ∈ TΣ(X), then we say
that p is a common instance of s and t. For each term t ∈ TΣ(Xm) with m ≥ 0, there is an integer
k ≥ 0 and a context u ∈ CΣ(Xk) such that t = u[xi1 , . . . , xik ] for some i1, . . . , ik ∈ { 1, . . . ,m }. Then
var(t) = {xi1 , . . . , xik } and for any terms t1, . . . , tm ∈ TΣ(X),
t[t1, . . . , tm] = (u[xi1 , . . . , xik ])[t1, . . . , tm] = u[ti1 , . . . , tik ].
We call an injective map φ : X → X a variable renaming. For any two terms s, t ∈ TΣ(X), we
say that s is equal to t up to renaming of variables, and write s ' t, if there is a variable renaming
φ : X → X such that t is obtained from s by substituting φ(xi) for every occurrence of xi in s for
each xi ∈ var(s).
For t ∈ TΣ, α ∈ POS (t), and r ∈ TΣ, we define t[α← r] ∈ TΣ as follows.
• If α = λ, then t[α← r] = r.
• If α = iβ and t = f(t1, . . . , tm) for some i ∈ N, β ∈ N∗, and f ∈ Σm with 1 ≤ i ≤ m, then
t[α← r] = f(t1, . . . , ti−1, ti[β ← r], ti+1, . . . , tm).
2.3 Term Rewriting Systems
A term rewriting system (TRS) R over a ranked alphabet Σ is a finite subset of (TΣ(X)−X)×TΣ(X)
such that for every (l, r) ∈ R, every variable of r also occurs in l. A term rewriting system without the
variable restrictions (TRS+) R over a ranked alphabet Σ is a finite subset of TΣ(X)× TΣ(X). Here
we allow (l, r) ∈ R with l ∈ X and we do not require that for every (l, r) ∈ R, every variable of r also
should occur in l. Obviously, each TRS R is a TRS+ as well. Hence all concepts we shall define for
TRS+ in the sequel, are also defined for TRSs. Elements (l, r) of a TRS+ R are called term rewriting
rules and are denoted by l→ r. We call l the left-hand side and r the right-hand of the term rewriting
rule l→ r. The set of left-hand sides (resp. right-hand sides) of term rewriting rules in R is denoted
by lhs(R) (resp. rhs(R)). The converse of a TRS+ R is defined as R
−1 = { r → l | l → r ∈ R }.
Obviously R−1 is also a TRS+ over Σ. A TRS+ R is left-linear (resp. right-linear) if every element of
lhs(R) (resp. rhs(R)) is linear. A left-linear and right-linear TRS+ R is called linear. A TRS+ R is
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ground if every element of lhs(R)∪rhs(R) is a ground term. A term rewriting rule l→ r is collapsing
if r ∈ X. A TRS+ R is collapsing if it has a collapsing term rewriting rule , and non-collapsing
otherwise. A set S ⊆ TΣ(X) of terms weakly overlaps if for any two terms s, t ∈ S,
• for all α ∈ (POS (s)− ({λ } ∪VPOS (s))), s/α and t have no common instance, and
• if s and t have a common instance, then s ' t.
A TRS+ R is weakly ambiguous (wa) if lhs(R) weakly overlaps. A TRS+ R is right weakly overlapping
(rwo) if rhs(R) weakly overlaps. For the sake of clarity, we repeat the above definitions explicitly.
We say that a TRS+ R is wa if for any two left-hand sides l1, l2 ∈ lhs(R),
• for all α ∈ (POS (l1)− ({λ } ∪VPOS (l1))), l1/α and l2 have no common instance, and
• if l1 and l2 have a common instance, then l1 ' l2.
We say that a TRS+ R is rwo if for any two right-hand sides r1, r2 ∈ rhs(R),
• for all α ∈ (POS (r1)− ({λ } ∪VPOS (r1))), r1/α and r2 have no common instance, and
• if r1 and r2 have a common instance, then r1 ' r2.
Note that if an rwo TRS+ has a collapsing term rewriting rule, then all term rewriting rules of R are
collapsing.
Example 2.1 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
left-linear TRS+s
• R1 = { g(x1, f(x2))→ f(#), g(x2, f(x3))→ x1, g(x1,#)→ g(x2, x1) },
• R2 = {#→ f(#), g(x1,#)→ g(x1, x1), g(#, x1)→ g(x1, x1) },
• R3 = { f(x1)→ x1, f(f(x2))→ x2 },
• R4 = { f(x1)→ x1, g(x2,#)→ x2 }, and
• R5 = { f(x1)→ x1, f(f(x2))→ g(x2, x2) },
• R6 = { f(x1)→ f(x2), g(f(x2), x3)→ g(x2, x2) }
over Σ. Then R1 and R4 are wa, and R2, R3, R5, and R6 are not wa. Furthermore, R1, R3, R4, and
R5 are not rwo, and R2, and R6 are rwo. TRS+s R1, R2, and R6 are non-collapsing, and R3, R4,
and R5 are collapsing.
It is well known that we can decide for any two terms s, t ∈ TΣ(X), if they have a common instance
[1]. Here we only recall the basic idea. We define s′ ∈ TΣ(X) by renaming the variables of s such
that var(s′) ∩ var(t) = ∅ holds, and then then using a unification algorithm we decide if s′ and t
are unifiable. If so, then s and t have a common instance, otherwise they do not. Consequently, we
can decide whether a TRS+ R is wa and whether R is rwo. To simplify the proofs, without loss of
generality, we may reformulate the above concepts in the following way. In the definition of a wa
TRS+, we replace the relation l1 ' l2 by the equation l1 = l2. Moreover, we assume that for each
left-hand side l ∈ lhs(R), var(l) = Xm for some m ≥ 0. By this assumption, for each linear left-hand
side l ∈ lhs(R), we have l ∈ COΣ(Xm) for some m ≥ 0. In the definition of an rwo TRS+ R, we
replace the relation r1 ' r2 by the equation r1 = r2. Moreover, we assume that for each right-hand
side r ∈ rhs(R), var(r) = Xm for some m ≥ 0. By this assumption, for each linear right-hand side
r ∈ rhs(R), we have r ∈ COΣ(Xm) for some m ≥ 0. In this way, we get the following forms of the
above definitions, which we will use from now on throughout the paper. We say that a TRS+ R is
wa if
• for any two left-hand sides l1, l2 ∈ lhs(R),
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– for all α ∈ (POS (l1)− ({λ } ∪VPOS (l1))), l1/α and l2 have no common instance, and
– if l1 and l2 have a common instance, then l1 = l2, and
• for each left-hand side l ∈ lhs(R), var(l) = Xm for some m ≥ 0.
We say that a TRS+ R is rwo if
• for any two right-hand sides r1, r2 ∈ rhs(R),
– for all α ∈ (POS (r1)− ({λ } ∪VPOS (r1))), r1/α and r2 have no common instance, and
– if r1 and r2 have a common instance, then r1 = r2, and
• for each right-hand side r ∈ rhs(R), var(r) = Xm for some m ≥ 0.
Example 2.2 We continue Example 2.1 We rename the variables in the term rewriting rules of the
TRS+s R1, R2, R4, and R6, so that they satisfy our assumptions and keep their properties. Let
• R1 = { g(x1, f(x2))→ f(#), g(x1, f(x2))→ x3, g(x1,#)→ g(x2, x1) },
• R2 = {#→ f(#), g(x1,#)→ g(x1, x1), g(#, x1)→ g(x1, x1) },
• R4 = { f(x1)→ x1, g(x1,#)→ x1 }, and
• R6 = { f(x2)→ f(x1), g(f(x1), x2)→ g(x1, x1) }.
Then R1 and R4 are wa, and R2 and R6 are rwo.
We say that a TRS+ R keeps the non-linear variables (R is knlv) if for any term rewriting rule
l→ r in R, each non-linear variable of l appears in r.
Example 2.3 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
TRS+s
R = { g(x1, f(x1))→ f(x1), g(x1, f(x2))→ #, g(x1, x1)→ g(x1, x3) }
and
S = {#→ f(x1), g(x1, x1)→ # }
over Σ. Then R is knlv, and S is not knlv.
Let R be a TRS+ over Σ. For any two terms s, t ∈ TΣ(X), position α ∈ POS (s), and term rewriting
rule l→ r in R with l, r ∈ TΣ(Xm), m ≥ 0, we say that s rewrites to t applying the term rewriting rule
l→ r at α, and denote this by s→α,l→r t if there are s1, . . . , sm ∈ TΣ(X) such that s/α = l[s1, . . . , sm]
and t = s[α ← r[s1, . . . , sm]]. Here we also say that s rewrites to t and denote this by s→R t. A
sequence of reductions
s0→α1,l1→r1 s1→α2,l2→r2 s2→α3,l3→r3 · · ·→αn,ln→rn sn with n ≥ 0
is called a reduction sequence.
Dauchet and De Comite´ [4] introduced the inside-out and outside-in one-pass reductions with a
TRS R in an intuitive way and illustrated these concepts by examples. Intuitively, for any two terms
s, t ∈ TΣ(X), we say that s is rewritten to t in one-pass if we rewrite s into t applying some term
rewriting rules such that the left-hand sides do not overlap. In case of an IO pass, we rewrite from
the innermost of a bracketed expression of a term to the outermost, i.e., in a bottom-up order, hence
the subtrees are rewritten before substituting and duplicating them. Furthermore in case of an OI
pass, we rewrite from the outermost of a bracketed expression of a term to the innermost, i.e., in a
top-down order, hence the subtrees are rewritten after substituting and duplicating them. We now
formally define these concepts [23].
An inside-out (IO) one-pass reduction sequence with R is of the form
s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn,ln→rn
sn, (1)
where Conditions 1 and 2 hold:
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1. n ≥ 0, s0, . . . , sn ∈ TΣ(X), and αi ∈ POS (si−1) ∩ POS (s0) for i = 1, . . . , n,
2. For any 2 ≤ j ≤ n, {α1, . . . , αj−1}∩({ γ ∈ N∗ | γ ≺ αj }∪{αjξ | ξ ∈ (POS (lj)−VPOS (lj)) }) =
∅.
Informally, Condition 2 ensures that we rewrite in a bottom-up order and that the left-hand sides do
not overlap. It says that for every 2 ≤ j ≤ n, the positions α1, . . . , αj−1 are no proper prefixes of
αj nor are positions of any nonvariable symbol in the occurrence of the left-hand side lj of the term
rewriting rule lj → rj when applying it at αj in the jth step. Note that we can apply rules of which
left-hand side is a variable several times at the same position.
The terms s0, . . . , sn are called IO one-pass sentential forms of s0. For every term s ∈ TΣ(X),
IOSF (s) denotes the set of all IO one-pass sentential forms of s. For a tree language L ⊆ TΣ, let
IOSF (L) =
⋃
s∈L IOSF (s). We usually write (1) in the form
s0 →
R,IO
s1 →
R,IO
· · · →
R,IO
sn. (2)
The notation s0⇒R,IO sn means that there is an IO one-pass reduction sequence (1). When we want
to refer to the integer n, we write s0⇒R,IO,n sn.
Example 2.4 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
left-linear TRS
R = { g(x1, x2)→ f(x2), g(x1, x2)→ g(x1, x1) }
over Σ. Then
g(g(g(#,#),#), g(#,#))→11,g(x1,x2)→f(x2)
g(g(f(#),#), g(#,#))→1,g(x1,x2)→f(x2) g(f(#), g(#,#))
is an IO one-pass reduction sequence with R. Furthermore,
g(#, g(f(#),#))→2,g(x1,x2)→f(x2) g(#, f(#))→λ,g(x1,x2)→g(x1,x1) g(#,#)
is another IO one-pass reduction sequence with R. However,
g(#, g(f(#),#))→λ,g(x1,x2)→f(x2) f(g(f(#),#))→1,g(x1,x2)→g(x1,x1) f(g(f(#), g(f(#))) is not an
IO one-pass reduction sequence with R.
Example 2.5 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
left-linear TRS+
R = {x1 → f(x2), x1 → #, g(x1, x2)→ g(x1, x1) }
over Σ. Then
g(g(g(#, f(#)),#), g(#,#))→11,x1→f(x2) g(g(f(#),#), g(#,#))→11,x1→#
g(g(#,#), g(#,#))→2,x1→# g(g(#,#),#)→1,g(x1,x2)→g(x1,x1) g(g(#,#), g(#,#))
is an IO one-pass reduction sequence with R. Furthermore,
g(#, g(f(#),#))→2,g(x1,x2)→g(x1,x1) g(#, g(f(#), f(#)))→λ,g(x1,x2)→g(x1,x1)
g(#,#)→λ,x1→f(x2) f(f(#))
is another IO one-pass reduction sequence with R. However,
g(#, g(f(#),#))→λ,g(x1,x2)→g(x1,x1) g(#,#)→2,x1→f(#) g(#, f(#))
is not an IO one-pass reduction sequence with R.
An outside-in (OI) one-pass reduction sequence with R is of the form
s0 →
β1,l1→r1;α1
s1 →
β2,l2→r2;α2
s2 →
β3,l3→r3;α3
· · · →
βn,ln→rn;αn
sn, (3)
where Conditions 1–5 below hold:
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1. n ≥ 0, s0, . . . , sn ∈ TΣ(X), and αi ∈ pos(s0), βi ∈ pos(si−1) for i = 1, . . . , n.
2. s0→β1,l1→r1 s1→β2,l2→r2 s2→β3,l3→r3 · · ·→βn,ln→rn sn is a reduction sequence with R.
3. For all 1 ≤ i < j ≤ n, βj is not a proper prefix of βi.
4. α1 = β1.
5. For any 1 < j ≤ n, if there is 1 ≤ i < j such that βi  βj , then let k be the largest such i, and
then
(a) αkγξ = αj ,
(b) βkδξ = βj , and
(c) lab(lk, γ) = lab(rk, δ) ∈ X
for some γ ∈ vpos(lk), ξ ∈ N∗, and δ ∈ vpos(rk).
We note that the definition of an OI one-pass reduction sequence with R presented in [23] is incom-
plete, we corrected it by adding Item 3. It says that for all 1 ≤ i < j ≤ n, βi and βj are incomparable
or βi = βj . Informally, along (3), we rewrite in a top-down order, and keep on rewriting the unpro-
cessed subtrees of the initial tree s0. At the same time we keep track of the positions of the subtrees
of the initial tree s0. For every i = 1, . . . , n, the position αi points to the subtree s0/αi of s0, and
the position βi points to an occurrence of s0/αi in si−1, to be rewritten in the ith step of (3) and
of the reduction sequence appearing in Item 2. Item 3 says that along the reduction sequence in
Item 2 we proceed in top-down manner. By the definition of k, Item 4 says that in the reduction
sequence of Item 2 the rewrite step sj−1→βj ,lj→rj sj rewrites the input tree below the rewrite step
sk−1→βk,lk→rk sk. We can view the jth step as R reduces the subtree sk/δkξ, substituted for the
variable lab(rk, δ) in the right-hand side rk in the kth step, at its position ξ. Formally, the terms
s0, . . . , sn are called OI one-pass sentential forms of s0. For every term s ∈ TΣ(X), OISF (s) is the
set of all OI one-pass sentential forms of s. That is, OISF (s) is the set of all terms t such that there
is an OI one-pass reduction sequence (3) with s = s0 and t = sn. For a tree language L ⊆ TΣ, we put
OISF (L) =
⋃
s∈L
OISF (s).
We usually write (3) in the form
s0 →
R,OI
s1 →
R,OI
· · · →
R,OI
sn. (4)
The notation
s0 ⇒
R,OI
sn
means that there is an OI one-pass reduction sequence (4). When we want to refer to the integer n,
we write s0⇒R,OI,n sn.
Example 2.6 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
left-linear TRS
R = { g(x1, x2)→ f(x2), g(x1, x2)→ g(x1, x1) }
over Σ. Then
g(g(g(#,#), g(#,#)), g(#,#))→λ,g(x1,x2)→g(x1,x1);λ
g(g(g(#,#), g(#,#)), g(g(#,#), g(#,#)))→1,g(x1,x2)→f(x2);1
g(f(#), g(g(#,#), g(#,#)))→21,g(x1,x2)→f(x2);11
g(f(#), g(f(#), g(#,#)))→22,g(x1,x2)→f(x2);12 g(f(#), g(f(#), f(#))).
is an OI one-pass reduction sequence with R. Furthermore, we now list all OI one-pass sequences
starting from g(g(#,#),#).
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• g(g(#,#),#),
• g(g(#,#),#)→λ,g(x1,x2)→f(x2);λ f(#),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→f(x2);1 g(f(#), g(#,#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→f(x2);1
g(f(#), g(#,#))→2,g(x1,x2)→f(x2);1 g(f(#), f(#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→f(x2);1
g(f(#), g(#,#))→2,g(x1,x2)→g(x1,x1);1 g(f(#), g(#,#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→g(x1,x1);1 g(g(#,#), g(#,#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→g(x1,x1);1
g(g(#,#), g(#,#))→2,g(x1,x2)→f(x2);1 g(g(#,#), f(#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→1,g(x1,x2)→g(x1,x1);1
g(g(#,#), g(#,#))→2,g(x1,x2)→g(x1,x1);1 g(g(#,#), g(#,#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→2,g(x1,x2)→f(x2);1 g(g(#,#), f(#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→2,g(x1,x2)→f(x2);1
g(g(#,#), f(#))→1,g(x1,x2)→f(x2);1 g(f(#), f(#)),
• g(g(#,#),#)→λ,g(x1,x2)→g(x1,x1);λ g(g(#,#), g(#,#))→2,g(x1,x2)→f(x2);1
g(g(#,#), f(#)))→1,g(x1,x2)→g(x1,x1);1 g(g(#,#), f(#)),
• g(g(#,#),#)→1,g(x1,x2)→f(x2);1 g(f(#),#),
• g(g(#,#),#)→1,g(x1,x2)→g(x1,x1);1 g(g(#,#),#).
Accordingly
OISF (g(g(#,#),#)) = { g(g(#,#),#), f(#), g(g(#,#), g(#,#)), g(f(#), g(#,#)),
g(f(#), f(#)), g(g(#,#), f(#)), g(f(#),#)) }.
For tree languages L and M over Σ, we say that L and M are IO one-pass joinable for R if
IOSF (L)∩IOSF (M) 6= ∅. For tree languages L and M over Σ, we say that L and M have a common
IO one-pass ancestor with respect to R if there is a term t ∈ TΣ(X) such that IOSF (t) ∩ L 6= ∅ and
IOSF (t) ∩M 6= ∅. We define the OI counterparts of the above definitions replacing IO by OI.
For the definition of the second-order IO (resp. OI) inclusion problem, the second-order IO (resp.
OI) one-pass reachability problem, the second-order IO (resp. OI) one-pass joinability problem, and
second-order IO (resp. OI) one-pass common ancestor problem, see the Introduction.
We now give a slightly weaker form of the second-order IO one-pass common ancestor problem
and the second-order OI one-pass common ancestor problem requiring the common ancestor being a
ground term.
Second-order IO one-pass common ground ancestor problem.
Instance: A TRS+ R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is there a ground term t ∈ TΣ such that IOSF (t) ∩ L 6= ∅ and IOSF (t) ∩M 6= ∅?
Second-order OI one-pass common ground ancestor problem.
Instance: A TRS+ R and recognizable tree languages L and M over a ranked alphabet Σ.
Question: Is there a ground term t ∈ TΣ such that OISF (t) ∩ L 6= ∅ and OISF (t) ∩M 6= ∅?
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Proposition 2.7 For TRS+s, (i) the second-order IO one-pass common ground ancestor problem
and the second-order IO one-pass common ancestor problem are equivalent, and
(ii) the second-order OI one-pass common ground ancestor problem and the second-order OI one-
pass common ancestor problem are equivalent.
Proof. Let R be a TRS+ and L and M be recognizable tree languages over a ranked alphabet Σ.
If there are no constants in Σ, then L = M = ∅, and the answer is no to both the second-order IO
one-pass common ancestor problem and the second-order OI one-pass common ancestor problem.
Assume that there is a constant $ ∈ Σ0, and let t ∈ TΣ(X) be such that IOSF (t) ∩ L 6= ∅ and
IOSF (t) ∩M 6= ∅. We define s from t replacing all variables in t by $. Then IOSF (s) ∩ L 6= ∅ and
IOSF (s) ∩M 6= ∅. Hence the answer to the second-order IO one-pass common ancestor problem is
the same as the answer to the second-order IO one-pass common ground common ancestor problem.
Analogously, the answer to the second-order OI one-pass common ancestor problem is the same as to
the second-order OI one-pass common ground ancestor problem. 
2.4 Recognizable Tree Languages
A bottom-up tree automaton (bta) over a ranked alphabet Σ is a quadruple A = (Σ, A,R,Af ), where
A is a finite set of states of rank 0, Σ ∩ A = ∅, Af (⊆ A) is the set of final states, R is a finite set of
term rewriting rules of the form
f(a1, . . . , am)→ a
with m ≥ 0, f ∈ Σm, a1, . . . , am, a ∈ A. We call f(a1, . . . , am) the left-hand side of the term rewriting
rule f(a1, . . . , am) → a. We consider R as a ground TRS+ over the ranked alphabet Σ ∪ A. For
convenience, we write →A for →R. A state a ∈ A is reachable if there is a tree p ∈ TΣ such that
p→∗A a. We say that A is connected if every state a ∈ A is reachable. The bta A = (Σ, A,R,Af ) is
total if for all f ∈ Σm, m ≥ 0, and a1, . . . , am ∈ A, R has a term rewriting rule with the left-hand
side f(a1, . . . , am). The bta A = (Σ, A,R,Af ) is deterministic (dbta) if R has no two term rewriting
rules with the same left-hand side. For any total dbta A and tree t ∈ TΣ∪A, there is exactly one
state a ∈ A such that t→∗A a. We denote this a by tA. The tree language recognized by a bta A
is L(A) = { t ∈ TΣ | ∃a ∈ Af . t→∗A a}. A tree language L is recognizable if there exists a bta
A such that L(A) = L [8]. For every bta A we can construct a connected total dbta B such that
L(B) = L(A). We give a recognizable tree language L via a connected total dbta A recognizing L.
For every total dbta A, we can decide whether L(A) = ∅. For all total dbtas A and B we can
construct dbtas C and D such that L(C) = L(A)∩L(B) and L(D) = L(A)−L(B). Consequently, for
all total dbtas A and B we can decide whether L(A) ∩ L(B) 6= ∅, and whether L(A) ⊆ L(B).
A generalized bottom-up tree automaton (gbta) over a ranked alphabet Σ is a quadruple A =
(Σ, A,R,Af ), where A is a finite set of states of rank 0, Σ∩A = ∅, Af (⊆ A) is the set of final states,
R is a finite set of term rewriting rules of the form
l[a1, . . . , am]→ a,
where m ≥ 0, l ∈ COΣ(Xm), and a1, . . . , am, a ∈ A [7]. We call l[a1, . . . , am] the left-hand side
of the term rewriting rule l[a1, . . . , am] → a. We consider R as a ground TRS+ over the ranked
alphabet Σ ∪ A. For convenience, we write →A for →R. The tree language recognized by a gbta
A is L(A) = { t ∈ TΣ | ∃a ∈ Af . t→∗A a}. For every gbta A we can construct a total dbta B such
that L(B) = L(A) [7]. A state a ∈ A is reachable if there is a tree p ∈ TΣ such that p→∗A a, and
REACHA stands for the set of reachable states. We compute REACHA as follows.
1. Let i = 1 and REACH1 = { a | l→ a ∈ RA, l ∈ TΣ },
2. Let i = i+ 1 and let Wi be the set of all states a such that
– there is a term rewriting rule l[a1, . . . , am]→ a ∈ RA, with l ∈ TΣ(Xm), m ≥ 1 and
– for every 1 ≤ i ≤ m, if the variable xi appears in l, then ai ∈ REACHi−1.
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Let REACHi = REACHi−1∪Wi. If REACHi = REACHi−1, then let REACH = REACHi,
otherwise goto 1.
It is not hard to see that our algorithm terminates with REACH = REACHA.
Let
z0 →l1→r1,α1 z1 →l2→r2,α2 z2 →l3→r3,α3 · · · →lk→rk,αk zk with k ≥ 0 (D)
be a reduction sequence, and let β ∈ POS(z0). Then we define the restriction
v0→A v1→A · · ·→A v` with 0 ≤ ` ≤ k (Dβ)
of (D) to β as follows.
Let v0 = z0, m = 0 and j = 0. If k = 0, then we have (Dβ) with ` = 0. Otherwise, goto 1.
1. Let m = m + 1. If β is a prefix of αm, then let j = j + 1, and we define γj ∈ N∗ such that
αm = βγj holds. Moreover, A applies the term rewriting rule lm → rm at γj in Dβ . That is,
let vj be such that vj−1 →lm→rm vj . If m = k, then we have (Dβ) with ` = j. Otherwise, goto
1.
Statement 2.8 Let A = (Σ, A,R,Af ) be a gbta, and let
s0→A s1→A · · ·→A sk with k ≥ 0 (D)
be a reduction sequence where s0 ∈ TΣ and si ∈ TΣ∪A for i = 1, . . . , k. Then there exist u ∈ COΣ(Xm)
and t1, . . . , tm ∈ TΣ with m ≥ 0 such that
• s0 = u[t1, . . . , tm],
• sk = u[a1, . . . , am] for some a1, . . . , am ∈ A, and
• for each i = 1, . . . ,m, the restriction of (D) to adr(u, xi) is of the form
ti = zi0→A zi1→A · · ·→A ziki = ai (Dadr(u,xi))
for some ki ≥ 0 and zin ∈ TΣ∪A for n = 1, . . . , ki.
Proof. By induction on the length k of the reduction sequence (D). 
3 IO One-Pass Reductions
We show that for any right-linear knlv rwo TRS+ R and recognizable tree language L, IOSF (L) is
recognizable. For knlv rwo TRS+s the second-order IO one-pass inclusion problem and the second-
order IO one-pass reachability problem are decidable. Furthermore, for right-linear knlv rwo TRS+s
the second-order IO one-pass joinability problem is decidable. For left-linear TRS+s, the second-order
IO one-pass common ancestor problem is decidable.
The following example shows that for any left-linear knlv rwo TRS+ R and recognizable tree
language L, IOSF (L) is not necessarily recognizable.
Example 3.1 Let Σ = Σ0 ∪ Σ1 ∪ Σ2, where Σ0 = {# }, Σ1 = { f }, and Σ2 = { g }. Consider the
left-linear knlv rwo TRS
R = { f(x1)→ g(x1, x1) }
over Σ. Note that R is a wa TRS as well. Let f0(#) = #, and fn+1(#) = f(fn(#)) for every
n ≥ 0. Then let L = { fn(#) | n ≥ 0 }. When applying the term rewriting rule f(x1) → g(x1, x1)
along an IO reduction of a tree s ∈ L, R duplicates a proper subtree t of s. Hence for any tree
t ∈ IOSF (fn(#)) and position α ∈ POS(t) with lab(t, α) = #, the length of α is n, that is, in t
the branches from root to leaf are of length n. If IOSF (L) were recognizable, then the branches of
the resulting forks could be pumped as in the proof of the pumping lemma for string languages or
tree languages. This yields trees in IOSF (L) where the branches from root to leaf are of different
length. This contradicts our observation on the elements of the set IOSF (L). Hence IOSF (L) is
not a recognizable tree language. One can show similarly, that OISF (L) is not recognizable either.
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In the light of Example 3.1, for a recognizable tree language L, we study the set IOSF (L) for
right-linear knlv rwo TRS+s.
Theorem 3.2 For any right-linear knlv rwo TRS+ R and recognizable tree language L over a ranked
alphabet Σ, we can construct a gbta C such that L(C) = IOSF (L).
We now outline the proof of the theorem. Let R be a right-linear knlv rwo TRS+ over a ranked alpha-
bet Σ, L be a recognizable tree language over Σ, and let the connected total dbta A = (Σ, A,RA, Af )
be such that L(A) = L. We construct a gbta C over Σ, and illustrate it by examples. Then we show
Lemmas 3.6, 3.8, 3.9, and 3.10, which describe the connections between the IO one-pass reduction
sequences of R, the dbta A, and the gbta C. Finally we show Lemma 3.11 and Lemma 3.12, which
imply L(C) = IOSF (L).
An input t of C is an output of an IO one-pass reduction sequence of R starting from some p ∈ L,
and C processes t mimicking A on all trees p such that p⇒R,IO t. At each node of t, C has a choice
• to consider this node as a node of the input term p as well, and to mimic A on it, or
• to attempt to recognize the right-hand side r of a term rewriting rule l → r, and in case of
success to simultaneously mimic A on all left-hand sides l such that l→ r ∈ R.
In this way, C mimics A on all input trees p with p⇒R,IO t resulting in the set of the states pA. Thus
the states of C are the state sets in P+(A) rather than the states of A, and when C reduces t to a
state, C collects together the states pA in its state. That is, gbta C computes for any tree t ∈ TΣ, the
state set { pA | p⇒R,IO t }. We explain the computation of C in the following intuitive way. Along an
IO one-pass reduction sequence, several input subtrees p may be reduced by R to the same output
tree t. In this way, along an IO one-pass reduction sequence an instance of a non-linear left-hand
side may appear as a result of rewriting different input subtrees to the same tree. That is, a subtree
u[p1, . . . , pk] of the input tree is not an instance of any left-hand side in lhs(R), however, rewriting pi
into qi for i = 1, . . . , k, R rewrites u[p1, . . . , pk] into u[q1, . . . , qk] = l[t1, . . . , tn], which is an instance
of some left-hand side l ∈ lhs(R). We illustrate this phenomenon by the following example.
Example 3.3 Let Σ = Σ0 ∪ Σ2, where Σ0 = {#, $ }, Σ2 = { f }. Consider the TRS
R = { f(x1, x1)→ $ }.
Then the tree f(f($, $), $) is not an instance of any left-hand side in lhs(R). However, we have
f(f($, $), $)→R,IO f($, $), and f($, $) is an instance of the left-hand side f(x1, x1) ∈ lhs(R).
When gbta C recognizes a right-hand side r ∈ rhs(R) with r ∈ COΣ(Xm) andm ≥ 0, C simultaneously
mimic A on all left-hand sides l such that l→ r ∈ R in the following way. Assume that R substitutes
in r the output subtree ti for the non-linear variable xi of l for some i ∈ { 1, . . . ,m } and along its
computation C arrives in state { pA | p⇒R,IO ti } at xi. Then C substitutes the elements of { pA |
p⇒R,IO ti } for all occurrences of the non-linear variable xi in all left-hand sides l with l→ r ∈ R. In
this way, each non-linear variable xi in any left-hand side l with l→ r ∈ R gets substituted, because
xi also appears in the right-hand side r, as R is knlv. Our assumption that R is rwo ensures that
when C recognizes a right-hand side r ∈ rhs(R), it does not ignore another overlapping right-hand
side. Thus C can compute the set { pA | p⇒R,IO t } for each input tree t.
For any knlv rwo TRS+ R and connected total dbta A = (Σ, A,RA, Af ), we now introduce
the gbta C(R,A), denoted simply by C when R and A are understood from the context. Let C =
(Σ, P+(A), RC , Cf ), where Cf = {W |W ∈ P+(A) and W ∩Af 6= ∅ } and RC consists of the following
term rewriting rules of two types:
Type 1. For all f ∈ Σm with m ≥ 0, all W1, . . . ,Wm,W ∈ P+(A) such that
W = { a ∈ A | f(a1, . . . , am)→ a ∈ RA and a1 ∈W1, . . . , am ∈Wm }
let RC contain the term rewriting rule f(W1, . . . ,Wm)→W .
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Type 2. For every right-hand side r ∈ rhs(R) with assuming that r ∈ TΣ(Xm), var(r) = Xm for
some m ≥ 0, and for all W1, . . . ,Wm ∈ P+(A), let RC contain the term rewriting rule
r[W1, . . . ,Wm]→W, (5)
where W consists of all states a ∈ A such that
(1) r[a1, . . . , am]→∗A a for some a1 ∈W1, ..., am ∈Wm, or
(2) there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
∗ l = l′[xi1 , . . . , xik ] for some l′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } = var(l) and
∗ l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, if xij ∈ var(r)
then aj ∈Wij , otherwise aj ∈ A.
Then we say that the right-hand side r ∈ rhs(R) yields the term rewriting rule r[W1, . . . ,Wm]→
W .
Note that if r is a variable, that is r = xi for some i ≥ 1, then the type 2 term rewriting rule
r[W1, . . . ,Wm] → W ∈ RC is of the form Wi → W . By the definition of type 2 term rewriting
rules, for each V ∈ P+(A), there is a unique term rewriting rule V →W in RC with left-hand side V .
Furthermore, for each term rewriting rule V →W ∈ RC , we have V ⊆W . Hence for each V ∈ P+(A),
there is a unique set Z ∈ P+(A) such that V →∗C Z and Z → Z ∈ RC . We call Z the C closure of V
and denote Z by ClC(V ).
We now continue our intuitive explanation. Assume that C recognizes a right-hand side r ∈ rhs(R).
Then C computes a state W ∈ P+(A) on r. To compute W , C mimics A on all left-hand sides l with
l → r ∈ R in the following way. If a variable xi does not appear in the right-hand side r, then we
substitute an arbitrary state a ∈ A of A for xi. On the other hand, to each variable xi of the right-
hand side r, we assign a state Wi, where C arrives to the occurrence of xi in r in state Wi. Then for
each left-hand side l with l→ r ∈ R, for each variable xi of l, for each ocurrence of xi we substitute an
arbitrary state ai ∈Wi of A. If xi is a non-linear variable of l, then it also appears in the right-hand
side r because R is a knlv TRS. In this way, the value of xi becomes a state ai ∈ Wi rather than an
arbitrary state a ∈ A. Note that when gbta C recognizes the right-hand side r ∈ rhs(R) of a term
rewriting rule l → r and mimic A on the left-hand side l, C may substitute different states of Wi for
the occurrences of a non-linear variable xi in l. This is because R may have reduced different input
subtrees – evaluated byA to different states inWi – to the same tree before applying the term rewriting
rule l→ r ∈ R, and the right-hand side r – appearing in the resulting output tree – is then evaluated
by C. To ensure this in Condition (2) we introduce the linear tree l′ ∈ COΣ(Xk), k ≥ 0, such that l is
an instance of l′, i.e., l = l′[xi1 , . . . , xik ]. Here k is equal to the number of occurrences of variables in l,
and the variables xi1 , . . . , xik are not necessarily different, and var(l) = {xi1 , . . . , xik } = Xh for some
h ≥ 0. In this way, we describe the possible scenario that there are p1, . . . , pk ∈ TΣ, q1, . . . , qk ∈ TΣ,
and s1, . . . , sh ∈ TΣ such that R reduces an input subtree l′[p1, . . . , pk] to l′[q1, . . . , qk], where qj = sij
for j = 1, . . . , k, and hence l′[q1, . . . , qk] = l′[si1 , . . . , sik ] = l[s1, . . . , sh]. Then we put l
′[a1, . . . , ak]A
in W where for every j = 1, . . . , k, if xij ∈ var(r) then aj ∈ Wij , otherwise aj ∈ A. In this fashion
we achieved that non-linear variables may appear in the left-hand sides of the term rewriting rules of
R. Since R is an rwo TRS, if C recognizes a right-hand side r ∈ rhs(R), then during recognizing r, C
did not pass by a right-hand side r′ ∈ rhs(R), and hence C did not miss out the computation of A on
a left-hand side l′ with l′ → r′ ∈ R. In this way, on its input subtree t, C mimics A simultaneously
on all input subtrees p of A with p⇒R,IO t resulting in the set of the states pA. When C reduces t to
a state W ∈ P+(A), C collects together all the states pA in W .
Our assumption that R is not necessarily left-linear requires that R is a knlv rwso TRS, and makes
the construction of C sophisticated and the proof of the theorem original and hard. We now present
two examples for the construction of the gbta C.
Example 3.4 Let Σ = Σ0 ∪ Σ2, where Σ0 = {#, $ } and Σ2 = { f }. Let
L = { t ∈ TΣ | # appears an even number times in t }.
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Consider the dbta A = (Σ, { 0, 1 }, RA, { 0 }), where RA consists of the following term rewriting rules:
#→ 1, $→ 0,
f(0, 0)→ 0, f(0, 1)→ 1, f(1, 0)→ 1, f(1, 1)→ 0.
Then for every t ∈ TΣ, tA = 0 if and only if # appears an even number times in t. Hence L = L(A).
Consider the knlv rwo TRS+
R = { f(x1, x2)→ #, f(f(x1, x1), x3)→ f(f(x1, x1), x2) }
over Σ. Then C = (Σ, P+({ 0, 1 }), RC , { { 0 }, { 0, 1 } }), where RC consists of the following term
rewriting rules of two types.
Type 1 term rewriting rules:
#→ { 1 }, $→ { 0 },
f({ 0 }, { 0 })→ { 0 }, f({ 0 }, { 1 })→ { 1 }, f({ 0 }, { 0, 1 })→ { 0, 1 },
f({ 1 }, { 0 })→ { 1 }, f({ 1 }, { 1 })→ { 0 }, f({ 1 }, { 0, 1 })→ { 0, 1 },
f({ 0, 1 }, { 0 })→ { 0, 1 }, f({ 0, 1 }, { 1 })→ { 0, 1 }, f({ 0, 1 }, { 0, 1 })→ { 0, 1 }.
Type 2 term rewriting rules:
#→ { 0, 1 },
f(f({ 0 }, { 0 }), { 0 })→ { 0, 1 }, f(f({ 0 }, { 0 }), { 1 })→ { 0, 1 },
f(f({ 0 }, { 0 }), { 0, 1 })→ { 0, 1 },
f(f({ 1 }, { 1 }), { 0 })→ { 0, 1 }, f(f({ 1 }, { 1 }), { 1 })→ { 0, 1 },
f(f({ 1 }, { 1 }), { 0, 1 })→ { 0, 1 },
f(f({ 0, 1 }, { 0, 1 }), { 0 })→ { 0, 1 }, f(f({ 0, 1 }, { 0, 1 }), { 1 })→ { 0, 1 },
f(f({ 0, 1 }, { 0, 1 }), { 0, 1 })→ { 0, 1 }.
Example 3.5 Let Σ, L and A be the same as in Example 3.4. Consider the right-linear knlv rwo
TRS+
R = { f(f(x1, x1), x2)→ f(f(x1, x2), $) , f(f(x1, x2), f(x1, x2))→ f(f(x1, x2), $) }
over Σ. We have the IO one-pass reductions:
f(f(#,#),#)→R,IO f(f(#,#), $)
f(f(#,#), f(#,#))→R,IO f(f(#,#), $)
Observe that R reduces two different trees, f(f(#,#),#) and f(f(#,#), f(#,#)) to the same tree,
f(f(#,#), $). Hence along the IO reduction
f(f(f(#,#),#), f(f(#,#), f(#,#)))→R,IO f(f(f(#,#), $), f(f(#,#), f(#,#)))→R,IO
f(f(f(#,#), $), f(f(#,#), $))
R reduces two different input subtrees, f(f(#,#),#) and f(f(#,#), f(#,#)) to the same tree,
f(f(#,#), $).
Then C = (Σ, P+({ 0, 1 }), RC , { { 0 }, { 0, 1 } }), where RC consists of the following term rewriting
rules of two types.
Type 1 term rewriting rules:
#→ { 1 }, $→ { 0 },
f({ 0 }, { 0 })→ { 0 }, f({ 0 }, { 1 })→ { 1 }, f({ 0 }, { 0, 1 })→ { 0, 1 },
f({ 1 }, { 0 })→ { 1 }, f({ 1 }, { 1 })→ { 0 }, f({ 1 }, { 0, 1 })→ { 0, 1 },
f({ 0, 1 }, { 0 })→ { 0, 1 }, f({ 0, 1 }, { 1 })→ { 0, 1 }, f({ 0, 1 }, { 0, 1 })→ { 0, 1 }.
Type 2 term rewriting rules:
The term rewriting rule f(f(x1, x1), x2)→ f(f(x1, x2), $) of R produces the term rewriting rules
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f(f({ 0 }, { 0 }), $)→ { 0 }, f(f({ 0 }, { 1 }), $)→ { 1 }, f(f({ 0 }, { 0, 1 }), $)→ { 0, 1 },
f(f({ 1 }, { 0 }), $)→ { 0 }, f(f({ 1 }, { 1 }), $)→ { 1 }, f(f({ 1 }, { 0, 1 }), $)→ { 0, 1 },
f(f({ 0, 1 }, { 0 }), $)→ { 0 }, f(f({ 0, 1 }, { 1 }), $)→ { 1 }, f(f({ 0, 1 }, { 0, 1 }), $)→ { 0, 1 }
of C.
The term rewriting rule f(f(x1, x2), f(x1, x2))→ f(f(x1, x2), $) produces the term rewriting rules
f(f({ 0 }, { 0 }), $)→ { 0 }, f(f({ 0 }, { 1 }), $)→ { 0 }, f(f({ 0 }, { 0, 1 }), $)→ { 0 },
f(f({ 1 }, { 0 }), $)→ { 0 }, f(f({ 1 }, { 1 }), $)→ { 0 }, f(f({ 1 }, { 0, 1 }), $)→ { 0 },
f(f({ 0, 1 }, { 0 }), $)→ { 0 }, f(f({ 0, 1 }, { 1 }), $)→ { 0 }, f(f({ 0, 1 }, { 0, 1 }), $)→ { 0 }
of C.
Lemma 3.6 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ and A = (Σ, A,RA, Af )
be a connected total dbta. For every t ∈ TΣ and V ∈ P+(A), if a reduction sequence
t = s0→C s1→C · · ·→C sn = V with n ≥ 0 (6)
holds, then for every a0 ∈ V , there is p ∈ TΣ such that pA = a0 and p⇒R,IO t.
Proof. We proceed by induction on the number ν of applications of type 2 term rewriting rules along
the reduction sequence (6).
Base of induction: ν = 0. By the definition of type 1 term rewriting rules of RC , by induction on
n we can show that V = { tA }. Let p = t. Obviously, pA = tA and p⇒R,IO t.
Induction step: Let ν ≥ 0, and assume that for all integers less than or equal to ν, the statement
holds. We now show that the statement holds for ν + 1 as well. Let a0 ∈ V be arbitrary. Let
0 ≤ j ≤ n− 1 be such that
• in the j+1th step sj→C sj+1 of (6), C applies a type 2 term rewriting rule r[W1, . . . ,Wm]→W ∈
RC , yielded by some right-hand side r ∈ rhs(R), where r ∈ COΣ(Xm), m ≥ 0, W1, . . . ,Wm,W ∈
P+(A), and
• along the last n − j − 1 steps sj+1→C sj+2→C · · ·→C sn of (6), C applies only term rewriting
rules of type 1.
For each i = 1, . . . ,m, let αi ∈ POS(r) be such that lab(r, αi) = xi. Then by Statement 2.8, there
exist u ∈ COΣ(X`+1) and t1, . . . , tm, v1, . . . , v` ∈ TΣ with m, ` ≥ 0 such that
(a) t = u[r[t1, . . . , tm], v1, . . . , v`],
(b) sj = u[r[W1, . . . ,Wm], V1, . . . , V`] for some W1, . . . ,Wm ∈ P+(A), V1, . . . , V` ∈ P+(A),
(c) for each i = 1, . . . ,m, the restriction of (6) to adr(u, x1)αi is of the form
ti = zi0→C zi1→C · · ·→C ziki = Wi
for some ki ≥ 0 and zi1, . . . , ziki ∈ TΣ∪P+(A),
(d) for each i = 1, . . . , `, the restriction of (6) to adr(u, xi+1) is of the form
vi = wi0→C wi1→C · · ·→C wiϑi = Vi
for some ϑi ≥ 0 and wi1, . . . , wiϑi ∈ TΣ∪P+(A), and
(e) sj+1 = u[W,V1, . . . , V`].
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By the definition of type 1 term rewriting rules of RC , by induction on n− j−1, we can show that
V = { a′ | u[a, c1, . . . , c`] ∗→A a
′ for some a ∈W, c1 ∈ V1, . . . , c` ∈ V` }.
Hence
u[a, c1, . . . , c`]→∗A a0 for some a ∈W and c1 ∈ V1, . . . , c` ∈ V`.
Recall that r ∈ rhs(R), with assuming that r ∈ COΣ(Xm) for some m ≥ 0, yields the type 2 term
rewriting rule r[W1, . . . ,Wm]→ W ∈ RC . By the definition of type 2 term rewriting rules of RC , W
consists of all states a ∈ A such that Condition (1) or Condition (2) holds.
First, assume that Condition (1) in the definition of type 2 term rewriting rules holds for a. That
is to say, r[a1, . . . , am]→∗A a for some a1 ∈W1, ..., am ∈Wm. Then by the induction hypothesis,
for every i = 1, . . . ,m, there is pi ∈ TΣ such that pAi = ai and pi⇒R,IO ti.
Again by the induction hypothesis,
for every j = 1, . . . , `, there is qj ∈ TΣ such that qAj = cj and qj⇒R,IO vj .
Then let p = u[r[p1, . . . , pm], q1, . . . , q`]. Therefore
• p = u[r[p1, . . . , pm], q1, . . . , q`]→∗A u[r[a1, . . . , am], c1, . . . , c`]→∗A u[a, c1, . . . , c`]→∗A a0, and
• there is an IO one-pass reduction sequence
p = u[r[p1, . . . , pm], q1, . . . , q`] = z0→R z1→R · · ·→R u[r[t1, . . . , tm], v1, . . . , v`] = t.
Second, assume that Condition (2) in the definition of type 2 term rewriting rules holds for a.
That is, there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
• l = l′[xi1 , . . . , xik ] for some l′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } = var(l) and
• l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, if xij ∈ var(r) then
aj ∈Wij , otherwise aj ∈ A.
For every j = 1, . . . , k, we distinguish two cases.
Case 1: xij ∈ var(r). Then aj ∈ Wij . Hence by the induction hypothesis, there is pj ∈ TΣ such
that pAj = aj and pj⇒R,IO tij .
Case 2: xij 6∈ var(r). Then let pj ∈ TΣ be arbitrary.
Since R is knlv, if xij is a non-linear variable of l, then xij ∈ var(r). Accordingly
l′[p1, . . . , pk] ⇒
R,IO
l′[ti1 , . . . , tik ] = l[t1, . . . , th].
Again by the induction hypothesis,
for every j = 1, . . . , `, there is qj ∈ TΣ such that qAj = cj and qj⇒R,IO vj .
Then let
p = u[l′[p1, . . . , pk], q1, . . . , q`].
Therefore
• p = u[l′[p1, . . . , pk], q1, . . . , q`]→∗A u[l′[a1, . . . , ak], c1, . . . , c`]→∗A u[a, c1, . . . , c`]→∗A a0, and
• there is an IO one-pass reduction sequence
p = u[l′[p1, . . . , pk], q1, . . . , q`] = s0→
R
s1→
R
· · ·→
R
u[l′[ti1 , . . . , tik ], v1, . . . , v`] =
u[l[t1, . . . , th], v1, . . . , v`]→
R
u[r[t1, . . . , tm], v1, . . . , v`] = t.
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
Note that in the last step of the above proof we used our assumption that R is right-linear and
hence r ∈ rhs(R) is linear as well. If r is not linear, then Condition (a) does not necessarily hold,
instead of (a) we have
(a1) r = r′[xj1 , . . . , xjµ ] for some r
′ ∈ COΣ(Xµ), µ ≥ 0, and {xj1 , . . . , xjµ } = var(r), and
(a2) t = u[r′[t1, . . . , tµ], v1, . . . , v`] for some u ∈ TΣ(X`+1), ` ≥ 0, t1, . . . , tjµ ∈ TΣ and v1, . . . , v` ∈ TΣ.
It may be the case that there are χ, ξ ∈ { 1, . . . , µ } such that xjχ = xjξ however tχ 6= tξ. Hence the
last step
u[l[t1, . . . , th], v1, . . . , v`]→
R
u[r′[t1, . . . , tµ], v1, . . . , v`] = t
of the above proof does not hold.
Definition 3.7 Let R be a knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af )
be a connected total dbta. For every t ∈ TΣ, we define the state sets Q〈t, R,A〉 ∈ P+(A) and
U〈t, R,A〉 ∈ P+(A) – denoted simply as Q〈t〉 and U〈t〉, respectively, when R and A are understood
from the context – by induction on height(t).
Base of induction: height(t) = 0. Then t = f for some f ∈ Σ0. First we define Q〈t〉 ∈ P+(A) and
then U〈t〉 ∈ P+(A). We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then let
Q〈t〉 = { a ∈ A | f → a ∈ RA}.
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then t = r. Let Q〈t〉 consist of all states
a ∈ A such that
(1) f → a ∈ RA or
(2) there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
– l = l′[xi1 , . . . , xik ] for some l
′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } = var(l), and
– l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, aj ∈ A.
In both cases, let U〈t〉 = ClC(Q〈t〉).
Induction step: Let height(t) ≥ 1, and assume that for all trees s ∈ TΣ with height(s) < height(t)
we defined U〈s〉. First we define Q〈t〉 ∈ P+(A) and then U〈t〉 ∈ P+(A). We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then t = f(t1, . . . , tm) for some
f ∈ Σm, m ≥ 1, and t1, . . . , tm ∈ TΣ. Then let
Q〈t〉 = { a ∈ A | f(a1, . . . , am)→ a ∈ RA and a1 ∈ U〈t1〉, ..., am ∈ U〈tm }.
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then r ∈ COΣ(Xm) for some m ≥ 0,
and t = r[t1, . . . , tm] for some t1, . . . , tm ∈ TΣ. Then let Q〈t〉 consist of all states a ∈ A such that
(1) r[a1, . . . , am]→∗A a for some a1 ∈W1, ..., am ∈Wm, or
(2) there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
– var(l) = Xh and l = l
′[xi1 , . . . , xik ] for some l
′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } =
var(l) and
– l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, if xij ∈ var(r) then
aj ∈ U〈sij 〉, otherwise aj ∈ A.
In both cases, let U〈t〉 = ClC(Q〈t〉).
Lemma 3.8 Let R be a knlv rwo TRS+ over a ranked alphabet Σ and A = (Σ, A,RA, Af ) be a
connected total dbta. For every t ∈ TΣ, t→∗C U〈t〉.
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Proof. We proceed by induction on height(t).
Base of induction: height(t) = 0. Then t = f for some f ∈ Σ0. We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then by the definition of type 1
term rewriting rules of RC , f → Q〈t〉 is a type 1 term rewriting rule of RC . Accordingly t→C Q〈t〉.
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then t = r and by the definition of type
2 term rewriting rules of RC , r → Q〈t〉 is a type 2 term rewriting rule of RC . Consequently, t→C Q〈t〉.
In both cases, since U〈t〉 = ClC(Q〈t〉), we have Q〈t〉→∗C U〈t〉. Thus, t→C Q〈t〉→∗C U〈t〉.
Induction step: Let height(t) ≥ 1, and assume that for all trees s ∈ TΣ with height(s) < height(t)
we showed that s→∗C U〈s〉. We now show that t→∗C U〈t〉. We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then t = f(t1, . . . , tm) for some
f ∈ Σm and m ≥ 1. By the induction hypothesis, for each i = 1, . . . ,m, ti→∗C U〈ti〉. By the definition
of type 1 term rewriting rules of RC , f(U〈t1〉, . . . , U〈tm〉) → Q〈t〉 is a type 1 term rewriting rule of
RC . Accordingly
t = f(t1, . . . , tm)
∗→
C
f(U〈t1〉, . . . , U〈tm〉)→C Q〈t〉.
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then r ∈ TΣ(Xm), var(r) = Xm for
some m ≥ 0 and t = r[t1, . . . , tm] for some t1, . . . , tm ∈ TΣ. By the induction hypothesis, for each
i = 1, . . . ,m, ti→∗C U〈ti〉. By the definition of type 2 term rewriting rules of RC , r[U〈t1〉, . . . , U〈tm〉]→
Q〈t〉 is a type 2 term rewriting rule of RC . Accordingly
t = r[t1, . . . , tm]
∗→
C
r[U〈t1〉, . . . , U〈tm〉]→C Q〈t〉.
In both cases, as U〈t〉 = ClC(Q〈t〉), we have Q〈t〉→∗C U〈t〉. Therefore,
t
∗→
C
Q〈t〉 ∗→
C
U〈t〉.

Lemma 3.9 Let R be a knlv rwo TRS+ over a ranked alphabet Σ and A = (Σ, A,RA, Af ) be a
connected total dbta. For every p, t ∈ TΣ, if an IO one-pass reduction sequence
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn,ln→rn
sn = t with n ≥ 0 (7)
holds with R, then pA ∈ U〈t〉.
Proof. We proceed by induction on the length n of (7).
Base of induction: n = 0. Then p = t. By the definition of U〈t〉, pA ∈ U〈t〉 holds.
Induction step: Let n ≥ 0, and assume that for all integers less than or equal to n, the statement
holds. We now show that the statement holds for n+ 1 as well. Let
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn+1,ln+1→rn+1
sn+1 = t with n ≥ 0
be an arbitrary IO one-pass reduction sequence. Then
• ln+1 → rn+1 is a term rewriting rule in R for some ln+1 ∈ TΣ(Xh), h ≥ 0, such that
– ln+1 = l
′[xi1 , . . . , xik ] for some l
′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } = var(ln+1) and
– rn+1 ∈ rhs(R) and rn+1 ∈ TΣ(Xm), var(rn+1) = Xm for some m ≥ 0,
• sn = u[ln+1[t1, . . . , th]] = l′[ti1 , . . . , tik ] for some t1, . . . , th ∈ TΣ,
• t = u[rn+1[t1, . . . , th]],
• p = u[l′[p1, . . . , pk]], and
• for every j = 1, . . . , k, pij⇒R,IO,nj tij with nj ≤ n.
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Recall that, by the induction hypothesis, for every j = 1, . . . , k, if xij ∈ var(rn+1) = Xm, then
pAij ∈ U〈tij 〉. By the definition of Q〈rn+1[t1, . . . , th]〉,
l′[p1, . . . , pk]A ∈ Q〈rn+1[t1, . . . , th]〉.
Hence l′[p1, . . . , pk]A ∈ U〈rn+1[t1, . . . , th]〉. By the definition of type 1 term rewriting rules of RC , by
induction on height(u), we can show that u[l′[p1, . . . , pk]A]A ∈ Q〈t〉 and u[l′[p1, . . . , pk]A]A ∈ U〈t〉.
Hence pA = u[l′[p1, . . . , pk]A]A ∈ U〈t〉.

Lemmas 3.6, 3.8, and 3.9 imply the following result.
Lemma 3.10 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ and A = (Σ, A,RA, Af )
be a connected total dbta. For any t ∈ TΣ, t→∗C U〈t〉 and { pA | p ∈ TΣ, p⇒R,IO t } = U〈t〉.
Lemma 3.11 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af )
be a connected total dbta. Then IOSF (L(A)) ⊆ L(C).
Proof. Let t ∈ IOSF (L(A)). Then there is p ∈ L(A) such that p⇒R,IO t, thus pA ∈ Af . By Lemma
3.10, t→∗C U〈t〉 and { pA | p ∈ TΣ, p⇒R,IO t } = U〈t〉. Hence U〈t〉 is a final state of C. Consequently,
t ∈ L(C). 
Lemma 3.12 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ and A = (Σ, A,RA, Af )
be a connected total dbta. Then L(C) ⊆ IOSF (L(A)).
Proof. Let t ∈ L(C), then there is V ∈ Cf such that t→∗C V . By the definition of Cf , we have
V ∩ Af 6= ∅. Let a ∈ V ∩ Af , then by Lemma 3.6 there is p ∈ TΣ such that pA = a and p⇒R,IO t.
Therefore, p ∈ L(A) and t ∈ IOSF (L(A)). 
Finally, we can prove Theorem 3.2.
Proof of Theorem 3.2. Lemma 3.11 and Lemma 3.12 imply the theorem. 
For all total dbtas A and B we can construct a dbta C such that L(C) = L(A) ∩ L(B), and for every
total dbta A, we can decide whether L(A) = ∅. Thus, as a corollary to Theorem 3.2, we get that for
right-linear knlv rwo TRS+s the second-order IO one-pass joinability problem is decidable.
Corollary 3.13 For any right-linear knlv rwo TRS+ R and recognizable tree languages L and M
over a ranked alphabet Σ,
• we can construct a total dbta A such that L(A) = IOSF (L) ∩ IOSF (M), and
• it is decidable whether IOSF (L) ∩ IOSF (M) 6= ∅.
By Example 3.1, we observe that for a recognizable tree language L the set IOSF (L) in general
is not a recognizable tree language. However, when deciding whether IOSF (L) ⊆ M for any recog-
nizable tree language M , this does not cause a problem. This is because the inclusion IOSF (L) ⊆M
does not imply that all elements of M should be in IOSF (L). Therefore we do not have to decide
whether t ∈ IOSF (L) for every tree t ∈M .
We now show that for knlv rwo TRS+s the second-order IO one-pass inclusion problem and the
second-order IO one-pass reachability problem are decidable.
Theorem 3.14 For any right-linear knlv rwo TRS+ R and recognizable tree languages L and M over
a ranked alphabet Σ, it is decidable whether IOSF (L) ⊆M and whether IOSF (L) ∩M 6= ∅.
We now outline the proof of the theorem. Let R be a knlv rwo TRS+ over a ranked alphabet Σ, L and
M be recognizable tree languages over Σ, and let the connected total dbtas A = (Σ, A,RA, Af ) and
B = (Σ, B,RB, Bf ) be such that L(A) = L and L(B) = M . We construct the gbta D by extending
the construction of the gbta C appearing in the proof of Theorem 3.2; we add a second component
to the state of C, in which D mimics B on the output tree. Dropping the second components of the
states of D we get back the gbta C of Theorem 3.2. We illustrate the gbta D by an example. Then
19
we show Lemmas 3.16, 3.17, 3.18, and 3.19, which describe the connections between the IO one-pass
reduction sequences of R, the dbtas A, B, and the gbta D. Finally we show Lemma 3.20 and Lemma
3.21, which imply the decidability results of the theorem.
Intuitively, along an IO one-pass reduction sequence, several input subtrees p may be reduced by
R to the same output tree t. Then an instance of a non-linear left-hand side may appear as a result
of rewriting different input subtrees to the same tree. To solve the above problem, we construct a
gbta D processing the IO one-pass sentential forms t, it simulates both A on all input trees p such
that p⇒R,IO t and B on the sentential form t.
For any knlv rwo TRS+ R and connected total dbtas A = (Σ, A,RA, Af ) and B = (Σ, B,RB, Bf ),
we now introduce the gbta D(R,A,B), denoted simply by D when R, A, and B are understood from
the context. Let D = (Σ, P+(A)×B,RD, ∅), where RD consists of the following term rewriting rules
of two types.
Type 1. For all f ∈ Σm with m ≥ 0, all W1, . . . ,Wm,W ∈ P+(A) and b1, . . . , bm, b ∈ B such that
W = { a ∈ A | f(a1, . . . , am)→ a ∈ RA and a1 ∈W1, . . . , am ∈Wm }
and
f(b1, . . . , bm)→ b ∈ RB,
let RD contain the term rewriting rule f((W1, b1), . . . , (Wm, bm))→ (W, b).
Type 2. For every right-hand side r ∈ rhs(R) with assuming that r ∈ TΣ(Xm), var(r) = Xm for
some m ≥ 0, and for all W1, . . . ,Wm ∈ P+(A), b1, . . . , bm, b ∈ B, let RD contain the term
rewriting rule
r[(W1, b1), . . . , (Wm, bm)]→ (W, b), (8)
where r[b1, . . . , bm]→∗B b, and W consists of all states a ∈ A such that
(1) r[a1, . . . , am]→∗A a for some a1 ∈W1, ..., am ∈Wm, or
(2) there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
∗ l = l′[xi1 , . . . , xik ] for some l′ ∈ COΣ(Xk), k ≥ 0, and {xi1 , . . . , xik } = var(l) and
∗ l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, if xij ∈ var(r)
then aj ∈Wij , otherwise aj ∈ A.
Then we say that the right-hand side r ∈ rhs(R) yields the term rewriting rule
r[(W1, b1), . . . , (Wm, bm)]→ (W, b).
Note that if r is a variable, that is r = xi for some i ≥ 1, then the type 2 term rewriting rule
r[(W1, b1), . . . , (Wm, bm)]→ (W, b)
is of the form (Wi, bi) → (W, b). By the definition of type 2 term rewriting rules, for each (V, b) ∈
P+(A) × B, there is a unique term rewriting rule (V, b) → (W, b) in RD with left-hand side (V, b).
Furthermore, for each term rewriting rule (V, b) → (W, b) ∈ RD, we have V ⊆ W . Hence for
each (V, b) ∈ P+(A) × B, there is a unique state (Z, b) ∈ P+(A) × B such that (V, b)→∗D(Z, b) and
(Z, b)→ (Z, b) ∈ RD. We call (Z, b) the D closure of (V, b) and denote (Z, b) by ClD(V, b).
Example 3.15 Let the ranked alphabet Σ, the recognizable tree language L, and the dbta A be the
same as in Example 3.4, and let M = L and B = A. Consider the knlv rwo TRS+
R = { f(x1, x2)→ #, f(f(x1, x1), x2)→ f(x1, $) }
over Σ. Then D = (Σ, P+({ 0, 1 })×{ 0, 1 }, RD, ∅), where RD consists of the following term rewriting
rules:
Type 1 term rewriting rules:
#→ ({ 1 }, 1), $→ ({ 0 }, 0),
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f(({ 0 }, 0), ({ 0 }, 0))→ ({ 0 }, 0), f(({ 0 }, 0), ({ 0 }, 1))→ ({ 0 }, 1),
f(({ 0 }, 1), ({ 0 }, 0))→ ({ 0 }, 1), f(({ 0 }, 1), ({ 0 }, 1))→ ({ 0 }, 0),
f(({ 0 }, 0), ({ 1 }, 0))→ ({ 1 }, 0), f(({ 0 }, 0), ({ 1 }, 1))→ ({ 1 }, 1),
f(({ 0 }, 1), ({ 1 }, 0))→ ({ 1 }, 1), f(({ 0 }, 1), ({ 1 }, 1))→ ({ 1 }, 0),
f(({ 0 }, 0), ({ 0, 1 }, 0))→ ({ 0, 1 }, 0), f(({ 0 }, 0), ({ 0, 1 }, 1))→ ({ 0, 1 }, 1),
f(({ 0 }, 1), ({ 0, 1 }, 0))→ ({ 0, 1 }, 1), f(({ 0 }, 1), ({ 0, 1 }, 1))→ ({ 0, 1 }, 0),
· · ·
f(({ 0, 1 }, 0), ({ 0, 1 }, 0))→ ({ 0, 1 }, 0), f(({ 0, 1 }, 0), ({ 0, 1 }, 1))→ ({ 0, 1 }, 1),
f(({ 0, 1 }, 1), ({ 0, 1 }, 0))→ ({ 0, 1 }, 1), f(({ 0, 1 }, 1), ({ 0, 1 }, 1))→ ({ 0, 1 }, 0),
Type 2 term rewriting rules:
#→ ({ 1 }, 1), f({ 0 }, 0), $)→ ({ 0, 1 }, 0), f({ 0 }, 1), $)→ ({ 0, 1 }, 0),
f({ 1 }, 0), $)→ ({ 0, 1 }, 0), f({ 1 }, 1), $)→ ({ 0, 1 }, 0),
f({ 0, 1 }, 0), $)→ ({ 0, 1 }, 0), f({ 0, 1 }, 1), $)→ ({ 0, 1 }, 0).
Lemma 3.16 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af )
and B = (Σ, B,RB, Bf ) be connected total dbtas. For every t ∈ TΣ, V ∈ P+(A), and b0 ∈ B, if a
reduction sequence
t = s0→D s1→D · · ·→D sn = (V, b0) with n ≥ 0 (9)
holds, then tB = b0 and for every a0 ∈ V , there is p ∈ TΣ such that pA = a0 and p⇒R,IO t.
Proof. We proceed by induction on the number ν of applications of type 2 term rewriting rules along
the reduction sequence (9).
Base of induction: ν = 0. By the definition of type 1 term rewriting rules of RD, by induction on
n we can show that V = { tA } and tB = b0. Let p = t. Obviously, pA = tA and p⇒R,IO t.
Induction step: Let ν ≥ 0, and assume that for all integers less than or equal to ν, the statement
holds. We now show that the statement holds for ν + 1 as well. Let 0 ≤ j ≤ n− 1 be such that
• in the j + 1th step sj→R sj+1 of (9), D applies a type 2 term rewriting rule
r[(W1, b1), . . . , (Wm, bm)]→ (W, b) ∈ RD
yielded by some right-hand side r ∈ rhs(R), where
– m ≥ 0 and r ∈ COΣ(Xm),
– (W1, b1), . . . , (Wm, bm), (W, b) ∈ P+(A)×B, and
• along the last n− j − 1 steps sj+1→D sj+2→D · · ·→D sn of (9), D applies only term rewriting
rules of type 1.
For each i = 1, . . . ,m, let αi ∈ POS(r) such that lab(r, αi) = xi. Then by Statement 2.8, there exist
u ∈ COΣ(X`+1) and t1, . . . , tm, v1, . . . , v` ∈ TΣ with m, ` ≥ 0 such that
• t = u[r[t1, . . . , tm], v1, . . . , v`]
• sj = u[r[(W1, b1) . . . , (Wm, bm)], (V1, d1), . . . , (V`, d`)],
• for each i = 1, . . . ,m, the restriction of (9) to adr(u, x1)αi is of the form
ti = zi0→D zi1→D · · ·→D ziki = (Wi, bi)
for some ki ≥ 0 and ziη ∈ TΣ∪(P+(A)×B) for η = 1, . . . , ki.
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• for each i = 1, . . . , `, the restriction of (9) to adr(u, xi+1) is of the form
vi = wi0→D wi1→D · · ·→D wiϑi = (Vi, di)
for some ϑi ≥ 0 and wiη ∈ TΣ∪(P+(A)×B) for η = 1, . . . , ϑi.
• sj+1 = u[(W, b), (V1, d1), . . . , (V`, d`)].
By the definition of type 1 term rewriting rules of RD, by induction on n− j − 1 we can show that
V = { a′ | u[a, c1, . . . , c`] ∗→A a
′ for some a ∈W, c1 ∈ V1, . . . , c` ∈ V` }
and
u[b, d1, . . . , d`]
∗→
B
b0.
Hence
u[a, c1, . . . , c`]→∗A a0 for some a ∈W and c1 ∈ V1, . . . , c` ∈ V`.
Recall that r ∈ rhs(R) with assuming that r ∈ COΣ(Xm) for some m ≥ 0, yields the type 2 term
rewriting rule r[(W1, b1), . . . , (Wm, bm)] → (W, b) ∈ RD. By the definition of type 2 term rewriting
rules of RD,
r[b1, . . . , bm]
∗→
B
b
and W consists of all states a ∈ A such that Condition (1) or Condition (2) holds.
First assume that Condition (1) in the definition of type 2 term rewriting rules holds for a. That
is to say, r[a1, . . . , am]→∗A a for some a1 ∈W1, ..., am ∈Wm. Then by the induction hypothesis,
for every i = 1, . . . ,m, there is pi ∈ TΣ such that pAi = ai and pi⇒R,IO ti.
Again by the induction hypothesis,
for every j = 1, . . . , `, there is qj ∈ TΣ such that qAj = cj and qj⇒R,IO vj .
Then let p = u[r[p1, . . . , pm], q1, . . . , q`]. Therefore
• t = u[r[t1, . . . , tm], v1, . . . , v`]→∗B u[r[b1, . . . , bm], d1, . . . , d`]→∗A u[b, d1, . . . , d`]→∗A b0,
• p = u[r[p1, . . . , pm], q1, . . . , q`]→∗A u[r[a1, . . . , am], c1, . . . , c`]→∗A u[a, c1, . . . , c`]→∗A a0, and
• there is an IO one-pass reduction sequence
p = u[r[p1, . . . , pm], q1, . . . , q`] = z0→
R
z1→
R
· · ·→
R
u[r[t1, . . . , th], v1, . . . , v`] = t.
Second, assume that Condition (2) in the definition of type 2 term rewriting rules holds for a. That
is, there is a term rewriting rule l→ r ∈ R for some l ∈ TΣ(Xh), h ≥ 0, such that
• var(l) = Xh and l = l′[xi1 , . . . , xik ] for some l′ ∈ COΣ(Xk), k ≥ 0, and xi1 , . . . , xik ∈ Xh and
• l′[a1, . . . , ak]→∗A a for some a1, ..., ak such that for every j = 1, . . . , k, if xij ∈ var(r) then
aj ∈Wij , otherwise aj ∈ A.
For every j = 1, . . . , k, we distinguish two cases.
Case 1: xij ∈ var(r). Then aj ∈ Wij . Hence by the induction hypothesis, there is pj ∈ TΣ such
that pAj = aj and pj⇒R,IO tij .
Case 2: xij 6∈ var(r). Then let pj ∈ TΣ be arbitrary.
Since R is knlv, if xij is a non-linear variable of l, then xij ∈ var(r). Accordingly
l′[p1, . . . , pk] ⇒
R,IO
l′[ti1 , . . . , tik ] = l[t1, . . . , th].
Again by the induction hypothesis,
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for every j = 1, . . . , `, there is qj ∈ TΣ such that qAj = cj and qj⇒R,IO vj .
Then let
p = u[l′[p1, . . . , pk], q1, . . . , q`].
Therefore
• p = u[l′[p1, . . . , pk], q1, . . . , q`]→∗A u[l′[a1, . . . , ak], c1, . . . , c`]→∗A u[a, c1, . . . , c`]→∗A a0, and
• there is an IO one-pass reduction sequence
p = u[l′[p1, . . . , pk], q1, . . . , q`] = s0→
R
s1→
R
· · ·→
R
u[l′[ti1 , . . . , tik ], v1, . . . , v`] =
u[l[t1, . . . , th], v1, . . . , v`]→
R
u[r[t1, . . . , tm], v1, . . . , v`] = t.

As in the proof of Lemma 3.6, in the last step of the above proof we used our assumption that R
is right-linear and hence r ∈ rhs(R) is linear as well.
Recall that in Definition 3.7 we defined the sets Q〈t, R,A〉 ∈ P+(A) and U〈t, R,A〉 ∈ P+(A),
denoted simply as Q〈t〉 and U〈t〉 respectively when R and A are understood from the context.
Lemma 3.17 Let R be a knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) and
B = (Σ, B,RB, Bf ) be connected total dbtas. For every t ∈ TΣ, t→∗D(U〈t〉, tB).
Proof. We proceed by induction on height(t).
Base of induction: height(t) = 0. Then t = f for some f ∈ Σ0. We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then by the definition of type 1 term
rewriting rules of RD, f → (Q〈t〉, tB) is a type 1 term rewriting rule of RD. Hence t→D(U〈t〉, tB).
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then t = r and by the definition of type
2 term rewriting rules of RD, r → (Q〈t〉, rB) is a type 2 term rewriting rule of RD. Consequently,
r→D(Q〈t〉, rB).
In both cases, as U〈t〉 = ClD(Q〈t〉), we have (Q〈t〉, rB)→∗D(U〈t〉, rB). Therefore
t→
D
(Q〈t〉, rB) ∗→
D
(U〈t〉, rB).
Induction step: Let height(t) ≥ 1, and assume that for all trees s with height(s) < height(t) we
showed that s→∗D(U〈s〉, sB). We now show that t→∗D(U〈t〉, tB). We distinguish two cases.
Case 1: t is not an instance of a right-hand side r ∈ rhs(R). Then t = f(t1, . . . , tm) for some
f ∈ Σm and m ≥ 1. By the induction hypothesis, for each i = 1, . . . ,m, ti→∗D(U〈ti〉, tBi ). By the
definition of type 1 term rewriting rules of RD, f((U〈t1〉, tB1 ) . . . , (U〈tm〉, tBm))→ Q〈t〉 is a type 1 term
rewriting rule of RD. Accordingly
t = f(t1, . . . , tm)
∗→
D
f((V 〈t1〉, tB1 ), . . . , (U〈tm〉, tBm))→D (Q〈t〉, t
B).
Case 2: t is an instance of a right-hand side r ∈ rhs(R). Then r ∈ TΣ(Xm), var(r) = Xm
for some m ≥ 0 and t = r[t1, . . . , tm] for some t1, . . . , tm ∈ TΣ. By the induction hypothesis,
for each i = 1, . . . ,m, ti→∗D(U〈ti〉, tBi ). By the definition of type 2 term rewriting rules of RD,
r[(U〈t1〉, tB1 ), . . . , (U〈tm〉, tBm)]→ (Q〈t〉, r[tB1 , . . . , tBm]B) is a type 2 term rewriting rule of RD. Observe
that tB = r[tB1 , . . . , t
B
m]
B. Accordingly
t = r[t1, . . . , tm]
∗→
D
r[(U〈t1〉, tB1 ), . . . , (U〈tm〉, tBm)]→D (Q〈t〉, t
B).
In both cases, as U〈t〉 = ClD(Q〈t〉), we have (Q〈t〉, tB)→∗D(U〈t〉, tB). Therefore,
t→
D
(Q〈t〉, tB) ∗→
D
(U〈t〉, tB).

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Lemma 3.18 Let R be a knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) and
B = (Σ, B,RB, Bf ) be connected total dbtas. For every p, t ∈ TΣ, if an IO one-pass reduction sequence
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn+1,ln+1→rn+1
sn = t with n ≥ 0 (10)
holds with R, then t→∗D(U〈t〉, tB) and pA ∈ U〈t〉.
Proof. By Lemma 3.17, t→∗D(U〈t〉, tB). By Lemma 3.19, pA ∈ U〈t〉. 
Lemmas 3.16, 3.17, and 3.18 imply the following result.
Lemma 3.19 Let R be a right-linear knlv rwo TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af )
and B = (Σ, B,RB, Bf ) be connected total dbtas. For any t ∈ TΣ, t→∗D(U〈t〉, tB) and { pA | p ∈
TΣ, p⇒R,IO t } = U〈t〉.
Lemma 3.20 Let R be a right-linear knlv rwo TRS, L and M be recognizable tree languages over a
ranked alphabet Σ. The following are equivalent:
• IOSF (L) ⊆M , and
• for every (W, b) ∈ REACHD, if W ∩Af 6= ∅, then b ∈ Bf .
Proof. First, assume that IOSF (L) ⊆M . Take an arbitrary element (W, b) of REACHD such that
W ∩ Af 6= ∅, and let a0 ∈ W ∩ Af be arbitrary. Then there is t ∈ TΣ such that t→∗D(W, b). By
Lemma 3.16, tB = b and there is p ∈ TΣ such that pA = a0 and p⇒R,IO t. Consequently p ∈ L and
hence t ∈ IOSF (L). By our assumption, t ∈ M . Since tB = b, we have b ∈ Bf . Recall that (W, b)
is an arbitrary element of REACHD such that W ∩ Af 6= ∅. Thus for every (W, b) ∈ REACHD, if
W ∩Af 6= ∅, then b ∈ Bf .
Second, assume that for every (W, b) ∈ REACHD, if W ∩Af 6= ∅, then b ∈ Bf . Let t ∈ IOSF (L)
be arbitrary. Then there is p ∈ L such that p⇒R,IO t. By Lemma 3.18, there is V ∈ P+(A) such that
t→∗D(V, tB) and pA ∈ V .
Then (V, tB) ∈ REACHD. Furthermore, as p ∈ L, we have pA ∈ Af . Consequently, by our as-
sumption, tB ∈ Bf , and thus t ∈ M . Since t ∈ IOSF (L) is arbitrary, we have IOSF (L) ⊆ M .

Lemma 3.21 Let R be a right-linear knlv rwo TRS, L and M be recognizable tree languages over a
ranked alphabet Σ. IOSF (L)∩M 6= ∅ if and only if there is (W, b) ∈ REACHD such that W ∩Af 6= ∅
and b ∈ Bf .
Proof. First assume that IOSF (L) ∩M 6= ∅. Then there are p ∈ L and t ∈M such that p⇒R,IO t.
Then pA ∈ Af and tB ∈ Bf . By Lemma 3.17,
t→∗D(W, tB), where W = { qA | q ∈ TΣ and q⇒R,IO t }.
Consequently, pA ∈ W , and thus pA ∈ W ∩ Af . Therefore W ∩ Af 6= ∅. Obviously, (W, tB) ∈
REACHD, hence we are done.
Second, assume that there is (W, b) ∈ REACHD such that W ∩Af 6= ∅, and b ∈ Bf . Then there
is t ∈ TΣ such that t→∗D(W, b). Let a0 ∈ W ∩ Af be arbitrary. By Lemma 3.16, tB = b and there is
p ∈ TΣ such that pA = a0 and p⇒R,IO t. Consequently, t ∈M , p ∈ L, and t ∈ IOSF (L). Therefore,
t ∈ IOSF (L) ∩M implying that IOSF (L) ∩M 6= ∅. 
Finally, we can prove Theorem 3.14.
Proof of Theorem 3.14. Lemma 3.20 and Lemma 3.21 imply the theorem. 
For any left-linear TRS+ R over Σ and recognizable tree language L, given a connected total dbta
A over Σ recognizing L, we construct a gbta E recognizing the set { p ∈ TΣ | ∃t ∈ L. p⇒R,IO t }. On
an input tree p, E simulates the computation of A on some t where p⇒R,IO t.
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Theorem 3.22 For any left-linear TRS+ R and recognizable tree language L over a ranked alphabet
Σ, we can construct a gbta E over Σ such that L(E) = { p ∈ TΣ | ∃t ∈ L. p⇒R,IO t }.
Let R be a left-linear TRS+ over a ranked alphabet Σ, L be recognizable tree language over Σ, and
let the connected total dbta A = (Σ, A,RA, Af ) be such that L(A) = L. We now outline the proof
of the theorem. We construct a gbta E over Σ, and illustrate it by an example. Then we show a
series of lemmas, Lemmas 3.24 and 3.25 describe the connections between the IO one-pass reduction
sequences of R, the dbta A, and the gbta E . Finally we show Lemma 3.26 and Lemma 3.27, which
imply L(E) = { p ∈ TΣ | ∃t ∈ L. p⇒R,IO t }.
Without loss of generality we may assume that from now on throughout this section, for every
term rewriting rule l→ r ∈ R there are integers m,µ ≥ 0 such that l ∈ COΣ(Xm) and r ∈ TΣ(Xm+µ),
var(r) ⊆ Xm+µ, xm+1, . . . , xm+µ ∈ var(r). For any left-linear TRS+ R over a ranked alphabet Σ,
and connected total dbta A = (Σ, A,RA, Af ), we now introduce the gbta E(R,A), denoted simply
by E when R and A are understood from the context. Let E = (Σ, A,RE , Af ), where RE consists of
the following term rewriting rules of two types.
• Type 1. RA ⊆ RE .
• Type 2. For every term rewriting rule l→ r ∈ R with assuming that there are integers m,µ ≥ 0
such that
– l ∈ COΣ(Xm) and
– r ∈ TΣ(Xm+µ), var(r) ⊆ Xm+µ, and xm+1, . . . , xm+µ ∈ var(r),
and for all states a1, . . . , am, am+1, . . . , am+µ, a ∈ A such that r[a1, . . . , am+µ]→∗A a,
let RE contain the term rewriting rule
l[a1, . . . , am]→ a.
Here we say that the term rewriting rule l→ r yields the term rewriting rule l[a1, . . . , am]→ a.
Example 3.23 Let the ranked alphabet Σ, the recognizable tree language L, and the dbta A be the
same as Example 3.4. Consider the TRS+
R = { f(x1, x2)→ #, f(f(x1, x2),#)→ f(x1, f(x3, x3)) }
over Σ. Then E = (Σ, { 0, 1 }, RE , { 0 }), where RE consists of the following term rewriting rules of
two types.
Type 1 term rewriting rules:
#→ 1,
f(0, 0)→ 0, f(0, 1)→ 1, f(1, 0)→ 1, f(1, 1)→ 0.
Type 2 term rewriting rules:
f(0, 0)→ 1, f(0, 1)→ 1, f(1, 0)→ 1, f(1, 1)→ 1,
f(f(0, 0),#)→ 0, f(f(0, 1),#)→ 0, f(f(1, 0),#)→ 1, f(f(1, 1),#)→ 1.
An input p of E is the input of an IO one-pass reduction sequence of R with output t. Computing
on p, E mimics some reduction steps of A on p and also the computation of A on the right-hand sides
of the applied term rewriting rules along the IO one-pass reduction sequence of R. At each node of
p, E has a choice
• to consider this node as a node of p and to mimic A on p, or
• to attempt to recognize the left-hand side l of a term rewriting rule l → r ∈ R, and in case of
success to mimic A on the right-hand side r. For each non-linear variable xi in the right-hand
side r, if E arrives at xi in the left-hand side l in state ai, then we substitute the state ai of A
for all occurrences of xi in r.
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We now compare the gbta E with the gbta D in the proof of Theorem 3.14. Observe that the TRS+
R is left-linear, hence it cannot happen that along an IO one-pass reduction sequence an instance of a
non-linear left-hand side may appear as a result of rewriting different input subtrees to the same tree.
Hence we do not need to compute for any tree t ∈ TΣ the state set { pA | p⇒R,IO t }. Consequently,
the states of E are the states of A rather than state sets in P+(A). Therefore, we do not need the rwo
property of R, which in the proof of Theorem 3.14 enabled us to compute the set { pA | p⇒R,IO t }.
Example 3.1 shows that in general, IOSF (L) is not a recognizable tree language. However this
does not cause a problem, because IOSF (L) is quite different from the tree language recognized by
E , since L(E) consists of trees which are reduced by R to the elements of L.
We now prove a series of lemmas.
Lemma 3.24 Let R be a left-linear TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) be a
connected total dbta. For every p, t ∈ TΣ, if an IO one-pass reduction sequence
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn,ln→rn
sn = t with n ≥ 0 (11)
holds with R, then p→∗E tA.
Proof. We proceed by induction on the length n of (11).
Base of induction: n = 0. Then p = t. By the definition of the type 1 term rewriting rules of RE ,
by induction on height(p) we can show that p→∗E pA.
Induction step: Let n ≥ 0, and assume that for all integers less than or equal to n, the statement
holds. We now show that the statement holds for n+ 1 as well. Let
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn+1,ln+1→rn+1
sn+1 = t
be an IO one-pass reduction sequence. Then
• the term rewriting rule ln+1 → rn+1 is in R with ln+1 ∈ COΣ(Xm) and rn+1 ∈ TΣ(Xk) for
some m ≥ 0 and k ≥ m,
• p = u[ln+1[p1, . . . , pm], v1, . . . , v`] for some u ∈ COΣ(X`+1), ` ≥ 0, p1, . . . , pm ∈ TΣ, v1, . . . , v` ∈
TΣ,
• sn = u[ln+1[t1, . . . , tm], w1, . . . , w`] for some t1, . . . , tm ∈ TΣ and w1, . . . , w` ∈ TΣ, where
– for every i = 1, . . . ,m, pi⇒R,IO,ni ti with ni ≤ n, and
– for every i = 1, . . . , `, vi⇒R,IO,νi wi with νi ≤ n, and
• t = u[rn+1[t1, . . . , tm, z1, . . . , zµ], w1, . . . , w`] for some z1, . . . , zµ ∈ TΣ.
Then
rn+1[t
A
1 , . . . , t
A
m, z
A
1 , . . . , z
A
µ ]
∗→
A
rn+1[t
A
1 , . . . , t
A
m, z
A
1 , . . . , z
A
µ ]
A,
and
u[rn+1[t
A
1 , . . . , t
A
m, z
A
1 , . . . , z
A
µ ]
A, w1, . . . , w`]
∗→
A
tA.
By the induction hypothesis
for every i = 1, . . . ,m, pi
∗→
E
tAi .
for every i = 1, . . . , `, vi
∗→
E
wAi .
By the construction of type 2 term rewriting rules of RE ,
ln+1[t
A
1 , . . . , t
A
m]→ rn+1[tA1 , . . . , tAm, zA1 , . . . , zAµ ]A ∈ RE
and by the construction of type 1 term rewriting rules of RE ,
u[rn+1[t
A
1 , . . . , t
A
m, z
A
1 , . . . , z
A
µ ]
A, wA1 , . . . , w
A
` ]
∗→
E
tA.
Thus
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p = u[ln+1[p1, . . . , pm], v1, . . . , v`]→∗E u[ln+1[tA1 , . . . , tAm], wA1 , . . . , wA` ]→E
u[rn+1[t
A
1 , . . . , t
A
m, z
A
1 , . . . , z
A
µ ]
A, wA1 , . . . , w
A
` ]→∗E tA.

Lemma 3.25 Let R be a left-linear TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) be a
connected total dbta. For every p ∈ TΣ and a ∈ A, if a reduction sequence
p = s0→E s1→E · · ·→E sn = a, with n ≥ 0 (12)
holds, then there is q ∈ TΣ such that qA = a and p⇒R,IO q.
Proof. We proceed by induction on the number ν of applications of type 2 term rewriting rules along
(12).
Base of induction: ν = 0. Then let q = p. By the definition of type 1 term rewriting rules of RE ,
by induction on n we can show that p→∗A a. Obviously, p⇒R,IO p.
Induction step: Let ν ≥ 0, and assume that for all integers less than or equal to ν, the statement
holds. We now show that the statement holds for ν + 1 as well. Let 0 ≤ j ≤ n− 1 be such that
• in the j + 1th step sj→R sj+1 of (12), E applies a type 2 term rewriting rule l[a, . . . , am] →
a ∈ RE yielded by some term rewriting rule l → r ∈ R, where l, r ∈ TΣ(Xm), m ≥ 0,
a1, . . . , am, a ∈ A, and
• along the last n− j − 1 steps sj+1→E sj+2→E · · ·→E sn of (12) E applies only term rewriting
rules of type 1.
Then by Statement 2.8, there exist u ∈ COΣ(X`+1) and p1, . . . , pm, v1, . . . , v` ∈ TΣ with m, ` ≥ 0
such that
• p = u[l[p1, . . . , pm], v1, . . . , v`],
• sj = u[l[a1, . . . , am], b1, . . . , b`] for some b1, . . . , b` ∈ A,
• for each i = 1, . . . ,m, the restriction of (12) to adr(u, x1)adr(l, xi) is of the form
pi = zi0→E zi1→E · · ·→E ziki = ai
for some ki ≥ 0 and zi1, · · · ziki ∈ TΣ∪A,
• for each i = 1, . . . , `, the restriction of (12) to adr(u, xi+1) is of the form
vi = wi0→E wi1→E · · ·→E wiϑi = bi
for some ϑi ≥ 0 and wi1, · · · , wiϑi ∈ TΣ∪A,
• sj+1 = u[a, b1, . . . , b`], and
• sn = a0.
Recall that along the last n − j − 1 steps sj+1→E sj+2→E · · ·→E sn of (12) E applies only term
rewriting rules of type 1. By the definition of type 1 term rewriting rules of RE , by induction on
n− j − 1 we can show that
u[a, b1, . . . , b`]
∗→
A
a0.
Recall that the term rewriting rule l→ r ∈ R yields the type 2 term rewriting rule
l[a, . . . , am]→ a ∈ RE .
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By the definition of type 2 term rewriting rules of RE , there are am+1, . . . am+µ ∈ A such that
r[a1, . . . , am, am+1, . . . am+µ]
∗→
A
a.
By the induction hypothesis, for every i = 1, . . . ,m, there is qi ∈ TΣ such that
qi
∗→
A
ai and pi ⇒
R,IO
qi.
Since A = (Σ, A,RA, Af ) is a connected total dbta, there are qm+1, . . . , qm+µ ∈ TΣ such that for
every i = 1, . . . , µ,
qm+i
∗→
A
am+i.
Again by the induction hypothesis, for every i = 1, . . . , `, there is wi ∈ TΣ such that
wi
∗→
A
bi and vi ⇒
R,IO
wi.
Then let q = u[r[q1, . . . , qm, qm+1, . . . , qm+µ], w1, . . . , w`]. Consequently
q = u[r[q1, . . . , qm, qm+1, . . . , qm+µ], w1, . . . , w`]→∗A
u[r[a1, . . . , am, am+1, . . . , am+µ], b1, . . . , b`]→A u[a, b1, . . . , b`]→∗A a0, and
there is an IO one-pass reduction sequence
p = u[l[p1, . . . , pm], v1, . . . , v`] = s0→R s1→R · · ·→R u[l[q1, . . . , qm], w1, . . . , w`]]→R
u[r[q1, . . . , qm, qm+1, . . . , qm+µ]] = q.

Lemma 3.26 Let R be a left-linear TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) be a
connected total dbta. Then { p ∈ TΣ | ∃t ∈ L(A). p⇒R,IO t } ⊆ L(E).
Proof. Let p ∈ TΣ and assume that there is t ∈ L such that p⇒R,IO t. Then tA ∈ Af . By Lemma
3.24, p→∗E tA. Consequently, p ∈ L(E). 
Lemma 3.27 Let R be a left-linear TRS+ over a ranked alphabet Σ, and A = (Σ, A,RA, Af ) be a
connected total dbta. Then L(E) ⊆ { p ∈ TΣ | ∃q ∈ L(A). p⇒R,IO q }.
Proof. Let p ∈ L(E). Then p→∗E a for some a ∈ Af . By Lemma 3.25, there is q ∈ TΣ such that
qA = a and p⇒R,IO q. Therefore, q ∈ L(A). 
Finally, we can prove Theorem 3.22.
Proof of Theorem 3.22. Lemma 3.26 and Lemma 3.27 imply the theorem. 
We now show that for left-linear TRS+s, the second-order IO one-pass common ground ancestor
problem is decidable.
Corollary 3.28 For any left-linear TRS+ R and recognizable tree languages L and M over a ranked
alphabet Σ, it is decidable whether there is a term t ∈ TΣ such that IOSF (t)∩L 6= ∅ and IOSF (t)∩
M 6= ∅.
Proof. By Theorem 3.22, we construct total dbtas E and D such that
L(E) = { p ∈ TΣ | ∃t ∈ L. p⇒R,IO t }
and
L(D) = { p ∈ TΣ | ∃t ∈M. p⇒R,IO t }.
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Then we construct a total dbta F such that L(F) = L(E)∩L(D), and decide whether L(F) 6= ∅. The
the answer is yes if and only if there is a term t ∈ TΣ such that IOSF (t)∩L 6= ∅ and IOSF (t)∩M 6= ∅.

By Proposition 2.7 for left-linear TRS+s, the second-order IO one-pass common ancestor problem
is decidable.
Corollary 3.29 For any left-linear TRS+ R and recognizable tree languages L and M over a ranked
alphabet Σ, it is decidable whether there is a term t ∈ TΣ(X) such that IOSF (t) ∩ L 6= ∅ and
IOSF (t) ∩M 6= ∅.
4 OI One-Pass Reductions
We show that for left-linear wa TRSs, the second-order OI one-pass common ancestor problem is
decidable. Consider the left-linear wa TRS R and the recognizable tree language L in Example 3.1,
we noted that OISF (L) is not a recognizable tree language. Although OISF (L) is not recognizable
in general, for any left-linear wa TRS R and recognizable tree language L over Σ, we can construct a
gbta B such that L(B) = { p ∈ TΣ | ∃t ∈ L. p⇒R,OI t }. This is because L(B) is different from both
OISF (L) and the set of those trees p ∈ TΣ such that p⇒R,IO t for some t ∈ OISF (L).
Statement 4.1 If R is a left-linear wa TRS, then R−1 is a right-linear knlv rwo TRS+.
Proof. By direct inspection of the definitions. 
Lemma 4.2 For any left-linear wa TRS R over a ranked alphabet Σ and p, t ∈ TΣ,
p⇒R,OI t if and only if t⇒R−1,IO p.
Proof. (⇒) Assume that p⇒R,OI t, i.e. there is an OI one-pass reduction sequence
p = s0 →
β1,l1→r1;α1
s1 →
β2,l2→r2;α2
s2 →
β3,l3→r3;α3
· · · →
βn,ln→rn;αn
sn = t with n ≥ 0 (13)
for R. Then by induction on the length n of (13), we show that t⇒R−1,IO p.
Base of induction: n = 0. Then p = t and hence t⇒R−1,IO p.
Induction step: Let n ≥ 0, and assume that for all integers less than or equal to n, the statement
holds. We now show that the statement holds for n+ 1 as well. Let
p = s0 →
β1,l1→r1;α1
s1 →
β2,l2→r2;α2
s2 →
β3,l3→r3;α3
· · · →
βn+1,ln+1→rn+1;αn+1
sn+1 = t with n ≥ 0 (14)
be an OI one-pass reduction sequence for R. By (14) we have
• l1 → r1 ∈ R with l1 ∈ COΣ(Xm) and r1 ∈ TΣ(Xm) for some m ≥ 0,
• p = u[l1[p1, . . . , pm]] for some u ∈ COΣ(X1), p1, . . . , pm ∈ TΣ,
• s1 = u[r1[t1, . . . , tm]], where for every i = 1, . . . ,m, ti ∈ TΣ and pi⇒R,OI,ni ti with ni ≤ n, and
• t = u[r1[t1, . . . , tm]].
Since the term rewriting rule l1 → r1 is in R, the term rewriting rule r1 → l1 is in R−1. By the
induction hypothesis, for every i = 1, . . . ,m, there is an IO one-pass reduction sequence
ti = si0→R−1,IO si1→R−1,IO · · ·→R−1,IO sini = pi
with R−1 for some ni ≥ 0 and si0, si1, . . . , sini ∈ TΣ. Consequently, we have the IO one-pass reduction
sequence
t = u[r1[t1, . . . , tm]]→R−1,IO u[r1[s11, t2, . . . , tm]]→R−1,IO
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u[r1[s12, t2, . . . , tm]]→R−1,IO · · · →R−1,IO u[r1[p1, t2, . . . , tm]]→R−1,IO · · ·
→R−1,IO u[r1[p1, . . . , pm−1, tm]]→R−1,IO u[r1[p1, . . . , pm−1, sm1]]→R−1,IO
u[r1[p1, . . . , pm−1, sm2]]→R−1,IO · · ·→R−1,IO u[r1[p1, . . . , pm]]→R−1,IO u[l1[p1, . . . , pm]] =
p
with R.
(⇐) Assume that p⇒R−1,IO t, i.e., there is an IO one-pass reduction sequence
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn,ln→rn
sn = t with n ≥ 0. (15)
Then by induction on the length n of (15), we show that t⇒R,OI p.
Base of induction: n = 0. Then p = t and hence t⇒R,OI p.
Induction step: Let n ≥ 0, and assume that for all integers less than or equal to n, the statement
holds. We now show that the statement holds for n+ 1 as well. Let
p = s0 →
α1,l1→r1
s1 →
α2,l2→r2
s2 →
α3,l3→r3
· · · →
αn+1,ln+1→rn+1
sn+1 = t (16)
be an IO one-pass reduction sequence with R−1. Then
• there is a term rewriting rule ln+1 → rn+1 ∈ R−1 with ln+1 ∈ TΣ(Xm) and rn+1 ∈ COΣ(Xm)
for some m ≥ 0,
• p = u[ln+1[p1, . . . , pm]] for some u ∈ COΣ(X1), p1, . . . , pm ∈ TΣ,
• sn = u[ln+1[t1, . . . , tm]] for some t1, . . . , tm ∈ TΣ,
• for every i = 1, . . . ,m, pi⇒R,OI,ni ti with ni ≤ n, and
• t = u[rn+1[t1, . . . , tm]].
Since the term rewriting rule ln+1 → rn+1 is in R−1, the term rewriting rule rn+1 → ln+1 is in R. By
the induction hypothesis, for every i = 1, . . . ,m, there is an OI one-pass reduction sequence
ti = si0→R−1,OI si1→R−1,OI si2→R−1,OI · · ·→R−1,OI siνi = pi
with R−1 for some νi ≥ 0 and si0, si1, . . . , siνi ∈ TΣ. Consequently, we have the OI one-pass reduction
sequence
t = u[rn+1[t1, . . . , tm]]→R,OI u[ln+1[t1, . . . , tm]]→R,OI u[ln+1[s11, t2, . . . , tm]]→R,OI
u[ln+1[s12, t2, . . . , tm]]→R,OI · · · →R,OI u[ln+1[p1, t2, . . . , tm]]→R,OI · · ·
→R,OI u[ln+1[p1, . . . , pm−1, tm]]→R,OI u[ln+1[p1, . . . , pm−1, sm1]]→R,OI
u[ln+1[p1, . . . , pm−1, sm2]]→R,OI · · ·→R,OI u[ln+1[p1, . . . , pm]] = p
with R.
Theorem 4.3 For any left-linear wa TRS R and recognizable tree language L over a ranked alphabet
Σ, we can construct a gbta B such that L(F) = { p ∈ TΣ | ∃t ∈ L. p⇒R,OI t }.
Proof. Let R be a left-linear wa TRS and L be a recognizable tree language over a ranked alphabet
Σ. By Statement 4.1, R−1 is a right-linear knlv rwo TRS+. Consequently, by Theorem 3.2, we can
construct a gbta F such that L(F) = { p ∈ TΣ | ∃t ∈ L. p⇒R−1,IO t }. By Lemma 4.2 for all p, t ∈ TΣ,
p⇒R,OI t if and only if t⇒R−1,IO p. Hence L(F) = { p ∈ TΣ | ∃t ∈ L. t⇒R,OI t }.

We now show that for left-linear wa TRSs, the second-order OI one-pass common ground ancestor
problem is decidable.
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Corollary 4.4 For any left-linear wa TRS+ R and recognizable tree languages L and M over a
ranked alphabet Σ, it is decidable whether there is a term p ∈ TΣ such that OISF (p) ∩ L 6= ∅ and
OISF (p) ∩M 6= ∅.
Proof. By Theorem 4.3, we construct total dbtas F and G such that
L(F) = { p ∈ TΣ | ∃t ∈ L. p⇒R,OI t }
and
L(G) = { p ∈ TΣ | ∃t ∈M. p⇒R,OI t }.
We construct a total dbta H such that L(H) = L(F)∩L(G). Then we decide whether L(H) 6= ∅. The
answer is yes if and only if there is a term p ∈ TΣ such that OISF (p)∩L 6= ∅ and OISF (p)∩M 6= ∅.

By Proposition 2.7 and Corollary 4.4 for left-linear wa TRSs, the second-order OI one-pass common
ancestor problem is decidable.
Corollary 4.5 For any left-linear wa TRS+ R and recognizable tree languages L and M over a
ranked alphabet Σ, it is decidable whether there is a term t ∈ TΣ(X) such that OISF (t) ∩ L 6= ∅ and
OISF (t) ∩M 6= ∅.
5 Conclusion
We now describe some related work. Fu¨lo¨p et al. [7] considered two very restrictive strategies of
term rewriting: one-pass root-started rewriting and one-pass leaf-started rewriting. When we follow
the former startegy, rewriting starts at the root of the input term and proceeds continuously towards
the leaves. We do not rewrite any part of the current term obtained in a previous rewriting step.
When no more rewriting is possible, a one-pass root-started normal form of the original term has
been reached. Such a normal form may be reducible in the ususal sense, as a rewriting term rewriting
rule may apply either in the part already rewritten or to a subtree which was not rewritten. The
leaf-started version is similar, but the rewriting is initiated at the leaves and proceeds towards the
root. The requirement that rewriting always concerns positions immediately adjacent to parts of
the term rewritten in previous steps distinguishes these two rewriting strategies from the IO and OI
one-pass reductions for TRSs [4, 19].
We constructed gbtas and dbtas recognizing various tree languages associated with the one-pass
reductions for TRS+s and recognizable tree languages. We now compare these constructions with
the construction of tree automata that recognize descendants of initial terms where the construction
is based on iteration of computing a tree automaton from a previous one [16, 17, 11]. Thus the
construction is done in stepwise manner: given an initial tree automaton A0, then they construct a
series of tree automata A1,A2, . . . until Ak = Ak+1. On the other hand, in this paper we construct
in one step the resulting gbta or dbta, we do not iterate computing a tree automaton from a previous
one. This is because of the very definition of a one-pass reduction sequence. For example, if along
an IO one-pass reduction sequence we reduce by the term rewriting rule l→ r, then we never reduce
the instance of the right-hand side r for the applied substitution.
We collected together the known results in the literature in Table 1, and then summed up the
known results together with our contribution and some open problems in Table 2. The following
problems remain open.
Problem 5.1 Generalize the results of the paper to more general classes of term rewriting systems.
Problem 5.2 Given a TRS R and a recognizable tree language L, is it decidable whether IOSF (L)
is recognizable and whether OISF (L) is recognizable?
Gilleron and Tison [19] noted that for any linear TRS+ R, ⇒R,IO is equal to ⇒R,OI . Hence for any
linear TRS+ R and recognizable tree language L, IOSF (L) = OISF (L). Therefore, we raise the
following question.
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Problem 5.3 Given a TRS R and a recognizable tree language L, is it decidable whether IOSF (L) ⊆
OISF (L), whether OISF (L) ⊆ IOSF (L), and whether IOSF (L) = OISF (L)?
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