In this paper, we are concerned with the existence of solutions for a second-order three-point nonlinear boundary value problems involving the distributional Henstock-Kurzweil integral. By using the Leray-Schauder nonlinear alternative, we achieve some results which are the generalizations of the previous results in the literatures.
Introduction and preliminaries
In recent years, many authors have studied three-point boundary value problems for second order differential equations in [1, 3, 4, 8, 11-13, 15-18, 21, 22, 25] . Such problems have potential applications in chemistry, physics, biology, etc. In this article, using the Leray-Schauder nonlinear alternative, we establish the existence of solution of the second order differential equation of the type This study is motivated by Bullen, Sarkhel's results in [5] in which the differential equations involving the approximate derivatives was considered. It is well-known that the notion of a distributional derivative is very general, including ordinary derivatives and approximate derivatives. The purpose of this paper is that use the distributional derivatives instead of the usual derivatives to discuss the second order nonlinear boundary value problems.
This paper is organized as follows. In Section 2, we introduce fundamental concepts and basic results of the distributional Henstock-Kurzweil integral. In Section 3, we apply the Leray-Schauder nonlinear alternative to verify the existence results of the problem (1.1)-(1.2). In Section 4, we give two examples to illustrate Theorem 3.3 and Corollary 3.4 in this paper.
The distributional Henstock-Kurzweil integral
In this section, the definition of the distributional Henstock-Kurzweil integral and its main properties needed in this paper are presented.
Define the space
where the support of a function φ is the closure of the set on which φ does not vanish, denoted by supp(φ). A sequence {φ n } ⊂ C ∞ c converges to φ ∈ C ∞ c if there is a compact set K such that all φ n have supports in K and for every m ∈ N the sequence of m-th derivatives φ For all f ∈ D , we recall that the distributional derivative Df of f is a distribution satisfying Df, φ = − f, φ , where φ is a test function and φ is the ordinary derivative of φ. With this definition, all distributions have derivatives of all orders and each derivative is a distribution.
Let 
Note that C 0 is a Banach space with the uniform norm
We are now able to present the definition of the D HK -integral.
The space of D HK -integrable distributions is defined by
The second equality holds because F and φ are continuous on (a, b) and φ has compact support in (a, b).
The integral in the last equality exists as a Riemann integral for the same reason. With this definition, this integral comprises Riemann, Lebesgue, Henstock-Kurzweil, Perron, Denjoy, and improper integrals as special cases ( [10, 14, 19, 20, 23] ).
Remark 2.2. Integrals defined in the same way have also been proposed in other papers. For example, Ang et al. [2] defined it in the plane and called it the G-integral, and Talvila [23] defined the A C -integral on the extended real line. In that case of integration over one-dimensional interval, these two integrals coincide.
The following result is known as the Fundamental Theorem of Calculus.
The following lemma will be needed later.
Lemma 2.4 ([2, Corollary 1]
Let f ∈ D HK , F ∈ C 0 with DF = f. Then, under the Alexiewicz norm
We say that a sequence
In addition, we have a convergence theorem, which play an important role in our proof. fg.
Lemma 2.5 ([2, Corollary 5, Dominated convergence theorem]). Let {f
n } ∞ n=0 be a sequence in D HK such that f n → f in D . Suppose there exist f − , f + ∈ D HK satisfying f − f n f + , for all n ∈ N. Then f ∈ D HK and lim n→∞ b a f n = b a f. If g : [a, b] → R, its variation is Vg = sup n |g(t n ) − g(s n )|,
Main results
In this section, we firstly assume that f, g satisfy the following assumptions:
(H 2 ) g(x, t) is continuous with respect to x for all t ∈ [0, 1].
(H 3 ) There exist distributions k, h ∈ D HK+ , such that
where
Lemma 3.1. Under the assumptions (H 1 )-(H 4 ), the problem (1.1)-(1.2) is equivalent to the integral equation
where β, η are constants with 0 η 1 .
Rewriting the differential equation (1.1) as x (t) = −f(t) − g(t, x(t)), and integrating once over [0, t], we obtain
Combining with the boundary conditions (1.2), one has
and
It follows from (3.2) and (3.3) that
Therefore, by (3.4), (3.5), (3.6), one has
It is easy to calculate that the problem (1.1)-(1.2) holds by taking the derivative both sides of (3.1). This completes the proof. Now we present the well-known Leray-Schauder nonlinear alternative theorem.
Lemma 3.2 ([7]
). Let F be a Banach space and Ω a bounded open subset of F, 0 ∈ Ω. T :Ω → F be a completely continuous operator. Then, either there exist x ∈ ∂Ω, λ > 1 such that T (x) = λx, or there exists a fixed point x * ∈Ω.
With the help of the preceding two lemmas, we can now prove the existence of solutions of the problem (1.1)-(1.2). 
For each x ∈ B r , t ∈ [0, 1], define the operator T :
Now we prove T is completely continuous in three steps.
Step 1: T : B r → B r .
For all x ∈ B r , by (3.8), one has
In view of (3.7), (3.9), (3.10), one has
Hence, T(B r ) ⊆ B r .
Step 2: T(B r ) is equicontinuous.
Then T(B r ) is equiuniformly continuous on [0, 1] for all x ∈ B r . In view of Steps 1 and 2 and Ascoli-Arzelà theorem, T(B r ) is relatively compact.
Step 3: T is a continuous mapping. Let x ∈ B r , {x n } n∈N be a sequence in B r and x n → x as n → ∞. By (H 2 ), one has On the other hand,
Therefore, lim n→∞ Tx n (.) = Tx(.), and hence T is a completely continuous operator.
Assume that x ∈ ∂Ω, λ > 1 such that Tx = λx. Then, by (3.11), one has λr = λ x = Tx r, which implies that λ 1. This is a contradiction. Therefore, by Lemma 3.2, there exists a fixed point of T which is a solution of (3.1). By Lemma 3.1, the problem (1.1)-(1.2) has at least one solution.
Therefore, we have the following result. Proof. This is a direct consequence of Theorem 3.3.
Remark 3.5. The condition (H 3 ) together with (H 1 ) and (H 2 ) was firstly proposed by Chew and Flordeliza [6] to deal with the first order Cauchy problems.
Examples
In this section, we shall give two examples for the applications of Theorem 3.3 and Corollary 3.4.
Example 4.1. Consider the initial value problem
where R is the distributional derivative of the Riemman function R(t) = ∞ n=1 sin n 2 πt n 2 in [9] .
by (3.7), we have,
Therefore, by Theorem 3.3, problem (4.1) has at least one solution x * with
Example 4.2. Consider the initial value problem
where W is the distributional derivative of the Weierstrass function W(t) = ∞ n=1 sin 7 n πt 2 n in [9] .
Proof. Obviously, W(t) ∈ C[0, 1] and W(0) = 0, hence W is D HK -integrable. Let f = W , g(t, x) = sin(x) + 2t sin(t −2 ) − 2 t cos(t −2 ), then (H 1 ), (H 2 ), (H 4 ) hold. Let k(t) = 0, h(t) = 1 + 2t sin(t −2 ) − 2 t cos(t −2 ).
It is easy to see that the highly oscillating function h(t) is HK integrable but not Lebesgue integrable, and 
