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Regression and classification techniques play an essential role in many data mining tasks and have
broad applications. However, most of the state-of-the-art regression and classification techniques are
often unable to adequately model the interactions among predictor variables in highly heterogeneous
datasets. New techniques that can effectively model such complex and heterogeneous structures are
needed to significantly improve prediction accuracy.
In this dissertation, we propose a novel type of accurate and interpretable regression and classifi-
cation models, named as Pattern Aided Regression (PXR) and Pattern Aided Classification (PXC)
respectively. Both PXR and PXC rely on identifying regions in the data space where a given baseline
model has large modeling errors, characterizing such regions using patterns, and learning special-
ized models for those regions. Each PXR/PXC model contains several pairs of contrast patterns
and local models, where a local classifier is applied only to data instances matching its associated
pattern. We also propose a class of classification and regression techniques called Contrast Pattern
Aided Regression (CPXR) and Contrast Pattern Aided Classification (CPXC) to build accurate and
interpretable PXR and PXC models.
We have conducted a set of comprehensive performance studies to evaluate the performance of
CPXR and CPXC. The results show that CPXR and CPXC outperform state-of-the-art regression
and classification algorithms, often by significant margins. The results also show that CPXR and
CPXC are especially effective for heterogeneous and high dimensional datasets. Besides being new
types of modeling, PXR and PXC models can also provide insights into data heterogeneity and
diverse predictor-response relationships.
We have also adapted CPXC to handle classifying imbalanced datasets and introduced a new
algorithm called Contrast Pattern Aided Classification for Imbalanced Datasets (CPXCim). In
CPXCim, we applied a weighting method to boost minority instances as well as a new filtering
method to prune patterns with imbalanced matching datasets.
Finally, we applied our techniques on three real applications, two in the healthcare domain and
one in the soil mechanic domain. PXR and PXC models are significantly more accurate than other
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Regression and classification are two categories of data mining methods that are being used to extract
models to predict future data trends. Such analysis can help us to have a deeper understanding of
the dataset in contrast to a simple statistical analysis. Classification models predict categorical
class labels while regression models provide continuous valued functions (numerical class label). For
example, we can build a classification model that identifies patients at high risk of developing heart
failure which may help physicians to make the right decisions to treat patients [Thompson 2015].
Another example can be a regression model that predicts stock prices using the datasets collected
from financial markets [Fenghua et al. 2014].
There are two main goals in the design of classification and regression techniques: Accuracy
and Interpretability. Accuracy concerns the ability of a model to make correct predictions while
interpretability describes the ability of a model that allows a human being to understand its be-
havior by inspecting the model’s characteristics such as rules and coefficients [Letham et al. 2013].
Interpretability and accuracy are often contradictory issues in the design of classification and re-
gression techniques. The trade-off between accuracy and interpretability of the prediction models
is investigated in different domains such as medicine [Johansson et al. 2011]. Accurate prediction
models are more complex and opaque while transparent models may perform poorly in terms of
correct predictions.
State-of-the-art classification and regression techniques often fail to produce highly accurate and
interpretable models, mainly for the following three reasons:
• Datasets have highly complex structures, and there are many multidimensional interactions
between predictor variables and the response variable. We call those interactions Predictor-
Response relationships (PR). Traditional classification and regression techniques are usually
unable to detect and model those interactions. Our proposed methods will rectify this issue by
1
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constructing a small set of pattern and local model pairs which each pair of them is representing
a multidimensional predictor response relationship.
• Most of the state-of-the-art classification and regression techniques follow an assumption called
“universal model.”, i.e., all models shall be applied on all data instances. This has been the case
when the classifiers are for use in ensembles. One way to resolve this issue is breaking the barrier
of that assumption, and each local model is to be applied only to data instances matching its
associated pattern.
• In some datasets, data points are highly heterogeneous and diverse. In other words, the data
points distribution is a mosaic of multiple multidimensional distinct components. A traditional
approach would ignore the multimodal nature of the data and try to model the entire dataset at
once. However, building an accurate global model is often a difficult task and the performance is
usually poor. Our proposed methodology splits those heterogeneous datasets into a small set of
subgroups and specialized highly accurate and interpretable local models represent the behavior
of those subgroups.
To give a concrete example, suppose that our goal is to build a binary classifier that identifies
patients with the high risk of developing heart failure in one year after the medical exam date.
A traditional algorithm such as logistic regression identifies age and blood pressure as the most
important factors increasing the risk of heart failure. Consider a relatively elderly female patient (70
years old) with the normal systolic blood pressure (120 mm/Hg) and history of hypercholesterolemia
(high cholesterol). Since the patient has the normal blood pressure, logistic regression estimated
the low risk of heart failure. However, logistic regression misclassified her risk, and she has been
diagnosed with heart failure in 6 months after the exam date; because the importance of other
predictor variables such as blood’s cholesterol and age are ignored by the effect of blood pressure
on the risk. The fact is that, if patient’s age ≥ 60 and has the history of high cholesterol, then
blood pressure is not a leading factor anymore. In fact, there is a complex interaction between these
predictor variables, and logistic regression is unable to detect the interaction (predictor-response
relationship). [Thompson 2015].
To meet the challenges caused by heterogeneity and diverse predictor-response relationships, we
need to introduce
• A new type of regression and classification models (a) that can detect and model complex diverse
predictor-response relationships, (2) outperforms traditional regression and classification models,
and (c) presents the models in an interpretable manner.
• New algorithms for building such regression and classification models.
3
Figure 1.1: Sample of a pattern and local model
In this dissertation, we present a new type of regression and classification as well as new methods
for building those new type of models. Our approach deals with heterogeneous and diverse regression
and classification problems. Our method uses two key ideas. First, we use the concept of patterns
to logically characterize subgroups of data points and then associate patterns to local models as
the behavioral characterization of the hidden predictor-response relationships in those subgroups
of data points. Second, we incorporate a small set of patterns and local model pairs to form
a Pattern Aided Regression (PXR) for numerical prediction problems and Pattern Aided
Classification(PXC) for classification problems. Each pair of pattern and local model presents
a specific predictor-response relationship, and a set of pattern and local model pairs reveals a set
of diverse predictor-response relationships in a heterogeneous dataset. For example, figure 1.1 is a
pattern that logically characterizes a subgroup of patients and a specialized local model fp associated
with the pattern represents the behavioral characterization of the predictor-response relationship in
those patients.
PXR/PXC models are also easy to interpret, since they usually use very few patterns and take
advantage of interpretable modeling methods such as linear regression and logistic regression to build
local models. As we will demonstrate, our experiments show that PXR/PXC models can achieve
much more accurate prediction compare to state-of-the-art regression and classification models.
We also propose two algorithms called Contrast Pattern Aided Regression (CPXR) and
Contrast Pattern Aided Classification (CPXC) to build PXR and PXC models, respectively.
Rather than trying to find a prediction model that simply minimizes the training errors, we attempt
to identify “large error” instances whose a traditional approach makes large prediction error. Next,
we use contrast pattern mining to characterize regions of the data space that mostly contains large
error instances. Finally, we tailor dedicated solutions for those specified regions. We refer to these
solutions as local models. This dissertation also introduces several quality measures and techniques
to improve computational efficiency.
We designed extensive and systematic sets of experiments that demonstrate CPXR and CPXC
consistently outperform state-of-the-art traditional regression and classification techniques. We used
around 70 benchmark datasets and more than 20 synthetic datasets in our experiments. We investi-
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gated the impact of CPXR and CPXC’s parameters on the performance. Overfitting is also examined
and compared with other competing methods.
Unlike traditional classification and regression techniques, CPXR and CPXC let the data deter-
mine which parts of the data space require a specialized local model, and avoid a needlessly elaborate
partitioning when one is not needed. The idea of characterizing large error instances using a set of
contrast patterns has many advantages, in addition to improving the accuracy of the final model. In
particular, CPXR and CPXC make model’s errors more interpretable. This is because misclassified
data points are more likely to have some common properties, and contrast patterns characterize
those properties in an interpretable manner. Observing patterns make easier for a human to figure
out what went wrong.
Although a range of classification algorithms, such as decision tree, random forest, and support
vector machine, have been developed and applied to many applications, imbalanced data classi-
fication has encountered a serious difficulty to most classification algorithms. In our research, we
adopted CPXC to handle imbalanced dataset classification problems and introduced a new algorithm
called Contrast Pattern Aided Classification on Imbalanced Dataset (CPXCim).
So far, we applied CPXR and CPXC methodologies on three real applications: 1) outcome predic-
tion of Traumatic Brain Injury (TBI) patients using CPXC [Taslimitehrani and Dong 2014]. 2) risk
prediction of heart failure patients in 1, 2 and 5 years after the heart failure using CPXC[Taslimitehrani
et al. ] and, 3) prediction of Soil Water Retention Curve (SWRC) and Saturated Hydraulic Conduc-
tivity (SHC) using CPXR [Ghanbarian et al. 2015].
The major contributions of this dissertation are as follows:
1. It articulates the diverse predictor-response relationship phenomenon.
2. It introduces a novel type of regression and classification models (PXR/PXC).
3. It introduces a novel regression and classification method (CPXR/CPXC) to build accurate and
interpretable PXR/PXC models.
4. It presents the adoption of CPXC to handle imbalanced dataset classification (CPXCim).
5. It introduces a novel perspective on using patterns to assist classification learning.
6. CPXR and CPXC can be used in analyzing prediction errors or misclassification of traditional
approaches.
7. CPXR and CPXC can also be used as a novel methods to analyze heterogeneous datasets.
5
In the rest of this dissertation, chapter 2 discusses related works. Chapter 3 presents all required
preliminaries. In chapter 4, the PXR concept is defined, and then CPXR algorithm is discussed.
Chapter 5 is dedicated to PXC concept and CPXC and CPXCim algorithms. Chapter 6 presents
three different applications of CPXR and CPXC methodologies: two applications in healthcare and
one in soil mechanics. Finally, we conclude with a summary of this dissertation.
2
Related Work
The focus of our research is in the broad area of regression and classification methods and it is
not realistic to discuss all related studies here. Therefore, in this section, we will take a deeper
look at the ones that are closer to our research. The related works belong to four main groups:
numerical prediction methods, classification methods, classification methods on imbalanced datasets
and contrast patterns.
2.1 Numerical Prediction Methods
By far, the most popular approach for numerical prediction problems is regression [Galton 1886].
Regression is a modeling technique to find the relationship between one or more predictor variables
and a numerical response variable. There are several types of regression including linear, non-linear,
piecewise, and generalized linear regression. Linear regression is the simplest type of regression.
[McCullagh 1984]. We cannot give a fully detailed treatment of numerical prediction techniques.
Instead, this section provides an introduction to the most related techniques.
2.1.1 Piecewise Regression
A regression method that we would like to discuss is piecewise or segmented linear regression (PLR)
methods. In the simplest case (one predictor variable), the predictor variable is partitioned into
intervals, a separate line fits to each interval and line segments are joint to each other at points
called breakpoints [Toms and Lesperance 2003]. It is also possible to fit non-linear models (smooth
transition) for each segmentation [Seber and Wild 2003]. Hudson in [Hudson 1996] presented a
method to find the overall least squares solution when a completely fitted curve consists of two or
more sub-models. However, an important limitation in Hudson method is that the overall model is
continuous at each breakpoint. McZGee et all in [McZgee and Carleton 1970] outlined a method that
6
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uses hierarchical clustering to cluster the data instances into partitions that represent the individual
regimes of the piecewise regression and apply linear regression to each of them.
PXR models are more general than PLR models. In the literature PLR models typically involve
intervals on just one predictor variable. While several papers in the literature mentioned the possi-
bility and desirability of PLR models using intervals on multiple variables, we were not able to find
any study that presents an effective algorithm for building such PLR models, perhaps due to the
complexity of the problem. Another critical difference is that the PXR models also allow instances
to satisfy multiple patterns, and they use weights to combine predictions by local regression models.
From a computing perspective, the CPXR algorithm provides a systematic and effective method to
search for a desirable pattern set to represent high-quality PXR models. Experiments show that
PXR models are more accurate than PLR models.
2.1.2 Multiple Adaptive Regression Splines
Multiple Adaptive Regression Splines (MARS) is a nonparametric regression method without any
assumption about the functional relationship between predictor and response variables [Friedman
1991]. MARS is suitable to apply to prediction problems with the numerical response variable. The
basic idea of MARS is a divide-and-conquer strategy that splits the data space into regions, and each
region has its own regression models. In another word, MARS is similar to the piecewise regression
that defines a set of breakpoints and then learns a separate simple regression model for each region.
MARS model is in the form of y = β0 +
∑n
i=1 βiHi, where β0 is the intercept and β1, ..., βn are
regression coefficients. Hi (spline basis functions) can have two forms: 1) a hinge function in the
form of max(0, x− c) or max(0, c− x) where c is a constant number. 2) production of two or more
hinge functions that generate a rectangular partition in data space and fit a regression model in each
partition. MARS is known to handle high dimensional numerical prediction problem [Hastie et al.
2001].
2.1.3 Gradient Boosting Method
Gradient boosting is the regression version of boosting technique [Friedman 2002]. The main idea
behind the gradient boosting method (GBM) is generating fitted models iteratively, to maximizing
the correlation between the fitting models and the negative gradient of the loss function. The user
can choose the loss function, but the squared residual is one of the common loss functions used in
different applications [Natekin and Knoll 2013]. The flexibility of GBM in customizing loss function
introduces a lot of freedom into the model design.
A key difference between GBM and our method is that GBM treats all incorrectly predicted
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data instances in a uniform manner while CPXR focuses on pattern-defined data groups that have
accurate prediction models correcting errors of a given baseline model.
2.1.4 Bayesian Additive Regression Trees
Bayesian Additive Regression Trees (BART) is a Bayesian approach for numerically-valued function
estimation using regression trees. Regression trees are based on the recursive partitioning of the
predictor space into a set of hyper-rectangles in order to fit an unknown function. BART can be
considered a sum-of-trees ensemble, with a new estimation approach using a Bayesian probability
model [Chipman et al. 2012]. The main idea of BART is enriching Bayesian model averaging by
overweighting a prior that regularize the fit. Experimental results show BART is outperforming
neural networks [Specht 1991], random forest [Breiman 2001] and boosting [Freund and Schapire
1997]. Often using hundreds of decision trees, BART models are hard to interpret.
2.2 Classification
Classification is a task of predicting a categorical label such as “yes” or “no” for the marketing data,
“high risk” or “low risk” for the medical data, and “safe” or “risky” for the loan application data.
There are many popular classification techniques such as decision tree [Quinlan 1993], naive Bayes
classifier [Han et al. 2011], support vector machine [Vapnik 2013] and neural network [Specht 1991].
In this section, we provide more details regarding the most related classification techniques.
2.2.1 Recursive Partitioning
Recursive partitioning creates a tree to classify instances in the training dataset by splitting the
dataset into subsets based on several discrete response variables. The hierarchical tree is a common
way to represent the recursive partitions. Each of the leaves represents a final partition of the dataset.
Recursive partitioning methods have been studied since the 1980s. The most known methods of
recursive partitioning are C4.5 and Classification and Regression Trees (CART). Overfitting is the
common criticism of these methods. To overcome this problem, ensemble learning methods such as
Random Forests has been proposed.
2.2.1.1 Decision Trees
ID3 [Quinlan 1986], C4.5 [Quinlan 1993], and CART [Breiman et al. 1984] are three of the oldest
decision tree algorithms. The decision tree algorithms start with the entire training dataset in the
root and on each step iterate through every predictor variable and calculate the entropy of that
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variable. In the next step, the algorithms select the variable with the smallest entropy value. The
dataset is then partitioned by the selected variable to generate subsets of the training data. The
algorithms continue to iterate on each subset until some stopping criterion is met. Some of the
common stopping criteria are a pure node, a given threshold for the minimum number of instances,
and a given threshold for the minimum change in the class label’s purity. Finally, a class variable is
predicted in each leaf of the tree by either the average class variable in regression tree or the most
frequent class variable in the classification tree. For classification problems, it is also possible to
estimate the probabilities of each class variable and resembles the output of logistic regression.
2.2.1.2 Model-based Recursive Partitioning
Another form of recursive partitioning is the model-based recursive partitioning. The main idea of
this algorithm is fitting a parametric model by computing a tree in which every leaf is associated
with a fitted model (e.g. a linear regression). The model’s objective function is used to estimate
the parameters and the splitting points. The corresponding model scores are tested for parameter
instability in each node to determine which variable should be picked for partitioning [Zeileis et al.
2008].
For example, modeling the dependency of a clinical response variable to the dosage of a medica-
tion can be estimated using linear regression. Experiment shows the model’s coefficients are different
for various age groups. Zeileis et al in [Zeileis et al. 2008] proposed a method to partition the train-
ing dataset to find instabilities of the regression’s coefficients using a formula that measures the
structural changes. If the algorithm finds an unstable variable like age, the variable will be divided
into two or more partitions and make a tree.
Regression and classification trees have three main flaws:
• Instability: Decision trees are very sensitive to any change in the training dataset. Even a small
change in the training dataset such as changing variables, removing duplicated instances can
cause large changes in the tree.
• Non-optimality: The first step in forming a decision tree is choosing the best predictor variable
as the root of the tree. If the root variable is not optimal, the decision tree does not perform
well.
• Variable selection: Variable selection is usually biased in favor of the variables with certain
characteristics. If there is a categorical variable with many distinct values or even a variable
with many missing values, it has the higher chance to be chosen. Bias in variable selection
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is carried forward to an ensemble of trees, specifically when the training dataset has predictor
variables of different types such as numerical and categorical variables.
2.2.2 Ensemble Learning
One solution for overcoming the instability of regression trees and avoiding the overfitting problem is
learning multiple trees (ensembles of trees) rather than a single tree. An ensemble method improves
the performance by using multiple models instead of a single one. The class label is predicted by
using the weighted vote of multiple ensemble models. Bagging and random forest are the two main
ensemble learning algorithms. In both bagging [Breiman 1996] and random forest [Breiman 2001],
multiple trees are built on random samples of the training dataset. In the first step, a sample of data
points is selected randomly from the training dataset (with replacement) and then in the second
step, a tree is grown on each random sample. In ensemble learning, predictions made by each tree
need to be combined with other trees to make a final prediction. Averaging (weighted or unweighted)
is one of the most common ways to do it.
2.2.2.1 Random Forest
Random forest [Breiman 2001] introduces another source of diversity in tree-based classifiers. While
bagging and random forest are alike in using a diverse set of random samples, only random forest
employs a modified tree learning algorithm that selects, a random subset of the predictor variables.
Random forest algorithm has two parameters: number of the trees and number of the randomly
selected predictor variables. Random forest can be a special case of bagging when the number of
predictor variables in each iteration is fixed and is equal to the number of predictor variables in the
training dataset. Having more diverse trees is the main reason that random forest models perform
better than bagging.
One of the main issues with the ensemble learning algorithms is the interpretability. It is not
easy to visualize an ensemble of trees. Each predictor variable may appear in different positions
in the tree or even in different trees, and we cannot quantify variables positions to draw a unique
graph as a visualization. Another issue with the random forest is the order effect. Order effect is
important because only one variable is selected to split at a time. As a result, different orders can
generate different trees and predictions.
Most of the regression and classification trees have the overfitting problem. Although Breiman
in [Breiman 2001] claimed random forest does not overfit at all, Luellen et al. [Luellen et al. 2005],
investigated the possibility of overfitting when the number of trees grows and Segal in [Segal 2004]
argued that deeper trees have more risk of overfitting.
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2.2.2.2 Boosting
Boosting is another type of ensemble learning techniques. The main idea of boosting is based on a
question [Kearns and Valiant 1994]: “Can a set of weak learners create a set of strong learners?”
Kearns and Valiant proved that weak learners (performing slightly better than random) can be
boosted to form a stronger learner. Although Schapire in [Schapire 1990] provided a provable
polynomial time boosting algorithm for the first time, the first practical boosting algorithm was
AdaBoost (Adaptive Boosting) [Freund and Schapire 1997]. Adaboost develops an ensemble that
incrementally adds one classifier at a time. In the beginning, each training instance will be weighted
equally. Then a classifier is built on the sampled dataset and the weighted error of each data
instances is calculated. If the weighted error is more than a pre-specified threshold, the weight will
be increased, and it forces classifier to focus more on those incorrectly classified instances. Adaboost
returns a set of k classifiers and updated weights of each data instance [Kuncheva 2004]. There is a
misconception in the literature that boosting does not overfit even when the number of iterations is
too large [Meir and Ratsch 2002]. Grove in [Adam J. Grove 1998] demonstrated a clear evidence of
overfitting on some noisy datasets.
The main difference between ensemble learning methods such as random forest and boosting with
CPXC is the universal classifier assumption; ensemble classifiers can be applied to all data points
rather than just a subset of data points. Experiments show that CPXC often builds ensembles that
are much smaller and much more accurate than those built by traditional ensemble approaches.
2.2.3 Pattern Based Classification
Another set of studies related to our research is pattern-based classification methods. Some of the
well-know pattern based classifiers are [Dong et al. 1999],[Yin and Han 2003], [Li et al. 2004], and
[Li et al. 2001] .According to [Zimmermann and Nijssen 2014], there are two approaches to mine
patterns in order to classify an unseen test data point. In the first approach, class label is considered
as an additional item in the dataset [Agrawal et al. 1996] and the second approach, the class label
is considered as a separate dataset [Antonie and Zaiane 2002].
A common issue in most of the pattern mining problems is redundancy and contradictory pat-
terns. In some cases, patterns are so similar or contradictory to each other and uses of methods
to organize the patterns are required. Three categories of techniques are proposed to deal with
this problem: (1) local evaluation, local modification [Li et al. 2001], (2) global evaluation, global
modification [Bringmann and Zimmermann 2008], and (3) local evaluation, global modification [Zim-
mermann et al. 2010].
The last step of the pattern-based classification methods is predicting the class label of an unseen
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data points. There are two groups of methods: direct classification and indirect classification. In
direct classification methods, which is related to this study, patterns can be ordered according to
some criterion and the first pattern that matches makes the prediction or there is a voting mechanism
that collects all patterns that match the unseen data point and methods such as majority voting
makes the final decision.
Contrast pattern Aided Classification (CPXC), one of the methodologies that we are proposing
in this study, takes a different approach for pattern mining and making predictions. CPXC uses
patterns as conditions and provides a local classifier for the matching dataset of a given pattern. In
the final step, CPXC builds a patterns aided classifier (PXC) using a small set of pattern and local
classifier pairs.
There are also some studies that follow the divide-and-conquer strategy. Typically, the input
space is divided into nonoverlap clusters, followed which a local classifier is trained on instances
falling in each cluster [Jacobs et al. 1991]. In [Dekel and Shamir 2012], they proposed a stochastic
optimization algorithm to iteratively identify high error regions and learn specialized classifiers for
those regions. Clustered SVM [Gu and Han 2013] is another algorithm that splits data into clusters
and learns linear SVM models for each cluster. They also used some global regularization techniques
to control overfitting.
2.3 Classification Methods on Imbalanced Datasets
There are two approaches to tackle classification problems on imbalanced datasets: cost sensitive
learning methods and sampling techniques [Chen et al. 2004]. In classifying imbalanced datasets,
the importance of minority (positive) instances is higher than that of majority (negative) instances.
Therefore, the cost of misclassifying a minority instance is more than the cost of misclassifying
a majority one. In cost sensitive learning methods, a cost matrix encodes the cost of classifying
instances from one class as another. The goal of cost sensitive learning methods is to maximize the
accuracy while minimizing the cost of misclassification [Pazzani et al. 1994]. Reported studies in
cost sensitive learning methods fall into three main categories: weighting the data space [Zadrozny
et al. 2003], making a learning algorithm cost sensitive [Ling et al. 2004], and using Bayes risk theory
to assign each instance to its lowest risk class [Domingos 1999].
Sampling techniques may oversample the minority class, or undersample the majority class or,
both. One of the first undersampling techniques is called SHRINK [Kubat and Matwin 1997].
SHRINK assigns labels to a mixed region as minority class regardless of whether the minority
examples dominate in the region or not; then it searches for the best minority region. Ling and Li
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[Ling and Li 1998] proposed an oversampling method to make the dataset more balanced. In their
method, by replicating the minority instances, the weight of minority instances increases. SMOTE
is another sampling method developed by Chawla et al. [Chawla and Bowyer 2002]. SMOTE
combines oversampling and undersampling to improve classification performance comparing to just
undersampling the majority class or oversampling the minority class. More than oversampling,
SMOTE creates synthetic minority instances to boost the minority class.
2.4 Contrast patterns
Contrast pattern mining have received much attention recently [Dong and Bailey 2012]. Researchers
have proposed numerous contrast pattern based methods for classification [Dong et al. 1999], cluster-
ing and clustering quality evaluation [Liu and Dong 2009], outlier detection [Chen and Dong 2006],
bioinformatics [Mao and Dong 2005], cancer analysis [Li and Wong 2002], chemoinformatics [Auer
and Bajorath 2006], and so on. This dissertation is novel in its focus on contrast pattern aided
construction of accurate prediction models, and in the concept of using pattern and local regression




In this section, we discuss about the following preliminaries required for CPXR and CPXC algo-
rithms.
• Regression algorithms including linear and logistic regression
• Classification algorithms including naive Bayes and decision tree
• Discretization methods (Binning) including equi-width and entropy discretization
• Pattern mining
3.1 Numerical Prediction Modeling
Regression aims at modeling the effect of a given set of predictor variables x1, x2, ..., xk, on a response
variable y. The predictor variables are also called independent, regressors, or explanatory variables
and the response variable y is also called dependent variable. The various modeling methods differ
mainly through the type of dependent variable (categorical vs numerical) and types of predictor
variables. In regression modeling, the relationship between the response and predictor variables is
not a deterministic function and each function also has a random error. It assumes the response
variable is a random variable and its distribution depends on the predictor variables. Therefore, we
can only estimate the mean value of the response variable. In other words, we model the expected
(conditional) value of y depending on predictor variables x1, x2, ..., xk.
E(y|x1, ..., xk) = f(x1, ..., xk) + ε (3.1)
where ε represents the deviation from the expected value and called residual error. In the next two
sections, we will discuss two popular regression methods.
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3.1.1 Linear Regression
Linear regression, which is the most popular type of regression method, examines the relationship
between a numerical response variable and a set of numerical or categorical predictor variables
[Montgomery et al. 2015]. If there is a single predictor variable and a numerical response variable,
it is called simple linear regression. Assuming k predictor variables x1, x2, ..., xk, and a response
variable y, the expected value of y is defined as a linear combination of predictor variables, i.e.,
E(y|x1, ..., xk) = f(x1, ..., xk) + ε = β0 + β1x1 + ...+ βkxk + ε (3.2)
where β1, ..., βk are coefficients and need to be estimated and β0 represents the intercept. One
method to estimate the intercept and the coefficients in the linear regression is least square method.
To measure the performance of a regression model, we use residual value. The residual of regression
model f on an instance xi is the difference between the predicted response variable value and
observed response variable value, f(xi) − yi. Some other often used quality measures in linear
regression models are the following:




(yi − f(xi))2 (3.3)












where yi is the observed response variable value and f(xi) is the predicted response variable
value of instance xi under the linear regression model f .
3.1.2 Logistic Regression
The main limitation of linear regression is that it cannot deal with categorical response variables
[Hosmer et al. 2013]. In many interesting applications in the world, we want to model a categorical
or specifically a binary response variable. Logistic regression is an adaption of linear regression to
handle categorical response variables. Logistic regression is very popular in different fields specifically
in clinical prediction modeling. To show how much logistic regression is used over the years, we ran






















































































Figure 3.1: Number of articles published in PubMed with “Logistic Regression”, “Decision Tree”
and “Support Vector Machine” in the titles between 2000 and 2012.
a simple query on PubMed [National Center for Biotechnology and Medicine 2011] to extract the
number of papers published in PubMed between 2002 and 2012 with ”Logistic Regression“, ”Decision
Tree“ and ”Support Vector Machine“ in the titles. Figure 3.1 represents how much logistic regression
has been used in medicine compared to decision tree and support vector machine.
Since the response variable is categorical, the linear regression’s least square is not applicable
anymore. Instead of conditional expectation in linear regression, conditional probability is being
used in logistic regression. In order to modeling conditional probability P (Y = 1|X = x) as a
function of x, any unknown parameters in the function needs to be estimated by maximum likelihood
method. Since probability (p) must be between 0 and 1, we have to use logarithmic transformation
to unbound the probability (p). The next problem is that logarithms are bounded in one direction










= β0 + β0 + β1x1 + ...+ βkxk (3.7)








where p(X) is the probability of the outcome of interest, e is natural logarithm, β0 is the intercept
3.2. CLASSIFICATION 17
and βi are the regression coefficients. Maximum likelihood will be used to determine regression
coefficients.
As we discussed before, linear regression’s residual is equal to the difference between predicted
values and observed values. The same concept applies to logistic regression where the observed
value is 0 or 1, and the predicted value is the probability (a number between 0 and 1). Standardized










Confusion matrix and ROC curves are other methods used to measure the performance of logistic
regression models.
Odds Ratio: Odds ratio of each predictor variable is equal to the exponent of its coefficient. For
example, odds ratio of xi is e
βi , where βi is the coefficient of xi, or inversely, logarithm of odds ratio
is the coefficient. Odds ratio shows us how the probability of ”success” changes with a one-unit
change in the predictor variable. Increasing the odds of success means increasing the probability,
and vice-versa. Therefore, the sign of the coefficient indicates the direction of its relationship: +
means a positive relationship between the predictor variable and the likelihood of success, and -
means a negative relationship. However, unlike the coefficients, all odds ratios are positive values.
The distinction regarding a positive or negative relationship in the odds ratios is given by which side
of 1 they fall on. 1 indicates no relationship, less than one indicates a negative relationship, and
greater than one indicates a positive relationship.
3.2 Classification
3.2.1 Naive Bayes Classifier
Naive Bayes Classifier (NBC) is a very fast and simple classifier [Han et al. 2011]. NBC is based
on Bayes theorem and can predict the class membership probabilities, such as the probability that
a given instance belongs to a particular class. NBC is considered “naive”, because it uses class
conditional independence assumption. The class conditional independence assumption says the
effect of a predictor variable value on a given class is independent of the values of the other predictor
variables.
Given a dataset D including a set of n predictor variables A1, A2, ..., An, the probability model
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for a classifier is
P (C | A1, A2, ..., An) (3.11)
over a response class variable C, conditional on a set of variables A1, A2, ..., An. In other words,
(3.11) calculates the probability of class C considering the values of A1, A2, ..., An. We reformulate
(3.11) using Bayes theorem
P (C | A1, A2, ..., An) =
P (C)P (A1, A2, ..., An | C)
P (A1, A2, ..., An)
(3.12)
Since the value of denominator does not depend to C, its calculation is straightforward and is
effectively constant. The nominator can also be written as follows (applying conditional probability
definition)
= P (C)P (A1, A2, ..., An | C)
= P (C)P (A1 | C)P (A2, ..., An | C,A1)
...
= P (C)P (A1 | C)P (A2 | C,A1)P (A3 | C,A1, A2)...P (An | C,A1, A2, ..., An−1)
(3.13)
and now we use the class conditional independence assumption. Since every variable Ai is indepen-
dent from Aj for i 6= j, then
P (Ai | C,Aj) = P (Ai | C) (3.14)
and (3.13) can be expressed as
= P (C)P (A1 | C)P (A2 | C)...P (An | C) = P (C)
n∏
i=1
P (Ai | C) (3.15)
and this means (3.11) can be calculated as follows






P (Ai | C) (3.16)
where Z is a constant when the values of predictor variables are known.
3.2.2 Decision Tree
Decision trees are powerful and popular tools for classification. A decision tree is in the form of a
tree structure, where each node is either a leaf node or a decision node. A leaf node specifies the
value of the class variable. To determine the class variable’s value of an unseen example, we need
to start from the root and move through it based on the value of the predictor variables to a leaf
node, which provides the class variable’s value of the instance.
C4.5 is one of the algorithms used to construct a decision tree [Quinlan 1993]. Given a dataset
D, the following two steps are used to initialize C4.5 trees:
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• If the class variable of all instances in D are the same, then tree has just one leaf level.
• Otherwise, choose a single variable with at least two distinct values. Make this variable the root
of your tree. Create a branch for each distinct value and split D into D1, D2, ... based on the
value of the root’s variable. Apply the same procedure recursively to each subset.
There are many ways to choose the root variable and the splitting points (for numerical variables).
The root variable should be chosen in a way that effectively splits instances into subsets enriched
in one class or the other. The normalized information gain is one of the methods to determine the
splitting criterion. The variable with the highest normalized information gain can be chosen. There
are also some pruning methods to avoid overfitting. Pruning is carried out from leaves to the root
[Kearns and Mansour 1998].
3.3 Discretization Methods (Binning)
In both CPXR and CPXC algorithms, we need to transform numerical predictor variables into
categorical counterparts (bins). Equi-width and Entropy are two discretization methods that were
used in our algorithms.
3.3.1 Equi-width Discretization






k is determined by the user and the interval boundaries are the followings:
[min(A),min(A) + w), [min(A) + w,min(A) + 2w), ..., [min(A) + (k − 1)w,max(A)] (3.18)
Example: Let’s assume A = {0, 4, 12, 16, 16, 18, 24, 24} is a numerical variable and k = 3. Equi-
width intervals are [0, 8), [8, 16), [16, 24] and then
0, 4 ∈ Bin1 = [0, 8)
12 ∈ Bin2 = [8, 16)
16, 16, 18, 24, 24 ∈ Bin3 = [16, 24]
and Adisc = {Bin1, Bin1, Bin2, Bin3, Bin3, Bin3, Bin3, Bin3}
3.3.2 Entropy Discretization
Entropy discretization (binning) method is an iterative splitting based approach uses the class vari-
able to find the best splits so that the bins are as pure as possible, that is the majority of the
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values in a bin have the same class label. Formally, it is characterized by finding the splits with the
maximal information gain. Assuming Ai is a numerical variable with a binary class label, entropy
binning steps are the followings:
1. Calculate Entropy for the class label using:





|A| and p0 =
|c0|
|A| , |C1| and |C0| are the number of instances with class labels 1 and
0 respectively, and |A| is the cardinality of A.








where |S<v| is the number of instances of A in [min(A), v) and |S≥v| is the number of instances
of A in [v,max(A)].
3. Given a split point v, calculate Information Gain (IG) using:
IG(A, v) = E(A)− E(A, v) (3.21)
4. Repeat steps 2 and 3 to find split point with the maximum information gain. The new intervals
may be split further until a termination criterion [Fayyad and Irani ] is met.
Example: To illustrate entropy binning method, we consider example data in table 3.1.
Table 3.1: A numerical variable A with a binary class label C
TID A C TID A C TID A C
1 53 1 9 68 0 17 75 0
2 56 1 10 69 0 18 75 1
3 57 1 11 70 0 19 76 0
4 63 0 12 70 1 20 76 0
5 66 0 13 70 1 21 78 0
6 67 0 14 70 1 22 79 0
7 67 0 15 72 0 23 80 0
8 67 0 16 73 0 24 81 0
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1. Calculate entropy of A for the class label C:
E(A) = − 724 log
( 724 )
2 − 1724 log
( 1724 )
2 = −0.29log0.292 − 0.71log0.712 = 0.871
2. Given a split point like v = 60, calculate entropy of A for the class label C:




























3. Given a split point v = 60, calculate information gain IG:
IG(A, 60) = E(A)− E(A, 60) = 0.871− 0.615 = 0.256
4. Repeat steps 2 and 3 to find split point with maximal information gain.
IG(A, 60) = 0.256
IG(A, 70) = 0.101
IG(A, 75) = 0.148
The information gain for all three split points (bins) show that v = 60 is the most informative
split point and returns the highest gain.
3.4 Contrast Pattern Mining
The next step, after numerical predictor variables are discretized, is mining the contrast patterns. In
this section, we define the concepts related to contrast pattern mining. Let D = {(Xi, Yi) | 1 ≤ i ≤
n} be a training dataset including pairs of predictor variables values and response variable values.
Each Xi is a vector of k predictor variables, x1, ..., xk.
Definition: An item is a conditioned variable of the form “xi = a” if xi is categorical, or “a ≤ xi <
b” if xi is numerical. For example, assuming a dataset D with 6 predictor variables and a binary
response (class) variable, Table 3.2 can be used to illustrate concepts defined in this section.
Dataset D has 3 numerical (x1, x2, x3) and 3 categorical variables (x4, x5, x6). We used equi-
width binning method to discretize numerical variables. Table 3.3 represents the discretized version
of dataset D (Table 3.2). Each cell of Table 3.3 is in the dij format such that i is the index of
variable and j is the index of bin. For example, d12 ∈ t1 means the value of x1 in t1 belongs to the
second bin (x1 ∈ [1.25, 2, 5)). Since x3, x4 and x5 are already categorical, we just convert those to
the new format. For example, d41 ∈ t5 means the value of x4 in t5 is in the first category (x4 has 4
possible values.)
Each element of Table 3.3 is an item. For example, d12 is an item in the form of “x1 ∈ [1.25, 2.5)”
3.4. CONTRAST PATTERN MINING 22
Table 3.2: A toy dataset
TID x1 x2 x3 x4 x5 x6 Class
t1 1.7 23 0.3 1 1 2 1
t2 3.02 99 0.4 2 1 1 1
t3 0 34 0.2 3 1 3 0
t4 0.13 32 0.9 4 0 2 1
t5 2.4 77 0.8 1 1 2 0
t6 5.01 90 0.1 2 0 3 0
t7 0.45 65 0.1 3 0 1 0
t8 1.43 7 0.2 4 0 2 0
t9 4.1 11 0.3 1 0 2 1
t10 0.99 43 0.5 2 1 3 0
or “1.25 ≤ x1 < 2.5” and d41 is another item in the form of “x4 = 1”.
Definition: A pattern or an itemset is a finite set of items.
For example, p1 = {d11} is a pattern with one item and can be represented in the form of {x1 < 1.25}
and p2 = {d11, d31, d43} is another pattern with 3 items and can be represented in the form of
{x1 < 1.25 AND x3 < 0.3 AND x4 = 3}.
Definition: An instance t is said to match a pattern P , denoted by t |= P , if t satisfies every item
in P or in another word P ⊆ t. For example, t3 matches p2 because t3 satisfies every item in p2.
The matching dataset of pattern P in dataset D is mds(P,D) = {x ∈ D | x |= P}. For example,
mds(p1, D) = {t3, t4, t7, t8, t10} and mds(p2, D) = {t3, t7}.
Definition: The support of pattern P in datasetD is supp(P,D) = |mds(P,D)||D| and then supp(p1, D) =
5
10 = 0.5. The support of a pattern can also be computed in a subset of a dataset. For example,
supp(P,C1) =
|mds(P,C1)|
|C1| where C1 is a subset of dataset D which their class label is 1.
Definition: Given a support threshold s, a pattern P is called frequent pattern (also called frequent
itemset) if supp(P,D) ≥ s.
Definition: Given two data classes C1 and C2 (e.g., instances which their class variable values are





The next part of preliminaries are related to the concept of contrast patterns. A pattern is
contrast pattern if its support is different within different classes.
Definition: [Dong and Li 1999] Given a support ratio threshold γ, a contrast pattern (also called
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Table 3.3: Discretized version of dataset D in Table 3.2
TID x1 x2 x3 x4 x5 x6 Class
t1 d12 d21 d32 d41 d52 d62 1
t2 d13 d24 d32 d42 d52 d61 1
t3 d11 d22 d31 d43 d52 d63 0
t4 d11 d22 d34 d44 d51 d62 1
t5 d12 d24 d34 d41 d52 d62 0
t6 d14 d24 d31 d42 d51 d63 0
t7 d11 d23 d31 d43 d51 d61 0
t8 d11 d21 d31 d44 d51 d62 0
t9 d14 d21 d32 d41 d51 d62 1
t10 d11 d22 d33 d42 d52 d63 0
emerging pattern) of class C2 is a pattern P satisfying supp ratio
C2
C1
≥ γ. Assuming γ = 0.25,
p1 = {d11} is a contrast pattern with the supp ratioC2C1 =
1
4 = 0.25. p3 = {d31, d51} is another
contrast pattern (called jumping pattern). p3 is frequent in C2 (supp(p3, C2) = 3) but non-frequent
in C1 (supp(p3, C1) = 0).
Equivalence classes is another important concept needs to be defined.
Definition: An equivalence class (EC) is a set of patterns with the same matching datasets, i.e.,
EC(P ) = {Qs | mds(Q) = mds(P )} where Qs are also patterns [Li et al. 2007]. The minimal
patterns are called minimal generators (MG) and the longest ones are called closed patterns. For
example, given dataset D = {abcdeghi, acdg, bcdghi, abdhi, bceghi} of five transactions, one of the
equivalence classes is bcdghi and it contains six MGs: bcd, bdg, cdh, cdi, dgh, dgi. Each of those MGs
presents a unique minimal combinations of single-item conditions that differentiates this EC from
other ECs.
4
Contrast Pattern Aided Regression
(CPXR)
In chapter 3, we discussed about all preliminaries required for CPXR. In this chapter, we first
introduce the main idea of this research in the form of a simple example. We then present the concept
of Pattern Aided Regression (PXR) and Contrast Pattern Aided Regression (CPXR) algorithm. We
also evaluate CPXR methodology against a set of benchmark and synthetic datasets.
4.1 PXR Concept
In order to introduce the PXR concept, which is the main idea of CPXR methodology, following
definitions need to be introduced:
Definition: Given a training dataset D = {(xi, yi) | 1 ≤ i ≤ n}, a regression model built on D is
called baseline model and shown by f0.
In this research, we used linear regression and piecewise regression to build baseline models.
However, any numerical prediction baseline modeling method would work perfectly.
Definition: Given the matching dataset of pattern P , mds(P,D), a regression model built on
mds(P,D) is called local model and shown by fP .
fP s use all predictor variables used in building baseline model. Similar to baseline models, any
numerical prediction methods can be used in order to build the local models.
As discussed earlier, the predictor-response (PR) relationship is one of the key points of the
CPXR methodology. The most convenient way to represent predictor-response relationships is pair-
ing patterns and local models. Each pattern represents a region in the data space. The local model
associated with the pattern represents how the response variable depends on the predictor variables
24
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for the data instances that matches the pattern. Each pair (P, fP ) represents a different PR rela-
tionship and should be highly different from other PR relationships. A small set of (P, fP ) pairs can
represent a diverse set of PR relationships.
Definition: A pattern aided regression (PXR) is a tuple PXR = ((P1, f1, w1), ..., (Pk, fk, wk), fd),
where k is a positive integer, P1, ..., Pk are patterns, f1, ..., fk, fd are regression models, and w1, ..., wk >
0 are weights. {P1, ..., Pk} is the pattern set, {f1, ..., fk} is the set of local models associated to the










where πx = {Pi | 1 ≤ i ≤ k, x satisfies Pi}.
If x is matched by just one pattern like Pi, then fPXR(x) is equal to fi(x), the local model
associated to pattern Pi. If x is matched by more than one pattern, the weighted average of the
predicted values of local models is used to determine fPXR(x). If x does not match by any of the
patterns in the pattern set, the default model fd(x), will be used to determine fPXR(x). As will be
discussed later, the weight of each local model can be determined based on the effects of the local
model on the residual reduction.
4.2 CPXR Example
To illustrate PXR concept, we present a very simple example. Table 4.1 shows the data points values
for a given dataset D with one predictor variable X and one response variable Y . Dataset D has 30
data points (instances), and both predictor and response variables are numerical1.
Figure 4.1 is the graphical representation of dataset D on a 2D plane along with a series of
fitted models. Looking at figure 4.1, we observe that data points are not uniformly distributed. The
synthetic dataset D, like many real multi-modal datasets that we experimented on, is extremely
heterogeneous.
In order to show the differences between PXR model and traditional regression models, we
applied simple linear regression and piecewise linear regression (PLR) on the same dataset. Black
dashed line is representing the fitted linear regression model and black solid line is the fitted model
by piecewise regression. Colored dashed lines are the PXR model and the mathematical form of
1In this example, we used just one predictor variable in order to have a graphical representation. CPXR method-
ology can be applied to datasets with any number of predictor variables.
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Table 4.1: A toy dataset to explain a PXR model
TID X Y TID X Y
1 1.1 4.6 16 3.01 1.7
2 1.2 4.6 17 3.56 1.6
3 1.23 4.2 18 3.69 1.5
4 1.34 4.9 19 3.21 1.9
5 1.34 4.03 20 3.3 1.2
6 1.32 4.78 21 5.2 3.9
7 1.29 4.21 22 5.25 3.1
8 1.26 4.78 23 5.43 3.8
9 1.19 4.5 24 5.55 3.7
10 1.2 4.6 25 5.65 3.6
11 3.8 1.7 26 5.7 3.6
12 3.1 1.1 27 5.73 3.5
13 3.4 1.9 28 5.9 3.7
14 3.45 1.2 29 5.95 3.2




4.83− 0.25x if x ≤ 2
0.76 + 0.23x if 3 < x ≤ 4
3.62 if x > 5
3.92− 0.2x Otherwise
(4.2)
Equation 4.2, which is a multi-valued model, contains a PXR model includes a set of linear
regression models and a set of conditions (patterns), and each model is just applicable on the region
of data space defined by the pattern. For example, if the value of predictor variable x is between 3
and 4, then the second equation is used to estimate the value of response variable y. For the values
of x more than 5, the response variable is constant and equal to 3.62. Finally, if the value of x
does not fall in any of those conditions, we should use the last model that is same as simple linear
regression (dashed line).
Table 4.2 compares the accuracy of CPXR with other regression methods such as piecewise and
linear regression, and it is obvious that CPXR is more accurate than other methods in terms of
RMSE and R2. The second observation is that PXR’s local models are diverse and different from














































Y2 = (0.76 + 0.23X)
Y1 = (4.83 − 0.25X)
Y3 = (3.61)Ybaseline = (3.92 − 0.2X)
Figure 4.1: A graphical representation of dataset D
each other. For example, the slope of x in the first model is negative, in the second model is positive
and in the third model is zero which shows how much different subgroups of data points behave
differently and should be treated in separate models, not a global model. As mentioned before,
CPXR returns a PXR model including a set of local models and patterns that each local model is
associated with a pattern.
Table 4.2: Accuracy of different regression methods on dataset D
Regression method RMSE R2
Linear regression 1.21 0.08
Piecewise regression 0.29 0.945
CPXR 0.26 0.955
4.3 CPXR Algorithm
In this section, we describe the CPXR algorithm along two quality measures that are used by the
algorithm.
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Figure 4.2: A graphical representation of CPXR algorithm
4.3.1 Quality Measures on Patterns and Pattern Sets
The core of CPXR methodology is finding a set of patterns along with a set of local models that
correct the prediction errors of the baseline model. To do this, we first need a mechanism to measure
how much a pattern and a PXR (see definition 4.1) can reduce the residual errors.
The following definition represents a measure to quantify the residual reduction of a PXR.





where PS = {P1, ..., Pk} is the pattern set, rx(f) is the f ’s residual on an instance x, rx(fPXR) is
PXR’s residual on an instance x and mds(PS) = ∪P∈PS mds(P ).
So trr(PXR) measures the total residual reduction achieved by fPXR as a fraction of f ’s total
residual.
The huge number of contrast patterns is one of the issues in any pattern mining problems, and we
need a mechanism to reduce the number of patterns and save computation time. Our experiments
on real datasets revealed that some of the patterns have low utility, i.e. cannot reduce residual error
of the baseline model. We need a method to measure the quality of individual patterns for the
purpose of removing low utility patterns.
Definition: The average residual reduction (arr) of a pattern P w.r.t. a prediction model f and a
dataset D is
arr(P ) =
Σx∈mds(P )|rx(f)| − Σx∈mds(P )|rx(fP )|
|mds(P )|
(4.4)
where rx(fP ) is the fP ’s residual on an instance x.
More than a filtering method, arr is also used as a weighting method (wi in definition 4.1) for
patterns in CPXR prediction models.
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4.3.2 Algorithm
CPXR algorithm has three phases: data splitting and preparation, pattern mining, and pattern
selection. In data splitting and preparation phase, CPXR splits the dataset D into two parts called
LE and SE. The second phase, pattern mining, mines the contrast patterns on LE and removes
some of the patterns after applying a set of filters. In the last phase, pattern selection, a double
loop is used to search for a desirable pattern set in order to maximize trr: The inner loop performs
pattern replacement, and the outer loop adds a new pattern to the pattern set and calls the inner
loop at each iteration. The loops stop when they meet the termination criterion. Figure 4.2 is a
diagram representing main steps of CPXR algorithm.
Let’s describe different steps of algorithm 1. CPXR takes four inputs: a training dataset D, a
baseline model f , a ratio ρ for splitting D into LE and SE, and a minSup threshold on contrast
patterns. You can substitute the baseline model f with the predicted values of data instances or the
residual values of data instances corresponded to f .
In the first step, CPXR splits dataset D into LE and SE using a splitting point. To determine






to find the index of sorted splitting instance (Steps 1.2, 1.3). In step 1.4, data instances with the
index more than κ are located in LE and other instances are located in SE. Step 1.5 uses entropy
based binning and equi-width binning methods to discretize numerical variables into the disjoint
intervals. If entropy binning method cannot find the split points, we use equi-width to discretize
the numerical variables. If all variables are categorical, CPXR skips 1.5. Contrast patterns in LE
are mined in step 1.6. We used GcGrowth [Li et al. 2005] to mine contrast patterns. From each
equivalence class, the shortest pattern is chosen and added to the contrast pattern set (CPS). In
the next step, the matching dataset of each pattern P ∈ CPS is constructed, and a local regression
model is built for mds(P ). CPXR selects P0 with the highest arr to initialize PS (Step 1.8). In
steps 1.10 to 1.14, CPXR adds one pattern to PS in each iteration and improves the performance of
PS gradually. If RMSE reduction in each iteration is less than 1%, the process is terminated. Some
of the data instances are not covered by any of the patterns in PS. CPXR trains default model
fd, on those instances not covered in step 1.15. In the last step, CPXR returns PXR as a set of
patterns, local models, weights and default model.
In algorithm 1, CPXR calls IteratImp(CPS,PS) to iteratively improve the performance of PS.
The core of algorithm 2 is finding the best replacement for a pattern and locate it in PS. The
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Input: (1) training data D = {(xi, yi)|1 ≤ i ≤ n}
(2) the baseline model f or predicted value of xi under f or residual value of xi under f
(3) a number ρ to partition D into LE,SE
(4) a minSup threshold on contrast patterns
Output: A PXR model
1.1 Let r1, ..., rn denote f ’s residuals on x1, ..., xn;
1.2 Sort x1, ..., xn based on residuals r1, ..., rn ascendingly;





1.4 Let LE = {xi | ri > κ}, SE = D − LE;
1.5 Discretize each numerical variable using a discretization method w.r.t. the LE and SE classes;
1.6 Extract all contrast patterns for minSup in the LE class, and select just one pattern having
shortest length from each equivalence class for inclusion in the CPS set of contrast patterns,
and apply other filters to remove patterns of small residual improvement;
1.7 For each P ∈ CPS, build the local regression model fP for data in mds(P );
1.8 Let PS = {P0}, where P0 is the pattern P in CPS with highest arr;
1.9 repeat
// add a pattern to PS
1.10 Let P be the pattern in CPS − PS that
maximizes ∆(fPXR(PS∪{P},f), f);
// ∆(f ′, f) denotes RMSE(f)−RMSE(f
′)
RMSE(f)
1.11 Let PSo = PS;
1.12 if ∆(fPXR(PS∪{P},f), f) > 0 then
1.13 Let PS = PSo ∪ {P};
1.14 Call IteratImp(CPS,PS) to improve PS;
end
until ∆(fPXR(PS,f), f)−∆(fPXR(PSo,f), f) < 0.01;
1.15 Let fd be the regression model trained from D − ∪P∈PSmds(P );
1.16 Return PXR;
Algorithm 1: The CPXR Algorithm
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2.1 Let impval = 1;
2.2 repeat
2.3 for each P ∈ PS do
2.4 Let QP be a pattern P
′ in CPS − PS maximizing imp(PS, P, P ′);
end
2.5 Let P− be a pattern P ∈ PS maximizing imp(PS, P,QP );
2.6 Let impval = imp(PS, P−, QP−);
2.7 if impval > 0 then PS = PS − {P−} ∪ {QP−};
until impval < 0.001;
Algorithm 2: The IteratImp(CPS, PS) Function
improvement of replacing P− in PS by P+ ∈ CPS − PS is measured by:
imp(PS, P−, P+) = trr(PXR
′)− trr(PXR) (4.6)
where PS in PXR′ is equal to PS − {P−} ∪ {P+}.
4.3.3 Techniques to Improve Computational Efficiency
Step 1.6 of algorithm 1 returns a huge number of patterns. In order to eliminate useless patterns
without losing any desirable pattern, the following filters are applied:
• We remove contrast patterns of LE with the support ratio less than 1. If the support ratio is
less than 1, there is no contrast between LE and SE classes.
• We remove patterns with small average residual reduction of f , i.e., Σx∈mds(P )|rx(f)|−Σx∈mds(P )|rx(fP )| ≤
0.01Σx∈mds(P )|rx(f)|.
• The matching dataset of some of the patterns in CPS are similar to each other. We use Jaccard
similarity to measure the similarity between the matching datasets of each pair of patterns. The





If the similarity is more than 0.9, then the pattern with less arr is removed. This filter is optional
and it can be used if needed.
• If the number of elements in a pattern’s matching dataset is less than the number of predictor
variables, the pattern is removed. Another benefit of this filter is to control overfitting of the
PXR models.
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4.4 Experimental Results
In this section, we report a systematic evaluation of CPXR methodology. We used 50 real datasets
and 23 synthetic datasets to evaluate the performance of CPXR in comparison with several well-
known state-of-the-art regression methods. We evaluated CPXR from different aspects such as
accuracy, sensitivity to noise, representability, and overfitting. The results show CPXR consistently
outperforms competing methods often by big margins. We also discussed the impact of several
parameters such as minSup on the CPXR performance. We examined the performance of CPXR
when the baseline modeling method was not linear regression. The CPXR’s computation time and
memory usage is also investigated.
4.4.1 Datasets, Regression Methods and Parameters
We collected 50 real datasets from different sources. 43 datasets are from [Kim et al. 2007] and other
datasets are from UCI repository [Bache and Lichman 2013] and other resources [Yeh 1998][Tsanas
and Xifara 2012][Akbilgic et al. 2013][Hukkelhoven et al. 2005]. In table 4.3, each row represents
some characteristics of the datasets including the number of instances and the number of predictor
variables. For most of the datasets from [Kim et al. 2007], we used the splits given by [Chipman
et al. 2012] that is 6-fold cross-validation with 20 repetitions.
We also generated 23 synthetic datasets that each one has different characteristics and used to
evaluate the performance of CPXR. Each such dataset is generated based on a baseline regression
model f , a set of patterns PS = {P1, P2, ..., Pk} over the predictor variables, a local regression model
fi for each Pi, as well as applying 4 levels of noise, 0.05, 0.1, 0.15, 0.2. All predictor variable values
were generated independently and identically distributed over [0, 1]. The response variables were
generated to fit the regression model fPXR with added noise (y is defined as the product of the
given noise level, a random value in [−1, 1], and the value given by fPXR).
We used seven parameters to generate 23 synthetic datasets (listed in table 4.4): the numbers of
instances, of variables, and of patterns; the condition overlap between the patterns (in terms of the
number of shared common “single-variable” conditions), the magnitude of the coefficients, the level
of difference between the largest coefficients in different regression models (indicated by the ratio
of the largest coefficients), and the level of noise. We believe these synthetic datasets can cover all
possible situations and present an honest judgment about the CPXR’s performance.
We compared CPXR against several modeling techniques including: Linear Regression (LR),
Piecewise Linear Regression (PLR)[McZgee and Carleton 1970], Support Vector Regression (SVR)[Smola
and Vapnik 1997], Bayesian Additive Regression Trees (BART)[Chipman et al. 2012], and Gradient
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Table 4.3: RMSE reduction of traditional methods and CPXR(LL,LP,LL:Regularized) over LR
Dataset #instances #variables PLR SVR BART GBM CPXR(LL) CPXR(LP) CPXR(LL:Regularized)
Abalone 4177 8 4.5 0.00 3.18 1.36 12.33 14.25 18.67
Alcohol 2467 18 12.58 10.6 20.53 11.26 24.83 26.14 21.71
Amenity 3044 21 34.89 29.24 41.34 39.11 39.68 42.19 5.85
Attend 838 9 11.24 2.4 28.07 19.58 16.54 30.43 39.08
Baskball 96 4 21.93 11.23 8.02 4.81 53.66 54.1 40.91
Budget 1729 10 37.48 26.81 91.58 84.46 76.30 80.58 76.15
Cane 3775 9 8.51 0.00 20.15 16.42 23.93 25.97 21.48
Cardio 375 9 -18.42 -0.71 -0.21 -15.63 43.97 49.09 45.47
College 694 24 14.9 2.65 11.33 4.78 43.03 46.73 49.27
Concrete 1030 9 43.76 19.41 27.47 -48.18 41.36 48.17 50.48
County 3114 13 11.94 3.67 26.29 23.42 32.33 29.18 31.42
CPS 534 10 -3.75 -10.00 -5.00 -5.00 4.65 4.92 27.82
CPS95 21252 14 10.81 16.5 55.29 21.46 65.57 59.69 55.74
CPU 209 7 33.31 10.54 41.51 -59.65 57.78 58.09 63.04
Deer 654 13 -29.14 -28.95 -21.00 -28.34 50.07 52.04 47.00
Diabetes 375 15 7.43 6.43 4.42 4.71 32.32 34.11 46.85
Edu 1400 5 10.78 5.75 10.66 10.18 11.13 13.45 18.08
Energy Eff. 768 8 64.65 18.52 42.42 80.07 59.47 61.14 58.68
Engel 11986 5 6.72 2.99 5.37 5.22 11.2 13.93 18.79
Enroll 258 6 10.6 -6.79 0.66 -7.62 21.6 22.73 41.94
Fame 1319 22 43.95 11.58 41.91 24.36 55.11 58.1 43.43
Fat 252 14 16.04 4.4 2.86 -0.88 45.88 44.89 49.65
Fishery 6806 14 1.34 15.53 35.73 33.05 13.51 19.09 34.58
Houses 6880 8 6.93 1.35 25.13 24.34 23.49 39.48 23.61
Insur 2182 6 29.82 -0.26 33.68 83.65 40.49 39.07 39.95
Istanbul SE 536 8 23.73 5.08 22.03 16.95 22.92 25.01 50.00
Labor 2953 18 67.87 43.71 74.13 70.49 30.56 32.88 56.08
Labor2 5443 17 2.86 -3.17 0.00 1.59 13.11 14.28 10.82
Laheart 200 16 22.08 -0.87 -0.55 3.61 52.44 52.76 60.34
Medicare 4406 21 12.48 7.75 21.71 12.4 21.77 28.79 17.98
MPG2001 852 10 15.02 -4.1 37.2 29.01 34.82 36.25 51.52
Mussels 201 4 44.83 4.39 28.68 25.39 59.15 61.3 60.62
Ozone 330 8 13.02 1.77 9.49 9.49 42.68 41.01 43.95
Pole 5000 26 25.81 11.37 34.02 64.47 34.33 43.11 16.83
Price 159 15 43.72 4.16 29.54 17.73 70.65 71.08 64.26
Rate 144 9 -5 -37.5 -12.5 -37.5 18.18 19.44 19.71
Rice 171 15 33.72 -1.67 14.84 17.16 59.87 60.05 30.91
Rosetta 213 13 50.72 51.06 51.06 55.84 83.25 87.14 78.73
Servo 167 4 20.81 -33.33 56.57 51.52 28.18 31.1 14.58
Smsa 141 10 26.03 6.03 -33.29 -51.97 84.34 85.9 31.92
Soil WC 210 10 3.26 2.17 8.7 18.48 47.87 48.11 24.76
Spouse 11136 21 12.9 11.83 36.56 15.59 45.27 52.11 34.26
Strike 625 5 -24.13 -1.18 -0.77 -0.35 30.18 47.93 13.07
TA 324 6 8.66 0.00 -1.22 -1.22 36.46 33.04 31.25
TBI 2159 16 35.51 13.71 33.14 14.95 67.18 69.41 68.22
Tecator 215 10 40.62 0.16 19.35 -14.15 63.02 65.1 67.64
Tree 100 8 17.68 7.92 -7.23 -10.82 59.22 61.73 38.99
Triazine 186 28 25.24 1.51 13.44 12.89 23.49 25.98 33.19
Wage 3380 13 12.2 9.15 25.42 11.86 21.31 38.45 28.21
Yacht 308 7 -2.19 -5.93 -2.68 69.65 43.81 45.1 51.97
Average – – 18.41 4.94 20.18 14.6 39.89 42.89 39.39
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Boosting Method (GBM)[Friedman 2002]. We did not try other methods such as random forest
and neural network since Chipman in [Chipman et al. 2012] clearly stated those methods have
significantly lower performances compared to BART, which CPXR already outperformed.
To have more confidence in the superiority of our results, we tried to select diverse datasets in
terms of the number of predictor variables and the number of instances. The number of predictor
variables is ranging from 4 to 28, and the number of instances varies from 96 to 21252. We removed
datasets with less than 3 predictor variables.
We implemented the main parts of the CPXR algorithm in Java/maven. We also used some of the
R packages in the code mostly to handle traditional modeling jobs. We used Rserve [Urbanek 2003] to
communicate between R and Java. For LR, we used R implementation and no parameters. For PLR,
we used an R package called ”Segmented“ [Muggeo 2008] and used the default parameter setting.
The number of breakpoints is determined by an auxiliary function called seg.control. For SVR, we
used a function called svr with the RBF kernel and other default parameter settings in the “e1071”
package [Meyer et al. 2012]. For BART, we used an R package called “BayesTree” [Chipman and
McCulloch 2009] and parameters list is determined using cross validation. For regularized regression,
we used an R packages called “glmnet” [Friedman et al. 2009] and set λ = 0.05 in our experiments.
For CPXR, we used the fixed parameter setting, minSup = 0.02 and ρ = 0.45. We used different
settings in experiments related to the impact of parameters on the performance.
4.4.2 Prediction Accuracy Evaluation
We used relative RMSE reduction to show how much CPXR and other state-of-the-art regression




where RMSE(LR) is the RMSE of linear regression and RMSE(X) is the RMSE of the competing
methods including PLR, SVR, BART, GBM, CPXR(LL), CPXR(LP) and CPXR(LL:Regularized).
CPXR(LL) and CPXR(LP) mean the baseline methods are linear regression and piecewise regression
respectively. Table 4.3 shows the relative RMSE reduction on the 50 real datasets. Each bold
number indicates which method returns the best performance. we excluded CPXR(LL:Regularized)
results from the comparison because other methods are not regularized, and the comparison is not
reasonable.
In terms of relative RMSE reduction, CPXR(LP) achieved the highest average (42.89%) among
other competing methods, which is approximately 24.5%, 38%, 22.7% and 28.29% higher than that
of PLR, SVR, BART, and GBM respectively. Counting the number of bold numbers in each column
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returns CPXR(LP) is the most accurate method in 36 out of 50 datasets, while PLR, SVR, BART,
GBM and CPXR(LL) are the best in 0,0,5,4,5 datasets respectively. CPXR(LP) reduced the RMSE
of LR for more than 80% on 3 datasets (Budget, Rosetta, Smsa) and more than 70% on 10 datasets.
BART improved the RMSE of LR for more than 60% on just two datasets (Budget and Labor).
CPXR(LP) and CPXR(LL) are the only methods without negative RMSE improvement among
other competing methods. BART could not reduce the RMSE of LR on 9 datasets. GBM and SVR
returned negative improvement over LR on 13 datasets. The performance of CPXR(LL:Regularized)
is similar to CPXR(LL), although CPXR(LL:Regularized) is a bit less accurate.
It is worth noting that, when CPXR(LP)’s RMSE reduction is the highest, it is usually much
larger than that of other methods, and when it is not the highest, it is usually not much smaller
than that of other methods (Labor and Servo are two exceptions). Finally, out of 50 datasets, there
are 42 datasets where CPXR(LP)’s performance is over 25% (relatively) compared to LR.
Table 4.4: Parameter settings for synthetic datasets
Dataset
D1 D5 D8 D13 D17 D21
D2 D6 D9 D14 D18 D22
D3 D7 D10 D15 D19 D23




5K 5K 5K 1K,5K,10K,20K 5K 5K
Number of
variables
10 10 10 10 5,10,15,20 10
Number of
patterns
6 6 2,4,6,8,10 6 6 6
Pattern overlap Small No,Small,Big Small Small Small Small
Magnitude of
coefficients
1,10,50,100 50 50 50 50 50
Difference in
coefficients
3 3 3 3 3 1,3,5
Level of noise 0.05 0.05 0.1 0.1 0.05 0.2
Figures 4.3a and 4.3b represent two boxplots for the relative RMSE reduction of CPXRs and
4 other methods on training and testing datasets respectively. It is obvious that the quartiles of
CPXR(LL) and CPXR(LP) are both higher than those of the other methods and interestingly the


















































































Figure 4.3: Box plots of RMSE reductions on 50 datasets (a:training, b:test)
first quartile of CPXR(LL) and CPXR(LP) are higher than the median of the other methods on
both training and testing datasets.
Table 4.6 shows (in the “Test” column) the average RMSE reduction over LR on the 23 synthetic
datasets (Table 4.4) for PLR, SVR, BART, CPXR(LL) and CPXR(LP) (We used 10-fold cross-
validation here). Clearly CPXR outperforms the other methods. On average CPXR(LP) achieved
RMSE reduction of 29%, which is about 20% higher than the best competitor methods. These results
confirms that the other methods are not capable of modeling diverse predictor-response relationships.
Again, PLR’s performance is almost identical to that of BART. In all synthetic dataset experiments,
we use CPXR default parameters setting (minSup = 0.02 and α = 0.45).
Figures 4.4a and 4.4b represent the boxplots for the relative RMSE reduction of synthetic datasets
and similar to 50 datasets; CPXR has the best performance.
4.4.3 Overfitting and Noise Sensitivity of CPXR
Overfitting is one of the major issues in many of the popular regression and classification techniques.
If a regression model overfits, it means the model works well on the training dataset but it performs
poorly on test dataset, which means it is not useful in practice. In general, a model is overfitting
“if it is more than complex than another model that fits equally well” [Hawkins 2004] and complex
models usually perform well but overfit. Simple models such as linear regression perform poor but do











































Figure 4.4: Box plots of RMSE reductions on synthetic datasets (a:training, b:test)
not overfit and are more generalizable. Our goal in this section is comparing the level of overfitting
between CPXR and other competing methods.
There are three main reasons that CPXR does not overfit. First of all, CPXR uses simple
regression models (LR or PLR) to build local models and those models have less overfitting comparing
to other complex models. Second, the number of patterns in CPXR is very small (with average of
7 patterns for real datasets) and then CPXR’s models are very simple and easy to understand.
Third, it has been discussed extensively in the literature that if the number of predictor variables is
more than the number of instances, the risk of overfitting increases. Recall that CPXR removes all
patterns whose matching dataset’s cardinality is less than the number of predictor variables.
The most common way to quantify model’s overfitting, is measuring the “relative accuracy drop”
which is how much the accuracy drops from training to testing datasets. The formula to measure




The last column of tables 4.5 and 4.6 demonstrates the magnitude of accuracy drop. Clearly,
CPXR(LL) and CPXR(LP) have the smallest drop for 50 datasets and got the second rank after
SVR for the synthetic datasets.
Sensitivity to noise is another important issue that affects the performance of regression and
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Table 4.5: Performance comparison, and average relative accuracy drop, on 50 datasets
Average RMSE reduction over LR Drop in
Method Training Test accuracy
PLR 37.11% 18.76% 49%
SVR 7.65% 4.8% 37%
BART 41.02% 20.15% 51%
CPXR(LL) 51.4% 39.88% 22%
CPXR(LP) 53.85% 42.89% 21%
Table 4.6: Performance comparison, and average relative accuracy drop, on synthetic datasets
Average RMSE reduction over LR Drop in
Method Training Test accuracy
PLR 17% 9.4% 44%
SVR 3.5% 2.5% 29%
BART 19% 9.5% 50%
CPXR(LL) 49.2% 28.4% 42%
CPXR(LP) 49.9% 29.83% 40%
classification models and leads to overfitting. Some regression models are too sensitive to the noisy
training dataset and perform poorly on the clean test data. In this scenario, the algorithm tries to
fit a model to all instances, including the noisy data points which makes the algorithm very complex.
This section evaluates noise sensitivity of regression algorithms, by examining the difference of
modeling’ accuracy on noise-added training data and clean test data. This is done by applying
classification algorithms including CPXR on 3 real datasets, with noise-added training data and
clean test data (With noise level `, we transform the test data by adding a value z × y to each y
value in the original test data, where z is a random value in [−`, `]). We used 0.05, 0.10, 0.15 and
0.20 as noise levels `.
Figure 4.5 shows the drop in accuracy comparing to clean test data for BART, CPXR and GBM
models. Apparently GBM is the most sensitive algorithm to noise and CPXR is the least. For
example, when we add 5% noise, the RMSE increased by 8%, 12% and 16% for CPXR, BART, and
GBM models respectively.
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Figure 4.5: Noise sensitivity of regression methods
4.4.4 Data Characteristics and CPXR’s Performance
As we discussed earlier in section 4.4.2, CPXR outperforms on most of the datasets but the mag-
nitude of improvements differ. In this section, we want to analyze datasets to understand what are
the data characteristics that highly correlated with CPXR’s performance. To perform this task,
we selected 9 real datasets and divided into two groups: the “high” group consists of five datasets
where CPXR has very large RMSE reduction over LR (between 57% and 84% for CPXR), and the
“low” group consists of 4 datasets where CPXR has relatively small RMSE reduction (between 16%
and 45% for CPXR). Table 4.7 represents the characteristics of these datasets, including number of
contrast patterns (equivalence classes) after applying minSup, the number of positive improvement
patterns (PIPs) (after removing, from the set of patterns above, any pattern P whose R2 improve-
ment over the baseline model is less than 5%), coverage on large error instances (by PIPs), coverage
on all instances (by PIPs), average R2 improvement of local models of the PIPs, and the difference
(given as a ratio) between largest coefficients of the local regression models in the results computed
by CPXR. The R2 improvement by a pattern P is defined as
R2(f |mds(P ))−R2(fP )
R2(f |mds(P ))
, where f |mds(P )
denotes f restricted to mds(P ).
What we understand from Table 4.7 is that the number of PIPs, the coverage on large error
instances and the difference in the largest coefficients are the most important factors in the CPXR’s
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performance. These findings confirm the initial idea of CPXR methodology. As we discussed in
the introduction, CPXR identifies instances with large error and then tries to characterize those
instances using patterns and finally reduces residual error by returning a set of specialized local
models. If the number of PIPs is small or the coverage on large error instances is small, then the
dataset does not have significant diverse predictor-response relationships; CPXR will not give large
improvements in such cases.
Table 4.7: Characteristics of datasets where CPXR has different performance
Dataset # of # of Cov on Cov on Avg R2 Difference in




CPS95 2443 1720 91% 89% 14% 2.1
Smsa 40 39 87% 85% 24% 2.6
Price 351 227 95% 79% 11% 2.7
CPU 138 93 95% 92% 17% 3.2




Fat 1135 1086 29% 30% 14% 1.1
Wage 2969 208 34% 57% 4.5% 1.4
Attend 1402 63 29% 42% 14% 1.7
Strike 54 48 38% 17% 59% 1.9
In general, we see that all of the datasets in the “high” group have Cov LE≥ 50%, Cov all≥ 63%,
and Difference in coefficients≥ 2.1, which all of the datasets in the “low” group have Cov LE≤ 38%,
Cov all≤ 57%, and Difference in coefficients≤ 1.9. When datasets have high Cov LE, most of the large
error instances are covered by PIPs; when Difference in coefficients is large, the baseline regression
models tends to make very large prediction errors on many instances; both offer opportunity for
CPXR to make large improvements in prediction accuracy.
4.4.5 Analysis of CPXR’s Parameters
In this section, we discuss about the impact of the following parameters on the CPXR’s performance:
• Impact of minSup
• Impact of ρ
• Impact of the baseline modeling method
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Figure 4.6: minSup’s impact on RMSE reduction
• Impact of the number of patterns in PXR models
• Impact of pattern filtering
4.4.5.1 Impact of minSup
minSup is one of the two CPXR parameters and is equal to the threshold on the minimum support (in
LE) of contrast patterns. We designed a simple experiment to understand the sensitivity of CPXR
to different minSups. Figure 4.6 represents the RMSE reduction when the minSup varies from 0.01
to 0.1. It is obvious that increasing the minSup decreases the number of extracted contrast patterns
and as we discussed in the previous section, it may decrease the CPXR performance. Therefore,
smaller minSup is more desirable. Although minSup = 0.01 gives slightly more RMSE reduction
than minSup = 0.02, minSup = 0.01 can lead to significant increase in computing time and memory
usage and we decided to use 0.02 in the experiments.
4.4.5.2 Impact of ρ
Another CPXR parameter is ρ which determines the splitting point between LE and SE instances.
Similar to the impact of minSup, we changed the ρ from 0.4 to 0.7 (minSup is fixed at 0.02) in
order to find an optimal ρ value. Figure 4.7 represents any ρ value between 0.45 and 0.65 are close
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Figure 4.7: ρ’s impact on RMSE reduction
to optimal. We used ρ = 0.45 for other experiments but recommend to try multiple ρ values.
4.4.5.3 Impact of Baseline Modeling Method
We used linear regression as baseline modeling method in all other experiments. In this part, we want
to know how CPXR performs if we change the baseline modeling method. We do not change the
local modeling method and is still linear regression. Table 4.8 demonstrates CPXR’s performance
on 4 real datasets and one synthetic dataset when the baseline modeling methods are LR, BART,
GBM, and PLR. It turns out that the results of using BART to generate the baseline models are
only slightly better than that of using LR, the results of using PLR to generate the baseline models
are almost the same as that of using LR, and the results of using GBM, are actually a bit worse than
that of using LR. We conjecture that a possible reason is that the data where GBM makes large
errors are overly fragmented, and, as a result, the contrast patterns of LE are not as useful as those
for the LR and BART cases. While using BART may also fragment the large error data, the better
performance of the BART models (as baseline models) may have compensated the performance of
the computed PXR model.
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Table 4.8: RMSE of CPXR using different baseline modeling methods
Dataset/Baseline LR BART GBM PLR
Enroll 0.09 0.06 0.1 0.09
Diabetes 0.72 0.63 1.15 0.46
CPU 10.24 10.09 15.34 11.1
Insur 2.16 2.17 2.27 2.28
D21 3173 3107 3301 3124
4.4.5.4 Impact of Number of Patterns
The number of patterns is determined by the CPXR algorithm. CPXR stops to pick more patterns
when adding more patterns does not improve the accuracy significantly. In this experiment, we
want to know what is the optimal number of patterns in PXR models. Figure 4.8 shows the impact
of the number of patterns on the CPXR performance. In the x-axis, the number of patterns is
pre-determined and varies between 5 and 20 and in the y-axis, the CPXR performance is shown.
It is clear that the curves are near peak before k is 10. In our experiments on the 50 datasets, the
maximum, minimum and average of k are 12,3, and 7 respectively.
4.4.5.5 Impact of Pattern Filtering
Experiments on several datasets indicates that the pattern filtering step in CPXR algorithm short-
ened the computation time fairly significantly, and no significant loss of prediction accuracy was
observed. Pattern filtering often removes more than 20% of the equivalence classes of contrast pat-
terns. For example in Spouse dataset the filtering removed 128240 patterns from a total of 520000.
This filtering reduces the time for building the local models and for searching for PXR models
significantly and as a result reduces the computation time by at least 20%.
4.4.6 Running Time and Memory Usage
We tested CPXR algorithm on a single processor machine (with a 2.26GHz CPU, 4GB of RAM),
concerning running time and memory usage. Table 4.9 shows the results of running time and
memory usage on datasets with different sizes. Three important factors that affect the running time
are: the numbers of instances, the number of variables, and the number of positive improvement
patterns (PIPs, see §4.4.4). Clearly, CPXR built the PXR models within a reasonable amount of
time and memory. For 4 of the 6 datasets, the computing time was at most 0.3 minutes. For Pole
the computing time is about 8 minutes; this could be attributed to the large numbers of PIPs and
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Figure 4.8: Impact of the number of patterns on CPXR’s performance
variables.
Table 4.9: Running time and memory usage of CPXR, and running time of other algorithms
Dataset # of # of # of CPXR CPXR LR PLR SVR BART GBM
instances attributes PIPs timea memory timeb timeb timeb timeb timeb
Fat 252 14 1135 0.1 1.1 0.25 0.22 0.058 9.78 1.06
Mussels 201 4 38 0.015 0.85 0.29 0.15 0.036 7.56 0.68
Price 159 15 362 0.022 0.8 0.27 0.25 0.042 6.89 1.09
Spouse 11136 21 228165 6.1 48 0.8 0.75 39.26 1839 9.19
Pole 5000 26 4442542 8.1 83 0.54 0.79 16.12 14.5 5.57
a: minues; b: seconds.
4.4.7 Conclusion
In this chapter, we introduced the diverse predictor-response relationship phenomenon, which says
in numerical prediction problems the predictor-response relationships fitting different logical groups
of data are often highly different. We also introduced a novel type of regression models, called
pattern aided regression (PXR) models, defined using small sets of patterns and corresponding local
regression models. PXR models can naturally model diverse predictor-response relationships. The
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paper introduced a regression method (CPXR) for building highly accurate and interpretable PXR
models, which outperforms state-of-the-art regression methods, often by big margins, in experiments.
PXR models are easy to interpret, and they achieve highly accurate prediction modeling with low
model complexity; the above indicates that the patterns and local regression models construct of
PXR models are very powerful, enabling PXR models “to achieve more with less”. PXR and CPXR




In this chapter, we introduce the Pattern Aided Classification (PXC), a new type of classifier, which
uses several pattern and local classifier pairs. We also introduce a new classification algorithm, called
Contrast Pattern Aided Classification (CPXC), to build accurate PXCs [Dong and Taslimitehrani
2016]. Experiments show that CPXC outperforms existing classification algorithms consistently,
often by wide margins.
5.1 PXC Concepts
The main idea of Pattern Aided Classifier (PXC) is using a set of contrast patterns to represent
several subgroups of data and then using a set of local classifiers to classify data instances matching
those patterns. The following definitions are required to define PXC concepts.
Definition: Given a training dataset D = {(xi, yi) | 1 ≤ i ≤ n}, a classifier built on D as training
data is called baseline classifier and is denoted by hb. hb can be built by any classification algorithm.
Definition: Given the matching dataset of pattern P in dataset D, mds(P,D), a classifier built on
mds(P,D) as training data is called local classifier and denoted by hp. hp is a classifier associated
to pattern p and can be built by any classification algorithm such as logistic regression, decision tree
and naive Bayes classifier. We write hpi as hi for pattern pi.
Definition: Given an instance x and classifier h, h(x,C) denotes the classification score of h for
an instance x on class C. h(x,C) can be in different forms such as probability of classifying x as a
member of C.
Definition: Given an instance x and classifier h, match(x, p) denote the confidence of “instance x
46
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matches pattern p.” In the simplest 0-1 case, match(x, p) is either 0 (not matching) or 1 (matching).
We are now ready to define the central concept of this chapter, namely pattern aided classifiers.
We limit ourselves to binary classification in this chapter.
Definition: A Pattern Aided Classifier (PXC) is given by a tupleM = ((p1, hp1 , w1), ..., (pk, hpk , wk), hd)),
where k > 0 is an integer, p1, ..., pk are patterns, hp1 , ...hpk are local classifiers, hd is the default
classifier, and w1, ..., wk are weights. The classification score of CPXC for an instance x on class Cj
is defined as




if πx 6= ∅
hd(x) otherwise
(5.1)
where πx = {Pi | 1 ≤ i ≤ k, x satisfies Pi}.
Since the patterns in a PXC are used as conditions, PXC classifiers can also be called conditional
aided classifiers (CXC). It is notable that several previously studied voting based classifiers can be
presented as degenerate PXCs or CXCs.
As will be seen later, we use the weight wi of a local classifier hpi as confidence score for hpi ’s
classification. The above weighted vote formula combines that confidence score with the classification
score (hpi(x,Cj)) of classifier hpi .
Table 5.1: A PXC M0 = ((p1, h1, 0.7), (p2, h2, 0.4), hd)
p1 X ≤ 5&Y = b1
p2 X > 4
h1 if A = a1 then C1 else C2
h2 if A = a1 then C2 else C1
hd if Y = b2 then C2 else C1
Example: Table 5.1 gives a PXC M0, where pi’s local classifier is hi, and hd is the default classifier.
(h1; h2; hd are decision trees shown as rules.) The underlying data have three features, X, Y , and
A. How M0 classifies an instance depends on the number of patterns that the instance matches.
• Matching 0 pattern: For example, M0 assigns C2 to t0 = (X = 2, Y = b2, A = a1) following hd,
since t0 matches neither p1 nor p2.
• Matching 1 pattern: For example, M0 assigns C1 to t1 = (X = 2, Y = b1, A = a1) following h1,
since t1 matches p1 only.
• Matching 2 or more patterns: For example, M0 assigns C1 to t2 = (X = 5, Y = b1, A = a1)
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using weighted voting, since t2 matches both p1 and p2, h1 assigns C1 to t2, h2 assigns C2 to t2,
and h1’s weight (0.7) is larger than h2’s weight (0.4).
5.2 The CPXC Algorithm
After presenting the main steps of CPXC, this section gives details of CPXC’s techniques. It contains
three subsections, one outlining CPXC, one for techniques which are quite similar to those of CPXR,
and one for techniques which are fairly unique to CPXC. We note that for CPXC there are more
issues as well as more opportunities compared to CPXR, mainly due to the difference between
classification and regression.
5.2.1 Main steps of CPXC
Table 5.2 gives an outline of CPXC. The main objective of CPXC is to compute a small cooperating
set of patterns, where each pattern characterizes a subgroup of data such that (a) a baseline classifier
(built on the given training data) makes large classification errors on data instances in the subgroup
and (b) a highly accurate local classifier exists to correct those errors, and (c) the small cooperating
set of patterns collectively defines an accurate PXC.
CPXC takes three inputs: a training dataset D, a ratio ρ > 0 for dividing D into large error
(LE) and small error (SE) parts, and a minSup threshold on the support of contrast patterns in
LE.
Table 5.2: Outline of the CPXC algorithm
Input Training dataset D, ρ and minSup
Step 1 Train a baseline classifier h0
Step 2 Split D into LE and SE based on hb’s error
Step 3 Discretize numerical predictor variables into bins using equi-width and entropy method
Step 4 Perform contrast pattern mining of LE dataset
Step 5 Apply a set of filters to reduce the number of patterns
Step 6 Train local classifiers for the remaining contrast patterns
Step 7 Remove patterns of low utility
Step 8 Select an optimal set of patterns, PS = {P1, ..., Pk}
Step 9 Determine weights and local classifiers hp associated to each pattern in PS
Step 10 Train the default classifier hd for D −
⋃k
i=1mds(pi)
Output The PXC ((P1, h1, w1), ..., (Pk, hk, wk), hd)
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5.2.2 Techniques Similar to CPXR
In the first step of CPXC algorithm, CPXC builds a baseline classifier h0 on D as training dataset.
CPXC can use any classification algorithm for building h0 such as Logistic Regression (Log), Naive
Bayesian Classifier (NBC) and Decision Tree (DT) [Quinlan 1993]. CPXC focuses on contrast
patterns that occur frequently in the large error (LE) data, and infrequently in the small error (SE)
data. Defining LE and SE is needed to allow us to get hold of useful contrast patterns (which
are associated with significant opportunities where highly accurate local classifiers can correct hb’s
classification errors).
To split D into LE and SE in step 2, we need to find a cut-point κ using the ratio of accumulative







on the error based sorted data instances (ρ is given by the user.). Then LE = {x ∈ D | err(hb, x) >
κ} and SE = D − LE.
In step 3, CPXC discretizes numerical predictor variables. If entropy based binning method
[Fayyad and Irani ] cannot find the binning splits, equi-width binning will be used. CPXC does not
change the categorical variables. In the next step (step 4), GcGrwoth [Li et al. 2005] is used to mine
contrast patterns in LE with the minSup.
We use minSup to control our initial pool of contrast patterns. We do not want to set minSup
too large, to avoid missing valuable patterns. So the initial pool can be very large. Searching over
a large pool for a desirable pattern set is time-consuming, and building local classifiers for all those
patterns is prohibitive. It is important to reduce the pool in order to find efficiently a high-quality
pattern set to build an accurate PXC. In steps 5 and 7, CPXC uses several techniques toward that
goal.
GcGrowth returns the equivalence class (EC) of each pattern, and each EC consists a set of
minimal generators (MG). CPXC picks the shortest MGs and ignores other patterns. Since the
patterns of each ECs have the same matching datasets and of course the same behavior, this step
helps on gaining efficiency while minimizing the loss of useful patterns.
Also, CPXC applies the following filtering techniques to reduce the number of patterns.
• If the number of data instances matching on pattern p (size of matching dataset) is less than
the number of predictor variables in D, pattern p is removed from contrast patterns set (CPS).
This technique helps to control overfitting as well.
• If the average error reduction (will be defined later) of a pattern is too small, CPXC removes
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the pattern (Step 7).
• There are some patterns with the similar matching datasets. As an optional filter, CPXC
calculates the Jaccard similarity of each pair of patterns: Given two patterns p1 and p2,
JS(p1, p2) =
|mds(p1)∩mds(p2)|
|mds(p1)∪mds(p2)| ; if JS(p1, p2) > 0.9, the pattern with smaller average error reduc-
tion is removed.
In step 6, CPXC builds local classifiers for all remaining patterns on their matching datasets. In
step 8, there is a search process to select a small cooperative set of patterns and build a PXC. The
objective function used in this step will be discussed later. The iterative search process involves two
nested loops. Each iteration of the outer-loop selects a pattern p that maximizes the obj function
to add to the current pattern set PS. After each addition, CPXC uses an inner-loop to repeatedly
selects a pattern pair q, pq where q ∈ PS and pq ∈ CPS − PS, such that replacing q by pq gives
the largest increase to the obj(PS); the replacement is made if the replacement actually increases
the obj value. The inner-loop terminates if its last iteration did not add more than 0.1% of the obj
function value, and the outer-loop terminates if its last iteration did not improve the obj function
value by more than 1%. The number of patterns in the PXC is determined by the algorithm - it
is the number of patterns in PS when the search process converges. If simplicity is a criterion, the
number of patterns can be given as a parameter. In experiments, the PXCs produced by CPXC
contain 9.6 patterns on average.
Local classifiers and weights associated to each selected pattern is determined in step 9. Some
of the data instances are not covered by any of the patterns in PS. CPXC trains hd on those not
covered instances in step 10 and returns PXC as a set of patterns, local classifiers, weights and
default classifier.
Most of the techniques discussed so far are similar to CPXR. In the following parts, we discuss
details of the main steps of CPXC whose techniques are substantially new.
5.2.3 Techniques Unique to CPXC
5.2.3.1 Measuring Classification Error
A key idea of CPXC is to identify patterns p such that the baseline classifier hb makes large clas-
sification errors on instances in mds(p,D) and many of those errors can be corrected by a local
classifier. One important issue is the loss function that is used to measure classification errors. Let
h denote a classifier, x a data instance, and y the class label of x. We considered three approaches.
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• The binary error measure is defined by
errorb(h, x) =
 1 if h(x) = y0 otherwise (5.3)
• The probabilistic error measure is defined by
errorp(h, x) = |y − h(x)| (5.4)
where it is assumed that y ∈ {0, 1} and h(x) is h’s predicted probability for ”x’s class label is
1“.





where y and h(x) are same as for equation 5.4. This is a popular measure for goodness of fit of
logistic regression models.
The winner is the probabilistic error measure. Because it allows us to differentiate the degree of
classification errors and hence finding contrast patterns that pay more attention to more important
errors.
5.2.3.2 Choosing Methods for Baseline Classifiers and Local Classifiers
The choice depends on the different requirements for building those classifiers, regarding their pur-
poses and computational needs. First, the baseline classifier hb serves as a starting point for CPXC,
helping towards mining contrast patterns that characterize the data instances (in LE) where hb
makes (large) classification errors. It is discarded once CPXC finds a PXC. A desirable hb should
(a) be accurate and (b) (more importantly) allow the discovery of diverse contrast patterns p (c)
that occur more often in LE than in SE (d) whose local classifier hp can correct many of the clas-
sification errors of hb on mds(p,D). Second, the local classifiers should be interpretable since they
are in the final PXC. Third, since CPXC needs to learn local classifiers for many contrast patterns,
the algorithm for learning local classifiers must be very fast. In contrast, the baseline classifier is
computed just once, so the algorithm does not need to be very fast.
In this study, we evaluated six classification algorithms for learning baseline, local and default
classifiers, including Logistic Regression (Log), Naive Bayesian Classifier (NBC), Decision Tree (DT),
AdaBoost, Support Vector Machine (SVM), and Random Forest (RF). Since the first three are
fast, and the classifiers they built are interpretable, we used them for learning both baseline and
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local/default classifiers. The last three are slow, and their classifiers are not highly interpretable.
Therefore, we only used them for learning baseline classifiers.
Experiments show that there is some dependency between the methods for building the baseline
and local classifiers (see Section 5.3).
5.2.3.3 Quality Measures on Pattern Sets
We now present three measures to determine the quality of pattern set, which will serve as objective
functions for the pattern set search. Let PS = {p1, ..., pk} be a pattern set, hb be a baseline
classifier, and wi = w(p) be a function for determining the weight of p in a PXC model. Let
M = ((p1, h1, w1), ..., (pk, hk, wk), hb) denote a PXC model constructed from PS, hb. Let err be a
measure for classification errors.
The total error reduction (TER) of PS is defined by
TER(PS) =
Σx∈mds(PS)|err(hb, x)− err(MPS,hb , x)|
Σx∈Derr(hb, x)
(5.6)
where mds(PS) = ∪ki=1mds(pi). The other two measures are the ACC (accuracy) of MPS,hb and
the AUC of MPS,hb .
Experiments show that TER is the best objective function. We believe this is because TER
measures the amount of corrected classification errors (of the baseline classifier) while the others do
not: TER helps picking patterns that correct classification errors, while ACC or AUC may mislead
the algorithm to pick patterns whose matching datasets are already easy to classify by the baseline
classifier.
5.2.3.4 Quality Measures on Patterns, Weights and Local Classifiers
To measure the utility of a pattern p, we can use the accuracy or AUC of hp. A third option is
using the average error reduction (AER) of p, defined as
AER(p) =
Σx∈mds(p)|err(hb, x)− err(hp, x)|
Σx∈mds(p)err(hb, x)
.
These measures are used to remove “useless” patterns after local classifiers are built. It turns out
that using accuracy or AUC are not as good as using AER, since a pattern p can have high ACC
or AUC because data in mds(p,D) are easy to classify and the baseline classifier is already very
accurate on mds(p,D) (hence p is not useful for producing an accurate PXC classifier). All of the
above three measures can be used as weights of patterns.
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5.2.3.5 Using the Confidence of Match to Classify Instances
In chapter 3, we discussed matching instance x to the pattern p and used it as binary value to express
matchness of an instance to a pattern such as “an instance x matches a pattern p” or “an instance
x does not match a pattern p”. A more general approach is to use a range of values between 0 and
1 to express the confidence of a match.
Let match(x, p) > 0 denotes the confidence of “instance x matches pattern p”, M be a PXC, pi be
a pattern occurring in M , and x be a data instance. We note that pi is actually just a representative
of the EC(pi) = {q | mds(q) = mds(pi)} set of patterns. Since hpi is a classifier built to classify
all data instances in mds(q) = mds(pi) for every q ∈ EC(pi), pi is not more special than the other
MGs of EC(pi) when considering matching x with EC(pi). In practice, x may match some MG of
EC(pi) but x does not match pi, especially when x is new (not in the original training dataset D).
In general, x may match several MGs of EC(pi).
We now provide some details on ECs and MGs to help understand the situation. It can be proven
that EC(pi) is precisely the set of patterns q satisfying q is a subset of closed(pi) and q is a superset
of some p ∈ MG(pi), where closed(pi) denotes the closed pattern of EC(pi) and MG(pi) denotes
the set of minimal generators of EC(pi). In general, MG(pi) can contain a fairly large amount
of MGs; e.g., for the dataset D = (abcdeghi, avdg, bcdghi, abdhi, bceghi} of five transactions, the
EC of bcdghi contains six MGs (namely, bcd, bdg, cdh, cdi, dgh, dgi). Each of those MGs presents a
unique minimal combination of single-item conditions that differentiates this EC from other ECs.
The new way to define match is given by
matchc(x, pi) =
|{qi ∈MG(pi) | x matches qi|
|MG(pi)|
(5.7)
Here, all MGs in MG(pi) are treated as equal and matchc(x, pi) represents the confidence of “x
matches the EC of pi”. The more MGs x matches, the higher the confidence of the match.
For completeness, we give the “binary” definition of match : matchb(x, pi) = 1 if x matches
pi and matchb(x, pi) = 0 otherwise. Here, pi is treated as more important than the other MGs in
MG(pi).
Now, we can define PXCs based on the new match’s definition:
Definition: Given a PXC classifier M = ((p1, hp1 , wi, ..., (pk, hpk , wk), hd) and an instance x, the
classification score of CPXC for an instance x on class Cj is defined as




if πx 6= ∅
hd(x) otherwise
(5.8)
where πx = {Pi | 1 ≤ i ≤ k,match(x, pi) > 0}.
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5.3 Experimental Evaluation (CPXC)
This section presents the experimental evaluation of CPXC. The experiments
• use 17 benchmark datasets from the UCI Machine Learning Repository [Bache and Lichman
2013],
• compare CPXC with 8 popular classification algorithms (including variants),
• consider several quality measures, including AUC, overfitting prevention, noise resistance,
• investigated the impact of several parameters including minSup, ρ, loss functions, objective
functions, weights and the number of patterns, and
• measured CPXC’s running time and memory usage on some of the benchmark datasets.
5.3.1 Datasets and experiment settings
The datasets used in our experiments are all from UCI [Bache and Lichman 2013]. Table 5.3
represents some characteristics of datasets including dataset name, the number of instances and
number of attributes. The first 8 datasets are considered “hard” and the last 9 are considered “easy”
datasets. A dataset is considered hard if none of the competing classification methods considered
in our experiments cannot return classifiers with AUC more than a specified threshold (e.g. 0.76 as
used here). If the dataset is not considered hard, then it is considered easy. The class labels of all
datasets are binary. Poker class labels are not binary and then we removed instances whose classes
are not in {0, 1} and the number of instances dropped to 948717.
We compared the performance of CPXC to a set of popular classification methods and used their
R implementations to calculate AUC. We used rpart [Therneau et al. 2010] for C4.5 [Quinlan 1993],
e1071 [Meyer et al. 2012] for Naive Bayes (NBC), glm for logistic regression (Log), randomforest
[Liaw and Wiener 2002] for Random Forest (RF) [Breiman 1996], e1071 [Meyer et al. 2012] for SVM
[Vapnik 2013], and gbm [Ridgeway 2006] for boosting [Freund and Schapire 1997]. For SVM, we
used SVM(Lin), SVM(Poly) and SVM(RBF) to respectively denote SVM with linear, polynomial
and radial basis function kernels. GBM in R is a generalization of AdaBoost. We used the mdlp
function in the discretization package of R (using default termination-condition setting) for entropy
based binning, and we set the number of bins to 4 for equi-width binning. We used default parameter
settings for all these implementations, as it is not feasible to fine tune parameter settings in cross
validation studies involving multiple datasets.
We use CPXC(X-Y) to denote CPXC where X and Y are algorithms used to build the baseline and
local classifiers respectively. 7-fold cross validation is used in our experiments. CPXC parameters
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were set to minSup = 0.02 and ρ = 0.45. CPXC used TER as the objective function and AER
for pattern filtering and weighting local classifiers. The loss function is used in our experiments is
probabilistic. In this section, CPXC refers to CPXC(NBC-DT).
5.3.2 CPXC’s Performance vs Other Algorithms
Comparison of the algorithms on Group-A datasets: Table 5.3 represents the AUC of CPXC
and 8 other classification algorithms. The comparison reveals several important points. First, CPXC
achieved average AUC of 0.886 on the 8 Group-A datasets; the best performing traditional algorithm
is RF, which obtained average AUC of 0.638. Second, comparing CPXC with RF on a per dataset
basis, CPXC outperformed RF on AUC by 0.248 on average, CPXC’s AUC is never lower than
RF’s AUC on these 8 datasets. Third, the minimum AUC of CPXC on these 8 datasets is 0.85.
In contrast, with the exception of just one algorithm-dataset pair (where the AUC is 0.76), the 8
traditional algorithms all failed to build accurate classifiers with AUC higher than 0.71.
The results show that CPXC builds significantly more accurate classifiers on datasets that are
challenging to traditional classification algorithms. We believe this happened because these datasets
contain highly heterogeneous subgroups, CPXC can effectively handle that kind of heterogeneity
and traditional algorithms cannot.
Comparison of the algorithms on Group-B datasets: Table 5.3 indicates two points. First,
CPXC achieved average AUC of 0.983 on the 9 Group-B datasets, while the best performing tradi-
tional algorithms (Boosting and RF) obtained average AUC of 0.968 and 0.966 respectively. Second,
comparing CPXC with Boosting on a per dataset basis, CPXC outperforms Boosting on AUC by
0.016 on average; CPXC’s AUC is never lower than that of Boosting by more than 0.01. Based on
the above, it is clear that CPXC typically builds more accurate classifiers on the Group-B datasets
than traditional algorithms, although it does not have a significant advantage here.
Tables 5.5 and 5.4 show CPXC’s ACC is better than the best reported by [Fernández-Delgado
et al. 2014] by 5.56% on average of some of the easy datasets.
5.3.3 CPXC’s Noise Sensitivity and Overfitting
Overfitting is one of the major issues in many of the popular regression and classification techniques.
If a regression model overfits, it means the model is perfectly accurate on training dataset, but it
poorly performs on test dataset and then it is not useful in practice. This section compares the
classification algorithms on three perspectives concerning overfitting.
• In general, a model is overfitting if it is more complex than other models[Hawkins 2004]. As
discussed above, classifiers built by CPXC are often more accurate than those built by other
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Table 5.3: Comparison on AUC of CPXC vs 8 algorithms. The 8 Group-A datasets are at the top
half, and the 9 Group-B datasets are at the bottome half
Dataset # of # of Boosting DT NBC Log RF SVM SVM SVM Max CPXC
inst. attr. (Lin) (Poly) (RBF) of 8 (NBC-DT)
Planning 182 12 0.521 0.504 0.612 0.304 0.373 0.634 0.634 0.617 0.634 0.89
Monk 2 432 6 0.61 0.49 0.58 0.52 0.71 0.49 0.63 0.57 0.71 0.9
ILPD 583 10 0.7 0.58 0.63 0.67 0.71 0.64 0.66 0.51 0.71 0.91
Blood 748 4 0.69 0.7 0.65 0.67 0.71 0.68 0.67 0.62 0.71 0.88
Poker 948717 10 0.6 0.6 0.5 0.5 0.76 0.5 0.51 0.63 0.76 0.85
HillValley 606 100 0.5 0.63 0.65 0.66 0.6 0.67 0.67 0.48 0.67 0.89
StatLog 690 14 0.67 0.66 0.62 0.6 0.66 0.64 0.63 0.49 0.66 0.91
Congress 435 16 0.58 0.66 0.6 0.57 0.58 0.58 0.58 0.58 0.6 0.86
Average 0.621 0.603 0.605 0.562 0.638 0.604 0.623 0.562 0.638 0.886
(hard)
EEG 14980 14 0.97 0.73 0.7 0.67 0.96 0.68 0.68 0.96 0.96 0.99
Monk1 432 6 0.98 0.91 0.87 0.84 0.98 0.74 0.91 0.93 0.98 0.98
Monk3 432 6 0.99 0.98 0.91 0.92 0.99 0.91 0.91 0.98 0.99 0.99
Climate 540 17 0.96 0.81 0.9 0.94 0.97 0.98 0.98 0.98 0.98 0.97
Banknote 1372 4 1 0.98 0.98 0.99 1 0.99 0.99 0.99 1 1
Bank 45211 16 0.94 0.87 0.91 0.92 0.93 0.91 0.91 0.9 0.93 0.99
marketing
WholeSale 440 7 0.97 0.96 0.97 0.96 0.98 0.96 0.96 0.98 0.97 0.96
Mammography 961 5 0.94 0.91 0.94 0.94 0.93 0.93 0.93 0.92 0.94 0.98
Steel 1941 26 0.96 0.88 0.91 0.95 0.95 0.94 0.94 0.91 0.95 0.99
Average 0968 0.892 0.899 0.903 0.966 0.893 0.912 0.949 0.966 0.983
(easy)
algorithms. Moreover, classifiers built by CPXC often use a small number of (around 10 on
average in the experiments) of pattern and local classifier pairs, the patterns are short and
simple, and the local classifiers are simple. So classifiers built by CPXC are accurate and quite
simple.
• “AUC drop,” the relative difference between the accuracies on training and testing data, is
another way to evaluate overfittingness. Table 5.6 shows that CPXC’s relative drop in AUC
from training to testing data is approximately equal to the lowest among the algorithms.
• Sensitivity to noise can be used for evaluating overfittingness. Here, we examine the relative
difference of the accuracy of classifiers built by different algorithms on clean training data and
on noise-added test data, on 3 real datasets. (With noise level l, we transform original test
data by adding a value z × x to each value x (of numerical attributes) in the original test data,
where z is a random value in [−l, l].) We used 0%, 5%, 10%, 15% and 20% as noise levels l.
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Table 5.4: Accuracy of CPXC(NBC-DT) and the best algorithm reported by [Delgado, 2014] on
some of the hard datasets
Planning Monk 2 ILPD HillValley StatLog Congress Average
Best of [Fernández-Delgado et al. 2014] 72.8 67.8 77.6 74.3 69.1 63.2 70.8
CPXC(NBC-DT) 85.2 78.1 88.4 83.4 80.8 78.9 82.47
Difference 12.4 10.3 10.8 9.1 11.7 15.7 11.67
Table 5.5: Accuracy of CPXC(NBC-DT) and the best algorithm reported by [Delgado, 2014] on
some of the easy datasets
Bank marketing Monk 1 Monk 3 Average
Best of [Fernández-Delgado et al. 2014] 90.5 79.9 77.3 82.57
CPXC(NBC-DT) 97.2 86.2 81.3 88.23
Difference 6.7 6.3 4.0 5.67
Table 5.6 shows the relative drop (in percentage) in AUC for classifiers built by the classification
algorithms. (15 of the 17 datasets that do not contain categorical attributes were included in
deriving the table.)
Based on the above we see that CPXC is the winner on overfitting minimization and noise
sensitivity.
Table 5.6: Drop of AUC vs noise levels for various algorithms
Method/Noise 0% 5% 10% 15% 20% Avg
RF 5.73 6.61 12.48 25.83 33.54 16.84
CPXC 5.87 6.79 12.92 24.7 32.7 16.6
Boosting 7.02 8.93 14.2 26.8 34.65 18.32
Log 7.04 10.56 14.63 24.7 33.94 18.17
NBC 7.06 10.58 15.26 27.89 35.1 19.18
SVM 8.6 10.34 16.28 29.59 38.02 20.57
DT 8.8 11.04 16.78 30.3 43.1 22.00
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5.3.4 Impact of Different Baseline/Local Classifications Algorithms on
the Accuracy
We conducted experiments to systematically evaluate which combinations of algorithms lead to
the best results. Table 5.7 reports the CPXC’s AUC for different variants of baseline and local
classification algorithms. Table’s header represents the abbreviations of baseline and local methods
used in the experiment. For example, D-N means the baseline method is decision tree, and the
local method is naive Bayes. We used SVM to build baseline classifiers and not used to build local
classifiers. In general, with the exception of the Log-Log combination, the average AUC achieved by
different combinations of classification algorithms for baseline and local classifier are fairly compatible
(within 0.03 of the best AUC). The NBC-DT combination is the consistent winner. NBC builds very
simple classifiers and then help to mine more high-quality contrast patterns, DT is quite competitive
with NBC and Log with respect to classification accuracy, and NBC and DT are complementary to
each other. The Log-Log combination’s average AUC is lower than that of the NBC-DT combination
by about 0.05 over the 8 Group-A datasets and by about 0.016 on the 9 Group-B datasets.
5.3.5 Impact of Parameters and Techniques on the CPXC’s Performance
Impact of minSup and ρ: minSup is the minimum support threshold used in mining contrast
patterns in LE. Figure 5.1 represents the CPXC’s AUC when the minSup varies from 0.01 to 0.1
(with ρ fixed at 0.45). It is obvious that increasing the minSup decreases the number of extracted
patterns and it may decrease the CPXC performance; then less minSup is more desirable. Although
minSup = 0.01 gives slightly better AUC than minSup = 0.02, minSup = 0.01 can lead to signifi-
cant increase in the number of patterns, computing time, and memory usage; therefore we decided
to use 0.02 in our experiments.
The other CPXC parameter is ρ (used for dividing D into LE and SE). Figure 5.2 represents
how AUC changes when ρ varies between 0.3 and 0.7 (minSup is fixed at 0.02). Clearly, all ρ values
between 0.45 and 0.65 are close to optimal. We recommend trying multiple ρ values. We used
ρ = 0.45 in our experiments.
Impact of the number of patterns: The CPXC algorithm determines the number of patterns in
the pattern set. In this experiment, we want to find the optimal number of patterns on some of the
real datasets. Figure 5.3 shows the influence of the number of patterns k, when k is predetermined.
We see that the curves are near their peak around k = 10. In our experiments on 17 datasets, the
average of k is 9.6.
Impact of loss function on the CPXC’s performance: Figure 5.4 gives us a clear picture that
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Figure 5.1: Impact of minSup on CPXC’s performance

































Figure 5.2: Impact of ρ on CPXC’s performance
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Table 5.7: Comparison on AUC of CPXC with various baseline and local classification algorithms. D:
DT, L: Log, N: NBC, S: SVM. N-D: using NBC as baseline and DT as local classification algorithms
resp.
Dataset D-D D-L D-N L-D L-L L-N N-D N-L N-N S-D S-L S-N
Planning 0.87 0.89 0.88 0.9 0.89 0.89 0.89 0.9 0.88 0.87 0.88 0.86
Monk 2 0.89 0.89 0.89 0.9 0.86 0.87 0.9 0.87 0.87 0.9 0.89 0.9
ILPD 0.91 0.88 0.89 0.91 0.87 0.88 0.91 0.89 0.9 0.89 0.87 0.9
Blood 0.87 0.82 0.85 0.88 0.78 0.86 0.88 0.82 0.84 0.86 0.83 0.88
Poker 0.84 0.86 0.88 0.83 0.88 0.88 0.85 0.87 0.9 0.88 0.87 0.89
HillValley 0.86 0.81 0.84 0.84 0.8 0.9 0.89 0.89 0.83 0.85 0.82 0.83
StatLog 0.9 0.87 0.9 0.9 0.86 0.9 0.91 0.88 0.9 0.9 0.88 0.89
Congress 0.8 0.85 0.87 0.83 0.75 0.84 0.86 0.86 0.74 0.88 0.85 0.89
Average 0.868 0.859 0.875 0.874 0.836 0.878 0.886 0.873 0.858 0.879 0.861 0.880
EEG 0.99 0.96 0.98 0.93 0.93 0.98 0.99 0.9 0.99 0.98 0.96 0.97
Monk1 0.98 0.98 0.98 0.98 0.96 0.97 0.98 0.97 0.97 0.98 0.97 0.98
Monk3 0.98 0.99 0.98 0.98 0.98 0.99 0.99 0.98 0.98 0.98 0.98 0.98
Climate 0.97 0.99 0.98 0.96 0.99 0.98 0.97 0.99 0.98 0.97 0.99 0.98
Banknote 1 0.99 1 1 0.99 1 1 0.99 1 1 0.99 1
Bank 0.98 0.97 0.98 0.99 0.96 0.97 0.99 0.98 0.97 0.99 0.98 0.99
marketing
WholeSale 0.99 0.96 0.96 0.99 0.98 0.98 0.96 0.99 0.96 0.96 0.96 0.96
Mammography 0.97 0.96 0.98 0.97 0.94 0.97 0.98 0.96 0.97 0.97 0.97 0.97
Steel 0.98 0.99 0.97 0.99 0.97 0.98 0.99 0.98 0.98 0.99 1 0.98
Average 0.982 0.977 0.979 0.977 0.967 0.980 0.983 0.971 0.978 0.980 0.978 0.979
probabilistic loss function is the best option to use in CPXC algorithm. Probabilistic and Pearson
shows similar results but the probabilistic loss function is slightly better, and both are significantly
better than binary loss function. The binary function has negative impact on the CPXC’s perfor-
mance, since it does not make any difference between two falsely classified data instances and both
are located in LE dataset. If we use binary loss function, we do not need to have ρ anymore.
Impact of objective function and local model weighting method: Figure 5.5 represents
CPXC’s performance when the objective function changes. The curve shows the best option is
TER. One possible explanation is that TER helps CPXC to pick patterns whose local classifiers
correct more errors; when the other objective functions are used, CPXC may pick patterns that
have high AUC (or ACC) because the data instances in matching dataset are easy to classify, and
the baseline classifier is already accurate. Figure 5.6 also represent the impact of local weighting
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Figure 5.4: Impact of loss function on CPXC’s performance




























Figure 5.5: Impact of search’s objective function on CPXC’s performance
method on the CPXC’s performance.
Impact of pattern filtering: Impact of applying pattern filtering methods on the CPXC’s per-
formance is investigated using the Blood dataset. If we do not apply filtering methods, the number
of patterns is 517, AUC is 0.88, and the running time is 143 seconds. After applying the filters, the
number of patterns drops to 313, AUC is still 0.88, and the running time is 88 seconds. We did not
use Jaccard similarity filtering since the number of patterns was not very large.
5.3.6 Running Time and Memory Usage
Table 5.8 shows that CPXC typically uses between 0.5 and 3.7 minutes of computation time and a
small amount of memory. Experiments were run on a single processor machine with a 2.8 GHz CPU
and 8 GB RAM. CPXC’s computation time is affected by the number of PIPs (namely contrast
patterns that remain after all the filters), and the numbers of instances/attributes. Clearly CPXC
computes more accurate classifier at the cost of more time when compared against other algorithms,
and the amount of time used by CPXC is not too long; the extra computing time is worth it since
CPXC produces significantly more accurate classifiers. Building the local classifiers is the most
expensive step, taking about 80% of the total computation time.
Table 5.9 reports experiments on the scalability of CPXC. (a) For scalability w.r.t. the number of
instances, we used random shuffling plus partitioning to form five datasets that respectively contain
20%, 40%, 60%, 80%, and 100% of EEG’s 14980 instances. While CPXC’s running time on them




























Figure 5.6: Impact of local classifier weighting methods on CPXC’s performance
Table 5.8: CPXC’s running time and memory usage
Dataset CPXC CPXC Number SVM Boosting RF DT
times memoryMG of PIPs times times times times
Planning 222 0.8 1115 0.12 1.11 0.29 0.08
ILPD 90 0.2 201 0.15 1.75 0.61 0.06
Monk 3 39 0.15 81 0.14 1.27 0.37 0.09
(see the EEG row) increases in an exponential manner, it can build a classifier in a fairly short time.
(b) For scalability w.r.t. the number of dimensions, we used projections of HillValley (containing
100 attributes) to form five new datasets (containing respectively 20, 40, 60, 80, 100 attributes).
Interestingly, CPXC’s running time (see the HillValley row) is longest when the number of attributes
is the smallest. This is because the bulk of CPXC’s computation time is spent on building local
classifiers, and many patterns are removed when the number of attributes becomes large (due to the
filtering rule of “removing a pattern p if |mds(p)| ≤ #attributes”).
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Table 5.9: Scalability of CPXC (running time in minutes)
Dataset Type 20% 40% 60% 80 % 100%
EEG # of instances 3.8 8 17.5 33.1 63.2
HillValley # of dimensions 11.2 9.7 6.5 4.2 2.8
5.4 Contrast Pattern Aided Classification on Imbalanced datasets
In some classification problems, the class distribution is not uniform among the classes. Often, they
are composed by two classes: The majority (negative) class and the minority (positive) class. This
type of problems is known as the classification on imbalanced datasets. In this section, we present
the adoption of CPXC to tackle imbalanced datasets.
5.4.1 Introduction
Classification on imbalanced datasets has gained attention recently due to the growing number of
applications in different areas. For example, in a dataset for online banking fraud, there are just five
fraudulent transactions from approximately 300000 transactions in a day [Wei et al. 2013]. Some
of the applications in medicine are detection of microcalcifications in mammogram images [N and
Sheshadri 2012], nosocomial infections [Cohen et al. 2006] and, liver and pancreas disorders [Li et al.
2010].
Most of the classification algorithms are unable to produce accurate and interpretable models
to classify imbalanced datasets. In such cases, traditional classifiers tend to be overwhelmed by
the majority class and easily ignore the minority class; consequently, test instances belonging to
the minority class are misclassified more often than those belonging to the majority class. As an
example, if 99% of the instances are from negative class, it is hard for a classifier to do better than
the 99% accuracy by labeling everything as the majority class. In some applications, the correct
classification of minority instances are more important than the majority class. For example, in a
disease diagnostic problem where the disease cases are much less than normal population and the
goal is identifying patients with at high risk of developing the disease.
There are two type of methods developed to handle imbalanced classification. In the first group
called cost sensitive learning methods, they try to maximize accuracy while penalizing misclassified
instances of the minority class [Domingos 1999] [Pazzani et al. 1994]. In the second group called
sampling methods, their approach is undersampling majority class or oversampling minority class
or both [Chawla and Bowyer 2002].
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In a dataset with imbalanced class distribution, the most obvious problematic characteristic
is the skewed data distribution between classes. However, there are many studies discussed that
the skewed data distribution is not the only factor prevents traditional classifiers from producing
highly accurate models. Other important challenges include small sample size, heterogeneity of the
datasets, and the existence of within-class data subgroups.
To tackle those challenges described above, we adopt Contrast Patterns Aided Classification
(CPXC) to develop a new method called Contrast Pattern Aided Regression on Imbalanced Datasets
(CPXCim) to handle imbalanced classification problems. The CPXCim algorithm returns a set of
contrast patterns associated to a set of highly accurate, balanced, and interpretable local models.
Like CPXC, CPXCim has several significant advantages including high prediction accuracy and the
ability to extract subgroups data points, often outperforming state-of-the-art imbalanced classifiers
by big margin. The prediction models produced by CPXCim are easy to understand as well.
CPXCim has three main contributions:
• We adopt CPXC methodology to handle imbalanced classification problems.
• We apply a weighting method to promote minority class.
• We introduce a new filtering method to remove imbalanced local models.
5.4.2 CPXCim Algorithm: New Techniques
In previous sections, we presented the main steps of CPXC. CPXCim algorithm is very similar to
CPXC. Therefore, in this section, we will only introduce the novel techniques that we have used in
CPXCim. Two new techniques that we used in CPXCim are a new filtering method, to identify
balanced local models, and a novel weighting method, to promote instances in the minority class.
5.4.2.1 Using Weights to Promote Misclassified Minority Class Instances
Traditional classification algorithms often misclassify the instances in a minority class. This mis-
classification is due to the design of those algorithms, which intends to ignore the minority instances
and generate a model that represents the majority of the data points. Weighting techniques often
promote the minority instances by increasing the cost of misclassifying those instances.
In our experiments, we applied CPXC on imbalanced datasets, which outperformed imbalanced
classification algorithms such as SMOTE and SMOTE-TL. However, we noticed the presence of
few misclassified minority instances in Small Error class (SE), rather than Large Error class (LE).
Therefore, we decided to apply a weighting technique to move those misclassified minority instances
from SE to LE.
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We used a simple technique to promote minority instances. Let’s assume err(hb, x) is the error
of baseline classifier h0 on a particular instance x which is defined as |y−hb(x)| where it is assumed
y ∈ 0, 1 and hb(x) is hbs predicted probability for “xs class label is 1”. The weighted error of baseline
model hb on instance x is defined as:
err∗(hb, x) =
err(hb, x)× δ if x ∈ minority class instanceserr(hb, x) if x ∈ majority class instances (5.9)
where δ ∈ {2, 4, 8, 16}.
5.4.2.2 A New Filtering Method to Identify Balanced Local Models
As we discussed earlier, sampling is one of the well-known methods developed for imbalanced classifi-
cation problems. The goal of sampling methods including oversampling or undersampling is to make
a dataset more balanced in terms of class distribution, which can be done by generating samples
from the minority class or removing samples from the majority class.
In step 6 of CPXC algorithm, there are some filters designed to reduce the number of pat-
terns and remove those patterns of low utility. Experimental results of using CPXC on imbalanced
datasets revealed that many of the matching datasets associated to the contrast patterns are im-
balanced. Therefore the local models built on the imbalanced matching datasets of those patterns
are performing poorly. In CPXCim, we use a new filter designed to remove imbalanced matching
datasets.
Definition: [Orriols-Puig and Bernadó-Mansilla 2009] The Imbalance Ratio (IR) of dataset D is
IR(mt(p,D)) =
Number of instances in the majority class
Number of instances in the minority class
(5.10)
If the imbalance ratio of matching dataset mt(p,D) is more than 3, pattern p is filtered. IR filter
can help to exclude all imbalanced matching datasets.
5.4.3 Experimental Evaluations
We now use experimental results to evaluate the performance of CPXCim and the usefulness of
various technical ideas proposed in this part. Our experimental study uses 10 benchmark datasets
from [Loyola-González and Al. 2016] and compares CPXCim with classification algorithms developed
for imbalanced dataset including SMOTE [Chawla and Bowyer 2002] and SMOTE-TL [Batista et al.
2004].
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Table 5.10: Accuracy of CPXCim, SMOTE, SMOTE-TL and the best reported by [Gonzalez, 2016]
Dataset Number of Number of Imbalance CPXCim SMOTE SMOTE-TL Best
instances variables ratio of other
yeast0256vs3789 1004 8 9.14 0.942 0.7728 0.772 0.799
led7digit02456789vs1 443 7 10.97 0.978 0.8919 0.897 0.906
flareF 1066 11 23.79 0.883 0.7463 0.809 0.827
winequalityred4 1599 11 29.17 0.76 0.6008 0.59 0.669
pima 768 8 1.87 0.847 0.7407 0.744 0.754
abalone17vs78910 2338 8 39.31 0.977 0.7645 0.776 0.8
cleveland0vs4 177 13 12.62 0.963 0.801 0.794 0.866
pageblock0 5472 10 8.79 0.98 0.9448 0.945 0.957
vehicle1 846 18 2.9 0.879 0.7531 0.766 0.778
wisconsin 683 9 1.86 0.991 0.9666 0.979 0.979
Average 0.92 0.798 0.807 0.833
5.4.3.1 Datasets and Experiment Settings
We used the following datasets from [Loyola-González and Al. 2016]: yeast0256vs3789, led7digit02456789vs1,
flareF, winequalityred4, pima, abalone17vs78910, abalone17vs78910, pageblock0, vehicle1, wiscon-
sin. Our criteria to choose datasets are the number of instances, the number of variables and the
imbalance ratio. The imbalance ratio varies from 1.87 in pima to 39.31 in abalone17vs78910 which
is extremely imbalanced. CPXCim has three parameters: minSup, ρ and δ. minSup were set at
0.02.
In our experiments, we observed that the performance of CPXCim is sensitive to the value of
ρ and δ. To find the best pair of ρ and δ, we used a pool of (ρ,δ) vectors where ρ is chosen from
{0.45, 0.5, 0.55, 0.6.} and δ is chosen from {2, 4, 8, 16}. We also used 5-fold cross-validation to tune
the pair of ρ and δ.
5.4.3.2 CPXCim vs Other Algorithms: Prediction Accuracy
Table 5.10 presents the AUC of CPXCim, SMOTE, and SMOTE-TL 1 and the best AUC reported
by [Loyola-González and Al. 2016]. The results point out interesting findings. First, the average
AUC of CPXCim on 10 benchmark datasets is 0.92 which is 14% and 15.2% more than the AUC
of SMOTE and SMOTE-TL, respectively. Second, on average, CPXCim’s AUC is 10.4% more than
the best AUC reported by [Loyola-González and Al. 2016]. Third, the performance of CPXCim is
always better than other imbalanced classifiers on these 10 datasets. So CPXCim builds significantly
1CAEP [Dong et al. 1999] is used to build the classifiers after applying SMOTE and SMOTE-TL
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more accurate classifiers on imbalanced datasets that are challenging to traditional classification
algorithms.
5.5 Conclusion
This chapter introduced (a) a new type of classifiers, namely Pattern Aided Classifiers (PXC),
and (b) a new classification algorithm, namely Contrast Pattern Aided Classification (CPXC), for
building accurate and interpretable PXCs. PXCs are especially suitable for applications where the
underlying dataset contains highly heterogeneous subgroups whose best-fit local specific classifiers
are highly different. The success of CPXC for many applications (including those that are highly
challenging to existing classification methods) can be attributed to its utilization of pattern-based
opportunity-guided boosting and the modeling power of pattern aided classifiers. Our experiments
indicate that high heterogeneity of the underlying datasets is likely one main reason why certain
applications are highly challenging to traditional classification algorithms.
6
Applications of CPXR and CPXC
CPXR, CPXC and, CPXCim are applicable to any classification and prediction problems in differ-
ent fields such as medicine, economy and, environmental science. In this section, we discuss some
of the applications of our proposed methodologies. In the first application, we used CPXR(Log)
(CPXR(Log) is same as CPXC(Log-Log)) to predict patient’s outcome within 6 months after Trau-
matic Brain Injury (TBI). In the second application, a new heart failure risk model is developed
using CPXC algorithm. In the third application, we used CPXR to build a set of numerical models
to predict saturated hydraulic conductivity (SHC) and soil water retention curve (SWRC).
6.1 Application of CPXC in Traumatic Brain Injury (TBI)
6.1.1 Introduction
Prognostic models are central to medicine; they are usually used to predict patients’ outcome and
patient’s response to medication. Physicians routinely make their decisions on the patient treatment
plan, screening, and ordering of tests and procedures, based on the prognosis or likelihood of a disease
[Steyerberg et al. 2008]. Prognosis models also help on the understanding of diseases, including
identifying discriminating variables highly correlated with the outcome. Medicine is moving from
a traditional subjective one to an evidence-based one, which uses prediction models built from
population samples to inform clinical decision-making [Trisha 2014].
Traumatic brain injury (TBI) is an important public health problem and a leading cause of death
and disability worldwide: Every year, more than 1.5 million people die and hundred of millions need
emergency treatment [Perel et al. 2006]. In the US, CDC estimated that 2.4 million emergency room
visits, hospitalizations, and deaths are related to TBI and $76.5 billion dollars including direct and
indirect costs (excluding combat related treatments) in 2010 [CDC ]. While confident predictions
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could usually be made 24 hours after the injury, they are hard to make at admission time [Jennett
et al. 1976]. Physicians need to make vital decisions ranging from whether to perform/withdraw
certain treatments based on their prognosis evaluation [Perel et al. 2007], and they need accurate
prognostic models that only use admission time data to make time-critical clinical decisions.
Challenges in clinical modeling include the following five (some are for general predictive clinical
modeling, and some are for prognostic modeling for traumatic brain injury).
• Accuracy of prediction models is the most important aspect for clinical prediction modeling, as
making a wrong decision in medicine may put a human’s life in danger.
• Prediction models for medicine should be easy to interpret, so that physicians can (i) explain
critical medical decisions to patients and their families and (ii) can identify the important risk
factors for the disease under consideration.
• Prediction models for medicine should avoid overfitting as much as possible so that they can be
used to make accurate predictions on new cases.
• Prediction models should allow physicians to make early decisions. This is often critical, as
an early decisions will allow hospitals to make early effort on patients who will likely benefit
from the treatment. For traumatic brain injury, correct treatment decisions made at the time
of admission, with admission time data, will help the patient to recover better while delayed
decisions will diminish their chance of recovery.
• As will be discussed in the Related Work section, TBI patients in different population groups
require different prediction models. In fact, as will be shown in this study, this heterogeneity
is not limited to known population groups; TBI is an illness having diverse predictor-response
variable relationships1 [Dong and Taslimitehrani 2015].
For prognostic modeling on TBI using admission time data, the models produced by CPXR(Log)
achieved AUC as high as 0.93 and specificity as high as 0.97, much better than those reported by
previous studies. Each prediction model produced by CPXR(Log) contains several interpretable
local prediction models for different patient groups, indicating that there are several different kinds
of patients that should be evaluated differently for TBI outcome prediction. We present a complete
CPXR(Log) prediction model, containing the patterns and the local logistic regression models, for
the Unfavorable dichotomized version of GOS using 15 predictor variables. We also study the odds
1When we say ”an illness has diverse predictor-response relationships”, we mean the data associated with the
illness contains multiple logical data groups whose fitted regression models are highly different. Illness can be other
things.
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ratio differences of the predictor variables based on different logistic regression models; we provide
predictor variables whose odds ratios in some local model (of the CPXR(Log) model) differ from
that in the global model significantly (including variables whose odds ratios change by more than 6
folds). The example CPXR(Log) model demonstrates that CPXR(Log) can also extract informative
multi-variable outcome-related interactions among subsets of variables, which are hard to identify
by standard logistic regression when the number of variables is large.
6.1.2 TBI’s Related Work
The related works belong to two main groups. (a) Studies on general clinical prediction models:
Clinical prediction modeling is a very broad and active area of research. Most recent articles on
clinical prediction modeling used Logistic Regression (e.g. [Bagley et al. 2001]), while others used
methods such as Decision Trees (e.g. [Brown et al. 2005]), Random Forest (RF) (e.g. [Kennedy
et al. ]) and Support Vector Machine (SVM) (e.g. [Yu et al. 2010]);
(b) Studies on TBI related prediction models: Many studies have been reported on prediction
modeling for predicting the outcome after TBI event. A preeminent study is IMPACT (International
Mission for Prognosis and Analysis of Clinical Trials in TBI) [IMPACT ], which collected data for
nearly 10 years and developed and validated many prognostic models for classification and prognostic
risk calculation. In [Murray et al. 2007], Murray et al. examined important risk factors on TBI
patients’ outcome based on a cohort of 8686 patients from multiple clinical trials. They fitted a
proportional odds model and found age, GSC score, pupil response and CT characteristics are the
most powerful prognostic risk factors. Hukkelhoven et al. [Hukkelhoven et al. 2003] performed a
study to detect critical age threshold on TBI patients’ outcome on a set of 5600 patients. CRASH
(Corticosteroid Randomization After Significant Head Injury) [CRASH Trial Collaborators 2005] is
another major trial on TBI which ended up with 10008 patients; it also developed prognostic models
and risk calculators. Reference [Steyerberg et al. 2008] built prognostic models to predict Mortality
and Unfavorable, where the outcome classes are determined based on the GOS score at 6 months
after the surgery, using logistic regression. Reference [Brown et al. 2005] developed similar models
using decision tree analysis. Reference [Maas et al. 2007] found that heterogeneity of head injuries
is a challenge in TBI prognostic models; CRASH [Perel et al. 2008] found that prognostic models
for TBI patients’ outcome for low, middle and high-income countries differ significantly, which is in
agreement with the heterogeneity findings of [Maas et al. 2007].
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6.1.3 Results and Discussion
This section presents the results of CPXR(Log) on prediction of 6-month outcome after moderate or
severe TBI. It has two focuses, first on accuracy of CPXR(Log) models, and second on new insights
on TBI offered by CPXR(Log) models (which could be useful to medical scientists and physicians).
• For the former, we mostly compare CPXR(Log) against standard logistic regression (denoted by
SLogR), while briefly comparing against state-of-the-art classification algorithms such as SVM
and RF. The results indicate that CPXR(Log) is more accurate, outperforming SLogR and
others significantly.
• For the latter, the CPXR(Log) models present new patterns that capture outcome-related inter-
actions among variables and that define groups of patients whose outcome should be predicted
using their own local prediction models instead of the global logistic regression model. Moreover,
based on CPXR(Log), we present variables having high odds ratios for certain patient groups
(defined by patterns used by the CPXR(Log) models) and having low odds ratio based on the
SLogR model.
We believe, important variables for TBI include those whose CPXR(Log) based odds ratios differ
from their SLogR based odds ratio by large margins, and those that occur in patterns used by the
CPXR(Log) models. Regarding CPXR(Log)’s parameters, we used fixed values minSup = 0.02 and
ρ = 0.4 CPXR(Log), and we used default settings of the R [Team 2014] packages for SLogR, SVM
and RF.
6.1.3.1 TBI Dataset
The TBI dataset considered in this study2 is from [Steyerberg et al. 2008], which will be called TBI in
this paper, on patients from an International and US Tirilazad trials. It contains 2159 instances and
15 predictor variables; its missing predictor variable values were treated using multiple imputations
as suggested by [Steyerberg 2008].
The outcome variable of TBI is assessed with the Glasgow outcome scale (GOS), which has been
widely used in brain injury studies. The scale ranges from dead (GOS 1), vegetative state (GOS 2),
severe disability (GOS 3), moderate disability (GOS 4), to good recovery (GOS 5). The predictor
variables belong to three groups:
• Basic variables (4 variables): cause of injury, age of patient, GCS motor score, and pupil
reactivity.
2Datasets on traumatic brain injury are not publicly available and hence we are limited to this dataset in this
paper.
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• Computed-tomography variables (7 variables): hypoxia, hypotension, CT characteristics
(Marshall CT classification), traumatic subarachnoid hemorrhage (tSAH), epidural hematoma
(EDH), compressed cistern at CT, and midline shift more than 5mm.
• Lab variables (4 variables): glucose, pH, sodium and Hb (hemoglobin)
Details on these predictor variables can be found in [Perel et al. 2008], [Steyerberg et al. 2008].
Prognostic models studied before consist of all six prognostic models for the six combinations of
two dichotomized versions of GOS and three subsets of variables. These combinations were examined
in previous studies [Perel et al. 2008], [Steyerberg et al. 2008] on TBI, allowing us to compare the
performance of our method against [Perel et al. 2008], [Steyerberg et al. 2008].
The two dichotomized versions of GOS are: mortality outcome (versus survival) and unfavorable
outcome (versus favorable). For the first, called ”Mortality”, all cases with the dead outcome (GOS
1) belong to the ”mortal” class and all others (GOS 2–5) are in the ”survival” class. For the second,
called ”Unfavorable”, all cases with dead, vegetative and severe disability outcomes (GOS 1–3) are
in the ”unfavorable” class, whereas all cases with moderate disability and good recovery outcomes
(GOS 4–5) are in the ”favorable” class. The three variable sets considered are: Basic, Basic+CT,
and Basic+CT+Lab, consisting 4, 11, 15 variables respectively 3.
6.1.3.2 Evaluation on Prognostic Model Accuracy Measures
We now compare CPXR(Log) against SLogR on several measures concerning model accuracy. The
results show that CPXR(Log) outperforms SLogR consistently and by big margins. The strong
outperformance implies that TBI has diverse predictor-response relationships.
Tables 6.1 and 6.2 present the performance of prognostic models built by SLogR and CPXR(Log).
Figure 6.1 shows the ROC curves of all six models developed by SLogR and CPXR(Log); solid lines
represent curves of SLogR and dashed lines represent curves for CPXR(Log). (Figure 6.2 compares
ROC curves of CPXR(Log) against that of SVM and RF.)
The results reported here agree with those reported in [Steyerberg et al. 2008]. Specificity,
sensitivity, and accuracy are for the classifier using the logistic regression models with 0.5 as cutoff:
If the predicted value is larger than 0.5 then the predicted class is 1, otherwise the predicted class
is 0. Sensitivity (aka the true positive rate, or recall) is the proportion of actual positives which are
correctly identified as such. Specificity (aka the true negative rate) is the proportion of negatives
which are correctly identified as such.
3We add qualifiers to the names of models to avoid confusion. Specifically, we will use Method-DichotomizedName-
VariableSet as model names. For example, the SLogR-Mortality-(Basic+CT) model refers to the model built by SLogR
for Mortality using the Basic+CT variables.
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Table 6.1: SLogR performance on accuracy
Model Basic Basic+CT Basic+CT+Lab
Mortality
Specificity 0.95 0.95 0.94
Sensitivity 0.18 0.32 0.36
Accuracy 0.77 0.8 0.8
F1 0.27 0.42 0.46
AUC 0.72 0.78 0.8
χ2 2192 2183 2094
Unfavorable
Specificity 0.85 0.85 0.84
Sensitivity 0.52 0.6 0.61
Accuracy 0.72 0.75 0.75
F1 0.59 0.66 0.66
AUC 0.76 0.8 0.81
χ2 2174 2172 2137
Apparently, all six CPXR(Log) models outperformes corresponding SLogR models on all perfor-
mance measures. In particular, AUC of all CPXR(Log) models improves that of SLogR models by
11.7% on average (all six models), and the improvement is 12.9% for Mortality models and 10.4% for
Unfavorable models. Moreover, on average over all six models, specificity, sensitivity, accuracy, and
χ2 of the Basic+CT+Lab models built by CPXR(Log) improve over those of SLogR by 8%, 18%,
16% and 28% respectively. Interestingly, CPXR(Log) achieves more improvement over SLogR on
χ2 concerning Mortality models than Unfavorable models: The average improvement for Mortality
models is 29.4% and, it is 26.3% for Unfavorable models.
One main strength of CPXR(Log) is its ability to effectively utilize more variables to derive
more accurate models, which is similar to CPXR for linear regression [Dong and Taslimitehrani
2015]. Indeed, while both CPXR(Log) and SLogR obtained improvement on AUC when more
variables are used, CPXR(Log) obtained larger improvement in all cases (see Table 6.3). Moreover,
when more variables are used, CPXR(Log) achieved larger improvement on AUC over SLogR, as
shown in Table 6.4. CPXR can also effectively extract useful information capturing interactions
among multiple predictor variables that are often missed by traditional regression and classification
methods.
Interestingly, Figures 6.1 and 6.2 show that the ROC curves of CPXR(Log) always have larger
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Table 6.2: CPXR(Log) performance on accuracy
Model Basic Basic+CT Basic+CT+Lab
Mortality
Specificity 0.96 0.96 0.97
Sensitivity 0.18 0.42 0.46
Accuracy 0.78 0.85 0.89
F1 0.28 0.53 0.58
AUC 0.8 0.88 0.92
χ2 1801 1483 1290
Unfavorable
Specificity 0.89 0.87 0.91
Sensitivity 0.54 0.65 0.72
Accuracy 0.75 0.79 0.87
F1 0.63 0.7 0.76
AUC 0.82 0.87 0.93
χ2 1848 1601 1327
true positive rate for every false positive rate, than that of SLogR, SVM, and RF. Another obser-
vation is that for both SLogR and CPXR(Log), prognostic models for Mortality are more accurate
than those for Unfavorable, suggesting that the unfavorable class is harder to model.
6.1.3.3 Overfitting
Overfitting is a major issue in clinical prediction modeling; it happens when a prediction model (or
classifier) is much more accurate on training data than on test data that are unknown to the model.
Overfitting models are not desirable, as end users including physicians cannot be very confident in
using them to make predictions on new cases. When comparing prediction models, more accurate
models are preferred; among equally accurate models, the less overfitting ones are preferred.
Table 6.5 gives patterns of the CPXR(Log)-Unfavorable-(Basic+CT+Lab) model, respectively.
Table 6.6 compares odds ratios of variables in the SLogR and CPXR(Log) models. Odds ratio (OR)
is a popular measure to quantify how strongly the level of a predictor variable xi is associated to
the response variable [CORNFIELD 1951]. The odds ratio of xi is often estimated from a logistic
regression model as OR(xi) = e
βi , where βi is the coefficient of xi in the logistic regression model.
In logistic regression, we need to convert categorical variables into dummy variables. To avoid
redundancy, one of the values of each categorical variable should be omitted (”treated as reference
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Figure 6.1: Comparison of CPXR(Log) and SLogR: ROC curves and AUC
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Table 6.3: AUC improvement when more variables are used by CPXR(Log) and SLogR
Mortality Unfavorable
Variable set change CPXR(Log) SLogR CPXR(Log) SLogR
Basic → Basic+CT 10% 7.7% 6% 5.2%
Basic+CT → Basic+CT+Lab 4.5% 2.5% 6.8% 1.25%
Basic → Basic+CT+Lab 15.0% 11.1% 13.4% 6.6%
Table 6.4: AUC improvement by CPXR(Log) over SLogR for given variable sets
Mortality Unfavorable
Basic Basic+CT Basic+CT+Lab Basic Basic+CT Basic+CT+Lab
11.1% 12.8% 15% 7.9% 8.8% 14.8%
category”). We chose the most common value of each categorical variable as the reference category.
A categorical variable for a local regression model becomes constant if the variable occurs in the
pattern of the local model and is hence a constant. Reference categories and categorical variables
involved in the patterns are both specified as ”ref” in Table 6.6.
Large differences in odds ratio can be of interest to physicians, as they indicate for certain large
population groups, risk should be evaluated in a manner different from how risk is evaluated based
on the SLogR model. Large difference can be for cases where odds ratio in CPXR(Log) models is
significantly higher or lower than that in SLogR models.
There are quite a number of variable and value pairs where odds ratio differences are large. In
Table 6.6, we use the bold font to indicate such pairs where the odds ratio in the CPXR(Log) model
is at least twice of that in the SLogR model, and we use the italic font to indicate cases where the
odds ratio in the CPXR(Log) model is at most half of that in the SLogR model. We use underline
to indicate some other cases where the odds ratio in the CPXR(Log) model is much larger than that
in the SLogR model although not at least twice as much. To save space, we omit rows having no
large differences.
The largest odds ratio difference is 6.40 fold, for 6.79 < pH ≤ 7.67, whose odds ratio is 0.84
according to SLogR model and it is 5.38 for Model I of CPXR(Log). The largest odds ratio difference
in absolute value is 7.07, for reactivity = ”No reactive”, whose odds ratio is 2.66 according to SLogR
model and it is 9.73 for Model II of CPXR(Log). The largest odds ratio decrease is 16.8 fold, for
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Figure 6.2: ROC curves and AUC of CPXR(Log), SLogR, SVM, and RF on test data of models
built from training data
6.79 ≤ PH < 7.67 whose odds ratio is 0.84 according to SLogR model and it is 0.05 for local Model
VI of CPXR(Log).
An example where the CPXR(Log) model corrected a large prediction error: Consider
this 15 years old patient with TBI due to a motorbike accident, who has the following characteristics
at the admission time:
GCS motor score = 5. No reactive pupil. No hypoxia. No hypotension. CT scan = V. (high
lesion > 25 mm and not surgically evacuated.) No tSAH. Has epidural hematoma. Has
fully compressed cisterns. Has midline shift. Glucose = 9.06 mmol/l. PH = 7.37. Sodium
= 141 mmol/l. Hb = 14.4 g/dl.
Since the patient is young, having no evidence of hypoxia, hypotension, and tSAH, the baseline
regression model built by SLogR predicts that the patient’s probability of survival is 0.78. However
the observed outcome (after 6 months) is death. In contrast, since this patient matches pattern II
of the CPXR(Log) model, i.e., ”(CT classification = V) AND (midline shift more than 5mm) AND
(0.56 < glucose ≤ 10.4)” is true, the CPXR(Log) model more accurately predicts probability of
survival to be just 0.31, using local model II in Table 6.6 associated with this pattern (”CT scan =
V” means ”high lesion > 25 mm and not surgically evacuated.”). Incidentally, in our analysis, we
found that the SLogR model made many big prediction errors in young patients.
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Table 6.5: Pattern, arr, coverage of local models of CPXR(Log)-Unfavorable-(Basic+CT+Lab)
model
Patterns arr Coverage Model
(CT classification = III) 15% 20% I
(CT classification = V) AND (midline shift more than 5mm) 12% 15% II
AND (0.56 < glucose ≤ 10.4 )
(No compressed cistern) AND (No midline shift more than 5mm) 10% 40% III
AND (7.22 < PH ≤ 7.45)
(10.77 < glucose ≤ 21.98)AND (134 < sodium ≤ 144) 18% 18% VI
(No Hypotension)AND (134 < sodium ≤ 144) 19% 20% V
AND (10.55 < HB ≤ 14.57) AND (With tSAH)
(No tSAH) AND (134 < sodium ≤ 144) AND (10.77 < glucose ≤ 21.98) 19% 20% VI
AND (No Hypotension) AND (No midline shift) AND (One reactive pupil)
(No tSAH) AND (One reactive pupil) 18% 40% VII
6.1.3.4 Conclusion
We provided an effective new method, CPXR(Log) for logistic regression and clinical predictive
modeling. CPXR(Log) achieved much higher accuracy than standard logistic regression on traumatic
brain injury (TBI). We also presented our CPXR(Log) model on TBI on admission time data,
including patterns and local models, and presented new odds ratios of predictor variables based on
CPXR(Log), including those whose odds ratio are highly different from the SLogR model based
odds ratios. We hope that these findings will have significant value in accurate clinical prognostic
decision-making, including on TBI. In general, CPXR(Log) can effectively handle data with diverse
predictor-response relationships.
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Table 6.6: Odds ratios of predictor variables in the SLogR and CPXR(Log) models
Variables Coding
Odds Ratios (95% CI)
SLogR Model I Model II Model III Model IV Model V Model VI Model VII
Cause
Motorbike 0.87 0.85 2.19 0.75 0.36 0.5 1.08 1.2
(0.75-1.0) (0.73-1.0) (1.8-2.6) (0.65-0.85) (0.3-0.4) (0.4-0.6) (0.9-1.3) (1.0-1.4)
Assault 1.07 2.86 0.94 0.69 0.62 0.3 2.94 3.5
(0.9-1.2) (2.5-3.4) (0.8-1.1) (0.6-0.8) (0.55-0.75) (0.25-0.35) (2.65-3.2) (3.0-4.0)
Other 1.37 1.64 1.83 1.02 1.21 0.47 1.72 1.35
(1.1-1.6) (1.5-1.8) (1.6-2.1) (0.8-1.2) (1.0-1.4) (0.4-0.55) (1.5-1.9) (1.2-1.5)
Motor score
IV 0.37 0.16 0.77 0.47 0.32 0.31 0.48 0.58
(0.3-0.5) (0.1-0.2) (0.65-0.8) (0.4-0.55) (0.25-0.4) (0.25-0.35) (0.4-0.6) (0.5-0.7)
V/VI 0.23 0.12 0.55 0.22 0.18 0.1 0.4 0.46
(0.2-0.3) (0.1-0.15) (0.5-0.6) (0.2-0.25) (0.15-0.2) (0.05-0.15) (0.35-0.45) (0.4-0.5)
Pupillary
reactivity No reactive 2.66 1.7 9.73 2.37 1.69 2.87 1.0 1.0
(2.3-3.0) (1.5-1.9) (8.0-11.0) (2.0-2.8) (1.4-2.0) (2.5-3.3) (ref) (ref)
Hypoxia
Yes 1.64 1.32 1.35 1.59 1.58 1.41 3.18 1.58
(1.45-1.8) (1.1-1.5) (1.2-1.5) (1.4-1.8) (1.4-1.8) (1.2-1.6) (2.8-3.6) (1.4-1.8)
Hypotens
Yes 1.19 2.25 1.0 1.08 2.44 1.0 1.0 1.18
(1.0-1.4) (1.9-2.5) (ref) (0.9-1.3) (2.1-2.7) (ref) (ref) (1.0-1.4)
CT
II 2.35 1.0 1.0 1.87 1.3 0.33 1.79 2.23
(2.0-2.7) (ref) (ref) (1.6-2.2) (1.1-1.5) (0.3-0.4) (1.6-2.0) (2.0-2.5)
III 3.99 1.0 1.0 3.63 2.0 0.6 7.11 4.32
(3.5-4.5) (ref) (ref) (3.1-4.1) (1.8-2.2) (0.5-0.7) (6.0-8.0) (3.7-4.9)
classification IV 3.74 1.0 1.0 5.05 1.18 0.71 3.7 1.1
(3.0-4.4) (ref) (ref) (4.5-5.5) (1.0-1.4) (0.6-0.8) (3.3-4.1) (0.9-1.3)
V 4.72 1.0 1.0 2.79 1.68 0.68 6.6 4.02
(4.0-5.4) (ref) (ref) (2.4-3.2) (1.5-1.9) (0.6-0.8) (5.6-7.6) (3.5-4.5)
VI 5.04 1.0 1.0 3.94 2.24 0.8 4.63 4.76
(4.0-6.0) (ref) (ref) (3.5-4.3) (2.0-2.4) (0.7-0.9) (4.0-5.2) (4.1-5.3)
Cisterns
Slightly 1.03 0.82 1.34 1.0 0.86 0.4 1.65 0.57
(0.9-1.1) (0.75-0.9) (1.2-1.5) (ref) (0.8-0.9) (0.35-0.45) (1.45-1.85) (0.5-0.6)
compression Fully 2.05 1.89 3.43 1.0 4.38 0.75 2.53 2.09
(1.7-2.3) (1.7-2.1) (3.0-4.0) (ref) (3.8-5.0) (0.6-0.9) (2.2-2.8) (1.9-2.3)
Shift Yes 1.03 1.18 1.04 1.0 1.51 2.49 1.0 1.29
(0.9-1.2) (1.0-1.4) (0.9-1.2) (ref) (1.3-1.7) (2.2-2.8) (ref) (1.1-1.5)
pH 6.79-7.67 0.84 5.38 4.45 0.4 1.32 0.72 0.05 0.18
(0.75-0.95) (5.0-5.8) (4.1-4.8) (0.35-0.45) (1.2-1.45) (0.6-0.8) (0.04-0.06) (0.15-0.21)
6.2 Application of CPXC in Heart Failure Survival Predic-
tion Models
6.2.1 Introduction
Heart Failure (HF) is a major health issue and is one of the most common causes of hospitalization in
the United States (US) with an estimated 6.6 million US adult cases in 2010 at a cost of 34.4 billion
US dollars in healthcare expenses [CDC ]. Identification of cost-effective strategies to reduce the
incidence of hospitalization, a major driver of costs, is a major objective. Central to the management
of HF is multifaceted pharmacological intervention that involves treatment of volume overload for
symptom relief and disease modification in high risk patients to reduce mortality. Identification
of cost-effective strategies to reduce the incidence of hospitalization, a major driver of costs, is a
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major objective. Central to the management of HF is multifaceted pharmacological intervention
that involves treatment of volume overload for symptom relief and disease modification in high risk
patients to reduce mortality.
Accurate HF survival prediction models can be beneficial to both patients and physicians. Physi-
cians could prescribe more aggressive treatment plans for high risk patients based on accurate risk
predictions, and patients can have confidence in the treatment plan prescribed by physicians, and
hence are more likely to comply with treatment [Panahiazar et al. 2015b]. However, there are many
challenges, at least from the modeling perspective, in developing purely EHR-driven risk prediction
models. Some of these challenges include: (1) models need to be highly accurate with very few false
positive cases [Panahiazar et al. 2015a]; (2) models need to be highly interpretable [Letham et al.
2013] so that healthcare providers can apply them to identify clinically relevant prognostic markers,
that allow them to make informed clinical decisions, and (3) the models need to minimize overfitting
so that they are generalizable and can make accurate predictions on new cases.
To address these challenges, in this study, we apply CPXR(Log) method (Contrast Pattern Aided
Logistic Regression) on HF survival prediction with the probabilistic loss function. CPXR(Log) can
effectively identify important disease subgroups from patients EHR data, and it can produce localized
prediction models for personalized considerations for those subgroups. The major contributions of
this work include:
• We demonstrate that CPXR(Log) is a powerful methodology for clinical prediction modeling
for high dimensional complex medical data: It can
– produce highly accurate models (One CPXR(Log) model achieved an AUC and accuracy of
0.94 and 0.91, respectively, significantly outperforming models reported in prior studies).
– help to identify and correct significant systematic errors of logistic regression models.
• We present classification models for HF which are much more accurate than logistic models and
models produced by other state-of-the-art classifiers.
• Our CPXR(Log) models for HF reveal that HF is highly heterogeneous, suggesting that pa-
tients with heterogeneous characteristics (e.g, clincial characteristics, co-morbidities) should be
evaluated for different HF management strategies.
• We propose a novel probabilistic loss function in the CPXR(Log) algorithm. It returns more
accurate models comparing to CPXR(Log) introduced in our previous studies.
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6.2.2 Study Population
Our primary goal in this study is to develop classifiers to predict survival in 1-, 2- and 5- years
after HF diagnosis. Our classifiers are built using EHR data on 119,749 patients admitted to Mayo
Clinic between 1993 and 2013. Some patient records (N=842) were excluded due to incomplete and
missing data. In consultation with cardiologists and cardiovascular epidemiologists, the following
cohort identification criteria were developed:
• A diagnosis of HF based on the ICD9-CM code (428.x).
• An EF measurement of 50% within two months of HF diagnoses.
• No prior diagnosis of coronary artery disease, myocarditis, infiltrative cardiomyopathy and severe
valvular disease.
• Authorization to access EHR data for research.
Table 6.7: Demographics, vitals and lab characteristics of patients in our cohort
Age (in years) 78±10
Sex (male) 52%
Race (white) 94%
Ethnicity (Not Hispanic or Latino) 84%
BMI 28.7±11.25






To be included in this cohort, patients needed to meet all four criteria, leading to a final cohort
size of 5044 HF patients admitted to Mayo Clinic between 1993 and 2013. To select predictor
variables, we followed the SHFM [Ouwerkerk et al. 2014] and added a series of new variables derived
from the EHR data that were grouped into the following categories:
• Demographics including age, gender, race, and ethnicity.
• Vitals including Blood Pressure (BP), and Body Mass Index (BMI).
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• Lab results including cholesterol, sodium, hemoglobin, lymphocytes, and ejection fraction (EF)
measurements.
• Medications including Angiotensin Converting Enzyme (ACE) inhibitors, Angiotensin Receptor
Blockers (ARBs), β-adrenoceptor antagonists (β-blockers), Statins, Calcium Channel Blocker
(CCB), Diuretics, Allopurinol, and Aldosterone blocker.
• A list of 24 major chronic conditions [OPH ] as co-morbidities.
Since our EHR data is time dependent, we considered the records that are closest to the HF
event. Our class variable (response) is mortality status. For the 1-year version of the dataset, if a
patient was dead within 1-year after the heart failure event, the class variable is 1, otherwise it is 0.








Figure 6.3: Frequency of co-morbidities in the cohort
Table 6.7 represents demographics, vitals and lab characteristics of patients in our cohort, and
Figure 6.3 shows frequencies of co-morbidities. It can be observed that hypertension, ischemic
heart disease, hyperlipidemia, chronic kidney disease and atrial fibrillation are the most frequent
co-morbidities. Table 6.8 represents the frequency of different medication classes used in the cohort;
apparently ACE inhibitors, β-blockers, and diuretics are the most popular medications used to treat
heart failure.
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Angiotension Receptor Blocker 12.8%





6.2.3 Results and Discussions
This section presents the results of CPXR(Log) on HF risk prediction models, which are focused on
four main aspects: (1) We compare the performance of CPXR(Log) against state- of-the-art clas-
sification algorithms such as Logistic Regression, Decision Tree, Support Vector Machine, Random
Forest and AdaBoost. The results show that CPXR(Log) is much more accurate and outperforms
other classifiers significantly. (2) We also present details on patterns and local models found by
CPXR(Log) for HF risk prediction. Each pattern and the corresponding local model extracted by
CPXR(Log) represent a distinct subgroup of patients with specific behaviors, whose survival risk
should be calculated based on the local model assigned specifically to that subgroup of patients.
Distinct pairs of patterns and local models are highly different from each other and they are highly
different from the baseline model. (3) We show that the incorporation of co-morbidities extracted
from EHR into our models improves the accuracy of CPXR(Log) and gives us more insights about
the complexity of heart failure. We also show that the predictive power of co-morbidities has not
been fully utilized by other classification algorithms in fact those algorithms produced less accu-
rate prediction models when they use the co-morbidities as features for modeling building. (4) We
examine the effect of the probabilistic loss function and compare it with the loss function used in
[Taslimitehrani and Dong 2014].
CPXR(Log) depends on two parameters, minSup and ρ. In this study, we used fixed parameter
values (minSup=0.03 and ρ=0.45). Regarding the other classifiers, we used their implementation
in standard R packages [R core 2012]. Note that there are patient records with missing values for
certain lab results and blood pressure measurements, a characteristic typical for real-world EHR
data. We used multiple imputation to handle those missing values using a package called mi in R
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Table 6.9: AUC of different classifiers
Algorithm 1 year 2 years 5 years
Decision Tree 0.66 0.5 0.5
Random Forest 0.8 0.72 0.72
Ada Boost 0.74 0.71 0.68
SVM 0.59 0.52 0.52
Logistic Regression 0.81 0.74 0.73
CPXR(Log) 0.937 0.83 0.786
[Su et al. 2011].
Table 6.10: Performance of different classifiers
Measure4 Model SVM Log Reg. CPXR(Log)
Precision
1 year 0.66 0.74 0.82
2 years 0.43 0.7 0.78
5 years 0.2 0.51 0.721
Recall
1 year 0.7 0.65 0.782
2 years 0.7 0.64 0.76
5 years 0.5 0.5 0.615
Accuracy
1 year 0.75 0.88 0.914
2 years 0.57 0.75 0.83
5 years 0.66 0.71 0.809
As explained earlier our problem is classifying patients who survived after a diagnosis of HF vs
those who did not survive using the CPXR(Log) algorithm based on EHR data. Hence, our outcome
(response) variable is mortality status. In this study, we developed and validated three models to
predict 1-, 2-, and 5- years survival in HF patients with the use of EHR extracted variables including
demographic, vitals, lab results, medications, and co-morbidities.
To enhance the generalizability of CPXR(Log) models, following common practice in clinical
prediction modeling, we divide our dataset into two separate parts: a training part and a test part;
the training dataset contains data for 1560 out of the 5044 patients, and the test dataset contains
data for the remaining 3484 patients. The training and test datasets do not overlap.
We now compare the performance of CPXR(Log) against standard logistic regression and state-
of-the-art classifiers concerning accuracy. Table 6.9 presents the AUC of the three models built by
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different classification algorithms. The results show that CPXR(Log) outperforms other classifiers
consistently by large margins. The strong performance of CPXR(Log) implies there are highly
diverse predictor-response relationships for HF patients and they were successfully extracted by
CPXR(Log).
Furthermore, all CPXR(Log) models outperformed corresponding logistic regression and SVM
models on all three other performance measures, as shown in Table 6.10. In Table 6.10, the cutoff
values to optimize accuracy, precision and recall are determined in the way described in the previous
section. In particular, CPXR(Log) improved the AUC of logistic regression, SVM, Random Forest
and AdaBoost models by 15.6%, 58.8%, 17.1% and 26.6% on average, respectively. Further, Figures
6.4a, 6.4b and 6.4c show that the ROC curves of all three CPXR(Log) models have larger true
positive rate for every false positive rate, than that of logistic regression and SVM models. Our
results are also better than those reported by prior from Levy et al. [Levy et al. 2006]. Specifically,
the AUC of 1- year model developed by CPXR(Log) is 5.6% larger than the most accurate model
developed by Levy et al. [Levy et al. 2006].
We now use our experimental results to discuss and highlight one of the main strengths of
CPXR(Log), namely its ability to effectively utilize more predictor variables to derive more accurate
models (a fact also observed in [Ghanbarian et al. 2015] when CPXR was used for linear regression),
and to highlight the observation that large number of dimensions is also one of the challenges of
EHR datasets (for traditional classification algorithms). EHR datasets often have a large number
of variables and traditional classifiers fail to handle the high dimensionality data robustly, Table
6.11 demonstrates the extent to which AUC improved/decreased when more variables are used for
CPXR(Log) and other classifiers. As we discussed earlier, we divided our predictor variables into
four groups of Demographics and Vitals, labs, medications, and co-morbidities (Demographics and
Vitals are in one group). We started with demographic and vital variables, and then in each step,
added more variables in the model building process. In general, CPXR(Log) consistently produced
better AUCs when more variables are added, and it also obtained larger improvement in most cases
than other classifiers. Interestingly, other classifiers sometimes performed worse when additional
variables were included in the models. For example, adding the 24 co-morbidity variables improved
the AUC of CPXR(Log) models by 15.9%; in contrast, the accuracy of other classifiers did not
improve in fact they decreased by 5.3% on average. It shows CPXR can effectively extract useful
information capturing interactions among multiple predictor variables such as co-morbidities that
are of-ten missed by other classification algorithms.
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AUC_Log Reg = 0.81
AUC_SVM = 0.59
(a) ROC curve for one year models



























AUC_Log Reg = 0.74
AUC_SVM = 0.52
(b) ROC curve for two years models



























AUC_Log Reg = 0.73
AUC_SVM = 0.52
(c) ROC curve for five year models
Figure 6.4: ROC curves of one year, two years and five years models
6.2.4 Conclusion
We used CPXR(Log) to build heart failure survival prediction models, for 1-, 2-, and 5-years after HF
is diagnosed based on EHR data. The models built by CPXR(Log) achieved much higher accuracy
than standard logistic regression, Random Forest, SVM, decision tree and AdaBoost, which implies
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Table 6.11: AUC improvement when more predictor variables are used by CPXR(Log) and other
classifiers
Variable set change CPXR Logistic Random SVM Decision Boosting
(Log) Regression Forest Tree
(Demo&Vital)→ 4.8% 11.5% 19% 17.3% 0% 14.7%
(Demo&Vital)+Lab
(Demo&Vital)→ 8.9% 13.4% 21.2% 21.7% 0% 5.7%
(Demo&Vital)+Lab+Med
(Demo&Vital)→ 27.8% 9.6% 19.1% 19.5% -10.4% 7.6%
(Demo&Vital)+Lab+Med+Co-morbid
(Demo&Vital)+Lab→ 3.2% 1.7% 1.7% 3.7% 0% -9.8%
(Demo&Vital)+Lab+Med
(Demo&Vital)+Lab→ 20.9% -1.7% 0% 1.8% -10.4% -8.1%
(Demo&Vital)+Lab+Med+Co-morbid
(Demo&Vital)+Lab+Med→ 15.9% -3.3% -1.7% -1.7% -10.4% 1.8%
(Demo&Vital)+Lab+Med+Co-morbid
that there are fairly complicated interactions between predictor and response variables for heart
failure. We also included 24 co-morbidities into our models and showed that adding these new
variables gives us both more insights and improved accuracy of our models. In general, CPXR(Log)
can effectively build highly accurate prediction models on datasets with diverse predictor-response
relationships, but the other classification algorithms cannot effectively handle the high dimensionality
and complexity of EHR data in order to build accurate prediction models. This study indicates that
the behavior of HF patients is highly heterogeneous and that different patterns and local prediction
models better suitable in predicting HF survival to properly handle the disease heterogeneity.
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6.3 Application of CPXR in Saturated Hydraulic Conduc-
tivity
6.3.1 Introduction
Flow and transport modeling in subsurface flow and the hydrologic cycle requires fundamental
characteristics of hydraulic properties. One of these hydraulic properties is soil water retention curve
(SWRC) whose measurement, estimation, and even modeling continue to be under consideration in
different communities, such as hydrology, soil science, and hydrogeology [Ghanbarian-Alavijeh and
Millán 2010]. Sample dimensions, e.g., height (or length) and diameter influence soil water retention
curve measurements. This (sample dimensions) effect on air-entry value might be one of the reasons
that existing parametric pedotransfer functions estimate air-entry value from other easily available
parameters inaccurately. In addition to SWRC, the saturated hydraulic conductivity (SHC) plays
a key role in flow and solute transport modeling under saturated and unsaturated conditions. The
effect of sample dimensions on the saturated hydraulic conductivity value attracted a great deal of
attention. It has been shown that the SHC measurement is much influenced by sample size.
Since both soil water retention curve (SWRC) and saturated hydraulic conductivity (SHC) mea-
surements are time consuming, indirect methods have been developed to estimate SWRC and SHC
from other available properties, such as sand, silt, and clay contents, organic matter, bulk density,
and particle-size distribution. Observations indicate the need to pay more attention to the effects
of scale on soil hydraulic properties and the need to include such effects in pedotransfer functions.
However, to our knowledge up to now no research has focused on the effect of sample dimensions
upon the development of the soil hydraulic properties pedotransfer functions. Therefore, the main
objective of this study was to investigate the sample dimensions effect on the prediction of the soil
water retention curve (SWRC) and the saturated hydraulic conductivity (SHC). To achieve this goal
we evaluate a new data mining approach called contrast pattern aided regression (CPXR) that was
applied to soil hydraulic properties predictions using data available in the UNSODA database.
6.3.2 Datasets
In this study, we select disturbed and (mostly) undisturbed laboratory experiments from the UN-
SODA database whose sample dimensions e.g., height (or length) and internal diameter were avail-
able and two datasets including 210 and 213 laboratory samples, were formed to develop and evaluate
pedotransfer functions for the soil water retention curve (SWRC) and the saturated hydraulic con-
ductivity (SHC), respectively.
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The van Genuchten soil water retention curve model [van Genuchten 1980] parameters, such as
α, n, θr, and θs reported in the ROSETTA database [Schaap et al. 2001] were used to calculate
water contents at different tension heads e.g., inflection point , 10, 33, 50, 100, 300, 500, 1000, 1500
kPa for each soil sample.
To develop both point and parametric pedotransfer functions for SWRC, 6 input variables, such
as sand, silt, and clay contents, bulk density, geometric mean diameter dg, and geometric standard
deviation δg of particles were used (hereafter SWRC1). The last two parameters (i.e., dg and δg in
mm) were determined from clay, silt, and sand contents [Shirazi and Boersma 1984]. In order to
investigate the effect of sample dimensions on the development and evaluation of the pedotransfer
functions, in addition to those 6 variables, sample internal diameter (ID) and height or length (L)
were also included as input variables (hereafter SWRC2). For a few samples with non-circular
cross sectional area, the equivalent diameter was determined. In addition to point pedotransfer
functions, we also developed parametric pedotransfer functions to predict the van Genuchten soil
water retention curve model parameters, such as θr, θs, α, and n from available soil properties. The
same input variables introduced to SWRC1 and SWRC2 models were used to develop two parametric
models (hereafter SWRC3 and SWRC4). The difference between the SWRC3 and SWRC4 models
is that two more input variables e.g., sample internal diameter (ID) and height or length (L) were
used to develop the SWRC4 model.
For the development of the SHC pedotransfer functions, four models were considered: SHC1
included input variables, such as sand, silt, and clay contents, geometric mean diameter, geometric
standard deviation, and bulk density. SHC2 consisted of two extra input variables e.g., sample
height or length and internal diameter. In SHC3, besides textural data e.g., sand, silt, and clay
contents, geometric mean diameter, geometric standard deviation, and bulk density, vG soil water
retention curve model parameters e.g., α, n, θr, and θs as well as effective porosity were also used.
SHC4 included sample diameter and height or length in addition to all input variables applied in
SHC3. To develop pedotransfer functions for saturated hydraulic conductivity, the log-transformed
SHC values were used in the training and testing processes. Table 6.12 summarizes the input and
output variables for all models developed in this study.
6.3.3 Results and Discussion
6.3.3.1 Point Pedotransfer Functions for Soil Water Retention Curve (SWRC)
The results obtained for the CPXR method indicate that including sample internal diameter (ID)
and height or length (L) as input variables increased considerably the accuracy and reliability of
the developed pedotransfer functions. For example, at θs and θi the RMSE values in the testing
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Table 6.12: Input and output variables of different models developed in this study.
Model Input variables5 Output variables
SWRC16(point) Sa, Si, Cl, ρb, dg, σg θs, θi, θ10, θ30, θ50, θ100, θ300, θ500, θ1000, θ1500
SWRC2(point) Sa, Si, Cl, ρb, dg, σg, ID, L θs, θi, θ10, θ30, θ50, θ100, θ300, θ500, θ1000, θ1500
SWRC3 (param) Sa, Si, Cl, ρb, dg, σg θr, θs, loge(α), loge(n)
SWRC4 (param) Sa, Si, Cl, ρb, dg, σg, ID, L θr, θs, loge(α), loge(n)
SHC17 Sa, Si, Cl, ρb, dg, σg loge(Ksat)
SHC2 Sa, Si, Cl, ρb, dg, σg, ID, L loge(Ksat)
SHC3 Sa, Si, Cl, ρb, dg, σg, θr, θs, α, n, φe loge(Ksat)
SHC4 Sa, Si, Cl, ρb, dg, σg, θr, θs, α, n, φe, ID, L loge(Ksat)
(training) process decreased only by 11% (15%) and 15% (7%), respectively, while at θ10 and θ1500
the RMSE values decreased by 40% (31%) and 23% (32%) after we included sample dimensions (i.e.,
ID and L).
Comparing the R2 of the SWRC1 and SWRC2 models (presented in Table 6.13) for the training
and testing processes also show that the accuracy of the pedotransfer functions increased with
including two sample internal diameter and height or length variables.
The graphical results of the SWRC1 and SWRC2 models developed using the CPXR method
(the predicted water content as a function of the measured one at different tension heads) for one
iteration subset (or one fold) are shown in Figure 6.5. The RMSE values presented in Figure 6.5 are
not comparable since the obtained results are not from the same split. However, as was demonstrated
in Table 6.13, sample internal diameter (ID) and height or length (L) play a nontrivial role in the
prediction of the soil water content at different tension heads.
The obtained results of the multiple linear regression (MLR) method used in this study for
models SWRC1 and SWRC2 are presented in Table 6.14. In the most improved case (see θ1000 in
Table 6.14), including ID and L as input variables could reduce (increase) the RMSE (R2) value only
by 2.4% (1.0%). Comparison of the RMSE and R2 values of SWRC1 with those of SWRC2 implies
that including sample dimensions, e.g., sample diameter and height or length did not improve the
accuracy and reliability of the pedotransfer functions. This means the MLR approach, in contrast
to the CPXR technique, is not capable to detect interactions between input variables that define
different subgroups of data with highly distinct predictor-response relationships, and to extract
nonlinear patterns among input and output variables (see Table 6.13). In support, the RMSE values
given in Table 6.13 (resulted from CPXR) are 45-74% less than those reported in Table 6.14 (resulted
from MLR) for both SWRC1 and SWRC2 models and the training and testing processes.
Comparison of the predicted water content with the measured one using the CPXR and MLR
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Table 6.13: Statistical parameters (RMSE and R2) calculated for the training and testing splits and
point pedotransfer functions of soil water retention curve (SWRC1 and SWRC2) using the CPXR
method.
Model θs θi θ10 θ30 θ50 θ100 θ300 θ500 θ1000 θ1500
RMSE
Training SWRC1 0.018 0.013 0.030 0.025 0.023 0.020 0.017 0.017 0.019 0.021
SWRC2 0.016 0.011 0.018 0.018 0.018 0.017 0.014 0.013 0.014 0.016
Testing SWRC1 0.019 0.013 0.029 0.026 0.023 0.021 0.018 0.019 0.020 0.025
SWRC2 0.016 0.012 0.020 0.019 0.019 0.022 0.020 0.016 0.015 0.017
R2
Training SWRC1 0.96 0.98 0.96 0.96 0.97 0.97 0.97 0.97 0.96 0.95
SWRC2 0.97 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.98 0.97
Testing SWRC1 0.94 0.97 0.97 0.94 0.97 0.97 0.95 0.96 0.95 0.94
SWRC2 0.95 0.96 0.94 0.95 0.97 0.96 0.95 0.98 0.97 0.94
methods for SWRC1 and SWRC2 models indicates that water content values predicted by MLR are
more scattered than those predicted by CPXR, demonstrating the higher reliability of the proposed
method (CPXR) in this study (results not shown). Comparison of the results presented in Tables
6.13 and 6.14 shows that indeed different relationships control the sample dimensions effects in
different parts of the databases that can be captured by different patterns and the CPXR approach.
6.3.3.2 Parametric Pedotransfer Functions for Soil Water Retention Curve (SWRC):
The RMSE, and R2 values for the two SWRC3 and SWRC4 models developed using the CPXR
method are given in Table 6.15. Comparison of the RMSE and RMSLE values of the SWRC3 and
SWRC4 models indicates that including sample dimensions increased the accuracy and reliability of
the developed pedotransfer functions in prediction of θs, θr, loge(α) and loge(n), for both training
and testing processes. Particularly, in the training (testing) process, the RMSE and RMSLE values
of the pedotransfer functions developed for θr, loge(α), and loge(n) parameters decreased by 20%
(21%), 35% (35%), and 49% (50%), respectively (see Table 6.15). However, the RMSE value of those
developed for θs reduced only by 11% (16%). The obtained results confirm the nontrivial effect of
the sample dimensions on the soil water retention curve prediction, since both α and n parameters
describe the shape of the soil water retention curve.
Table 6.15 also presents the R2 values for the two SWRC3 and SWRC4 pedotransfer functions
developed by the CPXR method. Comparison of the SWRC3 and SWRC4 models demonstrate
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Figure 6.5: Predicted water content versus measured one using the CPXR method for the SWRC1
and SWRC2 point pedotransfer functions developed in this study
that the R2 value of the pedotransfer function developed for loge(n) increased considerably from
0.86 to 0.96 (12% increase) and 0.81 to 0.93 (15% increase) in the training and testing processes,
respectively. This means that the accurate prediction of the shape of the soil water retention curve
requires information on the sample dimensions.
The MLR results of the training and testing processes are also given in Table 6.15. We found
that the accuracy (RMSE) of the pedotransfer functions developed using the MLR method only
improved by 5% and 4% in the training and testing processes, respectively, when sample dimensions
were included. Our results imply that the MLR method failed to detect patterns and construct
nonlinear connections between input and output variables properly. However, the CPXR approach
found effectively the nonlinear structures between inputs and outputs (see Table 6.15).
6.3.4 Conclusion
In this study, pedotransfer functions were developed using contrast pattern aided regression (CPXR)
and multiple linear regression (MLR) methods to predict soil water retention curve and saturated
hydraulic conductivity. For this purpose, the 10-fold cross-validation approach was applied to eval-
uate the developed models accuracy and reliability. The obtained results indicated that the CPXR
method predicted output variables more accurately than the MLR technique in both train and test
steps. As expected, we demonstrated that inclusion of sample internal diameter and length could
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Table 6.14: Statistical parameters (RMSE and R2) calculated for the training and testing splits
and point pedotransfer functions of soil water retention curve (SWRC1 and SWRC2) using the MLR
method.
Model θs θi θ10 θ30 θ50 θ100 θ300 θ500 θ1000 θ1500
RMSE
Training SWRC1 0.062 0.042 0.062 0.048 0.045 0.041 0.039 0.039 0.041 0.045
SWRC2 0.061 0.042 0.061 0.048 0.045 0.041 0.039 0.039 0.040 0.045
Testing SWRC1 0.062 0.042 0.062 0.048 0.045 0.041 0.039 0.040 0.041 0.045
SWRC2 0.061 0.042 0.062 0.049 0.045 0.041 0.040 0.039 0.041 0.045
R2
Training SWRC1 0.81 0.76 0.81 0.87 0.88 0.88 0.87 0.86 0.84 0.80
SWRC2 0.82 0.76 0.81 0.87 0.88 0.88 0.87 0.86 0.84 0.80
Testing SWRC1 0.79 0.73 0.77 0.84 0.85 0.84 0.83 0.84 0.81 0.77
SWRC2 0.79 0.72 0.77 0.85 0.84 0.84 0.84 0.83 0.80 0.78
Table 6.15: Statistical parameters calculated for train and test splits and parametric pedotransfer
functions of the van Genuchten soil water retention curve model (SWRC3 and SWRC4) using the
CPXR and MLR approaches.
θr θs loge(α) loge(n) θr θs loge(α) loge(n)
Method Model RMSE RMSELE R2
CPXR Train SWRC3 0.030 0.018 0.531 0.191 0.80 0.96 0.83 0.86
SWRC4 0.024 0.016 0.346 0.098 0.87 0.97 0.93 0.96
Test SWRC3 0.034 0.019 0.570 0.201 0.76 0.94 0.83 0.81
SWRC4 0.027 0.016 0.371 0.101 0.83 0.95 0.90 0.93
MLR Train SWRC3 0.060 0.055 1.136 0.328 0.19 0.60 0.21 0.69
SWRC4 0.060 0.054 1.158 0.319 0.19 0.62 0.18 0.61
Test SWRC3 0.061 0.055 1.140 0.330 0.21 0.58 0.20 0.58
SWRC4 0.060 0.053 1.167 0.324 0.22 0.59 0.18 0.59
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improve the accuracy and reliability of the developed pedotransfer functions remarkably.
7
Conclusion
In this chapter, we summarize the findings of this dissertation.
7.1 Summary
Regression and classification techniques play an important role in our daily life. Identifying patients
at high risk of developing a disease, evaluating trends and sales estimates in business word, forecast-
ing customer demand to drive holistic execution, identifying high-risk drivers in insurances business
are some of the applications of regression and classification. Accuracy and interpretability are two
important and contradictory goals in designing regression and classification techniques.
Regression and classification are an ongoing and challenging field of research, specifically when it
comes to heterogeneous and complex datasets. So far, there are an enormous number of regression
and classification techniques, but most of them often fail to produce highly accurate and interpretable
models. In this dissertation, we deeply investigated the design issues of traditional regression and
classification techniques and proposed a series of solutions to meet those challenges.
We articulated the concept of predictor-response (PR) relationship, which represents multi-
dimensional interactions between predictor and response variables. The Majority of the traditional
regression and classification techniques are unable to extract and model those high dimensional
interactions. Our proposed methodology to extract PR relationships are based on two key ideas:
First, we used the concept of patterns to logically characterize the subgroups of data points. Then
we use the local regression or classification models to behaviorally characterize the hidden predictor-
response relationships in those subgroups of data points. Second, we incorporate a small set of
patterns and local model pairs to form a pattern aided regression (PXR) for numerical prediction
problems (regression) and pattern aided classification(PXC) for classification problems. Each pair of
pattern and local model represents a specific PR relationship, and a set of pattern and local model
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pairs reveals a set of diverse PR relationships in a heterogeneous dataset.
In chapters 4 and 5, we proposed two algorithms called contrast pattern aided regression (CPXR)
and contrast pattern aided classification (CPXC) to build PXR and PXC models, respectively.
In both CPXR and CPXC, we performed a systematic evaluation to measure the performance of
these techniques. Experimental results revealed that both techniques outperformed state-of-the-
art regression and classification techniques often by big margins. We also investigated overfitting
phenomena and sensitivity to noise. Our experimental results indicated both CPXR and CPXC
does not overfit in comparison to other algorithms.
We also studied the problem of classification on imbalanced datasets. In chapter 5, we adopted
CPXC methodology to handle classification on imbalanced datasets and proposed a new classifier
called CPXC on Imbalanced Datasets (CPXCim). In CPXCim, we introduced a new filtering method
to identify imbalanced local models and used a weighting method to promote minority class instances.
Experimental results performed on a set of benchmark datasets present very good performance
comparing to other imbalanced classifiers.
In chapter 6, we applied CPXR and CPXC on several applications. In the first application, we
applied CPXC on a trial dataset to predict patient’s outcome within 6 months after traumatic brain
injury (TBI). CPXC improved the AUC of logistic regression by 11.7%. In the second application,
CPXC is applied on an EHR dataset to measure the risk of heart failure on 1- 2, and 5- years.
CPXC outperformed other classifiers such as SVM and decision tree. In the last application, we
used CPXR to predict soil water retention curve and saturated hydraulic conductivity.
Overall, CPXR, CPXC, and CPXC-im showed huge advancements in accuracy and interpretabil-




Table 1: Symbols table
Symbol Meaning Symbol Meaning
D Dataset x1, ...xk A set of predictor variables
y response variable Xi A vector of predictor variables
CPXR Contrast Pattern Aided Regression CPXC Contrast Pattern Aided Classification
PXR Pattern Aided Regression PXR Pattern Aided Classification
RMSE Root Mean Square error PLR Piecewise Linear Regression
SVR Support Vector Regression SVM Support Vector Machine
BART Bayesian Additive Regression Trees GBM Gradient Boosting Method
NBC Naive Bayesian Classifier DT Decision Tree
SLogR Standard Logistic Regression ε Regression random error
β Regression coefficient r Residual value
mds matching dataset Supp Support
minSup Minimum support Suppratio Support ratio
fi Local regression model fd Default regression model
hi Local classifier hd Default classifier
P Pattern wi Local model’s weight
PR Predictor-Response Relationship k Number of patterns in PS
PS Pattern set CPS Contrast Pattern Set
PIP Positive improvement patterns rx(f) f ’s residual on an instance x
TER Total Error Reduction TRR Total Residual Reduction
AER Average Error Reduction ARR Average Residual Reduction
ρ Splitting point κ Index of splitting instance
γ Support ratio threshold
EC Equivalence Class MG Minimal Generator
LE Large Error instances SE Small Error instances
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