When we know the subjective probabilities (degrees of belief) p1 and p2 of two statements S1 and S2 , and we have no information about the relationship between these statements, then the probability of S1 & S2 can take any value from the interval max(p1 + p2 ? 1; 0); min(p1; p2)].
In many areas (medicine, geophysics, military decision-making, etc.), top quality experts make good decisions, but they cannot handle all situations. It is therefore desirable to incorporate their knowledge into a decision-making computer system.
Experts describe their knowledge by statements S 1 ; : : : ; S n (e.g., by if-then rules). Experts are often not 100% sure about these statements S i ; this uncertainty is described by the subjective probabilities p i (degrees of belief, etc.) which experts assign to their statements. The conclusion C of an expert system normally depends on several statements S i . For example, if we can deduce C either from S 2 and S 3 , or from S 4 , then the validity of C is equivalent to the validity of a Boolean combination (S 2 & S 3 ) _ S 4 . So, to estimate the reliability p(C) of the conclusion, we must estimate the probability of Boolean combinations. In this paper, we consider the simplest possible Boolean combinations are S 1 & S 2 and S 1 _ S 2 .
In general, the probability p(S 1 & S 2 ) of a Boolean combination can take di erent values depending on whether S 1 and S 2 are independent or correlated. where " i 2 f+; ?g, E + means E, and E ? means :E. The only condition on these probabilities is that their sum should add up to 1, so we need to describe 2 n ? 1 di erent values. A typical knowledge base may contain hundreds of statements; in this case, the value 2 n ? 1 is astronomically large. We cannot ask experts about all 2 n such combinations, so in many cases, we must estimate p(S 1 & S 2 ) or p(S 1 _ S 2 ) based only on the values p 1 = p(S 1 ) and p 2 = p(S 2 ). (2) This midpoint selection is not only natural from a common sense viewpoint; it also has a deeper justi cation. Namely, in accordance of our above discussion, for n = 2 statements S 1 and S 2 , to describe the probabilities of all possible Boolean combinations, we need to describe 2 2 It is natural to assume that a priori, all probability distributions (i.e., all points in a simplex S) are \equally possible", i.e., that there is a uniform distribution (\second-order probability") on this set of probability distributions. Then, as a natural estimate for the probability p(S 1 & S 2 ) of S 1 & S 2 , we can take the conditional mathematical expectation of this probability under the condition that the values p(S 1 ) = p 1 and p(S 2 ) = p 2 :
(This idea was proposed and described in 1, 6, 7, 8, 9] ; see also 2].)
From the geometric viewpoint, the two conditions x 1 +x 2 = p 1 and x 1 +x 3 = p 2 select a straight line segment within the simplex S, a segment which can be parameterized by x 1 By itself, a small non-associativity may not be so bad: associativity comes from the requirement that our reasoning be rational, while it is well known that our actual handling of uncertainty is not exactly following rationality requirements; see, e.g., 29]. So, it is desirable to nd out how non-associative can these operations be. One can t no more than 9 granules of such width in the interval 0; 1]. This may explain why humans are most comfortable with 9 items to choose from { the famous \7 plus minus 2" law; see, e.g., 19, 20] .
This general psychological law has also been con rmed in our speci c area of formalizing expert knowledge: namely, in 5], it was shown that this law explains why in intelligent control, experts normally use 9 di erent degrees (such as \small", \medium", etc.) to describe the value of each characteristic. (3) and (4) (4) corresponding to this is dual to the operation (3) corresponding to 0 = 1? , and vice versa. Because of this duality, we can easily deduce Theorem 2 from Theorem 1, Theorem 4 from Theorem 3, and the \or" part of Theorem 5 from its \and" part. Thus, it is su cient to prove Theorem 1, Theorem 3, and the \and" part of Theorem 5.
Of these three results, Theorem 1 is a particular case of Theorem 1 which corresponds to = 0:5; thus, it is su cient to prove Theorem 3 and the \and" part of Theorem 5. Since, as we have mentioned, Theorem 5 is used in the proof of Theorem 3, we will start by proving Theorem 5.
To make it easier to follow these proofs, the reader is welcome to use the fact that the traditional fuzzy logic operation min(a; b) corresponds to = 0 and 1 ? = 1; to make this following even easier, we introduce a new variable = 1 ? ; then, = 1 ? . So, this inequality is also proven for both possible cases. To complete the proof, it is therefore su cient to prove that the di erence t a ? t c cannot exceed M. We will prove this by reduction to a contradiction by assuming that t a ? t c > M and by getting a contradiction. This contradiction will be di erent for the four cases I{IV considered in the proof of Theorem 5. (6) From (5) and (6) 
Proof of
On the other hand, since b < b 0 , c < b 0 , and a > a 0 , we conclude that (10) Comparing (9) and (10) Multiplying both sides by the common denominator and dividing both sides by the common factor 1 ? of both numerators, we conclude that > 1, which contradicts to our assumption that < 1.
The contradiction shows that in Case II, we cannot have t a ? t c > M. (12) From (11) and (12) (14) a ? ( a + (1 ? ) c ? (1 ? )) > M: (15) The inequality (15) The inequality (14) This inequality contradicts to the previously proven inequality (17). The lower bound for a coming from the inequality (43) should be smaller than the upper bound for a which comes from the inequality (42) nally, compute the result as y := r 4 + r 6 . In this example, we have two input variables x 1 = p 1 It is easy to prove (by induction) that at any given moment of time, the result of this procedure is guaranteed to contain the result of the interval of possible values of the corresponding quantity.
It is also easy to show that this \naive" interval computation procedure To decrease the overestimation, we can use the following methodology of interval computations: we divide each interval x i into several sub-intervals, thus dividing the original box into many sub-boxes; then, we estimate the range of the function over each of the subintervals, and then take the union of the resulting ranges as an estimate for the range over the whole original box. If we are interested not only in the actual value of the maximum, but if we also want to know where exactly this maximum is attained, then we can use this sub-boxes as follows: if we have two subboxes B 1 and B 2 with range estimates m 1 ; M 1 ] and m 2 ; M 2 ], and M 1 < m 2 , then we are guaranteed that an arbitrary value f(x 1 ; : : : ; x n ) for (x 1 ; : : : ; x n ) from the rst subbox is smaller than every value from the second subbox. Thus, we can safely claim that the (global) maximum of the given function cannot be attained in the rst subbox { hence, this rst subbox can be safely removed from the list of possible location of the global maximum.
We used this idea to simplify our proof.
How We Used Interval Computations to Simplify the Proof for Midpoint Operation
In our proof, we considered four di erent cases I, II, III, and IV, which depended on the relation between 1 and the sums a+b, a+c, and b+c. In the above proof, for each of these four cases, we showed that the value of the desired function cannot exceed the bound described by the theorem (for = = 0:5, this upper bound is M = 1=9).
To check whether the corresponding four parts of the proof are really necessary, we divided each original interval 0; 1] into 100 subintervals of length 0:01: 0; 0:01], 0:01; 0:02], etc. As a result of this subdivision, we get 100 100 1000 = 10 6 sub-boxes. (At rst, we started with dividing each interval 0; 1] into 10 subintervals, but this did not lead to any simpli cation of the proof.) For each of these subboxes, we applied the naive interval computations technique to esti- we already know that for these values, the desired function cannot take a value > 1=9 (since this triple (a; b; c) belongs to the discarded subboxes, for which we have already shown that the value of the function is < 1=9).
To check that the desired function cannot take the values > 1=9, it is sucient only to check 80 remaining subboxes. Since for these remaining subboxes, a + c > 1, there is no need to consider Cases I and II for which a + c 1. So, we only have to prove the result for Cases III and IV. Interval computations not only reduces the number of cases in half, it also simpli ed the proof of at least one of the cases { Case IV. Indeed, in the above proof, to prove the theorem for Case IV, we separately considered three subcases Thus, to check that the value of the desired function cannot exceed 1/9, we only need to consider cases when a + b + 0:5 c < 1:5. Thus, we can dismiss Subcase C when this inequality is not satis ed, and only consider Subcases A and B in our proof.
Thus, for the midpoint operations, the use of interval computations indeed eliminates more than half of the cases and thus, simpli es the proof. (We expect the same simpli cation to occur for other operations as well, when 6 = 0:5.)
A further simpli cation emerges from observing that for each subcase, the problem of maximizing the di erence t a ? t c is a problem of optimizing a linear function under constraints which are linear inequalities; in other words, this problem is a linear programming problem. It is known that for such problems, the optimum is always attained at one of the vertices. Each vertex can be obtained as follows: if we have n variables, then we need to select n inequalities, make them equalities, solve the corresponding system of n linear equations with n unknowns, and check that the remaining inequalities are still satis ed. This checking can be done automatically. Then, all we have to do is compute the values of the optimized function at di erent vertices and make sure that all these values do not exceed our bound M.
