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Abstract
In this thesis we consider sequential probabilistic programs. Such programs
are a means to model randomised algorithms in computer science. ey facilit-
ate the formal analysis of performance and correctness of algorithms or security
aspects of protocols.
We develop an operational semantics for probabilistic programs and show
it to be equivalent to the expectation transformer semantics due to McIver and
Morgan. is connection between the two kinds of semantics provides a deeper
understanding of the behaviour of probabilistic programs and is instrumental to
transfer results between communities that use transition systems such as Markov
decision processes to reason about probabilistic behaviour and communities that
focus on deductive veriﬁcation techniques based on expectation transformers.
As a next step, we add the concept of observations and extend both semantics
to facilitate the calculation of expectations which are conditioned on the fact that
no observation is violated during the program’s execution. Ourmain contribution
here is to explore issues that arise with non-terminating, non-deterministic or in-
feasible programs and provide semantics that are generally applicable. Addition-
ally, we discuss several program transformations to facilitate the understanding
of conditioning in probabilistic programming.
In the last part of the thesis we turn our aention to the automated veriﬁc-
ation of probabilistic programs. We are interested in automating inductive veri-
ﬁcation techniques. As usual the main obstacle in program analysis are loops
which require either the calculation of ﬁxed points or the generation of inductive
invariants for their analysis. is task, which is already hard for standard, i.e.
non-probabilistic, programs, becomes even more challenging as our reasoning
becomes quantitative. We focus on a technique to generate quantitative loop in-
variants from user deﬁned templates. is approach is implemented in a soware
tool called P and evaluated on several examples.
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Zusammenfassung
In dieser Arbeit beschäigen wir uns mit sequentiellen probabilistischen Pro-
grammen. Derartige Programme dienen als Modell ür randomisierte Algorith-
men in der Informatik. Sie erlauben beispielsweise die formale Analyse von Ef-
fektivität und Korrektheit von Algorithmen oder auch die Beurteilung von Sicher-
heitsaspekten in Protokollen.
Wir entwickeln eine operationelle Semantik ür probabilistische Programme
und zeigen, dass diese äquivalent zur Semantik nach McIver und Morgan ist,
die auf Transformationen von Erwartungswerten basiert. Diese Äquivalenzbe-
ziehung zweier Semantiken verscha uns ein tiefer gehendes Verständnis ür
das Verhalten von probabilistischen Programmen. Weiterhin können nun For-
schungsergebnisse, die auf Transitionssystemen wie zum Beispiel den Markow-
Entscheidungsprozessen beruhen, in die Terminologie von deduktiven Veriﬁka-
tionsverfahren, beispielsweise Erwartungswerransformationen, übersetzt wer-
den – und umgekehrt.
In einem weiteren Schri ügen wir ein Sprachkonzept ür Beobachtungen
hinzu. Beide Semantiken können entsprechend erweitert werden und erlauben
es uns, bedingte Erwartungswerte zu ermieln. Das heißt, wir berechnen bei-
spielsweise den erwarteten Wert einer Programmvariable unter der Bedingung,
dass alle Beobachtungen während des Programmablaufs eingehalten werden. Un-
ser Hauptaugenmerk richtet sich hierbei auf die auretenden Schwierigkeiten im
Umgangmit nicht terminierenden, nicht deterministischen oder undurchührbar-
en Programmen. Der Beitrag dieser Arbeit ist es auch solchen Programmen eine
wohl deﬁnierte Bedeutung zuzuordnen. Zusätzlich diskutieren wir Programm-
transformationen, die es erlauben Beobachtungen aus den Programmen zu ent-
fernen.
Im letzten Teil dieser Arbeit gehen wir zur Veriﬁkation von probabilistischen
Programmen über. Dabei interessieren wir uns ür die Automatisierung von in-
duktiven Überprüfungsmethoden. Wie üblich, stellen dabei Schleifen in Program-
men das größte Hindernis dar, da sie die Berechnung von Fixpunkten oder das
Auﬃnden von induktiven Schleifeninvarianten erfordern. Während die Generie-
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rung von Schleifeninvarianten bereits ür nicht probabilistische Programme eine
zentrale Herausforderung darstellt, wird diese Aufgabe in unserer Situation noch
schwieriger, da sie eine quantitative Beweisührung verlangt. Als Lösungsansatz
konzentrieren wir uns auf ein Verfahren, das ausgehend von benutzerdeﬁnierten
Schablonen, quantitative Schleifeninvarianten generiert. Dieses Verfahren wird
als Soware-Tool P implementiert und anhand von einigen Beispielen eva-
luiert.
Аннотация
В представленной работе рассматриваются последовательные вероят-
ностные программы. Такие программы служат в информатике моделью
рандомизированных алгоритмов. Они позволяют формальный анализ эф-
фективности и корректности алгоритмов или аспектов безопасности про-
токолов.
Мы разработали операционную семантику для вероятностных про-
грамм и показали, что она является эквивалентом семантики по McIver и
Morgan, основанной на преобразователях ожиданий. Сочетание этих двух
семантик даёт углублённое понимание поведения вероятностных про-
грамм. На основании этого сочетания возможно результаты исследований,
которые базируются на таких системах, как процесс Маркова, перевести в
терминологию дедуктивных методов верификации, как к примеру, преоб-
разование математического ожидания – а также наоборот.
В следующемшаге добавляется в языке программирования понятие так
называемых наблюдений. Это приводит к расширению обеих семантик и
позволяет нам расчёт условных математических ожиданий. Например мы
можем вычислить ожидаемую величину программной переменной, при
условии, что все наблюдение удовлетворяются на протяжение выполне-
ние программы. Наш главный вклад является исследованием программ не
останавливающихся, не детерминистических или невыполнимых. В этой
работе представленные семантики присваивают таким программам чет-
ко определенное значение. Кроме того рассматриваются трансформации
программного текста позволяющие устранить наблюдение из данной про-
граммы.
Последняя часть работы обращает внимание на автоматизацию вери-
фикации вероятностных программ. Главным препятствием анализа про-
грамм, как обычно, являются циклы, так как они требуют вычисления непо-
движных точек илинахождение индуктивныхинвариантов. В то время, как
поиск инвариантов является центральной проблемой для обычных, не ве-
роятностных программ, эта задача ещё более усложняется тем, что вероят-
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ностные программы требуютмашинальноемышление с квантитативными
величинами. В частности мы рассматриваем метод для нахождение инва-
риантов исходя из шаблон заданными пользователем. Этот метод реали-
зован в предлагаемой программе P и его практическое применение
оценивается на основе нескольких примеров.
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Chapter 1
Introduction
1.1 Motivation – probabilistic systems
is thesis is situated within the very broad topic of analysis of probabilistic sys-
tems. In general, the term probabilistic systems denotes any formal representation
of amechanism, process or algorithm, that evolves over time andwhose behaviour
depends on random events. e study of such probabilistic mechanisms provides
key insights in a large number of ﬁelds such as chemistry [11], quantum phys-
ics [69] and economy [10], just to name a few. Our focus lies on probabilistic sys-
tems within the context of computer science. Because of their omnipresence and
importance, there is a general interest to formalise instances of probabilistic sys-
tems using some formal description languages and thereby allow for the formal
analysis of such systems. However there is always a trade-oﬀ between the ex-
pressiveness of a formal language and its aptitude for automated analysis. For
instance, consider the well known Chomsky hierarchy of grammars [17]. ere
we know that e.g. unrestricted grammars are more expressive than context-free
grammars. is means the set of languages that can be described is larger for
unrestricted grammars. Meanwhile there are analysis questions – e.g. the word
problem – that can be answered automatically for any context-free grammar but
cannot be answered for an unrestricted grammar in general.
Returning to our discussion on languages for probabilistic systems, there are
several features that we may control: is the underlying state-space of a process al-
lowed to be only ﬁnite or inﬁnite? Can it be only discrete or continuous? Can our
process be parameterised or do all values have to be numerical? Do we permit the
parallel execution of several processes or only execute one process sequentially?
Do we model continuous time? In the past, various approaches to formalise prob-
abilistic systems have emerged and each approach facilitates a particular analysis
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technique. Here we mention just a few.
C1 is a language where a user can describe generative models in a func-
tional programming style. Generative models are used to model joint probabil-
ity distributions over observable data. In the ﬁeld of computer science, prom-
inent examples of generative models are Hidden Markov models or probabilistic
context-free grammars. e C language comes with a programming envir-
onment W2 which can simulate any given program and display a res-
ulting histogram. is is an example of a very expressive language with only lim-
ited analysis capabilities as the produced histograms vary for each run and while
they may convey some intuition about the modelled process they do not serve
as a rigorous proof of any particular property. ere are many other probabil-
istic programming environments which are based on sampling techniques such as
Gibbs sampling [50], Metropolis-Hastings [57] and other variants ofMarkov chain
Monte Carlo sampling [39]. e probabilistic-programming.org website provides
an extensive overview.
On the other side of the spectrumwe ﬁnd more restricted languages that were
designed with some particular veriﬁcation technique in mind. us any program
in that language is amenable to automated veriﬁcation. One of the most promin-
ent examples is the P language [46] which allows the speciﬁcation of ﬁnite
state Markov chains or Markov decision processes3. Given a description of such
a Markovian process and a speciﬁcation in probabilistic Computation Tree Logic
(PCTL), the model checker P can automatically decide whether the model
meets the speciﬁcation. From the veriﬁcation point of view this is a powerful
tool, as it needs no user interaction in the veriﬁcation process and allows the
quantitative analysis of many interesting properties. However the systems that
can be described in P may appear limited in practice as they have to have a
ﬁnite state space and transition probabilities between states have to be speciﬁed
as numerical values rather than samples from some possibly parameterised dis-
tribution.
Our area of research can be positioned somewhere in between the two ap-
proaches described above. We use a language so expressive that systems spe-
ciﬁed in it cannot be exhaustively checked by a model checker in general, yet it is
structured enough to allow for rigorous proofs about the behaviour of the system.
e next section treats what we call probabilistic programs in greater detail and
prepares us for the discussion of research questions that motivate this work.
1hp://projects.csail.mit.edu/church/wiki/Church
2hps://probmods.org/play-space.html
3not be confused with a programming language of the same name for statistical modelling, cf.
hp://sato-www.cs.titech.ac.jp/prism/
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1.2 Expressiveness of probabilistic programs
In this thesis we study probabilistic programs, which are a special kind of probabil-
istic systems. Probabilistic programs are wrien in an imperative language – just
like standard programs usually are – but the language is enrichedwith a statement
that allows random samples to be drawn from some distribution. ese programs
are executed sequentially and as they proceed step by step, their outcome may
depend on the samples drawn during the execution. One can think of various
languages for describing probabilistic programs. In this thesis we choose to work
with the probabilistic Guarded Command Language (GCL), which is a probabil-
istic extension of Dijkstra’s GCL [25], and was introduced by McIver and Mor-
gan [52]. A program wrien in this language can draw a sample from a Bernoulli
distribution and, depending on the outcome, executes one or the other branch of
a choice statement. A common illustration of a Bernoulli experiment is a coin
ﬂip which has two outcomes “heads” or “tails”. Of course, a Bernoulli experiment
need not have equal probabilities for both outcomes and then in our illustration
we speak of a biased coin ﬂip. e language GCL is simple enough so we do not
have to care about complex data structures, objects or other implementation de-
tails in our arguments and at the same time it is expressive enough to succinctly
capture programs which are interesting both theoretically and practically.
In what follows we illustrate the possibilities of GCL. Having only Bernoulli
trials at our disposal might seem to be a severe limitation, but in fact this is suﬃ-
cient to write subprograms that produce a sample from other important distribu-
tions. For example, the geometric distribution gives the probability of encounter-
ing the ﬁrst success in a series of independent Bernoulli trials. Figure 1.1a shows
a program whose outcomes are distributed according to the geometric distribu-
tion with parameter p. In Chapter 3 we will make precise what each statement
in this program means. All we need for now is that we have a program that re-
peatedly can choose to stop with probability p or to increase a variable x with
probability 1   p. e set of possible values of x upon termination is the set of
all natural numbers. And for each number k, the probability to terminate with
x = k is (1   p)kp which is precisely how the geometric distribution is deﬁned.
is is a simple example where a distribution is implicitly encoded by a prob-
abilistic program. Similarly, it is possible to write GCL programs that produce
samples distributed according to a binomial distribution which gives the probab-
ility to have k successes within a series of independent Bernoulli trials of length
n. With slight modiﬁcations one obtains programs for the hypergeometric distri-
bution and the negative binomial (Pascal) distribution. Finally, it is also known
how to obtain a discrete uniform distribution using repeated fair coin ﬂips [49].
is shows that in fact we have access to a variety of discrete distributions and
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1 x := 0;
2 flip := 0;
3 while (flip = 0) {
4 ( flip := 1 [p] x := x + 1 );
5 }
(a) Program text
0 2 4 6 8 10
0
0:2
0:4
0:6
0:8
p = 0:25
p = 0:5
p = 0:75
(b) Generated distributions over x for
various values of p
Figure 1.1: A probabilistic program implicitly models a distribution.
are able to describe all systems that draw samples from these distributions.
Another interesting aspect of probabilistic programs is the possibility of con-
ditioning the generated distribution using observe statements in the program. An
observe statement is equipped with a boolean guard and behaves like a “ﬁlter”
that selects runs that pass the guard. ereby the distribution which is encoded
by the program becomes conditioned on the fact that all observations have been
passed during the program’s execution. To motivate this let us brieﬂy consider
Bayesian networks, which are frequently used in the area of artiﬁcial intelligence,
to concisely represent probability distributions. ey are graphs in which each
node represents an event and arrows between nodes represent dependencies, e.g.
A ! B indicates that the probability of B being true is conditioned on the
truth value of A. Finally each node is labelled with a table giving these condi-
tional probabilities. Consider for example the Bayesian network in Figure 1.2a
taken from [28]. It models the likelihood that a student will receive a recom-
mendation leer based on his performance. Bayesian inference [21] allows to
extract the probability of some (possibly conditioned) events from the network.
Let us assume we have observed the “Grade” event in the Bayesian network, i.e.
the student has passed his exams with good grades, and given this information,
we need to infer the likelihood of the other events. Instead of working with the
network we may translate it into a probabilistic program in a straightforward
way, cf. Figure 1.2b and analyse that. Here each variable takes values 0 or 1 to
indicate whether the corresponding event in the Bayesian network has occurred.
e observation is built into the program, cf. line 11, and admits only those runs
that satisfy the predicate g = 1, according to our assumption. As we will see
in Chapter 4, the conditional probability of any of the variables being 1 can eas-
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(a) Bayesian network [28] which implicitly represents the joint probability over the ﬁve
events Diﬃculty, Intelligence, Grade, SAT and Leer. e marginal distributions of the
ﬁrst two are independent of any other events while the marginal distributions of the laer
three are given as conditional distributions.
1 i := 1 [0.3] i := 0;
2 d := 1 [0.4] d := 0;
3 if (i = 0 and d = 0)
4 g := 1 [0.7] g := 0;
5 else if (i = 0 and d = 1)
6 g := 1 [0.95] g := 0;
7 else if (i = 1 and d = 0)
8 g := 1 [0.1] g := 0;
9 else
10 g := 1 [0.5] g := 0;
11 observe (g = 1);
12 if (i = 0)
13 s := 1 [0.05] s := 0;
14 else
15 s := 1 [0.8] s := 0;
16 if (g = 0)
17 l := 1 [0.1] l := 0;
18 else
19 l := 1 [0.6] l := 0;
(b) Program adapted from [28] that represents the above network and allows to infer the
probability of all variables i; d; g; s; l conditioned on the fact that g has been set to 1.
Figure 1.2: A probabilistic program that models a conditional probability distri-
bution.
6 CHAPTER 1. INTRODUCTION
1 counter := 0;
2 while (x > 0) {
3 (x := x + 1 [p] x := x - 1);
4 counter := counter + 1;
5 }
Figure 1.3: An unbounded one-dimensional random walk.
ily be determined for this program. erying a Bayesian network by analysing
a probabilistic program is just one of the possible applications of observations.
In Chapter 4 we will see various other use cases. What the example in Figure 1.2
nicely shows – andwhat is also emphasised in [28] – is that probabilistic programs
encompass other modelling formalisms. is allows to transfer results between
diﬀerent communities such as formal methods and AI. For example, a successful
program analysis technique thus becomes also an inference method for Bayesian
networks. From a programmer’s point of view, observe can be seen as the probab-
ilistic extension of the assert statement known from most standard programming
languages. We will explain in detail what observe means and how we can reason
about conditional probabilities and expectations in Chapter 4.
So far we have considered programs that were merely representatives of some
distributions. ere was no notion of a process. An interesting process, which has
applications in physics, chemistry or biology, is the random walk and its many
variations [67]. e simplest form of a random walk is the unbounded symmet-
rical walk on a line. Its description in GCL is shown in Figure 5.2. Variations in-
clude introducing bounds and adding more dimensions producing random walks
on grids or cubes. Despite its short and intuitive program text the analysis of such
a process is far from trivial and requires advanced mathematics, cf. [66, Ch. 2.4]
and [26, Ch. 14].
In the context of computer science we are mostly interested in modelling ran-
domised algorithms or protocols. As an example of these, consider Zeroconf [16],
which is a randomised protocol that allows to conﬁgure IP addresses within a net-
work. It has been modelled and analysed before by Bohnenkamp et al. [8]. We
adapt their model and obtain the program in Fig. 1.4. is program models the
process of a new host connecting to a network and ﬁnding an unused IP address.
Of course, the program abstracts from all implementation details of the internet
protocol. Instead we focus on the probability q of guessing an unused IP and the
probability p to miss a response from a host that indicates a collision. Depending
on these parameters we can answer questions like: “what is the probability that
a new host chooses an address which is already in use and therefore a collision
1.2. EXPRESSIVENESS OF PROBABILISTIC PROGRAMS 7
1 configured := false;
2 while (!configured) {
3 // choose random IP
4 (collision := true [q] collision := false);
5 // assume an unused IP was chosen
6 configured := true;
7 // query the network N times
8 i := 0;
9 while (i < N) {
10 {
11 if (collision){
12 configured := false;
13 }
14 }
15 [1-p]
16 {
17 skip;
18 }
19 i := i + 1;
20 }
21 }
Figure 1.4: e Zeroconf protocol
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1 {x := 1 [0.5] x := 2}
2 []
3 {x := 1 [0.75] x := 2}
(a) is program oﬀers a non-
deterministic choice between two
distributions over program variable x.
1 x := 1 [0.65] x := 2
(b) is is a possible reﬁnement of the
program in Fig. 1.5a. Note that an imple-
mentation does not have to be equal to
either branch of the non-deterministic
program but may be formed by a con-
vex, i.e. probabilistic, combination of the
choices.
Figure 1.5: A non-deterministic probabilistic program and its reﬁnement.
will occur in the network?” is example nicely shows how the probabilistic be-
haviour of an actual protocol can be modelled in GCL. In Chapter 4 we will give
its analysis.
Finally, GCL inherits non-deterministic choice from GCL. e beneﬁt of that
is twofold: First, it is possible to underspecify choices when no probabilistic in-
formation is available or it can be used in conjunction with probabilistic choice to
specify probability ranges. Second, non-determinism allows for a notion of reﬁne-
ment between programs. Figure 1.5 illustrates both points. e program on the
le sets x to 1 with probability at least 1/2 and at most 3/4. Conversely x is set to 2
with some probability between 1/4 and 1/2. e program on the right resolves the
non-deterministic choice by a probabilistic choice where it takes the ﬁrst option
with probability 0.4 and the second option with probability 0.6. In this way a pro-
gram is obtained where the probability to set x to 1 is 0:4  0:5+0:6  0:75 = 0:65
and correspondingly the probability to set x to 2 is 0:4 0:5+0:6 0:25 = 0:35. We
may refer to the program in Figure 1.5a as a speciﬁcation (or abstraction) and to
the program in Figure 1.5b as its implementation (or reﬁnement). Any claim we
can prove for the speciﬁcation will also hold for its implementation. For instance,
a claim could be: “x is at least 1.5 on average”. A further discussion of abstraction
and reﬁnement between probabilistic programs is beyond the scope of this thesis
and we refer to e.g. [52].
1.3 Beneﬁts and allenges of probabilistic programs
A formal language achieves two things: One is that we are given a formal yet
intuitive way to describe a process. is eliminates ambiguity that we otherwise
would have to face when describing a process in natural language. To illustrate
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this issue, consider the famous debate about the solution to the Monty hall prob-
lem which may be formulated as follows [1]:
Suppose you are on a game show, and you are given the choice of
three doors: Behind one door is a car; behind the others, goats. You
pick a door, say No. 1, and the host, who knows what is behind the
doors, opens another door, say No. 3, which has a goat. He then says
to you, “Do you want to pick door No. 2?” Is it to your advantage to
switch your choice?
Would you describe the game as a GCL program, then all assumptions become
explicit and it can be rigorously proven that switching doors is the best strategy.
is in fact was done for example in [19]. Moreover within the broad area of com-
puter science, there is a number of ﬁelds that make use of probabilistic algorithms
such as machine learning [7], artiﬁcial intelligence [62], security [6] or random-
ised algorithms design [55]. In all of these disciplines we are already used to write
down programs in a programming language so a formalism that adds probabilistic
behaviour to a programming language supports the straightforward description of
randomised algorithms as advocated by Gordon et al. [28]. With probabilistic pro-
grams a programmer can use the well established constructs of sequential com-
position, conditional branching and loops to specify randomised algorithms. is
in fact we consider as the main use case of probabilistic programs. So before we
aempt any analysis we need to deﬁne rigorously the meaning of programs and
make sure that our intuition about the meaning of a program matches its formal
semantics. is issue is further addressed in Sections 1.4.1 and 1.4.2.
e second beneﬁt that we gain from formalising processes inside a language
like GCL is that we are able to prove or disprove properties of the modelled pro-
cess. In our introduction, model checking has been mentioned as an approach
which is able to calculate probabilities of particular events in a given model. Un-
fortunately, many of the GCL programs are not amenable to model checking. In
Fig. 1.1 and Fig. 5.2 we have seen two examples of systems with a countably inﬁn-
ite underlying state space. In the ﬁrst example, for every value of the counter x,
there is a positive probability that the program will terminate with this value. In
the second example, the walk can take arbitrarily many steps to the right before
eventually returning to zero. erefore if we want an exact analysis without fur-
ther assumptions or restrictions on the systems, we have to deal with inﬁnite state
spaces. Another very useful feature of probabilistic programs is that they may be
parameterised. In the examples above we did not specify numerical probabilities,
e.g. 1/2, but instead used a parameter p that stands for any number between zero
and one. is is a great beneﬁt. For example, the program in Fig. 1.1 represents
all geometric distributions and any property that we can verify for that program
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will hold for all instances of geometric distributions. e ability to reason with
parameters furthermore facilitates parameter synthesis; a task in system design
where one seeks to optimise the parameters of a system to meet given perform-
ance criteria. Again, we must pay a price for this generality as it precludes any
numerical analysis technique. Our analysis tools must support symbolic compu-
tations if we deal with parameters. ere have been eﬀorts to model check inﬁnite
state spaces [23, 44, 38], and progress has been made to tackle parametric probab-
ilistic systems in model checking [42, 37]. As of today, runtime and the size and
type of the system remain limiting factors for the applicability of the proposed
methods. On the other hand veriﬁcation by means of deductive reasoning with
invariants can be carried out regardless of the underlying state space of a program
or parameters in the program text. Furthermore ﬁnding a loop invariant achieves
more than just verifying that a particular state can or cannot be reached with
some probability. An invariant summarises the behaviour of the loop in just one
expression. is is analogous to invariants found e.g. in physics that describe the
behaviour of dynamical systems or reaction equations in chemistry. An example
of invariants in physics are Newton’s laws of motion. While physical laws are
universally applicable in everyday life, we have to ﬁnd new invariants for each
and every wrien loop.
We have described the importance of probabilistic programs and we have
given a list of challenges that occur when analysing these programs. In the fol-
lowing sections we go into more detail about which particular problems we have
identiﬁed in our research and how we contributed to their solution.
1.4 Resear questions and our contributions
In the scope of this thesis we have identiﬁed three topics, which we have studied
in detail.
1.4.1 Linking operational and denotational semantics
Any formal language comprises two elements: syntax and semantics. While the
former is simply given by a set of rules that tell us how to write programs in that
language, the laer needs more aention. Semantics tell us what a given pro-
gram text actually means. ere are diﬀerent ways to explain the meaning of a
program. Probably the most popular is in terms of some transition system where
a program deﬁnes a set of states and transitions between them. We call this the
operational semantics of a program. Another possibility is to think of the meaning
of a program as a (partial) function. For example, Dijkstra [25] gave the meaning
of a GCL program P in terms of a function wp(P; ) which maps a postcondi-
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tion to a precondition such that when P is executed from a state that satisﬁes the
precondition it is guaranteed to terminate in a state that satisﬁes the given post-
condition. e pre- and postconditions are expressed as predicates (in ﬁrst-order
logic) and therefore this function is called a predicate transformer. e particular
function wp(P; ) gives the most general precondition, i.e. a precondition that is
satisﬁed by the largest possible set of initial states, and is therefore called weakest
precondition. Whenever a meaning of a program text P is given by a function
like wp(P; ) above, we call this the denotational semantics of a program. An im-
portant sanity check is that no maer which semantics are used to describe the
meaning of a given program, they should all agree on the outcome of the program,
i.e. they should assign the same “meaning” to the given program. Although trans-
ition systems have been used to describe the meaning of a program at least since
the 1960s [27] and Dijkstra [25] introduced predicate transformer semantics in
the 1970s, it was not until nearly 20 years later that Lukkien [48] has shown that
these semantics agree. At the beginning of our research we have found a sim-
ilar gap between semantics for probabilistic systems. McIver and Morgan [52]
have given a denotational semantics for GCL. In analogy to Dijkstra’s approach
they describe a wp(P; ) function that they call an expectation transformer. is
is because for probabilistic programs we evaluate a random variable on the ﬁnal
states instead of a postcondition. And we are asking for the expected value of that
random variable instead of a precondition. However a large part of the probab-
ilistic veriﬁcation community has been working with models that are presented
as transition systems. For example, model checking algorithms operate on sys-
tems given as (among others) discrete time Markov chains (DTMCs) or Markov
decision processes (MDPs). A straightforward question that comes to mind is:
can GCL programs be given an operational semantics in terms of MDPs and if
so, what property of this MDP is captured by wp(P; )? We have thoroughly ad-
dressed this question and in this thesis we give an operational semantics of GCL
using parametric MDPs with rewards (RMDPs). Subsequently we establish a link
between McIver and Morgan’s expectation transformer and the so called expec-
ted reward on the RMDP. is correspondence not only provides a good insight
in how those two semantics are related but is also a nice tool because it allows to
prove claims about GCL programs using either semantics and then to transfer the
result onto the other. is is why we refer to this theorem as the transfer theorem.
For example, it is applied in the proof of eorem 5 in Chapter 4. e transfer
theorem is explained in Chapter 3. Our work appeared in a journal article [35]
and in conference proceedings [33].
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1.4.2 Conditional probabilities and expectations
In probability theory, it is common to condition the probability of an event or
the expectation of a random variable on the occurrence of some other event. In
this way one obtains conditional probability distributions and conditional expect-
ations. An application of conditional probabilities can, for instance, be found in
medicine where one tries to estimate the likelihood of a particular disease aer
having observed some symptoms. In a similar way we may e.g. ask for the expec-
ted outcome of a probabilistic program given the fact that it has visited particular
states during its execution. To allow for such speciﬁcations we follow Claret et
al. [18] and add the observe statement to the GCL language. ere, and in re-
lated work, e.g. [40, 57], they are concerned with purely probabilistic programs
for which they try to ﬁnd the probability of some outcome using simulation or
symbolic program execution. All their programs are assumed to be terminating
almost surely. Semantics are speciﬁed with these applications in mind and some
questions are le open: How do we specify the semantics of a loop in general?
What happens when we have non-terminating constructs? Can we retain non-
determinismwhen reasoning about conditional measures? Can their semantics be
phrased in terms ofwp or a generalisation thereo? In our work wemade an eﬀort
to answer all of these questions. We provide both denotational and operational
semantics for GCL with observe without making any assumptions about termin-
ation. In fact we discuss alternatives where non-termination can be considered
favourable or unfavourable when conditioning. We then provide case studies that
show how we can reason about those conditional measures over GCL programs.
Finally two program transformations are presented that allow to remove obser-
vations from the programs. e details are outlined in Chapter 4, which is based
on our conference paper [31] and technical report [32].
1.4.3 Automated analysis
From the perspective of a computer scientist there is a large discrepancy between
having a mathematical framework within which one can verify claims about a
program and verifying those claims automatically. Just to name one example, it
is common knowledge that the halting problem is undecidable, which means that
there is no general and eﬀective method that would correctly decide for every
given program description whether it eventually terminates or not. Still there is
no reason why a human could not (in principle) decide the halting problem for
each program presented to him—he “just” needs to come up with an original idea
for every problem instance at hand. e formal semantics of GCL consitutes a
theory that can be mechanised [41, 12, 19]. is allows to use theorem provers
like HOL [29] or I [56] to write down computer checkable proofs. How-
1.4. RESEARCH QUESTIONS AND OUR CONTRIBUTIONS 13
ever this mechanisation does not mean that proofs are carried out automatically.
Rather an expert has to write the crucial parts of the proof and the theorem prover
merely checks that these proofs are correct. A question that comes to mind is to
what degree this process can be automated. Obviously a “push-buon-technique”
is not to be expected since GCL is an extension of a Turing complete language.
erefore we focus on the problem on how to assist a human who tries to prove
some property of a program. Veriﬁcation of standard programs like GCL relies on
loop invariants. McIver and Morgan [52] have generalised the idea of invariants
to probabilistic programs and established some proof rules for total correctness of
probabilistic programs. Later, Katoen et al. [43] suggested that candidate expres-
sions can be checked for invariance automatically. Subsequently we have revised
and implemented their method for invariant generation. Chapter 5 evaluates the
tool on several case studies. It is based on our work in [34].
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Chapter 2
Preliminaries
In this chapter we give an overview of terminology and notations used through-
out this thesis. e material covered here is taken from others’ work and this
chapter serves as a reference only. For a thorough treatment we give pointers to
the relevant literature.
2.1 Probability theory
We follow the common notions in probability theory and assume a sample space

. e elements of 
 are called samples and subsets of 
 are called events. It is
required that the collection of events that we may choose from the sample space
form a -algebra denotedA. Further, we assume a function Pr which assigns real
values in the interval [0; 1] to events.
Deﬁnition 1 (Probability measure).emapping Pr is called a probability measure
if it adheres to the following three axioms, known as the Kolmogorov axioms:
1. Pr(A)  0 for each event A 2 A.
2. Pr(
) = 1.
3. Pr(S1i=0Ai) =P1i=0 Pr(Ai) for every collection of pairwise disjoint events
A1; A2; : : :

Together with the sample space and probability measure it forms the probab-
ility space (
;A; Pr). is is the mathematical representation of a random exper-
iment. It is common to introduce an additional layer of abstraction using random
variables. is is because the sample space 
 can be any set of any objects ! 2 
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which are the outcomes of a random experiment. Random variables are used to
map such outcomes to real numbers which is the domain suitable for calculus.
Deﬁnition 2 (Random variable). Let X : 
 ! R be a mapping of samples to real
values. X is called a random variable. 
A distribution is the straightforward liing of the probability measure of the
probability space to a measure over the real numbers.
Deﬁnition 3 (Distribution). A distribution  of a random variableX is a function
 : R! [0; 1] such that
Pr(A) =
Z
X(A)
(x)dx :

Remark 1 (Discrete distributions).Within the scope of this thesis we are con-
cerned with distributions that underlie probabilistic programs. As we will see
later, these programs generate a countable number of outcomes which means
that 
 is countable and the range of the corresponding random variable X(
) is
countable as well. Hence it is possible to deﬁne the probability Pr(!) of individual
outcomes and thus (x) = Pr(X 1(x)). e above integral becomes a sum and
the distribution  is called discrete. As a consequence we may safely use the same
symbol Pr for probability measures and distributions of random variables in this
thesis. 
e central notion of this thesis is that of an expectation.
Deﬁnition 4 (Expectation).eexpectationE(X) of randomvariableX is deﬁned
as
E(X) =
X
x2supp(X)
x  Pr(X = x) ;
where the set supp(X) is called the support ofX and contains all elements in the
range of X that have positive probability. 
2.2 Markovian models
We follow Baier and Katoen [3] in their presentation of Markov chains and de-
cision processes.
Deﬁnition 5 (Discrete-time Markov chain). Let
• S be a countable set of states,
• P : S  S ! [0; 1] be a transition probability matrix,
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Figure 2.1: An example of a Markov chain.
• s0 2 S be an initial state,
• AP be a set of atomic propositions and
• L : S ! 2AP be a labelling function.
e tupleM = (S; P; s0;AP; L) is called a (discrete-time) Markov chain, MC for
short. 
An MC describes the behaviour of a probabilistic system. It can be thought of
as a graph with nodes (states) and edges that have probabilities aached to them.
For example, consider the MC depicted in Figure 2.1. e execution (or run) of this
system starts in the initial state s0. From the initial state a step is taken to s1 with
probability P(s0; s1) = 1/6 or to s2 with probability P(s0; s2) = 5/6. Let us assume
that s2 is probabilistically chosen to be the successor. en theMC is said to move
to s2 and from there the run is continued in the same fashion. is process may
terminate if a state s is reached that has no successors, e.g. P(s3; t) = 0 for all
t 2 S. Every execution can be identiﬁed by the sequence of states that are visited.
Deﬁnition 6 (Paths in an MC). A path  2 S [S! is a maximal ﬁnite or inﬁnite
sequence of states such that for every state s and its successor s0 on that path
P(s; s0) > 0 holds. For a state s the set Paths(s) contains all paths which start in
s. e set of all paths in an MCM is given by Paths(M) = Paths(s0). Finally,
Pathsﬁn(s) is the set of all ﬁnite paths that start in s. ese paths need not be
maximal and hence Pathsﬁn(s) 6 Paths(s). 
Based on paths we are able to deﬁne the probability space of a Markov chain.
e idea is to use cylinder sets. For a given ﬁnite path ^, the cylinder set A^
contains all maximal paths that share ^ as their preﬁx:
A^ = f 2 Paths(M) j ^ 2 pref()g :
In particular this means that the probability of all these paths together is equal
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to the probability of ^. e set of all cylinder sets forms the -algebra in the
following deﬁnition.
Deﬁnition 7 (Probability space of an MC). LetM be anMC.e probability space
(
;A; Pr) ofM is given by
• 
 = Paths(M),
• A = fA^ j ^ 2 Pathsﬁn(M)g, and
• Pr(A^) = P(s0; s1)  P(s1; s2)    P(sn 1; sn) for cylinder A^ 2 A where
^ = s0s1 : : : sn.

We are interested in reachability events in MCs. Let T  S be a set of target
states. e event T stands for the reachability of some state in T , i.e., T is the
set of paths inMCM that hit some state s 2 T . FormallyT = f 2 Paths(M) j
9i  0:[i] 2 T g where [i] denotes the i-th state visited along . We write
 j= T whenever  belongs to T . It follows by standard arguments that T
is a measurable event. For ﬁnite MCs eﬃcient algorithms exist to calculate the
probability of a reachability event, cf. [3]. Whenever we would like to denote the
set of paths that reach T from some state s which is not necessarily the initial
state of the MC, we write Paths(s;T ).
So far our system can model probabilistic behaviour but we would like to ex-
tend it such that it additionally models the result of a computation that is associ-
ated with this behaviour. For this purpose the states of a Markov chain may be
annotated with values, which we call rewards.
Deﬁnition 8 (Markov rewardmodel). LetM be anMC.e function r : S ! R0
that assigns non-negative numbers to states is called a reward function and the
tuple (M; r) is called a Markov reward model (MRM). 
In this model every run of the system accumulates a reward.
Deﬁnition 9 (Cumulative reward).e cumulative reward of a ﬁnite path ^ =
s0s1 : : : sn in MRM (M; r) is deﬁned by
r(^) = r(s0) + r(s1) + : : :+ r(sn) :

Note that in this deﬁnition a reward is earned upon entering a state. In other
literature, e.g. [3] a reward is earned upon leaving a state. is diﬀerence is merely
a technicality as the systems can be converted to suit either deﬁnition. For our
purposes it is more intuitive to gain rewards upon entering a state as deﬁned
above.
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Deﬁnition 10 (Cumulative reachability reward). Let  = s0s1 : : : be a maximal
path in an MRM (M; r) and T  S a set of target states. If  j= T , the cumu-
lative reward along  before reaching T is deﬁned by
rT () = r(s0) + : : :+ r(sk)
where si 62 T for all i < k and sk 2 T . If  6j= T , then rT () = 0. 
Stated in words, the cumulative reward for a path  to reach T is the cumu-
lative reward of the minimal preﬁx of  satisfying T . In case  never reaches a
state in T , the cumulative reward is deﬁned to be zero.
Remark 2 (Reward for paths that fail to reach an objective). One may argue that
the choice of zero as the reward for never reaching T is arbitrary and that this
reward could alternatively be deﬁned as e.g., any constant or even inﬁnity. is
depends on the purpose of rewards. Later we will reward states that correspond
to the terminal states of a program. If an execution fails to reach a terminal state,
then we will treat this as “undesired” behaviour that has reward zero. is agrees
with the previous deﬁnition. 
Finally, we are in the position to deﬁne the expected reward for reachability
properties which measures the average outcome of a computation of a system. It
is deﬁned to be the expectation of the function rT ().
Deﬁnition 11 (Expected reward for reachability properties). Let (M; r) be an
MRM with state space S and T  S and s 2 S. Further let C denote the set
of all cumulative reachability reward values that can be accumulated by paths
from s to T in (M; r). e expected reward until reaching T from s, denoted
ExpRew(M;r)(s j= T ), is deﬁned by:X
c2C
c  Prf 2 Paths(s;T ) j rT () = c g :

e summation runs here over all possible cumulative reward values c 2 C.
On a countable state space there are only countably many diﬀerent rewards that
can be accumulated on the way from a state s to a target set T . e summation is
therefore well deﬁned. Again, eﬃcient algorithms exist to determine the average
outcome produced by an MRM and we refer to [3] for further details.
e models introduced so far are fully probabilistic. is means that even
though a successor state is not chosen deterministically we at least know the dis-
tribution over successor states. However sometimes we do not even have this
information. All we know is what are the possible successor states but we cannot
say what is their individual probability to get selected. In that case the successor
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is said to be selected non-deterministically. e following model generalises MCs
by adding non-deterministic choices.
Deﬁnition 12 (Markov decision process). Let
• S be a countable set of states,
• ! S  Dist(S) be a transition relation from a state to a ﬁnite set of dis-
tributions over states,
• s0 2 S be an initial state,
• AP be a set of atomic propositions and
• L : S ! 2AP be a labelling function.
e tuple M = (S;!; s0;AP; L) is called a Markov decision process, MDP for
short. 
We deﬁneDist(s) = f j s!  g to be the set of enabled distributions in state
s. A path  of MDPM is a maximal alternating sequence of states and distribu-
tions, wrien  = s0 0 ! s1 1 ! : : : such that i 2 Dist(si) and i(si+1) > 0
for all i  0. As any path is a maximal sequence, it is either inﬁnite or ends in a
state s with Dist(s) = ;. e set of all paths inM is denoted Paths(M). Reas-
oning about probabilities on sets of paths of an MDP relies on the resolution of
non-determinism. is resolution is performed by an additional function, which
is called a scheduler.
Deﬁnition 13 (Scheduler). A scheduler1 is a functionS : S+ ! Dist(S) that maps
a sequence of states to an enabled distribution, i.e.S(s0s1 : : : sn) 2 Dist(sn). 
A scheduler keeps track of a sequence of states, which is referred to as the
history of an execution, and at any decision point selects an enabled distribution
depending on that history. Oen schedulers are used that base their decision on
the current state only.
Deﬁnition 14 (Memoryless scheduler). A schedulerS : S ! Dist(S) that selects
the next distribution based on the knowledge of the current state only is called a
memoryless scheduler2. 
We are now in the position to explain how MDPs are executed. For example,
consider the MDPM in Figure 2.2a. e execution starts in state s0. is state
oﬀers a choice between two distributions, which we have labelled  and . In
order to resolve this choice, let us further assume we are given a schedulerS such
1Also known as policy, adversary, strategy or environment in other literature.
2We also refer to such schedulers as positional.
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(a) An example of a Markov decision pro-
cessM.
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(b) Unrolling M under the memoryless
scheduler S, where S(Ss0) = .
thatS(s0) = . e system moves to either state s2 with probability (s2) = 2/3
or remains in state s0 with probability (s0) = 1/3. e execution continues in
the same fashion from that randomly chosen successor state. Note, that once a
scheduler S is given, we can unroll the MDPM to an MCMS where all non-
deterministic choices have been resolved. For example, let S be a memoryless
scheduler which always chooses  in s0, then we can unrollM toMS as shown
in Figure 2.2b. Furthermore we use the superscript notation PathsS(s;T ) to
denote the set of paths starting in s that eventually reach T under policy S.
Remark 3 (On deterministic, probabilistic and non-deterministic behaviour).ere
is no consensus among diﬀerent authors how the words deterministic, and non-
deterministic are used when it comes to probabilistic systems. For example,
Sampson et al. [63] call programs that exhibit randombehaviour non-deterministic
because the ﬁnal state of the program is not determined at the beginning of exe-
cution. On the other hand, other authors such as McIver et al. [52] call the same
programs deterministic because their distribution over the outcomes is indeed de-
termined by the initial state.
In order to keep a clear distinction we call systems deterministic when their
outcome is determined by the initial state, i.e. systems without probabilistic or
non-deterministic behaviour. We call a system fully probabilistic when its distri-
bution over the outcomes is determined by the initial state, i.e. there may be prob-
abilistic choices but no non-deterministic choices. Markov chains are an example
of such systems. Finally, we impose the least restriction on what we call non-
deterministic systems. us they may have random as well as non-deterministic
behaviour. MDPs are an example of such systems. 
Remark 4 (Countability of paths). In the context of this work we are only in-
terested in ﬁnitely branching MDPs with bounded non-determinism. erefore
jDist(s)j < 1 for all s 2 S and all distributions are assumed to have ﬁnite sup-
port. Consequently every state has ﬁnitely many successor states. Hence there
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are countably many (ﬁnite) paths between any two states. is property is crucial
for Lemma 2 later on. 
Analogously to Deﬁnition 8 we can enrich MDPs with rewards.
Deﬁnition 15 (Reward MDP). LetM be an MDP. e function r : S ! R0 that
assigns non-negative numbers to states is called a reward function and the tuple
(M; r) is called a Reward Markov decision process (RMDP). 
Againwe are interested in the expected reward for a reachability propertyT .
e deﬁnition of cumulative reachability reward for paths in MDPs is analogous
to the one in MCs, cf. Deﬁnition 10, page 19.
Deﬁnition 16 (Cumulative reachability reward). Let  = s0 0 ! s1 1 ! : : :
be a maximal path in RMDP (M; r) and T  S a set of target states. If  j=
T , the cumulative reward along  before reaching T is deﬁned by: rT () =
r(s0)+ : : :+r(sk) where si 62 T for all i < k and sk 2 T . If  6j= T , then
rT () = 0. 
We can now deﬁne the expected reward for reachability.
Deﬁnition 17 (Expected reward for reachability). Let (M; r) be an RMDP with
state space S, T  S be a set of target states and s 2 S. Further let C denote the
set of all cumulative reachability reward values that can be accumulated by paths
from s to T in (M; r). e minimal expected reward until reaching T  S from
s 2 S, denoted ExpRew(M;r)(s j= T ), is deﬁned by:
inf
S
X
c2C
c  PrSf 2 PathsS(s;T ) j rT () = c g :
We omit the superscript (M; r) when the underlying model is clear from the
context. Further we will omit the subscript in rT . 
2.3 e probabilistic Guarded Command Language
Following the imperative programming paradigm, a program in GCL will con-
sist of a list of commands whose execution can modify or depend on the values
of program variables. e only data type that we use for program variables is
real numbers. e careful reader will object that it is impossible to use real val-
ued numbers on a computer because in general a real number cannot be ﬁnitely
represented. Since in the following we are not concerned with implementation
details on actual hardware but rather focus on the mathematical properties of
the language’s semantics we follow the established terminology and speak about
real numbers. All deﬁnitions and results used or given in this thesis can be reph-
rased using rational numbers instead. Moreover we will see in the next chapter
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that from any given initial state a GCL program can reach only countably many
states. us despite the uncountable range of program variables the reachable
state space of a program is countable.
e language, as introduced in [52], has eight commands. We start with the
primitive commands. ere is the no-operation command
skip
which has no eﬀect and is simply used as a placeholder to explicitly indicate that
nothing has to be done. Contrary to that the improper termination command
abort
is used to indicate that the program has reached a point from which nothing def-
inite can be said about its behaviour. It might not terminate at all or it might
stop in some arbitrary state which we know nothing about. Finally there is the
assignment command that assigns the result of some arithmetic expression to a
variable:
x := E :
e arithmetic expression E is built using the usual operations (addition, mul-
tiplication, subtraction and division) between program variables. e remaining
commands are deﬁned inductively. For this we assume to have some GCL pro-
grams P and Q. e conditional choice allows to decide between two alternative
subprograms based on the current truth value of a boolean predicate:
if (G) fPg else fQg :
e predicate G is called the guard and is built using the boolean operators (con-
junction, disjunction and negation) between predicates over program variables.
Note that at the beginning of this section we deﬁned all program variables to
be real valued, however for beer readability in some examples, we may assign
boolean values to a variable or use a variable as a predicate whenever we know
that it only takes boolean values. In such cases we use the convention true = 1
and false = 0. Probabilistic choice allows to choose between two alternative sub-
programs probabilistically:
fPg [a] fQg :
Here, with probability a the le hand side program P is chosen to be executed
next and with the remaining probability 1  a the subprogram Q is chosen. e
probability a may be explicitly given as a number in the interval [0; 1] or it can
remain as a symbol which denotes some unknown but ﬁxed probability in that
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interval. is is the language construct that gives us access to Bernoulli trials as
discussed in the introduction. When P and Q are primitive commands we may
drop the curly braces for beer readability. is language construct is in fact the
only addition to Dijkstra’s GCL [25]. As stated in the introduction a particular fea-
ture of GCL is that it retains non-determinism. For the non-deterministic choice
between subprogram P and Q we write:
fPg [] fQg :
Again, we may drop the curly braces for readability when both subprograms con-
sist of a primitive instruction only. Like every other Turing complete language,
GCL has to have some repetition construct. At this point we could ﬁrst introduce
recursion in general and then consider loops as special cases of that. However
since we do not need recursion in the rest of this thesis we base our presentation
on while loops directly. We write
while (G) fPg
to specify that the program P is repeated until the guardG becomes false. Finally
a GCL program is a sequence of one or more subprograms which is wrien as:
P ;Q :
Here ﬁrst P is executed and upon its proper terminationQ is executed. Again for
the sake of readability some simpliﬁcation of notation applies: we oen use the
semicolon only to either terminate or concatenate primitive commands, but we
omit it between other constructs. For example, we may write
if (x > 1) fx := x  1; gx := x+ y;
instead of
if (x > 1) fx := x  1g; x := x+ y ;
i.e. we use the semicolon to terminate the assignment statements but leave it out
aer the closing brace of the if-statement. is corresponds to the syntax used
in everyday imperative programming languages like J or C. is concludes
the presentation of GCL’s syntax. In Chapter 4, we will introduce one more
command called observe, which however is not relevant for us at this stage.
2.4 Expectation transformers
2.4.1 Distribution based: forward
Instead of describing the meaning of a program operationally by giving all pos-
sible state transitions, we may assume that we have some description of a prob-
ability distribution at hand and what we ask for are rules that tell us how each
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command of the language transforms this distribution as done in [24]. In fact,
since GCL features non-determinism the result of a transformation may be a
set of distributions and subsequent transformations have to be applied to each
of them. e description of the transformations to be applied to a distribution
can be given for each of the eight commands individually. In this way we are
able to deﬁne the meaning of a program as a function that maps a given initial
distribution to a set of outcome distributions. It is possible to deﬁne some ran-
dom variable with respect to these outcome distributions. is allows to measure
the probability of events or any moment of that random variable with respect to
each output distribution. Here we focus on determining the expectation. is is
because events can be described by indicator random variables so that their ex-
pectation equals the probability of the described event. Furthermore determining
variance and higher moments of a distribution goes beyond our research topic.
So what we are le with in the end is a set of expectations. Analogously to expec-
ted rewards over RMDPs, we can choose the least of these expectations to make
claims about a lower bound on the expected value of our random variable.
2.4.2 Expectation based: baward
A crucial problem with the approach that keeps track of possible distributions is
that we need to keep track of unboundedly many of them. We cannot throw away
any of those until we know what the least expectation of a given random variable
will be. On top of that, each distribution may have a support that is too large to ﬁt
in computer memory or even inﬁnite. erefore an alternative approach is to go
backwards. Starting with an expression that describes how a random variable is
evaluated over the ﬁnal states of a program, we can proceed backwards through
the program and arrive at an expression which is evaluated over the initial states,
and that happens to be the minimal expectation of that given random variable.
Any non-deterministic choice that is encountered on the way may be resolved
immediately since we already know what is the function that we are minimising.
To make this precise let us reconsider our language constructs one by one and
explain how each of them determines an expectation of a given random variable.
In the following let f be a random variable that maps program variable valuations
to (non-negative) real values. We usewp(P; f) to denote the minimal expectation
of random variable f with respect to GCL program P . e reason for this nota-
tion will become clear in a moment. e skip command does not alter the current
distribution and conversely the expected value of f is whatever value f evaluates
to in the initial state:
wp(skip; f) = f :
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e abort command does not produce any distribution and hence the expectation
of any random variable in any initial state is the least possible value which by
deﬁnition is zero:
wp(abort; f) = 0 :
An assignment x := E will transform the random variable by substituting every
occurrence of x in f by its new value E:
wp(x := E; f) = f [x/E] :
Assumingwe knowhow some subprogramsP andQ produce theminimal expect-
ation, we can give the rules for the inductively deﬁned commands. Conditional
choice between P and Q behaves as either one of them depending on the guard
G, hence:
wp(if (G) fPg else fQg; f) = [G]  wp(P; f) + [:G]  wp(Q; f) :
We use [] to cast a boolean value to a real value assuming [true] = 1 and [false] =
0. In this way the whole expression remains a mapping from variable valuations
to real values. Probabilistic choice is probably the most interesting one. It takes
the weighted average between the expectation given by P and Q:
wp(fPg [a] fQg; f) = a  wp(P; f) + (1  a)  wp(Q; f) :
is of course agrees with our intuition from probability theory that for random
variables Z;X and Y where Z = a X + (1  a)  Y it holds that
E(Z) = E(a X + (1  a)  Y ) = a  E(X) + (1  a)  E(Y ) :
As explained beforewe obtain theminimal expectation because non-deterministic
choices are resolved demonically:
wp(fPg [] fQg; f) = minfwp(P; f);wp(Q; f)g :
us wp(fPg [] fQg; f) is a function that agrees with the point-wise minimum
between the expectations with respect to P and Q. As mentioned above this al-
lows us to resolve choices directly and essentially turn them into deterministic
choices with respect to the given random variable f . Sequential composition of
two programs P ;Qwill ﬁrst determine the expectation of random variable f with
respect to Q. e result will be regarded as a random variable again and its ex-
pectation with respect to P determines the expectation of f with respect to P ;Q:
wp(P ;Q; f) = wp(P;wp(Q; f)) :
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e denotation of loops is deﬁned using ﬁxed point semantics:
wp(while (G) fPg; f) = lfp
x
([G]  wp(P; x) + [:G]  f) : (2.1)
Before we conclude the section with a ﬁnal example, we need to explain the least
ﬁxed point semantics of the loop in (2.1) more carefully. To begin with, we need
to explain the term “expectations” in the context of probabilistic programs.
In the terminology of McIver and Morgan [52], any expression that maps
valuations of program variables to real values is called an expectation. In par-
ticular, our random variable f is called a post-expectation and what we have so
far described as the minimal expectation wp(P; f) is called pre-expectation. e
motivation for this is that random variables may be regarded as expectation func-
tions with a Dirac distribution. e terms pre- and post-expectation are motiv-
ated by the fact that post-expectations are evaluated aer the programs execu-
tion and pre-expectations are evaluated before the execution on the initial states.
ese terms also resemble the well established notions of pre- and postconditions
known from Hoare logic. Finally, the mapping wp(P; ) requires an expectation
and returns an expectation that is transformed according to the rules given before.
Hence we callwp(P; ) an expectation transformer and we refer to denotational se-
mantics which are deﬁned using such transformations as expectation transformer
semantics or wp semantics.
Deﬁnition 18 (Expectations (in probabilistic programming)). A function f : S !
[0;1] that maps variable valuations3 to non-negative real values with an adjoined
1-element is called an expectation. 
In order to understand the deﬁnition in (2.1) above, we need to explain what is
the structure in which the least ﬁxed point is required. In the following we deﬁne
the necessary notions.
Deﬁnition 19 (Directed set). A non-empty set D with a preorder . is directed if
for all x; y 2 D, there exists z 2 D such that x . z and y . z. 
Deﬁnition 20 (Complete partial order). A set C is a (directed) complete partial
order (cpo) if for every directed subsetD  C the supremum ofD exists and lies
in C . 
Deﬁnition 21 (Sco-continuous function). Let C , C 0 be cpo’s. A function F :
C ! C 0 is Sco-continuous if
• for all directed subsets D  C , the image F (D) is directed and
• F (supD) = supF (D)
3ink of them as program states.
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
A pointwise ordering of expectations gives rise to a complete partial order.
Proposition 1 (Cpo over expectations). Let E = ff : S ! [0;1]g be the set of all
expectations on S. en (E ;) is a cpo and the constant 0-function is its unique
boom element while the everywhere1-function is the unique top element. 
Note that the expectation space (E ;) is directed because for any two ex-
pectations we can ﬁnd an expectation which is (pointwise) greater than both, for
example by taking their pointwise supremum. e formalisation of the set of ex-
pectations as a cpo gives us a means to show the existence of the least ﬁxed point
in (2.1) using a well known result, oen called “Kleene’s ﬁxed point theorem”,
which appears as eorem 3 in [47]:
eorem 1 (Fixed point theorem). Every continuous function F over a cpo has a
least ﬁxed point which is sup
n2NfFn(?)g. 
Note that “continuous” means Sco-continuous here. is theorem tells us that
lfp
x
([G]  wp(P; x) + [:G]  f) = sup
n2N
f(x:([G]  wp(P; x) + [:G]  f))n(0)g :
In order to justify (2.1) using eorem 1 it remains to show that the expectation
transformer wp(P; ) is indeed a Sco-continuous function. Consequently the
behaviour of a loop is characterised by the supremum4 over the behaviours of
bounded loops.
Lemma 1 (Continuity of expectation transformerwp). For every GCL programP
the expectation transformer wp(P; ) is a Sco-continuous function over (E ;).

In [52] the Lemma above appears as Lemma 5.6.6 where it is proven for pro-
grams with a ﬁnite state space. Subsequently, in Chapter 8 McIver and Morgan
show how their results are be extended to inﬁnite state spaces.
Remark 5 (Expectation terminology).We have deﬁned the term “expectation”
twice! In Def. 4 this term denotes the (mathematical) expectation of a given
random variable. However in Def. 18 above, an “expectation” is merely a non-
negative function. It seems more adequate to call the laer simply a reward func-
tion as we did for RMDPs. e terminology was taken from [52]. 
Example 1 (Evaluating wp semantics). Our ﬁrst example in Figure 1.1 was a pro-
gram that generated samples according to a geometric distribution. While not
4Least upper bound (lub) and supremum (sup) mean the same.
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1 x := 0;
2 flip := 0;
3 while (flip = 0) {
4 ( flip := 1 [p] x := x + 1 );
5 }
Figure 2.3: Program P generates a random sample x according to the geometric
distribution with parameter p.
very spectacular on its own, we will see variations of it reappearing in other pro-
grams such as the duelling cowboys, cf. Figure 3.2a, page 39 or the Crowds pro-
tocol, cf. Figure 4.7, page 92. We believe that the geometric distribution is at the
heart of many other probabilistic programs and hence we choose its program as
the example for the detailed wp calculation to come. In the following, let P be
that program, which for convenience is displayed in Figure 2.3 once again. We
are interested to ﬁnd the mean value of the random variable x. According to the
denotational semantics presented above (p. 25ﬀ.), this quantity is given by
wp(P; x)
= wp(x := 0;wp(ﬂip := 0;wp(while(ﬂip = 0)fﬂip := 1[p]x := x+ 1g; x)))
(2.2)
= wp(x := 0;wp(ﬂip := 0;
lfp
f
0B@[ﬂip = 0]  wp(ﬂip := 1[p]x := x+ 1; f) + [ﬂip 6= 0]  x| {z }
(f)
1CA)) (2.3)
= wp(x := 0;wp(ﬂip := 0;
sup
k
0B@[ﬂip = 0]  wp(ﬂip := 1[p]x := x+ 1; 0) + [ﬂip 6= 0]  x| {z }
(0)
1CA
k
)) :
(2.4)
Equation (4.17) is given directly by the semantics of sequential composition of
GCL commands. In the next line we apply the deﬁnition of wp for loops. e
expectation transformer(f) = [ﬂip = 0]wp(ﬂip := 1[p]x := x+1; f)+[ﬂip 6=
0] x takes some expectation f and returns its pre-expectation with respect to one
loop iteration. e solution to the ﬁxed point equation in (4.18) is obtained using
the Kleene ﬁxed point theorem. It tells us that the least ﬁxed point of  can be
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found by taking the supremum over k of k which denotes the k-fold application
of . is results in (4.19). For a detailed account of ﬁxed point theorems, we
refer to [47]. ere, eorem 3 applies in our seing where the cpo is the set of
expectations with point-wise ordering (E ;). In order to ﬁnd the supremum in
(4.19) we consider the expression for several k and deduce a paern:
(0) = [ﬂip = 0]  wp(ﬂip := 1[p]x := x+ 1; 0) + [ﬂip 6= 0]  x
= [ﬂip 6= 0]  x
2(0) = ([ﬂip 6= 0]  x)
= [ﬂip = 0]  wp(ﬂip := 1[p]x := x+ 1; [ﬂip 6= 0]  x) + [ﬂip 6= 0]  x
= [ﬂip = 0]  (px+ (1  p)[ﬂip 6= 0](x+ 1)) + [ﬂip 6= 0]  x
= [ﬂip = 0]  px+ [ﬂip 6= 0]  x
3(0) = ([ﬂip = 0]  px+ [ﬂip 6= 0]  x)
= : : :
= [ﬂip = 0]  (px+ (1  p)p(x+ 1)) + [ﬂip 6= 0]  x
4(0) = ([ﬂip = 0]  (px+ (1  p)p(x+ 1)) + [ﬂip 6= 0]  x)
= : : :
= [ﬂip = 0]  (px+ (1  p)p(x+ 1) + (1  p)2p(x+ 2)) + [ﬂip 6= 0]  x
...
k+2(0) = [ﬂip = 0] 
kX
i=0
(1  p)i  p  (x+ i) + [ﬂip 6= 0]  x
...
sup
k
k(0) = [ﬂip = 0] 
1X
i=0
(1  p)i  p  (x+ i) + [ﬂip 6= 0]  x
= [ﬂip = 0]  (1  p
p
+ x) + [ﬂip 6= 0]  x :
e jump from 4(0) to k+2(0) is justiﬁed “by inspection” rather than a formal
argument. However, if we believe that this is correct, then we can easily ﬁnd the
supremum and hence the sought ﬁxed point for equation (4.19). To verify that
our guess was correct and that we have found the least ﬁxed point, we ﬁrst check
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that it indeed is a ﬁxed point.
([ﬂip = 0]  (1  p
p
+ x) + [ﬂip 6= 0]  x)
= [ﬂip = 0]  (px+ (1  p)([ﬂip = 0]  (1  p
p
+ x+ 1) + [ﬂip 6= 0]  (x+ 1)))
+ [ﬂip 6= 0]  x
= [ﬂip = 0]  (px+ (1  p)(1  p
p
+ x+ 1)) + [ﬂip 6= 0]  x
= [ﬂip = 0]  (1  p
p
+ x) + [ﬂip 6= 0]  x : (2.5)
To convince ourselves that this ﬁxed point is the least, we merely need to observe
that the loop terminates almost surely and that for such loops the greatest and
the least ﬁxed points coincide [52, p. 182]. Using this result we can continue the
calculation of the expected value of x in program 2.3 as follows:
wp(P; x) = wp(x := 0;wp(ﬂip := 0;
sup
k
([ﬂip = 0]  wp(ﬂip := 1[p]x := x+ 1; 0) + [ﬂip 6= 0]  x)k))
= wp(x := 0;wp(ﬂip := 0; [ﬂip = 0]  (1  p
p
+ x) + [ﬂip 6= 0]  x))
= wp(x := 0; 1  p
p
+ x)
=
1  p
p
is agrees with the expectation of the geometric distribution. 
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Part I
Semantics
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Chapter 3
Linking operational and
denotational semantics
In this chapter we study the semantics of GCL programs. A program in this
language is built from commands shown in the le column of Fig. 3.1. For every
such command the right column shows a rule which deﬁnes how that command
transforms a given expectation. Using these rules we can determine the pre-
expectation for every given GCL program and post-expectation. In this way
the meaning of a program is deﬁned by its expectation transformer. More details
were given in Chapter 2.
Another way to explain the meaning of a program is to deﬁne its operational
behaviour. An operational semantics assumes that a programmoves in a stepwise
fashion from one state to another. Given a program text and an initial state, the
goal of the operational semantics is to explain how the program evolves from that
state by executing the program text. For this we need to deﬁne rules dictating how
from any state the next step is selected and what successor state is reached aer
taking this step. ese rules induce some sort of transition system. Intuitively,
for probabilistic programs wrien in GCL such a transition system will be an
instance of anMDP due to the probabilistic and non-deterministic choices present
in the language.
However it is not obvious how the rules of Fig. 3.1 relate to some measure of
an MDP. Stated diﬀerently, in this chapter we would like to understand what is
the operational meaning of a GCL program and how pre-expectations that we
calculate using rules from Fig. 3.1 relate to the operational semantics.
As a ﬁrst step we formally deﬁne how any program text in GCL may be
interpreted as an MDP.
35
36 CHAPTER 3. LINKING OPERATIONAL AND DENOTATIONAL SEMANTICS
syntax prog semantics wp(prog; f)
skip f
abort 0
x := E f [x/E]
if (G) fPg else fQg [G]  wp(P; f) + [:G]  wp(Q; f)
fPg [a] fQg a  wp(P; f) + (1  a)  wp(Q; f)
fPg [] fQg minfwp(P; f);wp(Q; f)g
P ;Q wp(P;wp(Q; f))
while (G) fPg lfp
x
([G]  wp(P; x) + [:G]  f)
Figure 3.1: Syntax and expectation transformer semantics of GCL. For details
see Sections 2.3 and 2.4.
3.1 Operational semantics
We describe the translation of program text to (possibly inﬁnite) Markov decision
processes using structured operational semantics (SOS) rules [58]. Each rule con-
sists of a premise and a conclusion wrien above and below a solid line. e
premise may express some constraint about the current state that has to be ful-
ﬁlled in order to apply the rule. Some rules do not need any constraints, i.e. the
premise is simply true, in which case we leave them out. e conclusion describes
the eﬀect of a step. In the following we deﬁne a rule for every GCL command.
A state of a resulting MDP is a tuple hP; i that captures the remaining program
text P that still needs to be executed and the current valuation of the program
variables .
Remark 6 (Notation). Formally, a transition of an MDP moves from a state to a
distribution over successor states non-deterministically. For the sake of readab-
ility we simplify our transitions whenever possible such that they move from a
source to a target state directly in the following way: If only one distribution is
enabled in state s, i.e. jDist(s)j = 1, we leave out the name of the distribution. If
all enabled distributions are point distributions we drop the probabilities from the
transition and thus whenever a step is taken deterministically, i.e. there is only
one enabled distribution and one successor with probability 1, we simply write
s! t. 
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We are now able to formally describe for any state that our program resides
in how the next step is taken.
3.1.1 SOS rules
In a state where we have to execute the skip command there is only one transition
which leads to a terminal state without modifying the valuation
hskip; i ! h; i :
e  denotes that there are no commands le to be executed. An abort state
behaves like a trap to prevent the execution from reaching any proper terminal
states
habort; i ! habort; i :
From a state where an assignment has to be performed we take a step to the ﬁnal
state and update the valuation according to the assignment
hx := E; i ! h; [x := [[E ]]]i :
A conditional choice oﬀers to choose between two branches. In the state where
this choice needs to be made the guard is evaluated and thus a single successor
is determined. Hence we have two inference rules. In case the current variable
valuation satisﬁes the guard the if-branch is taken
 j= G
hif (G) fPg else fQg; i ! hP; i
otherwise the else-branch is taken
 6j= G
hif (G) fPg else fQg; i ! hQ; i :
In a state where a while loop begins we evaluate the guard and similarly to the
conditional choice decide between two alternatives: either the loop is executed
or skipped. In the ﬁrst case we have
 j= G
hwhile (G) fPg; i ! hP ;while (G) fPg; i
and in the second
 6j= G
hwhile (G) fPg; i ! h; i :
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Now we consider the states that may have two successors. In a state where a
probabilistic choice is made two transitions with the respective probabilities em-
anate:
hfPg [a] fQg; i a! hP; i hfPg [a] fQg; i 1 a ! hQ; i :
Analogously, for the non-deterministic choice command fPg [] fQg there are two
successors as well. is is encoded in the MDP as a non-deterministic choice
between two distributions  and . e distributions however deterministically
pick a successor state, i.e. (hP; i) = 1 and (hQ; i) = 1. With the notational
conventions from Remark 6 this yields the rules:
hfPg [] fQg; i ! hP; i hfPg [] fQg; i ! hQ; i :
In order to deﬁne sequential composition we assume that from a state hP; i a
step to some distribution  can be taken. What we need to ensure is that from the
state hP ;Q; i where the composition has to be executed the stepwise behaviour
is the same until P terminates and onlyQ needs to be executed. is is expressed
by the following rule
hP; i ! 
hP ;Q; i !  with (hP
0;Q; 0i) = (hP 0; 0i)
where ;Q = Q:
e rule above states that if in a state hP; i a distribution  over successor states
hP 0; 0i may be selected, then in a state modelling the sequential composition a
distribution with the same probabilities over successor states exists. In this way
it is ensured that ﬁrst the program P is executed and when it terminates, i.e.
the execution reaches a state of the form h;Q; 00i, the MDP proceeds with the
execution of Q starting with valuation 00.
Now we can formally deﬁne the operational semantics for a given GCL pro-
gram and an initial state.
Deﬁnition 22 (MDP semantics). For a given GCL program P and an initial valu-
ation of program variables 0 the operational semantics is the MDP M[[P ]] =
(S;!; s0;AP; L) where
• S is the set of pairs hQ; i with Q a GCL-program or Q = , and  is a
variable valuation of the variables occurring in P ,
• ! is the smallest relation that is induced by the inference rules in para-
graph 3.1.1 above,
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1 (t := A [] t := B);
2 c := 1;
3 while (c = 1) {
4 if (t = A) {
5 (c := 0 [a] t := B);
6 } else {
7 (c := 0 [b] t := A);
8 }
9 }
(a) Program text
1   2 B 
2 A 
3 A 1
4 A 1
5 A 1
5 A 1
3 A 0
 A 0
X
5 A 1
3 B 1
4 B 1
7 B 1
7 B 1
7 B 1
3 B 0
 B 0
X
a
1  a
1  b
b
(b) Corresponding MDP where a state hP; i
is identiﬁed by the program line in which P
starts and the individual values of t and c that
are stored in .
Figure 3.2: Duelling cowboys program
• s0 is the state hP; 0i,
• AP = fXg, and
• L(h; i) = fXg, for any  and L(s) = ; otherwise.

Example 2 (Operational semantics of programs).We illustrate the program se-
mantics using a simple program which has a ﬁnite underlying state space. Fig-
ure 3.2a shows the program text. It models a duel between two cowboys A and B.
We use the variable t to keep track of who’s turn it is and we use c to keep track
whether the duel continues aer a shot has been ﬁred or, upon success of either
contestant, the program stops. Initially, one of the cowboys starts and then they
alternate their shots. Each cowboy has a probability to hit his opponent which
is given by a and b respectively. Figure 3.2b shows the corresponding MDP se-
mantics. In principle, there are four possible valuations of program variables that
the initial state can assume. However since the ﬁrst two lines of the program reset
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all variables regardless of their initial valuation we make a simpliﬁcation in our
presentation and collapse all possible initial states into one. From there we apply
the SOS rules given above and obtain the MDP. Each state contains a program
line, i.e. the remaining program text and the valuation of the two variables t and
c. is MDP induces two distributions over the outcomes h; A; 0i and h; B; 0i
depending on the resolution of the choice in the initial state.
We can now, for example, ask for the minimal probability that cowboy A wins
the duel. For this we introduce a reward function that indicates if cowboy A
has won. e reward function evaluates to zero for each state except h; A; 0i
where it is one. We can then compute the expected rewards for all resolutions of
non-determinism. Assume we take the transition h1; ; i ! h2; A; i from the
initial state then the expected reward is given by the sum of all terminating runs
multiplied by the reward achieved. In this case this amounts to
1X
i=0
((1  a)(1  b))ia = a
a+ b  ab : (3.1)
Analogously, if we assume that the initial choice is resolved by taking the step
h1; ; i ! h2; B; i, then the calculation gives us
1X
i=0
((1  a)(1  b))ia(1  b) = a(1  b)
a+ b  ab : (3.2)
We see that (3.2) is less than (3.1) so overall the minimal expected reward is
a(1  b)
a+ b  ab :
What we learn from this is that no maer how the non-determinism in pro-
gram 3.2a is resolved, we can guarantee that cowboy A will win the duel with
probability at least a(1 b)/a+b ab. 
3.2 Transfer theorem
As we have seen before the MDP semantics describes the possible executions of a
program. However in order to reason about some quantity such as the probability
of a speciﬁc outcome, a reward function needs to be introduced in the ﬁrst place.
Similarly, the wp semantics requires a post-expectation to be given in order to tell
what the pre-expectation will be. So the next step on our way to link operational
and denotational semantics of GCL is to explain how post-expectations relate to
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reward functions. Aer that we will see what measure on the RMDP corresponds
to the pre-expectation given by the wp transformer.
Post-expectations can be interpreted as random variables: they assign real
values to outcomes of the program. us they are evaluated over the ﬁnal states
of a program. In Example 2we have used a reward function that assigned non-zero
rewards only for particular ﬁnal states. is reward function acted as a random
variable as well, which indicated the state where cowboyA has won. is insight
gives a straightforward embedding of a given post-expectation into an MDP as
the following deﬁnition suggests.
Deﬁnition 23 (RMDP of a GCL-program). Let P be a GCL-program and f a
post-expectation for P . e reward-MDP associated with P and f is deﬁned as
Rf [[P ]] = (M[[P ]]; r) with M[[P ]] the MDP of P as in Def. 22 and reward
function r deﬁned by r(s) = f() if L(s) = fXg and r(s) = 0 otherwise. 
In Def. 17 we deﬁned minimal expected rewards for RMDPs is general. How-
ever Rf [[P ]] has a speciﬁc reward structure: only terminal states may have a
non-zero reward. We exploit this structure in the following lemma where it is
explained how expected rewards can be computed inRf [[P ]].
Lemma 2 (Characterising expected rewards). For GCL program P , expectation
f and a state s = hP; i, we have:
ExpRewRf [[P ]](s j= X) = inf
S
X
^2PathsSmin(s;X)
PS(^)  r(^) ;
where PathsSmin(s;X) is the set containing all (ﬁnite) paths of the form s0 : : : sk
with s0 = s, L(sk) = fXg and L(si) = ; for all 0  i < k that adhere to the
scheduler S. 
Proof. e proof requires a property stated in Remark 4 namely that in an MDP
there are only countably many ﬁnite paths that lead from one state to another.
Consider the minimal expected reward as deﬁned in Def. 17 where T is the set of
X-states:
inf
S
X
c2C
c  PrSf 2 PathsS(s;X) j r() = c g :
Given that PrS( j= X) = PS(^) where preﬁx ^ of  is minimal and ends in a
X-state, the above term equals:
inf
S
X
c2C
c  PSf^ 2 PathsSmin(s;X) j r(^) = cg :
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As in Rf [[P ]] the number of ﬁnite path preﬁxes ^ that reach some X state and
accumulate a reward c is countable we can rewrite the sum into:
inf
S
X
^2PathsSmin(s;X)
PS(^)  r(^) :
Lemma 2 expresses the expected reward in terms of paths that reach a ter-
minal state and their cumulative rewards. is provides a straightforward way to
calculate expected rewards (for ﬁnite systems). In the next subsection, Lemma 2
will be helpful in the proofs of our main results.
Our terminology already indicated the similarity between the operational and
denotational semantics and the following theorem makes this precise.
eorem 2 (Transfer theorem). For GCL-program P , variable valuation , and
post-expectation f :
wp(P; f)() = ExpRewRf [[P ]](hP; i j= X) :

Proof. By structural induction over the GCL program P . We write paths as se-
quences of states and leave out the distribution in between each pair of states
for the ease of presentation. In this proof we use the alternative deﬁnition for
expected rewards given in Lemma 2.
Induction base:
• ForP = skipwe use the fact that skip does not change the post-expectation.
We derive:
ExpRewRf [[ skip ]](hskip; i j= X)
= inf
S
X
^2PathsSmin(hskip;i;X)
PS(^)  r(^)
= inf
S
PS(hskip; ih; i)  f()
= 1f()
= f()
= wp(skip; f)():
• For P = abort we use the fact that it fails to terminate and has a pre-
expectation of zero. We derive:
ExpRewRf [[ abort ]](habort; i j= X)
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= inf
S
X
^2PathsSmin(habort;i;X)
PS(^)  r(^)
= 0
= wp(abort; f)()
as there is no path starting from habort; i that reaches a X-state.
• Let P be the assignment x := E. For this case we apply the substitution:
ExpRewRf [[x:=E ]](hx := E; i j= X)
= inf
S
X
^2PathsSmin(hx:=E;i;X)
PS(^)  r(^)
= inf
S
PS(hx := E; ih; [x/E]i  f([x/E])
= 1f([x/E])
= f([x/E])
= f [x/E]()
= wp(x := E; f)():
Induction hypothesis: assume that for program P (and analogously for Q)
wp(P; f)() = ExpRewRf [[P ]](hP; i j= X) :
Induction step:
• Consider the probabilistic choice fPg [a] fQg (this also covers conditional
choice since it can be wrien as fPg [[G]] fQg)1. e idea is to represent
the expected reward as a weighted sum of the expected rewards computed
from successor states. is corresponds to the weighted sum for the weak-
est pre-expectation:
ExpRewRf [[ fPg [a] fQg ]](hfPg [a] fQg; i j= X)
= inf
S
X
^2PathsSmin(hfPg [a] fQg;i;X)
PS(^)  r(^)
= inf
S
X
^2PathsSmin(hP;i;X)
a  PS(^)  r(^)
1e guard is enclosed in square brackets twice: the inner brackets cast the boolean formula to
a f0; 1g-valued function, the outer brackets are part of the probabilistic choice statement.
44 CHAPTER 3. LINKING OPERATIONAL AND DENOTATIONAL SEMANTICS
+
X
^2PathsSmin(hQ;i;X)
(1  a)  PS(^)  r(^)

= a  inf
S1
X
^2PathsS1min(hP;i;X)
PS(^)  r(^)
+ (1  a)  inf
S2
X
^2PathsS2min(hQ;i;X)
PS(^)  r(^)
= a  ExpRewRf [[P ]](hP; i j= X)
+ (1  a)  ExpRewRf [[Q ]](hQ; i j= X)
I:H:
= a  wp(P; f)() + (1  a)  wp(Q; f)()
= wp(fPg [a] fQg; f)()
In we use the fact that the policy for paths starting in hP; i is independent
of the policy for paths starting in hQ; i.
• Consider the non-deterministic choice fPg [] fQg which is analogous to
probabilistic choice, except that min replaces the weighted sum:
ExpRewRf [[ fPg [] fQg ]](hfPg [] fQg; i j= X)
= inf
S
X
^2PathsSmin(hfPg []fQg;i;X)
PS(^)  r(^)
= min
8><>:infS1
X
^2PathsS1min(hP;i;X)
PS1(^)  r(^) ;
inf
S2
X
^2PathsS2min(hQ;i;X)
PS2(^)  r(^)
9>=>;
= minfExpRewRf [[P ]](hP; i j= X);
ExpRewRf [[Q ]](hQ; i j= X)g
I:H:
= minfwp(P; f)();wp(Q; f)()g
= wp(fPg [] fQg; f)()
• Consider the sequential compositionP ;Q. e idea is to break up each path
into a preﬁx that corresponds to the execution of P and a suﬃx that cor-
responds to the execution ofQ. We can then compute the expected reward
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over the suﬃxes and use this intermediate result to compute the expected
reward over the preﬁxes which corresponds to the nesting of weakest pre-
expectations:
ExpRewRf [[P ;Q ]](hP ;Q; i j= X)
= inf
S
X
^2PathsSmin(hP ;Q;i;X)
PS(^)  r(^)

= inf
S
X
^2PathsSmin(hP;i;X)
PS(^)  rQ(^)
where rQ(^) is the sum of rewards along ^ with
rQ(s) = inf
S0
0B@ X
^02PathsS0min(hQ;0i;X)
PS0(^0)  r(^0)
1CA
if s = h; 0i for some 0 and rQ(s) = 0 otherwise
= ExpRewRg [[P ]](hP; i j= X)
where g() = ExpRewRf [[Q ]](hQ; i j= X)
I:H:
= wp(P;wp(Q; f))()
= wp(P ;Q; f)() :
In  we divide each path into the aforementioned pre- and suﬃxes. e
minimal expected reward is calculated over the preﬁxes with respect to the
reward function rQ. We deﬁne rQ to be the minimal expected reward over
the suﬃxes with respect to the original reward function r. In this argument
we use the positionality of schedulers, i.e. the choices made by S0 on the
suﬃx is independent of the choices made by S before.
• Consider the loop while (G) fPg. For this case we show by induction that
the two semantics correspond for every iteration that the loop performs.
We rely on the previously shown cases for abort, skip and sequential com-
position. Let the bounded while-loop for k  0 be
whilek+1 (G) fPg = if (G) fP ;whilek (G) fPgg else fskipg
where the base case is while0 (G) fPg = abort. We will show for every k
that
wp(whilek (G) fPg; f)() = ExpRewRf [[whilek (G) fPg ]]() : (3.3)
46 CHAPTER 3. LINKING OPERATIONAL AND DENOTATIONAL SEMANTICS
e above equality ensures that the two sequences agree. To prove our
claim we additionally need to show that
sup
k
wp(whilek (G) fPg; f)() = wp(while (G) fPg; f)() (3.4)
sup
k
ExpRewRf [[whilek (G) fPg ]]() = ExpRewRf [[while (G) fPg ]]() (3.5)
Lemma 3. Assume a GCL program P , a boolean expression G and an ex-
pectation f . Let (x) = [G] wp(P; x) + [:G]  f be an expectation trans-
former. en for all n 2 N
n(0) = wp(whilen (G) fPg; f) :

Proof. e proof proceeds by induction on n.
Base case n = 0:
0(0) = 0 = wp(abort; f) = wp(while0 (G) fPg; f) :
Induction hypothesis:
Assume that the claim holds for a ﬁxed but arbitrary n.
Induction step n 7! n+ 1:
n+1(0)
= (n(0))
= (wp(whilen (G) fPg; f))
= [G]  wp(P;wp(whilen (G) fPg; f)) + [:G]  f
= [G]  wp(P ;whilen (G) fPg; f) + [:G]  f
= wp(if (G) fP ;whilen (G) fPgg else fskipg; f)
= wp(whilen+1 (G) fPg; f) :
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With the insight fromLemma 3, the equation (3.4) becomes straightforward:
sup
k
wp(whilek (P ) fGg; f)
= sup
k
k(0)

= lfp
x
([G]  wp(P; x) + [:G]  f| {z }
(x)
)
= wp(while (G) fPg; f)
In () we apply the ﬁxpoint theorem 3 from [47], see page 28.
e proof for equation (3.5) can be carried out in a similar way. For this
we can characterise the minimal expected reward as a ﬁxed point of a func-
tion. Aer showing that this function is Sco-continuous we can formulate
a lemma analogous to Lemma 3 and subsequently prove the result. A more
intuitive way to see that equation (3.5) holds is the following. Observe that
Rf [[whilek (P ) fGg ]] is a subgraph ofRf [[while (P ) fGg ]]. Every path that
terminates with a positive reward in the k-bounded RMDP is also present
and has the same probability in the unbounded RMDP. e reverse is how-
ever not true, since there may be paths in the unbounded RMDP that cor-
respond to more than k iterations of the loop and these would hit an abort
state in the k-bounded RMDP. As we take the supremum over k, every ter-
minating run of Rf [[while (P ) fGg ]] is found with the same probability in
sup
k
Rf [[whilek (P ) fGg ]] and their expected rewards therefore coincide.
It remains to prove (3.3). is is done by induction on k.
Base case (k = 0):
wp(while0 (G) fPg; f)()
= wp(abort; f)()

= ExpRewRf [[ abort ]]()
= ExpRewRf [[while0 (G) fPg ]]()
() was already shown earlier in the case abort.
Induction hypothesis: equation (3.3) holds for some unspeciﬁed but ﬁxed
value of k.
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Induction step:
wp(whilek+1 (G) fPg; f)()
= wp(if (G) fP ;whilek (G) fPgg else fskipg; f)()
=

[G]  wp(P ;whilek (G) fPg; f) + [:G]  wp(skip; f)

()

=

[G]  ExpRewRf [[P ;whilek (G) fPg ]] + [:G]  ExpRewRf [[ skip ]]

()
= ExpRewRf [[ if (G) fP ;whilek (G) fPgg else fskipg ]]()
= ExpRewRf [[whilek+1 (G) fPg ]]()
() follows from the induction hypothesis and the previously shown cases
for skip and sequential composition.
With (3.3), (3.4) and (3.5) we ﬁnally have our claim:
wp(while (G) fPg; f)()
= sup
k
wp(whilek (P ) fGg; f)
= sup
k
ExpRewRf [[whilek (G) fPg ]]()
= ExpRewRf [[while (G) fPg ]]():
eorem 2 says that for any initial variable valuation, any program and any
given random variable the minimal expected reward in the RMDP corresponds
to the weakest pre-expectation given by wp. e theorem asserts that the two
semantics agree and serves as a sanity check. For the ﬁrst time we provide a state
based view on the meaning of GCL programs. Pre-expectations now have a pre-
cise meaning in terms of a measure on the RMDP that is underlying a given GCL
program. Furthermore this correspondence theorem allows to carry over results
that are known in the probabilistic programming community to the community
that studies MDPs and vice versa. In the following chapter we will see a result
that has been proven using the operational view. It is due to eorem 2 that we
can carry out the proof using either semantics and transfer it then onto the other.
is motivates the theorem’s name.
3.3 Extension to liberal wp semantics
So far we have studied reachability properties of probabilistic programs. Our
measure was the expectation of the subdistribution over outcomes. We speak
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of a subdistribution because not all executions terminate properly. Due to non-
terminating runs some probability is “lost”. Consider the following program
P = fx := 10g [0:5] fabortg : (3.6)
is program generates a subdistribution over the range of x where the outcome
x = 10 has probabilitywp(P; [x = 10]) = 0:5. e probability for all other values
of x is 0 and half of the probability mass is “lost” due to the aborting run. However
wemight want to give a diﬀerent value to non-terminating runs. Assumewewant
to know the probability of the safety property “the program P produces no other
value than 10”. Program P satisﬁes this property with probability 1 since it either
produces the value 10 or it does not terminate in which case we cannot say that
any value is produced and the property is not violated as well. A similar concept
is known from standard (i.e. non-probabilistic) program semantics. Dijkstra [25]
introduced the weakest liberal precondition (wlp) which characterises the set of
initial states of a program from which the program either establishes the post-
condition or does not terminate. is notion is useful when we want to reason
about partial correctness of the program. In that scenario we want to verify that
the program avoids bad states or dually that it stays within a set of good states
(possibly without ever terminating) which are characterised by a predicate usu-
ally called an invariant. In this section we consider the probabilistic extension
of Dijkstra’s wlp which is the minimal liberal pre-expectation (abbreviated as wlp
as well) due to McIver and Morgan [52]. Given a random variable f , wlp(P; f)
should be the expectation over all executions that terminate with some value of
f plus the expectation over all non-terminating runs. But what should be the
value that a non-terminating run contributes to that expectation? In particular,
wlp(abort; f) should yield the maximal value for any f . One possibility would to
choose1 as the top element but that would render all calculations useless. For
the program P in (3.6), we would calculate
wlp(P; [x = 10]) = 0:5  [10 = 10] + 0:5  1 =1
regardless of the chosen post-expectation. To avoid this problem we instead re-
strict the range of expectations that wlp transforms to the interval [0; 1]. Now we
have a real-valued upper bound and may use wlp to characterise the probability
that the program never produces any other outcome but 10 as
wlp(P; [x = 10]) = 0:5  [10 = 10] + 0:5  1 = 1 :
Figure 3.3 shows the wlp semantics of GCL. e only diﬀerence to the wp se-
mantics studied before (cf. Fig. 3.1) are the pre-expectations for the abort state-
ment and the while loop.
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syntax prog semantics wlp (prog,f )
skip f
abort 1
x := E f [x/E]
if (G) fPg else fQg [G]  wlp(P; f) + [:G]  wlp(Q; f)
fPg [a] fQg a  wlp(P; f) + (1  a)  wlp(Q; f)
fPg [] fQg minfwlp(P; f);wlp(Q; f)g
P ;Q wlp(P;wlp(Q; f))
while (G) fPg gfp
x
([G]  wlp(P; x) + [:G]  f)
Figure 3.3: Liberal expectation transformer semantics of GCL.
Proposition 2 (Cpo over expectations for wlp semantics). Let E1 = ff : S !
[0; 1]g be the set of 1-bounded expectations. ese form a cpo (E1;) with the
constant 1-expectation as its boom and the constant 0-expectation as its top
element. For any program P , the minimal liberal pre-expectation
wlp(P; ) : E1 ! E1
acts on the set of 1-bounded expectations. 
In Chapter 4 we will use wlp to quantify the probability of avoiding undesired
states. Later, in Chapter 5 the transformer wlp will serve as the basis for the
deﬁnition of a probabilistic loop invariant. In what follows we deﬁne a measure
LExpRew on RMDPs along the lines of Deﬁnition 17, introduce a lemma that al-
lows to characterise this measure analogously to Lemma 2 and ﬁnally show the
correspondence between LExpRew and wlp as has been previously done for the
non-liberal transformer wp in eorem 2.
In analogy to Deﬁnition 17 we deﬁne a liberal expected reward which takes
into account non-terminating runs of a program.
Deﬁnition 24 (Liberal expected reward for reachability). Let (M; r) be an RMDP
with state space S and T  S and s 2 S. Further let C denote the set of all
cumulative reachability reward values that can be accumulated by paths from s
to T in (M; r). e minimal liberal expected reward until reaching some state in
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T from s, denoted LExpRew(M;r)(s j= T ), is deﬁned by:
inf
S
(
PrS(s 6j= T ) +
X
c2C
c  PrSf 2 PathsS(s;T ) j rT () = c g
)
:

e above deﬁnition sums over possible reward values. We can rewrite the
sum to run over ﬁnite paths as suggested in the following lemma.
Lemma 4 (Characterising liberal expected rewards). For GCL program P and
variable valuation , we have:
LExpRewRf [[P ]](hP; i j= X)
= inf
S
8<:PrS(hP; i 6j= X) + X
^2PathsSmin(s;X)
PS(^)  rPp(^)
9=; :

Proof. Follows immediately from Def. 17 and Lemma 2.
Finally, we are in the position to state the main result of this section.
eorem 3 (Transfer theorem for liberal semantics). For GCL-program P , vari-
able valuation , and post-expectation f :
wlp(P; f)() = LExpRewRf [[P ]](hP; i j= X) :

Proof. By structural induction over the GCL programP (analogously to the proof
of eorem 2). Similarly we apply Lemma 4 here. To avoid repetition we skip the
base cases which are rather simple.
Induction hypothesis: assume that for program P (and analogously for Q)
wlp(P; f)() = LExpRewRf [[P ]](hP; i j= X) :
Induction step:
• Consider the probabilistic choice fPg [a] fQg (again, this covers condi-
tional choice):
LExpRewRf [[ fPg [a] fQg ]](hfPg [a] fQg; i j= X)
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= inf
S
0@PrS(hfPg [a] fQg; i 6j= X)
+
X
^2PathsSmin(hfPg [a] fQg;i;X)
PS(^)  r(^)
1A
= inf
S
0@a  PrS(hP; i 6j= X)
+
X
^2PathsSmin(hP;i;X)
a  PS(^)  r(^)
+ (1  a)  PrS(hQ; i 6j= X)
+
X
^2PathsSmin(hQ;i;X)
(1  a)  PS(^)  r(^)
1A
= a  inf
S1
0@PrS1(hP; i 6j= X)
+
X
^2PathsS1min(hP;i;X)
PS(^)  r(^)
1CA
+ (1  a)  inf
S2
0@PrS2(hQ; i 6j= X)
+
X
^2PathsS2min(hQ;i;X)
PS(^)  r(^)
1CA
= a  LExpRewRf [[P ]](hP; i j= X)
+ (1  a)  LExpRewRf [[Q ]](hQ; i j= X)
I:H:
= a  wlp(P; f)() + (1  a)  wlp(Q; f)()
= wlp(fPg [a] fQg; f)() :
• Consider the non-deterministic choice fPg [] fQg:
LExpRewRf [[P []Q ]](hP []Q; i j= X)
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= inf
S
0@PrS(hfPg [] fQg; i 6j= X)
+
X
^2PathsSmin(hfPg []fQg;i;X)
PS(^)  r(^)
1A
= min
8><>:infS1
0B@PrS1(hP; i 6j= X) + X
^2PathsS1min(hP;i;X)
PS1(^)  r(^)
1CA ;
inf
S2
0B@PrS2(hQ; i 6j= X) + X
^2PathsS2min(hQ;i;X)
PS2(^)  r(^)
1CA
9>=>;
= minfLExpRewRf [[P ]](hP; i j= X); LExpRewRf [[Q ]](hQ; i j= X)g
I:H:
= minfwlp(P; f)();wlp(Q; f)()g
= wlp(fPg [] fQg; f)() :
• Consider the sequential composition P ;Q:
LExpRewRf [[P ;Q ]](hP ;Q; i j= X)
= inf
S
0@PrSfhP ;Q; i 6j= Xg
+
X
^2PathsSmin(hP ;Q;i;X)
PS(^)  r(^)
1A

= inf
S
0@PrSfhP; i 6j= Xg
+
X
^2PathsSmin(hP;i;X)
PS(^)  rQ(^)
1A
where rQ(^) is the sum of rewards along ^ with
rQ(s) = inf
S0
0B@PrS0fhQ; 0i 6j= Xg
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+
X
^02PathsS0min(hQ;0i;X)
PS0(^0)  r(^0)
1CA
if s = h; 0i for some valuation 0and rQ(s) = 0 otherwise.
= LExpRewRg [[P ]](hP; i j= X)
where g() = LExpRewRf [[Q ]](hQ; i j= X)
I:H:
= wlp(P ;wlp(Q; f))()
= wlp(P ;Q; f)() :
In  we again rewrite each path into a preﬁx and a suﬃx and use position-
ality of policies. Additionally, observe that diverging paths are also split
up into paths that already diverge before reaching a terminal state of P and
paths that do reach the end ofP but diverge before reaching a terminal state
of Q. e probability of the former is captured by PrSfhP; i 6j= Xg and
the probability of the laer is the product of the probability of the preﬁx
and the suﬃx whose probability is captured by rQ.
• Consider the loop while (G) fPg. Again we prove this case by induction on
the number of iterations that a while-loop performs. Let whilek (G) fPg be
deﬁned as in the proof of the previous theorem. We show for every k that
wlp(whilek (G) fPg; f)() = LExpRewRf [[whilek (G) fPg ]]() : (3.7)
Equation (3.7) shows that the k-bounded loop semantics agree. As before
this can be done by induction on k. Additionally we need to show that
sup
k
wlp(whilek (G) fPg; f)() = wlp(while (G) fPg; f)() (3.8)
sup
k
LExpRewRf [[ (whilek (G) fPg ]]() = LExpRewRf [[while (G) fPg ]]() : (3.9)
is can be done analogously to the proof of equations (3.4) and (3.5) in the
proof of eorem 2. In particular, for (3.8) with (x) = [G]  wlp(P; x) +
[:G]  f it needs to be shown that n(0) = wlp(whilen (G) fPg; f). is is
done by induction on n. For (3.9), again an argument over the RMDPs can
be given. Since we have spelled out the details before we do not repeat all
the same steps here again.
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1 i := 1;
2 while (i < 4) {
3 (skip [p] i := 0);
4 (i := 2*i [q] i := 8*i);
5 }
(a) is program probabilistically multiplies i and terminates with 4, 8, 16 or does not
terminate at all.
 1
0
1
2
8
X
2
4
X
16
X
1  p
p
q
1  q
1  p
p
q
1  q
(b) Corresponding RMDP where each state contains the value of i. For the sake of read-
ability we skip intermediate states which would be generated by our SOS rules but do not
show any update of the variable valuation.
Figure 3.4: A program and its transition system.
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Example 3 (Semantics).We review all our semantics on a simple program shown
in Figure 3.4a. In the following we refer to this program as prog. It starts with i=1
and on every loop iteration it either decides probabilistically to not terminate by
seing i = 0 or it multiplies i probabilistically by either 2 or 8. Once i has been
multiplied by 8, prog stops. Now let us assume we need to ﬁnd out the probability
that prog terminates in a state where i is at least 16. In the operational semantics
we set the reward f of the singe ﬁnal state that meets this condition to 1 and 0
everywhere else. e sought probability is given by
ExpRewRf [[ prog ]](hprog; hii j= X) = p2q(1  q) :
Equivalently, we may deﬁne a post-expectation f = [i  16] and determine
wp(prog; f). For this a ﬁxed point of the loop needs to be found and we set up a
ﬁxed point iteration as we did in Example 1, page 28 before. Here, let body denote
the loop’s body in lines 3 – 4. en
(X) = [i < 4]  wp(body; X) + [i  4]  [i  16] :
Aer four iterations we ﬁnd the least ﬁxed point as
3(0) = [1  i < 2]  p2q(1  q) + [2  i < 4]  p(1  q) + [i  16] = 4(0)
where we use the fact that i is an integer. Plugging in the initialisation of i in the
ﬁrst line we obtain
wp(prog; f) = p2q(1  q) :
Now, if we evaluate the liberal semantics, we ﬁnd the probability to either
terminate with i at least 16 or not terminate at all. is is given by
LExpRewRf [[ prog ]](hprog; hii j= X) = p2q(1  q) + 1  p+ pq(1  p) :
Equivalently we obtain the same result using the wlp semantics. As above we set
up a ﬁxed point iteration with
(X) = [i < 4]  wlp(body; X) + [i  4]  [i  16] :
But since we are now looking for the greatest ﬁxed point we start with (1).
Again, using the fact that i is a positive integer, aer four iterations we ﬁnd the
ﬁxed point
[1  i < 2]  p2q(1  q) + [2  i < 4]  p(1  q) + [i < 4]  (1  p) + [i  16]
+ [i < 2]  pq(1  p) :
With the initialisation of i = 1 we obtain
wlp(prog; f) = p2q(1  q) + 1  p+ pq(1  p)
as expected. 
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Remark 7 (On expectations being bound). Our deﬁnitions above assume that ex-
pectations that are transformed by wlp must range over the [0; 1] interval only.
In the original work [52] the authors allow a more ﬂexible deﬁnition. ey as-
sume that an expectation f is bounded within the context of a given program.
is means that there exists some real number  such that for every ﬁnal state 
of program P , f()  . en—for this particular program P and expectation
f—they can deﬁne wlp(abort; g) =  for any g. Our eorem 3 still holds but the
non-termination probability has to be scaled by that . is framework allows to
reason about more general expectations but has some problems:
1. Diﬀerent post-expectation require diﬀerent bounds  and thus induce dif-
ferent semantics. For example, reconsider program P from (3.6), page 49.
In order to calculate wlp(P; x) = 10, we need  = 10. But for wlp(P; x2)
we need  to be at least 100 which changes the semantics of abort.
2. Unless  is chosen tightly it is not clear how to interpret the result of wlp.
For example take  = 100, then wlp(P; x) = 0:5  10 + 0:5  100 = 55.
3. Also diﬀerent programs may require diﬀerent bounds. us the inequality
wlp(P1; f)  wlp(P2; f)may be interpreted as reﬁnement of P1 by P2 only
if we know that both wlp’s were calculated with the same .
e above issues motivate our restriction to indicator random variables (naturally
bounded by 1) when reasoning with wlp. 
3.4 On non-implementable resolution of oices
Here we elaborate why the “inﬁmum” in the deﬁnition of the operational equi-
valent of wlp
LExpRew(M;r)(s j= T )
= inf
S
(
PrS(s 6j= T ) +
X
c2C
c  PrSf 2 PathsS(s;T ) j rT () = c g
)
;
is crucial. We demonstrate this by means of an example, which was inspired
by [9]. Let P be the program in Figure 3.5, page 58. Obviously we have
wlp(P; [x = 1]) = 0 because the least favourable choice is to terminate the ﬁrst
loop aer the ﬁrst iteration and thus never increase i. Consequently the second
loop is not executed and the program terminates with x = i = 0. However
wlp(P; [x = 0]) equals 0 as well, which is not that easy to see. A weakest liberal
pre-expectation with value 0 means that the program terminates almost surely.
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1 x := 0;
2 i := 0;
3 continue := true;
4 while (continue) {
5 (continue := false [] i := i + 1);
6 }
7 while (i > 0) {
8 (x := 1 [0.5] i := i - 1);
9 }
Figure 3.5: is program can almost surely terminate with x 6= 0, but there exists
no scheduler that implements this behaviour.
Otherwise the non-termination probability would be included by wlp and the res-
ult would be strictly greater than 0. Further, upon termination x 6= 0 must hold.
To avoid x = 0 almost surely, we have to execute the second loop an unboun-
ded number of times. For that the value of i must be arbitrarily large, which
is only possible when the ﬁrst loop is executed an unbounded number of times.
Hence there is no particular value k of the counter i aer which a scheduler may
decide to stop incrementing i and proceed to the next loop. Instead our result
wlp(P; [x = 0]) = 0 is obtained as the inﬁmum over all schedulers that terminate
the loop aer some k 2 N steps. is explains why the deﬁnition of LExpRew
uses an inﬁmum. is insight is important as we are used to assuming ﬁnite state
MDPs in the area of formal methods. For ﬁnite state MDPs one could obviously
substitute the inﬁmum by a minimum and consequently implement a scheduler
that does achieve the minimal expected reward.
Chapter 4
Conditional probabilities and
expectations
In the introduction, conditioning was identiﬁed as one of the important features
of probabilistic programming. In this chapter we discuss both operational and de-
notational semantics of programs with conditioning. Our aim is to ﬁnd semantics
that coincide with our intuition, are as general as possible, e.g. do not require
the programs to terminate almost surely, and generalise our previous deﬁnitions
and the transfer theorem. We conclude the chapter by exploring various program
transformations and case studies to showcase the analysis of conditional expect-
ations in probabilistic programming.
4.1 Operational semantics for programswith conditioning
From probability theory we know that the conditional probability of an event A
given an event B is determined by their joint probability which is scaled by the
probability of B
P(AjB) = P(A \B)P(B) :
is can be phrased analogously with indicator random variables. Let 1A be the
random variable which maps all outcomes in the eventA to one and all outcomes
outside A to zero and let 1B be deﬁned analogously, then
P(1A = 1j1B = 1) = P(1A = 1;1B = 1)P(1B = 1) :
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1 (f1 := goldfish [0.5] f1 := piranha);
2 f2 := piranha;
3 (sample := f1 [0.5] sample := f2);
4 observe ([sample = piranha]);
Figure 4.1: e “ﬁshbowl” program
One can also generalise expectations to conditional expectations. e expected
value of a discrete random variable X given an event B is deﬁned as
E(Xj1B = 1) =
X
x2range(X)
x  P(X = xj1B = 1)
=
P
x2range(X) x  P(X = x;1B = 1)
P(1B = 1) : (4.1)
In the previous chapter we have seen that a program given as an MDP induces
(a set o) distributions and a random variable with respect to such a distribution
may be represented by a reward function, which gives rise to an RMDP. Using
this connection we can naturally deﬁne conditional probabilities and expectations
over programs based on their underlying RMDPs. In the following we introduce
the notion of conditional minimal expected rewards using a puzzle taken from [66,
p. 216]. It goes as follows:
One ﬁsh is contained within the conﬁnes of an opaque ﬁshbowl.
e ﬁsh is equally likely to be a piranha or a goldﬁsh. A sushi lover
throws a piranha into the ﬁsh bowl alongside the other ﬁsh. en,
immediately, before either ﬁsh can devour the other, one of the ﬁsh is
blindly removed from the ﬁshbowl. e ﬁsh that has been removed
from the bowl turns out to be a piranha. What is the probability that
the ﬁsh that was originally in the bowl by itself was a piranha?
Let us formalise this “story” in terms of a GCL program. e result is displayed in
Figure 4.1. We are looking for the probability that the ﬁsh f1, initially contained
in the ﬁshbowl, was a piranha. e observation that the ﬁsh removed has been a
piranha is built into the program directly using the observe statement. In order
to understand this program’s behaviour consider Figure 4.2. Each state of our
transition system consists of the program line that the program is currently at
and the valuations of the three program variables f1; f2 and sample. e program
starts in line 1 with some undetermined variable valuation1. It proceeds to set f1
1As we did before in Figure 3.2b, page 39, we collapse all possible initial states where the vari-
ables have some particular values into one where we do not care about the variable valuation be-
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3 g p  3 p p 
4 g p g
 
4 g p p 4 p p p
 g p p
0 X
 p p p
1 X
0:5 0:5
0:5 0:5
0:5
0:5
Figure 4.2: Operational semantics of the ﬁshbowl program
probabilistically and f2 deterministically. e variable sample is then assigned
the value of either f1 or f2 probabilistically. Finally, the observe statement is
checked. Let the event A be that initially there was a piranha in the ﬁshbowl,
i.e. f1 = piranha. is gives rise to a random variable 1A which we evaluate on
the terminal states for the RMDP and hence we assign a reward of 1 to the state
h; p; p; pi and 0 everywhere else. Let event B be that the observation is met, i.e.
sample = piranha holds. In order to characterise this event in the RMDP, we label
h4; g; p; gi where sample 6= piranha with  . Consequently, B contains only those
runs of the RMDP that avoid reaching a  -state. en the answer to the puzzle is
given by
E(1Aj1B = 1) = 1  0:5 + 0  0:25
0:5 + 0:25
=
1/2
3/4
=
2
3
:
In order to reason formally about conditional rewards of GCL programs with
observations the operational semantics needs to be deﬁned. However this re-
quires only a lile adaptation of Deﬁnition 22 on page 38. e SOS rules deﬁning
! are simply extended by one rule, namely
 j= G
hobserve (G); i ! h; i :
us if the current state satisﬁes the observation, the execution continues. Other-
wise the execution is blocked and cannot reach a ﬁnal,X-labelled state any more.
Additionally, we wish to diﬀer between successful termination, non-termination
cause the program will overwrite these values anyway.
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and non-termination due to a violation of an observation. erefore the labelling
function ofRf [[P ]] is extended to be
L(hs; i) =
8>>>><>>>>:
X if s =  if s = observe (G);P where  6j= G
and P is a (possibly empty) GCL program
; otherwise :
is leads to the following deﬁnition2 of conditional minimal expected rewards
in RMDPs for GCL programs with observations.
Deﬁnition 25 (Conditional expected reward). For a GCL program P with obser-
vations and a post-expectation f let Rf [[P ]] be the corresponding RMDP with
state space S, a set of ﬁnal states labelled withX and s 2 S. Further let C denote
the set of all cumulative reachability reward values that can be accumulated by
paths from s toX-states inRf [[P ]]. e conditional minimal expected reward un-
til reachingX from s avoiding  -states, denoted CExpRewRf [[P ]](s j= Xj: ),
is deﬁned by:
inf
S
P
c2C c  PrSf 2 PathsS(s;X) j rX() = c g
1  PrSf 2 PathsS(s; ) g :

By construction ofRf [[P ]], a path which reached a ﬁnalX-state cannot have
visited a  -state. erefore, for the above deﬁnition it suﬃces to specify (in the
numerator) that a X-state is reached without mentioning the implicit constraint
that on this path no -stateswere encountered. Previously, it was emphasised that
we condition on avoiding  -states because the observe statement does not force a
program to reach the observation: it could diverge before, or avoid it by resolving
non-deterministic choices accordingly. To further elaborate on this point, let us
consider the following example:
fabortg [0:5] ffx := 0g [0:5] fx := 1gg;
observe (x = 1) :
With probability 0.5 the programdiverges and does not reach the observation—and
hence does not violate it. Accordingly, Deﬁnition 25 determines the conditional
expectation of x to be
1  0:25 + 0  0:25
1  0:25 =
1
3
:
2We are of course not the ﬁrst to consider conditioning onMarkovmodels, cf. [2, 4], for example.
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Intuitively the observation rules out 1/4 of all runs that terminate with x = 0. e
remaining 3/4 of runs do not violate the observation, either because they do not
reach it or they reach it with x = 1. One third of these runs have expectation 1 and
two thirds (the aborting runs) have expectation 0, hence the conditional expecta-
tion of x is indeed 1/3. In contrast to this, an alternative deﬁnition that conditions
on runs that must reach the observation statement (instead of just avoiding its
falsiﬁcation) would alter the semantics of the probabilistic program and intro-
duces inconsistencies. In the given example the expectation of x conditioned on
termination and passing all observations would be 1 which contradicts our intu-
ition about the operational behaviour as explained previously. Furthermore the
statement observe (true), which should not alter the behaviour of a program at all,
could be used to enforce the program’s termination. In particular the programs
fabortg [0:5] ffx := 0g [0:5] fx := 1gg
and
fabortg [0:5] ffx := 0g [0:5] fx := 1gg;
observe (true)
would produce diﬀerent expectations for x. e ﬁrst program does not have any
observation and thus the average value of xwould be determined to be 0.25. Con-
trary to this the vacuously true observation in the second program would impli-
citly condition the expectation of x on the termination of the program and hence
rescale the result to 0:25/0:5 = 0:5. In our semantics (Deﬁnition 25), both pro-
grams are equivalent and produce the same expected value. Section 4.2.2 revisits
this issue on the level of wp semantics. Finally, note that our deﬁnition of con-
ditional expectations corresponds also to our intuition about assert statements in
standard programs. A run violates an assertion only if it reaches the assertion and
the predicate in the assert statement evaluates to false. If a run diverges before, it
does not violate the assertion.
4.2 Expectation transformer semantics for programs with
conditioning
We extend the deﬁnition of the greatest pre-expectation by the rule
wp(observe (G); f) = [G]  f ;
where G is a boolean predicate. Additionally recall the notion of the greatest
liberal pre-expectation wlp from Section 3.3, page 48. It behaves just like wp—in
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particular non-deterministic choices are resolved demonically aswell—except that
non-termination is considered desirable and generates the maximal expectation,
1, in this case. For more details, see Figure 3.3, page 50. e restriction to 1-
bounded expectations comes naturally in the context of conditional expectations
because we will use wlp to measure the probability to pass all encountered obser-
vations. In Chapter 5 we will revisit the notion of wlp in a broader context.
We extend wlp with a rule for observe in the same way we did for wp above
and postulate
wlp(observe (G); f) = [G]  f :
Using these expectation transformers, we are able to deﬁne conditional expecta-
tions on expectation transformer level.
Deﬁnition 26 (Conditional pre-expectation). For fully probabilistic3 GCL pro-
grams P with observe statements we deﬁne the conditional pre-expectation cwp
as
cwp(P; f) = wp(P; f)wlp(P; 1) :

e deﬁnition of cwp is deliberately restricted to programs without non-de-
terministic choices. is is because the non-determinism could be resolved diﬀer-
ently when evaluating the numerator and the denominator. In Section 4.2.3 we
return to this problem and show why we cannot give a beer deﬁnition for cwp.
Example 4 (Evaluation of cwp). Let us revisit the ﬁshbowl example and let P be
the program from Figure 4.1, page 60. We write Pi j to denote the subprogram in
lines i to j. Again, the goal is to determine the probability that the ﬁsh originally
contained in the ﬁshbowl was a piranha, given that the sampled ﬁsh is a piranha.
is quantity is given by
cwp(P; [f1 = piranha])
=
wp(P; [f1 = piranha])
wlp(P; 1)
=
wp(P1 3;wp(observe (sample = piranha); [f1 = piranha]))
wlp(P1 3;wlp(observe (sample = piranha); 1))
=
wp(P1 3; [sample = piranha ^ f1 = piranha])
wlp(P1 3; [sample = piranha])
= : : :
=
1/2
3/4
=
2
3
:
3Programs without non-deterministic choice.
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We see how the conditional pre-expectation amounts to determining the expect-
ation of [f1 = piranha] and the indicator random variable corresponding to the
observation sample = piranha and dividing this by the probability that P does
not terminate or establishes sample = piranha. is reminds us of the deﬁnition
of conditional expectations in (4.1), page 60. Note however that in general it is
not required that the observation is the last statement of the program. In prin-
ciple, as with any other command, an arbitrary number of observationsmay occur
anywhere in the program text. e steps that were le out above are purely syn-
tactical and follow the rules given in Figure 3.1, page 36 and Figure 3.3, page 50
respectively. 
Our new transformer is a natural extension of wp because it behaves identic-
ally on observation-free (fully probabilistic) programs:
Proposition 3 (cwp generalises wp). For program P that does not contain any
observations, it holds
cwp(P; f) = wp(P; f) :

Proof. Witheorem 3 and Lemma 4 on page 51 we have that for an observation-
free program P and any variable valuation :
wlp(P; 1)() = LExpRewR1[[P ]](hP; i j= X)
= inf
S
n
PrS(hP; i 6j= X) + PrS(hP; i j= X)
o
= 1 :
us
cwp(P; f) = wp(P; f)wlp(P; 1) =
wp(P; f)
1
= wp(P; f) :
Proposition 3 does not make any restrictions to probabilistic programs even
though we previously deﬁned cwp only for such programs. e reason is that
in the special case of observation-free programs wlp(P; 1) is 1 regardless of the
chosen scheduler as shown above. erefore cwp is well-deﬁned even for non-
deterministic programs in this special case.
A remark about notation: our new transformer is denoted cwp where the “c”
stands for conditional and we keep the “wp” because it essentially behaves like
wp. However one should note that the aribute “weakest” does not have much
meaning here as we do not have any non-deterministic choices, which couldmake
a diﬀerence between weakest and strongest pre-expectations. e underscore in
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cwp reminds us that there are two quantities we have to determine ﬁrst and then
divide them to get the desired result.
In the following we set out to establish a transfer theorem for conditional
GCL programs. Before doing so, the properties of wp and wlp need to be re-
examined for the extended language. First note that our pre-expectation deﬁni-
tion of observe (G) is merely syntactic sugar with respect to the wp transformer
while it is a genuinely new language construct with respect to the wlp trans-
former. For wp it holds
wp(observe (G); f) = [G]  f + [:G]  0
= wp(if (:G) fabortg else fskipg; f)
for all expectations f . However there is no GCL language construct that could
mimic its behaviour with respect to wlp. is is because wlp treats abortion or
divergence as an instance of unbounded non-determinism that is angelically re-
solved to achieve the highest possible expectation. If one could write down a
malicious program demon that does terminate but has pre-expectation zero with
respect to arbitrary post-expectations, then we would have
wlp(observe (G); f) = wlp(if (:G) fdemong else fskipg; f) :
However demon is not implementable in GCL. We state this fact without proof
and refer to a result on a dual programming concept which is usually referred to
as magic [53]. Nonetheless we have the following result:
Proposition 4 (Transfer theorem for GCL with observe). Our results
i) eorem 2 and
ii) eorem 3
remain valid for GCL with observe statements. 
Proof. i) is is straightforward because we have seen above that
wp(observe (G); f) = wp(if (:G) fabortg else fskipg; f) :
us the wp semantics of observe allows to syntactically rewrite observe
using GCL statements for which eorem 2 already holds.
ii) We can extend the induction proof of eorem 3 with an extra base case:
Let P be the observation statement observe (G). We derive:
LExpRewRf [[ observe (G) ]](hobserve (G); i j= X)
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= inf
S
0@PrS(hobserve (G); i 6j= X)
+
X
^2PathsSmin(hobserve (G);i;X)
PS(^)  r(^)
1A
=
(
infS PS(hobserve (G); ih; i)  r() if  j= G; and
infS PS(hobserve (G); ih; i)  0 else
= [ j= G]f()
= ([G]  f)()
= wlp(observe (G); f)():
e next proposition explains our choice of wlp(P; 1) in the denominator of
the cwp deﬁnition above.
Proposition 5 (e probability of all admissible runs). Given a GCL programwith
observations, wlp(P; 1) gives the probability of all paths that either terminate in a
X-state or that do not terminate. Equivalently, this is the probability of all paths
that avoid the violation of any observation in the program. 
Proof.
wlp(P; 1)()
Prop. 4ii
= LExpRewR1[[P ]](hP; i j= X)
= inf
S
0@PrS(hP; i 6j= X) + X
^2PathsSmin(hP;i;X)
PS(^)  1
1A
= inf
S

1  PrSf 2 PathsS(s; ) g :
To show the validity of the last equation, ﬁx any schedulerS. By construction of
RS1 [[P ]], any path that visits a  -state cannot diverge nor visit anX-state before
or aer the  -state. Conversely, any path that terminates in aX-state or is inﬁnite
cannot visit a  -state. us we can partition the set of paths inRS1 [[P ]] into two
subsets: one with all paths that reach a  -state and one with all paths that do not.
is partitioning is used in the last step of the proof.
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Finally we can extend our transfer theorem to conditional expectations over
(fully probabilistic) programs. Remember that a program P induces an RMDP
Rf [[P ]] on which we can measure the conditional minimal expected reward
CExpRew. Together with Deﬁnition 26 on page 64 this leads to the following
result.
eorem 4 (Transfer theorem for conditional programs). For any fully probab-
ilistic GCL-program P , possibly with observe statements, variable valuation ,
and post-expectation f :
cwp(P; f)() = CExpRewRf [[P ]](hP; i j= Xj: ) :

Proof.
CExpRewRf [[P ]](hP; i j= Xj: )
= inf
S
P
c2C c  PrSf 2 PathsS(s;X) j rX() = c g
1  PrSf 2 PathsS(s; ) g
i)
=
P
c2C c  Prf 2 Paths(s;X) j rX() = c g
1  Prf 2 Paths(s; ) g
ii)
=
ExpRewRf [[P ]](hP; i j= X)
1  Prf 2 Paths(s; ) g
iii)
=
wp(P; f)
wlp(P; 1)
= cwp(P; f) :
Where the equations hold with the following arguments:
i) As P is fully probabilistic no scheduler is needed and the numerator and
denominator are thus decoupled.
ii) Apply Deﬁnition 17, page 22 in the numerator.
iii) Apply Proposition 4, page 66 in the numerator and Proposition 5, page 67
in the denominator.
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4.2.1 Infeasible programs
A peculiar corner case with conditional probabilities occurs when conditioning
on an impossible event. In applications of discrete probability theory one may
neglect this issue as “obviously there is no point in conditioning on an event with
probability zero”. However within the syntax of a programming language it is
possible to write programs with impossible observations. We call such programs
infeasible. ere is no syntactical characterisation of feasible or infeasible pro-
grams as the study of the following three programs shows. In all three programs
we are interested in the conditional expectation of x.
P1 : fx := 0g [0:5] fx := 1g; observe (x = 1)
P2 : fx := 0; observe (x = 1)g [0:5] fx := 1; observe (x = 1)g
P3 : x := 0; observe (x = 1)
e situation for P1 is straightforward, we have a uniform distribution over the
outcomes zero and one, the condition ensures the outcomemust be one and hence
the conditional expected value is one. In P2 the observation has been pushed
inside the probabilistic choice. If we were to consider the branches of the choice
separately we see that the le branch contains an infeasible program which sets
x to 0 but then ensures it is 1, which is impossible. So what is the meaning of
the overall program P2? It turns out it has the same semantics as P1. e reader
may check that both programs induce the same RMDP. Alternatively, thanks to
eorem 4, we may evaluate the expectation transformer cwp and see that
cwp(P1; x) = wp(P1; x)wlp(P1; 1) =
0:5  0 + 0:5  1
0:5  0 + 0:5  1 =
wp(P2; x)
wlp(P2; 1) = cwp(P2; x) :
is example4 shows that the conditional pre-expectation of probabilistic choice
depends on its context and is not obtained as the weighted average between con-
ditional pre-expectations of subprograms (as was the case with wp).
cwp(fPg [a] fQg; f) = wp(fPg [a] fQg; f)wlp(fPg [a] fQg; 1)
=
a  wp(P; f) + (1  a)  wp(Q; f)
a  wlp(P; 1) + (1  a)  wlp(Q; 1)
6= a  wp(P; f)wlp(P; 1) + (1  a) 
wp(Q; f)
wlp(Q; 1)
= a  cwp(P; f) + (1  a)  cwp(Q; f) :
4Note, that we use “x” both as a variable identiﬁer in program text and as an expectation which
evaluates to the real value that is associated with x.
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In fact, if we consider P3, which consists of the le branch of P2 only, we see that
the conditional pre-expectation is undeﬁned as we would need to divide by zero.
We say P3 is infeasible. Since there is no syntactical characterisation of feasible
programs we need to check that wlp(P; 1) 6= 0, which, at least theoretically, may
be intricate. As an illustration consider the following programs P and Q.
P : x := 1; Q : x := 1;
while(x = 1) f while(x = 1) f
x := 1 fx := 1g [0:5] fx := 2g;
g observe (x = 1);
g
Clearly the non-probabilistic program P does not terminate and thus its weakest
liberal pre-expectationwlp(P; 1) is 1 and its conditional pre-expectation cwp(P; f)
is 0 regardless of the given post-expectation f . Program Q is a slightly modiﬁed
version of P where we ﬁrst assign 1 or 2 to x and then ensure the variable was
set to 1 using an observation. One may think that Q behaves the same way as
P because it establishes x = 1 at the end of each iteration, but we claim that in
fact wlp(Q; 1) = 0. We verify our claim by applying the wlp semantics, which
involves ﬁnding the ﬁxed point of the loop.
wlp(Q; 1)
= wlp(x := 1;wlp(while (x = 1) ffx := 1; g [0:5] fx := 2; g;
observe (x = 1)g; 1))
= wlp(x := 1; gfp
z
([x = 1]  wlp(fx := 1; g [0:5] fx := 2; g;
observe (x = 1); z) + [x 6= 1]  x))
= wlp(x := 1; inf
n
([x = 1]  wlp(fx := 1; g [0:5] fx := 2; g;
observe (x = 1); 1) + [x 6= 1]  x)n)
= wlp(x := 1; inf
n
([x = 1]  wlp(fx := 1; g [0:5] fx := 2; g; observe (x = 1);
[x = 1]  0:5 + [x 6= 1]  x) + [x 6= 1]  x)n 1)
= wlp(x := 1; inf
n
([x = 1]  wlp(fx := 1; g [0:5] fx := 2; g; observe (x = 1);
[x = 1]  0:52 + [x 6= 1]  x) + [x 6= 1]  x)n 2)
...
= wlp(x := 1; [x 6= 1]  x)
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= 0
e diﬀerence to the non-probabilistic program is that the observation admits one
diverging run, but this run almost surely never happens. Intuitively, we are ﬂip-
ping a coin inﬁnitely oen and due to the observation force it to land on the same
side every time. But the event that a fair coin will never land on tails (assuming
2 represents tails) in an inﬁnite number of trials has probability zero. And since
wlp(Q; 1) = 0, the program is infeasible and the conditional expected outcome
cannot be measured.
4.2.2 Alternative deﬁnition
We deﬁned cwp as wp scaled by wlp where the laer measures the probability to
pass all observations or to avoid them. In principle we could have deﬁned the
conditional pre-expectation as
wp(P; f)
wp(P; 1) : (4.2)
In fact this is the deﬁnition taken in the work of Nori et al. [40] and Claret et
al. [18]. But as already discussed in Section 4.1, page 62ﬀ., non-termination and
violation of observations would be regarded as the same event in this case. As
a consequence one would always implicitly condition on the fact that the pro-
gram terminates almost surely and thus this deﬁnition does not generalise wp for
observation-free programs as in Proposition 3, page 65.
4.2.3 Expectation transformers and non-determinism
In the following we illustrate how schedulers that minimise the conditional ex-
pected reward in an RMDP depend on “context”. As a consequence we do not
have a cwp rule for non-deterministic choice that tells us how to determine the
minimal conditional expectation from the current valuation and the cwp(P; ) and
cwp(Q; ) of the two subprograms P and Q.
Consider the RMDP R in Figure 4.3. ere are only two schedulers. Let S
be the scheduler that chooses to go from s2 to s3 and let S be the scheduler
that chooses s4 as the successor of s2. Further let T = fs1; s3; s6g and letRS be
the Markov chain obtained fromR by resolving all choices according toS. en
we calculate CExpRewRS (T j : ) = 1:5 and CExpRewRS (T j : ) =
1:4. Hence CExpRewR (T j : ) = 1:4 and the minimising scheduler is S .
However if we only consider the subsystem R’ that starts execution in state s2
we obtain CExpRewR0S (T j : ) = 2 and CExpRewR0S (T j : ) = 2:2. So
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Figure 4.3: Schedulers are not compositional: the choice which minimises the
conditional expected reward inR0 is not minimal inside the larger context ofR.
inR0 the minimising choice is given byS. is shows how choices are resolved
depending on the “context” within which the state occurs in the system.
erefore any aempt to deﬁne any transformer T for non-deterministic choice
as
T (fPg [] fQg; X) = min
4
fT (P;X); T (Q;X)g
must fail for any representation of conditional expectations X and any order 4
between them because the decision is made at a point where the “context” inform-
ation is missing. In this sense no inductive deﬁnition of a conditional expectation
transformer is possible as was the case for wp and wlp.
To remedy this we could devise a transformer that does not resolve choices
immediately but delays the decision between subprograms until the whole pro-
gram has been evaluated. Wewould call such a transformer a powerset expectation
transformer because it must keep track of all possible combinations of decisions.
However it seems that this straightforward approach is impractical, particularly
in the context of loops. At this stage the study of conditional expectation trans-
former semantics for non-deterministic choice remains a problem for future work.
4.3 Reasoning with conditioning
Note that most of our examples have just one observation at the end of the pro-
gram. is is because it is quite natural to state a requirement about (parts o) the
outcome of the program. However all results apply to programs with an arbitrary
number of observations wrien at arbitrary positions within the program text.
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4.3.1 Replacing observations by loops
In this section we show that conditional expectations over a program with ob-
servations can be cast as (unconditional) expectations over a transformed pro-
gram without observations. In that sense, observations are “syntactic sugar” to
the GCL language. Others [18, 40] have pointed out that observe statements
can be replaced by a non-terminating loops. is is due to their choice to deﬁne
conditional semantics that normalise with respect to the terminating behaviour
of programs as discussed in Sections 4.1, page 62 and 4.2.2, page 71. In view of
that deﬁnition the following equivalence between program constructs proves the
claim:
wp(observe (:G); f) = wp(if (G) fabortg else fskipg; f)
= wp(while (:G) fskipg; f) :
e conditional expectations can be then computed on this transformed observa-
tion-free program.
In contrast, our semantics does not require that a run terminates but only that
it does not violate any observation. In the following it is shown that also in our
semantics the observations can be removed but the program transformation turns
out to be slightly more intricate. Brieﬂy stated, the idea is to restart a violating
run from the initial state until it satisﬁes all encountered observations. To achieve
this we introduce a fresh boolean-valued variable rerun and transform a given
program P into a new program P 0 according to the following steps:
1. Initialise rerun to false.
2. Apply the following rewriting rules:
observe (G) ! if (:G) frerun := trueg else fskipg
x := E ! if (:rerun) fx := Eg else fskipg
abort ! if (:rerun) fabortg else fskipg
while (G) f: : :g ! while (G ^ :rerun) f: : :g :
(4.3)
e ﬁrst transformation replaces observe statements by if-then-else statements
that use the variable rerun to indicate that some observation has been violated.
e other transformations take account of commands that alter the program’s
state or divergence behaviour. Our aim is that once rerun is true, i.e. an observa-
tion has been violated, the execution skips over the rest of the program text to the
end. If we do not skip over assignments this may lead to an undeﬁned state as in
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the following example
fx := 0g [0:5] fx := 1g
observe (x 6= 0);
y := y/x;
In this program the observation makes sure that the program does not divide by
zero. Similarly, an observation may prevent a run from aborting or diverging as
in the following example
fx := 0g [0:5] fx := 1g
observe (x 6= 0);
while (x < 10) f
x := x  2;
g
In order to ensure that the termination behaviour of P and P 0 are the same, we
encapsulate the abort statement as we did for assignment and we strengthen the
guard of each loop.
e transformation from P to P 0 gives us an observation free-program such
that for every post-expectation f , the conditional pre-expectation of f given that
rerun remains false in P 0 equals the conditional pre-expectation of f in P . Now
we can get rid of the conditioning by repeatedly executingP 0 from the same initial
state until rerun remains false, which corresponds to the event that a run in the
original program P passes all observations.
is is implemented by program P 00 below:
s1; : : : ; sn := x1; : : : ; xn;
rerun := true;
while (rerun) f
x1; : : : ; xn := s1; : : : ; sn;
P 0;
g
(4.4)
Here, s1; : : : ; sn are fresh variables and x1; : : : ; xn are all program variables of
P . e ﬁrst assignment stores the initial state of P in the variables si. ese are
used in the ﬁrst line of the loop body to ensure that the loop always starts with
the same (initial) values. Together, these transformations show that observe can
be considered as syntactic sugar in the GCL language, which is formally stated
in our next theorem.
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eorem 5. Let programs P and P 00 be as above. en
CExpRewRf [[P ]](hP; i j= Xj: ) = ExpRewRf [[P 00 ]](hP 00; i j= X) :
Additionally, for fully probabilistic programs it holds that
cwp(P; f) = wp(P 00; f) :

Proof. We begin with the more general claim over the operational semantics. Let
 be some initial state of P .
CExpRewRf [[P ]](hP; i j= Xj: ) in P (4.5)
= CExpRewRf [[P 0 ]](hP; i j= Xj:rerun) in P 0 (4.6)
= inf
S
P
c2C c  PrSf 2 PathsS(s;X) j rX() = c g
1  PrSf 2 PathsS(s;rerun) g (4.7)
= inf
S
P
^2PathsSmin(s;X) P
S(^)  r(^)
1  PrSf 2 PathsS(s;rerun) g (4.8)
= inf
S
1X
i=0
(PrSf 2 PathsS(s;rerun) g)i

X
^2PathsSmin(s;X)
PS(^)  r(^) (4.9)
= inf
S
X
^2PathsSmin(s;X)
1X
i=0

(PrSf 2 PathsS(s;rerun) g)i
PS(^)  r(^)

(4.10)
= inf
S
X
^2PathsSmin(s;X)
PS(^)  r(^) in P 00 (4.11)
= ExpRewRf [[P 00 ]](hP 00; i j= X) : (4.12)
e equality (4.6) holds because, by construction, the probability to violate an
observation in P agrees with the probability to reach a state in P 0 where rerun is
true. In order to obtain equation (4.9) we use the fact that for a ﬁxed real value r
and probability a it holds
r
1  a =
1X
i=0
air :
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Rewriting (4.9) into (4.10) precisely captures the expected cumulative reward of
all terminating paths in P 00 which is the expression in the following line.
e claim for cwp andwp for fully probabilistic programs directly follows from
eorem 4.
We illustrate the two main steps of our transformation using our ﬁshbowl ex-
ample.
Example 5 (Replace observations by a loop).
Original program P :
1 (f1 := goldfish [0.5] f1 := piranha);
2 f2 := piranha;
3 (sample := f1 [0.5] sample := f2);
4 observe ([sample = piranha]);
Transformation to P 0 using transformations in (4.3):
1 rerun := false;
2 {if (!rerun) {f1 := goldfish;}} [0.5] {
if (!rerun) {f1 := piranha;}}
3 if (!rerun) {f2 := piranha;}
4 {if (!rerun) {sample := f1;}} [0.5] {
if (!rerun) {sample := f2;}}
5 if (sample != piranha) {rerun := true;}
Final result P 00 using transformations in (4.4):
1 s1 := f1;
2 s2 := f2;
3 s3 := sample;
4 rerun := true;
5 while (rerun) {
6 f1 := s1;
7 f2 := s2;
8 sample := s3;
9 rerun := false;
10 {if (!rerun) {f1 := goldfish;}} [0.5] {
if (!rerun) {f1 := piranha;}}
11 if (!rerun) {f2 := piranha;}
12 {if (!rerun) {sample := f1;}} [0.5] {
if (!rerun) {sample := f2;}}
13 if (sample != piranha) {rerun := true;}
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14 }

4.3.2 Replacing loops by observations
eorem 5 shows how to deﬁne and eﬀectively calculate the conditional expect-
ation using a straightforward program transformation and the well established
notion of wp. However in practice it will oen be infeasible to calculate the ﬁxed
point of the outer loop or to ﬁnd a suitable loop invariant—even though it exists.
is is because ﬁnding ﬁxed points of loops is the major obstacle in automated
program analysis as we will see in Chapter 5. us the loop introduced by this
transformation increases the analysis eﬀort. In particular a program with simple
(i.e. non-nested) loops will be turned into a program with nested loops. While
the result in the previous section is of theoretical interest it does not simplify the
analysis of programs. In practice, one would prefer to analyse the straight-line
program P from Example 5 over the program with a loop. It seems beneﬁcial to
have a transformation that goes the other way around. However while the trans-
formation in eorem 5 works for any program, no transformation in the other
direction can be expected that is applicable in general. Yet we can identify a sub-
class of programs that can easily be transformed to a loop-free program, albeit
an additional observe statement. Reconsider the last program P 00 in Example 5.
We see that the variables s1; : : : ; s3 are obsolete because f1; f2 and sample are
set independently of their values in lines 10-12. Moreover the decision whether
the loop has to perform one more iteration is made at the very end in line 13.
Hence we can push the predicate into the loop’s header and replace line 4 by an
arbitrary assignment which ensures that the loop is executed at least once. A
simpliﬁed version of P 00 can thus be wrien as:
1 sample := goldfish;
2 while (sample != piranha) {
3 (f1 := goldfish [0.5] f1 := piranha);
4 f2 := piranha;
5 (sample := f1 [0.5] sample := f2);
6 }
By the previous arguments we have seen that there is no dataﬂow between the
iterations of the loop. Hence the iterations of the loop generate a sequence of
program variable valuations that are independent and identically distributed (iid).
We refer to such loops as iid loops, which can be formally deﬁned as follows.
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Deﬁnition 27 (iid loop). A loopwhile (G) fPg is called iid, ifwp(P; f) = wp(P k; f)
for all expectations f and k 2 Nnf 0 g, where
P k = P ;P ; : : : P| {z }
k
is the k-fold repetition of P . 
e aim of Deﬁnition 27 is to capture the absence of dataﬂow between loop it-
erations formally by requiring that the distribution generated by running the loop
body P once is indistinguishable from the distribution generated aer running it
multiple times. Since we do not have access to distributions in our semantics,
we require that the pre-expectations agree for any post-expectation f . Indeed
two discrete distributions are equal if and only if the expectation of any random
variable over these distributions is equal. In particular, if two discrete distribu-
tions diﬀer, there must be an outcome !, such that E(1!) diﬀers between the two
distributions.
Example 6 (iid loops). Consider the programs P and Q:
P : b := 0 Q : while (c)f
while (c)f b := 1
b := 1  b fc := 0g [1/2] fc := 1g
fc := 0g [1/2] fc := 1g if (c)f
g b := 0
fc := 0g [1/2] fc := 1g
g
g
e loop in P inverts a bit b on every iteration. is inversion requires the
knowledge of the value of b from the previous iteration, hence we have dataﬂow
between iterations and the loop is not iid. Another way to see this is to check the
distributions generated by the iterations of the loop body. Let body denote the
loop body in P . We have
wp(body; [b = 1]) = [1  b = 1] 6= [b = 1] = wp(body2; [b = 1]) :
us running the loop once produces an expectation which is diﬀerent from the
expectation produced aer two runs and that by Deﬁnition 27 violates the iid
property.
By contrast, the loop in programQ is iid. is is easy to see, as both variables
b and c are set regardless of their previous value inside the loop body of Q. More
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formally, let body denote the loop body ofQ. en we can show that for any post-
expectation f(b; c) and any number of repetitions of body the pre-expectations
agree, i.e.:
wp(body; f(b; c)) = 1
4
 f(0; 0) + 1
4
 f(0; 1) + 1
2
 f(1; 0)
= wp(bodyk; f(b; c)) for all k > 1 :
is example also shows a curiosity. Namely that sometimes a loop which is not
iid can be rewrien into one which is iid. Here in fact programQ is obtained from
P by merging two iterations of the loop together. Of course this does not always
work. For example, a loop with a counter cannot be rewrien as an iid loop. 
e iid property allows to replace a loop by its body and an observation.
eorem 6 (Transformation of iid loops). Let loop = while (G) fPg be an iid loop
and let Q = if (G) fP ; observe (:G)g else fskipg. en for any expectation f
wp(loop; f) = cwp(Q; f) :

Proof. Apply eorem 5 to program Q. Let the resulting program be loop’. Since
loop is iid, from Deﬁnition 27 we have that wp(P; f) = wp(P k; f) for all f and
k and therefore loop’ is iid, too. us the same simpliﬁcation steps as in Ex-
ample 5 apply: there is only one observe statement at the end of loop’ and fur-
thermore there is no data ﬂow between iterations of loop’. Hence by removing all
if–then–else statements that are vacuously true and pushing the observation into
the loop header we arrive at the desired program loop.
4.3.3 Observation hoisting
Here we present yet another program transformation that supports the removal
of observe statements from programs. e idea is to “push” all observe statements
upwards in the program text such that in the end we obtain a program with one
initial observation followed by an observation-free GCL program. For this we
generalise observations to be functions in the [0; 1] interval rather than just pre-
dicates. Intuitively such a quantitative observation gives us the probability that
the program fragment that follows it will establish some condition. Figure 4.4
lists the transformation rules for each GCL command. e single most import-
ant transformation rule is the one for probabilistic choice. Based on the valuation
of the current state, it rescales the probabilistic choice proportional to the prob-
ability of the successor states to pass all observations.
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T (observe (G); f) = (skip; [G]  f)
T (skip; f) = (skip; f)
T (abort; f) = (abort; 1)
T (x := E; f) = (x := E; f [x/E])
T (if (G) fPg else fQg; f) = (if (G) fP 0g else fQ0g; [G]  fP + [:G]  fQ)
where (P 0; fP ) = T (P; f); (Q0; fQ) = T (Q; f)
T (fPg [a] fQg; f) = (fP 0g a0 fQ0g; a  fP + (1  a)  fQ)
where (P 0; fP ) = T (P; f); (Q0; fQ) = T (Q; f);
and a0 = a  fP
a  fP + (1  a)  fQ
T (while (G) fPg; f) = (while (G) fP 0g; f 0)
where f 0 = gfp
x
([G]  (2  T )(P; x) + [:G]  f) ;
and (P 0; ) = T (P; f 0)
T (P ;Q; f) = (P 0;Q0; f 00) where (Q0; f 0) = T (Q; f);
(P 0; f 00) = T (P; f 0)
Figure 4.4: Program transformation for hoisting observe statements. In the trans-
formation of the while–loop the function 2 is the projection to the second com-
ponent of T .
With the transformation rules from Figure 4.4 we establish the following res-
ult.
eorem 7 (Correctness of hoisting). Let P be a fully probabilistic program and
admit at least one feasible run for every initial state and T (P; 1) = (P^ ; h^). en
for any expectation f ,
cwp(P; f) = wp(P^ ; f) :

Proof. We have that cwp(P; f) = wp(P;f)wlp(P;1) . us the stronger two equations beloware proven and eorem 7 follows with h = 1.
h^  wp(P^ ; f) = wp(P; h  f) (4.13)
h^ = wlp(P; h) (4.14)
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where T (P; h) = (P^ ; h^). e proof proceeds by induction on the structure of P .
Induction base:
• For P = skip we have T (skip; h) = (skip; h) and the statement follows
immediately since
h  wp(skip; f) = h  f = wp(skip; h  f)
and
h = wlp(skip; h) :
• For P = abort we have T (abort; h) = (abort; 1) and the statement follows
immediately since
h  wp(abort; f) = 0 = wp(abort; h  f)
and
1 = wlp(abort; h) :
• For P = x := E we have T (x := E; h) = (x := E; h[x/E]) and the
statement follows immediately since
h[x/E]  wp(x := E; f) = h[x/E]  f [x/E]
= (h  f)[x/E] = wp(x := E; h  f)
and
h[x/E] = wlp(x := E; h) :
• For P = observe (G) we have T (observe (G); h) = (skip; [G]  h) and the
statement follows immediately since
[G]  h  wp(skip; f) = [G]  h  f = wp(observe (G); h  f)
and
[G]  h = wlp(observe (G); h) :
Induction hypotheses: assume that for program P (and analogously for Q)
IH1: h^  wp(P^ ; f) = wp(P; h  f)
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IH2: h^ = wlp(P; h)
where T (P; h) = (P^ ; h^).
Induction step:
• Consider the sequential composition P ;Q. Let (Q^; h^Q) = T (Q;h) and
(P^ ; h^P ) = T (P; h^Q) and hence T (P ;Q;h) = (P^ ; Q^; h^P ). Now
h^P  wp(P^ ; Q^; f)
= h^P  wp(P^ ;wp(Q^; f))
= wp(P; h^Q  wp(Q^; f)) (IH1 on P )
= wp(P;wp(Q;h  f)) (IH1 on Q)
= wp(P ;Q;h  f)
and
h^P = wlp(P; h^Q) (IH2 on P )
= wlp(P;wlp(Q;h)) (IH2 on Q)
= wlp(P ;Q;h) :
Consider the probabilistic choice fPg [a] fQg, which as usual covers if-
then-else as a special case. Let (P^ ; h^P ) = T (P; h) and (Q^; h^Q) = T (Q; h).
We obtain
T (fPg [a] fQg; h) = (fP^g ah^P/h^ fQ^g; h^)
with h^ = a  h^P + (1  a)  h^Q.
To prove the ﬁrst claim
h^  wp(fP^g ah^P/h^ fQ^g; f) = wp(fPg [a] fQg; h  f)
of the lemma we need to make a case distinction between those states that
are mapped by h^ to a positive number and those that are mapped to 0. In
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the ﬁrst case, i.e. if h^() > 0, we reason as follows:
h^()  wp(fP^g ah^P/h^ fQ^g; f)()
= h^() 

ah^P
h^
()  wp(P^ ; f)()
+
(1 a)h^Q
h^
()  wp(Q^; f)()

= a()  h^P ()  wp(P^ ; f)()
+ (1  a)()  h^Q()  wp(Q^; f)()
= a()  wp(P; h  f)()
+ (1  a)()  wp(Q;h  f)() (IH1) and (IH2)
= wp(fPg [a] fQg; h  f)()
while in the second case, i.e. if h^() = 0, the claim holds because we will
have wp(fPg [a] fQg; h  f)() = 0. To see this note that if h^() = 0 then
either
– a() = 0 ^ h^Q() = 0, or
– a() = 1 ^ h^P () = 0, or
– h^P () = 0 ^ h^Q() = 0
holds. Now assume we are in the ﬁrst case (an analogous argument works
for the other cases); using the IH1 over Q we obtain
wp(fPg [0] fQg; h  f)() = wp(Q;h  f)()
= h^Q()  wp(Q; f)() = 0 :
e proof of the second claim of the lemma is straightforward:
a  h^P + (1  a)  h^Q
= a  wlp(P; h) + (1  a)  wlp(Q; h) (IH2)
= wlp(fPg [a] fQg; h) :
• Consider the loop while (G) fPg. Let h^ = gfpF where F (X) = [G] 
TP (X) + [:G]  h and TP () is a short-hand for 2  T (P; ). Now if we let
(P^ ; ) = T (P; h^) by deﬁnition of T we obtain
T (while (G) fPg; h) = (while (G) fP^g; h^):
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e ﬁrst claim of the lemma says that
h^  wp(while (G) fP^g; f) = wp(while (G) fPg; h  f) :
Now if we let H(X) = [G]  wp(P^ ;X) + [:G]  f and I(X) = [G] 
wp(P;X) + [:G]  h  f , the claim can be rewrien as h^  lfpH = lfp I and
a straightforward argument using the Kleene ﬁxed point theorem (and the
continuity of wp) shows that it is entailed by the formula 8n : h^ Hn(0) =
In(0). We prove the formula by induction on n. e base case n = 0 is
trivial. For the induction step we reason as follows:
h^ Hn+1(0)
= F (h^) Hn+1(0) (def. h^)
= ([G]  TP (h^) + [:G]  h) Hn+1(0) (def. F )
= ([G]  TP (h^) + [:G]  h)
 ([G]  wp(P^ ;Hn(0)) + [:G]  f) (def.H)
= [G]  TP (h^)  wp(P^ ;Hn(0))
+ [:G]  h  f
= [G]    wp(P^ ;Hn(0)) + [:G]  h  f (def. )
= [G]  wp(P; h^ Hn(0)) + [:G]  h  f (IH1 on P)
= I(h^ Hn(0)) (def. I)
= In+1(0)
We now turn to proving the second claim
h^ = wlp(while (G) fPg; h)
of the lemma. By leing J(X) = [G]  wlp(P;X) + [:G]  h, the claim
reduces to gfpF = gfp J , which we prove showing that h^ = gfpF is a
ﬁxed point of J and gfp J is a ﬁxed point of F . (ese assertions basically
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imply that gfpF  gfp J and gfp J  gfpF , respectively.)
J(h^) = [G]  wlp(P; h^) + [:G]  h (def. J )
= [G]   + [:G]  h (IH2 on P )
= [G]  TP (h^) + [:G]  h (def. )
= F (h^) (def. F )
= h^ (def. h^)
F (gfp J) = [G]  TP (gfp J) + [:G]  h (def. F )
= [G]  wlp(P; gfp J) + [:G]  h (IH2 on P )
= J(gfpJ) (def. J )
= gfpJ (def. gfp J )
Note that we apply the transformation rules from Figure 4.4 where f initially is
the constant expectation 1. Hence none of the commands change it, except for
the observe command. It will introduce the predicate G and all further hoisting
steps are then carried out with respect toG (and any other observations found on
the way up). We revisit our simple ﬁshbowl example for a last time to illustrate
a straightforward application of hoisting. For readability in all hoisting examples
the transformation steps are given as program text. Instead of writing tuples such
as (P ;Q0; f 0) as the result of a transformation step T (P ;Q; f), we literally hoist
the observation through the program text and write Q; f 0;P 0.
Example 7 (Hoisting observe).
Original program
ff1 := goldﬁshg [0:5] ff1 := piranhag;
f2 := piranha;
fsample := f1g [0:5] fsample := f2g;
observe ([sample = piranha])
First step of the hoisting transformation
ff1 := goldﬁshg [0:5] ff1 := piranhag;
f2 := piranha;
observe ([f1 = piranha]  0:5 + [f2 = piranha]  0:5);
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fsample := f1g

[f1 = piranha]  0:5
[f1 = piranha]  0:5 + [f2 = piranha]  0:5

fsample := f2g
Second step of the hoisting transformation
ff1 := goldﬁshg [0:5] ff1 := piranhag;
observe ([f1 = piranha]  0:5 + 0:5);
f2 := piranha;
fsample := f1g

[f1 = piranha]  0:5
[f1 = piranha]  0:5 + [f2 = piranha]  0:5

fsample := f2g
Last step of the hoisting transformation
observe (3/4);
ff1 := goldﬁshg [1/3] ff1 := piranhag;
f2 := piranha;
fsample := f1g

[f1 = piranha]  0:5
[f1 = piranha]  0:5 + [f2 = piranha]  0:5

fsample := f2g

Conceptually we have to pay the price of ﬁnding loop ﬁxed points in order
to hoist observations over loops. We gain a separation between the observations
that we condition on and the rest of the program which can be analysed using
the wp transformer. Such a hoisting can be applied e.g. in simulation approaches
where one would like to terminate infeasible executions a soon as possible. Hoist-
ing observations all the way through the program thus allows to generate only
feasible runs and leads to a beer performance of the simulation technique. is
has been exploited by Nori et al. [57], but there instead of coin ﬂips they intro-
duce probability by sampling from distributions. erefore their transformation
rule is weaker as it does not compute the weakest pre-expectation with respect
to the probabilistic assignment. Instead their rule overapproximates probabilistic
assignment by non-deterministic assignment and the observation is existentially
quantiﬁed. In cases where the distribution is Bernoulli (or a distribution that can
be build using Bernoulli trials as shown in the introduction) our technique is more
accurate.
e presented transformation could in principle be automated. All transform-
ation rules except the rule for the loop are purely syntactical. In order to apply the
transformation to a loop we ﬁrst need to ﬁnd a pre-expectation with respect to the
original loop. In principle, we could cast the problem of ﬁnding a ﬁxed point as
an invariant generation problem (studied in Chapter 5) and apply the machinery
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there. e diﬀerence is just that instead of applyingwp, we need to apply T to the
loop bodyP and the given post-expectation f . Finally, given that pre-expectation,
the loop body is transformed again in a syntactical manner. However at this point
the transformation has not been yet implemented and evaluated but certainly is
interesting future work for our tool development.
Aer independently discovering the rules in Figure 4.4 we found out that the
same “trick” has recently been applied in [4] where a transformation of Markov
chains is introduced to facilitate a fast computation of conditional probabilities of
!-regular objectives. e correspondence between our hoisting transformation
of probabilistic programs and their transformation of Markov chains may once
again be seen as a consequence of the transfer theorem and moreover serves as a
good sanity check.
4.3.4 iid loops and hoisting: a case study
In what follows we apply the presented transformation techniques to determine
conditional probabilities in a randomised network protocol.
Example 8 (Zerocon).When a device is connected to a network it needs to be
assigned a unique IP address to enable communication with other devices on the
network. e chosen address must be unique as the device would otherwise cause
a collision in the network, which is highly undesirable. Zeroconf [16] is a protocol
which allows the device to conﬁgure its own IP address automatically without the
need of a centralised server that manages the IPs of all devices connected to the
network. Such an IP conﬁguration mechanism may be used in ad hoc networks,
for example. We are interested in the high level, probabilistic behaviour of Zero-
conf and follow [8] in its presentation.
Once connected, the device randomly generates its IP address. To verify that it
is unique it broadcasts a probe to the network and waits a certain amount of time
for a reply in case another device is already using the chosen address. It is possible
that such an answer to the probe is lost or does not arrive before the timer expires.
erefore the device sends several probes and seles for the chosen IP address
only if none of the probes receives an answer. We assume some probability q
to pick an address which is already in use. Furthermore we assume that a ﬁxed
numberN of probes is sent and each probe’s answermay (independently of all the
others) get lost with probability p. e protocol is modelled as a GCL program
in Figure 4.5. As said before it is crucial to avoid collisions. erefore the goal
is to ﬁnd the probability that the protocol seles on an already used IP address,
i.e. terminates with collision = true. First we simplify the program and remove
the for-loop while updating the message loss probability to pN . is can be done
because in case there is no collision, the for-loop has no eﬀect (and neither has
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1 configured := false;
2 while (!configured) {
3 // choose random IP
4 (collision := true [q] collision := false);
5 // assume an unused IP was chosen
6 configured := true;
7 // query the network N times
8 for (1..N) {
9 {
10 // no answer due to message loss
11 skip;
12 }
13 [p]
14 {
15 // if a used IP was chosen,
16 // the probe is answered accordingly
17 // and the protocol is restarted
18 if (collision) {
19 configured := false;
20 }
21 }
22 }
23 }
Figure 4.5: A GCL programmodelling the probabilistic behaviour of the Zeroconf
protocol. We use for (1::N) f: : :g to abbreviate i := 0;while (i < N) f: : : ; i :=
i+ 1g.
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the updated probabilistic choice) and in case a collision does happen, conﬁgured
will be reset to false unless the le hand side of the choice is chosen on all N
iterations which may happen with probability pN . For future reference we call
this program Z1.
1 configured := false;
2 while (!configured) {
3 (collision := true [q] collision := false);
4 configured := true;
5 {
6 skip;
7 }
8 [p^N]
9 {
10 if (collision) {
11 configured := false;
12 }
13 }
14 }
Additionally, we see that there is no data ﬂow between the iterations of the while-
loop. e variables collision and conﬁgured are set on each iteration regardless of
their previous values. Hence we have an iid loop to which eorem 6 may be
applied to replace the loop by an observe statement. us we obtain a program
Z2.
1 configured := false;
2 (collision := true [q] collision := false);
3 configured := true;
4 {
5 skip;
6 }
7 [p^N]
8 {
9 if (collision) {
10 configured := false;
11 }
12 }
13 observe (configured = true);
We may hoist this observation all the way up through the program text by ap-
plying our program transformation from Figure 4.4 yielding the ﬁnal program
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Z3.
1 observe (qp^N / 1-q(1-p^N));
2 configured := false;
3 (collision := true [qp^N / 1-q(1-p^N)] collision := false);
4 configured := true;
5 {
6 skip;
7 }
8 [[configured=true]p^N / ([configured=true]p^N + [collision=
false](1-p^N))]
9 {
10 if (collision) {
11 configured := false;
12 }
13 }
By eorem 6, we have
wp(Z1; [collision = true]) = cwp(Z2; [collision = true])
and by eorem 7,
cwp(Z2; [collision = true]) = wp(Z3; [collision = true]) :
e laer is now trivially given by the probabilistic choice in line 3. Our analysis
shows that Zeroconf may cause a collision on the network with probability
qpN
1  q(1  pN ) :

Figure 4.6 visualises how the collision probability depends on the number of
probes sent. In order to reduce the dimension of the distributions we ﬁx certain
values for the probability parameters p and q. We assume the device picks an
IP address within the 169.254/16 preﬁx uniformly at random, which amounts to
65536 possible addresses. Assuming further that 100 out of these are already in
use gives q = 0:001526, or if 1000 are already in use q = 0:015259. We assume
that a message is lost either with probability p = 0:1 or p = 0:2. is gives rise to
four scenarios and consequently the four distributions in Figure 4.6. We see that
already aer three probes the collision probability is far below 10 3. In fact for
q = 0:001526; p = 0:1; N = 3 the probability amounts to 1:53  10 6.
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Figure 4.6: Collision probabilities as functions of the number of probes sent.
4.3.5 Conditional expectations in loopy programs: the Crowds pro-
tocol
We conclude this chapter by studying a variant of a network anonymity protocol.
e example serves two purposes, one is that we demonstrate how conditional
expectations are calculated for programs where our previously introduced sim-
pliﬁcation steps are not applicable. e other is that this example motivates the
topic of the next chapter, which deals with the question how to compute ﬁxed
points of while-loops.
Example 9 (Crowds). To demonstrate the applicability of the cwp-semantics to a
practical example, we consider the Crowds protocol [60]. A set of nodes forms
a fully connected network called the crowd. Crowd members would like to ex-
change messages with a server without revealing their identity to the server. To
achieve this, a node initiates communication by sending its message to a randomly
chosen crowd member, possibly itself. Upon receiving a message, a node probab-
ilistically decides to either forward the message once again to a randomly chosen
node in the network or to relay it to the server directly. A commonly studied at-
tack scenario is that some malicious nodes called collaborators join the crowd and
participate in the protocol with the aim to reveal the identity of the sender. e
GCL-program C in Figure 4.7 models this protocol where p is the forward
probability and c is the fraction of collaborating nodes in the crowd. e initial-
isation corresponds to the communication initiation. Our goal is to determine the
probability of a message not being intercepted by a collaborator. We condition
this by the observation that a message is forwarded at most k times.
Note that the operational semantics of C induce an inﬁnite parametric
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1 // Let c be the fraction of corrupted nodes on the
2 // network and let p be the forward probability
3 intercepted := false;
4 delivered := false;
5 // Initiate communication path to server by sending
6 // the message to someone in the network
7 (intercepted := true [c] skip);
8 counter := 1;
9 while (delivered = false) {
10 {
11 (intercepted := true [c] skip);
12 counter := counter + 1;
13 }
14 [p]
15 {
16 delivered := true;
17 }
18 }
19 observe (counter <= k)
Figure 4.7: GCL program of the Crowds protocol where the length of the com-
munication path through the network is bounded by some ﬁxed number k.
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RMDP since the value of k is ﬁxed but arbitrary. Further note that due to the
counter the loop is not iid and cannot be easily removed as in the previous ex-
amples. e hoisting transformation—though still applicable—requires to ﬁnd a
ﬁxed point of the loop with respect to the observation, which is as hard as determ-
ining the cwp directly. e probability that a message is not intercepted given that
it was rerouted no more than k times is given by
cwp(C; [:intercepted]) = wp(C; [:intercepted])wlp(C; 1) (4.15)
e computation of this quantity requires to ﬁnd ﬁxed points.
Detailed calculations Let init be a short-hand notation for the program text in
lines 3–8 and loop denote lines 9–18 in the programC in Figure 4.7. Further
let body denote the program in the loop’s body in lines 10–17. For readability we
abbreviate the variable names delivered as del, counter as cnt and intercepted as int.
In the following we consider del and int as boolean variables assuming true = 1
and false = 0. In order to determine (4.15) we ﬁrst start with the numerator. is
quantity is given by
wp(init; loop; observe(cnt  k); [:int]) (4.16)
= wp(init;wp(loop; [cnt  k ^ :int])) (4.17)
= wp(init; lfp
F
([:del]  wp(body; F )
+[del ^ cnt  k ^ :int])) (4.18)
= wp(init; sup
n
([:del]  wp(body; 0) + [del ^ cnt  k ^ :int])n) (4.19)
where the supremum is taken over the range of the function
(f) = [:del]  wp(body; f) + [del ^ cnt  k ^ :int]
and n denotes the n-fold application of . Equation (4.17) is given directly by
the semantics of sequential composition of GCL commands. In the next line we
apply the deﬁnition of loop semantics in terms of the least ﬁxed point. Finally,
(4.19) is given by the Kleene ﬁxed point theorem as a solution to the ﬁxed point
equation in (4.18). We can explicitly ﬁnd the supremum by considering the ex-
pression for several n and deducing a paern.
(0) = [:del]  wp(body; 0) + [del ^ cnt  k ^ :int]
= [del ^ cnt  k ^ :int]
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2(0) = ([del ^ cnt  k ^ :int])
= [:del]  wp(body; [del ^ cnt  k ^ :int])
+ [del ^ cnt  k ^ :int]
= [:del]  (p(1  c)  [del ^ cnt+ 1  k ^ :int]
+(1  p)  [cnt  k ^ :int])
+ [del ^ cnt  k ^ :int]
= [:del ^ cnt  k ^ :int]  (1  p)
+ [del ^ cnt  k ^ :int]
3(0) = ([:del ^ cnt  k ^ :int]  (1  p)
+ [del ^ cnt  k ^ :int])
= : : :
= [:del ^ cnt  k ^ :int]  (1  p)
+ [:del ^ cnt+ 1  k ^ :int]  (1  p)p(1  c)
+ [del ^ cnt  k ^ :int]
As we continue to compute n(0) in the i-th step we add a summand of the form
[:del ^ cnt+ i  k ^ :int]  (1  p)(p(1  c))i
However we see that the predicate evaluates to false for all i > k   cnt. Hence
the non-zero part of the ﬁxed point is given by
[del ^ cnt  k ^ :int]
+
k cntX
i=0
[:del ^ cnt+ i  k ^ :int]  (1  p)(p(1  c))i
= [del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int] 
k cntX
i=0
(1  p)(p(1  c))i
= [del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int]  (1  p)1  (p(1  c))
k cnt+1
1  p(1  c) :
where for the last equationwe use a property of the ﬁnite geometric series, namely
that for r 6= 1
n 1X
k=0
ark = a
1  rn
1  r :
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e result coincides with the intuition that in a state where del = false, the prob-
ability to fail to reach the goal :int ^ cnt  k is distributed geometrically with
probability p(1   c). It is easy to verify that our educated guess is correct by
checking that we indeed found a ﬁxed point of :
([del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int]  (1  p)1  (p(1  c))
k cnt+1
1  p(1  c) )
= [del ^ cnt  k ^ :int]
+ [:del] 

(1  p)  [cnt  k ^ :int]
+ p(1  c)

[del ^ cnt+ 1  k ^ :int]
+ [:del ^ cnt+ 1  k ^ :int] (1  p)1  p(1  c)
k cnt
1  p(1  c)

= [del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int]  (1  p)
+ [:del ^ cnt+ 1  k ^ :int]  (1  p)(p(1  c))1  p(1  c)
k cnt
1  p(1  c)
= [del ^ cnt  k ^ :int]
+ [:del ^ cnt = k ^ :int]  (1  p)
+ [:del ^ cnt+ 1  k ^ :int]  (1  p)
+ [:del ^ cnt+ 1  k ^ :int]  (1  p)(p(1  c))1  p(1  c)
k cnt
1  p(1  c)
= [del ^ cnt  k ^ :int]
+ [:del ^ cnt = k ^ :int]  (1  p)
+ [:del ^ cnt+ 1  k ^ :int]
 (1  p)1  p(1  c) + (p(1  c))
 
1  p(1  c)k cnt
1  p(1  c)
= [del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int]  (1  p)1  p(1  c)
k cnt+1
1  p(1  c)
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Since the loop terminates almost surely it has only one ﬁxed point [52] which is
trivially also the least. We can now continue our calculation from (4.19).
wp(init; sup
n
([:del]  wp(body; 0) + [del ^ cnt  k ^ :int])n)
= wp(init; [del ^ cnt  k ^ :int]
+ [:del ^ cnt  k ^ :int] (4.20)
 (1  p)1  (p(1  c))
k cnt+1
1  p(1  c) )
= (1  c)(1  p)1  (p(1  c))
k
1  p(1  c) : (4.21)
is concludes the calculation of the numerator of (4.15). Analogously we ﬁnd
the denominator
wlp(init; loop; observe(cnt  k); 1)
= wlp(init;wlp[loop]([cnt  k]))
= wlp(init; gfp
F
([:del]  wlp(body; F )
+[del ^ cnt  k]))
= wlp(init; sup
n
([:del]  wlp(body; 1)
+[del ^ cnt  k])n)
= wlp(init; [del ^ cnt  k]
+ [:del ^ cnt  k]  (1  pk cnt+1))
= 1  pk : (4.22)
e only diﬀerence is that here the supremum is taken with respect to the re-
versed order  in which 1 is the boom and 0 is the top element. However as
mentioned earlier loop terminates with probability one and the notions of wp and
wlp coincide. We divide (4.21) by (4.22) to ﬁnally arrive at a closed form solution
parameterised in p, c, and k:
cwp(C; [:intercepted])
= (1  c)(1  p)1  (p(1  c))
k
1  p(1  c) 
1
1  pk :
One can visualise it as a function in k by ﬁxing the parameters c and p. For ex-
ample, Figure 4.8 shows the conditional probability ploed for various parameter
seings. e automation of this analysis requires to ﬁnd the ﬁxed points in (4.15)
automatically. is issue is addressed in the next chapter. 
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Figure 4.8: e conditional probability that a message is intercepted as a function
of k for ﬁxed c and p.
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Part II
Veriﬁcation
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Chapter 5
Automated analysis
In the previous chapters we have studied the meaning of probabilistic programs.
Now we focus on how we can actually calculate the weakest pre-expectation
given a program and a post-expectation. In this chapter we consider GCL pro-
grams as deﬁned in Chapter 3 without observations. Recall that all language con-
structs other than the while-loop allow a purely syntactical calculation of the
pre-expectation, which may easily be automated. However for loops, ﬁxed points
need to be found. In the following a technique for ﬁxed point calculation is dis-
cussed. en we summarise how invariants are used as an alternative means to
reason about pre-expectations of loops. Subsequently, we show one approach for
the analysis of probabilistic programs using invariants and discuss to what extent
our soware tool P helps the user in this process.
5.1 Proving properties of probabilistic programs
5.1.1 Computing ﬁxed points
In Chapter 2, page 28 we gave a detailed example how a ﬁxed point can be found
by hand. Now we are interested in automated techniques which may be imple-
mented on a computer. Barsoi and Wolovick [5] have suggested a method that
iteratively approximates the ﬁxed point. In their paper they study, among other
examples, the geometric distribution program as well. e only diﬀerence is that
they consider the variant where one is interested in the number of Bernoulli tri-
als to get one success. Mathematically speaking, if in our example we consider a
random variable X , they consider X + 1. is diﬀerence is however irrelevant
for the techniques discussed here and is only mentioned to avoid confusing the
interested reader who studies our and their work at the same time. eir method
relies on numerical calculations and therefore instead of a parameter p their prob-
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abilistic choice must use some numerical value, e.g. 0.5. Furthermore they require
a user to provide a template, that is a set of predicates that partition the state space
into disjoint areas. Assuming we found a good partition, then their method will
iteratively approximate the expectation of the random variable for each of these
partitions. In the given example, the template of course is rather straightforward
since the execution of the program merely depends on the value of ﬂip. Hence
they start with an expression
[ﬂip = 0]  (a2  ﬂip+ a1  x+ a0) + [ﬂip 6= 0]  (b2  ﬂip+ b1  x+ b0) (5.1)
and aer some iterations converge to
a2 = b2 = b0 = 0 and a1 = b1 = 1 and a0 = 2 :
e template (5.1) is instantiated with the values above and yields the ﬁxed point
of the loop. While the implementation seems promising, it is hard to tell from the
two examples discussed in [5] to what class of programs this ﬁxed point approx-
imation is applicable and where the practical limits of this approach are. Concep-
tually, they exclude reasoning with parameterised programs, i.e. programs where
probabilities are not speciﬁed by a particular number but some parameter p.
Another approach to compute quantities in probabilistic programs with loops
has been introduced by Claret et al. [18]. ere again, they assume that all prob-
abilities are given as numerical values and that all variables can be discretised to
take values from a ﬁnite set. ey then use abstract decision diagrams (ADDs)
to represent joint probability distributions over the programs state space. Using
a forward semantics (as discussed in section 2.4.1) they update an initial distri-
bution until the program terminates and the output distribution can be used to
determine any quantity of interest. In order to deal with loops they assume that
one can ﬁnd a threshold such that the distance (e.g. Kullback-Leibler divergence)
between a distribution before and aer one iteration of the loop becomes smaller
than the chosen threshold. e loop is determined to stop then and the computa-
tion is carried on, possibly with a small numerical error. Based on the examples
discussed in [18], their algorithm produces interesting results. However it is not
clear to what degree it may suﬀer from numerical imprecision due to abstraction
to a ﬁnite state space and the under-approximation of the loop behaviour. Further
the result of their analysis is an ADD representation of the distribution over the
program’s outcomes. is allows to measure any events or moments, but the res-
ult is merely a number. It does not explain how the measured outcome depends
on the variables of the program. On the contrary, ﬁxed points—and invariants,
which we are about to study in the next section—not only facilitate the calculation
of an expectation but also provide a deep insight into the program’s behaviour.
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For example, the ﬁxed point that we found in (2.5), page 31 gives the expectation
of x depending on the initial value of ﬂip and probability parameter p. In the
introduction we have compared this to scientiﬁc laws which describe relations
between physical quantities by means of mathematical formulas.
5.1.2 Invariants
Before we elaborate more on invariants for probabilistic programs, let us consider
invariants for standard, non-probabilistic programs and how they are used.
Deﬁnition 28 (Standard loop invariant). A predicate I is called a loop invariant
for a loop while (G) fPg if
I ^G) wlp(P; I) : (5.2)

In this deﬁnition a single iteration of the loop body P is considered. e
implication ensures that an execution of the loop body preserves the validity of I .
Note thatG appears in the premise becausewe restrict our aention to states from
which the loopwill perform (at least) one iteration. States characterised by I^:G
are irrelevant because the loop will be skipped and one can trivially conclude that
at the end of the loop’s execution I is still true. Since (5.2) has to be satisﬁed on
every iteration of the loop it follows that any execution beginning in a state that
satisﬁes the invariant will terminate in a state that again satisﬁes the invariant (or
the execution of the loop does not terminate). Oen this is emphasised by saying
that I is an inductive invariant. Colloquially, we may say that “the set of states
characterised by I is not le by the execution of the loop”.
e key motivation for invariant annotations is that they establish the follow-
ing relationship:
I ) wlp(while (G) fPg; I ^ :G) :
is relationship is called partial correctness. It means that every execution of the
loop from a state satisfying the invariant can only terminate in a state that also
satisﬁes the invariant and violates the guardG. e correctness is partial because
it is possible that there are some executions which never terminate. In a separate
proof, e.g. using a loop variant, one can establish that the loop terminates when
started in some state in I . is gives us total correctness:
I ) wp(while (G) fPg; I ^ :G) :
In practice one usually wants to prove that given some precondition  at the
beginning of the loop, the postcondition ' will hold aer the loop’s execution.
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e straightforward way is to show this by directly applying wp semantics, i.e.
proving
 ) wp(while (G) fPg; ') :
But it turns out to be hard because this requires to ﬁnd the least ﬁxed point of the
loop with respect to '. Instead it may be easier to
1. ﬁnd a predicate I such that
 ) I and I ^ :G) ' ;
2. show I is invariant for the loop while (G) fPg, cf. Deﬁnition 28 and
3. prove that the loop terminates from any state in I ^G.
Via this detour the same relation between  and ' is established as
 ) I ) wp(while (G) fPg; I ^ :G) and I ^ :G) ' :
Let us return to probabilistic programs. McIver and Morgan [52, Ch. 2] have
generalised the terms of partial and total correctness to probabilistic programs.
If, for a probabilistic program P and expectations g and f , we can establish
g = wp(while (G) fPg; f) ; (5.3)
then we have shown the total correctness of while (G) fPg with respect to post-
expectation f . For an initial valuation  of program variables, g() is the expect-
ation of f computed over all terminating runs of while (G) fPg. In this sense,
wp takes care of both, probabilistic termination and expectation calculation. As
was the case for standard programs, we would like to separate concerns and prove
partial correctness by means of a probabilistic invariant independently of proving
(almost sure) termination. erefore loop invariants are introduced for probabil-
istic programs.
Deﬁnition 29 (Probabilistic loop invariant). An expectation I is called a probab-
ilistic loop invariant for while (G) fPg if
[G]  I  wlp(P; I)

Essentially, this deﬁnition is analogous to the standard deﬁnition of invari-
ants for non-probabilistic loops (cf. Deﬁnition 28) except that our invariant is an
expectation and not a predicate and thus implication between predicates is lied
to an inequality between expectations. From now on we refer to probabilistic
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loop invariants simply as invariants for readability. Previously, we have used the
probabilistic version of the wlp transformer to measure the probability to avoid a
bad event. Hence it was naturally bound to be in the range [0; 1]. As discussed
in Remark 7, page 57, in principle the range can be extended to [0; ] for some
 2 R0 provided that  is an upper bound on the pre- and post-expectations.
Fortunately, in practice the programs which we study allow to circumvent this
issue. All programs examined in the rest of the chapter will terminate almost
surely. As have been pointed out before, it is known that for almost surely ter-
minating programs wp and wlp are identical. So for the rest of this chapter we
may write wlp to follow the notation of the above deﬁnition or to stress certain
statements but in fact when it comes to the practical analysis of programs, wp and
wlp become interchangeable. In this way we save ourselves from discussing the
meaning and range of wlp for each and every program.
e idea of an invariant is that it approximates the (liberal) pre-expectation
of a loop from below since it cannot decrease aer one iteration of the loop body
P . In that sense, invariants may be seen as instances of martingales [68]. A sub-
martingale is a stochastic process Xn with the property that the expected value
of Xn, given the knowledge of the value of the previous step Xn 1, is no less
than Xn 1. In Deﬁnition 29 above we can identify the current value of I with
Xn 1 and wlp(P; I) with the expectation of Xn. Since non-determinism in P is
resolved (demonically) in wlp(P; I), we get a stochastic process and may apply
results from martingale theory when reasoning about invariants of probabilistic
programs. e link between program analysis of probabilistic programs and mar-
tingale theory has ﬁrst been established by Chakarov and Sankaranarayanan [13].
In summary, given a probabilistic loopwhile (G) fPg, a pre-expectation g and
a post-expectation f , the goal is to establish
g  wp(while (G) fPg; f) :
Instead of computing the ﬁxed-point of the loop we divide the problem into sub-
tasks:
1. ﬁnd an expectation I such that
g  I and I ^ :G  f ;
2. show I is invariant for the loop while (G) fPg, cf. Deﬁnition 29,
3. show I is sound, that is I  wp(while (G) fPg; [:G]  I) .
Points 2. and 3. may seem odd as they resemble the original problem of proving
an inequality between an expectation and the greatest pre-expectation of a loop.
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However they are easier than the original problem, because in 2. the greatest
pre-expectation can be explicitly computed because P is a loop-free program (as
assumed above). In order to guarantee soundness (point 3.) the loop must ter-
minate with probability 1 and the invariant I has to additionally meet one of the
following suﬃcient conditions [52, pp. 71–72]:
• show that from every initial state of the loop only a ﬁnite state space is
reachable
• or show that I is bounded from above by some ﬁxed constant
• or show that wp(P; I  [G]) tends to zero as the number of iterations tends
to inﬁnity.
It is an open problem to give the necessary and suﬃcient conditions for soundness.
Following the steps above we have established the desired relationship between
g and f because
g  I  wp(while (G) fPg; [:G]  I) 1 wp(while (G) fPg; f) : (5.4)
From the line above we see another crucial diﬀerence between standard and prob-
abilistic invariants, namely that the laer may underestimate the outcome. For
example, an invariant for a standard program may be too speciﬁc and miss some
of the initial states from which execution indeed would reach the postcondition.
However a probabilistic invariant, not only could miss such states as well (i.e. as-
sign the expectation 0 to them), but even in states where it is non-zero it may be
far below the actual expectation that could be achieved from that state. In prac-
tice we oen want to ﬁnd the pre-expectation of a loop precisely, not just some
under-approximation. For this we need to establish
g = I and [:G]  I = f
and we require an exact invariant [52, pp. 67–68] which satisﬁes
I = wp(P; I) : (5.5)
Indeed in all our examples throughout this chapter the invariants are chosen such
that they establish the pre-expectation exactly.
Example 10 (Application of invariants). Consider the program prog in Figure 5.1.
On each iteration of the loop it sets x to 1with probability 0.15, to 0 with probab-
ility 0.5 and to 1 with probability 0.35. We would like to prove that the probability
to terminate in a state where x = 1 is 0.7 or equivalently
wp(prog; [x = 1]) = 0:7 :
1wp is monotonic in its second argument [52].
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1 x := 0;
2 while (x = 0) {
3 {x := 0} [0.5] {{x := -1} [0.3] {x := 1}}
4 }
Figure 5.1: A simple loop
Instead of computing the least ﬁxed point of the loop with respect to post-expect-
ation [x = 1], we can show that I = [x = 0]  0:7 + [x = 1] is an exact invariant.
If the loop terminates, we can establish:
[:G]  I = [x 6= 0]  [x = 0]  0:7 + [x = 1] = [x = 1] :
At the beginning of the program the initialisation of x transforms the invariant
to:
wp(x := 0; I) = [0 = 0]  0:7 + [0 = 1] = 0:7 :
In this way we have shown the claim
wp(prog; [x = 1]) = 0:7
as desired. It is sound because the program obviously terminates with probability
1 and I is bounded. 
ere is an intricate diﬀerence between non-probabilistic and probabilistic
programs that may lead to unsound reasoning with invariants. For standard pro-
grams it is suﬃcient to show the termination of the loop in order to apply invari-
ants. Probabilistic programs additionally require checking the extra soundness
criteria mentioned above and here we would like to elaborate on the reason by
means of an example. Once we have shown that the loop in a non-probabilistic
program terminates we have at the same time established that the set of reach-
able states is ﬁnite. is is because in a non-probabilistic program there may be
several diﬀerent executions from a given state due to non-determinism but the
proof of termination shows that there are only ﬁnitely many emanating execu-
tions and each of them has ﬁnite length. For probabilistic programs the situation
is diﬀerent. Consider the example in Figure 5.2. is loop will terminate with
probability one because the probability of an inﬁnite walk is zero. However there
exist inﬁnitely many diﬀerent walks of ﬁnite length from the initial state. Each
of these walks has a positive probability. To convince ourselves that this indeed
makes a diﬀerence we choose the invariant I = n. It does satisfy Deﬁnition 29.
Hence,
n  wlp(while (n 6= 0) ffn := n  1g [0:5] fn := n+ 1gg; n  [n = 0]) :
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1 n := 1;
2 while (n != 0) {
3 (n := n - 1 [0.5] n := n + 1);
4 }
Figure 5.2: Symmetric random walk over N with absorbing barrier at zero [52].
And we have already shown that the loop terminates almost surely. We could
therefore falsely conclude that
n  wp(while (n 6= 0) ffn := n  1g [0:5] fn := n+ 1gg; n  [n = 0]) :
is would “prove” that the expected value of n[n = 0] depends on the initial
value of n and in the given example it would be 1. is, of course, is wrong as
n  [n = 0] is zero everywhere. It is a nice exercise to compute the ﬁxed point
of this loop with respect to n. e result is a function that evaluates to zero for
every n which coincides with the intuition that the expected outcome, in fact the
only possible one, is zero. is also nicely shows that establishing termination is
not the same as establishing termination with probability one.
Another approach to deﬁne invariants for probabilistic programs is due to
Chakarov and Sankaranarayanan [14]. ere an expression e over program vari-
ables is called an inductive expectation invariant (IEI) if
wp((while (G) fPg)n; e)  0 8n 2 N (5.6)
where (while (G) fPg)n is then-fold unrolling of the loop and they assume (while
(G) fPg)0 = skip. is deﬁnition tells us that the expectation of e has to be non-
negative with respect to the initial distribution and with each further iteration of
the loop the expectation of e remains non-negative with respect to the updated
distribution. eir IEI expressions can be used to derive bounds on an unknown
expected value. For example if e = 2x  1 is an IEI, then from this we learn that
wp(while (G) fPg; 2x  1)  0
and since wp is linear, we can equivalently write
, 2  wp(while (G) fPg; x)  1  0
, wp(while (G) fPg; x)  0:5 :
In this way a lower bound on the expectation of x can be derived from e. Inter-
estingly, a method [14] that generates such an IEI e may do so without the need
to ﬁnd the expected value of x itself, which might be much harder.
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An obvious question is how do invariants I in the sense of Deﬁnition 29 relate
to IEI e in (5.6)? ey are diﬀerent in nature. An invariant I is deﬁned to be a
quantity that never decreases from one iteration of the loop to another. In contrast
e is an expression such that the predicate in (5.6) is maintained for every iteration
of the loop. However the value of e may ﬂuctuate and is actually irrelevant (as
long as its expectation is no less than 0). So in [14] they generate expressions e
that in our framework satisfy
wp(while (G) fPg; e)(0)  0
where 0 is the initial state from which the loop starts its execution2. However
if we choose to prove this inequality using a probabilistic invariant I , it will not
necessarily resemble the shape of e in any way.
In the next section we brieﬂy survey approaches to computer aided invariant
generation before we consider our soware tool P.
5.2 Feasible level of automation
Classical undecidability results in computer science show that we cannot expect
to devise an algorithm to ﬁnd an invariant for every given loop and every given
postcondition (or post-expectation). Instead there are basically two orthogonal
approaches for computer aided invariant generation. We say “computer aided”
to emphasise that eventually it is a human user who actually ﬁnds the invariant
but is assisted in various ways by a computer soware. One approach, that we
colloquially refer to as abstract interpretation based, starts with a representation of
known facts about the initial state of the loop and updates these facts by iteratively
unrolling the loop. To achieve convergence with a small number of unrollings
a technique called widening is used, which approximates the further behaviour
of the loop. e result of this generation technique is a set of invariants that a
user inspects and amongst which hopefully ﬁnds a useful invariant for his proof
goal. Due to widening, abstract interpretation based methods are doomed to be
incomplete which means they cannot discover all facts (and thus all invariants) of
a loop. erefore it might be the case that the invariant that the user is actually
searching for is “overlooked” by these methods. However in practice we see that
they oen do generate useful information, i.e. interesting loop invariants. For
further details on techniques and their implementations we refer to published
results on standard [61] and probabilistic [14] programs.
2In [14] they work with initial distributions, but we do not have a way to express an initial
distribution. Luckily it does not really maer as for computing expectations they only need to
know the average over the initial distribution which can be encoded in a state 0.
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Opposed to abstract interpretation based methods there exist so called con-
straint based methods. As we have seen from the previous section a loop
while (G) fPg and the post-expectation f yield constraints
[G]  I  wlp(P; I) (5.7)
[:G]  I  f (5.8)
where I is the invariant to be determined. In principle, I may be an arbitrary
function from variable valuation to real values. Without further information
about I there are too many degrees of freedom for the choice of I : How should
I partition the state space and should the values be described by a function that
is linear or polynomial in the program variables? And if it is polynomial, what
degree does it have for each variable? us we need to constrain the problem
further. One way is to guess a candidate invariant precisely. en the above
inequalities may be checked and in case they are satisﬁed the guess was indeed
successful. Of course, one would like to be less stringent and not require a correct
guess of an invariant right away. So instead, the user may provide a so-called tem-
plate for I . is is an expectation in which factors or additive constants may be
parameterised. We have seen an example of a template earlier, cf. (5.1), page 102.
For such templates we can automatically decide whether this template admits a
solution and if so how those template parameters need to be instantiated. Fur-
ther an important feature is that the constraint based approach is goal driven,
i.e. the user has a post-expectation f in mind and needs to ﬁnd an invariant that
satisﬁes (5.8). So he will shape his template accordingly and, when successful,
is able to ﬁnish his proof. Finally this method is complete in a sense that if the
user provides a template that has an invariant instantiation it is guaranteed to
be included in the result of this approach. Of course the major drawback is that
the user has to provide a lot of information before the computer takes over. For
standard programs, implementations exists, e.g. [36, 64, 20].
In the following section we discuss our implementation of a constraint based
method due to [43] and evaluate its applicability on some examples. Its key be-
neﬁt is that it checks (5.7) automatically and thereby saves the user the hardest
calculations that are needed to establish pre- and post-expectations of probabil-
istic loops.
5.3 Prinsys
P implements an invariant generationmethod suggested byKatoen et al. [43].
It is available for download on
http://moves.rwth-aachen.de/research/tools/prinsys/ .
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In the following section a detailed explanation of P’s methodology and
implementation is given. ereaer we proceed to discuss other programs which
were studied in the scope of this work.
5.3.1 Methodology
Here we reconsider our example program from Figure 2.3, page 29, which gen-
erates a geometrically distributed variable, and work out all steps which the tool
performs to ﬁnd the desired invariant. Essentially the program consists of the
loop
while (ﬂip = 0) ffﬂip := 1g [p] fx := x+ 1gg :
Template. To begin with, we need a template. is is a possibly parameterised
expectation that deﬁnes the “shape” of our invariant. For this example we choose
T = [x  0]  x+ [x  0 ^ ﬂip = 0]  
where  is an unknown (real) parameter. e intuition behind this template is
that the average value of x is represented by the unknown . Before the exe-
cution of the loop, x is zero and ﬂip is zero and at this point T evaluates to
. en with every further iteration of the loop the probability that ﬂip remains
zero decreases while at the same time the value of x increases. us the average
value of T remains constant. Eventually the loop terminates and T equals the
post-expectation x.
Goal. Replacing  by a real value yields an instance of the template. Depending
on this value, some instances may or may not satisfy the invariance condition
[G]  T  wlp(P; T) : (5.9)
P gives a characterisation of all invariant instances of a given template.
is characterisation is a formula which is true for all admissible values of the
template parameters,  in our example. It is important to stress that this method
is complete in the sense that for any given template the resulting formula captures
precisely the invariant instances.
Workﬂow. Stage 1: Aer parsing the program text and template, P tra-
verses the generated control ﬂow graph of the program and computes:
wlp(fﬂip := 1g [p] fx := x+ 1g; T)
= [x  0]  px+ (1  p)  ([x+ 1  0]  (x+ 1) + [x+ 1  0 ^ ﬂip = 0]  ) :
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Aer expanding this expression, the invariance condition amounts to:
[G]Tz }| {
[x  0 ^ ﬂip = 0]  (x+ )  [x  0]  px
+ [x+ 1  0]  ((1  p)x  p+ 1)
+ [x+ 1  0 ^ ﬂip = 0]  (1  p)| {z }
wlp(P;T)
:
Our goal is to ﬁnd all  such that the point-wise inequality is satisﬁed, i.e., it
holds for every value of x and ﬂip. is can be done by pairwise comparison of
the summands on the le-hand side and the right-hand side. But summands may
overlap. is makes it necessary to rewrite the expectations in disjoint normal
form (DNF).
eorem 8 (Transformation to DNF [43]). Given an expectation of the form
f = [P1]  w1 + : : :+ [Pn]  wn:
en an equivalent expectation in DNF can be wrien as:
X
I2P(n)n;
0@24^
i2I
Pi ^ :
0@ ^
j2nnI
Pj
1A35  X
i2I
wi
!1A
where n is the index set f1; : : : ; ng and P() denotes the power set. 
e le-hand side of the inequality for the example program above is already
in DNF as there is only one summand. We apply the transformation to the right-
hand side expression. e result is an expectation with 8 summands. For beer
readability we only show the summands that are not trivially zero:
[x+ 1  0 ^ x < 0 ^ ﬂip = 0)]  ((1  p)x+ (1  p)  p+ 1)
+ [x  0 ^ ﬂip = 0)]  (x+ (1  p)  p+ 1)
+ [x+ 1  0 ^ x < 0 ^ ﬂip 6= 0]  ((1  p)x  p+ 1)
+ [x  0 ^ ﬂip 6= 0]  (x  p+ 1) :
At this point the invariance condition is still given as an inequality between real-
valued functions. In a further step we encode this as a decision problem by means
of the following theorem.
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eorem 9. Given two expectations over variables x1; : : : ; xn in disjoint-normal
form
f = [P1]  u1 + : : :+ [PM ]  uM ; g = [Q1]  w1 + : : :+ [QK ]  wK :
e inequality f  g holds if and only if
8x1; : : : ; xn 2 R :
^
m2M
^
k2K
(Pm ^Qk ) (um   wk  0))
^
^
m2M
0@Pm ^
0@^
k2K
:Qk
1A) um  0
1A
^
^
k2K
0@Qk ^
0@ ^
m2M
:Pm
1A) 0  wk
1A
holds, where X is the set of indices f1; 2; : : : ; Xg. 
e idea is that we consider individual summands on the le-hand and right-
hand side of the inequality and compare their values. It may also be the case that
for some evaluations, all predicates on the right-hand side are false and hence
the expectation is zero (i.e., the zero function). en it must be ensured that no
summand is greater than zero on the le-hand side. Conversely, if none of the
predicates on the le-hand side are satisﬁed, the summands on the right-hand
side may be no less than zero.
eorem 9 originally appears in [43] where the last case is omied because
expectations are assumed to be non-negative by deﬁnition. However it is crucial
to encode such informal assumptions in the formula as the tools are not aware of
such expectation properties and instead treat them as usual functions over real
values. is issue remained undiscovered until its implementation in P
caused incorrect results. e lesson learned is that bridging the gap between an
idea and a working implementation requires more than “just” coding.
Continuing our example, the (simpliﬁed) ﬁrst-order formula obtained is:
8x;ﬂip : (p+ p  1  0 _ ﬂip 6= 0 _ x < 0)
^ (p  + px+ p  x  1  0 _ ﬂip 6= 0 _ x+ 1 < 0 _ x  0)
^ (ﬂip = 0 _ px+ p  x  1  0 _ x+ 1 < 0 _ x  0)
^ (ﬂip = 0 _ p  x  1  0 _ x < 0) :
e calculation of this formula by P concludes the ﬁrst stage.
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Figure 5.3: Tool chain workﬂow
Stage 2: e formula is passed to R which simpliﬁes the formula using
quantiﬁer elimination. Sometimes the result returned by R still contains
redundant information and can be further reduced by its built-in simpliﬁers or by
the S tool. In the end the user is presented a formula that characterises all s
that make T invariant:
  p    0 ^   p+ p  1  0 :
is simpliﬁes to
0    1  p
p
:
We pick the greatest admissible  and obtain an invariant:
T 1 p
p
= [x  0]  x+ [x  0 ^ ﬂip = 0]  1  p
p
:
is is a stronger expression then the ﬁxed point in (2.5), page 31 but it suﬃces to
show that the geometric distribution program has an average outcome of 1 pp
which indeed is the mean of a geometric distribution with parameter p. e
soundness of our invariant is ensured because the loop terminates almost surely
and in every iteration there is a non-zero probability to exit the loop.
Figure 5.3 summarises the discussed workﬂow of P.
New insights. ere are major diﬀerences with the approach sketched in [43].
In Pwe skip the additional step of translating the universally quantiﬁed for-
mula into an existential one using the Motzkin’s transposition theorem. is step
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turns out to be not necessary. In fact it complicates maers as the existential for-
mula will have more quantiﬁed variables which is bad for quantiﬁer elimination.
Furthermore, Motzkin’s transposition theorem requires the universally quantiﬁed
formula to be in a particular shape. Our implementation however does not have
these restrictions and allows arbitrary predicates in the program’s guards and in
templates. Also the template and program do not have to be linear (theoretically
at least) because R and S can work with polynomials. Moreover the in-
variant generation method remains complete in this case. is is because starting
with the invariance condition all subsequent steps to obtain the simpliﬁed ﬁrst-
order formula are equivalence transformations.
is section has not only illustrated how the tool-chain works but also clearly
shows the great amount of calculations that are done automatically for the user.
Within seconds the user may try out diﬀerent templates and play with the para-
meters until an invariant is found. e P tool saves the user a lot of tedious,
error-prone work and pushes forward the automation of probabilistic program
analysis.
If a parameter-free template T is used, then Pwill simply reportwhether
the inequality (5.9) is satisﬁed or not. For such invariance checks, we recently
have added an option to use Z3 [22] as the back end. As there are no parameters
to take care of, an SMT solving technique as implemented by Z3 suﬃces to decide
the inequality (5.9). e beneﬁt is that SMT solving may outperform the quanti-
ﬁer elimination procedure of R. Furthermore in case the parameter-free T
is not invariant, Z3 allows to extract a valuation of the variables that shows why
inequality (5.9) does not hold. is may serve as valuable information to the user
to reﬁne his guess of what T should be.
5.3.2 Examples
In the followingwe discuss several examples inwhichwewere able to successfully
identify an invariant with the help of P.
Martingale betting strategy. Another variant of the geometric distribution ap-
pears in the program in Figure 5.4, whichmodels a gambler with inﬁnite resources
who is playing according to the martingale strategy. Note that this program has
two unbounded variables. Using the same template as before, we discover that 1p
is the expected number of rounds played before the gambler stops. e expecta-
tion diﬀers from what we have computed for the geometric distribution program
in the previous example because here the counter is increased also on the last
iteration before the loop terminates.
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1 c := IC; // capital c (is set to some InitialCapital)
2 b := 1; // initially bet one unit
3 rounds := 0; // number of rounds played (survived)
4 while (b > 0) {
5 {// win with probability p
6 c := c+b;
7 b := 0;}
8 [p]
9 {// lose with probability 1-p
10 c := c-b;
11 b := 2*b;}
12 rounds := rounds+1;
13 }
Figure 5.4: e martingale being strategy doubles the stake until the gambler
wins once.
Program equivalence. is example is taken from [45] where amongst others
it has been shown that the two programs in Figure 5.5a and Figure 5.5b are equi-
valent for p = 12 and q = 23 . e proof in [45] relies on language equivalence
checking of probabilistic automata. Here, we show how the techniques suppor-
ted by P can be used to show that both programs are equivalent for any p
and q satisfying q = 12 p . Let us explain the example in more detail. e aim is to
generate a sample x according to the distribution X Y where X is geometric-
ally distributed with parameter 1 p and Y is geometrically distributed with 1 q.
Although it is not common to say that a distribution has a parameter 1 p, it is
natural in the context of these programs where x is manipulated with probabil-
ity p and the loop is terminated with the remaining probability. e diﬀerence
between the programs in Figure 5.5a and Figure 5.5b is that the ﬁrst uses two loops
in sequence whereas the laer needs only one out of two loops. Our goal is to
determine when the two programs are equivalent, in the sense that they compute
the same value for x on average.
e P tool generates invariants for single loops, so we consider each
loop separately. Using the template T = [x  0] x+ [x  0^ﬂip = 0]  from
our running example, P yields the following invariants:
• I11 = x+ [ﬂip = 0]  p1 p ,
• I12 = x+ [ﬂip = 0] 

  q1 q

,
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1 x := 0;
2 flip := 0;
3 while (flip = 0) {
4 (x := x+1 [p] flip := 1);
5 }
6 flip := 0;
7 while (flip = 0) {
8 (x := x-1 [q] flip := 1);
9 }
(a) Two loops in sequence.
1 x := 0;
2 (flip := 0 [0.5] flip := 1);
3 if (flip = 0) {
4 while (flip = 0) {
5 (x := x+1 [p] flip := 1);
6 }
7 } else {
8 flip := 0;
9 while (flip = 0) {
10 x := x-1;
11 (skip [q] flip := 1);
12 }
13 }
(b) Choice between two loops.
Figure 5.5: Diﬀerent implementations that may produce the same average out-
come.
0
1
1p
q
Figure 5.6: Pairs (p; q) for which the programs in Figure 5.5a and Figure 5.5b
produce the same x on average.
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1 x := 0; // stores outcome of first biased coin flip
2 y := 0; // stores outcome of second biased coin flip
4 while (x-y = 0) {
5 (x := 0 [p] x := 1);
6 (y := 0 [p] y := 1);
7 }
Figure 5.7: Algorithm which generates x = 0 and x = 1 with equal probability
by repeatedly ﬂipping a coin with an arbitrary bias p.
• I21 = I11 and
• I22 = x+ [ﬂip = 0] 

  11 q

,
where Iij is the invariant of the j-th loop in program i, i; j 2 f1; 2g. With these
invariants we can easily derive the expected value of x, which is p1 p   q1 q and
p
2(1 p)   12(1 q) for the program in Figure 5.5a and Figure 5.5b, respectively. etwo programs thus are equivalent whenever these two expectations coincide; e.g.,
this is the case for p = 12 and q = 23 as discussed in [45]. Figure 5.6 visualises
our result: for every point (p; q) on the graph the two programs are equivalent.
is result cannot be obtained using the techniques in [45]; to the best of our
knowledge there are no other automated techniques that can establish this.
Generating a fair coin from a biased coin. Using a coin with some arbitrary
bias 0 < p < 1, the algorithm in Figure 5.7 generates a sample according to a fair
coin ﬂip. e loop terminates when the biased coin is ﬂipped twice and shows
diﬀerent outcomes. Obviously the program terminates with probability one as on
each iteration of the loop there is a constant positive chance to terminate. e
value of x is taken as the outcome. e two possible outcomes are characterised
by x = 0 ^ y = 1 and x = 1 ^ y = 0. We encode these two possibilities in the
template:
[x = 0 ^ y   1 = 0]  () + [x  1 = 0 ^ y = 0]  ()
P returns one constraint:
p2   p+ p2   p  0
As before we look for the maximum value, hence we consider equality with zero.
e equation simpliﬁes to  =   because we know that 0 < p < 1. Hence
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[x = 0 ^ y   1 = 0]   [x   1 = 0 ^ y = 0] is invariant3 which, together with
almost sure termination, gives us
wp(prog; [x = 0 ^ y   1 = 0]  [x  1 = 0 ^ y = 0])
= wp(prog; [x = 0 ^ y   1 = 0])  wp(prog; [x  1 = 0 ^ y = 0])
= 0 : (5.10)
where prog is the entire program from Figure 5.7. e previous argument about
almost sure termination and possible outcomes shows that
wp(prog; [x = 0 ^ y   1 = 0] + [x  1 = 0 ^ y = 0])
= wp(prog; [x = 0 ^ y   1 = 0]) + wp(prog; [x  1 = 0 ^ y = 0])
= 1 : (5.11)
e unique solution to (5.10) and (5.11) is
wp(prog; [x = 0 ^ y   1 = 0])
= wp(prog; [x  1 = 0 ^ y = 0])
= 0:5 :
is concludes the proof that x is distributed evenly for any p satisfying 0 < p <
1.
Generating a biased coin from a fair one. In [43], Hurd’s algorithm to generate
a sample according to a biased coin ﬂip using only fair coin ﬂips has been analysed.
is algorithm is given in terms of GCL in Figure 5.8. With P we have
successfully veriﬁed that
I = [x  0 ^ x  1  0 ^ (b  1 = 0 _ x = 0 _ x  1 = 0)]  (x)
is invariant. Using I one may show that the probability to establish x = 1 is p
and conversely x = 0with probability 1 p. us the program generates a biased
coin ﬂip with a given bias p using a repetition of fair coin ﬂips.
Binomial distribution. In this thesis we have seen many examples that in es-
sence are a variant of the geometric distribution. Another important distribution
underlying various interesting processes is the binomial distribution. Figure 5.9
3We pick  = 1 and  =  1 but in fact any non-zero pair of values  =   would result in
the same argument.
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1 x:= p;
2 b:= true;
3 while (b - 1 = 0) {
4 (b := false [0.5] b := true);
5 // if b is true
6 if (b - 1 = 0) {
7 x:= 2*x;
8 if (x - 1 >= 0) {
9 x:= x-1;
10 } else {
11 skip;
12 }
13 }
14 else if (x - 0.5 >= 0) {
15 x:= 1;
16 }
17 else {
18 x:= 0;
19 }
20 }
Figure 5.8: Algorithm which generates a sample x = 1 with probability p and
x = 0 with probability 1  p by repeatedly ﬂipping a fair coin.
1 x := 0;
2 n := 0;
3 while (n - M + 1 <= 0) {
4 (x := x + 1 [p] skip);
5 n := n + 1;
6 }
Figure 5.9: Algorithm which generates a sample x distributed binomially with
parameters p andM .
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gives a GCL program that produces a sample x distributed according to the bi-
nomial distribution, i.e. the probability to terminate with x = k is given by
M
k

pk(1  p)M k :
Using our expectation calculus we may show that the pre-expectation of x is pM ,
which agrees with the expectation of a binomial distribution with parameters p
andM . For this we use the template
T = [x  0 ^ x  n  0 ^ n M  0]  (x+ n+ ) :
Interacting with P we arrive at an invariant instance which is given by
T [/ 1
M
;/
 p
M
; /p] = [x  0^ x  n  0^ n M  0]  ( 1
M
x  p
M
n+ p) :
is invariant allows to show that the expectation of x/M is p. Since wp is linear
(just as the mathematical expectation is) this result may be scaled byM to obtain
the desired claim. For a detailed analysis we refer to our work in [30, p. 45ﬀ.].
5.3.3 Problems
Tenical. Essentially there are two technical problems with the P ap-
proach. A minor issue is that we are currently limited to the study of algorithms
without nested loops. While nested loops maybe rewrien into an equivalent
single loop [59], this transformation seems impractical since parts of the pro-
gram’s structure are lost and it will be harder to ﬁnd an invariant for the new
loop. Instead we believe our approach can be extended straightforwardly to sup-
port nested loops. For example consider the following program where G and H
are boolean guards and P , Q and R are loop-free subprograms.
while (G) f
P ;
while (H) f
R
g
Q;
g
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en we need two invariants: one invariant, say I , for the outer loop and one,
say J , for the inner loop. Given some post-condition f , the conditions (5.7) and
(5.8) generalise to
[G]  I  wlp(P;J ) (5.12)
[H]  J  wlp(R;J ) (5.13)
[:H]  J  wlp(Q; I) (5.14)
[:G]  I  f : (5.15)
Condition (5.13) ensures that J is an invariant of the inner loop. Together with
conditions (5.12) and (5.14) this further ensures that I is an invariant of the outer
loop. Finally (5.15) establishes a lower bound on the given post-expectation f
upon termination of the loops—in the same way as (5.8) did before. ese con-
straints can be encoded in a ﬁrst-order formula and solved. However this gener-
alisation to nested loops has not been implemented as single-loop programs pose
enough problems that need to be overcome before taking on further challenges.
e second technical problem is due to practical limitations of computer re-
sources and insuﬃciencies in the current solvers. More precisely, the expressions
that our tool handles grow very fast depending on the number of predicates in
the template and the number of (conditional, probabilistic or non-deterministic)
choices in the loop body. In the step where we translate (5.9) to a ﬁrst-order for-
mula, the size of the data structures blows up exponentially. During our imple-
mentation we have learnt that it is crucial to simplify expressions at intermediate
steps to maintain a manageable size. But even if P and the tools in the
back end can successfully cope with the large data, the results that are returned
to the user may be inconclusive. In the previous examples we have seen how well
chosen templates lead to a small set of constraints that tell us what our invari-
ant will be. However for other programs we may get results that are too large
to be readable by a human user. A closer look however reveals that many sim-
pliﬁcations, which seem obvious to a human user, are missed by the algorithms
implemented in the solvers. erefore strategies to simplify the output need to
be devised.
Conceptual. Conceptually we may identify two issues. e ﬁrst is of a theor-
etical nature and that is we can only represent polynomial expectations. ey
do not suﬃce to express expectations of interesting random variables which are
given by non-polynomial functions. For instance, our approach cannot be used
to calculate the probability of an event such as x = i for some ﬁxed i, given
the binomial or geometric programs (and in fact all algorithms that are based on
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those) because that would require reasoning with exponential functions and bino-
mial coeﬃcients, i.e. factorials. However an automated technique that can reason
with such functions is not to be expected because currently it is not even known
whether the theory of real numbers with exponential functions is decidable or
not [51].
e greater conceptual issue is that the user has to provide a good template.
is means essentially that if we know what the pre-expectation of the loop
should look like, we can easily motivate the shape of a template and ﬁnd an in-
variant instantiation with the help of P. However if a user has no clue
what the sought pre-expectation of the loop is, it is not clear how to proceed. A
constraint-based approach to invariant generation can only work with the input
given by the user. A template that has no invariant instantiation will produce
the answer false, but no hint will be given as to how to repair the template. e
use of Z3 allowed us to ﬁnd valuations that violate the invariance condition (cf.
Deﬁnition 29). However this does not give a direct hint at how to reshape the
template. A possible remedy could be the use of paerns: If a soware tool could
automatically analyse the control ﬂow structure of a loop and identify it to be an
instance of an already known program – such as the geometric or binomial loop,
which we have studied before – a good invariant candidate could be suggested
to the user. However before the automation of such paern detection algorithms
can be approached we need to analyse a large number of case studies manually
and identify the individual paerns that could be reused later.
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Chapter 6
Conclusion and future work
In this thesis we have studied the semantics and analysis techniques for prob-
abilistic programs. We have given GCL programs an operational semantics by
means of reward Markov decision processes and linked expected rewards of such
RMDPs to the weakest pre-expectation semantics. is correspondence result has
proven itself to be fundamental for the understanding of the behaviour of prob-
abilistic programs. It furthermore opened up a second option to reason about
properties of GCL programs. By means of an example we have shown that the
liberal expected reward may not be achieved by a particular minimising sched-
uler. However for the expected reward, which corresponds to wp, it seems likely
that the inﬁmum can be substituted by a minimum and that in fact a minimising
scheduler may be implemented. However to the best of our knowledge this result
has only been proven for ﬁnite state RMDPs [54, 3]. e proof for inﬁnite state
RMDPs remains an intriguing objective for further research. Looking further at
the relationship of operational and denotation semantics opens up more research
problems. Currently we have not considered recursion in GCL. Moreover, McIver
and Morgan [52] have studied an abstraction and reﬁnement notion for GCL
programs on the level of wp semantics. It would be interesting to recover these
notions within our operational semantics—mostly likely as a variant of a (bi-)
simulation relation on MDPs [65].
Our transfer theorem also guided our way when we enriched GCL by an ob-
servation statement, which blocks all executions of a program that fail to satisfy
a given predicate. Accordingly we extend both, the RMDP and wp semantics to
cater for this language feature. is gave rise to the notion of conditional min-
imal expected rewards over RMDPs and the conditional pre-expectation over pro-
grams. Various examples have been studied to beer understand the intricate
behaviour of these conditional quantities as well as their practical application.
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As a result we were again able to establish a transfer theorem for the extended
language, however restricting it to fully probabilistic programs only. We demon-
strated by means of an example why a conditional expectation transformer can-
not be given for non-deterministic probabilistic programs. e task to charac-
terise the necessary and suﬃcient properties of programs that allow for a cwp
style semantics have been le for future work. Our treatment of semantics for
conditional probabilistic programs was concluded with a discussion of interest-
ing program transformations that allow to remove conditioning. In that context
we deﬁned so called “iid loops” and it would be interesting to automate their de-
tection and subsequently their analysis. On top of that, the observation hoisting
could be implemented inside our tool P as this transformation relies on
probabilistic invariants.
e last chapter discussed our implementation of a constraint-based invariant
generation technique for probabilistic programs. It saves the user a considerable
amount of hard and error prone calculations and we have presented a set of pro-
grams that have been successfully analysed with our tool P. e major
drawback in the application of P turned out to be that it works well to
check an educated guess of the user, but it fails to guide the user’s search for an
invariant in case the guess was not successful. Here we see a lot of potential for
further research. Technically, P needs to be tuned towards beer perform-
ance. As we have mentioned before, the expressions’ size explodes particularly
due to the DNF transformation. A clever way needs to be found that allows to
encode the invariance condition as a ﬁrst-order formula without ﬁrst blowing it
up and then subsequently removing all unsatisﬁable subexpressions. Additionally
we have seen that the constraints which are returned by R contain redund-
ant subformulas. ese may render the output unreadable for the user and hence
simpliﬁcation strategies are needed that would allow to rewrite the returned con-
straint to an equivalent one of considerably smaller size. Very recently progress
on the constraint-based invariant generation for probabilistic programs has been
made [15]. P provides a good framework to evaluate the new technique on
various examples and hence its implementation inside P seems desirable.
Finally, we have discussed the possibility of developing paerns for invariants.
ere the lack of a larger set of case studies has been pointed out as the main
obstacle. In fact, a diversiﬁed set of examples would improve our overall tool de-
velopment. e relatively new research area of probabilistic program veriﬁcation
currently does not have a comprehensive benchmark set and thus more example
programs need to be found. In the introduction we brieﬂymentioned that new ab-
straction techniques are evolving in the probabilistic model checking community
which target inﬁnite or parametric systems. Since our programs induce inﬁnite,
parametric Markov chains or Markov decision processes we hope to beneﬁt from
127
these recent developments. Possibly they could be applied to learn invariants for
interesting subclasses of GCL programs.
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