In this paper, we propose a new low-rank matrix approximation model for completing a matrix with missing values. Our proposed model contains a box constraint that arises from the context of collaborative filtering.
INTRODUCTION

Background
Low-rank matrix approximation is commonly used for feature extraction. This technique embeds highdimensional data into a lower dimensional space, because relevant data in a high-dimensional space often lie in a lower dimensional space. Feature extraction enables us to identify potential features that may help to increase prediction accuracy when data are incomplete or contain some noise. We provide two examples of techniques for approximating a data matrix with missing values.
PCA with Missing Value
Principal component analysis (PCA) is a classical technique used for extracting features. This technique embeds high-dimensional data into lower dimensional space. The components embedded into lower dimensional space are called principal components. To handle incompleteness of input data we often use nonlinear models; however, these models cause problems such as overfitting and bad locally optimal solutions. Tipping and Bishop (1999) introduced a probabilistic formulation of PCA. The probabilistic PCA is known to provide a good foundation for handling missing values (Ilin and Raiko, 2010) . Probabilistic PCA is often solved by an expectationmaximization (EM) algorithm.
Collaborative Filtering
Low-rank matrix approximation is utilized in recommendation systems such as those found on iTunes, Amazon, and Netflix. In these services, music, book, and movie recommendations are provided to users. Users rate items they have listened to, bought, or watched. Based on the ratings, items are recommended based on the user's preferences or the items' novelty to the user.
Let us consider the following situation: There are m users and n items. Every user rates some of items on a scale of one to five. One is the lowest score and it means that a user does not prefer the item. We represent this with an m × n matrix. Each row of the matrix represents each user and each column represents each item. We show an example of 3 × 5 matrix below:
Matrix V V V represent that, for instance, user A rates item b five and does not rate item c, using the symbol "?". In what follows, we use the symbol "?" for representing missing values. In the example shown in Equation (1), users A and B seems to have similar trends. This means that an item that user A rates high may also be preferred by user B. For example, item b, which user A rates five, may also be rated high by user B. If we complete the missing value of the matrix, we can predict how users prefer items that they have not evaluate yet. This technique of predicting is can be used for recommendation systems. A technique used in recommendation systems is collaborative filtering (CF). CF algorithms have three main categories: memory-based, model-based, and hybrid (Su and Khoshgoftaar, 2009) . Memory-based CF algorithms calculate similarities between users or items to predict users' preferences. Model-based CF algorithms learn a model in order to make predictions. Hybrid CF algorithms combine several CF techniques.
In memory-based CF algorithms, similarities between users or items are used to make predictions. As in measures of similarity, the vector cosine correlation and the Pearson correlation are often used. However, when many values are missing, it is difficult to compute similarities between users. In fact, the number of items might be greater than the number of users and each user may evaluate only a small number of items. For this reason, many items are evaluated by only a few users, while other users do not submit any evaluations.
To overcome the weakness in memory-based CF algorithms, model-based CF algorithms have been investigated. Model-based CF approaches use data mining or machine learning algorithms. One of the techniques of model-based CF is dimensionality reduction, such as PCA or singular value decomposition (SVD). As we mentioned above, high-dimensional data is thought to be expressed by lower dimensional data because related data lie in a lower dimensional space.
Related Work
Low-rank matrix completion and approximation have been studied. In this section, we briefly introduce some papers about these techniques.
Let us consider completing a matrix V V V ∈ (R ∪ {?}) m×n with missing values, where the symbol ? indicates that the corresponding value is missing. That is, V i j = ? indicates V i j is missing. Candés and Recht (2009) proposed rank minimization to complete matrix V V V . They considered the following problem:
where Ω is the set of indices of observed entries, i.e., Ω = {(i, j) : V i j ∈ R}. Problem (2) is NP-hard because it contains the l 0 -norm minimization problem. This difficulty essentially arises from the nonconvexity and discontinuity of the rank function. Hence, they introduced nuclear norm minimization as a convex relaxation of Problem (2). Nuclear norm minimization can be recast as a semidefinite optimization problem (SDP). There are many efficient algorithms and highquality software packages available for solving SDP, including the interior-point method. However, the computation time for solving SDP is very sensitive to instance size and is unsuitable for solving large instances Olsson and Oskarsson (2009) ; Gillis and Glineur (2011) studied the following problem to complete V V V :
where decision variable X X X ∈ R m×n is a completed matrix of V V V and W W W ∈ {0, 1} m×n is a given weight matrix corresponding to an observation, i.e., W i j = 1 for V i j ∈ R and otherwise W i j = 0. Using Ω, we obtain the following equivalent formulation of Problem (3):
Our formulation is similar to this one and this model is helpful to understand our model. Olsson and Oskarsson (2009) proposed a heuristic based on an approximated continuous (but nonconvex) formulation of Problems (3). Gillis and Glineur (2011) proved the NP-hardness of Problem (3), and equivalently, Problem (4). On the other hand, the low-rank matrix approximation problem is easily solved when no values are missing. In fact, when Ω is an entire set of indices, Problem (4) is equivalent to the following problem:
where · F denotes the Frobenius norm defined by
for A A A ∈ R m×n . This problem is nonconvex; however, a global optimal solution is obtained by the truncated SVD of V V V . Specifically, it is well known that an optimal solution of this problem can be written as ∑ r l=1 σ l p p p ll (Trefethen and Bau, 1997, Theorem 5.9), where σ l , p p p l , andl respectively represent the l-th largest singular value and corresponding singular vectors of V V V . The computation of all singular values and the vectors of V V V is expensive. More specifically, it requires a computation time in O(min{m 2 n, mn 2 }), which can be too heavy for a large instance. Instead, the r largest singular values and corresponding singular vectors can be quickly computed by an iterative method if r is small.
When we use the truncated SVD for a matrix containing missing values, we need to complete the matrix. One method for doing this involves completing the input matrix with the average of the non-missing entries in the same rows or columns (Sarwar et al., 2000) . Specifically, their method comprises the following steps:
1. Temporarily fill in the missing values of incomplete input matrix V V V with the average of the nonmissing entries in the same columns. We call the completed matrixV V V . That is,V i j = (1/|{i :
Compute row average vector µ µ µ. The i-th element µ i of µ µ µ is the average of the i-th row of V V V . That is,
3. Compute the best rank r approximation matrix V V V r ofV V V − µ µ µ1 1 1 by using the truncated SVD, where 1 1 1 is a vector of all ones.
4. Return V V V r + µ µ µ1 1 1 as a low-rank approximation of input matrix V V V .
Our Contribution and Structure of This Paper
The remainder of this paper is organized as follows: Section 2 proposes a new model for low-rank matrix approximation contains a box constraint that arises from the context of CF. The rank minimization models was previously proposed by Candés and Recht (2009) and Olsson and Oskarsson (2009) . Their model can be recast as an SDP. There are many software packages available for solving SDP, but SDP is unsuitable for solving large instances. Our model includes Problem (4), which is proved NP-hard by Gillis and Glineur (2011) . However, we can solve our model by truncated SVD. Moreover, our model is more suitable for CF than previous models owing to the box constraint. We need not our model recast as an SDP and suitable for large instances. Section 3 proves the NP-hardness of our proposed model. Section 4 proposes an algorithm for solving our proposed model and proves the convergence of the algorithm. Section 5 reports preliminary numerical results to assess our proposed model and algorithm. Section 6 presents concluding remarks.
MODEL
In this section, we propose a new model for low-rank matrix approximation that is easier to calculate. Here, matrix X X X ∈ R m×n denotes a completed matrix of matrix V V V ∈ (R ∪ {?}) m×n with missing values. We consider minimizing the difference between V V V and X X X. This idea is described in previous studies.
The box constraint is important when applying low-rank matrix approximation with missing values to CF, because users evaluate items in some range. For example, an Amazon user evaluates an item by assigning it one to five stars. We model such an evaluation value range as the box constraint. Matrices L L L,U U U represent the lower and upper bounds of an evaluation value range, respectively. This constraint is helpful in making exact or approximate predictions and in eliminating outliers.
To prevent a case in which both the rank constraint and the box constraint are not simultaneously fulfilled, we consider variables that fulfil each constraint separately. Summarizing the previous argument, we formulate low-rank matrix approximation with missing values as the following optimization problem:
where λ is a parameter to determine the weight of the two objectives. When we use large λ, the second part in the objective function is emphasized, so that we expect to obtain Y Y Y close to V V V permitting small violation of the low-rank constraint. When we use small λ, the first part in the objective function is emphasized, so that we expect to obtain Y Y Y satisfying the two constraints simultaneously permitting small difference from V V V .
HARDNESS
In this section, we show the NP-hardness of Problem (5). Specifically, we prove the following result:
}) m×n and r = 1, it is NP-hard to find an approximate solution to Problem (5) with an objective function accuracy of less than 2 −12 (mn) −7 .
To prove this theorem, we employ the following theorem: Theorem 2 (Gillis and Glineur (2011, Theorem 1.2)). When V V V ∈ ([0, 1]∪{?}) m×n and r = 1, it is NP-hard to find an approximate solution to Problem (4) with an objective function accuracy of less than 2 −12 (mn) −7 .
Proof of Theorem 1. In Problem (5), we set L i j = U i j = V i j for (i, j) ∈ Ω; otherwise, L i j = −∞ and U i j = +∞. Then, for (i, j) ∈ Ω, Y i j is fixed to V i j and the second part of the objective function is removed. Thus, the resulting objective function can be written as
The latter part of this expression is also removed because Y i j for (i, j) ∈ Ω is unconstrained and is able to coincide with X i j . As a result, we obtain Problem (4). In this procedure, we have reduced Problem (4) to Problem (5). This reduction is clearly in polynomial time. Hence, the hardness for Problem (4) also holds for Problem (5).
Remark 1. Theorem 1 is easily generalized to any r because Theorem 2 is generalized to any r (Gillis and Glineur, 2011, Remark 3).
ALGORITHM
We propose an alternating minimization algorithm for solving Problem (5). In this section, we use the following extended-real-valued functions:
where ι is the indicator function. That is, f 1 (X X X) = 0 if rank(X X X) ≤ r; otherwise f 1 (X X X) = +∞; and
We consider the alternating minimization of f (X X X,Y Y Y ) as shown in Algorithm 1. Each iteration of this algorithm is easily computed as we see below.
In the update of X X X, we set X X X (k+1)
to the best rank-r approximation of Y Y Y (k) . That is, X X X (k+1)
is an optimal solution of the following subproblem:
subject to rank(X X X) ≤ r.
Algorithm 1: Alternating minimization algorithm for solving Problem (5).
Take initial guess
Although this subproblem is a nonconvex optimization problem, the optimal solution is easily computed by the truncated SVD of Y Y Y (k) . The update of Y Y Y is also easily computed. In fact, we solve the following subproblem to update Y Y Y :
Note that this subproblem is separable. The separated subproblem for each entry reduces to the minimization of a univariate convex quadratic function over a closed interval. Specifically, we solve
for each (i, j) ∈ Ω. These have the following closedform solution:
where
Hence, we can solve Subproblem (6) by thresholding, which requires a computation time in O(mn).
A sequence generated by Algorithm 1 converges to a stationary point of f under a mild assumption. Here, we say point (X X X,Ȳ Y Y ) is a stationary point of f in the sense of Tseng (2001) and some scaling, where all entries of B B B and C C C are identically sampled from the standard normal distribution. Then, we round all entries of A A A, i.e.,Ā i j ∈ {1, 2, . . . , 5}, and randomly missed 80% of them. We used the incomplete matrix as V V V . In our algorithm, we set parameters to r = 10 for computing truncated SVD and λ = 1 for the weight parameter in the objective function.
In this experiment, we compared four methods of generating initial points:
SKKR We applied the method proposed by Sarwar et al. (2000) to given V V V and used the output as an initial point of our algorithm;
perturb + SKKR We applied the method proposed by Sarwar et al. (2000) to perturbed V V V 's and used the outputs as initial points of our algorithm; low rank rand We generated initial points of our algorithm in the same way of generating A A A; rand We generated 20 × 100 matrices whose entries were identically sampled from the standard normal distribution and used it as initial points.
In each method of perturb + SKKR, low rank rand, and rand, we generated 10 initial points and obtained 10 different solutions. The differences of iteration numbers necessary to converge to stationary points are shown in Figure 1 . The horizontal axis is iteration number and the vertical axis is objective value. From Figure 1 , we can see that if we run our algorithm from initial points generated by perturb + SKKR and low rank rand, it converged faster than from an initial point provided by SKKR. On the other hand, it took much more time to converge if it started from initial points generated by rand.
The objective values at the resulting stationary points are shown in Figure 2 2 × 10 −5 depicts the objective value of the stationary point provided by our algorithm starting from an initial point generated by SKKR. From Figure 2 , we can see that all solutions provided by our algorithm starting from initial points generated by perturb + SKKR and low rank rand are better than that by SKKR. Some solutions resulting from rand is also smaller than that from SKKR.
CONCLUSION
In this paper, we proposed a low-rank matrix approximation model for completing a matrix with missing values. Our proposed model utilizes not only a rank constraint but also a box constraint. Owing to the box constraint, this model shows promise for use in recommendation systems. In addition, we proposed an alternating minimization algorithm for solving our proposed model, and proved that a sequence generated by our proposed algorithm converges to a stationary point under a mild assumption. Our numerical results are preliminary, however, we showed that our proposed algorithm converges quickly and provides better solution than the existing method proposed by Sarwar et al. (2000) in a specific case. The performance of our algorithm depends on an initial guess. Hence, we should try multiple initial guesses and take the best one. In our experiments, we fixed parameters r and λ. However, we should employ cross validation to decide appropriate values for such parameters. We left extensive numerical experiments as our future work.
