Let λ 1 (G) denote the largest eigenvalue of the adjacency matrix and let µ 1 (G) denote the largest eigenvalue of the Laplacian matrix of a graph G. It is well known that if a graph G has the largest vertex degree ∆ = 0 then
Introduction
Let G = (V, E) be a simple undirected graph with V = {v 1 , v 2 , . . . , v n } and E = {e 1 
, is independent of the orientation. In fact, L(G) = D(G) − A(G).
Both A(G) and L(G) are real symmetric matrices and they have real eigenvalues. Let λ 1 (G) denote the largest eigenvalue of A(G), which is also called the index of G, and let µ 1 (G) denote the largest eigenvalue of L(G), which is also called the largest Laplacian eigenvalue of G. It is well known that the index of a graph is monotone, in the sense that if H is a subgraph of G, then
Further, let d v i denote the degree of vertex v i of G and let ∆(G) denote the largest vertex degree of G. For ∆ = 0, let G ∆ be the class of all graphs G with ∆(G) = ∆ and let T ∆ be the class of all trees T with ∆(T ) = ∆.
It is well known that if
and
The lower bound in (1) follows from the fact that the star K 1,∆ is a subgraph (not necessarily induced) of any graph G with ∆(G) = ∆ and therefore 
The minimum value of λ 1 (G) and µ 1 (G) is attained for the star K 1,∆ , the maximum value of λ 1 (G) is attained for any ∆-regular graph, while the maximum value of µ 1 (G) is attained for any bipartite ∆-regular graph. Thus the gap between the maximum and minimum value of λ 1 (G) and µ 1 
In this note we consider the maximum values of λ 1 (T ) and µ 1 (T ) when T ∈ T ∆ . Our goal here is to show that the gap between the maximum and the minimum values of λ 1 (T ) and µ 1 (T ) in T ∆ is just Θ( √ ∆). This fact is a consequence of the following theorem.
While there are plenty of bounds on the largest eigenvalues (see, e.g, [4, Section 1]), they are usually directed towards graphs with given number of vertices or graphs with given number of edges. For example, the maximum and minimum values of λ 1 (T ), when T belongs to a class of all trees on n vertices, are determined in [9, ]. It appears as if there are almost no results regarding T ∆ . However, the bound
, where it is proven by appealing to the matching theory and a result on partition functions in [8, Theorem 4.3] . We give a different proof which, with small changes, is applicable to both λ 1 (T ) and µ 1 (T ).
Proof of Theorem 1
In order to prove the upper bounds, we use already mentioned fact that if H is a subgraph of G, then λ 1 (H) ≤ λ 1 (G). Further, when H and G are trees, it also holds that µ 1 (H) ≤ µ 1 (G), because of the following theorem from [6, Theorem 1] (which is also implicitly mentioned in [10, p.150] ).
Theorem 2 If G is a bipartite graph and G * is its line graph then
The proof of this theorem is based on the edge version of the Laplacian For each tree T ∈ T ∆ there exists k ∈ N such that T is an induced subgraph of B ∆,k . To see this, it is enough to take any vertex u of T with degree less than ∆ (such a vertex exists as T must contain leaves), to declare u as a root, let k be the largest distance from the root u to any other vertex of T and then add new leaves to this tree until the root u has degree ∆ − 1 and all other vertices (including newly added ones) at a distance less than k from the root u have degree exactly ∆.
Since T is an induced subgraph of B ∆,k , the line graph of T is also an induced subgraph of the line graph of B ∆,k , and then from Theorem 2 we obtain that
Therefore, to finish the proof we need only to show that for each k ∈ N holds
We prove the above inequalities in two separate lemmas.
Proof of Lemma 1 For a fixed k ∈ N , let A be an adjacency matrix of B ∆,k , let E be its set of edges and n its number of vertices. It is known that
with the supremum attained when x is an eigenvector of λ 1 (B ∆,k ).
In the sequel, let x be an eigenvector of λ 1 (B ∆,k ) with x = 1. It is obvious that for any two vertices u and v of B ∆,k which are at the same distance from the root, there exists an automorphism of B ∆,k which maps u to v. Since the largest eigenvalue of any graph is simple, the components of eigenvector x corresponding to u and v must be equal. Therefore, for i = 0, 1, . . . , k we can denote by x i the component of x corresponding to all vertices of B ∆,k at a distance i from the root (see Fig. 1 ). Note that x 0 = 0, since x 0 = 0 implies by induction that x i = 0 for all i = 1, 2, . . . , k.
Further, let b i be the number of vertices of B ∆,k at a distance i from the root. Obviously, b 0 = 1, and
From here it follows that b i = (∆ − 1)
Since the supremum in (3) is attained for x, we can rewrite it in the following form
At this point we use the Cauchy-Schwarz inequality applied to the vectors
The equality between the first and the second line above follows from (4), the equality between the second and the third line follows from (5), and finally, the inequality in the third line follows from x 0 = 0.
Proof of Lemma 2 This proof is similar to a proof of Lemma 1. 
If x is a unit eigenvector of λ 1 (B * ), with E * being the set of edges of B * , we have that
For any two edges e 1 and e 2 of B ∆,k with the same distance from the root of B ∆,k , there exists an automorphism of B ∆,k which maps the edge e 1 to the edge e 2 , and this induces an automorphism of B * which maps the vertex corresponding to e 1 to the vertex corresponding to e 2 . Since λ 1 (B * ) is a simple eigenvalue, the components of eigenvector x corresponding to e 1 and e 2 must be equal. Therefore, for i = 1, . . . , k we can denote by x i the component of x corresponding to all edges of B ∆,k for which distances of end vertices from the root are equal to i − 1 and i, respectively (again see Fig. 1 , but now discard x 0 !). Note that again x 1 = 0, since x 1 = 0 implies by induction that x i = 0 for all i = 1, 2, . . . , k.
The number of edges with component x i is equal to b i , and from x = 1 we have that
Noting that the edges of B ∆,k with the same end vertex form a complete subgraph in B * , we can rewrite (8) in the following form
(by (9)).
As in the proof of Lemma 1, by applying the Cauchy-Schwarz inequality to
we obtain that
Again, the equality between the first and the second line above follows from (4), the equality between the second and the third line follows from (9) , and the inequality in the third line follows from x 1 = 0. Now, from (10) and (11) we have that
and from (7) we finally obtain
This finishes the proof of Theorem 1.
Remark Observe that for each k ∈ N the tree B ∆,k is an induced subgraph of B ∆,k+1 so that the sequences (λ 1 (B ∆,k )) 
