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ABSTRACT
Bifurcations are one of the fundamental elements of a fluvial (river) system,
and diversions are a special type of asymmetrical bifurcation where one of the
channels after bifurcation continues along the original channel. Diversions can
be found in nature, though many of them are built to divert water and sediment
from the river for various purposes. Historically, diversions were built to divert
water for irrigational and navigational purposes. Recently the importance of
diversions has increased, as building diversions to divert sediment (and water)
have been put forth as a method to rebuild deltas that have been losing land due
to rapid rise in sea-level, subsidence etc. One of the prime examples is the plan
under consideration by United States Army Corps of Engineers (USACE) to re-
build the Mississippi river delta through diverting water and sediment from the
lower Mississippi river. Design of aforementioned diversions would be immensely
benefited by a better understanding of the sediment distribution at diversions,
and the hydrodynamics that drive it. One of the first and most extensive ex-
perimental studies to understand the dynamics at a diversion was conducted
by Bulle in 1926, at Karlsruhe, Germany. Bulle found that a disproportionate
percentage of bedload went into the lateral-channel, compared to the percentage
of water entering the lateral-channel. This non-linear distribution of near-bed
sediment between the two channels at a diversion is known as the Bulle-Effect;
and since the seminal work of Bulle, multiple experimental studies have corrob-
orated the phenomenon. Despite the importance of this phenomenon, till date
the exact mechanism behind the Bulle-Effect is not clear. This thesis first unrav-
els the mechanism behind the phenomenon, and then explores how Bulle-Effect
might impact the morphodynamics of a diversion.
This thesis can be divided into two major parts:
1) First the mechanism behind the Bulle-Effect phenomenon is explored us-
ing high-resolution numerical simulation (Direct Numerical Simulations, Large
Eddy Simulations) of flow and sediment transport for a configuration and at
the scale similar to Bulle’s experiment. The simulations were conducted using
the highly-scalable spectral-element based incompressible Navier-Stokes solver
Nek5000, on which a Lagrangian point particle submodel was developed and
implemented to model the transport of sediment. The simulations were com-
putationally very expensive (∼ 240 million computational points), thus they
ii
required the use of the peta-scale supercomputer Blue Waters for conducting
them. The simulation results showed that the phenomenon is caused by the
mechanism, where most of the flow near the bottom entered the lateral-channel,
even when the percentage of the total water discharge entering lateral-channel
is relatively smaller. The phenomenon was found to be at play not only for sed-
iment transported as bedload, but also for suspended sediment that travels in
the lower 25-35 percent of the water-column. These findings were found to hold
across a range of Reynolds number (10 − 25000) of the flow, and for different
diversion angles.
2) In the second part of the thesis, a Reynolds Averaged Navier-Stokes (RANS)
based 3D hydrodynamics and sediment transport model was developed for
Bulles experiments using the open-source solver Telemac-Mascaret. This model
was found to capture the phenomenon satisfactorily but at a relatively lower
computational cost. The substantial reduction in computational cost is im-
portant, because at this point it impossible to conduct accurate Large Eddy
Simulations (LES) of flows at the scale of real rivers. Thus it becomes impor-
tant to evaluate if RANS based models can capture a complex phenomenon,
and if this is the case to what extent ? The RANS model was then used to
study the impact of Bulle-Effect on morphodynamics of the diversion. The sep-
aration of the flow from the left-bank of the lateral-channel was found to result
in formation of a scour-hole under the high-flow zone and subsequent deposition
sediment under the flow-recirculation. The impact of the change in morphology
of the channel on Bulle-Effect was also analyzed.
The findings of this dissertation not only add to the fundamental understand-
ing of an important phenomenon in nature, these also provide insights that will
help in optimal design of engineered diversions and other facilities where vor-
ticity and secondary-flow driven sediment/particle transport occurs. Based on
disproportionately high sediment transported into the diversions of the Yellow
River, China, Canal del Dique on the Magdalena River, Columbia etc., it can
be conjectured that the Bulle-Effect plays a major role at the aforementioned
diversions. Thus, in the future numerical simulations of real-world diversions
should be conducted ( in conjunction with field measurements) in order to study
the flow-structure and sediment distribution pattern at diversions, and to un-
derstand the extent to which the Bulle-Effect impacts real-world diversions.
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CHAPTER 1
BULLE-EFFECT AND OBJECTIVES OF THIS
THESIS
1.1 Introduction
A fundamental morphological element present in most fluvial systems is a bifur-
cation; where a river divides into two different channels, each carrying part of
the flow and sediment. Bifurcations are mostly formed naturally, like the den-
dritic networks in deltas, the in stream bifurcations (followed by confluences) in
braided rivers, or the splitting of a large river into two separate streams. Over
the years, bifurcations have also been built for various engineering purposes, like
river connectivity, flood protection and river diversion. These engineered bifur-
cations are more commonly referred to as diversions. One characteristic that
is typical for a diversion is one of the channels after the bifurcation, continues
along the direction of the original channel. The layout of diversions is also simi-
lar to asymmetric bifurcations. The lower course of the Rhine River has several
examples of both man-made and natural bifurcations. At Pannerdensch Kop,
near the border of Germany and the Netherlands, the Rhine River divides into
two rivers (see Figure 1.1), the Waal River and the Nederrijn. This is a typical
example of a bifurcation. Further downstream the rivers are again connected
by artificial channels, in order to improve the transportation and connectivity
of the area.
It is the desire to understand the division of flow and sediment between the
main and diverted channel in the aforementioned channel network, that led H.
Bulle to conduct the first systematic study about the division of bed-load sed-
iment between bifurcating channels at the Technical University of Karlsruhe,
Germany [1]. Bulle through his laboratory experiments showed that the sed-
iment discharge distribution tends to favor the lateral channel, even in cases
where the opposite trend is exhibited by the water discharge distribution (see
Figure 1.2); this phenomenon is also known as the Bulle-Effect, as Bulle was
the first person to systematically study the phenomena.
Bulle’s study initiated a spate of research on alluvial diversions in Europe
([2, 3, 4]) and the United States ([5, 6]) for the next few decades. After the sec-
ond world-war extensive river-engineering works were orchestrated all over the
world, and this propelled the second wave of research on sediment distribution
at fluvial diversions [7, 8, 9, 10, 11]. Over the next few decades, there were some
1
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angle of 47º for five bifurcations in the gravel-cobble bedded Renous River (Canada) and 
highlight a decrease in the angle when the branches are of similar length. 
 
2.1.7 Studies based in field observations 
Some studies have been carried out based on real bifurcations. One example of this is 
Pannerdense Kop (Figure 2.10), a bifurcation located in the Rhine River at the border 
between the Netherlands and Germany, which is considered to be the main control for 
water distribution in the Netherlands, its evolution being therefore of utmost important for 
the country. Sloff et al. (2003) report the results of a numerical modeling and experimental 
analysis on sediment behavior in Pannerdense bifurcation. The numerical model provides 
better results when compared to field data. Due to the relative geometry of the downstream 
branches and the upstream channel, lateral sorting is observed and coarser sediment is 
found in the branch located in the inner part of the bend where the  
bifurcation is placed. Moreover, the main diameters that govern the bifurcation behavior 
are roughness and sediment diameter.  
 
Field studies often highlight aspects that are more difficultly studied in the more idealized 
theoretical and experimental models. Frings and Kleinhans (2008) carried out an analysis 
on data of three bifurcations in the Rhine River system: the mentioned Pannerdense Kop, 
Ijssel Kop and Merwede Kop. The location of the bifurcation in relation to the planimetric 
shape of the river can play an important role in sediment distribution amongst the 
downstream branches. The bend sorting process that takes place in a river bend, 
distributing coarser sediment in the outer part of the bend and finer sediment in the inner 
part, causes that when a bifurcation is placed in a river bend, the outer branch receives less 
 
Figure 2.10. Aereal view of the Pannerdense 
Kop bifurcation in the Rhine River 
(Netherlands) 
 
Figure 1.1: Rhine River bifurcates into Wall River and Nederrijn at
Pannerdensch Kop, in Nethe lands. The arrows show the direction of the flow.
The lower Rhine is an example, where both natural and man-made
bifurcations exist. (image courtesy: https://beeldbank.rws.nl/).
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Figure 1.2: Percentage of solid (S) and liquid (Q) discharges in the main
(Qmain, Smain) and diverted (Qside, Sside) channels for Qtotal = 0.005 m
3s−1
(where Qtotal = Qmain +Qside). (a) The data is for a 30-degree diversion,
where percentage of the total flow (Q) passing through each channel after the
diversion is plotted on the x-axis, and the corresponding percentage of bedload
has been plotted on the y-axis (b) This data corresponds to experiments with
different angles of diversion. Angle of diversion represents the angle between
the center-lines of the main and the diverted channel. It is evident from the
above plot that sediment discharge (Sside) entering the diverted channel is
disproportionately higher than that remaining in the main channel (Smain),
even in cases where Qmain > Qside. The solid line represents data from
conducted experiments, and dashed line represents expected trends. Data
reproduced from Bulle’s Experiments [1].
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work on fluvial diversions [12, 13, 14]; but the focus of the scientific community
primarily shifted towards studying the flow-dynamics and sediment distribution
at natural bifurcations [15, 16, 17]. The latest study that explored the phe-
nomenon under movable bed condition was conducted by Herrero in 2013, and
the study concluded that observations of Bulle held true even under movable
bed condition [18]. This showed that the phenomenon of Bulle-Effect is valid
under different conditions.
Interest in fluvial diversions has increased the last decade. Clogging up of
diverted channels in different parts of the world (e.g. Canal del Dique on the
Magdalena River in Colombia [19]) have rekindled the question of sediment
distribution at fluvial diversions. In the context of Unites States, in the last few
years there have been concerted efforts to study the viability of diverting flow
(and sediment) from the lower Mississippi River to mitigate potential loss of
coastal land in Louisiana [20, 21]. Various possible designs and locations of flow
diversion structures along the Mississippi River are being evaluated [22, 23] to
ascertain the optimal case that would allow maximum amount of sediment to
be diverted for a particular water discharge. Studies based on field observations
[24], and field-scale numerical simulations [25] have been conducted, in order to
figure out the possible quantity and makeup of sediment discharge at different
possible diversion locations. And not just in US, channelization, that is creating
artificial diversions, has been put forward as a possible solution to the global
problem of maintenance of large deltas in light of sea-level rise due to climate-
change [26]. The Indian government’s plan to interconnect rivers by diverting
the flow [27], provides enough real-world motivation to study Bulle-Effect and
its implications on river morphodynamics.
The aforementioned real world applications would require buillding diversions,
and finding the optimal location and layout for a diversion will be easier if the
fundamental mechanism that causes Bulle-Effect is well understood. Despite
the importance of the phenomenon, to this day a clear mechanistic explana-
tion for Bulle-Effect is missing. Better understanding of the mechanism behind
Bulle-Effect will not only assist optimal design of diversions, it will also help in
the fundamental understanding of the dynamics at asymmetric fluvial bifurca-
tions. This thesis fills the gap in fundamental understanding of the Bulle-Effect
and related phenomena, such as secondary flows and vorticity-driven sediment
transport. And scope of the thesis goes beyond fluvial diversions, as secondary
flows and vorticity-driven sediment/particle transport are not only present in
nature, but also systems like grit chambers at water reclamation plants [28, 29]
and sediment transport at run of the river dams [30]. In the next section the
objectives of this dissertation are elucidated. In summary, this dissertation first
unravels the mechanism behind the phenomenon called the Bulle-Effect, and
then explores how it impacts the morphodynamics at a diversion.
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1.2 Objectives of the Dissertation
The aim of this dissertation, is to study in detail the mechanism behind the
phenomena called the Bulle-Effect, and then fathom its implications on mor-
phology of a river, especially on the bathymetry of the river bed at a fluvial
diversion. The dissertation has three major components:
1) The phenomenon of the Bulle-Effect was studied and analyzed system-
atically for the first time by Bulle in 1926 [1]. Since then there have been a
number of studies, exploring different aspects of the phenomenon. These stud-
ies not only span across time, but also across different languages. For example,
Bulle’s report was in German, Cristani’s experiments were published by Benini
in Italian [3]. This might have contributed to the lack of a study, despite the
importance and novelty of the phenomenon, that brings together the publicly
available experimental data from disparate sources to analyze it. As part of
this dissertation, a thorough literature review was performed, and available ex-
perimental data on Bulle-Effect was analyzed. The findings from the literature
review and analysis of the data are discussed in Chapter 2 of the thesis.
2) The next objective of the thesis is to unravel the mechanism behind the
Bulle-Effect. For this, high-resolution numerical simulations were conducted
to simulate the hydrodynamics and sediment transport at idealized diversions,
with configuration similar to Bulle’s experiments. Simulations were conducted
for different Reynolds numebrs, ranging from bulk Reynolds (Reb) number of 10
to 25,000. The Reb = 25, 000 cases have a Reynolds number the same as that of
Bulle’s experiments. The simulations at Reynolds number 7000 or less were fully
resolved, thus can be referred to as Direct Numerical Simulations (DNS). Sim-
ulations with Reb ≥ 20, 000 have resolution good enough to be high-resolution
Large Eddy Simulations (LES). The simulations have been conducted using the
open-source Spectral Element based highier-order incompressible Navier-Stokes
solver Nek5000 [31]. The sediment was modeled as Lagrangian Point Particles,
and a novel semi-implicit Lagrangian particle tracking algorithm was developed
and implemented in Nek5000. Details of the developed algorithm are discussed
in Chapter 3. In order to get an initial insight into the mechanism of the phe-
nomenon, LES of a 90-degree diversion was conducted at Reb = 20, 000 with
particles big enough that they traveled as bed-load. The results from the afore-
mentioned LES simulation provide the first hint towards the primary mechanism
behind Bulle-Effect, which can be attributed to the proclivity of the flow near
the bottom of the channel to move into the lateral-channel, compared to the
flow near the top, majority of which continues in the main-channel. The find-
ings from the aforementioned simulation are discussed in Chapter 4. In the next
two chapters the phenomenon is further examined under laminar and turbulent
flow conditions, for a range of Reb and particle sizes. The major finding from
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these simulations was that the phenomenon of Bulle-Effect is not only valid for
sediment traveling as bedload, but even for suspended sediment traveling within
20-30 percent of the depth from the bottom.
Simulations conducted in this portion of the study were at an unprecedented
scale, and required up to ∼240 million computational points. These simulations
were computationally very expensive, thus they were run on the peta-scale su-
percomputer Blue Waters at National Center for Supercomputing Applications.
To our knowledge, there are no published studies that have tackled the prob-
lem of fluvial diversions using high-resolution LES for the flow and Lagrangian
particles for modeling sediment. This portion of the dissertation has not only
helped in unraveling the fundamental mechanism of the Bulle-Effect, but it has
also pushed the limits at which high-resolution LES is used for studying pro-
belms in river mechanics. This part of the dissertation also provide insights that
will help improve Reynolds Averaged Navier-Stokes (RANS) based numerical
models of diversions/bifurcations.
3) In the next part of the dissertation, the phenomenon for Bulle-Effect was
studied using RANS based hydrodynamics model. For this, the complete set of
Bulle’s experiments were simulated using the free-surface hydrodynamic solver
Telemac-3d, along with SISYSPHE for sediment transport [32]. The major mo-
tivation to conduct this study was to ascertain that to what extent can a RANS
based 3D model can predict the complex phenomenon of Bulle-Effect. This is
important in light of the fact that at this point of time, conducting LES of
field-scale diversions is impossible. The RANS based simulations were found to
capture the phenomenon satisfactorily (within 10 percent error), but at substan-
tially less computational cost. The details of the findings have been discussed
in Chapter . Next this model was used to run simulations with an erodible
bed. Using an erodible bed in the model allowed evolution of the bottom, thus
providing an insight on how Bulle-Effect might impact the morphodynamics at
a diversion. This in turn also provided an insight into how the phenomenon is
itself impacted by change in morphology at the diversion. The details of the
analysis has been discussed in the next Chapter. Even though the above anal-
ysis were done at the scale of an experimental diversion, it provides insights
which will be valid for actual field cases.
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CHAPTER 2
BULLE-EFFECT : THE NON-LINEAR
DISTRIBUTION OF NEAR-BED SEDIMENT
AT FLUVIAL DIVERSIONS
Authors
Som Dutta and Marcelo H. Garcia
2.1 Introduction
A morphological element present in most fluvial systems is a bifurcation; where
a river divides into two different channels, each carrying part of the flow and
sediment. Diversions are a special class of asymmetric bifurcations in which
one of the channels after bifurcation continues along the original channel (see
Figure 2.1). Diversions are often engineered for various purposes, ranging from
irrigation to navigation. A problem many of the these diversion canals have
is clogging up with sediment, a prime example being Canal del Dique on the
Magdalena River in Colombia, which has had to be dredged numerous times
in its 500 year history [19]. Due to the problem of clogging of diversions, flow
dynamics and sediment transport at a diversion have been an area of interest
for river-engineers. The question of sediment distribution at a diversion has also
been studied by researchers interested in morphodynamic evolution of bifurca-
tions (especially asymmetric bifurcations) [17]. Thus a better understanding
of the process of sediment distribution at a diversion, not only has engineering
applications but has the potential to improve our fundamental understanding
of fluvial bifurcation dynamics.
In the last few years there has been a renewed interest in the area of hydrody-
namics and sediment transport at diversions. This interest has been propelled
both from the application perspective, and fundamental geomorphological ques-
tions. On the engineering application side, diversions have gained importance
after they have been put forth as a solution to reclaim deltas that are at risk
of getting submerged due to rising sea-level rise, deltaic subsidence and other
processes [33, 26]. One of the prime example of the above, already on the
drawing board is the planned diversions on the lower Mississippi River, which
is expected to help reclaim at least upto 25 percent of the delta [34, 20]. On
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Q , S
Qside , Sside
Qmain , Smain
Figure 2.1: The photograph of Mississippi River and its West Bay diversion,
this illustrates a diversion and its specific characteristics. The main channel
has water and sediment discharge of Q and S, which then gets divided into
Qmain, Smain and Qside, Sside. (image courtesy: https://media.nola.com/).
that cue, concerted studies are being conducted to find the optimal location and
layout of the diversions, that would allow efficient diversion of sediment while
maintaining navigability of the Mississippi River [23]. A better understanding
of the hydrodynamics and sediment transport at diversions, will definitely help
in better design of the diversions. One of the first studies that systematically
explored the dynamics of sediment-transport (specifically bed load) at a diver-
sion was conducted by Bulle in 1926, at the Technical University of Karlsruhe,
Germany [1].
Bulle studied the effect of water discharge ratio, and diversion angle on the
distribution of bedload between the main and lateral channel. Even though
Rehbock in 1926 [35], and Thoma in 1923 [36] through their experiments in
Germany were the first ones to observe the phenomenon where the bedload en-
tering the lateral-channel (Sside) is disproportionately higher than the discharge
of water (Qside); Bulle was the first to conduct an extensive set of experiments
that showed that the phenomenon was valid for different diversion angles and
across a wide-range of flow split (see fig. 2.2). This non-linear phenomenon is
often referred to as the Bulle-Effect.
Since the seminal work of Bulle, over the next few decades experimental
studies on fluvial diversions corroborated Bulle’s findings and analyzed other
parameters that might effect the phenomenon, e.g. particle size, Froude and
Reynolds number of the flow, etc. Some of the notable studies were by Cristani
(published by Benini) in Italy [3], Vogel [5], Linder [6] and Dancy [37] in United
States, Riad in the Netherlands [9], Eicke in Germany [38], and more recently
Herrera in Spain [39] among others. Even though all the studies after Bulle
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Figure 2.2: Percentage of solid (S) and liquid (Q) discharges in the main
(Qmain, Smain) and diverted (Qside, Sside) channels for Qtotal = 0.005 m
3s−1
(where Qtotal = Qmain +Qside). (a) The data is for a 30-degree diversion,
where percentage of the total flow (Q) passing through each channel after the
diversion is plotted on the x-axis, and the corresponding percentage of bedload
has been plotted on the y-axis (b) This data corresponds to experiments with
different angles of diversion. Angle of diversion represents the angle between
the center-lines of the main and the diverted channel. It is evident from the
above plot that sediment discharge (Sside) entering the diverted channel is
disproportionately higher than that remaining in the main channel (Smain),
even in cases where Qmain > Qside. The solid line represents data from
conducted experiments, and dashed line represents expected trends. Data
reproduced from Bulle’s Experiments [1].
provided further evidence about the phenomenon, none until the work of Dutta
et al. [40] provided a clear hint about the mechanism behind the phenomenon.
Due to the fundamental nature of the phenomenon of Bulle-Effect, it also has
implications on morphological evolution of fluvial bifurcations. Especially, bi-
furcations that have a layout similar to that of a diversion. Some cases where the
above is applicable are chute cutoffs at meander-bends [41] and asymmetric bi-
furcations in deltas [17]. Some recent studies on bifurcations that have explored
different aspects of flow dynamics at bifurcations under different conditions are;
experimental studies on symmetric bifurcations to understand the secondary
flow structure [42, 43], and numerical studies to understand the effect of back-
water on bifurcation stability [44]. Even though the general flow structure at
a diversion differs from a symmetric bifurcations, in both the cases secondary
flow circulations play a major role in the transport of sediment. Thus, the cur-
rent study will also contribute towards further insight into sediment transport
dynamics at all kinds of bifurcations. This will further the understanding about
stability of distributary networks and the accompanying bifurcations, like the
ones found in deltas [45].
Despite the wide ranging implications of the phenomenon and renewed inter-
est in diversion dynamics, there has not been an analysis that brings together
the experimental findings spread across almost a century. It is necessary to
take a holistic looks at the available literature, as it can provide information
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about the gaps in our knowledge about the phenomenon, and hints towards
the avenues that need to be explored. The current study tries to fulfill that
requirement, by reviewing and analyzing the major experimental studies on
Bulle-Effect. In the next section, Bulle’s seminal work has been discussed in
some details. Next, then the major findings of the subsequent experimental
studies have been summarized, along with an analysis of all the publicly avail-
able data on the phenomenon. The study closes with a discussion about the
possible mechanism behind the phenomenon, and its implications.
2.2 The seminal work of Bulle, 1926
As mentioned before, the first systematic and extensive study of sediment dis-
charge at fluvial diversions was done by Bulle in 1926 [1], that is why the
phenomenon of disproportionate distribution of bed-load sediment between the
lateral-channel and the main channel, at a fluvial diversion is often referred to
at as the Bulle-Effect. Bulle’s study was built upon initial work on fluvial diver-
sions done by Thoma in 1923 [36], at the laboratory for Hydraulics at Munich,
and by Rehbock in 1926 at the River Engineering Laboratory of Karlsruhe [35].
The studies were motivated by hydraulics and water intake structure being built
on at the Middle Isar River in Oberfohring, Germany. Both Thoma and Re-
hbock found that that even when the water entering the the lateral channel was
about 50 percent of the total-flow, the percentage of sediment entering the lat-
eral was disproportionately higher. Specifically, Thoma conducted experiments
on a 30 degree and 90 degree diversion, using wet sawdust, sand and coal to
model sediment; and found 85. 2 percent and 92.1 percent sediment going into
the lateral channels. Rehbock also suggested that the phenomenon was caused
due to the flow near the bed preferentially entering the lateral-channel, and
attributed it to the formation of helicoidal currents in the flow.
Bulle used a 20 cm wide rectangular flume for his experiments, with a bottom
slope of 0.003 for the main and lateral channel. The length of the lateral-channel
and main-channel after diversion was kept equal. Bulle used adjustable weirs
as tail-gates at the downstream end of both canals, this allowed him to get
different flow splits between the two canals. The experiments Bulle performed
can be divided into two broad categories, first in which he varied the diversion
angle (between 30 to 150 degrees) and kept crest height at the weirs equal. This
provided similar hydraulics forcing (pressure difference) across the two channels,
with variance in flow entering the lateral-channel occurring due to differences in
diversion angle. The other set in which the diversion angle was kept constant
at 30-degree, the flow split between the two channels was controlled by the
weir at the end of the main-channel. Bulle conducted experiments with both
rigid (non-erodible) bead and erodible sand bed, but quantified measurement
of bedload distribution was only reported for the rigid bed experiments. For
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all the experiments Bulle reported, the total flow in the main-channel (Q) was
kept constant at 0.005 m3s−1.
Bulle first conducted experiments without any sediment, and varying the
diversion angle from 30-degrees to 150-degrees. In all the cases he observed
that the flow separated from the left-wall of the lateral-channel (see fig. 2.3),
and the size of the separation zone depended on the angle of diversion. He also
observed the flow in the separation zone to be recirculating, and additionally he
found that the size (width) of the flow-separation was smaller near the bottom
of the channel, when compared to the surface. For diversion angle of 30-degree
and Q = 0.005m3s−1, he found that the flow split equally between the two-
channel (Qmain : Qside = 1). For diversion angles greater than 30-degree, this
ratio found to be slightly greater than 1.
Q , S Qmain , Smain 
Qside , Sside 
Figure 2.3: The figure shows a diversion with an angle of 30 degree. The figure
has been reproduced from [1], and it shows the two recirculation zones
observed by Bulle in his experiment. The arrows indicates the flow direction.
Like Rehbock, Bulle also observed that majority of the flow near the channel
bottom entered the lateral-channel, which then resulted in relatively smaller
flow re-circulation/separation zone in the main-channel, jsut after the diversion.
Unlike the separation-zone in the lateral-channel, the width of the one in the
main-channel decreased near the surface. The width of the separation-zone
in the lateral-channel was found to increase with increase in diversion-angle,
sometimes taking upto half of the channel width. An interesting aspect of the
flow-split at the diversion is the fact that the case when the smallest percentage
of total flow enters the lateral-channel is the 90-degree diversion. One might
expect that compared to 90-degree, the cases 120-degree or 150-degree might
have even less amount of flow entering the lateral-channel, due the pressure
gradient that the flow needs overcome in-order to move into the lateral-channel.
Though another factor tilts the balance, and that is width of the entrance of the
lateral-channel. Two experiments were also conducted with rounded corners of
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the lateral-channel. The rounding of the edge was found to decrease the size
(width) of the eddy in the lateral-channel, and slight increase in water entering
the lateral-channel (for diversion-angle > 30-degree).
Next the experiments were conducted with sediment, which were of the size
smaller than 0.0012 m, and density equal to 1500 kgm−3. For the prevailing
experimental conditions, the sediment was found to move only as bedload. First
the effect of diversion angle (α) on the bed load distribution at the diversion, for
a constant Qtotal = 0.005 m
3s−1 was studied (Figure 2.2b). The experiments
clearly showed the proclivity of the bed load to enter the lateral channel, and
the observations agreed with the conclusions drawn by Thoma and Rehbock
[36, 35]. Bulle attributed the aforementioned phenomenon to his observation
that majority of the flow near the bottom of the channel, entered the lateral
channel. Next, Bulle extended the analysis to ascertain the effect of different
ratios of flow discharge Qmain/Qside on the bedload distribution at a 30-degree
fluvial diversion, for a constant Qtotal = 0.005m
3s−1 (see fig. 2.2a). It can be
observed that increase in flow discharge in the main channel, results in increase
in bedload continuing into the main-channel. But this increase is not linear,
hence the phenomenon of Bulle-Effect may be called a non-linear phenomenon.
The extent of non-linearity of the phenomenon can be ascertained through a
small exercise. The relationship between the ratio of bedload discharge moving
into the two channels Sside/Smain, and the ratio of the corresponding water
discharge Qside/Qmain can be defined using the equation. The relationship is
similar to the one often used for bifurcations [15]:
Sside
Smain
= a
(
Qside
Qmain
)b
(2.1)
where a and b are constants. If the distribution of bedload sediment between the
two channels were linear, then b = 1. Bulle’s experimental data for diversion
angle of 30-degree and different QsideQmain is plotted in fig. 2.4. Two different
fits were tried on the data, first a liner fit that gives the relationship SsideSmain =
28.582
(
Qside
Qmain
)
with a R2 = 0.75. Next a non-linear (power-law) fit was tried,
and it gave the relationship SsideSmain = 45.104
(
Qside
Qmain
)3.193
, with R2 = 0.985.
This clearly shows that the phenomenon is highly non-linear.
Bulle also conducted a few experiments to ascertain the effect of decrease
in width of the lateral-channel and lateral-channel corner rounding. For the
experiments with lateral-channel of width 0.1 m (compared to 0.2 m of the
main-channel). Two experiments were conducted, one with Qmain/Qside = 2.23
and the other with Qmain/Qside = 1. The case where only 31 percent of the
flow enters the lateral-channel, about three times more sediment was found
to enter the lateral-channel (Sside ∼ 76%). When the flow was equally split
between the two channels, the reduction in lateral-channel width was not found
to affect Sside/Smain too much, as 89 percent of the total bedload went into the
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Figure 2.4: Effect of different ratios of Qside/Qmain on the bed load
distribution (Sside/Smain) at a 30 degree fluvial diversion, for a constant
Qtotal = 0.005m
3s−1. Two curves were fitted to the data, one linear and the
other a power-law (non-linear). The R2 values for the two fits clearly shows
that the phenomenon is highly non-linear.
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lateral-channel. For the 90-degree cases with equal channel width Sside ∼ 90%.
Bulle also conducted experiments for diversion angles of 30, 60 and 90 degrees,
with the corner at the upstream entrance edge being rounded. The amount
of bedload entering the lateral-channel was found to decrease slightly, but the
relative change from the sharp-corner was not significant, especially for 30-
degree and 90-degree. For the 60-degree case the reduction in bedload entering
the lateral-channel was slightly more significant. So it can be concluded based
on Bulle’s experiments that rounding of the corners does not have a significant
effect on the phenomenon of Bulle-Effect.
2.3 Subsequent Experiments by other researchers
After the seminal work of Bulle in 1926, interest in sediment distribution at di-
versions picked up significantly, with major studies being conducted in United
States of America (USA) and Europe. Some of the major ones have been dis-
cussed below.
2.3.1 Colonel Vogel and the US Waterways Experimentation
Station
Colonel H.D. Vogel, the then director of the US Waterways Experimentation
Station (USWES) at Vicksburg, Mississippi, reported the results of the exper-
iments done on a forked channel [5]. One of the first set of experiments were
conducted on a 61 cm wide flume, with a branch at a diversion angle of 30 de-
gree. In the experiments Qtotal was held constant, while varying the percentage
diverted to the lateral channel. In the experiments two kinds of sediment were
used. Very fine sediment called loess that was primarily carried in suspension,
and Red River sand, which was primarily transported as bed load. Vogel’s re-
sults showed the same trend as that of Bulle’s. Vogel performed a second set
of experiments with a semicircular flume, which had the main channel radius
of 61 cm and diverted channel radius of 30.5 cm. The diversion angle was 30
degrees, and two different sizes of sand was used. The results showed the pro-
clivity of the bedload to move into the lateral branch, though the percentage
of bedload entering the lateral channel was less than that observed by Bulle in
his experiments. Vogel’s experiments showed that depending on the size of the
sediment, sediment that traveled as bedload tended to move into the lateral-
channel, whereas sediment moving in suspension divided between the main and
lateral-channel according to the ratio of water entering the two channels.
Around the same time as Vogel, Sokolow came up with a relationship between
the diversion angle, the depth of the flow in the main channel prior to the
diversion and ratio of the specific discharges in the main and diverted channel
[2]. The main limitation of the study was that he did not consider sediment in
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the flow, which is an important factor while deciding the diversion angle of a
lateral channel. Linder in his paper reported experiments on fluvial diversions
that were being conducted at USWES, Vicksburg [6]. The experiments used
a model of a Mississippi bend for the main channel, and diversions with three
different diversion angles were placed at different locations on the bend (see
Figure 2.5). The percentage of bed load diverted during the experiments was
similar to the values found by Bulle. The results were surprising because the
flow in the main channel was relatively much larger than the flow in the lateral
channel, so according to the findings of Bulle the amount of bed load in the
diversion channel must have been smaller. Linder attributed the slight anomaly
to the location of the diverted channels; the diverted channels were placed on the
convex bank of the bend, which placed them in the most favorable position to
receive maximum amount of bed load. He further suggested that if the diversion
was placed on the concave bank, the bed load being diverted would have been
much lower. To our knowledge the reported experiments were the first one in
which, a model of an actual river was used to study fluvial diversions. On the
same topic, Brink [46] conducted an experimental and numerical study to find
the optimal location for a lateral intake on the outer bank of a river bend. He
found a relationship between the optimal location of the intake, and the total
bend angle and the ratio between the radius of curvature and the channel width.
Though the analysis was only based on the velocity field at the bend, and not
the possible sediment discharge.
Researchers like Thoma, Bulle, and Linder, had attributed the Bulle-Effect
to the tendency of the near bed currents to enter the lateral channel, while the
near surface currents followed the main channel. Tison’s experiments verified
this claim [7]. Tison also conducted experiments on a curved main channel, and
he noticed that the maximum deviation of sediment towards the convex side
occurred at a short distance downstream of the apex of the bend. Confirming
the conclusions made by Linder, when an experiment was carried out with the
lateral channel at the concave side, no bed load was found to divert into the
lateral channel. It needs to be pointed out that even-though the mechanism
that was causing this phenomenon was known, but the exact reason why the
flow near the bottom tended to enter the lateral-channel was not clear.
2.3.2 Dancy 1947
Dancy [37] explored the effect of sediment particle size on the sediment distri-
bution at a 30 degree fluvial diversion (fig. 2.6). The experiments revealed that
as size of the sediment particle reduces, the percentage of sediment entering the
lateral channel also reduced. For large particle sizes (D50 > 1.43mm), Dancy
found that disproportionate amount of sediment entered the lateral-channel.
This was because most of the sediment in that sediment size range traveled as
bed-load or near the bed. For D50 = 0.34 ∼ 0.17mm, the amount of sediment
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Figure 2.5: The experiments used a model of a Mississippi bend for the main
channel, and diversions with three different diversion angle were placed at
different locations on the bend. Figure reproduced from Linder [6].
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entering the lateral-channel varies linearly with amount of water entering the
lateral-channel. This can be attributed to the fact that sediment in that par-
ticular range of sizes, is primarily transported as suspended load. Interestingly,
sediment size D50 = 0.11mm can be seen to have a slight tendency to move into
the main-channel. This may be due to the sediment’s tendency to stay in the
upper portion of the water-column.
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Figure 2.6: Effect of different sediment sizes on ratio of sediment entering the
lateral-channel Sside/S. Sediment with D50 > 0.64mm primarily moves into
the lateral-channel, whereas sediment with D50 < 0.34mm was distributed
between the two-channels according to the split in water discharge. Data
reproduced from Dancy’s Experiments [37].
2.3.3 Cristani-Benini 1952
Benini in 1952 published an article summarizing the finding in the subject in the
last 25 years, along with results from experiments done by Cristani at the Hy-
draulics laboratory of Padua in 1944 [3]. Through his experiments, he studied
the effect of Qtotal, flow partitioning, lateral channel width, main channel water
depth and sediment size, on a 26o45
′
fluvial diversion. The experimental results
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(see Figure 2.7) confirmed the trend shown by Bulle’s experiment in Figure 2.2,
though for cases with higher value of main channel flow depth were found to
have a linear relationship between percentage of flow and bed load entering the
lateral diversion. Apart from matching with Bulle’s findings, Cristani’s experi-
ments also confirmed the trend that was just suggested based on extrapolation
in Figure 2.2. It is interesting that Cristan’s experiment showed almost exact
trends to that of Bulle’s, despite the diversion angle being slightly different,
and the cross-section of the experimental channels trapezoidal for Cristani and
rectangular for Bulle. This points towards a mechanism that is independent of
small differences in diversion-angles and cross-section area, and will be explored
in this proposed thesis.
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Figure 2.7: Effect of different ratios of Qmain/Qside on the bed load
distribution at a 26o45
′
fluvial diversion, for a constant Qtotal = 0.0234m
3s−1.
It can be observed that by increasing the discharge in the main channel while
decreasing it in the lateral branch, more material could be made to move down
the straight channel. Data reproduced from Cristani’s Experiments [3].
2.3.4 Eicke 1958
Eicke conducted experiments on a 31-degree diversion, with the experimental
model of length 17-18 m, and bottom slope of 1:600 [38]. Unlike previous ex-
17
periment, Eicke used a layer of sand to line up the bottom of the flume. This
led to formation of a scour hole below the high-flow zone in the lateral-channel.
The movable bed layer had a grain size of 0.1 to 3 mm, with a median of 0.7
mm. Eicke observed that once the bed-layer had stabilized, 25-30 percent of
the total flow and only 15 percent of the bedload entered the lateral-channel.
These percentage rose to 40-50 when the width of the main-channel was de-
creased. The Eicke compared his experimental results with those of Bulle and
Cristani-Benini (fig. 2.8).
Figure 2.8: The figure compares the experimental results of Eicke with that of
Bulle’s [1] and Cristani-Bennini [3]. Lbr represents the sediment load entering
the main-channel, and Lbl the load entering the lateral-channel, where
Lbt = Lbl + Lbr. Figure reproduced from Eicke [38].
It is clear from the above figure that Eicke’s observations differed from that
of previous researchers like Bulle, Cristan-Benini and Dancy. This may be at-
tributed to the fact that the unlike the previous experiments, in Eicke’s experi-
ments the lateral-channel was longer than the main-channel. This may decrease
the transport capacity of the channel, thus reducing its ability to pass sedi-
ment. The other contributing factor might be the size of the sediment. Bulle
and Cristani-Benini used particles in the size range 0.66− 1.2mm, which made
the particles travel as bed-load. Whereas, Eicke used sediment with median
size of 0.7 mm, with a relatively higher discharge. This in all probability made
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some of the sediment move as suspended load in Eicke’s experiemts. As the
Bulle-Effect is stronger for sediment that move as bedload, sediment traveling
primarily in suspension tend to continue into the main-channel.
2.3.5 Theoretical Analysis by Ismail, Riad and Rocha
Ismail approached the problem of fluvial diversions from a very mechanistic
perspective, thus he divided the parameters into 3 groups of non-dimensional
parameters [8]. First group was those related to shape of the channels; straight-
ness or curvature of both the channels were represented using curvature to width
ratio (i.e rW ), relative width ratio of the branches (
Wside
Wmain
) and the diversion an-
gle (α). Second group were those related to the flow of water; Reynolds number
(Re), Froude’s number (Fr) and ratio of the mean flow velocity in the main and
diverted channel ( VsideVmain ). Third group consists of parameters which represent
the sediment transport properties; sediment concentration at the bed (Co), rela-
tive roughness due to the sediment dD (where d is the sediment grain size and D
is the depth of the flow), ratio of mean flow velocity and the mean sediment fall
velocity ( VVs ), the geometric standard deviation of sediment fall velocity from
its mean (Vsσ), and
VsT
a , where T represents the duration of the test and a is a
certain length representing the field of the test. The total amount of sediment
going in the lateral channel was then defined as a function of all the above
mentioned parameters
Sside =
(
r
W
,
Wside
Wmain
, α,Re, Fr,
Vside
Vmain
, Co,
d
D
,
V
Vs
, Vsσ,
VsT
a
)
(2.2)
By conducting laboratory experiments, Ismail checked the sensitivity of dif-
ferent parameters in the above equation. He concluded that VsideVmain was the most
important parameter which governed the quantity of bed load sediment entering
the lateral channel. This finding was akin to that of Bulle’s and Cristani’s (see
figures 2.2 and 2.7), as higher lateral channel to main channel water discharge
ratio was found to transfer disproportionately higher bed load into the lateral
channel. Ismail attributed the dependence of Bulle-Effect on VsideVmain , by directly
correlating strength of the spiral motion that sweeps bed load into the lateral
channel, to VsideVmain . In the proposed dissertation research, one of the primary
goals is to conclusively unravel the mechanism which correlates the ratio of
strength of the flows in the two channels, with diverted bed load.
In line with the mechanistic approach shown by Ismail, Riad [9] used dimen-
sional analysis to come up with the most generic list of dimensionless parameters
that might effect the bed load distribution at a fluvial diversion:
sside
smain
=
(
qside
qmain
,
Wside
W
,
Wmain
W
,α,Re, Fr,
ri
Wside
,
ro
Wside
,
∆D
D
,
d
D
,
σ
D
,R
)
(2.3)
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In the above relation sside and smain are volumetric rate of sediment entry
per unit width for the lateral channel and the main channel after the diversion.
R = ρs−ρwρw , Re and Fr is the Reynolds number of the flow in any of the channels.
qside and qmain is the specific discharge of water in the lateral channel and the
main channel. W , Wside, and Wmain is the width of original, lateral and the
main channel; for many of the laboratory experiments on fluvial diversions (like
[1]), all the three are equal. D is the depth of the flow in the original channel
before the diversion and ∆D is the difference in the bottom level between the
original and the lateral channel. d is the mean sediment diameter and σ is
the standard deviation of the sediment distribution. ri and ro are the inside
and the outside radius of curvature of the main channel, for the case when the
original/main channel is curved. Riad in his dissertation also comes up with a
simple relationship between ssidesmain and
qside
qmain
sside
smain
=
(
qside
qmain
)2β
(2.4)
The above relationship is the same as the one Wang etal. [15] mention in
their work on river bifurcations. If equations 2.3 and 2.4 are compared, the
parameter β in equation 2.4 is expected to take into account all the parameters
except qsideqmain . Riad then conducted experiments on a 45 degree diversion with
rectangular channels, and used the data to do sensitivity study on a simplified
version of equation 2.3
sside
smain
=
(
qside
qmain
, Re, Fr,
d
D
)
(2.5)
For the conducted experiments, the ratio of sediment diverted into the lateral
channel was found to depend primarily on qsideqmain , with higher
qside
qmain
resulting in
higher ssidesmain . This agrees with observations made by Bulle [1], Benini [3] and
Ismail [8]. Definite conclusions about relationship between ssidesmain and, Re and
Fr of the flow could not be made, due to limited range of Re and Fr in the
experiments. Though ssidesmain was found to depend on the bed roughness (
d
D ).
Similar analysis was done by Rocha [10]. Rocha put forward the relationship
sside
s
=
(
qside
q
, α,
Vs
V
,
q
V d
)
(2.6)
Where V and q are the mean velocity and specific discharge in the original
channel. Rocha used data from his own experiments (conducted on a 30 de-
gree diversion) and data from Dancy’s experiments [37], to demonstrate the
dependence of amount of sediment entering the lateral channel on the Rouse
number (Vsu∗ , where u∗ is the shear velocity of the flow) and roughness of the
bed. Amount of sediment entering the diversion channel was found to increase
with increase in Vsu∗ and bed roughness. This is along the expected lines, be-
cause for the same q higher Rouse number and bed roughness correspond to
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higher sediment particle size, which means higher percentage of sediment will
be transported as bed load, thus more sediment will find its way into the lateral
channel due to Bulle-Effect.
2.4 Impact of Bulle-Effect on Diversion design
A primary area of motivation for studying the Bulle-Effect is to understand
its implications on real world diversions built to divert water and sediment. A
recent study that used numerical simulations to explore in detail the effect of
different parameters on the sediment capture efficiency of a real world diver-
sion was conducted by Gawesh and Meselhe [23]. The study is timely because
throughout the world the long-term future of large-deltas is under threat due to
climate-change and other anthropogenic factors [33]. And one of the proposed
solutions are engineered sediment diversions, that would divert water and sed-
iment from rivers in order to mitigate land-loss at deltas. In the context of
United States, the plan to build land in Louisiana through diverting sediment
(and water) from the Lower Mississippi River (LMR) is a prime example [47];
and the discussed study is a positive step in that direction.The authors used
a coupled three-dimensional hydrodynamic and sediment transport model, to
evaluate possible design specifications of a Sediment Diversion to be built on
the LMR. The validated model was used to evaluate the effect of different at-
tributes of the planned sediment diversion, on its sediment capturing efficiency.
The attributes assessed were, the angle of diversion, ratio of the elevation of the
bottom of the diversion with that of the main river, and width of the diversion
that directly correlates with the discharge of water going through the diversion.
Central to all the analysis done by the authors was the parameter Sediment Wa-
ter Ratio (SWR) and Cumulative Sediment Water Ratio (CSWR), which was
used to quantify the sediment capture efficiency of the diversion. This section
primarily focuses on the comprehensive definition of SWR, why it is important,
and the fact that SWR, as defined by Gaweesh and Meselhe, might not estimate
the right percentage of sediment diverted from a river.
2.4.1 A Comprehensive Definition of Sediment Water Ratio
(SWR)
The definition of sediment water ratio (SWR) used by Gaweesh and Meselhe
(eqn. 1 in [23]) is expressed as
SWR =
SD
SR
× QR
QD
=
CD
CR
(2.7)
where QR and QD are the water discharge in the river before the diversion
and water discharge going into the diversion; SR and SD are the sediment
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discharge in the river and sediment discharge diverted; and CR and CD are the
concentration of sediment in the river and diverted, respectively. The primary
issue with the above definition is that it does not specify the location at which
the concentration is measured, and if the concentration is depth and width
averaged. Without the above stated information, the definition is valid only
for the case where sediment is uniformly distributed throughout the depth and
width of the river and the diversion channel, which is rarely the case in most
river systems. In the following subsections, we will put forth a comprehensive
definition of SWR and explain why it is important to use such definition to
assess the amount of sediment diverted from a given river or canal.
Derivation of Sediment Water Ratio (SWR)
A definition of SWR that takes into account spatial variability of the sediment
in both the vertical and transverse flow directions, in the river and associated
diversion is given by
SWR =
[∫ ∫
uDcDdzdw/
∫ ∫
uDdzdw
][∫ ∫
uRcRdzdw/
∫ ∫
uRdzdw
] (2.8)
=
[∫ ∫
uDcDdzdw
][∫ ∫
uRcRdzdw
] [∫ ∫ uRdzdw][∫ ∫
uDdzdw
] (2.9)
where
∫ ∫
udzdw corresponds to the water discharge (Q) passing through a
specific cross-section, with u being the mean point velocity of water that is
integrated across the depth and width of the cross-section. Similarly,
∫ ∫
ucdzdw
corresponds to the sediment discharge (S) at a cross-section, where c is the mean,
point volumetric sediment concentration. The circumstance under which eqn.
3, reduces to the definition of SWR used by the authors (eqn. 2.7) is when the
sediment concentrations cD and cR do not vary in depth (z) or along the width
(w) [48]. In that case eqn. 3 can be reduced to
SWR =
[∫ ∫
uDcDdzdw
][∫ ∫
uRcRdzdw
] [∫ ∫ uRdzdw][∫ ∫
uDdzdw
] (2.10)
=
[
CD
∫ ∫
uDdzdw
][
CR
∫ ∫
uRdzdw
] [∫ ∫ uRdzdw][∫ ∫
uDdzdw
] (2.11)
=
CD
CR
(2.12)
resulting in eqn. 2.7 submitted by the authors. Next, we discuss the appropri-
ateness of defining SWR in the context of flow and sediment transport at river
diversions.
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SWR in context of river diversions
A simple equation that relates the ratio of sediment discharge going into the
diversion and the sediment discharge remaining in the river (SD/SM ), and the
ratio of water discharge going into the diversion and the discharge remaining in
the river (QD/QM ) is given by
SD
SM
= α
(
QD
QM
)β
(2.13)
where α and β are dimensionless. And for a particular diversion geometry, β
and α depends on the sediment properties and flow parameters. Similar nodal
relation have been previously used in the context of river bifurcations [49, ?]
and diversions [50]. The above equation can be written in terms of QD and QR,
and SD and SR. Where QR = QD +QM and SR = SD +SM . The transformed
relation is given by
SD
SR
=
α (QD/QR)
β
(1−QD/QR)β + α (QD/QR)β
(2.14)
For sediment fine enough to be uniformly distributed throughout the depth,
like sediment moving as washload, β ≈ 1 and α ≈ 1. For relatively coarser
sediments that are transported near the bed, β > 1 and α > 1. This non-linear
behavior can be observerved in the data from experiments done on physical
models of diversions [1, 50, 51]. Recently, Ordon˜ez published data compiled
from different studies on diversions made over the years, along with data from
a physical model of the Canal del Dique diversion on the Magdalena River.],
Colombia [52]. The experimental data compiled by Ordon˜ez cover cases with
diversion angle varying between 30-150 degrees, and different sediment sizes (see
fig. 2.9). For this data, which was compiled across multiple studies, β ≈ 1.54
and α ≈ 9.2.
Further hint of β > 1 and α > 1 at river diversions is evident from the
data of sediment diverted at different diversions for irrigation from the Lower
Yellow River [53]. Observations of percentage of the total sediment load di-
verted (SD/SR) at different points along the Lower Yellow River (LYR) have
been reproduced (see fig. 2.10). At all the four diversions the percentage of
sediment diverted is substantially higher than the percentage of flow diverted,
and this non-linear sediment distribution is only possible if β > 1. Among the
four diversions the People’s Victory Canal gate the most upstream, followed by
Heigangkou, Shanyizhai and Dayuzhang gates. It is evident from fig. ?? that
the degree of non-linearity of the sediment division at the diversion decreases as
one moves downstream. This may be attributed to a decrease in β and α due
to downstream fining of the sediment [54]. For the diversions at LYR, β is in
the range 1.78− 2.4, and α is in the range 3.16− 35.6.
The dependence of β and α on Vs/u∗ is also evident from the experiments of
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Figure 2.9: y-axis shows the percentage of the total initial sediment captured
by the diversion, and x-axis shows the corresponding percentage of water
entering the diversion. The data has been reproduced from Ordon˜ez (2013),
and the plot corroborates the assertion of β > 1 and α > 1 for sediment
traveling near the bed. (Inset) α and β was ascertained from the plot between
log [SD/(SR − SD)] and log [QD/(QR −QD)].
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Figure 2.10: y-axis shows the percentage of the total sediment captured by the
diversion, and x-axis shows the corresponding percentage of water entering the
diversion. The data is from 4 diversions/gates along the Lower Yellow River,
with the People’s Victory Canal gate at the upstream end of the reach and
Dayuzhang gate at the downstream end of the reach (Erxun 1989).
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Dancy [55] (see fig 2.6), which is one of the only experimental studies conducted
using sediment of different sizes. For sediment varying between the size 0.075−
9.5 mm, α and β is in the range 0.8 − 11.8 and 1 − 2, respectively. In the
experiments relatively larger percentage of coarser sediment was found to enter
the 30-degree diversion. This happens because relatively coarser sediment that
tends to move near the bottom of the channel, will be diverted by the secondary
flow induced by the flow rotation while turning into the diversion. This is known
as the Bulle-Effect in the literature [40], since Bulle was the first to observe such
non-linear behavior in the laboratory [56] [p. 330].
In case there is no data available to estimate α and β, an approximate way to
estimate β could be to use an expression obtained by integrating the Rousean
equilibrium profile [57]. The expression is β = 1 + 31.5 (Vs/u∗)
1.46
, where u∗ is
the fluid shear velocity and Vs is sediment fall velocity. Reiterating the point
made earlier, for a particular diversion, α and β depends on property of the
sediment (Vs) and the flow (u∗). Though in general, α may also varies with
other properties of the diversion, i.e. diversion-angle, diversion width and depth
etc.
Getting back to the definition of SWR
SWR =
SD
QD
QR
SR
(2.15)
=
(
SD
SR
)
QR
QD
(2.16)
Now replacing SD/SR in the above relationship using eqn. 2.14, yields the
following
SWR =
α (QD/QR)
β
(1−QD/QR)β + α (QD/QR)β
QR
QD
(2.17)
=
α (QD/QR)
β−1
(1−QD/QR)β + α (QD/QR)β
(2.18)
For a particular diversion, α and β will depend on the ratio of sediment fall
velocity and shear velocity (Vs/u∗), thus SWR would also vary with size of the
sediment. This was also observed by the authors, when they evaluated capture
efficiency for different sand sizes. To reduce eqn. 10 to the relationship for
SWR used by the authors (eqn. 2.7), it has to be assumed that the relationship
between sediment discharge and water discharge is linear, that is S = CQ, which
is akin to assuming β = 1. Introducing β = 1 into eqn. 12, SWR reduces to
SWR =
α
1 + (α− 1)QD/QR (2.19)
A case with β = 1 is usually accompanied by α ≈ 1. Though in some cases
α > 1. The range of α encountered by Gaweesh and Meselhe in their study
under discussion is 0.05 − 2.2. The values were calculated using eqn. 2.19 and
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Figure 2.11: y-axis shows SWR, and x-axis shows the ratio of water entering
the diversion with respect to the total water in the river. Two scenarios have
been plotted, with β = 1 and β = 1.54. For both cases, α = 9.16. Eqn. 12 was
used to calculate SWR.
the observed values of SWR in the study. On the basis of the studies cited
earlier, it can be concluded that for relatively coarser sediment (β > 1) α is
usually greater than 3.
In order to compare the effect of β on the calculation of SWR, two cases with
the same α = 9.16 have been plotted in fig. 2.11. The value of α used is from the
data compiled by Ordon˜ez [52]. The comparison is done in order to ascertain
the difference in computed value of SWR for relatively coarser sediments, that
is if β is assumed to be 1 (as done by Gaweesh and Meselhe) instead of β > 1.
The values of β used are 1 and 1.54, which was empirically evaluated from the
data of Ordon˜ez. The above mentioned set of data was used for empirical values
of α and β because the data covers a gamut of different cases, with different
diversion geometries and sediment sizes.
From fig. 2.11 it can be concluded that for relatively coarser sediment and
QD/QR relatively low (QD/QR < 0.3), SWR predicted with the assumption of
β = 1 would overestimate SWR. The magnitude of overestimation decreases
with increase in QD/QR, and once QD/QR > 0.45, SWR calculated assuming
β = 1 are practically the same as in the case β > 1. From fig. 2.11 it can
be concluded that the behavior of SWR when β = 1 is not physically correct.
First, at QD/QR = 0, SWR should be equal to zero, instead SWR = α. On the
other hand the case β > 1 converges to 0 at QD/QR = 0. Secondly, when the
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sediment is relatively coarse and travels near the bed, at relatively low QD/QR
(say < 0.1), SWR should be less than 1, as a certain percentage of the flow
needs to be moving into the diversion for Bulle-Effect to kick in. This is also
portrayed in the data from LYR (see fig. 2.10). The case β > 1 captures this
behavior, but the case β = 1 is unable to capture this non-linear phenomenon.
From the analysis done herein, it may be concluded that due to not account-
ing for β > 1 for relatively coarse sediment at a diversion, sediment capture
efficiency (SWR) calculated using the definition used by Gaweesh and Meselhe
(eqn. 2.7) may over estimate the amount of sediment being diverted, especially
at relatively lower values of QD/QR. Thus instead of using the ratios of sedi-
ment concentration (CD/CR), it would be better to use the more comprehensive
definition of SWR (see eqn. 3) that takes into account the fact that β > 1 for
relatively coarser sediment.
2.4.2 Concluding Remarks
The thought-provoking study by Gawesh and Meselhe evaluates numerically the
impact of different design characteristics of a sediment diversion on its sediment
capture efficiency. Central to the evaluation of different design characteristics
is the parameter used for quantifying the efficiency of sediment capturing ca-
pability of a diversion. The authors use a definition for SWR (see eqn. 2.7),
which may not be the most comprehensive way of calculating it, and may lead
to over or under estimation of SWR for relatively coarser sediments that tend
to travel along the bottom third of the water column in a river. The defini-
tion of SWR that would work under all the circumstances, irrespective of the
parameter Vs/u∗, is given by eqn. 3. As evidence for the point being made
above, this discussion is based on data from laboratory scale and real-world
diversions, which show the proclivity of relatively coarser sediment for entering
the diversion. The discussion also included a short analysis about SWR cal-
culated based on the assumption of the sediment being uniformly distributed
(β = 1), and sediment being relatively coarser and not uniformly distributed
in the vertical (β > 1). The analysis clearly shows that for coarse sediment,
SWR approximated at relatively lower values of QD/QR will be overestimated
if β = 1. Even though the analysis is based on certain assumptions, the general
conclusion drawn about calculation of SWR should hold true irrespective of the
assumptions.
In the current study it was conclusively shown that a robust definition of
SWR is required for accurate calculation of the sediment capture efficiency.
Though it is also amply clear that further experimental and numerical studies
are required to further the general understanding of the dynamics at diversions,
especially the effect different parameters like Vs/u∗ and different aspects of
diversion geometry. Finally, one of the implications of building diversions on
the Lower Mississippi River, is the deposition of sediment just downstream of
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the diversion due to loss of stream-power. It should be pointed out that the
aim of the diversion is to divert sediment with SWR > 1, that means a larger
percentage of the total sediment would be diverted than water. In this scenario,
some analysis should also be done about the fate of the sediment once it enters
the diversion. A question that might be important is, how far will the sediment
travel after being diverted ? And, will the flow be strong enough to take it to its
desired destination, or will most of it be deposited in and around the diversion
channel ?
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Abstract
Particle-laden flows are prevalent in nature, as well as in the industrial set-
ting. The modeling methodology that has been popular for modeling these
particle-laden flows is the Eulerian-Lagrangian approach, where the fluid phase
is modeled under the Eulerian framework, and the particles are modeled un-
der the Lagrangian framework. Currently almost all the Lagrangian particle
tracking method use explicit time integration schemes for time-stepping, e.g.
Rung-Kutta, Adam Bashforth etc. A need for a semi-implicit method for La-
grangian particle tracking arises due to the stability constraint on the size of
the time-step in explicit time-steppers. The strictness of the constraint increases
with decreases in Stokes number of particle. Thus, the proposed method is best
suited for problems with poly-disperse particles, that is a set of particles cover-
ing a wide-range of Stokes number, where the particles with the smallest Stokes
number significantly reduces the maximum time-step size for the particle time-
stepper. In this paper a fast semi-implicit time-stepping algorithm has been put
forth, first for the case where Stokes drag is the only force acting on the particles.
Then the formulation has been extended to include other forces that act on the
particle, e.g gravity, lift, added mass etc. An algorithm has been provided for
implementation on any existing computational fluid dynamics (CFD) solver. Fi-
nally, the implementation of the algorithm on the higher-order spectral-element
based incompressible Navier-Stokes solver Nek5000 was tested for various fun-
damental flows.
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3.1 Introduction
Particle-laden flows are one of the most common variant of multiphase flows,
and a short list of examples includes cases under natural settings like dispersal
of aerosols, dust and volcanic ash, sediment in rivers and marine environments
etc. [58, 40]; and cases under engineered settings like fuel sprays, carbon soot in
engines, fluidized bed reactors etc [59, 60]. Among the computation methodolo-
gies used for modeling particle-laden flows, Lagrangian point-particle approach
(also referred to as Lagrangian particle tracking) has the longest history [61, 62],
and is suited to handle handle relatively large particles [63]. Methods that re-
solve the flow around the particle is certainly more accurate for large particles,
but due to currently these methods are restricted to limited number of par-
ticles. For smaller particles, the Lagrangian particle-tracking approach works
perfectly, though Eulerian approaches might be more efficient. Though under
appropriate conditions, Lagrangian particle-tracking’s performance is compa-
rable to Eulerian approaches. So, the Lagrangian particle-tracking method is
the only approach that works efficiently across different space and time scales,
for large number of particles, and for particles with different sizes (polydisperse
particles).
The Lagrangian particle-tracking approach retains the Lagrangian description
of the particles, and the complexity of the model depicting the motion of the
particles depends on the size, relative density, and concentration of the particles.
At the simplest level, the motion of particles can be modeled as Lagrangian
tracers, where the velocity of a particle is directly interpolated from the fluid
around it. This version of the model works well for very small particles that
has density close to that of the ambient fluid. In this model the particles are
expected to follow the flow, thus success of the model depends on accuracy of the
interpolation scheme used for interpolating the fluid velocity to the position of
the particle [64]. In the model, evolution of particle position is usually predicted
through integrating the particle velocity using an higher-order explicit time-
stepping scheme like Adam-Bashforth, Runge-Katta. Details of the Lagrangian
tracer model is discussed in section 3.2.
For particles that cannot be modeled as Lagrangian tracers, the model solves
the equations of motion to track the position, and momentum ( mass and energy
if required) of the particles. Levels of complexity of this model can vary from
one-way coupled model to the four-way coupled model [65]. In the one-way cou-
pled model, the flow affects the motion of the particle and there is no feed-back
of the particles back to the flow. This methodology of modeling works best for
particles that are not big enough to appreciably disturb the ambient fluid, and
the particle concentration is low enough that they rarely collide with each other
or modulate turbulence [66]. The two-way coupled models involve feedback
from the particles to the fluid momentum equations (the Navier-Stokes equa-
tion) [67], and the four-way coupled models additionally takes into account the
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interaction between the particles [68]. Irrespective of the levels of coupling used
in the model, the equations defining the motion of the particles are integrated
in time using a higher-order time-stepping scheme, and traditionally the mod-
els have used explicit time-steppers like Adams-Bashforth (AB), Runge-Kutta
(RK) or some variation of RK [69, 70, 71]. Though, stability of the explicit
time-stepping schemes becomes an issue for cases where particle response time
is becomes smaller than the simulation time-step, this usually happens due to
relatively small particles or highly viscous ambient fluid. This leads to reduction
of time-step size, thus making the simulation computationally expensive [60].
The current study briefly explores the root of instability in explicit time-
stepping schemes for Lagrangian-particles, and then puts forth a semi-implicit
time-stepping algorithm for the Lagrangian particle tracking method. The al-
gorithm has been implemented and tested for a one-way coupled model, but
can be extended to two-way and four-way coupling. The implementation and
testing of the model was done on the higher-order spectral-element based in-
compressible Navier-Stokes solver Nek5000 [31]. Sengupta et al. summarize
some previous studies on higher-order spectral-based simulations of turbulent
particle-laden flows [72]. Recently, a Lagrangian point-particle model was im-
plemented on Nek5000. Amongst the forces acting on the particle, the model
only takes into account the Stokes drag, and it uses the explicit time-stepper
Adams-Bashforth for integrating the governing equations of the particles [73].
To the authors knowledge, the model proposed in this paper is the firs semi-
implicit Lagrangian particle-tracking model in the literature.
Henceforth, the paper has been divided into sections. The second section
briefly discusses the particle tracking using an explicit time-stepper, initially
elucidating the Lagrangian-tracer model and then the more generic case where
the velocity of the particle is a function of the relative velocity between the
particle and the ambient fluid. This section has been provided as context for
the upcoming sections about the semi-implicit time-stepper. The third section
elucidates the reason behind the requirement for an semi-implicit time-stepper,
and then proposes a time-stepper that is the combination of the Extrapolation
scheme and the Backward Difference scheme. In the aforementioned section, the
analysis is done for a model where Stokes drag is the only force acting on the
particle. In the next section (section 4) the method has been extended to a model
where there are additional forces, e.g. lift, added mass, gravity etc., acting on
the particle. These additional terms in the particle momentum balance equation
is required for accurate modeling of the dynamics of the particle under complex
flow conditions. This section also elucidates the step-wise algorithm of the
model, this information can be used for implementing the model into an existing
computational fluid dynamics (CFD) solver. In section five, various components
of the full particle model have been tested under specific flow conditions, in order
to test the model’s veracity. Finally, in section six, the efficiency of the model
has been tested for real application flows.
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3.2 Explicit time stepping for Lagrangian particle
tacking
To begin, we consider particle tracking model based on Lagrangian transport,
often referred to as Lagrangian-tracer. The particle position x := (x, y, z) is
governed by the first order ordinary differential equation (ODE)
x˙ = v = u(x, t), x(t = 0 ) = x0, (3.1)
where v is the particle velocity, · denotes the time derivative, and u(x, t) is the
fluid velocity at position x and time t.
Equation (3.1) can be advanced with any standard integrator having the
desired cost/accuracy trade-offs. For engineering geometries, there is a high
cost associated with interpolating the flow field at arbitrary points and explicit
schemes are generally preferred. A convenient choice is third-order Adams-
Bashforth (AB3),
xn = xn−1 + ∆t
(
23
12
fn−1 − 16
12
fn−2 +
5
12
fn−3
)
, (3.2)
where fn−q := un−q(xn−q) and un−q is the velocity field at time level tn. AB3
requires only one nonlinear function evaluation per timestep. For Lagrangian
tracer like models, the non-linear function evaluation is interpolation of the
Eulerian fluid velocity field onto the position of the particle. For the model
problem x˙ = λx, the method has a well-known stability region in the complex
λt˙-plane that encompasses a segment of the imaginary axis spanning -.7236i
to +.7236i. In general, stability for (3.2) is not an issue but accuracy is. In
effect, there is only one timescale in the kinematic description (3.1) and the
particle must simply be advanced with steps sufficiently small to accurately
resolve the path that it traces. If it deviates from that path it will pick up
the wrong velocity, but there will be no amplification associated with numerical
instability.
The above model can be slightly modified to include the case in which the
particles being tracked behave like a Lagrangian tracer, but has gravity acting
on them. The way gravity manifests in the model is through a constant particle
fall velocity (Vs) in direction of the gravitational acceleration. So, the equation
representing the modified model is
x˙ = v = u(x, t) + Vseˆg, x(t = 0) = x0, (3.3)
where eg is unit vector in direction of gravitational acceleration. The aforemen-
tioned models have be to be coupled with appropriate problem specific boundary
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and initial conditions.
Now, expanding the Lagrangian particle tracking model to the more general
case where velocity of the particle not only depends on the velocity of the
ambient fluid, but also the velocity of the particle itself. This happens because,
for particles bigger than a certain size [we might need to define this limit], there
is disparity between the velocity of the particle and velocity of the fluid around
the particle. Thus, velocity of the particle at any point of time is a non-linear
function of the relative velocity of the particle. The ODEs defining the motion
of the particle is
x˙ = v, x(0) = x0, (3.4)
v˙ = f (u− v) , v(0) = v0,
Similar to the case of the Lagrangian tracer, an explicit time-stepper can be
used to integrate the above equations in time. If AB-3 is used, the equivalent
of the relationship 3.2 is.
xn = xn−1 + ∆t
(
23
12
vn − 16
12
vn−1 +
5
12
vn−2
)
, (3.5)
vn = vn−1 + ∆t
(
23
12
fn−1 − 16
12
fn−2 +
5
12
fn−3
)
, (3.6)
But unlike the case of Lagrangian tracers, the stability of the time integrator is
an issue, even for the simplest case, where Stokes drag is the only force acting
on the particle. In the next section the reason behind the stability constraint
has been discussed; and then a semi-implicit time-stepping scheme has been
proposed to address the problem, without increasing the computational cost.
3.3 Fast Semi-Implicit particle tracking
We next consider a dynamic model in which the particle is accelerated by fluid
drag forces. We use Stokes drag as an example but the basic concepts can be
extend to more complicated models that has been be discussed in the next few
sections. The Stokes drag formulation used here assumes the stokes number
of the particle to be constant, which is plausible if the drag coefficient CD is
constant. Then the system of ODEs governing the motion of the particles is,
x˙ = v, x(0) = x0, (3.7)
v˙ = α (u− v) , v(0) = v0,
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where u = u(x, t). Here, α = 1τ , where τ (the Stokes number) represents the
relaxation time between the particle and fluid velocities. Small τ implies that
the particle rapidly assumes the velocity of the neighboring fluid, which is the
case for sufficiently small particles or sufficiently viscous fluids. Unfortunately,
a small value of τ also implies that (3.7) is stiff, in the sense that there are
disparate timescales. There is the slow scale associated with the motion of the
particle, which we wish to resolve, and the fast scale associated with the rate
at which v −→ u. We can see the potential for trouble in a couple of different
ways.
First, equation (3.7) can be rewritten as a second-order ODE, which nominally
needs two initial conditions,
τ x¨+ x˙ = u, x(0) = x0, x˙(0) = x˙0. (3.8)
In the limit τ −→ 0, the nature of (3.8) is changed. It becomes a first-order
ODE and the second initial condition is dropped in favor of x˙ ≡ u. Because
the highest-order derivative is multiplied by a small value, (3.8) is singularly
perturbed and one of the eigenvalues of the characteristic polynomial goes to
infinity as τ −→ 0. The irony is that, in this limit, the system should become
easier to solve rather than harder because the physics is more straightforward.
Another way to see the stiffness induced by small particle sizes is to look at
the eigen-structure of (3.7), which can be rewritten as(
x˙
v˙
)
=
[
0 I
0 −αI
] (
x
v
)
+ α
(
0
u
)
. (3.9)
This system has the structure
q˙ = Aq + f(q, t) (3.10)
with eigenvalues of A being 0 and −α and the vector q the vector containing
position and velocity. We illustrate the stiffness by considering a simple uniform
flow with u ≡ (1, 0, 0) and initial conditions x = v = (0, 0, 0). This reduces to
a 2× 2 system governing the particle motion along the x axis,(
x˙
v˙
)
=
[
0 1
0 −α
] (
x
v
)
+ α
(
0
1
)
. (3.11)
The solution to (3.11) is v = 1 − e−αt. Thus, the stability constraints for
explicit timesteppers will dictate a stepsize ∆t ≈ 1/α = τ for all time, even
when v −→ 1. The essential difficulty here is that τ is controlled by the particle
size, which is part of the problem specification. One would like to have a method
that will be stable for a broad range of particle sizes.
For large values of α it is clear that some type of implicit time-stepping is
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required. One option would be a fully implicit scheme such as a kth-order
backward difference formula (BDFk). For k=2, equation 3.10 can be written as
dq
dt
≈ 3q
n − 4qn−1 + qn−2
2∆t
= Aqn + fn. (3.12)
The difficulty is that f is nonlinear, so solving the above equation would require
relatively expensive iterative equation solver, like Netwon-Raphosn.
However, as we have shown, the stiffness of this system is associated with
the matrix A and not with f . The system (3.10) is a classic example of a
stiff system in which the fast (and relatively uninteresting) part of the system
is linear and can be easily treated implicitly while the resolved (i.e., slow and
interesting) physics involves an expensive non-linearity that is readily treated
through explicit updates. So, a semi-implicit scheme, such as BDFk plus kth-
order extrapolation (EXTk), is ideally suited to this situation. The basic idea
is to evaluate each term in the original system implicitly if it contributes to
stiffness and explicitly otherwise. For k=2, the scheme is
3qn − 4qn−1 + qn−2
2∆t
= Aqn + (2fn−1 − fn−2). (3.13)
Rearranging, the update step is of the form(
3
2
I −∆tA
)
qn =
4
2
qn−1 − 1
2
qn−2 + ∆t(2fn−1 − fn−2), (3.14)
which requires solution of d upper-triangular 2×2 systems in d space dimensions.
We remark that the work required for BDF3/EXT3 is essentially the same as
for (3.14) and that both schemes readability generalize to variable step size.
The general formula for each velocity component, i = 1, · · · , d is
vni =
1
β0 + ∆tα
 k∑
j=1
βkv
n−j
i + α∆t
k∑
j=1
αju
n−j
i
 (velocity)(3.15)
xni =
1
β0
 k∑
j=1
βkx
n−j
i + ∆t v
n
i
 (position).(3.16)
Table 1 lists the BDFk and EXTk coefficients for the case of uniform ∆t. For
variable ∆t, one simply needs the polynomial interpolation and derivative con-
stants associated with the time points tn−j [74].
It should be noted that, in most simulations of turbulent flow the timestep
∆tf is governed by the Courant condition, which requires that the Courant
number be bounded by an order unity constant,
C := max
i
∆tf
(∣∣∣∣ ui∆xi
∣∣∣∣ + ∣∣∣∣ vi∆yi
∣∣∣∣ + ∣∣∣∣ wi∆zi
∣∣∣∣) < C∗ (3.17)
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Table 3.1: BDFk and EXTk Coefficients for Uniform ∆t
k β0 β1 β2 β3 α1 α2 α3
1 1 1 0 0 1 0 0
2 32
4
2 − 12 0 2 -1 0
3 116
18
6 − 96 26 3 -3 1
Here, the maximum is taken over all gridpoints (or cells) i with local gridspacing
(∆xi,∆yi,∆zi). There is generally no reason to expect that ∆t required for
accurate particle tracking should be equal to ∆tf . It can often be much larger,
particularly in regions of slow flow or where pathlines are relatively straight.
3.4 Lagrangian particle tracking model with
additional force terms
In this section, we will discuss a more generalized Lagrangian particle model
that takes into account additional physics: the lift force acting on the particle,
the fluid stresses acting on the particle (both shear and normal stress), grav-
itational acceleration and added mass. The version of the model used in the
current study is similar to the one derived by Auton et al. [75], which considered
the inviscid limit for the continuous-phase. The other commonly used model
is the Maxey-Riley equations [76], which considered the viscous limit for the
continuous-phase. The version of the model we have used in this study does not
have any bearing on the semi-implicit time-stepping scheme that has been dis-
cussed here and any conclusions for one version of the model, can be extended to
the other. The reason we chose the model similar to Auton et al., was our mo-
tivation to use the model to simulate near-bed sediment transport in turbulent
flows, similar to the study by Escauriaza and Sotiropoulos [77]. Additionally,
the feedback of the particles on to the fluid, which becomes important for cases
with high particle concentration, has not been considered. Other assumptions
made are, the particles only translate that is they do not rotate while moving,
and the particles also do not collide with each other. The aforementioned as-
sumptions are valid for cases where the particle concentration is relatively low
and the particle diameters are small enough that particle rotation can be ne-
glected while moving through the fluid. The motion of the particles are defined
by the equations
m
dvi
dt
= fi (velocity equation) (3.18)
dxi
dt
= vi (position equation). (3.19)
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where m is the mass of the particles, xi and vi are the position and velocity of
the particles. fi represents all the forces acting on the particles. Velocity of the
fluid at the particle (that is interpolated to the position of the particle) have
been represented using ui. And the relative velocity between the particle and
the fluid has been represented using vri = (ui − vi). Equation 16 is has been
rewritten as
m
dvi
dt
=
1
2
ρCD
pid2
4
|vri|vri +
(
1− ρ
ρs
)
mgi + ρCL
pid3
6
(ijkvrjωk) +
ρCm
pid3
6
(
Dui
Dt
− dvi
dt
)
+ ρ
pid3
6
(
−1
ρ
∂p
∂xi
+ ν
∂2ui
∂xjxj
)
(3.20)
where the first term corresponds to fluid drag acting on the particle, in which
ρ is the density of the ambient fluid, d is the diameter of the particle and CD is
the drag coefficient. CD is usually a function of the particle Reynolds number
Rep, which is defined as Rep =
|vr|d
ν , where ν is the kinematic viscosity of the
fluid. There are different relationships for CD, a commonly used for modeling
spheres for relatively low Rep is CD =
24
Rep
, and more complex relationships are
avaialble for higher Rep and different shapes of the particle [48]. The commonly
used relationship for sand and gravel for Rep ≤ 104 is [78]
CD =
24
Rep
+ 1.5 (3.21)
The next term in equation 5.17 corresponds to the net gravitational force
acting on particle. The acceleration due to gravity always acts along the negative
z-direction (if z is chosen as the vertical-axis), thus gi = −gδi3 where g is the
gravitational acceleration and δij is the Kronecker-delta. ρs in the gravitational
force term is material density of the particle.
The third force term corresponds to the lift force acting on the particle, where
CL is the lift coefficient, ω is the vorticity of the fluid around the particle and ijk
is the alternating unit tensor. The lift force depends on the gradient of velocity
around a particle that is moving in a non-uniform rotational flow. The lift
coefficient has been shown to be constant for inviscid flows [75]. For relatively
smaller Reynolds number the lift coefficient relationship suggested by Mei [79]
can be used, which is a modified version of the relationship proposed in the
seminal work of Saffman [80].
The next term corresponds to force on the particle due to added mass. This
is force is important for cases in which the particle is large enough to pull
in additional fluid along with it, and the added mass coefficient is generally
considered a constant, equal to the inviscid approximation Cm = 0.5 [59]. In
this force term, DuiDt correspond to the material derivative of the fluid. The
last term in the momentum balance equation of the particle corresponds to
the force induced by fluid stresses on the particle, and have been calculated by
38
interpolating the flow-field variables to the position of the particle. Loth [81]
has argued that a simple addition of forces, as done in equation 5.17 may not be
perfectly correct, due to non-linear interactions between the fluid forces, but in
general these effects are assumed to be small and the simple addition is expected
to hold for most practical purposes. Equation 5.17 can be further simplified by
dividing through out by mass of the particle m = ρs
pid3
6 and then multiplying
by ρsρ . Thus equation 5.17 reduces to
(
ρs
ρ
+ Cm
)
dvi
dt
=
3
4
CD
d
|vri|vri +
(
ρs
ρ
− 1
)
gi + CL (ijkvrjωk) +
Cm
Dui
Dt
+
(
−1
ρ
∂p
∂xi
+ ν
∂2ui
∂xjxj
)
(3.22)
Also if ρsρ − 1 is represented as R, whose value for quartz based sand is about
1.65; and Cm
Dui
Dt is added and subtracted to the right hand side of equation
5.19, it can be further simplified to
dvi
dt
=
1
CRm
[
3
4
CD
d
|vri|vri +Rgi + CL (ijkvrjωk) + (Cm + 1) Dui
Dt
]
(3.23)
where CRm = 1 + R + Cm. As most high-resolution simulations are conducted
in non-dimensional space, the above equations should be non-dimensionalized
using the appropriate velocity and length scales. e.g. In the case we are simu-
lating flow in an open-channel, we can use the mean streamwise velocity of the
flow in the channel Um as the velocity scale and the depth of the channel H as
the length scale. Then equation 5.20 can be normalized by multiplying it by
H
U2m
. Thus the non-dimensional form of equation 5.20 is
dv˜i
dt˜
=
1
CRm
[
1
St
v˜ri − δi3
Fr2
+ CL (ijkv˜rjω˜k) + (Cm + 1)
Du˜i
Dt˜
]
(3.24)
In the above equation Fr2 is the square of the densimetric Froude number of
the flow, and St is the Stokes number of the flow. Ther are defined as
Fr2 =
U2m
RgH
(3.25)
St =
4
3CD
d˜
|v˜ri| (3.26)
3.4.1 Integration of the additional force terms
The semi-implicit time stepper discussed in section 2 have been used with some
modifications. 1+R+Cm for almost all cases would be a constant, so henceforth
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it will be referred to as CRm. For purpose of implementation of equation 5.21
using the aforementioned semi-implicit time-stepper, it can be rewritten as
dv˜i
dt˜
=
1
StCRm
(u˜i − v˜i)− δi3
Fr2CRm
+
CL
CRm
ijk (u˜j − v˜j) ω˜k
+
(Cm + 1)
CRm
Du˜i
Dt˜
(3.27)
In the above equation clubbing all the terms on the right-hand side that depend
on the particle velocity (vi), we get
dv˜i
dt˜
=
(
− 1
StCRm
v˜i +
CL
CRm
ijkω˜j v˜k
)
+
1
StCRm
u˜i − δi3
Fr2CRm
+
CL
CRm
ijku˜jω˜k +
(Cm + 1)
CRm
Du˜i
Dt˜
(3.28)
In Nek5000, the term Du˜i
Dt˜
can be evaluated in the eulerian grid (mesh for the
fluid simulation) and then interpolated to the location of the particles for up-
dating particle velocity, and henceforth Du˜i
Dt˜
would be referred to as w˜i. Also,
for purpose of analysis different coefficients and constants in force terms have
been represented by different symbols
α =
1
StCRm
, β =
CL
CRm
, γ =
1
Fr2CRm
and η =
1 + Cm
CRm
(3.29)
so equation 3.28 can be rewritten as
dv˜i
dt˜
= (−αv˜i + βijkω˜j v˜k) + αu˜i − δi3γ + βijku˜jω˜k + ηw˜i (3.30)
The system of ODE that has to be solved in order to update the velocity and
position of a particle has been rewritten using equation 16 and 3.30. Also, as the
equations have already been non-dimensionalized, henceforth all the variables
(like u˜, v˜ etc.) have been used without the˜(
x˙i
v˙i
)
=
[
0 I
0 (−αδik + βijkωj)
]
q +
(
0
αui − δi3γ − βijkωjuk + ηwi
)
.(3.31)
this is similar to the analysis done in section 2, and the above ODE system has
the structure
q˙ = Aq + f(q, t) (3.32)
In the above system A is the primary source of stiffness, though unlike section
, it also has a non-linear component. Also, A in the current system is not a
constant, and has to be evaluated before every update of q. So like section 2, an
implicit method (like BDF-k) would be used to update q and an explicit method
(like EXT-k) would be used to update f . Using the notation for BDF-k and
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EXT-k (k can be 1, 2 or 3 depending on the order of accuracy required) used
in section 2, equation 3.32 can be written as
(β0I −∆tAn) qn =
k∑
j=1
(
βjq
n−j + ∆tαjfn−j
)
(3.33)
From the above equation it is obvious that the relationship for updating the
position of the particle is exactly similar to the one elucidated in section 2. The
new particle velocity update relationship is
Bn3×3
 v1v2
v3

n
=
k∑
j=1
(
βjv
n−j
i + ∆tαjC
n−j
i
)
(3.34)
In the above equation the index i corresponds to the space-dimensions. B is a
3× 3 matrix (for a 3D case) and when expanded
Bn3×3 =
 β0 + ∆tα β∆tω
n
3 −β∆tωn2
−β∆tωn3 β0 + ∆tα β∆tωn1
β∆tωn2 −β∆tωn1 β0 + ∆tα
 (3.35)
And Ci is defined by
Ci = αui − δi3γ + βijkujωk + ηwi (3.36)
In order to get an explicit relationship for vi from equation 3.34, B needs to be
inverted. So solution of equation 3.34 is
 v1v2
v3

n
= B−1
 k∑
j=1
(
βjv
n−j
i + ∆tαjC
n−j
i
) (3.37)
B−1 can be evaluated using the Cramer’s rule for a 3× 3 matrix, that is
B−1 =
1
|B|
 b22b33 − b32b23 b13b32 − b33b12 b12b23 − b22b13b23b31 − b33b21 b11b33 − b31b13 b13b21 − b23b11
b21b32 − b31b22 b12b31 − b32b11 b11b22 − b21b12
(3.38)
where |B| is equal to
(b11(b22b33 − b32b23)− b12(b21b33 − b23b31) + b13(b21b32 − b22b31)).
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Now equation 3.37 can be written as
 v1v2
v3

n
= B−1

∑k
j=1
(
βjv
n−j
1 + ∆tαjC
n−j
1
)
∑k
j=1
(
βjv
n−j
2 + ∆tαjC
n−j
2
)
∑k
j=1
(
βjv
n−j
3 + ∆tαjC
n−j
3
)
 (3.39)
Using the relationship 3.38 and representing the three components of the right-
hand side matrix as R1, R2 and R3, equation 3.39 can be simplified to
v1 =
1
|B| [R1(b22b33 − b32b23) +R2(b13b32 − b33b12) +R3(b12b23 − b22b13)](3.40)
v2 =
1
|B| [R1(b23b31 − b33b21) +R2(b11b33 − b31b13) +R3(b13b21 − b23b11)](3.41)
v3 =
1
|B| [R1(b21b32 − b31b22) +R2(b12b31 − b32b11) +R3(b11b22 − b21b12)](3.42)
A point to note is that all the components of matrix B should be calculated
at time tn and for particle position xni . This is tricky because ω
n
i is required
to be interpolated to particle position xni before calculation of x
n
i . In order to
get around this quandary, ωni would be approximated using EXT − k from the
previously saved values of ωi, along with vi and ui. In the next subsection, the
algorithm for the model has be described step by step. The algorithm can be
used to implement the semi-implicit Lagrangian particle tracking model on an
existing CFD code.
3.4.2 Algorithm for implementation into a CFD code
In this section we elucidate the important portions of the algorithm for imple-
menting the Lagrangian particle method discussed in the previous two sections.
For purpose of describing the algorithm, position of particle in 3D is represented
using xn, yn, zn, where the superscript n describes the time step or iterations
since the simulation started. Velocity of a particle in 3D is represented using
vxnn, vy
n
n , vz
n
n , the superscript n describes the time step and the subscript n de-
scribes the position of the particle. So, vxnn+1 represents velocity of the particle
in x-direction at time n and at position xn+1, yn+1, zn+1. uxn, uyn, uzn corre-
spond to the velocity field of the fluid at time n, and uxnn, uy
n
n , uz
n
n correspond
to the velocity of the fluid at time n and at the position corresponding to time
n. Similar notation have been used for fluid vorticity ωxn, ωyn, ωzn, and the
material derivative of the fluid velocity wxn, wyn, wzn. Rest of the notations
used are same as the ones used in the previous sections.
1. Initialize particles with their positions (x0, y0, z0), velocities (vx00, vy
0
0 , vz
0
0),
diameter, relative density, lift coefficient, etc.
2. At this time the Eulerian fields, like fluid velocity (ux0, uy0, uz0) has been
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initialized using the initial condition of the flow or previous computation
result.
3. Calculate vorticity (ωx0, ωy0, ωz0) using the Eulerian fluid velocity.
4. Calculate the material derivative (wx0, wy0, wz0) using the Eulerian ve-
locity field. The material derivative has two parts, the dudt term that has
been calculated using the BDFk, and the non-linear part that has been
evaluated for the whole Eulerian field. A small issue in using BDF is that
at this point of time in the simulation there is no record of ux−1 .. etc.,
thus for BDF-1 ux−1 has been assumed to be equal to ux0. This results
in dudt being equal to zero. Even though the approximation of ux
−1 = ux0
is erroneous, it is acceptable because ux−1 is used in BDFk for only the
first three time iterations.
5. Interpolate the Eulerian fields to the current particle locations to get, the
fluid velocity at the particle location ux00, uy
0
0 , uz
0
0 , the fluid vorticity at
the particle location ωx00, ωy
0
0 , ωz
0
0 , and the material derivative of the fluid
velocity at the particle location wx00, wy
0
0 , wz
0
0 .
6. Extrapolate particle velocity (vx00, vy
0
0 , vz
0
0), and fluid velocity interpo-
lated to the particle positions (ux00, uy
0
0 , uz
0
0), using EXTk (k=1, for first
time-step). The extrapolated velocities vx10.. and ux
1
0.. are an initial ap-
proximation for vx11.. and ux
1
1.., which will be required for calculation of
α in the matrix B (see equations 29 and 3.35).
7. Similarly extrapolate fluid vorticity at current particle location ωx00, ωy
0
0 , ωz
0
0
to approximate the vorticity at the updated particle location x1, y1, z1
(which have not been calculated yet). In general ωx10, ωy
1
0 , ωz
1
0 is calcu-
lated using EXT-k, e.g. EXT1 ωx10 = ωx
0
0.
8. Calculate right-hand side (R1, R2 and R3) of equation 34, using the re-
quired parameters (ux00, ..., ωx
0
0... etc.) calculated in the previous steps.
9. Compute components of matrix B, b11, b12, ... using equation 3.35.
10. Update the particle velocity (vx11, vy
1
1 , vz
1
1) using R1, R2 and R3, compo-
nents of matrix B, and equations 40 to 42.
11. Calculate the new particle position x1, y1, z1 using x0, y
0, z0 and vx11, vy
1
1 , vz
1
1
calculated in the previous step.
12. Impose the applicable boundary conditions for the particles, thus correct-
ing the position and velocity of the particles if it goes out of the compu-
tational domain after the previous step.
13. Repeat steps 3 to 12, the only difference being the order for BDF and EXT
would be 2 for the next step and then 3 for rest of the computation. Also
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the previously computed and saved (from the previous three iterations)
values of particle positions (xn, ..), particle velocity (vxnn, ..), interpolated
fluid velocity (uxnn, ..) at the particle location, interpolated fluid vortic-
ity (ωxnn, ..) at the particle location, interpolated material derivative of
the fluid velocity (wxnn, ..) at the particle location, and the Eulerian fluid
velocity field (uxn, ..) have to used for the calculations.
3.5 Testing the model
The model described in the previous sections was implemented on the massively-
parallel open-source incompressible Navier-Stokes solver Nek5000 [31]. Nek5000
uses spectral-element method for spatial discretization [82], with higher-order
orthogonal Legendre polynomial basis on Gauss-Lobatto-Legendre (GLL) nodes.
The temporal discretization in Nek5000, uses a semi-implicit scheme that is
a mix of third-order Backward difference (BDF3) and Extrapolation (EXT3)
schemes. In this section, different components of the particle model would be
tested to check the veracity of the model.
3.5.1 Particle under a Plane-Couette flow
This test was designed to check the portion of the model simulating the lift
force acting on the particle. In the particle momentum balance equation (see
eqn. 5.21), the lift force acting on the particle is a cross-product of the relative
velocity of the particle (with respect to the flow) and vorticity of the fluid at the
particle. In order to test the implementation of the model, the best option is to
test it under the condition of constant vorticity. Thus, for this test a laminar
Plane-Couette flow was used. The flow is induced by the top plate, which moves
with a constant velocity 1 in the positive x-direction (see figure 1a). The bottom
plate is kept stationary, thus the velocity profile between the plates is defined
by u = 1+y2 iˆ, where u is the flow velocity in the x-direction. The vorticity due
to the flow is constant throughout the domain, and is equal to −0.5kˆ. In this
flow, a particle was placed at the center of channel (y = 0). In the particle
model, all the components of momentum balance equation (eqn. 5.21), except
the lift force, were turned off. So, in the system the only force acting on the
particle was due to the lift induced by the constant vorticity field −→ω = −0.5kˆ.
A constant lift coefficient of CL = 6.0 was used to simplify the analysis, along
with the relative density (1+R) of the particle equal to 1.5. The result from the
simulation was compared with the relationship for motion of the particle under
the aforementioned conditions, the relationships were derived from the ODEs
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(a)
(b)
Figure 3.1: Results from test to check the accuracy of the model for lift force.
(a) Velocity magnitude between the two plates of the laminar Plane-Couette
flow. (b) Comparison between the analytical relationship and the numerical
simulation.
representing the motion of the particle:
y = y0 +
1
k − 0.5sin
2(
θt
2
) (3.43)
x = x0 +
k
2 (k − 0.5)
(
t− sin(θt)
θ
)
(3.44)
where k = 0.5CL1+R , and θ
2 = k(k − 0.5). t is time, (x, y) are the x and y coordi-
nates of the particle, and (x0, y0) is the coordinate of the particle before it starts
moving. Figure 3.1 compares the particle position predicted by the above re-
lationships, with the particle trajectory predicted by the numerical simulation.
For all practical purposes, the two match perfectly, thus confirming the accuracy
of the semi-implicit model in modeling the lift force acting on the particle.
3.5.2 Particle moving in a circular flow
The next test was designed to test the working of the part of the momentum bal-
ance equation, that models the force induced by the fluid stresses on a particle.
45
-0.12
-0.11
-0.10
-0.09
-0.08
-0.07
-0.06
-0.05
-0.04
-0.03
-0.02
-0.01
0.00
0.01
0 1 2 3 4 5 6 7 8 9
Re
la
tiv
e 
Er
ro
r
Time (convective time)
No_DuDt
DuDt
(a) (b)
Figure 3.2: Results from test to check the accuracy of the model for the force
induced by fluid stresses on the particle. (a) Velocity magnitude for the
laminar circular flow. (b) Relative error of the model in predicting the path of
the particle in the circular flow, with and without the Du/Dt term.
The fluid stress terms are modeled using the DuDt term in equation 24, without
the Cm in front, which comes from the ”added mass” term. For the test, a
particle of fluid (R = 0) was placed in a constant circular flow (see figure. 3.2a),
defined by −→u = (−yiˆ, xjˆ, 0kˆ). In a physical experiment, the particle of fluid
will continue to rotate with rest of the fluid in a circle, without any deviation.
This happens because the stress from the surrounding fluid keeps the particle
moving along the circular path. So, if the fluid stresses are not considered in the
momentum balance equation that defines the motion of the particle, the particle
is expected to have a deviate from the circular path. Thus, First a case was
simulated with only Stokes drag acting on the particle. In this case the particle
was found to have both a tangential and a outward radial velocity. The radial
velocity deviates the particle away from the circular path it is expected to move
in. In the next case, the part of the model that captures the fluid induced stress
terms was switched on. The particle was found to behave according to expecta-
tion, and move along a circular path. Relative error of the model in predicting
the path of the particle in the circular flow, with and without the fluid stress
term (Du/Dt) have been plotted in figure 3.2b. This provides evidence that the
model is able to capture the fluid stress terms accurately.
3.5.3 Free falling particles in a quiescent fluid
One of the most fundamental force that acts on a particle is due to gravity. A
particle falling freely through quiescent fluid, accelerates due to gravity. But
once the particle velocity is high enough that the force due to gravity is balanced
by the drag on the particle induced by the ambient fluid, the particle stops
accelerating. The velocity at which this occurs, is called the terminal velocity of
the particle, and it depends on the size of the particle, viscosity of the ambient
fluid, and relative density of the particle. A Lagrangian point-particle model
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should be able to model this dynamic correctly, with the particle converging
to terminal velocity. The test in this section has been designed to check the
aforementioned aspect of the model. So, a particle with R = 1.65 was placed in
a periodic domain containing quiescent fluid. The viscosity of the fluid was set
equal to 10−6, diameter of the particle was set at D = 0.015, and the constant
force acting on the particle (like gravity) was set equal to 103. All the above
stated parameters are in the non-dimensional space, and the values were chosen
to setup a case that would result in a relatively high terminal-velocity, thus
taking the model longer to converge to the terminal-velocity. During the test,
the only force terms included in the particle momentum balance equation were
the Stokes drag and body force (gravity).
First the tests were performed for CD =
24
Rep
. Based on the assumed values of
the parameter, the terminal velocity to which the particle velocity is expected
to converge is 12500. Velocity of the particle at each time-step has been plotted
for different time-step sizes in fig. 3.3a. As expected, the particle velocity
converges in about 550 iterations, when the time-step size is 1.0 time units.
As the method put forth in this paper is a semi-implicit method, one expects
to take larger time-steps and reach convergence in relatively fewer iterations,
without problems with stability of the method. Simulations with time-step size
ranging between 100 to 1000 time units have been plotted in fig. 3.3a, and the
particle velocity can be seen to converge in about 10-15 iterations. Next, the
test was performed with CD =
24
Rep
+ 1.5. For time-step size of 0.01 time units,
the particle velocity converges to approximately 3.651 in about 50 iterations
(see fig. 3.3b). For time-step greater than 0.01, the particle velocity can be
seen to oscillate around the value it is expected to converge to. Interestingly,
the amplitude of the oscillations slightly decreases with increase in iterations.
So, the instability does not grow over time (rather damps very slowly). The
convergence issues, for complex functions of CD, at relatively large time-steps
can be addressed by conducting a few Newton-Raphson iterations during the
particle-velocity update step in the algorithm. In the current algorithm the
aforementioned step has not been implemented, because for most practical cases
the ambient flow does not impose the strict constraints assumed for this test
case. Additionally, the time-step used for most practical flows is small enough
that convergence of the algorithm under constant body force (like gravity) is
not expected be an issue.
3.6 Conclusion
Lagrangian particle tracking is one of the most popular modes of modeling
particle-laden multiphase flows, both in natural and engineered settings. Al-
most all the Lagrangian point-particle models use an explicit time-stepper, like
Adam-Bashforth, Runge-Kutta etc., to integrate the particle momentum bal-
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Figure 3.3: Results from test to check the accuracy of the model for a constant
body-force like gravity. (a) Number of iterations required for the particle to
converge to terminal-velocity, for different size of time-step. In this case where
the drag coefficient for the particle is defined by CD =
24
Rep
. (b) Number of
iterations required for the particle to converge to terminal-velocity, for
different size of time-step, where the drag coefficient for the particle is defined
by CD =
24
Rep
+ 1.5.
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ance equations. Though, an explicit time-stepper was shown to impose a strict
time-step size constraint, especially in cases with small particle size or high fluid
viscosity. The current paper puts forth a semi-implicit method, that treats the
fast but linear part of the physics implicitly and the slow but non-linear part
of the physics explicitly. The implicit part is dealt using Backward difference
(BDF-k), and the explicit part is dealt using an extrapolation scheme (EXT-k).
The method was first derived for the case where Stokes drag is the only force
acting on the particle, and then it was extended to a more complex force-balance
equation for the particle. The more complex force-balance equation for the par-
ticle included the lift force, fluid stresses at the particle, added mass and gravity.
An algorithm that can be used for implementing the proposed method on an
existing CFD solver was also elucidated. The derived method was implemented
on the high-order spectral element based incompressible Navier-Stokes solver
Nek5000. Implementation of the algorithm was tested under different flow con-
ditions, and the algorithm was found to work along the expected lines. Finally,
the performance of the method was tested for different complex flows, thus pro-
viding further evidence of applicability of the proposed semi-implicit method.
The proposed method is one of the first semi-implicit time-stepper devised for
Lagrangian particle tracking. Unlike explicit time-steppers, the time-step size in
the proposed method is not constrained by the size of the particle, thus under-
lying its applicability in problems that have a disparate range of particle sizes,
like sediment transport, bubble transport and dynamics, dust and particulate
flows to name a few.
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Abstract
Bifurcations are an integral part of river systems, thus better understanding of
the dynamics flow and sediment transport is important for accurate prediction
of the long-term geomorphological evolution of these systems. A class of bifur-
cations in which one of the bifurcating channels continues along the direction
of the main channel, and the other comes out laterally, is also referred to as
diversion. In 1926, Bulle conducted one of the first studies that quantified the
hydrodynamics and bedload transport at a diversion, and to this day his study
remains one of the most extensive studies on the topic. Bulle put forth the phe-
nomena of preferential movement of near-bed sediment at a diversion towards
the lateral channel, thus this phenomenon is often referred to as the Bulle-
Effect. In the current study, the governing mechanism of Bulle-Effect has been
explored by conducting LES of the flow and bedload transport at an idealized
90-degree diversion. The scale of the simulated diversion and the bulk Reynolds
number are similar to the experiments conducted by Bulle. The simulation was
conducted using the open-source spectral element based Navier-Stokes solver
Nek5000. Bed load transport was modeled using the Lagrangian particle track-
ing method. The simulation results clearly portray the tendency of the near bed
currents at the bifurcation to move into the side-channel, consequently taking
most of the near-bed sediment along with it. The results also affirm the presence
of vortices in both the channels after the diversion. The Dynamics of bedload
transport at the bifurcation was captured successfully, with the percentage of
total sediment entering the side-channel matching Bulles experimental observa-
tion. Apart from taking a detailed look at the mechanism behind Bulle-Effect,
the current study is also one of the first to use high-resolution LES and La-
grangian particle dynamics to study the hydrodynamics and bed-load transport
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dynamics at an experimental scale bifurcation.
4.1 Introduction
Bifurcations are an integral part of natural and engineered river systems, thus
better understanding of dynamics of the flow and sediment transport at the bi-
furcations is important for accurate prediction of the long-term geomorphologi-
cal evolution of these systems. Historically, laboratory experiments on idealized
bifurcations have been used to understand the flow and sediment transport at
bifurcations; consequently that knowledge has been successfully extrapolated to
improve our understanding of field-scale bifurcations. A class of bifurcations in
which one of the bifurcating channels continues along the direction of the main
channel, and the other comes out laterally, is also referred to as a diversion. Most
engineered bifurcations are usually of the diversion variety, and typically they
are built to divert water for navigational and irrigational purposes. Recently,
diverting water and sediment from rivers has been proposed as a method to
rebuild deltas (e.g. the Mississippi river delta in Louisiana, USA [23], which are
in danger of being lost due to sea-level rise and other factors. Few natural bifur-
cations also have layout similar to a diversion, thus studying flow and sediment
transport at fluvial diversions have both scientific and engineering implications.
Bulle [1] conducted the first study that quantified the hydrodynamics and
bedload transport at a diversion, and to this day it remains one of the most
extensive studies on that topic. Bulles work for the first time put forth the phe-
nomena of preferential movement of near-bed sediment discharge at a diversion
towards the lateral channel, thus this phenomenon is often referred to as the
Bulle-Effect. Over the years there have been studies corroborating the findings
of Bulle [9, 39], and it is known that the phenomenon is due to spiraling flow
near the bed primarily going into the lateral channel, but the definitive mecha-
nism governing the phenomena is still elusive. In the current study, the govern-
ing mechanism has been explored through conducting Large Eddy Simulation
(LES) of the flow and bedload transport at an idealized 90 degree diversion,
whose scale matches the experiments conducted by Bulle.
Previous studies that have used high-resolution numerical simulations to study
the hydrodynamics at 90-degree diversions were either in the laminar regime
[83], or used Reynolds Averaged Navier Stokes (RANS) equations for simulat-
ing the flow [84]. RANS based models may capture the mean hydrodynamics
of the flow, but fail to capture coherent structures, accurate flow separation
length, and other details that would provide the full picture of the mechanism
behind a highly non-linear phenomena like the Bulle-Effect. Ideally, one would
like to conduct Direct Numerical Simulations (DNS) to capture all the turbulent
eddies, but it becomes exorbitantly costly for high Reynolds numbers. Thus the
current study conducts LES, which resolve the energy producing (and transport-
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ing) scales and models the energy dissipating scales of turbulence [85, 86]. Also,
bedload transport has been modeled using the Lagrangian particle formulation
for bedload transport [87].
4.2 Numerical Model
The simulation was conducted using Nek5000, an open-source spectral element
based incompressible Navier-Stokes solver [31]. The full 3D Navier-Stokes equa-
tion is solved using the Spectral Element Method (SEM), which combines the
accuracy of spectral methods with the flexibility of numerical methods based
on local approaches (like FEM) [88]. Nek5000 uses Legendre polynomials as
the basis function, along with a Gauss-Lobatto-Legendre grid. Time stepping
is based on the 3rd order backward difference for the time derivative, and 3rd
order extrapolation for the nonlinear convective terms. All the other terms are
evaluated implicitly at time level tn. As part of the LES, turbulent energy from
the unresolved scales has to be dissipated; this process is modeled using a local
element based explicit cutoff filter (a spectral filter) in the wave number space
to remove energy from the highest wave-numbers [89].
4.2.1 Details of the Flow Model
Layout of the simulated domain has been reproduced in fig. 4.1. The di-
mensions are similar to the experiment conducted by Bulle for the 90-degree
diversion. The dimensions have been non-dimensionalised using depth of the
channel. Reynolds number of the simulated flow is 20,000, which is comparable
to Bulles experiment, and is calculated using the mean flow velocity in the main-
channel and depth of the channel. As part of the inflow boundary condition,
the flow in the main-channel had been re-circulated in order to have a fully de-
veloped turbulence before the flow reaches the area of interest at the diversion.
Turbulent outflow boundary condition was imposed at the outlets; and a 50-50
flow-split was imposed at the bifurcation, using a fast implicit enforcement of
the flow division, for accurate yet faster convergence of the simulation. A sim-
ilar algorithm has been previously used to study flow at a vascular bifurcation
[90]. A no-slip condition was imposed at the bottom, and sidewalls whereas slip
(or symmetry) condition was imposed at the top wall to replicate open-channel
flow.
The simulation was conducted for at least 180 convective time units, before
data was collected for Reynolds averaging and analysis of the flow results. 180
convective time units was found to be long enough for the flow in the inlet
channel to become fully turbulent. Transition of the flow to fully turbulent was
relatively fast due to the use of wall-bounded vorticity coupled with random
fluctuations as the initial condition. All the simulations were conducted on the
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Figure 4.1: Layout of the simulated domain, with the imposed boundary
conditions and other imposed conditions like flow-splitting and recirculating
inflow.
peta-scale supercomputer BlueWaters, housed at NCSA, University of Illinois
at Urbana-Champaign. The simulations were run using up to 32768 processors.
1 
3 
Figure 4.2: Cross-section of the channel shows part of the mesh, illustrating
the distribution of the elements along with the collocation points. The first
grid point in the z-direction is placed approximately at z+ = 0.058, and in the
y-direction at y+ = 0.65.
4.2.2 Sediment Transport Model
Sediment phase, especially suspended load can be modeled relatively accurately
using an Eulerian approach [66]; though recent studies have shown that eddy-
resolved flow simulation combined with Lagrangian particle model for sediment
tend to provide a more realistic representation of bedload sediment transport
[91]. As the Bulle-Effect is relatively more pronounced for near-bed sediment,
the current study models bedload using Lagrangian particle formulation. The
sediment has been assumed to be spherical non-rotating particles. The coupling
between sediment and water is assumed to be one-way, that is the moving
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water imparts force on the sediment, but the size and concentration of sediment
is assumed to be small enough that there is no significant force acting on the
water due to the sediment. Also, the concentration of sediment is assumed to
be small enough that the interaction between the sediments can be ignored.
The motion of the particle is defined using the equations
dx˜i
dt˜
= v˜i (4.1)
dv˜i
dt˜
=
1
1 +R+ Cm
[
1
St
v˜ri − δi3
Fr2
+ CL (εijkv˜rjω˜k) + (Cm + 1)
Du˜i
Dt˜
]
(4.2)
The above equations are in the non-dimensional form, and they have been non-
dimensionalized using the mean fluid velocity and depth of the channel. The
first equation is used to define the position of the particle (xi) according to its
velocity (vi). The second equation is the momentum balance equation for the
particle, where the term outside the bracket on the right-hand side consists of
R, which is referred to as submerged specific gravity. For the combination of
sand and water, R is usually taken as 1.65. Cm is the coefficient of added mass,
and is associated with the force on the particle due to the added mass of fluid
it pulls with itself while moving. For the current study we ignore the force due
to added mass, thus Cm is zero. The first term inside the bracket corresponds
to the drag force on the particle, and is related to the particles Stokes number
(St) that depends on the diameter of the particle and the relative velocity
between the particle and the fluid (vri). The next term corresponds to the force
of gravity on the particle, and in the non-dimensional form acceleration due
to gravity has been parameterized using the Froude number (Fr). The next
terms corresponds to lift force on the particle due to the fluid. The lift force
is important to model the saltation path of a sand particle accurately [87], and
it can also act as a surrogate for the extra wall-normal force on the particle
due to turbulent bursts. In the current model the resolution is high enough to
capture the turbulent bursts, thus a surrogate is not required to represent this
aspect of the physics. In the current study we do not take into account the
lift force on the particle due to vorticity of the fluid around the particle. So,
the version of the model used in the current study is a simplified version of the
full model, represented by the aforementioned equation, that takes into account
the drag force and gravitational acceleration. The governing equations of the
particles have been integrated in time using a stable semi-implicit scheme that
is stable even in the limit St goes to 0. The particles were introduced in the
computational domain only after the turbulent flow had reached a statistically
steady state. A set of 11,250 particles was placed upstream from the diversion,
upstream enough that the influence of the diversion on the flow is not felt by
the particles when they initially start moving. Interaction of the particles with
the walls was defined as a partially elastic collision; momentum in the wall-
normal direction (both bottom and side-walls) was factored by the coefficient
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of restitution of 0.2, and tangential momentum was factored in by coefficient of
restitution 0.89 [87].
4.3 Results
The result section has been divided into two parts. In the first part, all the flow
results would be discussed, and then in the second the results related to the
particle dynamics would be discussed.
4.3.1 Hydrodynamics at the Diversion
The instantaneous velocity magnitudes at different depths in the channel have
been plotted in fig. 4.3. At the height of 1 percent and 5 percent from the
bottom, the flow in the main-channel primarily moves into the lateral channel.
At height of 50 percent from the bottom the flow is more equitably distributed
between the two channels, and at 75 percent more flow goes into the main-
channel. The aforementioned observation can be attributed to be the reason
behind preferential movement of near-bed sediment towards the lateral channel.
In the figure, akin to Bulles observation one can also observe the flow getting
separated from the left wall of the lateral channel and the right wall of the main
channel.
(a) (b) 
(c) (d) 
Figure 4.3: Instantaneous velocity magnitude in the channel at: (a) 1 percent
height from the bottom (b) 5 percent height (c) 50 percent height (d) 75
percent height from the bottom.
Also, the flow separation in the lateral channel is relatively wider at heights
50 percent and above, and relatively narrower near the bed. The opposite is
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observed for the flow separation in the main channel, and this perfectly matches
observations made by Bulle. We can also observe the turbulent streaks at the
bottom of the main-channel, especially for the profile at a height 1 percent from
the bottom (Fig. 4.3a). In order to get a holistic picture of the flow the time-
averaged velocity magnitude has been plotted below (see Fig. 4.4). The time
averaging was done over 4 convective time unit.
(a) (b) 
(d) (c) 
Figure 4.4: Time-averaged velocity magnitude in the channel at: (a) 1 percent
height from the bottom (b) 5 percent height (c) 50 percent height (d) 75
percent height from the bottom.
The time-averaged velocity magnitudes at different depths are in general sim-
ilar to the instantaneous velocity magnitude profiles, though with the fluctua-
tions smoothed out thus providing a more complete view of the preferential flow
path. The average flow near the bottom primarily moves into the side-channel,
and the portion that continues into the main-channel primarily sticks to the left
bank. For the flow entering the side-channel, the flow near the bottom (at a
depth of 1 to 10 percent from the bottom) covers almost the whole width of
channel, whereas in the upper half of the channel the flow separates appreciably
from the left wall and stays confined near the right wall. On the other hand
for the flow continuing in the main-channel, in the upper half of the channel
the flow almost covers the whole width. Finally, the flow in both the channels
becomes uniform after about 10 channel lengths, but this process is impeded in
the side-channel due to presence of the vortexes that are shed at regular interval.
The instantaneous velocity magnitude at different cross-sections has been
plotted in Fig 4.5. Cross-sections (a) and (b) are in the main channel before
the bifurcation, (c) is in the main-channel just after the bifurcation, and (d)
is in the lateral channel just after the bifurcation. At x = -10 (see Fig. 4.5a)
the flow has not been influenced by the diversion, thus the high velocity core
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is located at the center of the channel. At x = -2 (see Fig. 4.5b) the high
velocity core has shifted towards the diversion (right side in the plot as the
flow is coming out of the plane). In the instantaneous velocity magnitude plots,
ejections and turbulent bursts from bottom and the sidewalls can be seen, thus
showing further evidence of a well-resolved boundary-layers at the walls.
(a) 
(d) (b) 
(c) 
Figure 4.5: Instantaneous velocity magnitude in the channel at different
cross-sections: (a) at x = -10 (b) at x = -2 (c) at x = 3 (d) at y = 3. For (a),
(b) and (c), the flow is coming out of the plane, for (d) the flow is going into
the plane. Also, (a-b), (c) and (d) have been plotted using different scales.
The panels (c) and (d) correspond to cross-sections at x =3 and y = 3, that
is just after the bifurcation in both the channels. The flow can be seen to have
separated from one of the sidewalls, with the width of separation zones increas-
ing with increase in depth for (c), and vice-versa for (d). These observations
are consistent with those of Bulle.
Figure 4.6: Instantaneous vertical velocity at the cross-section y = 3, this is a
cross-section in the lateral channel just after the bifurcation. Direction of the
flow is into the plane, and the rotating arrows show the clock-wise rotating
vortex that is formed in the lateral channel.
Instantaneous vertical velocity (z) has been plotted in Fig. 4.6, for a cross-
section in the lateral channel just after the bifurcation (same as Fig. 4.4d).
Pronounced positive and negative z-velocity next to each other can be observed
in Fig 4.6, indicating presence of clock-wise rotating vortex in the high-flow
core of the cross-section, with the flow going into the plane. The instantaneous
velocity field may not show all the important features of a flow, due to presence
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of strong fluctuations; thus the time-averaged velocity at different cross-sections
has also been analyzed later.
Flow in the main-channel before the bifurcation is uniformly distributed, but
the bifurcation influences the flow by pulling the high velocity core towards
the direction of the side-channel. This was obvious from the plot of the velocity
magnitude (Fig. 5 a, b). What also happens is part of the momentum of the flow
in the x-direction is transformed into momentum in the y-direction. And this
becomes obvious from the plot of the time-averaged velocity in the y-direction
at different distances from the diversion (see Fig. 7 below).
(a) (b) 
(d) (c) 
Figure 4.7: Velocity in the y-direction in the main-channel at different
cross-sections: (a) at x = -10 (b) at x = -3 (c) at x = -2 (d) at y = -1.5. The
mean flow is out of the plane, and the maximum of the velocity scale is 0.250.
At x = -10, no influence of bifurcation is felt by the flow, as the velocity
in the positive y-direction is zero (see Fig. 4.7a). But as one moves closer to
bifurcation, at x = -3 the flow near the bottom of the channel shows the first
significant sign of changing direction with relatively higher value of y-velocity
than rest of the cross-section. And this transfer of momentum gets stronger
as one moves closer to the bifurcation. The flow in the main-channel was also
analyzed, by visualizing the flow at different cross-sections after the bifurcation
(see Fig. 4.8 and 4.9).
(a) 
(c) 
(b) 
(d) 
Figure 4.8: Velocity in the y-direction in the main-channel at different
cross-sections: (a) at x = 1.5 (b) at x = 3 (c) at x = 5 (d) at x = 10. The flow
in general is coming out of the plane, and the maximum of the velocity scale is
0.500.
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In Fig. 4.8 velocities in the y-direction have been visualized, and Fig. 9
velocities in z-direction has been visualized. They together portray the presence
of secondary flow structures.
(a) (b) 
(d) (c) 
Figure 4.9: Velocity in the z-direction in the main-channel at different
cross-sections: (a) at x = 1.5 (b) at x = 3 (c) at x = 5 (d) at x = 10. The flow
in general is coming out of the plane, and the maximum of the velocity scale is
0.250.
At start of the main-channel after the bifurcation, a counter-clockwise rotating
(with the flow going downstream from the bifurcation) secondary flow vortex
can bee seen to be form at the corner of left side of the channel (see Fig. 4.8,
4.9a). In Fig. 4.8 and 4.9, it is on the right bottom corner because the flow
is coming out of the plane in the panels. Along with the strong vortex in the
high velocity core of the flow, a weak vortex is formed in the region where the
flow gets separated (more obvious in z-velocity plots in Fig. 4.9). The weaker
vortex have been formed due to the shear created by a stronger vortex, and
this can be interpreted from the fact that right next to the region of positive
z-velocity lies the region of negative z-velocity. Both the vortices get weak by
the time they reach a distance of 10 from the center of the bifurcation. Next the
structure of the flow going into the side-channel was analyzed. Similar to the
case of the flow in the main-channel, time-averaged x-velocities (see Fig. 4.10)
and z-velocities (see Fig. 4.11) at different cross-sections have been visualized.
Similar to the vortex in the main-channel, a vortex is initiated at the bottom
corner of the high-velocity core of the flow, at the start of the side-channel (see
Fig 4.10-4.11 a). Though by the time the flow reaches the other end of the
section (x = 1.5), the magnitude of x-velocity reduces. A similar but opposite
trend, that is relatively smaller to bigger magnitude, is portrayed by velocity in
the y-direction at this section.
At the section y = 3, the clock-wise rotating vortex can be seen to have
become stronger (Fig. 4.10-4.11 b). And like in the case of the main-channel,
the strong vortex also induces a weak clock-wise rotating vortex in the low-flow
region of the cross-section. Though in contrast to the main-channel, instead of
maintaining two vortices (one strong and one weak) the flow coalesces into a
single vortex that remains strong till y = 10 (see Fig. 4.10-4.11 c, d). In order
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(a) (b) 
(c) (d) 
Figure 4.10: Velocity in the x-direction in the side-channel at different
cross-sections: (a) at y = 1.5 (b) at y = 3 (c) at y = 5 (d) at y = 10. The flow
in general is going into the plane, and the maximum of the velocity scale is 1.0
for (a), 0.5 for the rest.
(a) (b) 
(c) (d) 
Figure 4.11: Velocity in the z-direction in the side-channel at different
cross-sections: (a) at y = 1.5 (b) at y = 3 (c) at y = 5 (d) at y = 10. The flow
is coming out of the plane, and the maximum of the velocity scale is 0.5 (a-b)
and 0.25 (c-d).
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to find regions of the flow where the vorticity is relatively higher, magnitude
of total instantaneous vorticity at three sections before and after the diversion
were analyzed (see Fig. 4.12).
(a) 
(b) 
(c) 
Figure 4.12: Magnitude of instantaneous vorticity at three different
cross-sections, (a) x = -5, (b) x = 3 and (c) y =3. Direction of the flow is
coming out of the plane for (a) and (b), and into the plane for (c).
In Fig. 4.12, the first panel (a) shows magnitude of instantaneous vorticity
at a section in the channel before the diversion. Flow in this section is not
biased towards any of the sidewalls. Thus vortices can be seen to shed from all
the three walls almost evenly. The next panel (b) represents the vorticity at
a cross-section in the main-channel but just after the diversion. Signature of
the strong counter-clockwise rotating vortex can be seen on the right hand side
of the cross-section (near the bottom). One can also observe vortex shedding
at the interface of the high-velocity region, and the region where the flow has
separated from the wall. This may be caused due to the shear between portions
of the flow having diametrically opposite characteristics. Similar phenomena
can be also observed in the cross-section taken in the side channel (c). The
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strong signature of the clockwise rotating vortex is on the right hand side of the
section, whereas the vortex shedding due to shear between the two regions of the
flow is at the center of the channel. In the current section, the characteristics of
the flow have been studied in some details. In the next subsection, the transport
of bedload sediment at the diversion is discussed.
4.3.2 Bedload Transport at the Diversion
A set of 11250 particles representing sand grains was released near the bottom
of the channel, upstream from the diversion. The particles were uniformly
distributed in three layers (in z) between x = -5 to -2, y = -1 to 1, and z = 0.02
to 0.11. The diameter of the particle used was 0.015 (dimensionless), which was
based on the reported size of particle used by Bulle in his experiments. Starting
from top of the channel, the time required by a particle to reach the bottom
of channel under quiescent condition is 0.42 convective time units. This means
irrespective of the initial position of the particles in the vertical, they have been
placed far enough upstream that they all travel near the bed by the time they
reach the diversion.
In physical units, the equivalent diameter of the particles is 1.05 mm, and
density 2.65 kgm−3. The position and velocity of each particle was tracked
over time, thus the time-evolution of the horizontal positions of the particles
have been reproduced below (see Fig. 4.13 and 4.14). After being released the
sediment in general moves in a straight line, discounting small deviations due
to turbulent fluctuations of velocity, till the last position portrayed in panel (a)
of Fig. 4.13, where for the first time the particles show proclivity to move into
the side-channel. In the final position portrayed in panel (b), the left side of
the sediment set has already moved into the side-channel. This is obviously
caused by the flow near the bottom, which flows preferentially into the side-
channel. In panel (c) it is clear that major portion of bedload will enter into the
side-channel. Also, the sediment that have moved into the side-channel with
the fast moving flow, can be seen to be moving away from the right wall of
the channel. The movement of the sediment away from the right wall, towards
the left hand side of the diverted channel becomes obvious in panel (d). This
can be completely attributed to the clock-wise rotating vortex discussed in the
previous subsection. Even though the sediment is taken into the side-channel
by the fast bottom-hugging currents that is primarily confined to the right hand
side of the diverted-channel; the clock-wise rotating vortex sweeps the sediment
towards the left hand side of the channel. The sediment swept to the left hand
side then gets trapped into the recirculation zone formed in the region where
the flow has separated. This becomes apparent by the final evolution state of
the sediment in panel (d) of Fig. 4.13.
In order to analyze the percentage of total sediment that enters the side-
channel, the simulation with the particles was further continued. Results from
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Figure 4.13: The plot shows the time evolution of horizontal positions of
sediment particles moving in the channel. In every panel, the initial position is
represented using blue, followed by green, red and black respectively. Also, the
final position in a panel is the initial position in the next panel. That means
black in (a) is blue in (b). The labels correspond to time of simulation in
convective time unit. Bl is blue, and B is black.
63
−8 −6 −4 −2 0 2 4
−1
0
1
2
3
4
5
6
7
8
9
Bl = 28 
G = 32 
R = 35.6 
B = 39 
Figure 4.14: Evolution of horizontal position of the sediment particles. The
sequence of colors representing the earliest to latest position of sediment in the
figure are, blue, green, red and black. After the rapid evolution shown in
panels 13 c and d, the evolution portrayed in the current panel is relatively
slow. The labels correspond to time of simulation in convective time unit. Bl
is blue, G is green, R red, and B is black.
the last few evolution state have been plotted in Fig. 4.14. From the positions
of the particles portrayed in Fig. 4.14, two conclusions can be drawn. First,
the process of preferential entry of the near bed sediment into diverted-channel
is relatively quick, but once the sediment has entered the channel it has a ten-
dency to get trapped in the recirculation zone near the left-wall. Second, once
the sediment enters the recirculation-zone, it gets slowly spread throughout the
recirculation zone. It is also obvious that very small amount of the total sedi-
ment finally entered the main-channel. This percentage was found to be around
4.29 percent. Bulle in his experiment on the 90-degree diversion observed that
9.45 percent sand entered the main-channel, but in his experiments only 45.2
percent of the total flow entered the side-channel, whereas we used a 50-50
split for our simulations. Thus Bulles experiment with which we should com-
pare our numbers is the 30-degree case, where 50 percent of the flow enters the
side-channel. For that case, Bulle observed that depending on how long the
experiment was run, 2.67 to 4.47 percent of sediment entered the main-channel.
Our number 4.29 percent is close to the range observed by Bulle. On the other
hand, expecting that only 2.67 percent of the sediment enters the main-channel
for our case is erroneous, because the side-channel for the 30-degree case has
higher entrance width than the 90-degree case, thus allowing more near-bed sed-
iment to enter the side-channel. And 4.47 might be erring on the higher side,
because that experiment is influenced by the deposition of sediment near the
entrance. So, the case that might be comparable is the 60-degree diversion case,
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as percentage of water entering side-channel is closer to 50 percent (it is 48.2
percent); and the width of the side-channel entrance is closer to the 90-degree
case. For the aforementioned experiment, Bulle observed that 3.8 percent of
the sediment entered the main-channel. An interesting observation that can be
made from fig. 4.14, is that some sediment at the center of the main-channel
have been aligned with the separation-curve between the flow going in to the
lateral channel, and the flow remaining in the main channel. From the plot, it
can also be inferred that the flow on the right hand side of the separation-curve
is relatively slower than that on the left hand side of the curve.
4.4 Conclusions
The current study used LES to numerically model the flow at a 90-degree di-
version. Additionally, a Lagrangian particle-tracking model was used for mod-
eling the bedload transport at the diversion. The numerical simulations were
conducted using the open source spectral element based incompressible Navier-
Stokes solver Nek5000. The simulation was found to successfully capture the
expected hydrodynamics like, preferential movement of the near-bed flow into
the side-channel, presence of a clockwise vortex in the side-channel and anti
clockwise in the main-channel. It was also able to capture the flow separation
zones in the two channels, with the one in the side-channel decreasing in width
with depth, whereas the one in the main-channel increased in width with in-
crease in depth. Some surprising elements of the flow were also unearthed, like
the presence of a weak vortex in conjugation with the stronger vortices in each
channel.
Bedload transport at the diversion was also modeled successfully. 11250 par-
ticles were released from upstream of the diversion. Most of them entered the
side-channel, with only 3.85 percent moving into the main-channel. The percent-
age of sediment entering the main-channel agrees with the observations made
by Bulle. Sediment was found to enter the side-channel with the fast-moving
bottom-hugging currents confined to right hand side of the channel. Once in-
side the side-channel, sediment was swept to the left hand side of the channel
by the vortex. Thus, most of the sediment entering the diverted-channel was
eventually trapped in the recirculation zone formed due to separation of the flow
from the left wall of the side-channel. This phenomenon may cause formation
of sandbars under the recirculation zone.
The current study is one of the first to successfully conduct LES of flow at
an experimental scale diversion, along with modeling bedload transport. All
the previous studies had used RANS based hydrodynamic models, or simulated
the flow in the laminar regime. The current study is a step towards conducting
LES coupled with large-scale Lagrangian particle tracking (to model sediment
transport), for other configurations of the diversion. This would not only provide
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further insight into the inherent mechanism of Bulle-Effect, but also enhance the
understanding of flow and sediment transport at bifurcations. This knowledge
should prove useful to quantify the amount of sediment that could be diverted
at different locations to rebuild the Mississippi Delta.
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CHAPTER 5
INSIGHT INTO BULLE-EFFECT USING
HIGH-RESOLUTION NUMERICAL
SIMULATIONS: ANALYZING THE
SENSITIVITY OF THE PHENOMENON
5.1 Introduction
In the previous chapter results from Large Eddy Simulation (LES) of flow and
sediment transport at an idealized 90-degree diversion was discussed. The sim-
ulation was conducted for the case of Rebulk = 20000, thus the flow was fully
turbulent. The layout of the simulation is similar to the geometry used by Bulle
[1] in his experiments, though in the case of Bulle only 45 percent of the total
flow moves into the lateral channel and the bulk Reynolds number is around
25000. From the simulation results, it is clear that under the simulated condi-
tions most of the flow near the bed enters the lateral channel, even though only
50 percent of the total flow enters the lateral-channel. This provides glimpse
of the mechanism that causes disproportionate amount of bedload sediment to
enter the lateral-channel. The evidence for the mechanism is further corrabo-
rated by the behavior of the bedload sediment modeled as Lagrangian particles.
The simulation was also able to capture strong secondary flow circulation in the
lateral and the main channel after the diversion, and similar observation have
been previously made by Neary et al. in context of 90-degree lateral intake [84].
In the current chapter the phenomena of Bulle-Effect is further analyzed by
performing Direct Numerical Simulation (DNS) and Large Eddy Simulation
(LES) of flow and sediment transport through different configurations of the
idealized diversion similar to Bulle’s experiments. By virtue of theoretical anal-
ysis by Riad [9] had zeroed onto a set of parameters that might influence the
distribution of sediment between the two channels at a simplified diversion:
sside
smain
=
(
qside
qmain
, Re, Fr,
d
D
)
(5.1)
where sside and smain is the sediment entering the side and the main channels,
qside/qmain is the ratio of the flow entering the two channels, Re is the Reynolds
number of the flow, Fr is the Froude number or the flow, d is the size of
sediment and D is the depth of the flow at the diversion. In order to explore
the effect of the above parameters on the phenomenon of Bulle-Effect, DNS and
LES simulations were conducted for the 90-degree diversion for different bulk
Reynolds number (Rebulk), different sediment sizes (d/D), and different flow-
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splits (qside/qmain). in the next section the numerical model has been described
in some details, especially the algorithm used for imposing the flow-split. After
that the Results have been discussed, and finally the chapter has been concluded
by summarizing the major findings.
5.2 Numerical Model
The computational fluid dynamics (CFD) solver used for all the simulations
is the open-source spectral-element based higher-order incompressible Navier-
Stokes solver Nek5000 [31]. Depending on the Rebulk, the simulations required
anywhere between 37.5 million to 240 million computational grid points. Thus
the simulations were conducted on the peta-secale High Performance Computing
(HPC) system Blue Waters, NCSA, UIUC. Sediment transport in the simula-
tions were modeled as Lagrangian particles. A Semi-implicit Lagrangian particle
tracking algorithm was implemented in Nek5000, and some details of the model
have been discussed in this section, and more have been elaborated in Chapter
3.
5.2.1 The Navier-Stokes Solver
The Navier-Stokes equation (shown below) is solved without any modeling in
the domain, subjected to appropriate boundary and initial conditions.
∂u
∂t
+ u · ∇u = −∇p+ 1
Re
∇2u (5.2)
and
∇ · u = 0 (5.3)
where u is the velocity vector/field, p is the hydrodynamic pressure normalized
by the density, and Re is the Reynolds number of the flow. Re = UD/ν, where
U is the characteristic velocity of the flow, which in the current simulations
was assumed to be the mean streamwise velocity Umean. D is the characteristic
length scale, and in the current study the depth of the flow was assumed to be
the characteristic length-scale. ν is kinematic viscosity. Thus for the current
simulations, Re = Rebulk.
The above equations are spatially discretized using the spectral element method
(SEM) [88, 92]. The SEM is a high-order method that uses the weighted residual
approach similar to finite element method (FEM). SEM combines the flexibility
of FEM with the high-order accuracy and fast convergence of Spectral methods.
Higher-order polynomial based methods are especially suited and necessary for
turbulent flow simulations because, high-order polynomial eliminates dispersion
errors, which is very important for large-scale and long-term turbulence calcu-
lations [93].
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For temporal discretization, a semi-implicit time-stepping scheme is used, in
which the nonlinear terms of the Navier-Stokes equation are treated explicitly;
and the linear part that is the Stokes problem is treated implicitly. The time
derivative in eqn. 5.2 is calculated by using a kth-order backwards difference
formula (BDF-k, where k=2 or 3). The formula for k = 2 is:
3un − 4un−1 + un−2
2∆t
= S (un) +NLn (5.4)
where un−q is the velocity at time tn−q (q = 0,1,2), S(un) is the linear symmetric
Stokes operator. This operator implicitly contains the divergence-free constraint
(eqn. 5.3). NLn corresponds to the nonlinear terms at time tn, and is calculated
through extrapolation by using the formula
NLn = −
∑
j
αju
n−j · ∇un−j (5.5)
For 2nd order scheme (k = 2), the values of α1 and α2 used are 2 and -1,
respectively. Though primarily a 3rd order scheme is used (k = 3), where α1 =
8/3, α2 = −7/3 and α3 = 2/3. The 3rd order extrapolation scheme is similar
to 3rd order Adam-Bashforth, as it has a stability region that encompasses a
part of the imaginary axis. This leads to the unsteady Stokes problem. which
will be solved implicitly:
Hun −∇pn = fn (5.6)
∇ · un = 0 (5.7)
For k = 2, the Helmholtz operator H =
(
3
2∆t − 1Re∇2
)
. Using the form of an
operator the above equation can also be referred to as Sus (u
n = fn).
Coming back to the spatial discretization, the type of SEM used for the
current simulations is PN − PN . In SEM functions are estimated as tensor
products of Lagrange polynomials. These polynomials are of degree N , and
are used for each all the E elements of the domain/mesh. So the number of
unknown basis for each component of velocity is n ≈ ENd, where d = 1 or
d = 2. N usually takes the values between 4 and 16. The high polynomial
degree used in SEM is enabled by using tensor product bases of the form (in
2D):
u (xe (r, s)) |Ωe=
N∑
i=0
N∑
j=0
ueijh
N
i (r)h
N
j (s) (5.8)
where the nodal basis coefficients are represented using ueij , and the Lagrange
polynomial based on the Gauss-Lobatto quadrature points is represented by
hNi . The Gauss-Lobatto quadrature points are the zeros of the expression(
1− ξ2)L′N (ξ), where LN is the Legendre polynomial of degree N. The co-
ordinate mapping between Ωˆ = [−1, 1]d and Ωe is represented using xe (r, s). A
characteristic of SEM that allows substantial reduction of memory and opera-
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tions count is that all the operator evaluations and iterative solutions of the im-
plicit steps are computed in matrix-free format [94]. This leads to unstructured
data access at the global level, but within each element the data is structured
in the form i − j − k. For example, differentiation, which is one of the most
used operations in operator evaluation, is implemented as a memory-efficient
matrix-matrix product.
The spectral element method (SEM) basis from eqn. 5.8 is inserted in the
unsteady Stokes operator defined by eqn. 5.6; and after application of numerical
quadrature, the discrete form of the unsteady Stokes operator is obtained:
Hˆun −DT pn = Bfn (5.9)
Dun = 0 (5.10)
where Hˆ = 32∆tB +
1
ReA, −A is the discrete form of the Laplacian operator,
D is the discrete form of the divergence operator, the diagonal mass-matrix
representing the velocity-mesh is B, and the non-linear terms that are treated
explicitly are represented by fn. As the Galerkin approach is used in SEM,
consequently the eqn. 5.9 is symmetric and all the matrices involved (Hˆ, A,B)
are symmetric positive definite.
The discretized Stokes system defined above, is solved using an iterative
method by using a k − th order operator splitting [95]. Operator splitting is
applied to the discretized system, this helps avoid ad-hoc boundary conditions.
For the 2nd order case (k = 2), the equation first computed is:
Hˆ uˆ = Bfn +DT pn−1 (5.11)
The above step is followed by the pressure correction step
Eδp = −D uˆ (5.12)
u n = uˆ + ∆tB−1DT δu (5.13)
pn = pn−1 + δp (5.14)
In the above system of equations E = 23∆tDB
−1DT is the Schur complement
of the Stokes operator that governs the pressure in the absence of the viscous
term. The above computation steps are solved iteratively using preconditioned
conjugate gradient (PCG). As Hˆ is strongly diagonally dominant, Jacobi pre-
conditioning works perfectly for eqn. 5.11. On the other hand E, which is
relatively less well-conditioned, is solved by multilevel overplapping Schwarz
method [96], or by a Schwarz multigrid methods [97]. The step defined by eqn.
5.12 is the most computationally intensive substep of the Navier-Stokes solver.
70
5.2.2 Computational Domain and Boundary Conditions
The computation domain used for the simulations is an idealized version of
Bulle’s experiments. The mean depth of the flow was used as the characteris-
tic length-scale, and was used to normalize the dimensions of the geometry of
the diversion. Also, the mean inflow velocity (Umean) was used as character-
istic velocity-scale. The layout for the 90-degree case, along with the imposed
boundary conditions have been illustrated in fig. 5.1 below. The number of ele-
24
24
3
3
Depth of the Channel = 1
Q
Qside
Qmain
24
Turbulent 
Outflow 
Turbulent 
Outflow 
Recirculating
Boundary Condition 
65 %
Flow-Split
Imposed 
The 90-degree mesh was created 
with 129708 elements. Depending 
on the order of the polynomial, the 
number of computational points 
varied between 16.3 million to 224 
million. X
Y
Figure 5.1: Layout of the simulated domain for the 90-degree diversion, with
the boundary conditions and other imposed conditions like flow-splitting and
recirculating inflow. The figure also mentions the total number of
computational points, that vary between 16.3 million to 224 million depending
on the Reynolds number of the flow.
ments in the 90-degree case is ≈ 130,000, and depending on the bulk Reynolds
number of the flow being simulated, the polynomial order is chosen so that all
the important turbulence scales are resolved. Thin elements boundary-hugging
were placed near the walls in order to efficiently resolve the boundary-layer,
and this process was done using an in-house code [98]. For cases with laminar
inflow, that is Rebulk = 10 − 1000, the polynomial order used are 4 (lx1 = 5)
for the cases with flow after the diversion being steady and 7 (lx1 = 8) for the
cases the flow after the diversion is unsteady. Thus the number of computation
points in the above mentioned cases are ∼ 16.3 million and 66.4 million. For
the turbulent cases, that is Rebulk = 7000 − 25000, the polynomial order used
is 11 (lx1 = 12). So, the number of computational points in those cases are
∼ 224 million. The distribution of the grid points at any rectangular cross-
section for the case with lx1 = 12 is shown in fig. 5.2 below. For the cases with
Rebulk = 7000, the resolution is good enough for the simulations to be DNS,
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Figure 5.2: Cross-section of the channel shows part of the mesh, illustrating
the distribution of the elements along with the collocation points. For the
cases with Rebulk = 7000, the first grid point in the z-direction is placed
approximately at z+ = 0.020, and in the y-direction at y+ = 0.21. And the
cases with Rebulk = 25000, the first grid point in the z-direction is placed
approximately at z+ = 0.072, and in the y-direction at y+ = 0.81.
that is the resolution is high enough that it resolves all the relevant turbulence
scales [99]. For cases with Rebulk = 25000, the resolution in the z-direction
is good enough for DNS, and in the y-direction it is akin to a high-resolution
LES. In the high-resolution Large Eddy Simulations (LES) conducted for the
current study, most of the relevant turbulent scales have been resolved. For
the smallest (the energy dissipating) scales, a spectral element-level high-pass
filter is used to dissipate the residual turbulence energy [89]. Resolution of the
computational mesh near the wall used in the current LES simulations is higher
than LES simulations conducted at a similar scale in other recent studies.
For all the cases an inflow with a constant mean-velocity (Umean = 1) was
imposed. For the turbulent flow cases, transition of the flow to fully turbulent
happens relatively quickly due to the use of wall-bounded vorticity coupled with
random fluctuations as the initial condition. For the turbulent flow cases, the
incoming flow has to be turbulent and the boundary-layer of the flow before
reaching the diversion (the area of interest) should be fully developed. In ex-
periments the latter issue is addressed by making the inflow channel long enough
that the boundary layer in the flow is fully developed. In the current simula-
tions, a recycling inflow boundary condition has been implemented, that maps
the velocity field from 65 percent of the channel to the start of the channel.
The flow after a few recycling in the input channel becomes fully turbulent,
thus after some time the flow reaching the diversion would have a fully devel-
oped boundary-layer. At the outflow of the two channels, Turbulent Outflow
boundary condition is implemented. This boundary condition takes into account
instability caused due to the interaction of negative local fluxes, generated by
strong turbulent vortices, and a Neumann boundary condition at the outflow.
In order to address the above stated issue, the Turbulent Outflow boundary
condition effectively acts like a virtual nozzle, which mildly accelerates the flow
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going out, thus ensuring the characteristics of the flow going out always points
outwards [90].
One of the most important component of the simulations at the diversion is
the accurate splitting of the flow between the two channels after the diversion. A
often used method for imposing a prescribed flow division is to impose Dirichlet
velocity condition at one of the outlets and Neumann condition at the other.
The branch with the Drichlet velocity condition is then usually made longer,
in order to diminish any spurious effects of the imposed boundary condition on
the flow at the diversion. This method also increases the time required by the
flow to converge to the imposed flow-split. Alternatively, in the current study
a method has been adopted that allows implementation of Neumann boundary
condition at both the outlets, thus rescinding the requirement of overtly long
outflow channel. Thus the alternative method, results in substantial reduction
in computational requirement for a converged solution of the flow. The method
used in the current-study had been successfully used for analyzing flow through
vascular bifurcations [90, 100].
The flow splitting scheme uses the semi-implicit approach used in the Navier-
Stokes solver. The method utilizes the fact that the Stokes operator, which
is unsteady and controls the boundary conditions, is linear and is treated im-
plicitly. Linearity of the unsteady Stokes operator allows superposition; that
is if Sus (u˜
n) = fn and Sus (u˜0) = 0 for different boundary conditions, then
un = u˜0 + u˜
n will satisfy Sus (u
n) = fn for the boundary condition that is
equivalent to the superimposition of the two original boundary conditions for
u˜0 and u˜
n. In order to implement it, during pre-processing first the unsteady
Stokes problem is solved with all the flow going through one of the branch.
Next, the same is done but with all the flow going through the other branch.
With the velocity and pressure field saved from the above two steps, during
time-stepping the solution of the flow is a linear combination of the two cases
solved in the pre-processing step. This results in substantially fast convergence
to the expected solution, under and imposed flow split. As the unsteady Stokes
operator is solved implicitly, the method provides an interation-free approach
to applying the flow divsion. Algorithmic details of the implementation can be
obtained from Fischer et al. [90].
All the simulation was conducted for at least 180 convective time units, before
data was collected for Reynolds averaging and analysis of the flow results. 180
convective time units was found to be long enough for the flow in the inlet
channel to become fully turbulent. As the simulations were computationally
very intensive, all of them were conducted on the peta-scale supercomputer
BlueWaters, housed at NCSA, University of Illinois at Urbana-Champaign. The
simulations were run using up to 32,768 processors. In case the simulations
were run with 32,768 mpi ranks, the parallel efficiency was found to be below
50 percent, thus most of the simulations were run with with 4096 to 8192 mpi
ranks.
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5.2.3 The Lagrangian Particle Tracking Model for Sediment
Transport
In the current study sediment has been modeled as Lagrangian particles, which
has been typically modeled under the Eulerian framework [101]. In this section
the main features of the Lagrangian particle model has been discussed. A more
detailed description of the model can be found in Chapter 3. The model used
in the current study is similar to the one derived by Auton et al. [75], which
considered the inviscid limit for the continuous-phase. The other commonly used
model is the Maxey-Riley equations [76], which considered the viscous limit for
the continuous-phase. The model is similar to the one used in the study by
Escauriaza and Sotiropoulos [77], for studying bedload transport at a junction
under unidirectional turbulent flow. The feedback of the particles on to the
fluid, which is important for cases with relatively high sediment concentration,
has not been accounted for. Other assumptions are, the particles only translate
in the flow, and the particles do not collide with each other. These assumptions
are valid for cases where the particle concentration is relatively low, and the
particle diameter is small enough for it to not rotate while moving in the fluid.
The motion of the particles are defined by the equations:
m
dvi
dt
= fi (velocity equation) (5.15)
dxi
dt
= vi (position equation). (5.16)
where m is the mass of the particles, xi and vi are the position and velocity of
the particles. fi represents all the forces acting on the particles. Velocity of the
fluid at the position of the particle has been represented using ui. The relative
velocity between the particle and the fluid is represented by vri = (ui − vi).
Equation 5.15 in terms of all the different forces acting on it is given by:
m
dvi
dt
=
1
2
ρCD
pid2
4
|vri|vri +
(
1− ρ
ρs
)
mgi + ρCL
pid3
6
(ijkvrjωk) +
ρCm
pid3
6
(
Dui
Dt
− dvi
dt
)
+ ρ
pid3
6
(
−1
ρ
∂p
∂xi
+ ν
∂2ui
∂xjxj
)
(5.17)
the first term represents the fluid drag acting on the particle, ρ is the density
of the fluid, d is the diameter of the particle and CD is the drag coefficient of
the particle. CD is a function of the particle Reynolds number Rep, defined as
Rep =
|vr|d
ν , where ν is the kinematic viscosity of the fluid. A commonly used
relationship of CD used for modeling spheres at relatively low Rep is CD =
24
Rep
[48]. For the current study the relationship used is the one used for sand and
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gravel at Rep ≤ 104 [78]:
CD =
24
Rep
+ 1.5 (5.18)
The second term in equation 5.17 if for the net gravitational force acting
on particle. The acceleration due to gravity always acts along the negative
z-direction (if z is chosen as the vertical-axis), thus gi = −gδi3 where g is the
gravitational acceleration and δij is the Kronecker’s delta. ρs in the gravitational
force term is material density of the particle.
The third term is the lift force acting on the particle, where CL is the lift
coefficient, ω is the vorticity of the fluid around the particle and ijk is the
alternating unit tensor. The lift force depends on the gradient of velocity around
a particle that is moving in a non-uniform rotational flow. The lift coefficient is
constant for inviscid flows [75]. For relatively smaller Reynolds number, the lift
coefficient relationship suggested by Mei [79] can be used, which is a modified
version of the relationship proposed in the seminal work of Saffman [80]. In the
current study, the relationship by Mei has been used.
The fourth term is the force on the particle due to added mass. This force is
important for cases in which the particle is large enough to pull in additional
fluid along with it, and the added mass coefficient is generally considered a
constant, and equal to the inviscid approximation Cm = 0.5 [59]. In this force
term, DuiDt is the material derivative of the fluid. The last term in the momentum
balance equation of the particle corresponds to the force induced by fluid stresses
on the particle. Equation 5.17 can be further simplified by dividing through out
by mass of the particle m = ρs
pid3
6 and then multiplying by
ρs
ρ . Thus equation
5.17 reduces to:(
ρs
ρ
+ Cm
)
dvi
dt
=
3
4
CD
d
|vri|vri +
(
ρs
ρ
− 1
)
gi + CL (ijkvrjωk) +
Cm
Dui
Dt
+
(
−1
ρ
∂p
∂xi
+ ν
∂2ui
∂xjxj
)
(5.19)
ρs
ρ − 1 can be represented as R, whose value for quartz based sand is about
1.65. Also, Cm
Dui
Dt is added and subtracted to the right hand side of equation
5.19, which is then further simplified to:
dvi
dt
=
1
CRm
[
3
4
CD
d
|vri|vri +Rgi + CL (ijkvrjωk) + (Cm + 1) Dui
Dt
]
(5.20)
where CRm = 1 + R + Cm. The above equations have ben non-dimensionalized
using the appropriate velocity and length scales. In the current study the mean
streamwise velocity of the flow in the channel Umean is the velocity scale, and
the depth of the channel D as the length scale. Then equation 5.20 can be nor-
malized by multiplying it by DU2mean
. Thus the non-dimensional form of equation
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5.20 is:
dv˜i
dt˜
=
1
CRm
[
1
St
v˜ri − δi3
Fr2
+ CL (ijkv˜rjω˜k) + (Cm + 1)
Du˜i
Dt˜
]
(5.21)
In the above equation Fr2 is the square of the densimetric Froude number of
the flow, and St is the Stokes number of the flow. They are defined as:
Fr2 =
U2mean
RgD
(5.22)
St =
4
3CD
d˜
|v˜ri| (5.23)
The equations defining the motion of the particles are integrated in time us-
ing a novel semi-implicit time-stepping scheme designed to handle particles of
of disparate size and Stokes number at the same time efficiently, without the
simulation going unstable. The scheme is an amalgamation of the implicit (in
time) Back Differencing and explicit (in time) Extrapolation schemes. This is
important for simulating sediment transport phenomena in nature, as in most
of the cases there is a multiple order of difference between the coarsest and
finest sediment in the system. For the current study, the range of sediment sizes
simulated fall in the range of xyz − pqr, which clearly shows the need for the
aforementioned semi-implicit time-stepping scheme. Details of the scheme have
been illustrated in Chapter 3. Finally, as a boundary condition, the particles
were assumed to go through an elastic collision with the walls. This means, the
particles after colliding with the walls changed their direction, but the magni-
tude of the velocity was unhampered. This is a perfectly plausible assumption
for the tangential (w.r.t to the wall) velocity of the particles, as usually the co-
efficient of restitution is ∼ 0.9 [87]. The coefficient of restitution for the normal
velocity of the particles is usually ∼ 0.3, this will reduce the wall-normal par-
ticle velocity. In context of the current study, the decrease in the wall-normal
velocity might have some effect on the outcome of the sediment distribution
at the diversion, but difference will not be substantial, as the phenomenon of
Bulle-Effect is primarily driven by the structure of the flow. Thus for the cur-
rent study, the assumption of elastic collision of the particles with the wall is
acceptable.
5.3 Results and Discussion
The results from the simulations have been discussed in this section. First
the flow structure has been discussed for Rebulk = 10 − 1000, which are the
cases with Laminar inflow. Next the flow structure has been discussed for
Rebulk = 7000 − 25000, which are the cases with turbulent inflow. Next the
results from the simulations with the particles have been discussed. First, the
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results with very-fine and perfectly buoyant particles have been discussed. These
particles essentially moved along with the flow, thus the distribution of these
particles essentially shows how the flow is distributed at the diversion. Finally,
results from the simulations with particles of different sizes have been discussed.
Those results would illustrate the effect of size of the sediment on Bulle-Effect.
5.3.1 Flow Structure under Laminar Inflow
In order to explore the topic systematically, first the 90-degree diversion was
simulated with the incoming flow being laminar. First the case with incoming
flow Reynolds number Rebulk = 10 is analyzed. Magnitude of velocity has been
plotted at 5 percent height from the bottom (see fig. 5.3).
Velocity Magnitude
Figure 5.3: Velocity magnitude at the diversion for Rebulk = 10 and 50 : 50
flow division, at 5 percent height from the bottom. Most of the flow is going
into the lateral-channel.
Similar to the turbulent flow case in the previous chapter, most of the flow
near the bottom moves into the lateral-channel, even though the total flow is
divided 50 : 50. At an height of 50 percent from the bottom, about 50 percent
of the total flow can be seen to be entering the lateral-channel (see fig. 5.4a).
And at 90 percent height from the bottom, most of the flow can be seen to be
continuing into the main-channel (see fig. 5.4b).
In general the flow at the diversion is steady. The Reynolds number of the case
under analysis is relatively very low, to an extent that it could be deemed a plug
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Figure 5.4: Velocity magnitude at the diversion for Rebulk = 10 and 50 : 50
flow division, at (a) 50 percent height from the bottom (b) 90 percent height
form the bottom. In (a), ∼ 50 percent of the flow is going into the
lateral-channel. In (b) more than 50 percent of the flow continues into the
main-channel.
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flow. Even though the flow is relatively slow, in the lateral-channel the flow sepa-
rates from the left-wall and in the main-channel it separates from the right-wall.
Interestingly, the size of the separation-zone in the lateral-channel increases with
increase in depth; which is contrary to the trend observed for the turbulent flow
case in the previous chapter, where the width of the separation-zone in the
lateral-channel near the bottom of the channel is lower than the width near the
top. Next the flow was analyzed to check for presence of secondary flow circu-
lations (see fig. 5.5). Vertical velocity has been plotted for two cross-sections
(a)
(b)
Z-velocity
Figure 5.5: Velocity in the z-direction at two different cross-sections after the
diversion. (a) at y=3 on the lateral-channel, a relatively weak clockwise
rotating secondary-circulation can be seen (b) at x=3 on the main-channel,
the counter clockwise rotating secondary circulation is even weaker than the
one in the lateral-channel. In (a) the general flow is going into the plane,
whereas for (b) it is coming out of the plane.
after the diversion. Both the clockwise rotating secondary-circulation in the
lateral-channel and the counter-clockwise rotating secondary-circulation in the
main-channel are weaker than the ones observed for the turbulent flow case
in the previous chapter. Additionally, the secondary-circulation in the main-
channel (fig. 5.5b) is weaker than the one in the lateral-channel (fig. 5.5b), and
this is obvious from the velocity-scale of the two cases. From the current case,
it can be concluded that the flow mechanism that propels Bulle-Effect is also
present at very low Reynolds number.
Next the case with Rebulk = 100 and 50 : 50 flow division has been analyzed.
The flow throughout the domain is laminar and steady. First the magnitude of
velocity at 10 percent of the height from the bottom has been plotted (see fig.
5.6).
Like the previous cases, most of the flow near the bottom of the channel can
be seen to be entering the lateral-channel. It also results in formation of a
79
Velocity Magnitude
Figure 5.6: Velocity magnitude at 10 percent height from the bottom, for the
case with Rebulk = 100 and 50 : 50 flow split. Most of the flow is entering the
lateral-channel.
high-velocity zone on the right side of the lateral-channel, which will result in
high-shear stress at the bed. The flow can also be seen to seen to be separating
from the left-wall in the lateral-channel and right-wall of the main-channel (see
fig. 5.7).
Though unlike the previous case withRebulk = 10, the width of the separation-
zone in the lateral-channel seems to decrease with increase in depth, whereas
the trend in opposite for the separation-zone in the main-channel. And not
just the separation-zones, even the secondary circulations for the current case
is appreciably stronger than those observed for Rebulk = 10 (see fig. 5.8). This
is to an extent expected, as the Rebulk = 10 is more similar to a slow moving
plug-flow.
Next the case with Rebulk = 300, and 50 : 50 flow division is analyzed. The
flow at the diversion is still steady. From the velocity magnitude plots at the
bottom and top of the channel (see fig. 5.9), it is clear that almost all the flow
near the bottom enters the lateral-channel and most of the flow near the top
continues into the main channel. Near the bottom, the strength of the current
going into the lateral channel is so strong that it completely stagnates the flow
on the right-side of the main-channel at the diversion.
This shows that the principle mechanism behind Bulle-Effect might be rela-
tively stronger for cases with laminar inflow. In order to ascertain that, a cases
with Rebulk = 300 and with 15 percent of the total flow entering the lateral-
channel was analyzed. For that particular case, the velocity magnitude at 5
percent height from the bottom has been plotted (see fig. 5.10).
The plot shows that even though only 15 percent of the total flow was entering
the lateral-channel, most of the flow near the bottom of the channel entered
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Figure 5.7: Velocity magnitude at (a) 50 percent and (b) 95 percent height
from the bottom, for the case with Rebulk = 100 and 50 : 50 flow split. At 50
percent, the flow is almost equally divided between the two-channels, and at
the surface most of it is continuing into the main-channel.
Figure 5.8: Velocity in the z-direction at at x=3 on the main-channel, the
counter clockwise rotating secondary circulation is relatively stronger than the
case Rebulk = 10. The general flow is coming out of the plane.
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Figure 5.9: Velocity magnitude for Rebulk = 300 and 50 : 50 flow split. (a) at 5
percent height from the bottom (b) at 90 percent height from the bottom.
Almost all the flow near the bottom enters the lateral-channel, and most of
the flow near the top continues along the main-channel.
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Figure 5.10: Velocity magnitude for Rebulk = 300 and 15 : 85 flow split, where
15 percent of the total flow is entering the lateral-channel, at a height 5
percent from the bottom.
the lateral channel. While analyzing the effect of different flow-divisions on the
structure of the flow at the diversion, it was observed that for the current Rebulk
if more than 65 percent of the flow entered the lateral-channel, then the flow
at and after the diversion turns unsteady. The flow starts to have instabilities
and shed votex at regular interval. In case the flow division is kept at 50 : 50,
the first instability shows up approximately around Rebulk = 350. And by the
time Rebulk = 400, the flow starts to show sustained instability. This can be
observed from the plots for velocity magnitude at 30 percent height from the
bottom, for Rebulk = 400, 500and1000 (see fig.5.11).
Clearly the instability in the system gets heightened with increase in Rebulk.
By Rebulk = 500, the frequency of vortex shedding increases appreciably, and
the breakdown of the vortex in the channels after the diversion causes turbu-
lence at the local level. And by the time Rebulk = 1000, the flow in two channels
after the diversion could be called turbulent. This is interesting because the flow
in the main-channel before the diversion is still laminar. As the speed of flow
is two-channels after the diversion is half of original channel, one would expect
that reduction in Reynolds number would further laminarize the flow in the
channels after the diversion; but that is not the case at least in the domain
just after the diversion. Similar type of transition of laminar flow into locally
turbulent one has previously been observed at vascular bifurcations [100]. Also,
the approximate Rebulk = 350 at which the transition happens between steady
to unsteady/locally-turbulent flow in the current simulations, is similar to the
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Figure 5.11: Velocity magnitude for 50 : 50 flow split at 30 percent height from
the bottom, for (a) Rebulk = 400 (b) Rebulk = 500 (c) Rebulk = 1000.
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Reynolds number observed in other studies on laminar flow at bifurcations, e.g.
at T-shaper pipe bifurcations [102] and vascular bifurcatoins [103]. Thus, there
seem to be a universality of the transition mechanism, to an extent irrespec-
tive of the geometry of the bifurcation. Even though the point made above
may not have major implication for Bulle-Effect, yet it is an interesting fun-
damental fluid-mechanics phenomenon that might have wider implications for
physiological and industrial applications[104, 105].
In context of Bulle-Effect, it can be observed in fig. 5.11 that even at 30
percent height from the bottom, most of the flow enters the lateral-channel,
even though the total flow is equally divided between the two-channels. So, it
can be concluded that for laminar inflow cases, the flow mechanism that drives
Bulle-Effect is stronger compared to turbulent flow. From the above stated
figure it can also be ascertained that with increase in Reynolds number, the
flow mechanism driving Bulle-Effect might get weaker. Reynolds number of the
flow does effect the strength of the secondary-flow circulation. This is evident
from the plot of vertical-velocity at two cross-sections after the diversion for the
case Rebulk = 300 and 50 : 50 flow division (see fig. 5.12).
(a)
(b)
Figure 5.12: Vertical-velocity for the case Rebulk = 300 and 50 : 50 flow
division, at (a) y=3 (b) x=3. In (a) the flow is going into the plane, and a
strong clockwise rotating secondary-circulation is evident. In (b) the flow is
coming out of the plane, and a relatively weaker counter-clockwise rotating
secondary-circulation can be observed.
In general the strength of the secondary-circulation is relatively stronger than
previously observed for Rebulk = 10 and Rebulk = 100. In the lateral-channel the
secondary circulation is confined to the high-flow zone on the right-side of the
channel. Whereas in the main-channel, the secondary-circulation is on the high-
flow zone on the left-side of the channel, where it also induces a weak secondary-
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circulation in the right-side of the channel (see fig. 5.12b). A similar analysis
is done for the case Rebulk = 1000 and 50 : 50 flow division, but instead of
vertical-velocity, the hydrodynamic pressure along with vertical-velocity vectors
has been plotted (see fig. 5.13).
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Figure 5.13: Hydrodynamic pressure and vectors representing vertical-velocity
has been plotted for the case Rebulk = 1000 and 50 : 50 flow division, at (a)
y=3 (b) x=3. In (a) the flow is going into the plane, and a strong clockwise
rotating secondary-circulation is evident. In (b) the flow is coming out of the
plane, and a relatively weaker counter-clockwise rotating secondary-circulation
can be observed.
The exact position of the strong secondary-flow circulation is beautifully cap-
tured by the presence of the low-pressure core that is formed at the center of
a rotating flow (vortex). In the lateral-channel the core of the clock-wise ro-
tating secondary-circulation is closer to the right wall, whereas the position of
the counter-clockwise rotating secondary-circulation core in the main-channel is
more central. Like the case Rebulk = 300, the primary secondary-circulation in
the main-channel induces a weak vortex at the right-side of the channel.
5.3.2 Flow Structure under Turbulent Inflow
In the current section, the structure of the flow in the turbulent flow cases have
been analyzed. One of the first cases analyzed is Rebulk = 7000, and for different
flow divisions. Velocity magnitude at 70 percent height from the bottom has
been plotted for 50 : 50 flow-division (see fig. 5.14).
The flow can be seen to be fully turbulent, both in the inflow channel and the
post-diversion channels. In accordance with the expectation, most of the flow
at 70 percent height from the bottom continues into the main-channel. And the
opposite trend is shown at depths closer to the bottom of the channel. In order
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Figure 5.14: Velocity magnitude at 70 percent height from the bottom, for
Rebulk = 7000 and 50 : 50 flow division. Most of the flow at this height is
moving into the main-channel.
to observe the evolution of structure of the flow before the diversion, velocity
magnitude at cross-sections at different distance from the diversion has been
plotted (see fig. 5.15).
At x = −5, the flow does not seem to have been influenced by the diversion yet
(see fig. 5.15a). Though, as one gets closer to the diversion, the high-velocity
core shifts towards the left-side of the channel, that is towards the direction
of the lateral-channel. The structure of the flow after the diversion has been
analyzed by plotting the velocity-magnitude at two cross-sections, at x = 2 in
the main-channel and y = 2 in the lateral-channel (see fig. 5.16).
After the diversion, in the main-channel the high-velocity core shifts towards
the left-wall (fig. 5.16a), whereas in the lateral-channel is shifts towards the
right-wall (fig. 5.16b). Interestingly, the high-velocity core in the main-channel
seem to be confined more near the top of the channel. This matches with the
observation that majority of the flow near the top of the channel continues into
the main-channel. A characteristic of the flow-separation size discussed earlier
is also corroborated here, that is in the lateral-channel the width of the flow-
separation is relatively wider near the top and decreases with increase in depth.
On the other hand, in the main-channel the above trend is reversed. Also, the
interface between the high-flow zone and the low-flow zone in the lateral-channel
is relatively sharper than that of the main-channel. Next for the Rebulk = 7000
case, different flow divisions were analyzed (see fig. 5.17).
At 70 percent height from the bottom, the structure of the flow mirrors pre-
vious observations about the flow near the top of the channel. e.g. In the
case 65 : 35, even though majority (65 percent) of the total flow is entering
the lateral-channel, still a major portion of the flow at that depth is continuing
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x = -5
x = -2
x = -1.5
(a)
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(c)
Figure 5.15: Velocity magnitude at different cross-sections before the
diversion, for Rebulk = 7000 and 50 : 50 flow division. The general-direction of
the flow is coming out of the plane. (a) x= -5, (b) x= -2, (c) x= -1.5. At (a)
the flow is uniformly distributed in the cross-section with the high-velocity
core at the center. As one gets closed to the diversion, the high-velocity core
moves towards the left-side of the main-channel.
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Figure 5.16: Velocity magnitude at different cross-sections after the diversion,
for Rebulk = 7000 and 50 : 50 flow division. The general-direction of the flow is
coming out of the plane for (a) x= 2, and into the plane for (b) y= 2.
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Figure 5.17: Velocity magnitude at 70 percent height from the bottom, for
Rebulk = 7000 and different flow divisions (a) 15 : 85 (b) 35 : 65 (c) 65 : 35 (d)
85 : 15.
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into the main-channel. On the other hand, near the bottom of the channel the
opposite trend is obvious (figure not produced here).
The above stated trend is further evident in the plot of velocity magnitude
at 5 percent height from the bottom, for Rebulk = 25000 and flow-division of
46 : 54 (see fig. 5.18). This case is exactly similar to the 90-degree experiment
of Bulle.
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Figure 5.18: Velocity magnitude at 5 percent height from the bottom, for
Rebulk = 25000 and flow division of 46 : 54. Even though a larger percentage
of the total flow is entering the main-channel, most of the flow near the
bottom enters the lateral-channel.
In this case, even though majority of the total flow enters the main-channel,
most of the flow near the bed enters the lateral-channel. This will result in
majority of the sediment traveling as bedload to enter the lateral channel, akin to
Bulle’s experimental observations. Flow in the lateral-channel can be seen to hug
the right-wall, with relatively high velocity just after the diversion. This is an
area that would be susceptible to scouring, and in case of a real stream/river may
even result in bank failure. In the main-channel the flow near the bottom hugs
the left-wall, and separates from the right-wall. Akin to Bulle’s observations,
the size of the separation-zone near the bottom is larger in the main-channel,
compared to the lateral-channel. In order to ascertain the effect of different
flow divisions on the structure of the flow near the bottom of the channel, four
different flow divisions for Rebulk = 25000 were analyzed (see fig. 5.19 and 5.20).
For the cases with flow divisions 85 : 15 and 65 : 35, almost all the flow at
5 percent height from the bottom is entering the lateral channel. So, it can be
expected that in these cases almost all the sediment traveling as bedload should
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Figure 5.19: Instantaneous velocity magnitude at a 90-degree diversion at a
height 5 percent from the bottom. Bulk Reynolds number of the flow is 25000,
thus the incoming flow is fully turbulent. (a) In this case 85 percents the total
flow enters the lateral-channel . (b) In this case 65 percent of the flow goes
into the lateral-channel.
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Figure 5.20: Instantaneous velocity magnitude at a 90-degree diversion at a
height 5 percent from the bottom. Bulk Reynolds number of the flow is 25000,
thus the incoming flow is fully turbulent. (a) In this case 35 percent of the
flow enters the lateral-channel. (b) 15 percent of the flow goes into the
lateral-channel. Even for the case where only 35 percent of the flow enters the
lateral-channel, most of the flow near the bottom actually enters the
lateral-channel.
92
enter the lateral-channel. The extent to which the flow near the bottom favors
the lateral-channel gets obvious for the case 35 : 65, where only 35 percent of
the total flow enters the lateral-channel. Despite that, majority of the flow at 5
percent height from the bottom enters the lateral-channel (see fig. 5.20a). This
clearly portrays the extent of non-linearity of the phenomenon of the Bulle-
Effect. Once the percentage of flow entering the lateral-channel reduces to 15
percent, there seem to be a change in regime of the flow (see fig. 5.20b). In
this case, majority of the flow near the bed continues into the main channel.
Bulle observed a similar regime shift for a flow division of ∼ 20 : 80. In the new
regime, the flow in the main-channel is almost uniformly distributed throughout
the width, and there is no flow-separation from the walls. On the hand, in the
lateral-channel, the flow is confined to less than third of the channel width.
The next set of cases that has been analyzed are cases having diversion-
angle more or less than 90-degree. All the cases have Rebulk = 25000, and are
geometrically similar to Bulle’s experiments. The imposed flow-division between
the two channels is same as that of the corresponding Bulle’s experiments. The
flow division imposed at the diversions were 50 : 50, 48.2 : 51.8, 47 : 53 and
47.4 : 52.6 for the 30, 60, 120 and 150 degree cases, respectively. First the
velocity magnitude at 5 percent height from the bottom has been analyzed (see
fig. 5.21 and 5.22).
In the 30-degree case, despite the total flow being divided equally between
the two-channels, most of the flow near the bottom enters the lateral-channel.
Exactly the same can be seen happening for the 150-degree case too. Despite
that similarity, the difference in structure of the flow between the 30-degree
and 150-degree case is significant. In the 30-degree case the flow to an extent
smoothly divides itself between the two-channels, and the virtual plane dividing
parts of the flow entering the two channels intersects the junction of right-wall of
the lateral-channel and the left-wall of the main-channel. This changes for the
150-degree case, with the point of intersection moving into the lateral-channel.
The flow can be seen to be stagnating at that point causing a small separation
zone, left of it all the flow enters the lateral-channel, and right of it all the flow
enters the main-channel.
Similar stagnation zone can also be seen in the 120-degree case (see fig. 5.22b),
though its position is relatively less prominent compared to the 150-degree case.
The proclivity of the flow near the bottom to enter the lateral-channel is also
present for the 60-degree and 120-degree cases (see fig. 5.22). If observed
carefully, a trend that becomes obvious is that the maximum-velocity in the
high-flow zones in both the lateral and the main-channel increases with increase
in diversion angle. In all probability it is due to increase in strength of the
secondary-flow circulation, with increase in diversion-angle. The evolution of
the structure of the flow due to change in diversion-angle can also be seen in
the velocity magnitude plots at a height of 95 percent from the bottom (see fig.
5.23).
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Figure 5.21: Instantaneous velocity magnitude at 5 percent height from the
bottom, Reynolds no. 25000: (a) Diversion angle 30 degree, flow division
50 : 50 (b) Diversion angle 150 degree, flow division 47.4 : 52.6. Most of the
flow near the bottom enters the lateral-channel. In the 150-degree case the the
high-flow zone near the bottom covers more width of the main-channel than
the 30-degree case.
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Figure 5.22: nstantaneous velocity magnitude at 5 percent height from the
bottom, Reynolds no. 25000: (a) Diversion angle 60 degree, flow division
48.2 : 51.8 (b) Diversion angle 120 degree, flow division 47 : 53. Most of the
flow near the bottom enters the lateral-channel.
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Figure 5.23: Instantaneous velocity magnitude at 95 percent height from the
bottom, Reynolds no. 25000: (a) 30-degree (b) 60-degree (c) 150-degree (d)
120-degree.
Like the previous cases, most the flow near the top continues into the main-
channel, even though the flow divisions for all the cases are ∼ 50 : 50. Also,
the size of the separation-zone in the lateral-channel, at the top of the channel
is larger than at the bottom, and the trend in opposite in the main-channel.
Size of the stagnation zone in the 150-degree case is also relatively larger near
the top, compared to bottom of the channel (see fig. 5.23c). Compared to the
30 and 60 degree cases, the flow in the lateral-channel for 120 and 150 degree
cases can be seen to be hitting the right-wall of the lateral-channel. In case the
walls and the bed of the diversion are erodible, the right-wall in the 120 and 150
degree case would have failed, resulting in the lateral-channel to shift towards
a less obtuse angle. The process described above might be the mechanism used
by nature to avoid asymmetric bifurcations with an obtuse bifurcation-angle.
An observation was previously made about the effect of diversion-angle on
the strength of the secondary-circulations, that with increase in diversion angle
the strength of circulation would increase. In order to analyze that hypothesis,
instantaneous vertical velocity have been analyzed for 30 and 150 degree cases
at x = 5 in the main-channel (see fig. 5.24). It evident from the velocity plots
that the counter-clockwise rotating secondary circulation for the 150-degree case
is substantially stronger.
5.3.3 Distribution of Fine Buoyant Particles at the Diversion
A mechanism that comes across about the phenomenon of Bulle-Effect is that
most of the flow near the bottom enters the lateral-channel, even when majority
of the total flow continues along the main-channel. This results in two major
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Figure 5.24: Instantaneous vertical velocity at cross-section in the
main-channel after the diversion, Reynolds no. 25000: (a) 30-degree, at x = 5
(b) 150-degree, at x = 5. The general direction of the flow is out of the plane.
The strength of the secondary-circulation is appreciably higher for the
150-degree case.
questions, first is how far away from the bottom does the flow preferentially
enter the lateral-channel, and second is what percentage of the total flow at a
particular height from the bottom enters the lateral-channel.
In order to answer the above questions, simulations were conducted for a
range of Rebulk and 50 : 50 flow division, with a total of 100,000 lagrangian
particles uniformly distributed at different layers of the flow in the main-channel
(see fig. 5.25a). The particles were buoyant and the size was fine enough that
they perfectly follow the flow, like wash-load in sediment transport. These
simulations were conducted for a range of Reynolds number, from Rebulk = 10
to Rebulk = 25000. In order to count and visualize the particles, they were
labeled using the height from the bottom they initially stated. Out of the six
cases simulated, four with laminar inflow and two with turbulent inflow, two of
them have been visualized here. First, evolution of the position of the particles
for the case Rebulk = 25000 can be seen in fig. 5.25 and 5.26.
Once the particles have been released, it travels down the main-channel and
the effect of turbulence on the particle distribution int the vertical becomes
evident (see fig. 5.25b). One could clearly see the colors, representing different
initial height of the particles, diffusing into each other. After the particles start
to move into the two channels after the diversion, it is evident that more of the
particles near the bed (blue colored) has moved into the lateral-channel, and
most of the particles near the surface (yellow colored) has continued into the
main-channel (see fig. 5.26a). In general, the particles seems to have divided
equally between the two channels, which is expected as the flow was also equally
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Figure 5.25: Lagrangian particle colored according to their initial height in the
channel. Reynolds no. of the flow is 2500, and flow split 50:50: (a) Just after
the particle have been initialized (b) After some time turbulence mixes up the
particles in the vertical.
98
(a)
(b)
Figure 5.26: Lagrangian particle colored according to their initial height in the
channel. Reynolds no. of the flow is 2500, and flow split 50:50: (a) Majority of
the particles near the top (yellow) enters the main-channel, and most of them
near the bottom enters the lateral-channel (b) The total number of particles
gets divided almost uniformly between the two channels.
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divided. Next the case with Rebulk = 300 has also been visualized (see fig. 5.27
and 5.28).
The difference in the movement of the particles initiated near the bed, and
those initiated near the top of the channel is even more evident for the laminar
inflow case (see fig. 2.27b). Even though the total flow is divided 50 : 50, it is
evident that almost all the particles near the bottom of the channel is enters the
lateral-channel. This mirrors observations made from the velocity magnitude
plots near the bed for the corresponding laminar flow cases (see fig. 2.28a). A
striking difference between the the turbulent case and laminar case, is that in
the laminar case an appreciably higher number of particles (of the total 100,000)
enter the lateral-channel, even though the total flow is equally divided between
the two channels.
In order to analyze the extent and cause of this non-linearity, the total number
of particles entering each channel were counted. Depending on their initial
height from the bottom, the particles were divided into 10 bins; and the total
number of particles entering the two channels from each bin was also counted.
This exercise was done for different Rebulk and 50 : 50 flow division. The findings
have been plotted in fig. 5.29 below.
The results in fig. 5.29 shows a marked difference in behavior of the flow in
the laminar and the turbulent regime. For the laminar flows Re = 100to1000,
almost all the particles in the bottom 3rd of the channel enters the lateral-
channel. And as the movement of the particles perfectly mirror that of the
flow, thus for laminar flows it can be said that all the flow in the bottom third
of the channel moves into the lateral-channel. For the turbulent flow cases,
around 65-70 percent of the flow within the bottom 10 percent of the flow enters
the lateral-channel, and this number only reduces to 55-60 percent within the
bottom 30 percent of the flow. This is a significant finding, because it shows that
Bulle-Effect is not just valid for bedload, but even for suspended load traveling
within the bottom 10-30 percent of the channel. Thus, even if the flow is divided
equally between the two channels, if the sediment is traveling in the bottom 30
percent of the flow, then majority of it will enter the lateral-channel. Both the
turbulent cases show almost similar particle distribution trend, so does the three
laminar cases with Rebulk ≥ 100. An outlier to the laminar cases is Rebulk = 10.
This case is different because at that Reynolds number the flow is somewhat
similar to a Stoke’s flow (creeping flow). Even though the formal definition of
Stoke’s flow is Re < 1, but at Rebulk = 10 it is already approaching the Stokes
flow regime.
An interesting finding to come out of the analysis is that out of the 100,000
particles released, for the turbulent flow cases the total number of particles are
equally divided between the two channels as the flow division is also 50 : 50.
Though for the laminar flow cases (Rebulk = 100 − 1000), about 63-65 percent
of the particles were found to enter the lateral-channel. This can be attributed
to the parabolic nature of the laminar flow profile, which makes the velocity
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Figure 5.27: Lagrangian particle colored according to their initial height in the
channel. Reynolds no. of the flow is 300, and flow split 50:50: (a) Just after
the particle have been initialized (b) Majority of the particles near the top
(yellow) enters the main-channel, and most of them near the bottom (blue)
enters the lateral-channel.
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Figure 5.28: Lagrangian particle colored according to their initial height in the
channel. Reynolds no. of the flow is 300, and flow split 50:50: (a) In the
lateral-channel the particles can be seen to be rotating with the strong
clock-wise rotating vortex (b) particles near the bottom of the main-channel
not only moves into the lateral-channel, it also seem to jump up while doing so.
102
00.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 10 20 30 40 50 60 70 80 90 100 110
H
ei
gh
t f
ro
m
 th
e 
B
ot
to
m
% of particles from each bin moving into the side-channel
Re=10
Re=100
Re=300
Re=1000
Re=7000
Re=25000
Figure 5.29: x-axis represents the percentage of the particles from each
bin/layer entering the lateral-channel, for a 90-degree diversion and a 50:50
flow-split. y-axis represents the mean height of each bin/layer. Results from
six different Reynolds number was plotted.
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of the flow near the bottom appreciably smaller than near the top. Through
a simple derivation it cane be shown that if 50 percent of the total flow is
entering the lateral channel, and if all the flow comes from the lower section
of the water-column, then about 65 percent of the height of the water-column
from bottom would be required to provide for 50 percent of the total-flow to
the lateral channel.
5.3.4 Distribution of Poly-Disperse Sediment
From the results discussed in the previous section it is clear that the phenomenon
of Bulle-Effect is not just valid for sediment moving as bedload, but also sus-
pended sediment that may be concentrated atthe bottom third of the water-
column. It also became clear that if the flow in the channel is laminar, then
almost all the sediment moving in the bottom third of the water-column will
enter the lateral-channel. Based on the above finding, for a 90-degree diversion
simulations were conducted for 5 different flow divisions for Rebulk = 7000 and
6 different flow divisions for Rebulk = 25000, with poly-disperse sediment. In
the current study, poly-disperse sediment is implemented by using sediments of
different diameter. The sediment used varied in the range of very coarse sand to
medium-coarse silt. That apart particles corresponding to wash-load was also
used. All the sediment was assumed to have specific gravity of 2.65, which is
the value usually used for sand [48].
Sediment of six different diameter was put in the main-channel before the
diversion. Size of five of the sediment fall in the range, 1.4 mm to 0.035 mm,
and as mentioned earlier, one of the sediment is fine enough to be considered as
wash-load. Bulle for his experiments used sand whose diameter did not exceed
1.2 mm, and had a specific gravity of 1.5. As Bulle did not mention a specific
diameter, a D50 of 0.7 mm is a plausible assumption. With those information
about the sediment used by Bulle, the particle fall velocity (Vs) of the sedi-
ment used by Bulle is slightly higher than the 0.35 mm sand (medium sand)
used in the current simulations. Of the six different sediment size used, for the
Rebulk = 7000 case two of them would primarily move in suspension, and for
the Rebulk = 25000 case three of the sediment sizes used would primarily move
in suspension. For the Rebulk = 25000 case, apart from the wash load, the two
particle diameters (type) that would remain in suspension are the very fine sand
(0.07 mm), and medium-coarse silt (0.035 mm). For the sediments primarily
traveling as bedload, the particles were uniformly distributed along the width
of the channel, and at 4 levels near the bottom of the channel. For the sedi-
ment primarily traveling in suspension, the initial height of the particles were
calculated based on the Rouse-Ippen-Vannoni relationship [48]. And the sedi-
ment concentration profiles for the case of Rebulk = 25000 has been produced in
fig. 5.33, along with their corresponding sediment diameter and Rouse number.
Rouse number is defined as Vs/(u∗κ), where Vs is particle settling velocity, u∗
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is the bed shear velocity and κ is the Von Karman constant.
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Figure 5.30: Concentration profiles used for initializing the suspended
sediments for the Rebulk = 25000 case. The profiles are based on the
Rouse-Ippen-Vannoni relationship for suspended sediment [48].
Analyzing the results from the simulations, first the case Rebulk = 7000 has
been presented (see fig. 5.31). Apart from the wash-load, the Rouse number of
the other sediment in suspension in this case is ∼ 0.35, thus the initial sediment
profile used for it is similar to that of the 0.07 mm case in fig. 5.30.
The wash-load can be seen to have been simulated correctly, with the dis-
tribution between the channels almost matching the flow division. It is also
evident that apart from the flow-division, the size of the sediment plays a ma-
jor factor in deciding the sediment distribution at the diversion. For the same
flow-division, the amount of sediment entering the lateral-channel increases with
increase in sediment size. Similar results were also observed experimentally by
Dancy [55] and in the field by Erxun [53] (see Chapter 2). And not just sedi-
ment moving as bedload, but even suspended sediment can be seen to enter the
lateral-channel, when it has higher concentration at the bottom 20 percent of
channel. The way size of sediment effects sediment distribution is; larger sedi-
ment tend to get transported closer to the bottom of the channel, and the flow
closer to the bottom primarily enters the lateral-channel, thus sediment that
move closer to the bottom of the channel will have a higher chance to enter the
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Figure 5.31: y-axis represents the percentage of total sediment entering the
lateral-channel (Sside/S), and x-axis represents the percentage of water
entering the lateral-channel (Qside/Q). The case presented here is the
90-degree diversion, and Rebulk = 7000. The plot shows the effect of
flow-division and sediment-size on the distribution of sediment at the diversion.
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lateral-channel.This basically confirms the hypothesis that Bulle-Effect can be
also used for efficiently diverting suspended sediment.
Next the case of Rebulk = 25000 has been analyzed (see fig. 5.32). Along
with the results from the simulations, results from Bulle’s experiments have also
been plotted. Among Bulle’s experiments, there is only case that matches the
simulation configuration, that is the case with 90-degree diversion and about
45 percent of the flow entering the lateral-channel. Though there are other
experiments with different flow-divisions, but with diversion angle of 30-degree.
Thus, in order to check the general trend of variation of Sside/S with respect
to Qside/Q for a particular sediment size, the results from the 30-degree and
90-degree experiments have been plotted together.
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Figure 5.32: y-axis represents the percentage of total sediment entering the
lateral-channel (Sside/S), and x-axis represents the percentage of water
entering the lateral-channel (Qside/Q). The case presented here is the
90-degree diversion, and Rebulk = 25000. The plot shows the effect of
flow-division and sediment-size on the distribution of sediment at the
diversion. Results from Bulle’s experiments have been plotted for comparison.
For this case too, the trend of increase in Sside/S with increase in sediment
size is evident. The general trend agrees with the trend shown in Bulle’s ex-
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periments. Also, the Sside/S predicted by the simulation with a configuration
similar to Bulle’s experiments, which is Qside/Q = 45 but slightly higher Rouse
number than the 0.35 mm case from the simulations, is within 2 percent of
Bulle’s observations. Among the suspended sediment cases, the sediment which
is relatively more uniformly distributed (0.035 mm), the non-linearity in the
sediment due to Bulle-Effect distribution only kicks in once Qside/Q ≥ 45.
The trend shown by sediment distribution at the diversion with respect to
sediment size shows a pattern that is also dependent on the Rebulk of the flow.
Thus a better parameter to represent the sediment in this context is the Rouse
number, as it represents the properties of the sediment through particle set-
tling velocity (Vs) and the Reynolds number of the flow through bed shear
velocity (u∗). Thus, all the simulated results along with the data from Bulle’s
experiments have been plotted together in fig. 5.33, with the legends showing
the corresponding Rouse number. It is evident from the plots that Sside/S
increases with increase in Rouse number. With, the cases with similar Rouse
numbers but with different Rebulk showing very similar trends, e.g. the cases
7k − Rouse = 0.35 and 7k − Rouse = 0.45. Among the simulations, the only
part where the simulations show slight discrepancy from the trends shown by
Bulle’s experiments is at lower Qside/Q, i.e. Qside/Q = 15 − 20. Some of the
cases (in particular two) that are expected to have relatively lower values of
Sside/S compared to Bulle’s experiments, have higher values. This might be
related to the fact that particle-particle interactions and feedback from the sed-
iments to the flow, are not modeled in the current Lagrangian-particle model
for sediment. Though we can see that, despite the assumptions made for the
model, it captures the general trend well.
5.4 Conclusions
In this chapter first the structure of the flow was analyzed for different Rebulk,
diversion angles and flow splits. Then the distribution of sediment particles
were analyzed, based on their Rouse number and where in the water-column
they are initiated. Here we briefly summarize all the findings from this chapter.
First, the simulations confirmed the fact that at a diversion, majority of the
flow near the bottom of the channel enters the lateral-channel, whereas majority
of the flow near the top continues into the main channel. And this was found
to be true, even when only 35 percent of the total flow was going into the
lateral-channel.
Second, the mechanism causing Bulle-Effect was found to be stronger for
laminar flows, compared to turbulent. For the laminar flow cases, it was found
that for the case where 50 percent of the total flow is entering tha lateral-
channel, almost all the flow in the bottom 30 percent of the channel enters
the lateral-channel. Whereas for turbulent flows, this percentage is about 65-70
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Figure 5.33: y-axis represents the percentage of total sediment entering the
lateral-channel (Sside/S), and x-axis represents the percentage of water
entering the lateral-channel (Qside/Q). The cases presented here are the
90-degree diversion, and Rebulk = 7000 and Rebulk = 25000. The plot shows
the effect of flow-division and sediment-size on the distribution of sediment at
the diversion. Results from Bulle’s experiments have been plotted for
comparison. For comparison purposes, the approximate Rouse number for all
the cases have also been provided in the legends.
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percent in the bottom 20 percent of the channel. The difference is primarily due
to difference in mean-velocity profile in the laminar (parabolic) and turbulent
cases (log law).
The trend seen for the 90-degree diversions were found to also occur for other
diversion angles like 30,60,120 and 150 degree. Though the structure of the flow
at the diversion in the 120 and 150 degree cases were found to be slightly different
from the 30 and 60 degree cases. The strength of secondary circulations, formed
in the lateral and main channels after the diversion, were found to increase with
increase in diversion angle. With appreciable difference being shown between
the 30-degree and 150-degree cases (see fig. 5.24).
The simulations with small buoyant particle graphically showed that most of
the flow entering the lateral-channel comes from bottom of the channel, whereas
the flow near the top primarily continues into the main-channel (see fig. 5.25 to
5.28). It also showed the extent to which the mechanism causing Bulle-Effect is
stronger for laminar flow cases. The particles initiated at different height from
the bottom were counted to check if they entered the main or lateral channel
(see fig. 5.29). It was found that for laminar flow cases, 90-100 percent of the
particles starting in the bottom 40 percent of the channel entered the lateral-
channel. For the turbulent flow cases, 60-70 percent of the particles initiated in
the bottom 30 percent of the flow entered the lateral-channel.
Finally, simulations were conducted with poly-disperse sediment, that is sed-
iment with different diameters. First it was found that, Bulle-Effect can non-
linear sediment distribution not only for sediment moving as bedload, but also
suspended sediment that move in the lower 20–30 percent of the water-column.
Second, along with the parameter Qside/Q, size of the sediment was also found
to influence the percentage of sediment entering the lateral channel (Sside/S)
(see fig. 5.31 and 5.32). Though, the parameter Rouse number of the sediment
was later found to be more of a representative parameter than size of sediment
(see fig. 5.33), as it combines the information about the sediment (through
particle settling velocity Vs) and the flow (through shear velocity u∗).
At the start of this chapter, based on Riad’s analysis [50] it was mentioned
that the factors on which sediment distribution at a diversion depend are
Sside
S
=
(
Qside
Q
,Re, Fr,
d
D
)
(5.24)
where Re is Reynolds number of the flow, Fr is Froude number of the flow, d is
the representative diameter of sediment and D is depth of the flow. The results
discussed in the current chapter does corroborate the above equation. Even
though in the current study, the effect of Froude number on SsideS has not been
analyzed, based on the findings a modified version of the above relationship has
been put forth:
Sside
S
=
(
Qside
Q
,Fr,
Vs
u∗κ
)
(5.25)
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Abstract
Bulle-Effect is a phenomenon in which a disproportionately high ratio of near-
bed sediment load at a fluvial diversion moves into the diverted channel, even
for cases in which the proportion of water (with respect to the main flow) enter-
ing the diversion channel is relatively small. This phenomenon has wide ranging
implications for both engineered and natural systems; from efficient design of
channels to redirect water and sediment for reclaiming sinking deltas, design-
ing navigational channels that do not need frequent dredging, to morphological
evolution of river bifurcations. The first ever, and one of the most extensive
set of experiments conducted to explore this phenomenon, were conducted by
Bulle in 1926. In the current study the experiments conducted by Bulle have
been simulated using an open-source, free-surface finite-element based hydro-
dynamic solver. Main objectives were to explore to what extent the complex
phenomenon of Bulle-Effect at the scale of a laboratory experiment can be simu-
lated accurately using Reynolds-Averaged Navier-Stokes (RANS) based hydro-
dynamic solver, and to understand the details of the hydrodynamics that Bulle
could not analyze through his experiments. The hydrodynamics captured by
the simulations were found to match the observations made by Bulle through
his experiments, and the distributions of sediment at the diversion predicted by
the numerical simulations were found to match the general trend observed in
the laboratory experiments. The results from the numerical simulations were
also compared with existing one-dimensional models for sediment distribution at
bifurcations, and the three-dimensional numerical model was found to perform
appreciably better. This is expected due to the complex flow features at the
diversion, which can only be captured satisfactorily using a three-dimensional
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hydrodynamic model.
6.1 Introduction
Channel bifurcations and confluences are fundamental units of fluvial systems,
and have been extensively studied due to their importance to the long-term
evolution of the fluvial-system [48]. Flow at bifurcations and diversions have
been found to be complex, primarily due to the highly three-dimensional nature
of the flow [43, 40]. Complexity of the flow results in a non-linear distribution
of sediment between the bifurcating channels, thus making the prediction of
sediment transport relatively difficult [106]. The term non-linear refers to the
ratio of near-bed sediment discharge entering the two channels after bifurcation
being not linearly proportional to the ratio of water discharge entering the two
channels. The importance of fluvial bifurcations have been further underlined
by the comprehensive review of the state of art in research on fluvial bifurcations
by Kleinhans et al. [17].
Diversions are a subset of bifurcations, where one channel after the bifurcation
continues along the direction of the original channel and the other one branches
out laterally at an angle. Many of the bifurcations in nature have features similar
to a diversion. That apart, diversions are a common feature of engineered fluvial
systems, where a lateral channel has been traditionally used for diverting water
for different purposes, like navigation, irrigation etc. In the last few years,
efficient diversion of water and sediment has also gained importance for various
engineering purposes; e.g. significant effort have gone into studying the viability
of diverting water and sediment from the lower Mississippi River to mitigate
potential loss of coastal land in Louisiana [20, 21]. Various possible designs
and locations of flow diversion structures along the Mississippi River are being
evaluated to ascertain the optimal case that would allow maximum amount of
sediment to be diverted for a particular water discharge [25]. Moreover creation
of artificial diversions to divert water and sediment have been suggested as a
possible solution to counter the problem of maintenance of large deltas all over
the world [26]. Finding the optimal location and layout for a diversion will
be more efficient, provided the fundamental mechanism behind the partition
of both water and sediment-load between the channels at a diversion is fully
comprehended.
One of the first systematic studies that quantified the aforementioned process
was conducted by Bulle in 1926 [1]. To further illustrate the phenomenon, a
few results from Bulle’s experiments are discussed in the current section. Figure
6.1 shows a schematic 30 degree diversion, along with flow-structures observed
by Bulle during his experiments. The angle of diversion represents the angle
between the main and the diversion channel. Bedload sediment discharge and
liquid discharge in the original channel have been represented using S and Q
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respectively. The discharge of water and bedload sediment remaining in the
main channel have been represented by Qmain and Smain, and the discharge of
water and sediment going into the diverted channel have been represented by
Qside and Sside, respectively.
Q , S Qmain , Smain 
Qside , Sside 
Figure 6.1: The figure shows a diversion with an angle of 30 degree. The figure
has been reproduced from [1], and it shows the two recirculation zones
observed by Bulle in his experiment. The arrows indicates the flow direction.
Bulle found that the amount of bedload sediment entering the diversion chan-
nel (Sside) was disproportionately higher with respect to the water discharge.
This highly non-linear distribution of bedload sediment discharge, between the
main and diverted channel at a diversion is often referred to as the Bulle-Effect
[39]. The relationship between the ratio of bedload discharge moving into the
two channels Sside/Smain, and the ratio of the corresponding water discharge
Qside/Qmain can be defined using the equation :
Sside
Smain
= a
(
Qside
Qmain
)b
(6.1)
where a and b are constants. If the distribution of bedload sediment between
the two channels were linear, then b = 1. From Bulle’s experiments b > 1, thus
making the sediment distribution non-linear.
Figure 6.2, plotted using data from Bulle’s experiments, shows the division of
water and bedload sediment at diversions with different angles for experiments
conducted with Q = 0.005 m3s−1 (where Q = Qmain+Qside). It is evident from
the plot that sediment discharge (Sside) entering the diverted channel is dispro-
portionately higher than that remaining in the main channel (Smain), even for
cases where Qmain > Qside. It can also be observed that the amount of bedload
entering the lateral-channel varies with an increase in diversion-angle, with the
maximum amount of sediment continuing in the main channel for a diversion
angle of 120 degrees. Bulle also conducted experiments for different flow par-
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Figure 6.2: Variation of percentage of water discharge and percentage of the
total bedload sediment moving into the main channel (Qmain, Smain), and the
percentages of water and sediment moving into the lateral channel
(Qside, Sside) for Q = 0.005 m
3s−1 (where Q = Qmain +Qside and
S = Smain + Sside), with respect to different angles of diversion (represented
on the x -axis). Bold lines with marker points represent the experiments
conducted by Bulle, and the dashed line represent the extrapolation of the data
suggested by Bulle. All the data have been reproduced from Bulle’s study [1].
titioning and channel layouts, which are further discussed and compared with
simulations results in the following sections. Even though the exact mechanism
behind the Bulle-Effect is not fully understood, Bulle himself and some studies
after his have hinted towards the presence of strong secondary currents that
sweep the near-bed sediment into the diversion channel [84, 40].
In his experiments, Bulle also observed recirculation zones (see fig. 6.1); one
in the diverted channel primarily caused due to separation of the flow going
in the diverted-channel from the left-bank, and a smaller recirculation zone
formed at the right-bank of the main-channel just after the diversion. The size
of the recirculation zones were found to vary with depth [1], that is the width of
the recirculation zone in the main-channel increases with an increase in depth,
and the width of the recirculation zone in the lateral-channel decreases with an
increase in depth. Variation of the recirculation zone width, with respect to the
depth has also been observed in the results from Large Eddy Simulations (LES)
of turbulent flow at an idealized 90-degree diversion that has dimensions similar
to that of Bulle’s experiments [40].
After Bulle’s seminal work, there have been several experimental studies on
the topic, and all of them have reaffirmed the observations made by Bulle.
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Christani conducted experiments before World-War II for a diversion angle of
29 degrees, but with a water discharge higher than Bulle’s [3]. His findings
matched with those of Bulle, and were published after the War by Benini [3], as
Christani had died during the War. At the same time, research and experiments
on diversions were also being conducted in the USA, with the focus primarily on
finding optimal locations to construct lateral channels on large alluvial streams
for diverting water with least amount of sediment [6]. Dancy through his exper-
iments on a 30-degree diversion showed dependence of Bulle-Effect on the ratio
between sediment fall-velocity and bed shear velocity, which is also known as
the Rouse number [37]. Riad conducted experiments at a scale larger than that
of Bulle but his findings were similar, and he also performed dimensional anal-
ysis to come up with a set of parameters that may influence the distribution of
sediment at a diversion [9]. Based on his experiments, Riad reduced the general
parameter set from twelve to four parameters that he reasoned influenced near
bed sediment distribution at all diversions (irrespective of angle of diversion).
The parameters were, the ratio of specific flow discharge in the two channels
after the diversion qside/qmain, Froude number of the flow before the diversion
Fr, Reynolds number of the flow before the diversion Re, and the ratio of sedi-
ment size (d) and depth of the flow (D) in the main channel before the diversion
d/D. More recently, Herrero conducted experiments on a 90-degree diversion
with a sand covered bed instead of the rigid bed used in majority of the previous
experiments [39]. The experiments were run till the system reached a state of
equilibrium, and the dimensions of the experimental layout was similar to that
of Bulle’s. The experiments were conducted to not only measure the sediment
moving into the two branches, but to also observe the dynamics of the bed at the
diversion. The experiments yielded non-linear distribution of sediment between
the two channels, similar to the Bulle-Effect. It also put forth the formation of
scour holes at the high-speed flow areas, and deposition of sediment below the
flow recirculation zones. Recently, similar results have also been reported by
Rezapour et al. [107].
Over the years few theoretical models have also been proposed to model the
division of flow and sediment at diversions. Most of the formulations were based
either on momentum balance between the branches of the channel [108, 109],
or the energy balance between branches of the channel[18]. Riad proposed a
formula to predict the division of sediment between the two-channels[9], which
correlates the ratio of sediment moving into the two-channels with the ratios of
flow moving into the two-channels. A similar expression was proposed by Wang
et al. in 1995 [15]. While looking at braided channels, Bolla Pittaluga et al.
in 2003 derived a one-dimensional sediment distribution model for symmetric
bifurcations [16], and this model with some modifications is suitable for applica-
tion on to diversions. Recently, van der Mark and Mosselman used irrotational
flow theory to develop a conceptual model for division of sediment at diversions
that can account for the strong secondary currents formed at diversions [110].
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The model gave relatively reasonable results when compared against experimen-
tal data. In general, none of the proposed formulas have been able to accurately
capture the phenomenon of Bulle-Effect, and that is understandable due to the
highly complex nature of the flow-structure at the diversion.
The flow at the diversion have been observed to be relatively complex and
highly three-dimensional, thus it is normal that the aforementioned 1-D mod-
els have been unable to capture the Bulle-Effect phenomenon. Over the years
there have been two and three-dimensional numerical studies that have modeled
the flow at diversions. However, almost none of the studies included sediment
transport in their models. Three-dimensional numerical models were found
to agree better with experimental observations than two-dimensional models
[111, 112], and that is expected due to highly three-dimensional structure of the
flow. Neary and Sotiropoulos [13] simulated laminar flow at a 90-degree diver-
sion using a three-dimensional numerical model, and were able to capture some
of the flow-structures observed in the experiments. Neary et al. [84] used a
three-dimensional Reynolds Averaged Navier-Stokes (RANS) model to simulate
flow at a 90-degree diversion, and it was able to capture the secondary currents
that have been attributed for the movement of the near-bed sediment into the
lateral channel. A RANS based three-dimensional flow model was also used by
Ramamurthy et al. to model their experimental observations [113]. Heer and
Mosselman numerically simulated Bulle’s experiments, but without the sedi-
ment, using Delft-3D [114]. The numerical simulations were able to re-create
some of the flow-structures observed by Bulle during his experiments, but in gen-
eral the simulations suffered from numerical stability issues. Recently, Dutta et
al. conducted Large Eddy Simulation (LES) of turbulent flow at a 90-degree di-
version [40]. The Reynolds number of the simulation and dimensions of the com-
putational domain were similar to experiments performed by Bulle. Sediment
transport at the diversion was simulated by modeling the bedload transport
using the Lagrangian Particle tracking formulation. Complex flow-features like
strong secondary flow circulation in both the channels after bifurcation, flow-
separation and recirculation were successfully captured. The simulation also
predicted the division of bedload between the two channels satisfactorily, with
the predicted ratio matching Bulle’s observations. Conducting LES of field-scale
(and even experimental-scale) diversions will require an impractical amount of
computational resources, thus RANS based three-dimensional models might be
more suited for studying field-scale diversions.
The current study was aimed at numerically reproducing the experimental ob-
servations of Bulle, using a free-surface three-dimensional hydrodynamic solver
that solves the RANS equations using the finite-element method for the spatial
discretization [115]. As such, the study addressed the issues faced by previous
numerical studies, additionally it also simulated the near-bed sediment trans-
port. Primary aim of the numerical experiments was to explore whether the
RANS based solver could be used to capture the Bulle-Effect at the laboratory
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scale, under different flow conditions. Furthermore, the simulation results were
used to provide further insight and details about the hydrodynamics that Bulle
could not analyze through his pioneering experiments, due to lack of sophisti-
cated measuring instruments.
This paper has been divided into six major sections, including the forgoing
introduction. The second section discusses details of the numerical model, the
computational mesh, and the boundary conditions. The third section presents
the results from all the simulations, divided into two major subsections, first
featuring the characteristics of the flow at the diversion, and the second featur-
ing the bedload distribution at the diversion. In the fourth section the bedload
transport results from the simulations would be compared against existing the-
oretical models. The final two sections will discuss and conclude the findings of
the study, and also propose potential research directions.
6.2 Hydrodynamic and Sediment Transport Model
Three-dimensional (3D) free-surface hydrodynamic simulations were conducted
by solving the continuity and Reynolds Averaged Navier-Stokes (RANS) equa-
tions with the finite-element method. Bedload transport was computed from a
sediment transport capacity equation, with an appropriate parameterisation for
bed slope effects. To reproduce Bulle’s experiments, the rigid-bed approxima-
tion was adopted, and the solution of the bed sediment mass balance equation
was not considered. The numerical solver used herein was the open-source
Telemac-Mascaret Modeling system [32]. This is an open-source, sequential and
parallel free-surface solver based on the finite volume and finite element meth-
ods. Further details are given in [115]. Telemac has been previously used to
successfully study different river hydrodynamic phenomena [116, 117]. Numer-
ical simulations were conducted on the GOLUB high-performance computing
cluster at University of Illinois at Urbana-Champaign. GOLUB has a total
of 312 computational nodes. Each node has 20 processors (cores), 64-256 GB
RAM, and it consumes 115 W of energy.
6.2.1 Governing Equations
The three-dimensional free surface hydrodynamics was simulated by solving
the equation for conservation of fluid mass and the Reynolds Averaged Navier-
Stokes (RANS) equations:
∂ui
∂xi
= 0 (6.2)
∂ui
∂t
+
∂uiuj
∂xj
= Fi − 1
ρ
∂p
∂xi
+
1
ρ
∂τij
∂xj
(6.3)
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where the summation convention for repeated indices was used for i, j = 1, 2, 3.
Above, ui = (u, v, w) correspond to the local time-averaged flow velocity com-
ponents along the Cartesian coordinates xi = (x, y, z), Fi is the external forcing
term per unit mass, p is the mean pressure, ρ is the fluid density, and τij cor-
responds to the components of the stress tensor calculated with the Boussinesq
hypothesis, which is related to the mean velocity gradients and the turbulence
eddy viscosity νt:
−1
ρ
∂τij
∂xj
=
∂
∂xj
[
(ν + νt)
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
kδij
]
(6.4)
Above, ν correspond to molecular kinematic viscosity of water, νt is the turbu-
lent eddy viscosity, k is the turbulent kinetic energy and δij is the Kronecker
delta. For calculating the k and νt, a turbulence closure is required. In the cur-
rent study the k−  turbulence closure has been used, where the turbulent eddy
viscosity is related to the turbulent kinetic energy and the rate of turbulence
energy dissipation . In equation 6.3, the pressure is split into a hydrostatic
component ph and a dynamic component pd:
p = ph + pd = ρg (Zs − z) + ρ0g
∫ Zs
Zf
∆ρ
ρ0
dz + pd (6.5)
with Zs = Zs(x, y) the elevation of the free surface above datum, Zf = Zf (x, y)
the bottom elevation above datum, and ∆ρ = ρ− ρ0 is a deviation of the water
density ρ with respect to some reference value ρ0. Further details can be found
in [115].
The bedload transport model used for the current study has been coupled
with the hydrodynamic model. In the resulting formulation, the bed shear
stress is aligned with the near bed velocity in order to account for possible flow
deviations, such as transport due to secondary currents and slope effects. The
direction of the bed shear stress matches with the horizontal velocity at the first
computational node above the bottom. The magnitude of the bed shear stress
(τb) is related to the classical quadratic relationship between the depth-averaged
velocity and the total bed shear stress:
τb = 0.5ρCf
(
U2 + V 2
)
, (6.6)
where U and V are the depth-averaged velocity components in the x and y
directions respectively, and Cf is the dimensionless friction coefficient related
to the bottom roughness.The shear stress is related to the bed shear velocity
(u∗) through the relationship u∗ =
√
τb/ρ. For this study, the bottom friction
is explicitly defined for the hydrodynamic simulations using a Chezy coefficient,
which in turn is used as a calibration parameter. Details of the calibration
process are discussed in the next section. The relationship between the Chezy
coefficient C and the friction coefficient is given by Cf = 2g/C
2.
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For calculating the bedload discharge, a number of semi-empirical relation-
ships are available in the literature [?]. Most of the bedload discharge formulas
assume the existence of a threshold, beyond which the onset of bedload motion
happens. These formulas relate the non-dimensional bed shear stress induced
by the flow and the critical bed shear stress or critical Shields parameter to
a non-dimensional bedload transport rate Φb. The non-dimensional bedload
transport rate is related to the bedload flux Qb by the relationship:
Φb =
Qb√
g (R− 1)D3ch
(6.7)
where R is ratio of density of sediment and water, Dch is the characteristic sed-
iment diameter. Herein the characteristic grain diameter has been chosen equal
to D50. From the plethora of relationships, the Meyer-Peter-Muller formula has
been used to estimate the non-dimensional transport rate Φb. The Meyer-Peter-
Muller bedload formula has been previously validated for coarse sediments in
the range (0.4mm ≤ D50 ≤ 29mm). The sediment diameter used in the current
study falls within the aforementioned range. The Meyer-Peter-Muller formula
is [?]:
Φb =
0 if θ′ < θcαmpm (θ′ − θc)3/2 if θ′ ≥ θc (6.8)
where αmpm is a coefficient, θ
′ is the non-dimensional bottom shear stress, also
known as the Shields parameter, θc is the critical Shields parameter. In this
study, αmpm = 8 and θc = 0.0317. The Shields parameter θ
′ is defined as
θ′ =
µτb
(ρs − ρ) gDch (6.9)
where µ is the correction factor for skin-friction, and ρs is the density of the
sediment.
A sloping bottom results in increase of bedload flux in the downslope direc-
tion. The effect of the slope is accounted for by using a correction factor that
can influence both the magnitude and direction of the bedload transport rate.
The correction is based on the formula by Koch and Flokstra [118]. The re-
lationship for the magnitude of solid transport rate with the correction factor
is
Qb = Qb0
(
1− β ∂Zf
∂s
)
(6.10)
where Qb0 is the bedload transport rate before correction, β is an empirical
factor equal to 1.3, and s is the flow direction. The deviation of the bed load
direction from the main flow direction is accounted by the expression:
tanα = tan δ − 4
6θ′
∂Zf
∂n
(6.11)
where α is the direction of the bedload transport with respect to the direction
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of the flow, δ is the direction of the bottom shear stress with respect to the
direction of the flow, and n is the direction normal to the flow.
The following boundary conditions have been imposed in the model. For the
hydrodynamic solver, a normal velocity was set to zero (impermeability condi-
tion) on the solid boundaries (bed and side-walls). A tangential stress was also
imposed on the solid boundaries: an imposed shear stress was defined using
Equation 6.6 at the channel bed and a slip condition (zero shear stress) was
imposed at the side-walls. At the inlet boundary, the classical rough wall log-
arithmic profile was applied. At the outlet boundaries, the normal derivatives
of the flow variables were set to zero. The position of the water surface ele-
vation was determined from the solution of the depth-averaged shallow-water
continuity equation (see [115]). At the inlet boundary, turbulence was assumed
to be in equilibrium. At outlet boundaries, the gradients of turbulent energy
and dissipation rate were assumed to be zero [119, 120]. At solid boudaries, the
turbulent energy and its dissipation rate were specified by assuming that the
local equilibrium of turbulence prevails near the wall. For the sediment trans-
port solver, the value of the equilibrium bedload transport rate was specified
at the inlet. At the outlets, boundary conditions were assumed to be free and
bedload transport rate values were extrapolated from the values at adjacent
internal points.
The governing equations have been discretized in space using the finite-
element method, and integrated in time using a fractional step method. The
domain is composed of prismatic elements that is built from an unstructured
triangulation of the two-dimensional domain, then repeated along the vertical
in superimposed layers from the bottom to the free surface. The time stepping
algorithm can be divided into five computational steps as follows [115]:
i) The first step consists of calculating the advected velocity components by
only solving the advection terms in the momentum equations,
i i) In the second step new velocity components are computed using the ad-
vected velocity components calculated in the previous step, and taking
into account the diffusion terms and the source terms in the momentum
equations,
i ii) After the first two steps, an intermediate velocity field is obtained, which
is then used as the starting point for the third step. In the third step,
the new depth of the flow is computed by solving the depth averaged
continuity and momentum balance equations. The updated water depth
is then used to update the elevations of the all the mesh points of the
three-dimensional mesh,
iv) In the fourth step the velocity field is updated again, taking into account
the dynamic pressure gradient and satisfying the zero divergence condition
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for the velocity field,
v) After one step of hydrodynamic calculations are completed, bedload fluxes
are calculated and the procedure return to step one for the next time step
until a specified time is reached.
6.2.2 Computational Domain, Boundary Conditions and Model
Calibration
The computational domain was discretized with 577,650 triangular elements
with typical edge lengths in the order of 0.01 m, which results in 302,420 com-
putational nodes. The three-dimensional discretization was obtained by first
dividing the two-dimensional domain with non-overlapping linear triangles and
followed by extruding each triangle along the vertical direction into linear pris-
matic columns that exactly fitted the bottom and the free-surface. Then, each
column was partitioned into non-overlapping layers, requiring that two adja-
cent layers comprised the same number of prisms. The simulation results using
the refined mesh matched with the results from the original mesh. For the
simulations presented herein, ten superimposed layers were used in the verti-
cal direction. Simulations were also conducted for a more refined unstructured
triangular mesh with typical edge lengths in the order of 0.0075 m. Solutions
computed with an increasing number of layers have shown no perceptible dif-
ferences in the results. The mesh used for the simulations has been reproduced
in Fig. 6.3.
For initial condition, a constant water surface elevation and velocity compo-
nents set to zero were specified. The boundary conditions used for the simu-
lations have been illustrated in Fig. 6.3. A constant discharge Qin equal to
0.005 m3s−1 has been imposed at the main channel inlet. A constant water
surface elevation (WSE) was used to define the outflow boundary at the end
of the main channel, and a constant discharge Qout was used as the outflow
boundary condition at the end of the diverted channel. The value of Qout was
based upon the outflow reported by Bulle in his experiments, hence it varied
from experiment to experiment, depending on the diversion angle and width of
the diversion channel. The ratios of the discharge between the two channels
have been listed in Table 1. In most of his experiments Bulle kept the WSE
at the outflow constant, by maintaining a constant depth of flow over the weirs
placed at the outlet of the two channels. All the flows were subcritical, with
Froude number less than one, with the control being exerted from downstream.
Thus, the change in layout of the experiment results in change in water dis-
charge entering the side-channel. For example, for the 30-degree case the flow is
divided equally between the two channels, whereas for the 90-degree case 54.8
percent of the flow continues in the main channel.
The simulation was calibrated against the only case of Bulle’s study for which
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Qin = 0.005 m3s-1 
constant 
WSE 
constant 
Qout  
Figure 6.3: Detail of the computational mesh used for the simulations. The
mesh has 577,000 triangular elements. The arrows indicate the flow directions.
the water depth at the center of the channel was reported; the case with diver-
sion angle of 30 degree and total inflow of 0.005m3s−1. Calibration was not
straightforward, as the height of the weirs used to maintain constant WSE at
the two outlets of the experiments was not explicitly mentioned in Bulle’s re-
port [1], thus making it necessary to perform an iterative process. For the
calibration process, initially the WSE at outflow boundary of the main-channel
was approximated based upon the extrapolation of center line water depths re-
ported by Bulle, later this WSE was adjusted along with the bottom roughness
to match the observed water depth. Water depth from the calibrated simula-
tion has been plotted with the observed water depth in Fig. 6.4. Along with
the calibrated case, water depths for the 60, 90, 120 and 150 degree cases have
also been plotted. The water depth from the calibrated simulation matches
Bulle’s observations satisfactorily, with the highest relative error less than 2
percent. The satisfactory match was found for the Chezy’s friction coefficient of
100m1/2s−1. Water depth in the channel, especially before and at the diversion,
was found to increase with increase in diversion angle. This can be attributed
to the fact that, the flow requires a pressure head to move into a lateral channel,
and the pressure head required increases with an increase in the diversion angle.
Consequently, higher diversion-angles result in a lower amount of flow entering
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the lateral-channel.
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Figure 6.4: Comparison of channel center-line water depth observed for the 30
degree, 0.005 m3s−1 experiment of Bulle, with the water depth from the
simulation done with the roughness coefficient of 100 m1/2s−1 for the bottom.
Error bars have been assigned to the experimental data, and they show that
the difference between the measured and the simulated data never exceeds 2
%. Water depth for the 60, 90, 120 and 150 degree cases have also been plotted
to illustrate the change in water depth with respect to angle of diversion.
6.3 Results
The results from the numerical simulations can be broadly divided into two
parts, the first concerns the structure of the flow at the diversion, and second
concerns the division of bedload sediment between the main and the diverted
channel. Nine different simulations were conducted, for different diversion an-
gles, ratio of lateral-channel to main-channel width, and water discharge distri-
bution. A list of all the simulated cases is presented in Table. 1.
All the above listed cases were first simulated without sediment, and run
long enough (3600 seconds of simulation time) to reach a steady state. On
an average 3600 seconds of simulation took 500 cpu hours to complete on the
GOLUB cluster. After that, the sediment was introduced in the system at the
location of the hopper in Bulle’s experiments, at a rate of 1.37 gs−1, as specified
by Bulle [1]. Properties of the sediment used in the simulations are similar to
the sediment in Bulle’s experiments. In his report, Bulle did not provide a
specific mean diameter (D50) for the sediment, but mentioned that none of the
particles had diameter higher than 1.2mm. Thus for the numerical simulations a
D50 = 0.6 mm was used. Interestingly, the density of the dry sediment reported
in Bulle’s report was 1500 kgm−3, which is significantly lower the generally
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Table 6.1: Numerical simulations with the corresponding configuration and
boundary conditions. The first column lists the name given to each simulation.
The second column lists the corresponding angle of diversion. The third
column lists the ratio of the width between the main and the lateral channel,
and the fourth column lists the ratio of the discharge between main-channel
and the lateral-channel after the diversion.
Simulation Angle (in degrees) Width-Ratio Qmain/Qside
sim1 30 1 1.000
sim2 60 1 1.075
sim3 90 1 1.212
sim4 120 1 1.128
sim5 150 1 1.110
sim6 90 2 2.226
sim7 30 1 1.632
sim8 30 1 2.448
sim9 30 1 4.181
accepted value of 2650 kgm−3 for sand. In order to remain consistent with
the experiments performed by Bulle, the density of the sediment ρs used in the
simulations was 1500 kgm−3. Based on the aforementioned properties of the
sand used by Bulle, the critical Shields parameter θc used for the simulations
was 0.0317.
6.3.1 Characteristics of the flow at the diversion
The characteristics of the flow at the diversion have been discussed in this sub-
section, which has been further divided into two parts, the first part describing
the depth-averaged characteristics of the flow at the diversion, and the second
part describing the three-dimensional characteristics of the flow.
Depth-averaged characteristics of the flow
The first case reported here corresponds to the 30-degree diversion experiment
(case sim1). The scalar flow-rate at the diversion has been plotted in Fig. 6.5,
along with the 2D velocity streamlines. In Fig. 6.5, the flow-separation zone
at the left-bank of the diverted-channel can be observed. The position of the
zone matches with Bulle’s experiments (see Fig. 6.1). Bulle’s experiment also
mentions the presence of a relatively smaller separation zone on the right-wall in
main-channel, just after the diversion. In the current simulation this separation
zone is not completely captured, though the flow was found to get slower around
this zone. The simulation has also been able to capture the relatively small low
velocity zone around the acute-angle corner of intersection between the lateral
and the main-channel, as observed in Bulle’s experiments (see Fig. 6.1). The
stream-lines show the primary structure of the flow, with most of the flow in the
lateral channel hugging the right-wall. This results in a high-velocity zone at
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entrance of the lateral channel, near the right-wall. The high flow velocity zone
coincides with the high bed shear-stress zone, as evident from the plot of the bed
shear velocity u∗ in Fig. 6.5. The plot of bed shear velocities at the diversion,
(a) (b)
Figure 6.5: (a) Scalar flow-rate m2s−1 and the velocity streamlines at the
bifurcation for the case sim1, that corresponds to the 30-degree diversion. (b)
Shear velocity u∗ (ms−1) at the bed for the case sim1.
allows the inference of the zones that will be prone to scouring or deposition of
sediment. The region below the flow-separation zone have relatively low shear
stress, thus bedload entering this zone will have a tendency to get deposited.
On the contrary, the zone that has relatively high bed shear-stress will have a
tendency to get scoured out. The formation of high and low shear-stress zones
provide hints towards formation of possible morphological features, like bars
and scour holes.
Next the cases with diversion angles of 60 (sim2), 90 (sim3), 120 (sim4) and
150 (sim5) degrees for the initial main-channel discharge of 0.005 m3s−1 have
been analyzed. The scalar flow-rate for the aforementioned diversion-angles have
been plotted along with the corresponding figures of the depth-averaged flow
structures observed by Bulle (see Figs. 6.6 and 6.7). In accordance with Bulle’s
observations, the width of the flow separation zone can be seen to increase with
an increase in diversion angle (see Fig. 6.6). Increase in width of the low-velocity
zone in turn decreases the width for the high-velocity zone, thus the magnitude
of the maximum velocity in the lateral channel increases with an increase in
diversion-angle. With increase in diversion-angle the core of the high velocity-
zone can be seen to move closer to the right wall of the lateral channel. The
streamlines of the depth-averaged velocities show a division between the flow
entering the lateral channel, and the flow continuing in the main channel; with
the separation curve between the flows being similar to those observed by Bulle
at the surface of the flow, but different from observations made at the bottom of
the channel (see Fig. 6.6). This is not unexpected, because the depth-averaged
streamlines will have a similar behavior to the flow at the surface, as it has
relatively higher magnitude.
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(a)
(c) (d)
(b)
Figure 6.6: (a, c) Scalar/Specific flow-rate (units m2s−1) and the velocity
stream-lines at the bifurcation for the 60-degree and 90-degree cases (sim2
and sim3). (b, d) Bidimensional flow structure observed by Bulle for the
60-degree and 90-degree cases (reproduced from Bulle’s report [1]).
Further increasing the diversion-angle to 120 and 150 degrees (sim4 and sim5
respectively), the structure of the flow changes even more drastically. For sim4,
the simulation shows relative increase in length of the flow separation when
compared to sim3, but a slight decrease in width of the zone (see fig. 6.7 a).
The decrease in width of the flow-separation zone is akin to Bulle’s observation,
but the change in length is the opposite (see fig. 6.7 b). The point at which
the curve separating the flows going into both the channel intersects the domain
boundary, was observed by Bulle to have moved from the corner of the diversion
into the lateral channel. This phenomenon has been correctly captured by the
numerical simulations. This shift gets relatively more distinct for the diversion-
angle of 150-degree (see fig. 6.7 c and d), where some of the streamlines can
be seen to first enter the lateral channel and then move back into the main
channel. The length of the separation zone decreases for the case sim5, when
compared to sim4. This eventually has an effect on the maximum velocity in
the lateral channel, with the 120-degree case having higher velocity compared
with the 150-degree case. The above observation is also evident in the bed shear
velocity plots for the cases sim2 to sim5 (see fig. 6.8).
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(a)
(c)
(b)
(d)
Figure 6.7: (a, c) Plot of the Scalar/Specific flow-rate (m2s−1) and velocity
streamlines at the bifurcation for the 120-degree and 150-degree cases (sim4
and sim5). (b, d) Bidimensional flow structure observed by Bulle for the
120-degree and 150-degree cases (reproduced from Bulle’s report [1]).
The core of the high bed shear stress zone in the lateral channel for case sim2
has higher magnitude compared to sim1, and the zone also shifts towards the
right wall of the channel. This increase in magnitude and shift in position can
be seen to get further accentuated in cases sim3 and sim4. This shift of the high
bed shear stress zone towards the right wall of the channel can have multiple
geomorphological consequences for real streams and rivers, e.g. formation of a
scour hole, failure of side-wall and eventual shift of the lateral channel towards
the right side due to the flow impinging into the right wall. Further increase
of the diversion angle to 150 degrees (sim5) results in a decrease in maximum
magnitude and size of the high bed shear zone in the lateral channel (see fig.
6.8 d). A small zone of relatively low bed shear stress can also be seen to have
formed near the right wall of the main-channel and lateral channel, just after
the diversion. Though one pattern that prevails across all the cases from sim1
to sim5 is that the core of the zone of high bed shear stress in the lateral channel
shifts further downstream with increase in an diversion angle. This could be
attributed to the shift of the curve that separates the two parts of the flow (one
moving into the lateral and the other into the main channel) into the lateral
127
channel.
(a) (b)
(d)(c)
Figure 6.8: Bed shear velocity u∗ ms−1 for different diversion angles, (a)
60-degree sim2, (b) 90-degree sim3, (c) 120-degree sim4, (d) 150-degree sim5.
It should be noted that the range of the color scale for (c, d) is slightly larger
than figures (a, b).
The case that has been analyzed next is sim6, where the diversion-angle is
90 degrees but the width of the lateral channel is half of the main-channel (see
Fig. 6.9). As in the previous cases, the WSE at the outlets were kept constant
resulting in only 31 percent of the flow getting into the lateral channel. This
case is more akin to a real river, where the lateral channel usually has a width
smaller than the main channel. The structure of the flow is somewhat similar to
the 90-degree case with equal width of the lateral and main-channel (sim3). But
there are a few significant differences, first the relative size of the flow separation
zone (relative to lateral-channel width) is smaller. This might be attributed to
the fact that, even though the width of the lateral channel is reduced by half,
the discharge going into the lateral channel does not reduce proportionally. If
observed carefully, the flow in the main-channel after the diversion for sim6 has
a tendency to be on the right side of the channel, whereas for sim3 the tendency
is towards the left side of the channel. This could be due to the general shift of
the flow towards the lateral channel (left wall), required for passing almost 45
percent of the flow into the lateral channel for case sim3.
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(a) (b) (c)
Figure 6.9: (a) Scalar/Specific flow-rate (m2s−1) and velocity streamlines at
the bifurcation for the case sim6. (b) Flow structure observed by Bulle
(reproduced from [1]) (c) Shear velocity u∗ ms−1 at the bed.
Finally a set of simulations were conducted for the experiments with a diver-
sion angle of 30-degrees (cases sim7, sim8 and sim9), where the flow going into
the lateral channel is monotonically decreased compared to case sim1. The de-
crease in flow into the lateral channel is brought about by decreasing the WSE
at the outlet of the main-channel, which increases the flow in the main channel.
Decreases in discharge going into the lateral channel results in an increase in
size of the zone with relatively low velocities, with the high flow being confined
to the right side of the lateral channel (see Fig. 6.10). In the main-channel the
high-velocity zone at first is situated near the left wall, but once the discharge
in the main-channel increases to Qmain/Qside equal to 4.181, the high-velocity
core can be seen to have shifted towards the right side of the channel. This
pattern can also be observed in the bed shear velocity at and just after the
diversion (see Fig. 6.10 d, e, f). In a sense, sim9 correspond to regime change
in the general flow structure and this may have a significant effect on the bed-
load sediment transport. Next, the three dimensional features of the flow are
analyzed and discussed.
Three-Dimensional characteristics of the flow
In order to visualize the streamlines of the flow at different depths, Bulle in-
jected dye into the flow. Bulle found that the dye injected near the bottom
mostly entered the lateral channel, whereas the dye near the top continued into
the main-channel. In order to visualize the flow at different depths, velocity
magnitude and streamlines at two different levels (depths) in the domain were
plotted. The plotted planes were taken near the bottom of the channel at a
height of 0.004 m from the bottom, and near the top of the channel at a height
of 0.04 m from the bottom. First the 30-degree (sim1) and the 90-degree case
(sim3) have been plotted in fig. 6.11.
For the 30-degree case, most of the flow near the bottom can be seen to
be moving into the lateral channel, compared to the flow near the top of the
channel. This is obvious from the magnitude of velocity in the two channels,
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(a) (b) (c)
(d) (e) (f)
Figure 6.10: (a, b, c) Scalar/Specific flow-rate (m2s−1) and velocity
streamlines at the bifurcation for cases sim7, sim8 and sim9. (d, e, f) Shear
velocity u∗ ms−1 at the bed for the three cases with different flow splits. Note
the different scales used for plotting the bed shear velocities of each case.
which is substantially lower in the main-channel for the plane near the bottom
(see fig. 6.11 a). This is also evident from the streamlines of the flow, and also by
the position of the curve that separates the flow moving into the lateral channel
and the flow continuing along the main-channel. Distance of the curve, that
separates the flow moving into the lateral channel and the flow continuing in
the main channel, from the left wall of the main channel (before the diversion)
decreases with an increase in distance from the bottom of the channel. The
aforementioned property of the curve separating the flows, is in agreement with
the observations of Bulle. It also hints towards the mechanism behind non-linear
distribution of near-bed sediment between the lateral and the main channel. At
the diversion, the flow near the bed tends to go into the lateral channel, taking
the near-bed sediment with it; thus causing relatively higher amount of near-
bed sediment being transported into the lateral channel. Another observation of
Bulle that is well represented by the model, is the increase in width of the flow
separation zone, on the left hand side of the diversion channel, with increase in
distance from bottom of the channel. It can also observed from Fig. 6.11 a-b,
that the flow at the bottom in the main-channel after the diversion is mostly
confined to the left side of the channel. This might consequently lead to the
formation of a flow recirculation zone near the right wall of the main-channel,
which has a relatively higher width near the bottom of the channel.
The characteristics of the flow discussed in the previous paragraph were also
observed for other diversion angles. The 90-degree case also shows difference
in the flow structure at different flow depths (see Fig. 6.11 c-d). The distance
of the curve separating the two flows (henceforth would be referred to as the
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(a) (b)
(c) (d)
Figure 6.11: Velocity magnitude and streamlines at two different depths. (a,
b) For diversion angle of 30 degree at a height (a) 0.004 m, and (b) 0.04 m
from the bottom. (c, d) For diversion angle of 90 degree at a height (c) 0.004
m, and (d) 0.04 m from the bottom.
separation-curve) from the left wall of the main-channel is relatively smaller for
the 90-degree case, compared to the 30-degree case. This might be attributed
to the fact that only 45.2 percent of the total flow goes into the lateral channel
in the 90-degree case compared with 50 percent in the 30-degree case. The 90-
degree case also illustrates the variation in width (and length) of the separation-
zone in the lateral channel with change in depth. Three other diversion angles,
60, 120 and 150 degree were analyzed; and the results have been plotted in
Fig. 6.12. For these cases, the flow shows structure similar to those discussed
above. The 60-degree case (sim2) has a relatively larger flow separation zone
in the lateral channel, compared to the 30-degree case discussed in the previous
paragraphs. The size of the separation-zone further increases for the 120-degree
case (sim4). For the 150-degree case (sim5), the width of the separation zone
near the top of the domain gets wider whereas near the bottom the width
decreases substantially. The distance of the separation-curve from the left wall
of the main-channel shows an interesting variation with diversion-angle (see Fig.
6.13), near the bottom of the channel the distance of the separation-curve was
found to be around 0.125 m for the 30-degree and 150-degree cases, around
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Figure 6.12: Velocity magnitude and streamlines at different flow depths. (a,
d) For diversion angle of 60 degree, at a height (a) 0.004 m, and (d) 0.04 m
from the bottom. (b, e) For diversion angle of 120 degree, at a height (b) 0.004
m, and (e) 0.04 m from the bottom. (c, f) Diversion angle of 150 degree, at a
height (c) 0.004 m, and (f) 0.04 m from the bottom.
0.12 m for the 60 and 120 degree cases and 0.11 m for the 90-degree case. The
distance of the separation-curve near the top is about 0.095 m for 30 and 60
degree cases, 0.09 m for the 90 and 120 degree cases, and 0.8 m for the 150
degree case. In order to find a trend in such variation, the distance of the
separation-curve have been plotted against angle of diversion, along with the
percentage of total flow moving into the lateral channel in Fig. 6.13.
The distance of the separation-curve from the left wall of the channel can be
seen to have a direct correlation with the amount of flow going into the lateral
channel, which first decreases with an increase in diversion-angle till 90-degree
and then increases again. Interestingly, for the cases of 120 and 150 degree the
distance of the separation-curve, from the left-wall of the main-channel, near
top of the channel does not increase. Particularly for the 150-degree case it even
decreases with increase in flow going into the lateral channel. On the contrary,
the distance of the separation-curve (from the left wall of the channel) near the
bottom of the channel increases with increase increase in flow going into the
lateral channel. This may be attributed to the fact that for cases with diversion
angles greater than 90 degree, the flow needs to go through a drastic change in
direction thus requiring a substantial increase in pressure gradient, which results
in a more extended separation zone. The shift of the separation-curve (near the
water-surface) into the lateral channel reduces the distance between curve and
the left wall of the main-channel resulting in reduction of the flow going into
the lateral channel when compared with the 60-degree and the 30-degree cases.
As the total amount of flow going into the lateral channel has to increase with
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Figure 6.13: Percentage of total flow going into the lateral channel and
distance of the separation-curve from the left wall of the main-channel at two
different depths, has been plotted for different diversion angles on the
secondary axis.
respect to the 90-degree case, this loss in flow into the lateral channel at the top
is compensated by pulling in more flow from the bottom of the channel, thus
resulting in an increase in distance of the separation-curve from the left wall of
the main-channel. In the next section the importance of the distance between
the separation-curve near the bed and the left wall of the channel would be
further illustrated by its direct influence on the amount of bedload entering the
lateral channel.
Important three-dimensional feature of the flow that have been observed in
experiments [39], and also in high-resolution Large Eddy Simulation of the flow
at a 90-degree diversion by Dutta et al. [40], is the presence of clock-wise ro-
tating secondary current in the lateral channel, and the anti-clockwise rotating
secondary current in the main channel. These secondary currents/circulations
have also been referred to as rotating vortex in the literature [39, 40]. The
numerical simulations in the current study were also analyzed to asses if the
aforementioned secondary-currents were captured by the simulations. The ver-
tical velocity at different cross-sections after the diversion have been plotted for
the 90-degree case (see Fig. 6.14). The location of the plotted cross-sections
have been listed in Fig. 6.15.
The 90-degree case was analyzed first because all the previous studies that
have described the presence of secondary circulations in the flow were for the 90-
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(a) (b) (c)
(d) (e) (f)
Figure 6.14: Contour plots of the velocity component along the z-axis (w) and
2D velocity vectors calculated using the vertical and transverse components of
the velocity at the cross-sections, for different cross-sections after the
diversion, for the 90-degree sim3 case. (a-d) The cross-sections in the lateral
channel have been plotted at (a) y = 0.3 m, (b) y = 0.4 m, (c) y = 0.5 m, and
(d) y = 1.0 m. (e-f) The cross-sections in the main-channel have been plotted
at (e) x = 2.9 m and (f) x = 3.0 m. The primary flow direction in panels (a-d)
is into the plane, and for panels (e-f) is is coming out of the plane. Figure 6.15
shows the locations of the visualized cross-sections.
degree diversion. The flow going into the lateral channel can be seen to rotate in
the clock-wise direction (see Fig. 6.14 a), and the secondary-circulation can be
seen to be confined to the right hand side of the channel. The strong rotation of
the flow can also be seen to induce some motion in the left hand side of the flow,
where the flow in general has separated from the left-wall resulting in formation
of a recirculation-zone. As the flow moves further downstream (see Fig. 6.14 b-
d) the influence of the recirculation-zone reduces, thus resulting in a clock-wise
rotating vortex that covers the entire width channel. The secondary-circulation
was found to loose its strength with an increase in distance from the the entrance
of the lateral channel (see Fig. 6.14 d). In the main channel (see panels e-f)
a counter-clockwise vortex is formed, with the flow near the left wall moving
down and flow near the right wall moving up. Similar secondary-circulations
have also been observed in channel bends [48].
The cases with diversion angles of 30, 60, 120 and 150 degrees were also
analyzed to check the characteristics of the rotating flow in those cases. Vertical
velocity and flow vectors in the main-channel have been plotted (see fig. 6.16).
As for the 90-degree case, the flow in the main channel for all the different
diversion angles rotate in the counter-clockwise direction. Though the intensity
of rotation of the 30-degree case (see fig. 6.16 a) can be seen to be relatively
less intense compared to the 90-degree case, whereas the 60 and 120 degree
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Figure 6.15: Locations of the cross-sections visualized in fig. 6.14, 6.16, and
6.17.
cases have an intensity similar to the 90-degree case. The intensity is usually
quantified using vorticity (−→ω = −→∇ × −→u ), but here it is also obvious from the
difference in the vertical component of velocity (w) at the left and right hand
sides of the cross-sections. The flow in the lateral channel for the 30, 60, 120 and
150 degree cases also show characteristics similar to the 90-degree case, with the
secondary-circulation rotating in the clock-wise direction.
The 90-degree diversion angle case with lateral channel width half of the main
channel (case sim6) has been analyzed (see fig. 6.17). As expected the distance
of the separation-curve from the left wall of the main-channel, is relatively more
for the plane near the bottom of the channel compared to the plan near the top
of the channel. Though the distance of the separation-curve in general is less
than all the previous cases discussed above. This can be attributed to the fact
that the percentage of total discharge getting into the lateral channel in the case
sim6 is substantially less than the other cases. As per the previous cases, the
size of the separation zone in the lateral channel is relatively larger near the top
of the channel, compared to bottom of the channel.
Similar to case sim3, the main channel after diversion has a counter-clockwise
rotating secondary circulation and the lateral channel has a clock-wise rotating
secondary circulation.
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(a) (b)
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Figure 6.16: Contour plots of the velocity component along the z-axis (w) and
2D velocity vectors calculated using the vertical and transverse components of
the velocity at the cross-sections, for the cross-section at x = 3 m in the main
channel, for different diversion angles. (a) 30 degree, (b) 60 degree, (c) 120
degree, (d) 150 degree. The primary flow direction is into the plane. Figure
6.15 shows the locations of the different cross-sections.
Though the strength of the secondary circulation in the main-channel for case
sim6 is relatively weaker than sim3. This might be due to relatively smaller
percentage of the total discharge getting into the lateral channel, which reduces
the pressure gradient required to force the water into the lateral channel. And
since the as the same pressure gradient is also responsible for inducing the
secondary circulations, reduction in strength of the pressure gradient reduces
the intensity of the secondary circulations. Also for case sim6, in the lateral
channel the secondary circulation covers the full width of the channel compared
to the circulation being initially confined to the right hand side of the channel
for sim3. This might be due to the width of the lateral channel being half of
the main channel in sim6 (compared to sim3), which results in a smaller size
of the flow-separation zone, thus allowing the secondary circulation to cover
the full width of the lateral channel. In the next section the bedload transport
distribution between the main and lateral channel is analyzed and compared
with Bulle’s observations.
136
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Figure 6.17: Velocity magnitude and vertical component of velocity (w) have
been plotted for the 90-degree diversion, with width of the lateral channel
being half of the main-channel (sim6). (a) Velocity magnitude at a depth near
the bottom of the channel, (b) Velocity magnitude at a depth near the top of
the channel, (c) Vertical velocity (w) at x = 3 m, (d)Vertical velocity (w)
velocity at y = 0.2 m. Figure 6.15 shows the locations of the visualized
cross-sections.
6.3.2 Characteristics of the bedload transport at the diversion
In this section, the effect of different diversion angles on the division of bedload
discharge between the main and the lateral channel is analyzed. Total bedload
transported into the lateral channel, and into the main channel after the diver-
sion was evaluated from the numerical simulation results. Cases sim1 to sim5
were analyzed and plotted along with the observations made by Bulle through
his experiments in Fig. 6.18.
Bulle’s experiments show the trend that an increase in diversion angle results
in increase in bedload entering the main channel after the diversion, till the
diversion angle of 120-degree. Further increase in diversion angle results in
decrease of bedload entering the lateral channel. The numerical simulations
were found to capture the general trend well (see Fig. 6.18). However the
position of the maxima of the curve for the simulated cases is at 90-degree
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Figure 6.18: Comparison between the simulated and the observed sediment
distributions for different angles of diversion. The figure plots the percentages
of the total water discharge (Q− Expt) moving into the main channel. It also
plots the percentage of total bedload sediment moving into the main-channel,
observed in the experiment (S − Expt), and the predicted by the numerical
simulations (S − Sim).
whereas Bulle observed the maxima at 120-degree. Also, the exact percentage
of bedload moving in to the lateral channel have been slightly underestimated
by the numerical simulations (within 8 percent) for the cases sim1, sim2 and
sim3, and overestimated (within 2.5 percent) for the cases sim4 and sim5. Even
though the percentages of bedload sediment entering the main and the lateral
channel were not predicted by the numerical simulations perfectly, the general
trend shown by the experiments was captured successfully. The sensitivity of
the bedload transport results on the coefficient αmpm of the Meyer-Peter-Muller
formula (see Eqn. 6.8) was tested, and it was found that 20 percent change in the
coefficient does not translate into more than 0.2 percent change in the bedload
flux continuing into the main-channel.
Next the effect of four different splits of the total water discharge, induced
by different boundary conditions (water surface elevation) at the outlet, on the
Bulle-Effect has been analyzed for the diversion angle of 30 degree. The simula-
tions sim1, sim7, sim8 and sim9 were analyzed. Percentage of the total water
discharge, and percentage of the total bedload discharge continuing into the
main-channel have been plotted in fig. 6.19. It can be seen that the simulations
successfully capture the general trend , with the prediction getting better for
the cases where 70 percent of more of the total water discharge continues in the
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main channel. Moreover, The highly non-linear nature of Bulle-Effect can be
observed in the data plotted in fig. 6.19. It can observed that even after increas-
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Figure 6.19: Comparison between the simulated and the observed sediment
distributions for different flow splits at the diversion, with the diversion-angle
of 30 degree. The experimental data against which the simulations have been
compared, has been reproduced from Bulle’s report [1].
ing the percentage of total water discharge continuing in the main-channel to
upto 65 percent, the percentage of sediment continuing in the main channel does
not increase substantially. This trend changes appreciably once the percentage
of water continuing in the main channel gets more than 70 percent. From 70 to
80 percent, a transition occurs in the characteristics of the flow at the diversion,
such that the percentage of bedload discharge continuing in the main channel
jumps from about 30 percent (for the 70 percent case) to about 70 percent (for
the 80 percent case). Based on these observations, Bulle estimated that further
increase in water discharge continuing in the main-channel would result in a
similar percentage of bedload discharge continuing in the main channel. This
prediction was confirmed later by the experiments of Christani [3].
The numerical simulations were found to overestimate the bedload discharge
continuing into the main-channel for the cases with relatively lower percentages
of water discharge (cases sim1 and sim7). For sim8, the simulations slightly
overestimates, and for sim9 the numerical simulation slightly underestimates,
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but in general the predictions are substantially better than the previous two
cases. This might be due to the fact that an increase in percentage of water
continuing in the main channel after diversion makes the flow at the diversion
relatively less complex, which makes the modeling of the hydrodynamics and
bedload transport using RANS based 3D numerical model relatively more accu-
rate. In the next section of the paper the results from the three-dimensional nu-
merical simulations would be compared against some existing theoretical models
to appreciate the usefulness of conducting 3D simulations for correctly capturing
Bulle-Effect.
6.4 Comparison with one-dimensional models
One of the first models to analytically predict the distribution of sediment be-
tween two branches of a diversion (and bifurcation) was proposed by Wang et
al. in 1995 [15]. The model relates the ratio of the water discharge going into
the two channels Qmain/Qside, and ratio of width of the channels Bmain/Bside
with ratio of the sediment discharge Smain/Sside. The formula is given as:
Smain
Sside
=
(
Qmain
Qside
)r (
Bmain
Bside
)1−r
(6.12)
where r is an empirical exponent, which is usually an unknown and is used
as a calibration parameter. However the recommended value of r is always
greater than b/3. For stable bifurcations that have both the branches open, the
recommended value of b > 3. A similar formulations was also proposed by Riad
in 1961 [9]. The model proposed by Wang et al. (Eqn. 6.12) can be modified
to relate the ratio of the discharge going into the lateral channel and the total
discharge Qside/Q, and the ratio of the width of the lateral channel to the main
channel Bside/B, with the ratio of the sediment discharge going into the lateral
channel to the total sediment discharge Sside/S [110]:
Sside
S
=
[[(
Qside
Q
)−1
− 1
]r (
Bside
B
)r−1
+ 1
]−1
(6.13)
Recently, van der Mark and Mosselman derived a model to predict the fraction
of total bedload moving into the lateral channel at a diversion [110]. The model
accounts for the effect of the helical nature of the flow at the diversion on the
bedload distribution. The derived formula for the fraction of total bedload going
into the lateral channel Sside/S is given by:
Sside
S
=
Qside
Q
+
(
coQsideB
QBside
)bo/3 Rθ
B
(
1
cos δ
− 1
)
(6.14)
where co is a constant that accounts for assumptions made during the derivation,
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which includes the assumption that the streamwise velocity of the flow entering
the lateral channel being uniform throughout the width of the channel, bo is
related to the the sediment transport formula used while deriving the model,
e.g. for Engelund and Hansen bo = 5 [78], R is the depth-averaged radius
of curvature of the plane separating the flow going into the lateral channel
and continuing into the main channel, δ is a coefficient that parameterizes the
angle made between the direction of the bed shear stress and the primary flow
direction, θ stands for the angle, the plane separating the flows going into the
two channels, has to rotate in order to change its direction from the primary
flow direction in the main channel to the point of intersection between between
the left wall of the main channel and right wall of the side-channel (see Fig.
6.1). Both equations 6.13 and 6.14 have the limitation that they do not take
into account the effect of different diversion angles explicitly.
Figure 6.20 presents the comparison between 3D numerical simulations and
equations 6.13 and 6.14. As a reference, the line representing the linear relation-
ship Sside/S = Qside/Q has also been plotted. The 3D numerical simulations
perform better in predicting the bedload transport distribution at the diversion,
when compared with both of the one-dimensional models. The discrepancy be-
tween the 3D numerical model and Bulle’s observations are within 10 percent
for almost all the cases. The model by Wang et al. (Eqn. 6.13) fails to predict
the general trend found in the Bulle-effect. The parameter r in Eqn. 6.13 is a
calibration parameter for the model, so results from the model were plotted for
different values of r in order to asses the model’s sensitivity to r. The model was
unable to predict the bedload distribution, despite using a range of values for r.
Equation 6.14 performs relatively better for the cases with higher Qside/Q, and
for the single case in which the width of the lateral channel is half of the width
of the main channel. A better prediction capability of Eqn. 6.14 compared to
Eqn. 6.13 is expected, as the model was derived based on assumptions that take
into account the helical nature of the flow at a diversion.
6.5 Discussion
In previous sections, results from the 3D numerical simulation of Bulle’s ex-
periments were analyzed. The numerical simulations were found to fare well
in capturing the non-linear distribution of bedload between the two channels
after the diversion. Then the bedload distribution predictions made by the 3D
numerical model were compared with existing one-dimensional models, and the
predictions made by the 3D model was found to be relatively more accurate
than 1D models. In this section, the major findings of the current study are
summarized and discussed.
In general, the 3D numerical model was able to capture most of the flow char-
acteristics observed in Bulle’s experiments and related studies [40]. The water
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surface elevation predicted by the model matched well with the measurement
from Bulle’s experiments. Regions of the domain where flow separation was
observed by Bulle, were well captured in the simulations, e.g. the separation
at the left wall of the lateral channel just after the diversion, though the exact
size of the resulting recirculation zones were slightly over or under predicted
by the 3D model. As can be seen in Figs. 6.5 to 6.7, the formation of the
recirculation zone in the lateral channel results in formation of a high-velocity
zone next to it, which results in an increase of the shear stress at the bottom
in those regions. With an increase in diversion angle, the core of the high flow
velocity region of the lateral channel was found to move towards the right wall
and also further downstream. The distance of the separation curve, that is the
plane separating the flow going into the lateral channel and the flow continuing
in the main channel was found to vary with change in diversion angle, with the
minimum at 90-degree. The position of the flow separation curve predicted by
the simulations were found to match well with Bulle’s observations. Further,
the distance of separation curve from the left wall of the main channel was found
to correlate with amount of flow going into the lateral channel, which in turn
depends on the diversion angle as can be seen in Fig. 6.13. Thus, the minimum
distance of the separation curve from the left wall of the main channel occurs
for the 90-degree diversion case. Though one might point out that width of the
entrance of the lateral channel (which is twice for the 30-degree case compared
to the 90-degree case) also plays a role but has not been explored in the current
study. The importance of the distance of the flow-separation curve from the left
wall was further underlined by the observation that this distance is larger near
the bottom compared to the top of the channel. This is important because it
provides an insight into the mechanism behind the Bulle-Effect.
Bulle observed that the majority of the flow near the bottom moved into the
lateral channel and majority of the flow near the top of the channel continue
into the main-channel. This observation can explain the fact that as most of
the flow near the bottom moves into the lateral channel, it takes with it most
of the near bed sediment, thus resulting in a disproportionately higher amount
of bedload getting into the lateral channel. Thus the distance of the separation
curve from the left wall of the main channel being higher near the bottom is
congruent with the aforementioned observation by Bulle. The phenomenon of
relatively larger percentage of flow near the bottom moving into the lateral
channel was also observed in the velocity magnitude plots of the flow, see Fig.
6.11 and 6.12. These plots also confirmed an observation made by Bulle about
the size of the recirculation zone in the lateral channel, which can be seen to
increase with increase in distance from the bottom. A characteristic of the flow
that was not observed by Bulle, but was later seen in other studies was the
presence of secondary flow circulation downstream from the diversion. A clock-
wise rotating secondary circulation was observed in the lateral channel, whereas
a counter-clockwise rotating one was observed in the main channel, see Fig. 6.14
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and 6.16.
Along with all the different cases with different diversion angles, a case of
90-degree diversion was simulated with lateral channel width being half of the
main channel, and three cases with diversion-angle of 30-degree but different
percentages of the total water discharge (lower than 50 percent) going into the
lateral channel. The general characteristics of the flow for the 90-degree case
with smaller lateral channel width is similar to the case with lateral channel
width being equal to the main channel. From the analysis of Fig. 6.17 two
differences were observed, first the strength of secondary circulation in the main
channel was found to be relatively lower than the one in the lateral channel, and
the secondary circulation in the lateral channel was found to occupy the whole
channel. Second the high-velocity zone in the main channel after the diversion
was near the right wall of the channel, instead of the left wall.
The 30-degree cases with increasing percentage of water discharge continuing
into the main-channel was found to have two distinct regime (see fig. 6.10).
Increase in water discharge continuing into the main channel results in increase
in size of the recirculation zone in the lateral channel. The shift in regime
was found to occur in the range of Qmain/Qside 2.448 and 4.181. The major
difference between the two regimes is the location of the high-flow zone in the
main channel after the diversion. Initially the high-flow zone can be seen to be
located near the left wall of the main channel, but after the change in regime it
shifts to the right wall of the main channel. The importance of this regime shift
is underlined by the fact that it coincides with shift in regime of the bedload
discharge distribution at the diversion (see fig.6.19). The percentage of bedload
discharge continuing in the main channel jumps from about 30 percent (for
Qmain/Qside = 2.448) to about 70 percent (for the Qmain/Qside = 2.448). It
can be concluded that depending on the percentage of the flow continuing in the
main channel, the sediment distribution between the two channels goes from a
highly non-linear regime to a linear regime.
Finally, the 3D model was able to predict the bedload distribution between
the lateral and the main channel relatively well with the error being at most 10
percent. For the cases with different diversion angles, the numerical simulations
were found to capture the trend satisfactorily (see fig. 6.18). Though, it was
not able to predict the diversion angle for which the bedload continuing into the
main-channel is maximum. For the cases with diversion angle of 30-degree but
different water discharge ratios, the numerical simulation was able to capture
the general trend satisfactorily, but overestimated the percentage of sediment
continuing in the main channel for the cases with relatively lower Qmain/Q (see
fig. 6.19). The predictions by the 3D numerical model were also compared
with two existing 1D models for sediment distribution at bifurcations, and the
predictions made by the 3D numerical model were found to yield relatively more
accurate results than the 1D models (see fig. 6.20).
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6.6 Conclusions
In this work, a RANS based three-dimensional free-surface hydrodynamic model
was used to simulate the flow and bedload transport at an experiment scale
water-sediment diversion. A specific set of experiments from the extensive work
of Bulle in 1926 [1] were used. Through laboratory experiments Bulle studied the
non-linear distribution of bedload between the two channel after the diversion.
Bulle discovered that the amount of bedload entering the lateral channel was
disproportionately higher than the amount continuing in the main channel, even
when a lower amount of water was flowing into the lateral channel. Hence this
phenomenon is usually referred to as Bulle-Effect. The primary aim of the
study was to numerically simulate Bulle’s experiments in order to gain insight
into the highly non-linear phenomenon, and to asses the applicability of a 3D
RANS based model to predict the phenomenon. A better understanding of
the phenomenon is crucial for practical applications such as efficient design of
flow and sediment diversion structures, irrigation and navigation, as well as for
better understanding of dynamics at fluvial bifurcations.
A 3D hydrodynamic model based on the RANS equations was successfully
applied to model the phenomena of Bulle-Effect. The model is able to pre-
dict the bedload distribution at the diversion satisfactorily. The simulations
capture most of the complex flow characteristics. One of the areas it did not
perform satisfactorily was with the size of the flow separation zones. This is
understandable, because the exact size and location of the recirculation zone
depends on precise resolution of the boundary-layers of the flow, which is not
possible for a RANS based model. The current study showed that RANS based
models should be able to capture the main aspects of the highly non-linear phe-
nomenon of Bulle-Effect satisfactorily. Our next step will be to extend the study
to experiments with a movable bed, so that the consequence of Bulle-Effect on
morphological evolution of diversions could be studied. Over the course of the
current study it became obvious that different parameters, e.g. diversion angle,
water discharge ratio. sediment size etc., can influence the distribution of sed-
iment at a diversion. Further exploration of the parameter space will provide
insights into the sensitivity of the phenomenon on different variables. Finally,
the study needs to be extended to field-scale diversions in order to understand
to what extent does the phenomenon of Bulle-Effect observed in the laboratory
scales up in nature.
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Figure 6.20: Comparision between simulated and observed sediment
distributions for all the simulated cases. Also included are predictions made
using the one-dimensional models by Wang et al. [49], and by van der Mark
and Mosselman [110] (see Eqns. 6.13 and 6.14 respectively). For Eqn.6.13 the
cases that have equal width of the lateral and the main channel, the legend is
Eqn.13− 1− r =; and the cases for which the lateral channel is half the width
of the main channel, it is Eqn.13− 0.5− r =. As a reference, the relationship
Sside/S = Qside/Q has also been plotted. 10 percent error bars are provided
to visualize the deviation of the model predictions from Bulle’s observations.
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CHAPTER 7
IMPLICATIONS OF BULLE-EFFECT ON
MORPHODYNAMICS AT AN
EXPERIMENTAL DIVERSION: A
NUMERICAL INVESTIGATION
7.1 Introduction
In the previous chapter, a 3D RANS based hydrodynamic model was used to
model the flow and bedload sediment transport at an experimental diversions,
similar to Bulle’s experiments. The simulations results were compared with
Bulle’s experiments. The numerical simulations were found to fare well in cap-
turing the non-linear distribution of bedload between the two channels after the
diversion, especially when compared with existing one-dimensional models. In
general, the 3D numerical model was able to capture most of the flow charac-
teristics observed in Bulle’s experiments. The water surface elevation (WSE)
predicted by the model matched well with the measurement from Bulle’s ex-
periments. The WSE at the diversion was found to increase substantially, with
an ≈ 9 percent increase of water-depth. The steepness of the increase in WSE
was relatively higher for larger diversion-angle; which may be attributed to the
need for a higher pressure-gradient to move part of the original flow into the
lateral-channel with larger diversion-angle. The sudden increase in WSE at
the diversion was also observed by Thomas et al. [42] in their experiments on
symmetric bifurcations. Regions of the domain where flow separation was ob-
served by Bulle, were well captured in the simulations, e.g. the separation at
the left wall of the lateral channel just after the diversion; though the exact
size of the recirculation zones, especially length, were under predicted by the
3D model. Width of the separation-zone was found to increase with increase
in diversion-angle, this matches with observations made by Hardy et al. [121]
through hydrodynamic simulations of flow at bifurcations.
The argument that larger diversion-angle results in larger flow-separation zone
in the diverted channel, has been previously used by Constantine et al. [122] to
propose a mechanism for filling up of oxbow lakes that result from chute cutoffs
at sharp meander bends. In the proposed mechanism, the cutoff channel had
been assumed to be equivalent to the main-channel of Bulle’s experiment, and
the abandoned channel equivalent to the lateral-channel. On the other hand,
recent field measurements at chute cutoffs by Zinger et al. [123] showed forma-
tion of separation-zone at the left-bank of the cutoff channel and a high-velocity
(and shear stress) zone at the right-bank; which is similar to the separation and
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high-velocity zones observed in the lateral-channel through the 3D RANS sim-
ulations (and the LES simulations in Chapter 4 and 5) of Bulle’s experiments.
Irrespective of the layout of cutoffs, higher diversion angles will result in the high
flow velocity core in the lateral to move towards the right wall and also further
downstream, which may result in deposition of sediment under the separation-
zone and erosion of the right-bank of the lateral-channel. The separation of
the flow from the left-bank of the lateral-channel is similar to flow-separation
observed at the inner-banks of the bends in the experiments conducted by [124],
where they ascertained the detailed flow structure using 3D-PIV.
A characteristic of the flow that was not observed by Bulle, but was later seen
in other studies was the presence of secondary flow circulation downstream from
the diversion [84]. A clock-wise rotating secondary circulation was observed in
the lateral channel, whereas a counter-clockwise rotating one was observed in
the main channel. Similar secondary circulation pattern was also observed in
high-resolution LES simulation [40], and laboratory experiments [39] conducted
for a layout similar to Bulle’s experiments. Zinger et al. [123] in their measure-
ments at chute cutoffs also observed clock-wise rotating secondary flow circu-
lation on the right-hand side of the cutoff channel. This secondary circulation
would sweep incoming near-bed sediment from the high-velocity core of the flow
towards the flow-separation, the sediment would eventually deposit there and
contribute towards formation of a point bar.
Strong secondary flow circulation was also observed in the experiments on
symmetric bifurcations by Thomas et al. [42] and Marra et al. [43]. The
above mentioned authors detected the presence of counter-clock wise rotating
secondary flow circulation in the channel on the right-hand side of the symmetric
bifurcation, and a clock-wise rotating one in the channel on the left-hand side.
This is similar to the pair of clock-wise and counter clock-wise rotating secondary
circulation observed in the current study. Marra et al. [43] also found formation
of secondary flow cells upstream of the bifurcation, though the orientation of
the rotations were opposite to what they eventually become downstream from
the bifurcation. Experiments done on symmetric bifurcations, but with unequal
discharge split found a strong increase in the secondary flow circulation in the
channel with the dominant discharge [43], which was found to influence a larger
volume of the near-bed flow to enter the dominant flow channel. From the
results of the previous chapter, similar increase in strength of the secondary
flow can also observed in the main channel after the diversion.
Recently, there have been studies that analyzed the sediment capture effi-
ciency of different potential diversion designs at the Lower Mississippi River
(LMR). Gaweesh and Meselhe [23] used 3D free-surface hydrodynamic model to
analyze the effect of diversion-angle, elevation of the bottom of the diversion,
and the width of the diversion on the sediment capture efficiency (SCE) of a
diversion. For the cases tested by Gaweesh and Meselhe [23], diversion-angle
was not found to have a major effect on SCE, whereas decreasing the elevation
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of the bottom of the diversion and increasing the width of the diversion was
found to increase SCE. The positive effect of reduction of bottom elevation on
SCE is because most of the flow going into a diversion comes from bottom of
the channel, as observed in the results from the previous chapters, which brings
along with it most of the sediment moving near the bottom. If the bottom
elevation of the diversion is too far (say half channel depth) from the bottom of
the river (main-channel), then it precludes the movement of sediment from near
the bottom into the diversion. Proclivity of the flow near the bottom to en-
ter the diversion was also observed by Gaweesh and Meselhe in their numerical
simulations. Thus, future designs of diversions to capture sediment efficiently
should be placed at an elevation that allows it to capture most of the flow from
the bottom of the main channel.
In all the numerical studies discussed above, none of them considered the
evolution of the bottom of the channel, which happens at a natural bifurca-
tion or diversion. Bulle did conduct some experiments with a bed covered with
sediment, but all the result he discussed were qualitative in nature, unlike his
experiments done with a rigid channel bottom. Thus, as an extension of the
analysis conducted in the previous chapter, simulations were conducted for dif-
ferent diversion-angles but with an erodible channel bottom. Rest of the bound-
ary conditions were kept the same as those used in the previous chapter. The
results from the analysis have been presented below presented int he following
section.
7.2 Results and Discussion
The first case to be analyzed is the 90-degree diversion, with about 45.2 per-
cent of the total flow going into the lateral-channel. The hydrodynamic initial
condition used for the current case was the steady-state solution of the corre-
sponding case with non-erodible channel bottom. This strategy was adopted for
all the simulated cases, and was done to take into account the initial transient
the flow goes through while reaching a steady-state solution. The morphological
evolution of the bed at the diversion has been monitored and analyzed (see fig.
7.1,7.2 and 7.3). The parameter plotted in the in the figures is bed evolution,
where positive evolution represent deposition of sediment and negative evolution
represents erosion. The bedload sediment input from upstream is maintained
same as the case with non-erodible bottom.
Just after the start of the numerical experiment, initially one can see scouring
downstream of the entrance of the lateral-channel, near the right-wall (see fig.
7.1a). One can also see deposition at the entrance near the left-wall. In the next
few minutes, the deposition at the diversion grows bigger and starts to move
into the lateral and the main channel (fig. 7.1b,c). During this time, initially
the scour in the lateral-channel gets filled up, whereas a small scour hole can
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6 min. 30 min.
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(c) (d)
Figure 7.1: The bed evolution at a 90-degree, when 45.2 percent of the total
flow is moving into the lateral-channel. The color-scale represents
”bed-evolution” with the units m. (a) 1 minute after the start of the
simulation (b) after 3 minutes (c) after 6 minutes (d) after 30 minutes.
149
be seen forming near the left-wall of the main channel. Within the next 30
minutes, the above mentioned scour hole in the main-channel gets filled up by
the aggrading front, whereas the one in the lateral-channel starts to reappear
(see fig. 7.1d). The sustained scouring in the lateral-channel is caused by the
incoming bottom hugging flow, which impinges on right-wall at the position of
the scouring. The above mentioned current and high-shear flow zone had been
corroborated earlier by the visualization of the flow near the bottom for both
the LES and the RANS simulations. The above mentioned aggradation at the
diversion, which then travels downstream into the lateral and main channel,
is due to the initial sediment transient caused by scouring upstream. After
that initial transient of sediment, the only sediment flux from upstream is the
imposed constant sediment load.
In the next 30 minutes, the size of the scour in the lateral channel can be
seen to increase (see fig. 7.2a), while the aggradation continued to move further
downstream. On the left side of the lateral channel, sediment can be seen to have
deposited, resulting in formation of a point bar under the flow re-circulation zone
formed due to separation of the flow from the left-wall of the lateral-channel.
In the next hour, the aggradatoin has moved further away from the diversion,
and the scour hole under the high-flow zone in the lateral-channel has increased
in size (see fig. 7.2b). Unlike the scour hole in the lateral-channel, the scouring
near the left-wall of the main-channel does not reappear after some time.
After the initial transient of sediment has moved away from the diversion,
the amount of sediment coming from upstream is less than the sediment being
scoured. Thus after running the numerical experiment for 9 hours, the main-
channel upstream from the diversion has degraded by 2 cm (see fig. 7.3a). By
the time the numerical experiment has run for 10 hours, it is evident that the
bed morphology at the diversion has reached an equilibrium, as there is no
discernible evolution in the last one hour (fig. 7.3b). Over the course of the
last 420 minutes, the channel bottom under the high-flow zones in the lateral
and main channel has eroded, leading to consolidation of the point-bar near
the left-wall of the lateral channel. In the main-channel scouring has occurred
almost everywhere, except for a small region just after the diversion and near
the left-wall. The depth-averaged structure of the flow at the diversion with the
evolved bathymetry is slightly different from the case with rigid bottom. The
flow going through the lateral-channel is completely confined to the scoured
right side of the channel, this results in slight increase in the flow re-circulation
zone. Scouring under the high-flow zone was also observed by Eicke during his
experiments [38]. In the current case, the change in morphology of the bed
at the diversion did not to hinder the preferential movement of bed-load into
the lateral-channel. Though one needs to point out that this depends on the
boundary-condition in place. In the simulated cases, free-outflow was imposed
for sediment at the outlet and a constant sediment inflow at the inlet. The
outflow boundary condition allowed sediment to go out of the system unhindered
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Figure 7.2: The bed evolution at a 90-degree, when 45.2 percent of the total
flow is moving into the lateral-channel. The color-scale represents
”bed-evolution” with the units m. (a) 60 minutes after the start of the
simulation (b) after 120 minutes. The vectors show the direction of sediment
flux.
151
(a)
(b)
Bed Evolution (m)
Bed Evolution (m)
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Figure 7.3: The bed evolution at a 90-degree, when 45.2 percent of the total
flow is moving into the lateral-channel. The color-scale represents
”bed-evolution” with the units m. (a) 540 minutes after the start of the
simulation (b) after 600 minutes. Figure (b) also shows the depth-averaged
flow streamlines.
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and the sediment flux inputted in the system was not enough to cause permanent
aggradation in the lateral-channel. If the imposed conditions would have been
different, then reduction in transport capacity of the lateral-channel would have
adversely affect the phenomenon of Bulle-Effect.
Next the cases with 60-degree, 120-degree and 150-degree has been analyzed.
In all the cases, along with the evolution of the channel bottom, the shear
stress at the bed has also been plotted (see fig. 7.5,7.6 and 7.7). For the
60-degree case (see fig. 7.4), relatively low shear stress zone is formed under
the flow re-circulation in the lateral-channel. Additionally, a low shear stress
zone is also formed at the left-wall of the lateral channel. Substantial sediment
deposition can be seen to have occurred at the low shear stress zone in the
lateral-channel. Unlike the previous case, the deposition is not just at the edge
of the re-circulation zone, but under it too. One can also observe the incoming
erosion front from upstream of the diversion. Like in the previous case, over
time the front will travel further downstream and erode the channel bottom
under the high flow zones.
Similar to the previous cases, in the 120-degree case a relatively low shear
stress zone is formed under the re-circulation zone in the lateral-channel, which
is also the region where deposition of bedload takes place (see fig. 7.5). Even
though some bedload is deposited at the edge of the above mentioned zone,
majority of it is moved downstream through the high flow zone. The high-flow
region near the entrance of the lateral-channel is also the place where substantial
erosion takes place. Eventually the erosion front coming from upstream will
lower the general bathymmetry of the high-flow zone in lateral-channel (and
also the main-channel). Finally, one can also observe the deposition at the right
corner of the diversion, due to stagnation of the flow caused by the obtuseness
of the diversion-angle.
In the 150-degree case, due to increase in size of the stagnation zone the size
of the deposition also gets bigger (see fig. 7.6). Also, as the stagnation zone
moves into the lateral-channel (this was also observed in the LES simulations),
so does the zone of sediment deposition. Formation of sediment deposits near
both the right and left wall of the lateral-channel further constricts the flow,
leading to high shear stress point where the flow impinges the right-wall.
7.3 Conclusions
In the current chapter, the impact of Bulle-Effect on the morphological evo-
lution of an idealized experimental scale diversion was evaluated. Numerical
simulations were conducted for some of the cases of Bulle’s, but with an erodi-
ble channel bottom. This allowed the bathymmetry of the system to evolve
in time. In all the cases, sediment was deposited in the low shear stress zone
formed due to separation of the flow from the left-wall of the lateral-channel.
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Figure 7.4: The bed evolution at a 60-degree, when about 48 percent of the
total flow is moving into the lateral-channel. (a) shear stress at the bed (b)
Bed evolution after about 2 hours of simulation time.
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Figure 7.5: The bed evolution at a 120-degree, when about 47 percent of the
total flow is moving into the lateral-channel. (a) Bed shear stress, along with
streamlines of depth-averaged flow (b) Bed evolution after about 2 hours of
simulation time. The vectors in (b) represent bedload flux.
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Figure 7.6: (a) Bed shear stress, along with streamlines of depth-averaged flow
(b) Bed evolution after about 2 hours of simulation time. The vectors in (b)
represent bedload flux.
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Additionally, sediment also deposited around the area where the flow stagnates,
especially in the cases with diversion angle greater than 90-degree. In general,
change in channel bottom bathymmetry did not alter the preferential movement
of bedload into the lateral-channel. On the other hand, even though most of
the bedload sediment went into the lateral-channel, it was not deposited in the
high-flow zone on the right side of the channel. Instead, most of it was moved
further downstream, resulting in formation of scour hole at the point where the
incoming flow impinges the right-wall.
It should be pointed out that the evolution pattern shown in the current
simulations is specifically valid for the imposed boundary conditions and size
of sediment. In the current study, the sediment only moved as bedload, this
constrained the deposition of sediment in the flow re-circulation zones. In case
the size of sediment in the system was fine enough to travel in suspension,
the amount of deposition under the flow re-circulation zone would have been
higher. Thus, in order to fully understand the morphdynamical reaction of the
diversion, further sensitivity analysis is required through changing the boundary
conditions like flow division and sediment input, and sediment property like the
size of the sediment. Finally, in the current study the analysis was confined to
evolution of the bathymmetry, but in a the real world a river not only erodes
or aggrades, but can also change direction in the horizontal. For example, the
high shear stress point in the lateral-channel where the flow impinges the wall,
is a prime candidate for bank failure. Failure of the right-bank and sediment
deposition near the left-wall can together result in an avulsion. This is one
aspect of the morphodynamics which needs to be studied in the future, using
improved numerical models developed to study river morphodynamics [125].
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK
In the final chapter the key contributions of this dissertation have been summa-
rized, along with possible future research directions.
1) It has been almost hundred years since Bulle’s seminal work on sediment
distribution at fluvial diversions. Since then, there has been studies that have
confirmed Bulle’s findings that disproportionately higher amount of bedload
sediment enters the lateral-channel at a diversion, compared to the percentage
of total flow entering the lateral-channel. Recently, there has been a renewed
interest in fluvial diversions, primarily due to their potential use for diverting
water and sediment to reclaim endangered deltas around the world. Despite
the interest, there has not been a study that brings together and analyzes the
available literature and data from disparate sources. The current study is a
step towards doing it, as various studies like Bulle’s original report [1], the often
overlooked but important work of Dancy [55], to the recent numerical study by
Gaweesh and Meselhe [23], have been reviewed in some detail. In the future,
the above mentioned literature survey would be extended further, in order to
bring together all the available data from experiments on diversions.
Based on the data collected during the above mentioned literature review
process, the current study also explored the potential implication of Bulle-
Effect on the calculation of sediment capture efficiency (SCE) of a diversion
channel. It was found that the current methodology employed for calculating
SCE is based on an assumption that the amount of sediment entering the di-
version channel is a linear function of water entering the diversion channel,
that is Sside/Smain = αQside/Qmain. Though experimental and field data
on sediment (especially bedload) distribution at diversions belied the above
assumption; and the alternative relationship that came out of the data was
Sside/Smain = α(Qside/Qmain)
β , where α > 1 and β > 1. Additionally, the
discrepancy between the actual SCE and the one calculated based on the linear
assumption was demonstrated, and an improved methodology for calculating
SCE suggested.
2) Part of the dissertation involved conducting high-resolution eddy-resolving
numerical simulations of flow and sediment transport at idealized diversions,
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where sediment transport has been modeled as Lagrangian particles. A novel
semi-implicit algorithm was developed for time-stepping of the Lagrangian par-
ticles. A semi-implicit time-stepper is required for efficient time-stepping of
poly-disperse sediment particles, and as there are none currently available for
Lagrangian particles, the algorithm was developed as part of the current disser-
tation. The algorithm was then implemented in the open-source computational
fluid dynamics solver Nek5000. Even though the new method was developed
specifically for the thesis, its utility goes beyond the domain it was used in.
Currently the model is coupled one-way that is only the flow and properties
of the particles influence the movement of the particles. In the future the model
could be developed further to include two-way and four-way coupling of the
particles, which will take into account the feedback of the particles onto the
flow and particle-particle interactions.
3) One of the main objectives of the dissertation was to study in detail the
mechanism behind the phenomenon of Bulle-Effect, and to ascertain the ma-
jor controls on the phenomenon. For it, Direct Numerical Simulations (DNS)
and Large Eddy Simulations (LES) of flow and sediment transport were con-
ducted and analyzed for an idealized experimental-scale diversion. Simulations
were conducted for different flow-divisions, Reynolds number (Rebulk), diver-
sion angles, and sediment with different diameters, in order to understand the
sensitivity of the phenomenon to different factors. Some of the major findings
from the simulations and their analysis have been listed below.
It was confirmed that the phenomenon occurs due to the majority of the
flow near the bottom entering the lateral-channel, even when a relatively larger
portion of the total flow continued along the main-channel, thus taking dispro-
portionate amount of near-bed sediment with it. Also, the phenomenon was
found to be stronger for laminar flows, when compared with the corresponding
turbulent case. The flow at the diversion was found to result in strong secondary
circulations in the lateral and main channel after the diversion. Similar clock-
wise rotating secondary-circulation in the lateral-channel has also been observed
in the field during studies on chute-cutoff [123]. The strength of the secondary-
circulation was found to increase with increase in diversion angle, with the
secondary-circulation for the 150-degree case being appreciably stronger than
the corresponding 30-degree case.
Simulations were conducted for a 90-degree diversion with 50 : 50 flow division
and for different Rebulk, and with fine buoyant particles initiated at different
height from the bottom. The particles were tracked to check if they entered the
lateral or the main-channel. In case of laminar flows, almost all the particles
initiated in the lower 40 percent of the water-column ended up in the lateral-
channel, even though the total flow is divided equally. For the turbulent cases,
60-70 percent of the particles in the lower 30 percent of the water-column ended
up in the lateral-channel. It was concluded that Bulle-Effect should not only be
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valid for bedload, as suggested by most experiments, they should also be valid
for sediment primarily moving in the bottom 25-35 percent of the water-column.
In order to analyze the effect of sediment size on its proclivity to enter the
lateral-channel, simulations were conducted with sediment of different sizes and
flow-divisions, for turbulent flow at a 90-degree diversion. The results clearly
showed that increase in size of sediment (for the same specific gravity of sed-
iment) increases the chance of the sediment to enter the lateral-channel. The
results matched the trend shown by experiments conducted by Bulle and Dancy
[55]. This can be attributed to the fact that heavier sediment particles tend
to move nearer to the channel-bottom, where majority of the flow enters the
lateral-channel, even in a case when only 35 percent of the total flow enters the
lateral-channel. Additionally, it was found that rather than size of sediment,
the parameter that better represents if sediment is more likely to move into the
lateral-channel is the Rouse number, or the ratio of the particle settling velocity
(Vs) and bed shear velocity (u∗).
These fundamental insights also helped in recognizing the mechanism that
causes the flow near the bottom to enter the lateral-channel. The fundamental
reason the phenomenon occurs is due to relatively lower inertia/velocity of the
flow near the bottom of the channel, compared to the top. When part of the
flow starts to enter the lateral-channel, a favorable pressure-gradient is estab-
lished between the diversion and the lateral-channel, whereas a corresponding
negative pressure-gradient is established in the main-channel. With increase
of the percentage of flow moving into the lateral-channel, the aforementioned
pressure-gradient increases. This pressure-gradient causes to an extent acts
uniformly throughout the water-column, but faster moving flow near the top is
able to overcome it and continue into the main-channel, whereas slower moving
flow near the bottom is driven into the lateral-channel. This transverse forcing
causes a secondary flow-circulation in the flow, similar to flow through bends.
In the future the simulations with sediment would be extended to other
diversion-angles, to gauge the effect of diversion-angle on Bulle-Effect. Sim-
ulations would also be conducted for cases with depth of the lateral-channel
being smaller than the depth of the main-channel (often the case in real-world
lateral off-takes), and higher width to depth ratio of the main-channel (for the
cases discussed above it is 3). Finally, simulations and analysis similar to the
present study, would be extended to other symmetric and asymmetric bifurca-
tions, in order to ascertain the presence of Bulle-Effect like phenomenon in a
generic asymmetric bifurcation.
4) As high-resolution numerical simulation of nature-scale fluvial diversions
are not possible, it was important to check if a RANS based hydrodynamic
model, like the ones usually used for simulation of fluvial dynamics, were capa-
ble to capture the complex phenomenon of Bulle-Effect. For that purpose a 3D
hydrodynamics model for Bulle’s experiment was developed. Almost the full set
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of Bulle’s experiments were simulated, and the model was able to capture the
primary characteristics of the phenomenon. The model was able to capture the
behavior of the water surface elevation shown in the experiments. The simula-
tions were also able to capture the highly three-dimensional flow-structure, and
predict the bedload sediment distribution at the diversion satisfactorily. It was
also demonstrated that 1D models were unable to predict the sediment distri-
bution at the diversion. This is primarily due to the highly three-dimensional
nature of the phenomenon, the fact that lower part of the water-column at
the diversion behaves differently from the upper part. So, not just 1D mod-
els, even the current 2D depth averaged models will not be able to capture the
phenomenon accurately. Thus, in the future models that take into account the
mechanism of Bulle-Effect are needed to be developed for 2D depth-averaged nu-
merical solvers, similar to the ones developed to capture the secondary currents
in a bend.
Finally, the extent to which the Bulle-Effect plays a role in real-world diver-
sions has to be studied. Based on dissproportinately high sediment transported
into the diversions of the Yellow River, China [53], Canal del Dique on the
Magdalena River, Columbia etc., it can be conjectured that the Bulle-Effect
plays a major role at the aforementioned diversions. In the future, numerical
simulations of real-world diversions should be conducted ( in conjunction with
field measurements) in order to study in detail the flow-structure and sediment
distribution pattern at the diversion.
5) The 3D RANS model developed was then used to simulate Bulle’s experi-
ments with erodible channel bottom. This was done to ascertain the impact of
Bulle-Effect on the morphodynamics of the bathymetry at a fluvial diversion. At
the diversion, scouring occured below the high-flow zone in the lateral-channel,
similar feature was also observed by Eicke during his experiments [38]. Sediment
deposition was found to happen at the flow re-circulation zone in the lateral-
channel, and around the flow-stagnation zone at the right corner of the diversion.
The change in morphology of the bed at the diversion was found not to hin-
der the preferential movement of bedload into the lateral-channel. Also, due
to relatively low influx of sediment from upstream of the diversion, apart from
the initial transient due to scouring upstream, in general the bottom the whole
system (including the channel upstream) erodes before reaching an equilibrium.
The current simulations only considered the evolution of the channel bottom,
though the region of the lateral-channel where appreciable scouring takes place
could also have bank failure of the right-wall due the incoming flow impinging
onto the wall of the channel. This is one aspect that should be modeled to get
the full picture of possible morphodynamic changes at a diversion.
The morphodynamic patterns seen in the current simulations depend on the
boundary-condition and the property/size of sediment in the system. Thus more
simulations and analysis needs to be conducted with different sediment input
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into the system and different sediment sizes. Finally, the studies should be ex-
tended to morphodynamics of field-scale diversions, in order to make assessment
of Bulle-Effect’s impact on morphodynamics of real-world diversions.
The findings of this dissertation will not only add to the fundamental under-
standing of an important phenomenon in nature, these also provide insights that
will help in optimal design of engineered diversions and other facilities where
vorticity and secondary-flow driven sediment/particle transport occurs.
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