Abstract. Directed st-connectivity is the problem of detecting whether there is a path from a distinguished vertex s to a distinguished vertex t in a directed graph. We prove time-space lower bounds of ST = Ω( n 2 log n log(n log n/S) ) and S 1 2 T = Ω(m(n log n) 1 2 ) for directed st-connectivity on Cook and Rackoff's jumping automaton for graphs (JAG) model [SIAM J. Comput., 9(1980), pp. 636-652], where n is the number of vertices and m the number of edges in the input graph, S is the space, and T the time used by the JAG. These lower bounds are simple and elegant, they approach the known upper bound of T = O(m) when S approaches Θ(n log n), and they are the first time-space tradeoffs for JAGs with an unrestricted number of jumping pebbles.
1. Introduction. The st-connectivity problem is a fundamental one in computational complexity theory. The st-connectivity problem for directed graphs (stcon) is the prototypical complete problem for nondeterministic logarithmic space [20] . Both stcon and the corresponding problem for undirected graphs, ustcon, are DLOGhard-any problem solvable deterministically in logarithmic space can be reduced to either problem [16, 20] . Understanding the complexity of st-connectivity is, therefore, a key to understanding the relationship between deterministic and nondeterministic space bounded complexity classes. For example, showing that there is no deterministic logarithmic space algorithm for directed connectivity would separate the classes DSPACE(log n) and NSPACE(log n), while devising such an algorithm would prove that DSPACE(f (n)) = NSPACE(f (n)) for any constructible f (n) = Ω(log(n)) [20] . Unfortunately, determining the complexity of stcon remains a difficult open problem. In this paper we devise time-space tradeoffs for stcon, that is, bounds on the simultaneous time and space requirements of algorithms for directed connectivity. Such tradeoffs are an important step toward solving the complexity of stcon. Time-space tradeoffs are also important in their own right, since they give more insight into the resource requirements of a problem or class of problems than a bound on time or space alone.
Proving lower bounds on the time or space requirements of stcon for a general model of computation, such as a Turing machine, is beyond the reach of current techniques. Thus, it is natural to consider a structured model [9] whose basic operations are based on the structure of the graph, as opposed to being based on the bits in the graph's encoding. A natural structured model for the problem of st-connectivity is the jumping automaton for graphs, or JAG, introduced by Cook and Rackoff [11] . A JAG moves a set of pebbles on the graph. There are two basic operations-moving a pebble along a directed edge in the graph and jumping a pebble from its current location to the vertex occupied by another pebble. Although the JAG model is structured, it is not weak. In particular, it is general enough that most known deterministic algorithms for graph connectivity can be implemented on it. Poon [18] introduces the more powerful node-named JAG (NNJAG), an extension of the JAG model where the computation is allowed to depend on the names of the nodes on which the pebbles are located.
Cook and Rackoff [11] prove a lower bound of Ω(log 2 n/ log log n) on the space required for a JAG to compute directed st-connectivity (stcon). Berman and Simon [8] extend this result to randomized JAGs, and Poon [18] extends it to a probabilistic version of the NNJAG. Tompa [23] shows lower bounds on the product of the time and space needed when using certain natural approaches to solve stcon. Many time-space lower bounds have been proved for undirected st-connectivity (ustcon) on various weak versions of the JAG model [7, 10, 11] . Edmonds was the first to prove a time-space lower bound for ustcon on the unrestricted JAG model [13] .
The standard algorithms for stcon, breadth-and depth-first search, run in optimal time Θ(m + n) and use Θ(n log n) space. At the other extreme, Savitch's theorem [20] provides a small space (Θ(log 2 n)) algorithm that requires time exponential in its space bound (i.e., time n Θ(log n) ). Barnes et al. [3] show the first sublinear space, polynomial time algorithm for stcon. The algorithm runs in time 2 O(log 2 (n/S)) · n 3 given space S. All of these algorithms can be implemented on the standard JAG [11, 19] . Using the NNJAG's ability to access the names of the nodes in the graph, Poon [18] shows how to implement Immerman's and Szelepcsényi's nondeterministic O(log n)-space algorithm for directed st-nonconnectivity [15, 22] on a nondeterministic NNJAG. It is not clear that this algorithm can be implemented on a standard nondeterministic JAG.
The paper proves lower bounds of ST = Ω( n 2 log n log(n log n/S) ) and S 1 2 T = Ω(m(n log n) 1 2 ) for stcon on the JAG model, where S ≤ 2n log n is the space and T the time used by a JAG. The first bound is proved on directed graphs with outdegree at most three. Neither bound puts a restriction on the number of states used by the JAG. These lower bounds approach the known upper bound of T = O(m) when S approaches Θ(n log n) and are the first time-space tradeoffs for JAGs with an unrestricted number of jumping pebbles. An earlier version of this paper [4] proved a bound of S ) on the more powerful NNJAG model. This bound has since been improved to T = 2 Ω(log 2 (n/S)) for most S by Achlioptas, Edmonds, and Poon [1] and Edmonds and Poon [14] , matching the previously mentioned upper bound of Barnes et al. [3] . Even though the bounds of the current paper are weaker than those in Edmonds and Poon, the results are still worth studying, because they apply to JAGs with an infinite number of states, because it is more likely they can be extended to the ustcon problem and because they are simple and elegant. In addition, this paper strengthens the model in two ways. Hence, technically speaking, the results here are not subsumed by the results of Edmonds and Poon.
In the following section, we formally define the JAG model. In section 3, we describe the families of layered and comb graphs, the graphs we use to prove our lower bounds. In section 4 we prove the ST = Ω( n 2 log n log(n log n/S) ) and S 1 2 T = Ω(m(n log n) lower bounds for the JAG model. Finally, section 5 presents some notes and a discussion of future work. For a survey of the graph connectivity problem, see Wigderson [24] .
2. Definitions. A JAG [11] is a finite automaton with p distinguishable pebbles and q states. The input to a JAG is an instance of stcon G, s, t , where G is a directed graph on n vertices with maximum outdegree d, and s and t are two distinguished nodes in the graph. For each node in the input graph, the outgoing edges are given a unique label in {1, . . . , d}. The JAG begins its computation in state Q 0 , with one of the pebbles on the distinguished node t and the other p − 1 on s.
The program of the JAG may depend nonuniformly on n and on the degree d of the graph. What the JAG does each time step depends on the current state, the list of the pebbles that are on the distinguished vertices s and t, and the partition of the pebbles not on s and t, according to which pebbles are on the same vertices. Based on this information, the automaton changes state and either walks or jumps a pebble. Walking a pebble consists of selecting a pebble P ∈ {1, . . . , p} at some vertex v and some label l ∈ {1, . . . , d} and moving P along the edge out of v with label l. If there is no edge out of v with that label, the pebble stays at v. Jumping a pebble consists of selecting two pebbles P, P ′ ∈ {1, . . . , p} and moving P to the node occupied by P ′ . A JAG that solves stcon enters an accepting state if and only if there is a path from s to t in the input graph.
The space used by a JAG is defined to be S = p log 2 n + log 2 q, where p is the number of pebbles and q is the number of states. This corresponds to the log 2 n bits needed to store which of the n nodes a pebble is on and the log 2 q bits needed to record the current state.
This paper strengthens the definition of the JAG. First, it does not count the number of states as part of the space and hence applies even when the JAG has an arbitrarily large number of states. Second, it allows the pebbles to back up opposite the direction of the directed edge to the node that it came from. This is done by keeping on a stack the path of nodes taken from the source node s to its current position. We will refer to such a JAG as a many states, stack JAG.
This new JAG model is provably stronger than the original model. To begin, it is surprising that one can prove lower bounds when the number of states is allowed to be arbitrarily large. These states can be used to remember everything the JAG ever learns about the input graph. Previous study had indicated that as the number of states increases, the time to compute stcon on a JAG becomes linear. Evidently, this is not the case.
In addition, one complaint about JAGs is that they cannot traverse directed trees easily. Cook and Rackoff prove an Ω(log 2 n/ log log n) space for trees. However, a general model of computation is able to traverse trees easily in O(log n) space by means of depth first search. The JAG is unable to do this because it is unable to move a pebble to the parent of its current location as this would involve walking along the edge in the backward direction. Clearly, the many states, stack JAG is able to do this.
3. Comb and layered graphs. We prove the ST = Ω( n 2 log n log(n log n/S) ) lower bound on a class of graphs known as layered graphs. A layered graph consists of l layers (later set to log( n p log(n/p) )) of vertices, plus the extra distinguished vertex t. The number of vertices in layer i is χ i and they are denoted v i,1 , v i,2 , . . . , v i,χi . The first layer is special: it contains χ 1 = cn vertices for some constant c; these vertices are connected into a directed path using the crossedges,
; and the distinguished vertex s is the first vertex v 1,1 in this layer. Adjacent layers are connected as follows. Every vertex in layers 1 through l − 1 has two downedges connecting it to two vertices on the next layer. We allow double edges, so it is of no concern if some vertex's two downedges go to the same vertex. Finally, there may or may not be an edge from a vertex on layer l to the distinguished vertex t. The edges are labeled in a straightforward way, say with 1 and 2 for the downedges of each node and 3 for the crossedges. See Figure 1 for an example of a layered graph. Note that no vertex in a layered graph has outdegree more than three, so the lower bound does not depend on the graph having a large number of edges.
We prove the S
2 ) lower bound on a different class of graphs known as comb graphs. A comb graph, illustrated in Figure 2 , is composed of a back, χ teeth, and the distinguished node t. The back of the comb consists of a directed path of n nodes v 1 , . . . , v n . The first node v 1 is the distinguished node s. The rth tooth consists of the directed path u r,1 , . . . , u r,l . The length of each tooth will be l = n χ so that the total number of nodes in a comb graph is 2n + 1. There are m (≥ n) directed connecting edges e 1 , . . . , e m each going from a back node v i to the top of one of the teeth in such a way that the outdegree of any two back nodes can differ by at most 1. The outdegree of the graph is then m n + 1. More formally, for j ∈ {1, . . . , m}, the connecting edge e j is the ⌈ j n ⌉th edge emanating from back node v 1+(j−1) mod n and has label ⌈ j n ⌉. We allow double edges, so it is of no concern if two edges from a back node go to the same tooth. If there is to be a directed path from s to t, then the node t is attached to the bottom of at least one of the teeth.
4.
Lower bounds for JAGs. Intuitively, solving stcon for layered graphs is difficult because there are cn · 2 l possible paths from s to vertices on layer l. The JAG must potentially check each such path before it can be sure whether t is not connected to s. Of course, these paths will overlap in many places, but because the model is allocated a bounded amount of space, it is difficult for it to "remember" which subpaths have been traversed already. Therefore, many subpaths must be traversed many times before the JAG is sure they have all been traversed. Similarly, it is difficult for a JAG to "remember" which teeth in a comb graph have been traversed, so some teeth may get traversed many times before the JAG is sure that they all have been traversed.
There are two basic approaches to computing stcon on layered graphs. The first is the brute force approach. For each path from s to layer l, the JAG walks a pebble down the path. This requires at least cn · 2 l time steps. The second approach is to learn enough about the downedges between the various layers, so that the subpaths starting at a vertex on layer i, for i ∈ {2, . . . , l − 1}, need to be traversed only once. For example, the JAG could move two pebbles to layer i−1 and then move the pebbles down two downedges, e and e ′ , to layer i. If the pebbles collide, then e and e ′ point to the same vertex on layer i. With this knowledge, the JAG can avoid traversing all subpaths that begin with e ′ , as long as it traverses all subpaths that begin with e. We show below that this strategy is not effective unless the JAG computes for at least (χ i − 1)
2 /(p − 1) steps. In particular, if less time is used, there is a layered graph such that whenever the JAG moves two pebbles down two different edges to some layer, the pebbles never collide. Theorem 1. Any many states, stack JAG that solves stcon on graphs with n vertices using p pebbles requires time Ω( n 2 p log(n/p) ) (where the log on the bottom is at least 1).
Since the space S used by a JAG is defined to be at least p log n, the time-space tradeoff ST = Ω( n 2 log n log(n log n/S) ) follows. Note that the theorem sets no limit on the number of states in the JAG.
Proof. We will show that to solve stcon on layered graphs of size n, a JAG requires time Min(cn · 2 l , c ′ n 2 pl ) for any 1 ≤ l ≤ c ′′ n for some constants c, c ′ , and c ′′ .
Putting l = log( n p log(n/p) ), we have T = Ω( n 2 p log(n/p) ). Suppose by way of contradiction that there is a JAG J that solves stcon on graphs of size n using p pebbles and using less time than the given bound. In order to bound how quickly the JAG can gain information, we will run J for this amount of time on graphs that have many more than n vertices. J is only supposed to run on graphs of size n, but because all the vertices in the input graph except s and t are indistinguishable during the computation of J, it is well defined how the computation would proceed if J were given a larger graph. We cannot expect J to solve stcon on this large graph, but we can run it for T time steps and see what happens.
More formally, the next move taken by a JAG is specified by the transition function. The input to this function is the following information: the current state, the list of the pebbles that are on the distinguished vertices s and t, and the partition of the pebbles not on s and t, according to which pebbles are on the same vertices. Call this information the current configuration of a JAG. A computation on an input graph is formally defined to be a sequence of such configurations. Given this definition, we can say that J's computation on two different graphs is identical, even if the graphs have a different number of vertices.
We run J on a set of larger graphs referred to as k-tree graphs, one k-tree graph for each k ∈ {1, . . . , l}. A k-tree graph consists of a layered graph with k layers with the addition that each vertex v k,i on the kth layer is the root of a directed binary tree of depth l − k + 1, with edges directed down from the root. As with the layered graph, the downedges are labeled 1 and 2 and the crossedges are labeled 3. In addition, each k-tree graph has an isolated vertex t. The distinguished vertex s is defined to be v 1,1 for every k-tree graph.
We prove by induction that for every k ∈ {1, . . . , l}, there exists a k-tree G k and a leaf vertex v * of this graph such that during the computation of the JAG J on G k , there is never a pebble on the vertex v * . At the end of the proof, we need to find a graph with n vertices on which the JAG J gives the incorrect answer. We use the k-tree G l , which is also a layered graph with n vertices, to find such a graph.
For the base case of the induction, k = 1, there is only one graph G 1 in the class of 1-trees, consisting of χ 1 = cn binary trees of depth l. This graph has cn · 2 l leaf vertices. Because JAG J uses fewer than cn · 2 l time steps, there must be some leaf vertex v * that is never accessed in J's computation on G 1 .
We are now ready to fix the number of vertices on each level of the k-tree graphs to be χ i = Min(2χ i−1 , 2(p − 1)T i + 1), where T i is the number of time steps J walks a pebble from layer i − 1 to layer i during this computation on the 1-tree. For each k, we will find a k tree on which the computation for J is identical as that on the 1-tree. Hence, T i will be the number of time steps J walks a pebble from layer i − 1 to layer i in each of these graphs.
For the inductive step, assume there is a (k − 1)-tree, G k−1 , and a leaf v * in G k−1 such that the computation of the JAG J on G k−1 never places a pebble on v * . If χ i is set to be 2χ i−1 , then we are done with the induction step, because G k−1 is already a ktree with χ i vertices at level i. Therefore, assume that χ i = 2(p − 1)T i + 1 < 2χ i−1 .
Think of G k−1 as follows. It has k − 1 layers of a layered graph. Layer k has 2χ i−1 vertices, the vertices in the second level of the binary trees rooted at layer k − 1. Each of these vertices is the root of a directed binary tree of depth l − k + 1. Denote these 2χ i−1 disjoint binary trees by T 1 , . . . , T 2χi−1 . Denote the downedges going from layer k − 1 to the roots of these trees by e 1 , . . . , e 2χi−1 .
The goal of the inductive step is to produce a k-tree G k . Think of G k as follows. Like G k−1 , it has k − 1 layers of a layered graph. We will choose G k so that G k−1 and G k are identical on the first k − 1 layers. Like G k−1 , G k will have 2χ i−1 downedges e 1 , . . . , e 2χi−1 going from layer k − 1 to layer k. Layer k of the k-tree, however, has only χ i vertices, which are the roots of χ i directed binary tree of depth l − k + 1. Denote these χ i binary trees by T ′ 1 , . . . , T ′ χi . What remains to be chosen in order to specify G k are the connections between the downedges e 1 , . . . , e 2χi−1 , and the trees T ′ 1 , . . . , T ′ χi . These connections can be specified by choosing a partition of the trees T 1 , . . . , T 2χi−1 into χ i groups, S 1 , . . . , S χi ⊆ {T 1 , . . . , T 2χi−1 }. For i ∈ {1, . . . , 2χ i−1 } and h ∈ {1, . . . , χ i }, if T i ∈ S h , then the downedge e i is connected to the root of the tree T ′ h in the graph G k . This can be thought of as collapsing the trees in the group S h into the one tree T ′ h . See Figure 3 . We want to find a partition S 1 , . . . , S χi with the property that the computation on the corresponding graph G k is identical to that on G k−1 . Below, we show how to find a partition with the following property: for any two trees T i and T j , if there is ever a time in the computation of J on G k−1 when one pebble is in T i and another pebble is in T j , then these two trees will be in different groups in the partition. If this property is preserved, we can show that the sequence of configurations in the computation of J on G k−1 is the same as the sequence in the computation of J on a graph G k . One difference between G k−1 and G k is that in G k−1 the vertices in layer k all have indegree one. But the JAG model is defined so that it has no access to the indegree of a vertex. It is not hard to see that if the two computations were to deviate, the first deviation would occur because two pebbles collide in G k that do not collide in G k−1 . To be more precise, if the two computations were to deviate, in the computation on G k , one pebble must enter a tree T ′ h via the downedge e i , another pebble must enter the same tree via a different downedge e j , and within this tree the two pebbles must meet. In the computation on G k−1 , which is the same up to this point, one pebble would enter the tree T i via the downedge e i , the other pebble would enter a different tree T j via the downedge e j , and clearly, these pebbles would not meet. Hence, the partition of the pebbles according to which pebbles are on the same vertices becomes different for the two computations. However, if we find a partition of the trees S 1 , . . . , S χi with the desired property, such an event is not possible. It would mean that at some point during the computation on G k−1 , there is a pebble in the tree T i and at the same time there is a pebble in the tree T j . By the property of the partition, these trees would be in different groups, e i and e j would be connected to different trees in G k , and the pebbles entering these trees would not meet. It follows that the two sequences of configurations are the same. The next step is to explain how a partition S 1 , . . . , S χi ⊆ {T 1 , . . . , T 2χi−1 } with this property is found. Run the JAG J on the graph G k−1 , while maintaining an undirected graph H with vertex set {T 1 , . . . , T 2χi−1 }. The undirected edge {T i , T j } is added to H if there is ever a time during the computation when one pebble is in the tree T i and another pebble is in the tree T j .
We claim that H will contain at most (p − 1)T i edges. A new edge can only be added to H if a pebble moves into some tree T i , i.e., a pebble is moved from layer i − 1 to layer i. By definition, T i is the number of such moves. During such a move, only one pebble is allowed to move. There are only p − 1 other pebbles, so there are at most p − 1 trees T j already containing pebbles. Therefore, at most p − 1 edges can be added to H at this step, one edge for each possible pair {T i , T j }. The following lemma shows that the chromatic number of H is then at most χ i − 1. Lemma 1. Every undirected graph with no more than E edges has chromatic number at most √ 2E. H has at most (p − 1)T i edges. Hence, by the lemma, it has chromatic number at most 2(p − 1)T i = χ i − 1.
Proof. Fix a graph. At most √ 2E vertices have degree at least √ 2E. Give each of them its own color. The remaining vertices can be colored with the same √ 2E colors-each vertex in turn is given a color that has not been assigned to one of its fewer than √ 2E neighbors. Because H has chromatic number no more than χ i −1, the vertices {T 1 , . . . , T 2χi−1 } can be partitioned into χ i − 1 groups S 1 , . . . , S χi−1 such that no edge of H has both ends in the same group. It follows that this partition has the required property.
To complete the induction step, we must find a leaf vertex of the k-tree that is never visited during the computation by J on the graph. Let T * be the tree of G k−1 containing the leaf vertex v * . Delete T * from the group S h that contains T * and form a new group S χi containing only T * . This new partition also has the required property. Consider the leaf vertex of T ′ * corresponding to the leaf vertex v * of T * . The k-tree G k defined by this new partition has the property that the only way to get from s to this leaf vertex is to traverse the downedge e * and then to follow the path through the tree to the leaf. We can prove inductively that this path is unique and is defined by the same sequence of labeled edges in both G k−1 and G k . Hence, it is reasonable to denote both the leaf vertex of G k−1 and this leaf vertex of G k by v * .
By the induction hypothesis, the computation of J on G k−1 never reaches the vertex v * . By the stated property of the partition, the computation on G k is identical to that on G k−1 . The same sequence of labels that must be traversed to reach v * in G k must be traversed to reach v * in G k−1 . It follows that the computation on G k never reaches the vertex v * . This completes the inductive step.
After collapsing the k-tree graphs at each layer, we obtain a layered graph G l . We claim that this graph contains at most n vertices. The number of vertices is
pl is the total number of time steps. N is maximized when all the T i 's are equal to
, which is at most n for the appropriate choice of c, c ′ , and c ′′ . By the induction proof, we know that there is a leaf vertex v * in G l that never contains a pebble during the computation of J. Let G ′ l be the same graph as G l except that there is a directed edge from the leaf v * to the distinguished vertex t. Because J never places a pebble on vertex v * , it can never detect whether there is an outgoing edge from v * to t. Therefore, J's computation is the same on both G l and G ′ l , and hence J gives an incorrect answer for one of the graphs. Note that pebbles located on vertex t do not give the JAG any information about incoming edges. In fact, because t has no outgoing edges, pebbles on t can only move by jumping.
We now prove the second bound of S
2 ) for JAGs, using the comb graphs defined in section 3. Again, there are two basic approaches to computing stcon on comb graphs. One is the brute force approach. For each connecting edge, the JAG walks a pebble to the bottom of the tooth attached to it. This requires m × l time steps and two pebbles. The other approach is to learn enough about which connecting edges are attached to the same teeth, so that no tooth needs to be traversed more than once. The second approach requires Ω( χm p ) time steps. This is proved by reducing the following partition game to the problem.
The partition game is parameterized by m, χ, and µ. The input consists of a partition of the edges e 1 , . . . , e m into χ nonempty groups. The player is able to specify two edges and query whether they are in the same group in the partition. The game is over when the player has determined a set C of µ or fewer edges that covers the χ groups of the input partition; i.e., for each group, there is an edge in the group that is included in C.
Lemma 2. There are partitions for which the partition game requires at least
An upper bound of χm is easy for completely determining the partition. Query for each edge e i whether e 1 and e i are in the same group. These m queries determine all the edges that are in e 1 's group in the partition. Delete these edges and repeat the process with the next edge, and so on.
Proof. The proof is by Impagliazzo [25] . The proof uses an adversary. The adversary maintains disjoint groups P 1 , . . . , P χ−1 ⊆ {e 1 , . . . , e m } and an undirected graph H with m nodes, each node representing one of the connecting edges e i , 1 ≤ i ≤ m. (In the proof below, we refer to the connecting edges as nodes to avoid confusing them with the edges of H.) The adversary adds a node to the group P r when it fixes the node to be in the rth group of the input partition, and it adds an edge {e i , e j } to H when it reveals to the player that these nodes are in different groups. The adversary maintains the properties that two adjacent nodes in H are not in the same group and that the degree of every node in H that is not in one of the groups P r is at most χ − 2.
When the player asks a question {e i , e j } for the first time, the adversary does the following. For each of e i and e j , if it is not in some group P r and has degree χ − 2 in H, then it is added to one of the groups that contains none of its neighbors in H. There are χ − 1 groups, so by the pigeonhole principle such a group exists. If e i and e j are both added to groups, it does not matter if they go into the same group. Now the adversary responds to the question. If e i and e j are in the same group, the adversary reveals this information. Otherwise, the adversary answers that e i and e j are in different groups and adds the edge {e i , e j } to H.
A node is not added to a group until χ − 1 questions are asked about it. A single query involves two nodes, so Assume the player completes the game with 1 2 (χ − 1)(m − µ) − 1 or fewer queries. At the end of the game, the player must specify a set C of µ nodes that covers each of the χ groups of the input partition. By the pigeonhole principle, there must be a node e * that is among the µ + 1 nodes not contained in any group P r and is not among the µ nodes in C specified by the player. The adversary then fixes the χth group P χ to be a singleton group containing only e * . Each of the nodes that has not yet been added to a group is added to one of the first χ − 1 groups that contains none of its neighbors in H (again, since these nodes have χ − 2 or fewer neighbors in H, such a group must exist). This defines a partition P 1 , . . . , P χ that is consistent with all the answers given by the adversary. The player's set of nodes C must cover the χ groups, but it does not, since e * , the only node in P χ , is not in C.
Theorem 2. Any many states, stack JAG that solves stcon on graphs with n vertices and m edges using p pebbles requires time Ω(mn 1 2 /p 1 2 ). We allow multiple edges. Hence, there is no restriction on m at all.
As noted before, the space S used by a JAG is defined to be at least p log n, so the time-space tradeoff S The proof reduces the above partition game to the stcon problem on comb graphs, where the parameter m in the game is the number of connecting edges in the comb graph, the parameter χ is the number of teeth in the comb graph, and the parameter µ is m 2 . Suppose by way of contradiction that there is a JAG, J, that solves stcon on comb graphs with n back nodes and m connecting edges using p pebbles and in less than the stated time. Given J, we show that a player in the partition game can always beat the bound given in Lemma 2, a contradiction.
The game player beats the bound by simulating the execution of the JAG J on a comb graph G and using this simulation to construct its set C for the game. The graph G corresponds to the input partition in the game by partitioning the connecting edges into χ nonempty groups according to which edges point to which of the χ teeth. Note that the JAG cannot differentiate between the teeth. Hence, there is no particular order on the parts of the partition.
Initially, the game player knows neither the input partition nor the graph G. The player builds G "on the fly" in order to determine the information needed to simulate J's computation. This is done by repeatedly querying the input partition of the game and using the results of these queries to determine the structure of G and hence determine the next steps J will take. As J's computation proceeds, the player associates each pebble that is in a tooth with the connecting edge e i through which it entered the tooth. If the pebble jumped into the tooth to pebble p i , then it is associated with the connecting edge e i that the pebble p i was associated with when the jump occurred. Whenever there is one pebble associated with the connecting edge e i and another pebble associated with e j at the same time, J might learn whether e i and e j are connected to the same tooth. When this first happens, the game player queries {e i , e j } and learns whether they are in the same group. If they are, the player implicitly connects the two connecting edges to the same tooth in the input graph, and if not, it implicitly connects them to two different teeth.
At any time t in the computation, G could be any graph in the set G t of comb graphs that are consistent with the information revealed so far by the queries. The game player is able to continue this simulation on the incompletely specified G because J's computation is the same for every graph in G t . This follows from the following two observations. First, although the indegree of the nodes at the top of the teeth may be different for different graphs in G t , J has no access to the indegree of nodes. Second, when two pebbles enter teeth via two different connecting edges e i and e j , the answers to the queries ensure that they are either in the same tooth for every graph in G t or in different teeth for every graph. Thus two pebbles meet during the computation on one of the graphs in G t if and only if they meet during the computation on all such graphs.
The goal of the player is to construct the set C that covers the χ groups of the game's partition. Whenever there is a pebble associated with the connecting edge e i that traverses down to the bottom of the tooth connected to e i , the game player adds e i to the set C. Intuitively, J must traverse all the teeth to be sure the input graph is not s-t connected, so the constructed set C must cover all the groups in the input partition to the game.
We now prove that given the JAG J, the player will never make more than 1 2 (χ − 1)( m 2 ) − 1 queries during the computation and will add at most m 2 edges to C and that these edges will cover all groups in the game's input partition, which will lead to a contradiction. First, at each step of J's computation only one pebble is allowed to move. This step causes the game player to make a query only if this pebble moves into the tooth attached to some edge e i while there is another pebble already in a tooth attached to some other edge e j . There are only p − 1 other pebbles, so a step causes the game player to make at most p − 1 queries. Since J uses no more than
2(p−1) − 1 steps, no more than 1 2 (χ − 1)( m 2 ) − 1 queries will be made. Second, the game player will add at most m 2 connecting edges to the set C. The number of JAG computation steps required to move a pebble into a tooth via a connecting edge and then to the bottom of the tooth is at least l, the length of the tooth. J's computation proceeds for fewer than ( Finally, for every game input partition, the set C constructed by the player will cover all of the groups in the partition. By way of contradiction, suppose that for some partition there is a group P r in the partition that is disjoint from C, and let the rth tooth be the one whose edges correspond to the group P r . During the computation of J on G, a pebble can never traverse to the bottom of the rth tooth. If a pebble did, it must have entered the tooth via some connecting edge, and that edge must be in both C and P r . It follows that a pebble is never on the bottom node u r,l of this tooth.
Let G ′ be the same graph as G except that the node t is attached to the bottom of the rth tooth. J's computation is identical on the graphs G and G ′ , because J must have a pebble on node u r,l in order to know whether there is an outgoing edge from it to t (as noted in the proof of Theorem 1, pebbles located on node t do not give J any information about incoming edges). Because the computation is the same on G and G ′ , the JAG J must give an incorrect answer for one of the graphs. But we assumed that J correctly solves stcon for all these graphs. Therefore, the set C will cover all the groups in the game's input partition. But this contradicts Lemma 2, since then the game player always finishes the game with fewer than the required number of queries.
Open problems.
The obvious open problems presented by this work are to improve the stcon lower bounds for the JAG and NNJAG. Subsequent to this work, Achlioptas, Edmonds, and Poon [1] and Edmonds and Poon [14] have shown a lower bound of time T = 2 Ω(log 2 (n/S)) given space S ≤ n 1−Ω(1) for the probabilistic NNJAG (or T = 2 Ω(log 2 (n/S)/ log log n) × (nS/ log n) 1 2 otherwise). Not only does this greatly improve the current bounds, it shows that the upper bound of Barnes et al. [3] of time 2 O(log 2 (n/S)) × n O(1) is optimal NNJAG. There are a few directions in which these results could be extended. First, the small gap of log log n between Barnes et al.'s upper bound and Edmonds and Poon's lower bound at the lower end of the space spectrum could be eliminated. Second, the lower or upper bounds for stcon could be improved at the higher end of the space spectrum.
Finally, better lower bounds are needed for the undirected version of s-t connectivity. There is a probabilistic upper bound of S · T ∈ m 1.5 n .5 log O(1) n [5] that can be run on a JAG. It is interesting how close our lower bounds are to this upper bound. The current JAG lower bounds for ustcon are weak and only allow a small number of pebbles [13] . Our hope is that the techniques used in this paper can be applied to the undirected version of s-t connectivity. [12] discusses some ideas and difficulties in doing this.
Ultimately, one would like to prove lower bounds for stcon on a general model of computation. Any nontrivial bounds for general models would be a step in this direction. A more modest goal would be to add features to the JAG or NNJAG to make it more general (as Poon added node names to the JAG to devise the NNJAG [18] ) and to prove the same bounds on these more general models.
