Learning of Agent Capability Models with Applications in Multi-agent
  Planning by Zhang, Yu & Kambhampati, Subbarao
Learning of Agent Capability Models with Applications
in Multi-agent Planning
Yu Zhang and Subbarao Kambhampati
School of Computing and Informatics
Arizona State University
Tempe, Arizona 85281 USA
{yzhan442,rao}@asu.edu
Abstract
One important challenge for a set of agents to achieve
more efficient collaboration is for these agents to main-
tain proper models of each other. An important aspect
of these models of other agents is that they are often
partial and incomplete. Thus far, there are two common
representations of agent models: MDP based and ac-
tion based, which are both based on action modeling.
In many applications, agent models may not have been
given, and hence must be learnt. While it may seem
convenient to use either MDP based or action based
models for learning, in this paper, we introduce a new
representation based on capability models, which has
several unique advantages. First, we show that learning
capability models can be performed efficiently online
via Bayesian learning, and the learning process is ro-
bust to high degrees of incompleteness in plan execu-
tion traces (e.g., with only start and end states). While
high degrees of incompleteness in plan execution traces
presents learning challenges for MDP based and action
based models, capability models can still learn to ab-
stract useful information out of these traces. As a result,
capability models are useful in applications in which
such incompleteness is common, e.g., robot learning
human model from observations and interactions. Fur-
thermore, when used in multi-agent planning (with each
agent modeled separately), capability models provide
flexible abstraction of actions. The limitation, however,
is that the synthesized plan is incomplete and abstract.
Introduction
One important challenge for a set of agents to achieve more
efficient collaboration is for these agents to maintain proper
models of others. These models can be used to reduce com-
munication and collaboration efforts. In many applications,
agent models may not have been given, and hence must
be learnt. Thus far, there are two common representations
of agent models: MDP based (Puterman 1994) and action
based (Fox and Long 2003), which are both based on ac-
tion modeling. In this paper, we introduce a new represen-
tation based on capability models. We represent a capability
as the ability to achieve a partial state given another partial
state. Contrasting to action modeling in MDP based and ac-
tion based models, a capability implicitly corresponds to a
set of action sequences (or plans) that satisfy a specification,
described as the transition between two partial states. Each
such action sequence is called an operation. The capability
model represents a model that captures the probabilities of
the existence of an operation for these specifications.
Compared to MDP based and action based models, which
do not naturally represent incomplete and abstract models,
capability model has its unique benefits and limitations. In
this aspect, capability models should not be considered as
competitors to these more complete models. Instead, they
are more useful when only incomplete and abstract informa-
tion can be obtained for the models, e.g., human models.
The representation of the capability model is a general-
ization of a two time slice dynamic Bayesian network (2-
TBN). Each node at the first level (also called a fact node)
represents a variable that is used in the specification of a
world state. The underlying structure, i.e., the (potentially
partial) causal relationships between the fact nodes, is as-
sumed to be provided by the domain expert. Furthermore,
for each fact node, there is also a corresponding node that
represents the final value of this fact as the result of an op-
eration. In this paper, these corresponding nodes are called
eventual nodes or e-nodes. The links between the e-nodes,
as well as the links from the fact nodes to the e-nodes in the
capability model, follow the same causal relationships (i.e.,
links) between the fact nodes. Furthermore, each fact node
is also connected to its corresponding e-node (from the fact
node to e-node). Figure 1 presents a capability model. One
remark is that learning causal relationships to dynamically
update the structures of capability models is possible (White
and Frederiksen 1990), which is to be considered in future
work. We argue that this information is easier to obtain for
certain models, e.g., human models. Instead of modeling in-
dividual human actions, it is easier to associate causes with
effects. For example, given a cup of water, the effect could
be a cup of milk or coffee, even though complex sequences
of actions may be required for these effects.
Learning the parameters of capability models can be per-
formed efficiently online via Bayesian learning. One of the
unique advantages of capability model is that its learn-
ing process is robust to high degrees of incompleteness
in plan execution traces. This incompleteness occurs com-
monly. For example, the execution observer may not always
stay close enough to the executing agent, and the executing
agent may not report the full traces (Zhuo and Kambhampati
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Figure 1: Capability model (as a generalized 2-TBN) for a
human delivery agent (denoted asAG) in our motivating ex-
ample with 5 fact node and e-node pairs. Each fact node cor-
responds to a variable in the specification of the agent state
and related world state. e-nodes are labeled with a dot on top
of the variable. Links are labeled with action names where
applicable. Links from the fact nodes to the corresponding
e-nodes are not shown for a cleaner representation.
2013). Capability models can even learn when only the ini-
tial and final states are given for plan executions. While high
degrees of incompleteness in plan execution traces presents
learning challenges for MDP based and action based models,
capability models can still learn to abstract useful informa-
tion out of these traces, e.g., the probability of the existence
of a plan (operation) to achieve a final (partial) state given
an initial (partial) state. When more information about the
traces is given, it can be used to refine the capability models
as with the other models. Hence, capability model is useful
for applications in which the agent models must be learnt
from incomplete traces, e.g., robot learning human model
from observations and interactions.
Furthermore, compared to MDP based and action based
representations, capability models provide more flexible ab-
straction of actions. As a result, when using capability mod-
els in multi-agent planning, the planning performance can
be potentially improved. Note that “planning” with a sin-
gle agent as a capability model is essentially Bayesian infer-
ence. The limitation with using capability models in plan-
ning, however, is that the synthesized plan is incomplete and
abstract (see details later). Nevertheless, capability models
can be used to create approximate multi-agent plans. In our
settings, we assume a centralized planner for now. Also, part
of the agents are each modeled by a capability model as in
Figure 1, and other agents are modeled with more complete
models (e.g., action based models). Agents with more com-
plete models can be used to refine the plans when necessary.
This situation can naturally occur in human-robot teaming
scenarios, in which human models need to be learnt and the
robot models are given. At the end of this paper, we present
two problem formulations to demonstrate this.
Motivating Example
We start with a motivating example to demonstrate the mo-
tivations for the capability model. In this example, we have
temporarily recruited human delivery agent, and the tasks
involve delivering different parcels to their specified desti-
nations. To deliver a parcel, an agent needs to first drive to a
location that is close to the delivery location and then move
the parcel to the location. However, there are a few complex-
ities here. An agent may not be able to carry parcel, since
the agent may not be strong enough. While the agent can use
a trolley to load parcel, the agent may or may not remember
to bring a trolley. The agent can visit a local rental office to
rent trolley, but there is a chance that the agent may have
forgotten to bring money for the rental. The trolley increases
the probability of the agent being able to move the parcel to
the delivery location. The rented trolley needs to be returned
by the agent after use at the end of the day. Figure 1 presents
the capability model for an individual human delivery agent.
A capability model is a generalized 2-TBN. Meanwhile,
one important difference between capability model and 2-
TBN is, while the nodes in the same time slice in a 2-
TBN are assumed to be synchronous, fact nodes (or e-
nodes) in capability models are not necessarily synchronous
within the (partial) initial and final states of an operation.
This can also be seen from Figure 1, in which the edges
between fact nodes (or e-nodes) can be labeled with ac-
tions. For example, given a capability specification, sup-
pose that has money(AG) is true in the initial state,
and delivered(parcel) is true in the final state. If a trol-
ley is used in an operation for this capability, in which
has trolley(AG) becomes true only after applying the ac-
tion rent trolley, has trolley(AG) and has money(AG)
are clearly not synchronous in the initial state of this opera-
tion. Capability models allow us to encode the probabilities
of transitions between two partial states.
To learn the agent models from experiences, the agents
must be given a set of delivery tasks. However, the only in-
formation that the manager has access to may be the num-
ber of parcels that have been delivered. While this provides
significant learning challenges for the parameters of MDP
based and action based models, the useful information for
the manager is already encoded: the probability that the
agent can deliver a parcel. Capability model can learn this
information from the incomplete traces. When more infor-
mation is provided, it can be used to refine the capability
models as with the other models. One of our goals is to pro-
vide a model that can learn useful information, subject to
various levels of incompleteness in plan execution traces.
Now, suppose that the manager (i.e., a centralized plan-
ner) also has a set of robots (with action based models) to use
that can bring goods into the delivery van. Observing that the
presence of trolley increases the probability of delivery suc-
cess, the manager can make a multi-agent plan in which the
robot always ensures that there is a trolley in the van, before
the delivery agents start working. This illustrates how ca-
pability models can be combined with other more complete
models to refine the plans.
Related Work
In MDP based representation, each node represents a state,
and each edge represents a transition between the two con-
nected states after applying an action. In action based rep-
resentation, each action has a set of preconditions that must
be satisfied in the current state, and a set of effects that spec-
ify changes to the current state when the action is applied.
Assuming that the model structures are given (as with ca-
pability models) by the domain expert, the learning task in-
volves only learning the model parameters. The learning is
performed given a set of the training examples, which are
plan execution traces of the agent whose model is being
learnt.
For MDP based representation, the agent is often mod-
eled as a Partially Observable MDP (Kaelbling, Littman,
and Moore 1996)) or POMDP, with an underlying Hidden
Markov Model (HMM). The learning process needs to learn
the transition probabilities between the states, as well as
the probabilities of observations given the hidden states. Al-
though researchers have investigated efficient learning meth-
ods (Strehl and Littman 2007), in general, learning in such
models is still an intense computational task. Online learn-
ing methods for POMDP models have also been explored
(Shani, Brafman, and Shimony 2005). One note is that ca-
pability model can be considered as a special factored-MDP,
which is often represented as a dynamic Bayesian network
(Sanner 2011).
In terms of learning for action based models, there are
many previous works that discuss about learning the struc-
tures of actions, e.g., (Zhuo and Kambhampati 2013). As
discussed previously, learning in our context is more about
learning the parameters. In this aspect, there are not many
works about parameter learning in action based models.
Meanwhile, both MDP based and action based models
have been used in multi-agent planning. While Dec-POMDP
(Seuken and Zilberstein 2007) and other related models
(e.g., (Gmytrasiewicz and Doshi 2004)) have been popular,
multi-agent planning for action based models has so far been
concentrated on planning with deterministic models (Braf-
man and Domshlak 2008). Planning with multiple agents us-
ing action based models in stochastic domains still remains
to be investigated.
Capability model has connections to HTNs (Erol,
Hendler, and Nau 1994), since both provide flexible abstrac-
tions. Finally, although there are other works that discuss
about capability models, e.g., (Buehler and Pagnucco 2014),
they are still based on action modeling.
Capability Model
For simplicity, we assume in this paper that the state of the
world is specified as a set of boolean variables X , which
includes the agent state. More specifically, for all Xi ∈ X ,
Xi has domain D(Xi) = {true, false}. First, we formally
define capability for agent φ, in which we denote the set of
variables that are relevant to φ as Xφ ⊆ X .
Definition 1 (Capability). Given an agent φ, and four sub-
sets of variables of Xφ, A, B, C and D, a capability, spec-
ified as C ∧ ¬D → A ∧ ¬B, is an assertion about the ex-
istence of plans with initial state I and goal state G that
satisfy the following:
∀Xi ∈ C, I[Xi] = true,
∀Xi ∈ D, I[Xi] = false,
∀Xi ∈ A,G[Xi] = true,
∀Xi ∈ B,G[Xi] = false.
in which S[Xi] represents the value of Xi in state S.
We call a plan that satisfies the above specification of a
capability as an operation. Recall that the capability model
captures the probabilities of the existence of an operation
based on the specifications of capabilities, given in the form
of C ∧¬D → A∧¬B. For brevity, we use A to denote that
A = {true} and ¬A to denote that A = {false}. We con-
struct the capability model of an agent as a Bayesian net-
work from (potentially partial) causal relationships, which
are assumed to be provided by the domain writer. Due to this
partiality, certain causal relationships among variables may
not have been captured. This also means that certain vari-
ables may not have been included inXφ even when it should
have. For example, whether an agent can drive a car to a new
location is dependent on whether the agent can drive a man-
ual car, even through the agent has a driver license. However,
the ability to drive a manual car may have been ignored by
the domain expert when creating the capability model.
We model the capability model of each agent as an
augmented Bayesian network (Neapolitan 2004). We use
augmented Bayesian network since it allows various types
of prior beliefs to be specified. Furthermore, we make
the causal embedded faithfulness assumption (Neapolitan
2004). This assumption assumes that the probability distri-
bution of the observed variables is encoded accurately (i.e.,
embedded faithfully (Neapolitan 2004)) in a causal DAG
that contains these variables and the hidden variables (i.e,
variables that are not modeled). While there are exceptions
in which this assumption does not hold, their discussion
is beyond the scope of this paper (see (Neapolitan 2004)
for details). First, we introduce the definition of augmented
Bayesian network.
Definition 2. An augmented Bayesian network (ABN)
(G,F, ρ) is a Bayesian network with the following specifi-
cations:
• A DAGG = (V,E), where V is a set of random variables,
V = {V1, V2, ..., Vn}.
• ∀Vi ∈ V , an auxiliary parent variable Fi ∈ F of Vi, and
a density function ρi associated with Fi. Each Fi is a root
and it is only connected to Vi.
• ∀Vi ∈ V , for all values pai of the parents PAi ⊆ V of
Vi, and for all values fi of Fi, a probability distribution
P (Vi|pai, fi).
A capability model of an agent then is defined as follows:
Definition 3 (Capability Model). A capability model of an
agent φ, as a binomial ABN (G,F, ρ), has the following
specifications:
• Vφ = Xφ ∪ X˙φ.
• ∀Xi ∈ V , the domain of Xi is D(Xi) = {true, false}.
• ∀Xi ∈ V , Fi = {Fi1, Fi2, ...}, and each Fij is a root and
has a density function ρij(fij) (0 ≤ fij ≤ 1).
• ∀Xi ∈ V , P (Xi = true|paij , fi1, ...fij , ...) = fij .
in which j in paij indexes into the values of PAi, while j
in Fi indexes into the jth variable. X˙φ represents the set of
eventual nodes or e-nodes that correspond (i.e., one-to-one
mapping) to the nodes in Xφ. Recall that e-nodes represent
the final value of a variable after an operation.
As discussed previously, the edges in the capability model
of an agent is constructed based on (potentially partial)
causal relationships. We assume that there are no causal
feedback loops. Otherwise, loops can be broken randomly.
Denote the set of edges that represent the given causal re-
lationships between variables in Xφ as Yφ. For each edge
Xi → Xj ∈ Yφ, we also add an edge Xi → X˙j . Further-
more, for each Xi ∈ Xφ, we also add an edge Xi → X˙i.
Denote the set of edges added as Y˙φ. We then have Gφ =
(Vφ, Eφ) in the capability model satisfy Eφ = Yφ∪ Y˙φ. Fig-
ure 1 provides a simple example of a capability model.
Model Learning
The learning of the capability model (for agent φ) is per-
formed online through Bayesian learning. The parameters
(i.e., fij for F ) in the capability models of agents can be
learnt from the previous plan execution traces. Plan exe-
cution traces can be collected each time that an operation
succeeds or fails. When the values of this set of parameters
are assumed, the conditional distributions in Def. 3 are also
known.
Definition 4 (Plan Execution Trace). A plan execution trace
is a sequence of discontinuous state observations, T =
{S1, Si, ..., Sj , SK}.
In the worse case, we only assume that S1 and SK are
given. Note that since the observations are discontinuous,
the transition between contiguous state observations is not
necessarily the result of a single action. When more than
the initial and final states are given in the trace, it can
be considered as a set of traces, broken in the form of
{{S1, Si}, ..., {Sj , SK}}. Furthermore, when observations
of the state are incomplete, the simplest solution is to gen-
erate all possible compatible plan traces with complete state
specifications. We assume that the new plan execution traces
are processed as above, and a training set D is generated.
A common way is to model Fij using a beta distribution
(i.e., as its density function ρ). Refer to (Neapolitan 2004)
for arguments for this distribution. Denote the parameters
for the beta distribution of Fij as aij and bij .
Suppose that the initial values or the current values for
aij and bij are given. The only remaining task is to update
aij and bij from the traces. Given the training set D, we can
now follow Bayesian inference to update the parameters of
Fij as follows:
Initially or currently,
ρ(fij) = beta(fij ; aij , bij) (1)
After observing new training examples D, we have:
ρ(fij |D) = beta(fij ; aij + sij , bij + tij) (2)
in which sij is the number in whichXi ∈ Vφ is equal to true
with PAi taking the value of paij , and tij is the number in
which it equals false with PAi taking the value of paij .
More about Capability Models
As discussed, the capability model is also a two level dy-
namic Bayesian network, except that what connects the two
levels are operations rather than actions.
Theorem 1. Planning with a single agent using capabil-
ity model is NP-hard, but is polynomial when the capability
model is a Polytree.
The proof is straightforward since planning with a single
agent using capability model is equivalent to Bayesian infer-
ence. However, as we discussed previously, the synthesized
plan is incomplete and abstract given the inherent incom-
plete and abstract nature of such models. In the single agent
case, the output is only a probability measure with a single
operation (i.e., the most abstract plan). For multi-agent plan-
ning, this incompleteness and abstraction introduce a few
complexities when using the model .
Suppose that we plan to use an operation with the capabil-
ity specification of C ∧ ¬D → A ∧ ¬B. Through Bayesian
inference, the capability model would return the correspond-
ing probability of P (A˙ ∧ ¬B˙|C ∧ ¬D).1 We use the corre-
sponding variables (i.e., e-nodes) here for A and B, since
they represent the same variables after the operation. This
measure represents the probability of the existence of an op-
eration for the specification of C∧¬D → A∧¬B. It means
that this operation, unfortunately, may fail with certain prob-
ability as well.
Furthermore, note that here, nothing about the values of
other variables are specified in the (partial) initial and final
states in the specification of this operation. This means that
the agent may be relying on other variables (that are not in
C or D) in the complete initial state to execute this opera-
tion (which may cause a failure for this operation), and that
the agent can change the values of other variables (that are
not in A or B) in the complete final state after this opera-
tion. To reduce the possible outcomes of an operation, we
assume that the agent is rational, such that the agent would
only change variables that are related to the achievement of
A and ¬B, i.e.,ACφ(A∪B), which represents the union set
of ancestors of A and B in Xφ for agent φ.
In the following, we note a few properties that the capa-
bility model satisfies:
Monotonicity:
P (A˙,¬B˙|C,¬D) ≥ P (A˙′,¬B˙|C,¬D)(A ⊆ A′) (3)
P (A˙,¬B˙|C,¬D) ≥ P (A˙,¬B˙′|C,¬D)(B ⊆ B′) (4)
These imply that it is always more difficult to achieve the
specified values for more variables. Another aspect of mono-
tonicity follows:
P (A˙,¬B˙|C,¬D) ≥ P (A˙,¬B˙|C ′,¬D)(C ⊇ C) (5)
P (A˙,¬B˙|C,¬D) ≥ P (A˙,¬B˙|C,¬D′)(D ⊆ D′) (6)
1Note that A˙, representing ∧a∈Aa˙ = true, is not equivalent to
∀a ∈ A, a = true after an operation. Nevertheless, we assume
that, e.g., P (A˙|C), is an approximation of the probability that an
operation exists, which satisfies the capability specification ofC →
A (i.e., all variables in A become true after this operation).
These imply that it is always easier to achieve the desired
state with more true-value variables. This property holds
with the assumption that no negated propositions appear
in the preconditions of actions. Note that this assumption
does not reduce the generality of the domain, since negated
propositions can be compiled away.
MAP-MM
In this section and next, we concentrate on how capability
models can be used along with other more complete models
to refine the synthesized plans. The settings are similar to
our motivating example. In the first problem, which we call
multi-agent planning with mixed models (MAP-MM). This
formulation is useful especially for applications that involve
both human and robot agents. While robot agents are pro-
grammed and hence have given models (we assume action
based models here), the models of human agents must be
learnt. Hence, we use the agent capability model to model
human agents and use the STRIPS action model to model
robot agents. We assume that the models for the human
agents are already learnt in the following discussions.
For robot agents, we assume the STRIPS action model
〈R,O〉, in which R is a set of predicates with typed vari-
ables, O is a set of STRIPS operators. Each operator o ∈ O
is associated with a set of preconditions Pre(o) ⊆ R, add
effects Add(o) ⊆ R and delete effects Del(o) ⊆ R.
Definition 5. Given a set of robots R = {r}, a set of human
agents Φ = {φ}, and a set of typed objects O, a multi-agent
planning problem with mixed models is given by a tuple Π =
〈X,Φ, R, I, U,G〉, where:
• X is a finite set of propositions (i.e., corresponding to the
set of variables specifying the world state) instantiated
from predicates R and objects O; I ⊆ X encodes the set
of propositions that are true in the initial state; U ⊆ X
encodes the set of propositions that are unknown; other
propositions (i.e., X \ I \ U ) are assumed to be false;
G ⊆ X encodes the set of goal propositions.
• A(r) is the set of actions that are instantiated fromO and
O, which r ∈ R can perform.
• Bφ is the capability model (see Figure 1 for an example)
of φ ∈ Φ, and Vφ ⊆ X .
The solution for a MAP-MM problem is a plan that max-
imizes the probability of success.
Theorem 2. The MAP-MM problem is at least PSPACE-
complete.
Proof. We only need to prove the result for one of the ex-
treme cases: when there are only robot agents. The problem
then essentially becomes a multi-agent planning problem,
which is more general than the classical planning problem,
which is known to be PSPACE-complete.
Planning for MAP-MM
We discuss in this section how to use an A∗ search process
to perform planning for a MAP-MM problem . The current
planning state S is composed of three sets of propositions,
denoted as T (S),N(S), and U(S). T (S) is the set of propo-
sitions known to be true in the current state, N(S) is the set
of propositions known to be false, and U(S) is the set of
propositions that are unknown. Given the current state S, the
(centralized) planner can expand it in the next step using the
following options:
• Choose an action a ∈ A(r) such that Pre(a) ⊆ T (S).
• Choose a human operation on human agent φ with the
specification C ∧ ¬D → A ∧ ¬B, such that C ⊆ T (S)
and D ⊆ N(S).
For an action a from the robot agent, the planning state
after applying a becomes S′, such that T (S′) = T (S) ∪
Add(a) \Del(a), N(S′) = N(S) ∪Del(a) \ Add(a), and
U(S′) = U(S) \Add(a) \Del(a). Note that the number of
unknown variables is reduced after applying this action.
For a human operation on agent φ, the planning state after
applying the operation becomes T (S′) = T (S) ∪ A \ B \
ACφ(A∪B), N(S′) = N(S)∪B \A \ACφ(A∪B), and
U(S′) = U(S) ∪ ACφ(A ∪ B) \ A \ B. The number of
unknown variables increases.
To compute the f (i.e., cost) values for the A∗ search,
we take the negative logarithms of the associated probabili-
ties of reachable planning states. Each planning state that is
reachable from the initial state is associated with a proba-
bility of success, which is the product of the probabilities of
success of the operations used to reach the current state from
the initial state, given the partial plan constructed. Hence, the
g value can be computed straightforwardly. To compute an
admissible h value to each planning state, we denote the set
of goal propositions that are currently false or unknown, and
that can only be added by a human agent as GΦ. Denote the
set of human agents that can add p ∈ GΦ by Φp We first
compute the human agent with the minimum cost to achieve
p ∈ GΦ based on the following formula:
φp = argmax
φ∈Φp
− logP (p|Xφ \ p) (7)
We then compute the h value as:
h(S) = max
p∈GΦ
− logP (p|Xφp \ p) (8)
Lemma 1. The heuristic given in Eq. (8) is admissible.
Proof. We need to prove that h(S) is not an over-estimate of
the cost for any state S, given G. If GΦ is empty, h(S) = 0,
and it must not be an over-estimate given non-negative cost
measures. Otherwise, the propositions in GΦ must be made
true by a human agent. The minimum cost that has to be in-
curred is no less than the maximum cost for making an indi-
vidual proposition true, given that all the other propositions
are true. This result is based on the monotonicity property.
Hence, the conclusion holds.
Lemma 2. The heuristic given in Eq. (8) is consistent.
Proof. We need to prove that h(S) − h(S′) ≤ dist(S, S′)
(interpreted as from S to S′). Note the asymmetry
of the distance measure here. From Eq. (8), suppose
that h(S) = − logP (p|Xφp \ p) and that h(S′) =
− logP (p′|Xφ′p′ \ p′). If p = p′, clearly, we have h(S) =
h(S′), and given non-negative distance measures, the con-
clusion holds. Otherwise, first, we know that S does not con-
tain p and S′ does not contain p′. Furthermore, we cannot
have that both S and S′ contain neither p or p′, given Eq.
(7), since otherwise we would have h(S) = h(S′), which
implies that p = p′. Without loss of generality, assume that
h(S) ≥ h(S′). As a result, we must have that S′ contains
p, since otherwise we would have chosen p in h(S′). Hence,
dist(S, S′) must be at least the cost for making p true in S.
Hence, based on the monotonicity property, the conclusion
holds.
Lem. 1 and 2 ensure that the A∗ search is optimally ef-
ficient, meaning that the search expands only the necessary
nodes (i.e., planning state) in order to find the optimal solu-
tion. Nevertheless, given the complexity, approximation so-
lutions must be provided to scale to large problem instances.
MAP-MMI
There are many extensions to the MAP-MM problem. One
immediate extension is to consider interaction cost between
the human and robot agents, which we call MAP-MMI (for
interaction-aware MAP-MM). While MAP-MM is useful
for a plan that is most likely to succeed, MAP-MM formu-
lation is useful when agents must coordinate to execute a
conditional plan during the execution phase, and communi-
cation is limited. In particular, the human agents need to be
informed when to execute an operation.
In such scenarios, the plan made is similar to a condi-
tional plan. More specifically, the plan should specify the
planning branches depending on whether an operation suc-
ceeds or fails. During plan execution, an actual request to
perform the operation would be made. A failure would be
reported when that operation fails to be executed in the cur-
rent situation.
In MAP-MMI, for each request of a human operation
(which is planned during the planning phase but incurred in
the execution phase), there is a cost associated. For simplic-
ity, we assume that the cost is constant per request. Since the
communication is limited, only a fixed number of requests
may be made.
Definition 6. A MAP-MMI problem is a MAP-MM problem
with a communication threshold C. The solution is a condi-
tional plan with the maximum probability of success while
keeping the number of requests (i.e., interaction cost) below
or equal to C.
Corollary 1. MAP-MMI is at least PSPACE-complete.
Proof. Since MAP-MMI can be considered as a special case
of MAP-MM with a constraint on the interaction cost, the
conclusion is straightforward. More specifically, we can re-
duce a MAP-MM problem to a MAP-MMI problem. Sup-
pose that we have an efficient solution for MAP-MMI. We
can derive an efficient solution for any MAP-MM prob-
lem by simply ending operation failures in undefined states,
while assigning a large value to C. It is not difficult to see
that the solution to this MAP-MMI problem is also the solu-
tion for the original MAP-MM problem.
Planning for MAP-MMI can be performed in a similar
way as in MAP-MM. The major differences lie in how a
planning state S is represented and how it can be expanded.
In particular, a state S in MAP-MMI contains more than one
substate to be expanded, since we are creating a conditional
plan. Denote s ∈ S as one substate (which is similar to a
planning state in MAP-MM), and each such substate is as-
sociated with a probability of success. We can perform the
similar expansions to each s in S as in MAP-MM, except
that the resulting states are different, and that the number of
requests from each state S is upper-bounded by C.
When an action is chosen from a ∈ A(r), s is expanded
similarly as in MAP-MM. When a human operation on agent
φ is used in the form of C ∧ ¬D → A ∧ ¬B, s is ex-
panded into two substates. One substate represents that the
operation succeeds, and the other one representing a fail-
ure. The probability of success with s is also split onto
these two substates based on the probability of success of
the chosen operation computed from Bφ. While the substate
for a successful operation is updated according to our pre-
vious discussion for MAP-MM, the substate when the op-
eration fails is updated in a different manner, since A may
not have been achieved. In particular, the new substate s′ is
updated such that T (s′) = T (s) \ ACφ(A ∪ B) \ A \ B,
N(s′) = N(s) \ ACφ(A ∪ B) \ A \ B, and U(s′) =
U(s) ∪A ∪B ∪ACφ(A ∪B).
The heuristic cost for h can be used for each substate as
in Eq. (8). To combine the heuristic costs for different sub-
states, we need to first convert the costs to a probability mea-
sures, and then sum these converted measures to obtain the
probability of success for S. This probability can then be
converted to a cost measure to obtain the h value for S. The
admissibility and consistency properties then follow imme-
diately from Lem. 1 and 2.
Conclusions
In this paper, we introduce a new representation to model
agents based on capability models, which has several unique
advantages. The underlying structures of these models are
generalized 2-TBNs, and we assume that the (potentially
partial) causal relationships between the nodes in the net-
works are provided by the domain expert. First, we show that
learning capability models can be performed efficiently on-
line via Bayesian learning, and the learning process is robust
to high degrees of incompleteness in plan execution traces
(e.g., with only start and end states). Furthermore, when
used in multi-agent planning (with each agent modeled by
a capability model), our models provide flexible abstraction
of actions, which can potentially improve planning perfor-
mance. The limitation, however, is that the synthesized plan
is incomplete and abstract. At each step, instead of specify-
ing which action to execute as with other models, the plan
only specifies a partial state to be achieved. We provide de-
tails on how these models are constructed and how the pa-
rameters are learnt and updated online. Moreover, we intro-
duce two multi-agent planning problems that use these mod-
els, and provide heuristic planning methods for them. These
problems also illustrate how capability models can be com-
bined with other more complete models to refine the plans.
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