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Abstract
We consider distributed estimation of the inverse covariance matrix, also called the concentration
or precision matrix, in Gaussian graphical models. Traditional centralized estimation often requires
global inference of the covariance matrix, which can be computationally intensive in large dimensions.
Approximate inference based on message-passing algorithms, on the other hand, can lead to unsta-
ble and biased estimation in loopy graphical models. In this paper, we propose a general framework
for distributed estimation based on a maximum marginal likelihood (MML) approach. This approach
computes local parameter estimates by maximizing marginal likelihoods defined with respect to data
collected from local neighborhoods. Due to the non-convexity of the MML problem, we introduce and
solve a convex relaxation. The local estimates are then combined into a global estimate without the need
for iterative message-passing between neighborhoods. The proposed algorithm is naturally parallelizable
and computationally efficient, thereby making it suitable for high-dimensional problems. In the classical
regime where the number of variables p is fixed and the number of samples T increases to infinity,
the proposed estimator is shown to be asymptotically consistent and to improve monotonically as the
local neighborhood size increases. In the high-dimensional scaling regime where both p and T increase to
infinity, the convergence rate to the true parameters is derived and is seen to be comparable to centralized
maximum likelihood estimation. Extensive numerical experiments demonstrate the improved performance
This research was supported in part by ARO grant W911NF-11-1-0391 and ISF 786/11.
The material in this paper was presented in part at the Sixteenth International Conference on Artificial Intelligence and
Statistics [1], and the Fifth IEEE Workshop on Computational Advances in Multi-Sensor Adaptive Processing [2].
Zhaoshi Meng and Alfred O. Hero III are with the Department of Electrical Engineering and Computer Science, University
of Michigan, Ann Arbor, MI 48109 USA (email: mengzs,hero@umich.edu).
Dennis Wei is with the IBM T. J. Watson Research Center, Yorktown Heights, NY 10598 USA (email: dwei@us.ibm.com).
Ami Wiesel is with the School of Computer Science and Engineering, The Hebrew University of Jerusalem, 91904 Jerusalem,
Israel (email: ami.wiesel@huji.ac.il).
DRAFT
ar
X
iv
:1
30
3.
47
56
v6
  [
sta
t.M
L]
  1
3 A
ug
 20
14
2of the two-hop version of the proposed estimator, which suffices to almost close the gap to the centralized
maximum likelihood estimator at a reduced computational cost.
Index Terms
Structured covariance, distributed estimation, Gaussian graphical models.
I. INTRODUCTION
Graphical models provide a principled framework for compactly characterizing dependencies among
many random variables, represented as nodes in a network [3], [4]. Their sparse structure allows for
efficient and distributed inference using message-passing algorithms such as loopy belief propagation
(LBP), which makes them especially well-suited to large networks, such as sensor, social, and biological
networks [5]–[7]. Less well-studied, however, is the equally important task of distributed estimation of
the parameters of a graphical model from data. The goal of this work is to develop and analyze distributed
methods for model parameter estimation.
In this paper we focus on Gaussian graphical models (GGM) with known graph structure, i.e, the pattern
of edges is known. Our approach can also be extended to more general graphical models, including discrete
distributions. For GGMs, parameter estimation essentially reduces to (inverse) covariance estimation,
and knowledge of the edge pattern imposes sparsity constraints on the inverse covariance matrix, also
known as the concentration or precision matrix. While the resulting GGM maximum likelihood (ML)
parameter estimation problem is a convex optimization, solving it exactly for generally structured networks
using centralized algorithms as in [8]–[10] becomes impractical in large real-world networks where data
collection and computational resources are limited.
A natural approach toward distributed parameter estimation is to leverage methods for distributed
marginal inference, such as LBP and its extensions. The idea is to replace the objective function and
its gradient in the ML estimation problem with approximations that can be computed through iterative
message-passing. However, in many cases LBP may fail to converge or give good marginal estimates,
and when it does converge, the resulting parameter estimates may be biased [11], [12].
Another direction for distributed estimation is to consider a surrogate objective that decomposes
into smaller problems that are locally parameterized. Then a distributed ML algorithm estimates the
local parameters by processing local data with limited message passing. Some recent efforts along this
direction [5], [6] have considered a pseudo-likelihood framework for exponential family distributions.
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as contrasted with pseudo-likelihoods. Each node collects data within its extended neighborhood and
independently forms a local estimate by maximizing a marginal likelihood. To deal with the non-convexity
of the maximum marginal likelihood (MML) estimation problem, we formulate a convex relaxation of the
problem. The resulting distributed estimator is computationally efficient, and involves minimal message
passing.
We analyze the mean squared error (MSE) of the proposed distributed estimator in both the classical
asymptotic regime (fixed number of parameters p and increasing number of samples T → ∞), and
also the high-dimensional regime where both p and T increase to infinity (p, T → ∞). In the classical
regime, the distributed estimator is shown to be asymptotically consistent. Furthermore, the asymptotic
error improves monotonically as the local neighborhood size increases. In the high-dimensional regime,
we show that under certain conditions and proper scaling between p and T , the proposed estimator
achieves a comparable statistical convergence rate to the (more expensive) global ML estimator.
Our analytical results are supported by extensive numerical experiments on both synthetic and real-
world data sets. In particular, we show that two-hop local information is sufficient for the proposed
distributed estimator to match the performance of the more expensive centralized ML estimator. The
proposed estimator also improves significantly upon existing distributed estimators [5], [6]. In terms
of computation, the complexity of our estimator increases at most linearly with p in most cases and
can be further reduced through parallelization. In the case of a physical network implementation, the
near-absence of message passing and long-distance communication is also an advantage.
We emphasize that the problem we consider is different from covariance selection [10], [13]–[15], in
which the graph topology is not known a priori and must be estimated in addition to the parameters. To
test our assumption of known graph structure, we also study the robustness of the proposed estimators
against small model (i.e. structure) mismatch. Both theoretical analysis and numerical results show that
the proposed distributed estimator is as robust as the centralized ML estimator.
The algorithm and some preliminary experimental results in the current paper were first presented in [1].
During the preparation of this extended version, a related and independent work [16] has come to our
attention. The authors of [16] consider a distributed learning algorithm for general Markov random fields
which works on local unions of cliques, generalizing nodes and edges in the Gaussian case. Asymptotic
consistency is also discussed. After submission of this extended version, an anonymous reviewer made us
aware of an earlier arXiv posting [17] by Massam and Wang that considered a version of our algorithm [1]
for discrete graphical models. Focusing on the discrete case, they established novel asymptotic theory
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The outline of the paper is as follows. In Section II, we give a brief review of graphical models,
centralized ML parameter estimation, and the difficulty of parameter estimation using traditional marginal
inference techniques. In Section III, we propose a general approach to distributed estimation based on
marginal likelihoods. In Section IV, we provide extensive analysis of the convergence rates and robust-
ness of the proposed estimator. Section V discusses the computational complexity and implementation
advantages of the estimator. Numerical experiments are presented in Section VI and the paper concludes
in Section VII.
Notation. Boldface upper case letters denote matrices and boldface lower case letters denote column
vectors. Sets of single indices are denoted by calligraphic upper case letters. The cardinality of a set A
is denoted by |A| and the difference of two sets is denoted as A\B. Following common notation, AM,N
represents a submatrix of A with rows indexed byM and columns indexed by N . We also make reference
to irregular sets of index pairs such as the edge set E of a graph, for which we use standard upper case
letters. AE then refers to the vector of entries of A indexed by E. The standard inner product between
two symmetric matrices is denoted as 〈A,B〉, i.e., 〈A,B〉 = trace(AB) = ∑i,j Ai,jBi,j . We distinguish
the following two norms for matrices: the induced `∞/`∞ norm |||A|||∞ := maxi=1,...,p
∑p
j=1 |Ai,j |, and
the element-wise `∞ norm ‖A‖∞ := maxi,j=1,...,p |Ai,j |. λmax(A) and λmin(A) denote the maximum
and minimum eigenvalues of matrix A, respectively.
II. BACKGROUND
We begin by providing background on graphical models and their statistical inference. We refer the
reader to [3], [4] for a detailed treatment.
A. Gaussian Graphical Models
Consider a p-dimensional random vector x following a graphical model with respect to an undirected
graph G = (V,E), where V = {1, . . . , p} is a set of nodes corresponding to elements of x and E is a
set of edges connecting nodes. The vector x satisfies the Markov property with respect to G if for any
pair of nonadjacent nodes in G, the corresponding pair of variables in x are conditionally independent
given the remaining variables.
If the vector x follows a multivariate Gaussian distribution, the corresponding model is called a
Gaussian graphical model (GGM). We assume without loss of generality that x has zero mean. Then the
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follows:
p(x; J) = (2pi)−p/2(det J)1/2 exp
(
−1
2
xTJx
)
. (1)
The Markov property manifests itself in a simple way through the sparsity pattern of J:
Ji,j = 0 for all i 6= j, (i, j) /∈ E. (2)
B. Maximum Likelihood Parameter Estimation for GGMs
Estimating the parameters of a graphical model from sample data is the first step for many applications.
For Gaussian graphical models this reduces to estimating the non-zero elements of the concentration
matrix J (including the diagonal elements). Defining
E˜ := E ∪ {(i, i)}pi=1 (3)
as the index set for these non-zero elements, the centralized global maximum likelihood (GML) estimation
problem can be formulated as [3]:
ĴGML = arg min
J
〈Σ̂,J〉 − log det J
s.t. Jj,k = 0 ∀ (j, k) /∈ E˜
J  0,
(4)
where
Σ̂ =
1
T
T∑
t=1
x(t)x(t)T
is the sample covariance matrix and x(1), . . . ,x(T ) are i.i.d. samples of x.
The GML problem (4) is a convex log-determinant-regularized semidefinite program (log det-SDP)
with respect to JE˜ and various gradient-based algorithms can be applied to solve this problem, many of
which have specialized implementations on graphs, e.g. iterative proportional fitting (IPF) [4], chordally-
embedded Newton’s method [9], etc. The standard gradient descent algorithm for solving problem (4)
has the following update rule at each iteration:
Ĵ
(t+1)
i,j ← Ĵ(t)i,j − γ · ∇`(Ĵ(t))i,j
=
Ĵ
(t)
i,j − γ ·
(
2Σ̂i,j − 2(Ĵ(t))−1i,j
)
, i 6= j
Ĵ
(t)
i,j − γ ·
(
Σ̂i,j − (Ĵ(t))−1i,j
)
, i = j
(5)
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6where `(J) is the GML objective function and ∇`(J) denotes its gradient, γ is the step-size, and we have
used the facts ∂ log detX∂Xi,j = 2(X
−1)i,j for i 6= j and ∂ log detX∂Xi,i = (X−1)i,i for symmetric matrices [18].
The obvious difficulty is the global matrix inversion involved in computing the gradient at each step,
whose computational cost is cubic in the number of variables for generally structured models.
Given the expense of the matrix inversion in (5), an alternative is to consider distributed message-
passing algorithms, such as loopy belief propagation (LBP), an iterative message-passing algorithm for
inference of marginal distributions. When applied to tree-structured graphs, LBP yields exact marginals.
Unfortunately, this does not hold for loopy graphs in general [19]. For Gaussian models, many sufficient
conditions exist for Gaussian LBP to converge, such as diagonal dominance, walk-summablility, pairwise
normalizability, etc. [11]. However, when these sufficient conditions do not hold, Gaussian LBP can be
divergent, or it may converge to degenerate, unnormalized marginal distributions. A recent work [20]
uses the method of multipliers to improve the convergence behavior of Gaussian LBP for some less
ill-conditioned models. However, even if LBP converges, its final estimate is not guaranteed to be
consistent. For discrete graphical models, the authors of [12] show that many models are in principle
not learnable through LBP, which implies that an estimator based on LBP inference is inevitably biased
for a subset of models. Similar drawbacks also hold when using other approximate inference techniques,
for example, tree-reweighted BP [21]. The above difficulties of parameter estimation using traditional
marginal inference techniques motivate us to consider a different distributed framework for parameter
estimation, as introduced in the next section.
III. DISTRIBUTED ESTIMATION IN GGMS
Our framework avoids the weakness of LBP and other message passing approaches to distributed
estimation of GGMs. The proposed distributed algorithm collects all the data samples from within each
neighborhood and computes a local parameter estimate. A global estimate of the parameter (e.g. precision
matrix J) is then formed by combining these local estimates with a simple, single pass aggregation rule.
A. Marginal Likelihood Maximization
We consider estimating local parameters by maximizing marginal likelihood functions in neighborhoods
around each node. Define the index set for immediate neighbors of node i as
Ii := {j | (i, j) ∈ E}, (6)
and consider a neighborhood indexed by a set Ni containing at least the node i itself and its immediate
neighbors Ii. Let K denote the concentration matrix corresponding to the marginal distribution over the
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(a) 2D lattice and two-hop neighborhood
Ni
i
(b) A general graph and two-hop neigh-
borhood Ni
i i
(c) Local relaxations (one-hop (left) and
two-hop (right)). Dotted lines denote fill-
in edges.
Fig. 1: Illustration of defined sets in the proposed local relaxation of MML. In (a) and (b) we show two
different graphs, in which the two-hop neighborhood N for node i is indicated with dashed contours.
The buffer set variables xB and the protected set variables xP (excluding node i itself) are colored blue
and red, respectively. For the graph in (b), we illustrate the one-hop and two-hop local relaxations in (c).
The dashed red lines in (c) denote the fill-in edges due to relaxation.
variables {xj , j ∈ Ni} in the neighborhood, and let Σ̂Ni,Ni = 1T
∑T
t=1 xNi(t)xNi(t)
T be the marginal
sample covariance matrix. The maximum marginal likelihood (MML) estimation problem in neighborhood
Ni can be formulated as:
K̂i,MML = arg min
K,J
〈Σ̂Ni,Ni ,K〉 − log det K
s.t. K =
[(
J−1
)
Ni,Ni
]−1
,
Jj,k = 0 ∀ (j, k) /∈ E˜,
J  0,
(7)
where the first constraint represents the marginalization relationship between K and the global precision
matrix J, and the second line of constraints reflects the global sparsity constraints. We index the nodes
in the MML problem (7) in the same way as in the GML problem (4). (For example, if N1 = {1, 3, 6},
the rows and columns of K are indexed by {1, 3, 6} and not re-indexed to {1, 2, 3}.)
The difficulty with direct application of MML is that problem (7) is in general a non-convex optimiza-
tion with respect to K and J. The non-convexity arises from the coupling of the nonlinear marginalization
constraint linking K to J and the sparsity constraints on J. As a surrogate, we derive next a convex
relaxation of the MML estimation problem.
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8B. Convex Relaxation of MML
We apply the Schur complement identity to the marginalization constraint in (7), yielding
K = JN ,N − JN ,NC ·
[
JNC ,NC
]−1 · JNC ,N , (8)
where NC is the complementary set to N , and we have dropped the subscript i to simplify notation.
Define the buffer set B ⊂ N as the set of all variables in N that have immediate neighbors in the
complement NC ,
B := {j | j ∈ N and Ij ∩NC 6= ∅}. (9)
The difference set between N and B is referred to as the protected set P := N\B. The buffer and
protected sets are illustrated in Figure 1(a) and 1(b). Due to the Markov property, we have JP,NC = 0.
Decomposing N into B and P then reveals the sparsity pattern of K using (8):
K = JN ,N −
 0
JB,NC
 [JNC ,NC]−1 [ 0, JNC ,B ] ,
= JN ,N −
 0 0
0 JB,NC
[
JNC ,NC
]−1
JNC ,B

and hence
KP,P = JP,P , KP,B = JP,B, (10)
KB,B = JB,B − JB,NC
[
JNC ,NC
]−1
JNC ,B. (11)
An important observation from (10) is that in the rows and columns indexed by the protected set P ,
the sparsity pattern of JN ,N is entirely preserved and the local parameters are equal to the global ones.
On the other hand, the sparsity pattern in the “buffer submatrix” KB,B is in general modified from JB,B
due to the fill-in term, i.e., the second term in (11).
Based on these observations, we now specify a relaxed set of constraints on the marginal concentration
matrix K. First denote the set of all local edges that are not affected by the fill-in term in (11) as
EProt := E˜ ∩ {{P × P} ∪ {P × B} ∪ {B × P}} , (12)
where the superscript stands for “protected”. We then add to EProt all index pairs B × B that could
potentially be affected by fill-in in (11), resulting in a relaxed edge set R (see Figure 1(c) for illustrations):
R = EProt ∪ {B × B}. (13)
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(7) is guaranteed to be supported only on the set R. Therefore we can relax the feasible set and formulate
the following relaxation of (7) at each node i, called the relaxed MML (RMML) problem:
K̂i,Relax = arg min
K
〈Σ̂Ni,Ni ,K〉 − log det K
s.t. Kj,k = 0 ∀ (j, k) /∈ R
K  0.
(14)
The above RMML problem is a convex optimization with respect to K and has the same form as the
global MLE problem (4) but over matrices of much lower dimension.
After solving the RMML estimation problems as surrogates to estimate local parameters, a global
estimate of the concentration matrix can then be constructed by extracting a subset of parameters from
each local estimate and concatenating them. Specifically, we extract the local parameter estimates indexed
by
Li := {(j, k) ∈ E˜ | j = i}, (15)
i.e., the non-zero entries in the ith row of J. We refer to the parameters indexed by Li as the row
parameters for node i. From (10), when there are no sampling errors, i.e. T → ∞, the marginal and
global concentration matrices are guaranteed to share the same parameters in Li. Therefore our global
estimate of J is formed by concatenating local solutions of (14):
ĴRelaxLi ← K̂i,RelaxLi , for i = 1, . . . , p. (16)
The proposed RMML framework is very general and applies to many possible choices of local
neighborhoods, which include, e.g., nearest neighbors, second-order nearest neighbors, or, in general,
k-th order nearest neighbors of a node i. In the following subsections, we consider one- and two-hop
neighborhoods. The absence of sampling errors is still assumed, i.e. T →∞.
C. Case I: One-hop Estimator
We first consider a first-order (i.e., one-hop) neighborhood consisting of node i and its immediate
neighbors Ii, i.e., Ni = {i} ∪ Ii. Generically in the worst case where the immediate neighbors are all
buffer nodes, we have Bi = Ii, and Pi = {i}. The fill-in term in (11) affects the submatrix KIi,Ii ,
leaving only the first row and column untouched. In this case, since i is by definition connected to all
elements in Ii, the relaxed edge set Ri defined in (13) includes all possible pairs (see leftmost graph of
Figure 1(c) for an illustration): R1hopi = Ni ×Ni.
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The solution to the relaxed MML problem (14) for the first-order neighborhood is simply the inverse
of the local sample covariance,
K̂i,1hop =
(
Σ̂Ni,Ni
)−1
. (17)
The global estimate is obtained by combining the local one-hop estimates as in (16).
In the one-hop case, the proposed relaxed MML estimator reduces to the LOC estimator in [6]. As
shown in [6], this estimator is also equivalent to the pseudolikelihood estimator [22] without symmetry
constraints, and the covariance selection procedure in [10] when the graph is known.
D. Case II: Two-hop Estimator
We next consider a second-order neighborhood (two-hop), Ni that includes nodes that are reachable
from node i within two hops. In this setting, the worst-case protected set is given by Pi = {i} ∪ Ii and
the buffer set Bi = Ni\Pi consists of all nodes that are exactly two hops away from the ith node. Hence
Bi can be thought of as the set of second-hop nodes. In the two-hop case, the protected edge set EProt
includes not only edges between node i and its immediate first-hop neighbors, but also edges between
first-hop neighbors and between first- and second-hop neighbors (see Figure 1(c) for an illustration).
Unlike in the one-hop case, the two-hop problem (14) does not admit a general closed-form solu-
tion. However, as mentioned before, Eq. (14) can be solved using efficient algorithms for semidefinite
programming. A global estimate is obtained as before by combining row parameter estimates (16).
E. Symmetrization of RMML Estimator
When Σ̂ is estimated from finite sample sizes, the local estimates from the relaxed MML problems are
not perfectly consistent with each other. For example, ĴRelaxi,j , which comes from node i’s local estimate,
may not agree with ĴRelaxj,i , which comes from node j’s local estimate. Therefore the resulting global
estimate ĴRelax in (16) is not guaranteed to be symmetric.
A common way of addressing these discrepancies is to use iterative consensus methods as in [5], [6].
In this work however, we find that a single round of naive local averaging along edges is sufficient to
ensure convergence to the true parameters, and also to yield a good approximation to the global MLE.
Specifically, the local average is given by
ĴRelaxi,j ←
1
2
(ĴRelaxi,j + Ĵ
Relax
j,i ), (i, j) ∈ E, (18)
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which is the only message passing required. This message passing is single pass, unlike LBP which
requires several iterations (if it converges at all). In the one-hop case, the resulting symmetric estimator
coincides with the AVE estimator proposed in [6].
IV. ANALYSIS
A. Asymptotic Analysis: Classical Fixed-Dimensional Regime
First we analyze the proposed distributed RMML estimator in the classical asymptotic regime, where
the number of variables p is fixed while the number of samples T goes to infinity. Let J∗ and Σ∗ denote
the true precision and covariance matrices, respectively. The following theorem states the asymptotic
consistency of the RMML estimator ĴRelax and characterizes its asymptotic mean squared error:
Theorem 1 (Asymptotic MSE). The relaxed MML estimator ĴRelax is asymptotically consistent, and its
mean squared (Frobenius) error satifies
T · E‖ĴRelax − J∗‖2F T→∞−→
p∑
i=1
∑
j∈Li
[diag
(
F−1i
)
]j , (19)
where T is the number of samples, diag(·) denotes the diagonal of a matrix, and Fi is the Fisher
information matrix of the relaxed MML problem in the ith neighborhood (14), which takes the following
form:
(Fi)(m,n),(l,k) =

2Σ∗m,l
2, m = n and l = k
2Σ∗m,kΣ
∗
l,n, m = n, l 6= k or m 6= n, l = k
Σ∗m,kΣ
∗
n,l, otherwise.
(20)
The above result can be derived by applying classical asymptotic theory [23] to each local RMML
problem (14), which is a well-defined M-estimation problem. Then the asymptotic behavior of the global
RMML estimate follows by aggregation. The detailed proof of Theorem 1 is provided in Appendix A.
While Theorem 1 ensures the consistency of RMML estimators with arbitrary local neighborhoods (as
long as the row parameters are included), the following theorem guarantees that, in the asymptotic limit,
larger neighborhoods always yield reduced estimation variance:
Theorem 2 (Monotonicity of Asymptotic MSE). Let ĴRelax, k-hop be the RMML estimate obtained from
k-hop local neighborhoods. When the number of samples T →∞, for k = 1, 2, . . ., we have
E‖ĴRelax, k-hop − J∗‖2F ≥ E‖ĴRelax, (k + 1)-hop − J∗‖2F (21)
≥ E‖ĴGML − J∗‖2F . (22)
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While Theorem 2 is stated for Gaussian graphical models, it was first proven for the case of discrete
graphical models by Massam and Wang in [17]. As pointed out by the authors of [17], their proof can
be easily extended to the Gaussian case. For completeness, we include our own proof of Theorem 2 in
Appendix B. The two proofs follow parallel lines of argument.
In Section VI, we present numerical results that verify Theorem 2 not only in the large-sample regime
but also when the sample size T is comparable to or smaller than p. In particular, it will be seen that the
difference between k = 1 and k = 2 hops is most significant while the difference between k = 2 and
the GML estimator (and by extension k > 2 and GML) is much smaller.
B. Asymptotic Analysis: High-Dimensional Regime
Theorems 1 and 2 characterize the classical asymptotic behavior of the RMML estimator. In this
subsection we analyze the high-dimensional convergence rate of the RMML estimator, which can be
applied to settings where both the number of variables p and the number of samples T increase to
infinity, i.e. p, T → ∞. Such problems arise in high-dimensional applications, and have attracted much
attention in modern statistics [10], [13], [14]. We will show that under very mild conditions, the proposed
RMML estimator enjoys a sharp MSE convergence rate to the true parameter, which is almost the same
as the more expensive global ML estimator.
Similar to [13], [14], we first assume that the maximum eigenvalue of J∗ is bounded from above:
λmax(J
∗) ≤ κ <∞. (23)
Recall that Ri defines the relaxed edge set in the ith local neighborhood. Let R denote the maximum
cardinality among all local relaxed edge sets, i.e.
R := max
i=1,...,p
|Ri|, (24)
and let r denote the sum of the cardinalities of all local relaxed edge sets:
r :=
p∑
i=1
|Ri|. (25)
Also denote σ := maxi=1,...,p Σ∗i,i as the maximum variance.
The following theorem states an upper bound on the estimation error rate in the high-dimensional
regime.
Theorem 3 (High-dimensional MSE). Assume the number of samples T satisfies
T ≥ C2c1 log p, (26)
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for c1 = 6400σ2/min2{ 1
9κ
√
R
, 40σ} and an arbitrary constant C ≥ 1. Then
‖ĴRelax − J∗‖F ≤ 720C · κ2σ
√
r log p
T
, (27)
with probability greater than 1− 4/p2(C2−1).
Proof of Theorem 3 can be found in Appendix C.
Remarks:
1) It is interesting to compare the result in Theorem 3 with the standard convergence rate for the GML
estimator (e.g., [13], [14], [24]). Theorem 3 assumes a very mild condition (Eq. (26)) on the sample size,
which is less restrictive than the requirement O(p log p) shown in [14] in the high dimensional regime,
and is comparable to those obtained in [13], [24] when the local neighborhood size increases more slowly
than p, i.e. R = o(p). However, we emphasize that, unlike some of the literature, we assume the graph
structure is known.
2) The error bound in Theorem 3 is (up to a constant) slightly more pessimistic than the rate O(
√
p log p/T )
shown in [13], [14] by the additional factor of r/p =
∑p
i=1 |Ri|
p , which is roughly the average cardinality
of local neighborhoods. Again, when the local neighborhood size increases more slowly than p in the
high-dimensional regime, this additional factor becomes relatively insignificant.
3) The mild sample size requirement is partly due to our distributed framework, under which the stochastic
deviation is smaller since a smaller set of parameters needs to be considered for each local RMML
problem. However, the additional parameters introduced by convex relaxation and the aggregation of
local estimation errors result in the additional factor r/p mentioned above. This demonstrates the trade-
off due to the desire for distributed, convex optimization in the proposed framework.
C. Robustness Against Model Mismatch
One of the premises of the estimation framework we consider in this paper is that the true structure of
the graph is known. However, this assumption could be violated in practice. In this section, we investigate
the robustness of the estimators against small structure mismatch. Our specific interest is in the bias due
to model mismatch and hence we focus on the infinite sample regime.
We first consider the GML problem. The GML estimator effectively provides a mapping from the edge
elements of moment (covariance) parameters Σ̂E˜ to the canonical (concentration) parameters Ĵ
GML
E˜
. We
denote this mapping as M(·; E˜), i.e., ĴGML
E˜
= M(Σ̂; E˜). This mapping is specified implicitly by the
DRAFT
14
optimality condition:
Σ̂E˜ −
((
ĴGML
)−1)
E˜
= 0. (28)
Due to a property of minimal exponential families,M(·; E˜) exists and is unique provided that covariance
matrix Σ̂ is positive definite [4]. Also by the implicit function theorem, M(·; E˜) is differentiable and
thus continuous.
Consider a perturbed concentration matrix J˜∗ which has uniformly bounded perturbations on the non-
edge entries with respect to the nominal parameter J∗:
J˜∗ = J∗ + ∆J, (29)
where ∆J is supported only on E˜C . We assume the perturbation is small enough, such that the perturbed
matrix is still positive definite. Denote the corresponding covariance matrix as Σ˜ = (J˜∗)−1. Then the bias
of the GML estimator due to model perturbation can be obtained by a first-order perturbation analysis
of the GML mapping defined above.
Let Γ = Σ ⊗ Σ denote the Hessian of the GML problem (4) with no sparsity constraints, which is
also related to the Jacobian of (28) with respect to ĴGML
E˜
. We have
J˜GML
E˜
=M(Σ˜; E˜)
=M((J˜∗)−1; E˜)
=M((J∗ + ∆J)−1; E˜)
=M(J∗−1 + ΓE˜,E˜C∆JE˜C +O(‖∆J‖2); E˜)
=M(Σ∗; E˜) + (ΓE˜,E˜)−1ΓE˜,E˜C∆JE˜C +O(‖∆J‖2),
where in the second-to-last relation we have used the first-order approximation of matrix inversion, and
the last identity is due to the implicit function theorem applied to the optimality condition (28). Also
note that J∗ =M(Σ∗; E˜) due to consistency of the GML estimator.
Therefore the maximum element-wise bias with respect to the new model can be bounded as follows
(disregarding higher-order terms):
‖J˜GML − J˜∗‖∞
≤ ‖J˜GML − J∗‖∞ + ‖J˜∗ − J∗‖∞
.
∣∣∣∣∣∣∣∣∣(ΓE˜,E˜)−1ΓE˜,E˜C ∣∣∣∣∣∣∣∣∣∞‖∆JE˜C‖∞ + ‖∆JE˜C‖∞,
(30)
where we recall |||·||| is the induced ∞/∞ matrix norm.
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The second term in the last display is the inevitable bias due to model mismatch, while the first term
captures the additional bias attributable to the GML estimator under model perturbation. The additional
bias depends on
∣∣∣∣∣∣∣∣∣(ΓE˜,E˜)−1ΓE˜,E˜C ∣∣∣∣∣∣∣∣∣∞, which is intuitively related to the level of incoherence between
the edge and non-edge elements in the Hessian of the GML problem (4). Similar incoherence quantities
have been shown to play a crucial role in the literature on variable selection [25] (e.g. Lasso) and structure
estimation in Gaussian graphical models [13]. Therefore the smaller this incoherence parameter is, the
more robust the GML estimator will be.
Since each local problem in RMML estimation has the same structure as the GML problem, we
can apply similar analysis to each local neighborhood. The resulting bound on the bias of the RMML
estimator is dependent on similar incoherence parameters but defined with respect to relaxed edge sets
in the local neighborhoods. We conjecture that these local incoherence parameters are comparable to,
if not smaller than, the global incoherence. Hence the robustness of the distributed RMML estimator is
expected to be comparable to the GML estimator. While our conjecture is not formally proven in this
paper, it is positively supported by the numerical experiments in Sec. VI.
V. COMPUTATIONAL COMPLEXITY AND IMPLEMENTATION
In this section we discuss the computational complexity of the proposed RMML approach and some
implementation issues. First we note that each local RMML problem has the same structure as the
centralized ML problem, which is a log det-regularized semidefinite program (log det-SDP). Therefore
many well-developed solvers and efficient specialized algorithms can be used. Furthermore, due to the
distributed nature of the RMML approach, the local problems can all be solved in parallel before the final
one-step averaging. The combination of lower dimensionality in the local problems and parallelization
can significantly reduce the total run time compared with centralized algorithms.
In terms of algorithms, we find the iterative regression method introduced in [26] is very efficient
for sparse graphs. This algorithm iteratively performs linear regressions of each node variable against
its immediate neighbors until global convergence. However, the major drawback of this algorithm is the
need to maintain global parameters, which prevents direct parallelization and also makes implementation
difficult in distributed networks (as discussed below).
The computational advantage of the proposed RMML algorithm becomes more obvious when the
number of variables p increases to large numbers. Assuming that the local neighborhood dimensions
increase more slowly than p, such as with K-NN graphs and lattice graphs, the total complexity of the
RMML estimator scales linearly in p, independent of the algorithm used to solve the local problems.
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Fig. 2: Asymptotic normalized MSE for K-NN graphs (p = 20,K = 4). The curves denote the theoretical
asymptotic limits, whereas the symbols denote the empirical normalized MSE over 10,000 runs.
The run time increases even more slowly if the overall algorithm can be parallelized. In contrast, for the
centralized algorithms, the dependence of complexity on p is at least linear and is much faster for denser
graphs and/or if generic log det-SDP solvers are used.
Another advantage of the proposed RMML algorithm is that it is highly suitable for network applica-
tions due to its minimal requirement for message passing which reduces communication cost. In sharp
contrast, many centralized algorithms, such as the iterative regression algorithm mentioned above, require
centralized storage and iterative updating of a large number of variables, which in turn requires expensive
communication among non-adjacent nodes in the network.
VI. EXPERIMENTS
In this section, we evaluate the proposed RMML estimator and compare it with the centralized and
other distributed estimators in the literature. All methods have been coded in Matlab routines that will be
available at the reproducible research web page 1. We focus on the one-hop and two-hop versions of the
RMML estimator (denoted as RelaxMML-1hop and RelaxMML-2hop, respectively). Other estimators
considered in this section are:
• The centralized GML estimator, denoted as GML in the legends;
1http://tbayes.eecs.umich.edu/rrpapers
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(a) Normalized MSE for K-NN graphs (p =
500,K = 4)
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(b) Normalized MSE for lattice graphs (p = 20 ×
20 = 400, µ = 0.5, σ2 = 0.2)
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(c) Normalized MSE for small-world graphs (p =
100, K = 20, β = 0.5)
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Fig. 3: Normalized MSE in the concentration matrix estimates for different graphical models. The legend
in Figure 3(d) applies to all plots. The proposed 2-hop relaxed maximum marginal likelihood (RMML)
estimator clearly improves upon existing distributed estimators and nearly closes the gap to the centralized
maximum likelihood estimator.
• The LOCAL and AVE estimators from [6], denoted as LOC and AVE. They coincide with the
asymmetric and symmetric versions respectively of the one-hop relaxed MML estimator;
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• The weighted maximum pseudo-likelihood estimator using Alternating Direction Method of Multi-
pliers (ADMM) consensus, proposed in [6] and [5] and denoted as PML-ADMM. We use the weights[
JˆLOCi,i
]2
as in [6].
We first verify the classical asymptotic rates for the proposed estimators predicted by Theorems 1 and 2
(see Fig. 2) using 10,000 randomized runs sampled from a four-nearest-neighbor Gaussian graphical
model with p = 20 nodes distributed uniformly in space over the unit square. The concentration matrix
is initialized as Ji,j = ± exp(−0.5 ·di,j) with random sign, where di,j is the Euclidean distance between
the ith and jth nodes. The empirical normalized mean squared errors (MSE), defined as ‖Ĵ−J‖
2
F
‖J‖2F , are
computed from Monte Carlo samples, and they are compared with the theoretical bounds predicted by
Theorem 1. Fig. 2 illustrates the tightness of these bounds. It is also worth noting that the bound for the
two-hop RMML estimator is much lower than that of the one-hop estimator, as predicted by Theorem 2.
The two-hop bound approximates the bound for the GML estimator closely, suggesting that RMML
estimators are nearly asymptotically efficient. The asymptotic bounds for RMML estimators with larger
neighborhoods follow the monotonicity relation in Theorem 2, however the differences are too small to
visually identify, and hence are omitted from the plot.
Next we evaluate the non-asymptotic MSE performance of the proposed estimator, and compare it
with the other estimators on both synthetic and real-world data sets. For synthetic data sets, we consider
three classes of graphs that are motivated by real-world applications. For each class we follow similar
experiment settings as in [6]. Specifically, we randomly generate 20 topologies and associated sparse
concentration matrices J, and for each J, we perform 10 experiments in which random samples are
drawn from the distribution and the concentration matrix is estimated from the samples. The normalized
MSEs are averaged over all 200 experiments, and are reported in Figure 3. An illustration of the graph
topology is shown in the top-right corner of each plot. The classes of graphs we consider are:
• K-NN graphs (Figure 3(a)): A K-nearest neighbor graph is a straightforward model for real-world
networks whose measurements have correlations that depend on pairwise Euclidean distances, e.g.,
sensor networks. For these experiments, we randomly generate p = 500 nodes uniformly over the unit
square. Each node is then connected to its K-nearest neighbors, where K = 4. The concentration
matrix is initialized as Ji,j = ± exp(−0.5 · di,j) with random sign, where di,j is the Euclidean
distance between the ith and jth nodes. Finally we add a small value to the diagonal to ensure
positive definiteness.
• Lattice graphs (Figure 3(b)): A lattice graph is appropriate for networks with regular spatial
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correlations, e.g., images that are Markov random fields. We generate a square lattice graph with
p = 20× 20 = 400 nodes and edge weights generated as Ji.j = min{w, 1}, where w is a normally
distributed random variable with mean 0.5 and variance 0.2. A small value is added to the diagonal
to ensure positive definiteness.
• Small-world graphs (Figure 3(c)): Small-world graphs have been proposed for social networks,
biological networks, etc., where most nodes have few immediate neighbors but can be reached
from any other node through a small number of hops [28]. We generate graphical models struc-
tured as random small-world networks using the Watts-Strogatz mechanism [28] with p = 100,
K(mean degree) = 20, and parameter β = 0.5. Under this particular setting, a large fraction of
nodes have large second-hop neighborhoods with dimension close to p. In general we expect the
second-hop neighborhood to scale linearly with respect to p. We choose the edge weights to be
uniformly distributed and also add a small diagonal loading to ensure that J is positive definite.
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Fig. 4: Robustness of estimators under model mismatch. All errors are obtained from K-NN (p =
200,K = 4) graphs and averaged over 50 experiments. For the perturbed models, ±0.1 is added to
the non-edge components of the nominal precision matrix. The proposed distributed RMML estimator is
as robust as the GML estimator.
The MSE curves shown in Figure 3 match our theoretical predictions in Section IV-B, and they also
demonstrate the superior performance of the proposed RMML estimator. In particular, for the graphs that
have relatively small two-hop neighborhoods, namely the K-NN graphs and the lattice grids, the MSE of
the proposed two-hop relaxed MML estimator almost coincides with the MSE of the global MLE. On the
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Fig. 5: Run time comparisons for GML and RMML estimators. In panel (a) the logdetPPA solver
is used, and in panel (b) the iterative regression algorithm is used. In both figures, solid lines denote
the runtime scaling of the sequential version of the algorithm, while the dashed lines denote runtime
scaling for a parallelized version with four cores. In both figures, the runtime of the GML estimator
is super-linear in p, while the RMML estimator exhibits linear scaling in p, and the runtime is further
reduced by a factor approximately equal to the number of cores used. All experiments are implemented
in a Matlab environment.
other hand, for small-world networks, the dimensions of the two-hop neighborhoods grow as fast as p.
In this case, a noticeable gap emerges between the global MLE and the two-hop relaxed MML estimator.
These graphs are known to be harder to learn through distributed algorithms. The two-hop relaxed MML
estimator still outperforms the other distributed algorithms by a large margin.
Next, we apply the estimators to a real-world sensor network. The IntelLab dataset [27] contains
temperature information from a sensor network of 54 nodes deployed in the Intel Berkeley Research lab
between February 28 and April 5, 2004. This dataset is known to be very difficult with missing data,
noise and failed sensors. We select 50 sensors with relatively stable and regular measurements. To obtain
a target concentration matrix, we use 1800 consecutive samples per sensor, interpolate the missing or
failed readings and de-trend the data using a local rectangular window of 10 samples. Next, we compute
the sample covariance and invert it to obtain a sample concentration matrix. This concentration matrix
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is then thresholded to yield a ground truth graphical model with a sparsity level of 70% zeros. Using
knowledge of the sparsity and sampling from the original 1800 samples, we estimate the concentration
matrix using the same estimators as before. As shown in Figure 3(d), the proposed two-hop relaxed MML
estimator still gives a very tight approximation to the centralized GML estimator and its advantage over
other distributed estimators is obvious.
We investigate the robustness of the centralized and distributed estimators in the presence of model
mismatch. The nominal precision matrix J corresponds to a four-nearest-neighbor graphical model with
p = 200 as in the previous experiments. We add ±0.1 random perturbations to the non-edge components
of the nominal precision matrix (also with minimal diagonal loading to ensure positive definiteness), then
generate samples from the perturbed model. The different estimation algorithms are applied assuming
the nominal graph structure and the resulting MSEs are plotted with respect to the nominal model. The
MSEs of all estimators (using samples from both the original and perturbed models, respectively) are
reported in Figure 4. All errors are averaged across 50 randomized experiments. As can be seen, the
model mismatch leads to estimation bias for both centralized and distributed estimators. The magnitudes
of the model mismatch bias for all estimators are comparable, as predicted by the theoretical analysis in
Sec. IV-C. These experiment results confirm the robustness of the proposed distributed algorithm.
We next turn to computational comparisons. In the following experiments, we illustrate the compu-
tational gain of our distributed estimator over the centralized one through two runtime comparisons
performed in Matlab. Our main focus is on the relative scaling of the runtime with respect to the number
of nodes p for different estimators. We consider two algorithms for solving both the centralized GML
problem and the local RMML problems. The first is an interior point algorithm implemented in the
solver logdetPPA [29], which is specially designed for solving log det-SDPs. The second algorithm is
the iterative regression approach in [26] for solving the covariance selection problem [10] with known
structure. In both experiments, the graphical model is a four-NN graph with similar parameter settings
as before. We compare the total runtime of the GML estimator and that of different versions of RMML
estimators. For the RMML estimators, we implement a sequential and a parallel version using the parfor
function in Matlab. The results are reported in Figure 5. As expected, the runtime of the GML estimator is
at least linear in p and the generic solver appears to be much more expensive than the iterative regression
algorithm for this particular task. The total cost of the RMML estimator without parallelization is also
linear in p, and is slightly higher than the GML estimator. However, when four-core parallelization is used,
the run time is approximately reduced by a factor of four, resulting in lower computational complexity
after p > 500.
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It is expected that with a higher degree of parallelization, the run time of the proposed RMML estimator
will continue to decrease almost linearly with the number of cores. As discussed in Section V, all local
RMML problems can be solved in parallel without the need for any iterative message-passing. There-
fore the communication overhead is minimal, consisting of the final concatenation and symmetrization
steps (16) and (18).
VII. CONCLUSION
We have proposed a distributed MML framework for estimating the concentration matrix in Gaussian
graphical models. The proposed method solves a convex relaxation of a marginal likelihood maximization
problem independently in each local neighborhood. A global estimate is then obtained by combining the
local estimates via a single round of local averaging. The proposed estimator is shown to be statistically
consistent and computationally efficient. In particular, we have shown that the statistical convergence rate
of our estimator is comparable to that of the more expensive centralized maximum likelihood estimator.
Likewise in numerical experiments, a two-hop version of the distributed estimator is seen to be sufficient
to attain centralized performance. Its improved performance relative to existing distributed estimators is
also illustrated.
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APPENDIX A
PROOF OF THEOREM 1
Proof: Consider the following set of sparse positive semidefinite matrices with respect to a non-zero
element set R:
KR := {K | K  0,K(j,k) = 0,∀(j, k) /∈ R}.
We first note that, when R is taken to be the relaxed edge set of a neighborhood as defined in (13), then
the true marginal concentration matrix corresponding to the neighborhood, K∗ = (Σ∗N ,N )
−1, must belong
to the set KR. This can be seen from the fact that the true global concentration matrix J∗ conforms to the
sparsity pattern specified by E˜ and from relations (10) and (11). Therefore the proposed relaxed MML
problem (14) is equivalent to a standard ML problem with respect to a GGM distribution parameterized
by matrix K ∈ KR, with K∗ being the population parameter. Then the asymptotic consistency, normality
and efficiency of the proposed relaxed MML estimator (with respect to the local problem) all follow
from the standard asymptotic analysis of the ML estimator [23]. In particular, the variances of the errors
achieve the diagonal elements of the inverse Fisher information matrix F defined in Eq. (20) (see [30] for
the derivation). Finally by extracting and summing the variances corresponding to the row parameters, we
obtain the expression for the asymptotic mean squared Frobenius error of the proposed global estimator
ĴRelax.
APPENDIX B
PROOF OF THEOREM 2
Proof: We first consider the case of k = 1, i.e., we compare the asymptotic variances of the one-hop
and two-hop RMML estimators. Subsequently we generalize the arguments to k > 1 and to the global
ML estimator. Suppressing the index i for local neighborhoods, let Bj ,N j be the sets of buffer and all
nodes (i.e. variables) with respect to the j-hop neighborhood, respectively (j = 1, 2).
Next we define some set notation for edge parameters. Let Ej = E˜ ∩ (N j ×N j) denote the subset of
edges in E˜ with both endpoints in N j . Let Bj be the set of all possible edges connecting j-hop buffer
nodes, i.e. Bj := Bj×Bj . Recall from (15) that L denotes the set of row parameters, which is defined as
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L = E1\B1. Finally note that the (j-hop) relaxed edge sets defined in Eq. (13) are related to the above
two sets as Rj := Ej ∪Bj , j = 1, 2.
We augment the two-hop neighborhood graph by adding all edges among one-hop buffer nodes and
among two-hop buffer nodes that are not already in E2 (see Figure 6 for an illustration). This augmented
edge set is denoted as E2 := E2 ∪ B1 ∪ B2. After this augmentation, the one-hop buffer clique B1
separates the two-hop neighborhood graph into two components and a non-overlapping decomposition
follows:
E2 = [L,B1,︸ ︷︷ ︸
C1=R1
C2︷ ︸︸ ︷
(E2\E1) ∪B2], (31)
where we define two subsets C1 and C2. The augmented two-hop neighborhood graph is therefore
decomposed by (C1\B1, B1, C2\B1) [3, Def. 2.1].
i
C1
C2
Fig. 6: Illustration of the graph augmentation in the proof of Theorem 2. Dashed red lines indicate
the added edges, and dashed blue contours indicate the sets C1 and C2, which intersect at the one-hop
separator clique formed by red nodes.
Similar to Theorem 1, the asymptotic error covariance matrix of the RMML estimator for the augmented
two-hop neighborhood is the inverse of corresponding Fisher information matrix (FIM), denoted as F. By
Proposition 5.8 in [3], the decomposability of the augmented graph leads to the following decomposition
of the inverse of FIM:
F
−1
=
[
(FC1,C1)
−1]0 + [(FC2,C2)−1]0 − [(FB1,B1)−1]0 ,
where [·]0 appropriately zero-pads its argument to conform to the dimensions of F−1.
Restricting this relation to the row parameters L, we have
F
−1
L,L = (FC1,C1)
−1
L,L, (32)
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since the row parameters are only contained in C1. Noting that set C1 is equivalent to the one-hop relaxed
edge set R1, then
F
−1
L,L = (FC1,C1)
−1
L,L = (FR1,R1)
−1
L,L. (33)
Therefore, from Theorem 1 we have that the asymptotic mean squared error of the RMML estimator
using the augmented graph is the same as that of the one-hop RMML estimator.
On the other hand, the augmented edge set E2 is different from the relaxed edge set R2 only in the
one-hop buffer clique B1. Therefore another possible decomposition of the augmented edge set is (after
re-ordering):
E2 = [L,E1\L, (E2\E1) ∪B2︸ ︷︷ ︸
R2
, B1\E1︸ ︷︷ ︸
D
], (34)
where we define the difference set as D. Then using a property of Schur complements of positive
semidefinite matrices, the variance matrix corresponding to R2 (i.e. the non-zero pattern of the two-hop
RMML estimator) satisfies
F
−1
R2,R2 =
(
FR2,R2 − FR2,D(FD,D)−1FD,R2
)−1
 (FR2,R2)−1 . (35)
Restricting this relation to the submatrix indexed by set L, we have
F
−1
L,L 
(
FR2,R2
)−1
L,L
. (36)
Now combining Eq. (33), Eq. (36) and Theorem 1, we can conclude that the asymptotic variance of the
one-hop RMML estimator (i.e. the mean squared error) is larger than that of the two-hop estimator.
Similar arguments can be established for comparing the asymptotic variances of the two-hop RMML
and the GML estimators, which shows that the asymptotic variance of RMML estimator is larger than
that of the GML estimator. The above proof can be easily generalized to arbitrary k-hop neighborhoods.
APPENDIX C
PROOF OF THEOREM 3
The key ingredient in proving Theorem 3 is the following lemma, which provides a bound for the
error of the RMML estimator K̂Relax (14) in a given local neighborhood (the neighborhood index i is
suppressed). Let Σ∗ be the true global covariance matrix, and K∗ be the true marginal precision matrix
corresponding to the given neighborhood.
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Lemma 1. For a given local neighborhood N , if∥∥∥(Σ̂(T ) −Σ∗)
R
∥∥∥
∞
≤ Σ ≤ 1
9κ
√|R| , (37)
we have ∥∥∥K̂Relax −K∗∥∥∥
F
≤ 9κ2Σ
√
|R|. (38)
The proof of Lemma 1 is given in Appendix D. The above lemma is deterministic in nature. To ensure
that assumption (37) is satisfied with high probability when the sample covariance Σ̂(T ) is random, we
make use of the following concentration result for Gaussian random variables by Ravikumar et al. [13]:
Lemma 2. For a p-dimensional Gaussian random vector with covariance matrix Σ∗, the sample covari-
ance matrix obtained from T samples Σ̂(T ) satisfies
P
{
|Σ̂(T )i,j −Σ∗i,j | > 
}
≤ 4 exp
(
− T · 
2
3200σ2
)
, (39)
for all  ∈ (0, 40σ), where σ := maxi=1,...,p Σ∗i,i.
Now we are ready to prove Theorem 3.
Proof: (Theorem 3) Given the condition (26) on T , we have
C
√
3200σ2 log p2
T
≤ 40σ. (40)
Then applying Lemma 2 and the union bound, we have
P
{∥∥∥∥(Σ̂(T ) −Σ∗)Ri
∥∥∥∥
∞
≤ C
√
3200σ2 log p2
T
}
≥ P
{∥∥∥Σ̂(T ) −Σ∗∥∥∥
∞
≤ C
√
3200σ2 log p2
T
}
≥ 1− 4
p2(C2−1)
.
(41)
Conditioned on the event in (41), condition (26) also guarantees that (37) holds for all local neighborhoods.
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Then the total Frobenius error in the global estimate ĴRelax can be bounded by Lemma 1:
‖ĴRelax − J∗‖F (i)=
(
p∑
i=1
‖(ĴRelax − J∗)Li‖2F
)1/2
(ii)
=
(
p∑
i=1
‖(K̂Relax −K∗)Li‖2F
)1/2
(Lem. 1)
≤
 p∑
i=1
(
9κ2C
√
3200σ2|Ri| log p2
T
)21/2
≤ 720C · κ2σ
√
r log p
T
,
where identity (i) is due to the fact that the global estimator is a concatenation of non-overlapping row
parameter sets (see Eq. (15) for definition of Li’s), equality (ii) is due to our construction of ĴRelax from
K̂Relax (see Eq. (16)), and the fact that row parameters are always protected.
APPENDIX D
PROOF OF LEMMA 1
Proof: The main idea of this proof is inspired by [14]. The difference is that we focus on the local
RMML problem, rather than the global ML problem (which is studied in [14]). Define the marginal
likelihood function for a local neighborhood N as L(K) = 〈Σ̂(T )N ,N ,K〉 − log det(K), where we super-
script the sample covariance to emphasize that it is obtained from T samples.
Recall K∗ :=
(
Σ∗N ,N
)−1
is the local marginal precision matrix. Define the shorthand notation for the
local RMML estimate as K̂ := K̂Relax.
Consider the function Q(∆) := L(K∗ + ∆)− L(K∗), where ∆ respects the sparsity structure of the
RMML problem, i.e. ∆RC = 0 and ∆ = ∆T . Let 0 < δ ≤ κ be a given radius, define the following set
C(δ) := {∆ | ∆RC = 0,∆ = ∆T , ‖∆‖F = δ}, (42)
where R is the local relaxed edge set. Note that C(δ) defines a sphere, not a ball.
Note that Q(∆) is a convex function of ∆. By construction we have Q(0) = 0, and the optimality of
K̂Relax implies that Q(∆̂) ≤ Q(0) = 0, where we define ∆̂ := K̂−K∗. Then if we can establish that
inf
∆∈C(δ)
Q(∆) > 0,
then the optimal error matrix ∆̂ must lie inside the sphere defined by C(δ) by convexity of Q, implying
that ‖∆̂‖F ≤ δ. Now it suffices to find a suitable radius δ > 0 such that Q(∆) is lower-bounded from
zero for all ∆ ∈ C(δ).
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Since
Q(∆) = L(K∗ + ∆)− L(K∗)
= 〈Σ̂(T )N ,N ,∆〉 − (log det(K∗ + ∆)− log det(K∗)).
Similar to [14], we make use of the Taylor’s theorem for the log det(·) function
log det(K∗ + ∆)− log det(K∗) = 〈(K∗)−1,∆〉−
−→
∆T
[∫ 1
0
(1− t)(K∗ + t∆)−1 ⊗ (K∗ + t∆)−1dt
]−→
∆ , (43)
where ⊗ denotes the Kronecker product, and −→∆ is the properly vectorized form of matrix ∆.
Using this identity, we have
Q(∆) = 〈Σ̂(T )N ,N − (K∗)−1,∆〉︸ ︷︷ ︸
T1
+
−→
∆T
[∫ 1
0
(1− t)(K∗ + t∆)−1 ⊗ (K∗ + t∆)−1dt
]−→
∆︸ ︷︷ ︸
T2
. (44)
Next we bound T1 and T2 defined above separately.
For T1, notice that the difference matrix ∆ is non-zero only in a restricted set R, therefore it reduces
to a lower-dimensional inner product:
|T1| = |〈(Σ̂(T ) −Σ∗)R,∆R〉|
(i)
≤ ‖(Σ̂(T ) −Σ∗)R‖∞ · ‖∆R‖1
Eq.(37)
≤ Σ ·
√
|R| · ‖∆‖F ,
(45)
where (i) is due to the duality between norms ‖ · ‖∞ and ‖ · ‖1.
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For T2, we follow similar derivations as in [14]:
T2 ≥ ‖∆‖2F · λmin
(∫ 1
0
(1− t)(K∗ + t∆)−1 ⊗ (K∗ + t∆)−1dt
)
(i)
≥ ‖∆‖2F
∫ 1
0
(1− t)λ2min
(
(K∗ + t∆)−1
)
dt
≥ 1
2
‖∆‖2F min
0≤t≤1
λ2min
(
(K∗ + t∆)−1
)
(ii)
≥ 1
2
‖∆‖2F min‖∆˜‖F≤δ
λ2min
(
(K∗ + ∆˜)−1
)
≥ 1
2
‖∆‖2F min‖∆˜‖F≤δ
‖K∗ + ∆˜‖−22
≥ 1
2
‖∆‖2F min‖∆˜‖F≤δ
(‖K∗‖2 + ‖∆˜‖2)−2
(iii)
≥ 1
2
‖∆‖2F min‖∆˜‖F≤δ
(κ+ ‖∆˜‖F )−2
=
1
8κ2
‖∆‖2F ,
(46)
where (i) follows the eigenvalue property of Kronecker product, (ii) is due to the fact that ∆ ∈ C(δ),
(iii) is due to the interlacing property of eigenvalues of sub-matrices
‖K∗‖2 = 1
λmin(Σ∗N ,N )
≤ 1
λmin(Σ∗)
= ‖J∗‖2 = κ, (47)
The last inequality is due to construction, i.e. δ ≤ κ.
Now Q(∆) can be bounded by
Q(∆) ≥ −Σ ·
√
|R| · ‖∆‖F + 1
8κ2
‖∆‖2F (48)
= ‖∆‖F
(
1
8κ2
‖∆‖F − Σ ·
√
|R|
)
. (49)
The proof is complete if the RHS can be lower bounded away from zero. It can be verified that with
the choice of Σ as in (37), letting δ = 9κ2Σ
√|R| suffices. Therefore ‖∆̂‖F ≤ δ = 9κ2Σ√|R|.
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