We prove that any polynomial-time α(n)-approximation algorithm for the n-vertex metric asymmetric Traveling Salesperson Problem yields a polynomial-time O(α(C))-approximation algorithm for the mixed and windy Capacitated Arc Routing Problem, where C is the number of weakly connected components in the subgraph induced by the positive-demand arcs-a small number in many applications. In conjunction with known results, we obtain constant-factor approximations for C ∈ O(log n) and O log C/log log C -approximations in general. Experiments show that our algorithm, together with several heuristic enhancements, outperforms many previous polynomial-time heuristics. Finally, since the solution quality achievable in polynomial time appears to mainly depend on C and since C = 1 in almost all benchmark instances, we propose the Ob benchmark set, simulating cities that are divided into several components by a river.
Introduction
Golden and Wong [25] introduced the Capacitated Arc Routing Problem (CARP) in order to model the search for minimum-cost routes for vehicles of equal capacity that are initially located in a vehicle depot and have to serve all "customer" demands. Applications of CARP include snow plowing, waste collection, meter reading, and newspaper delivery [12] . Herein, the customer * A preliminary version of this article appeared in the Proceedings of the 15th Workshop on Algorithmic Approaches for Transportation Modeling, Optimization, and Systems (ATMOS'15) [8] . This version describes several algorithmic enhancements, contains an experimental evaluation of our algorithm, and provides a new benchmark data set. demands require that roads of a road network are served. The road network is modeled as a graph whose edges represent roads and whose vertices can be thought of as road intersections. The customer demands are modeled as positive integers assigned to edges. Moreover, each edge has a cost for traveling along it.
Problem 1.1 (Capacitated Arc Routing Problem (CARP)).
Instance: An undirected graph G = (V, E), a depot vertex v 0 ∈ V, travel costs c : E → N ∪ {0}, edge demands d : E → N ∪ {0}, and a vehicle capacity Q. Task: Find a set W of closed walks in G, each corresponding to the route of one vehicle and passing through the depot vertex v 0 , and find a serving function s : W → 2 E determining for each closed walk w ∈ W the subset s(w) of edges served by w such that -w∈W c(w) is minimized, where c(w) := i=1 c(e i ) for a walk w = (e 1 , e 2 , . . . , e ) ∈ E , -e∈s(w) d(e) ≤ Q, and -each edge e with d(e) > 0 is served by exactly one walk in W.
Note that vehicle routes may traverse each vertex or edge of the input graph multiple times. Well-known special cases of CARP are the NP-hard Rural Postman Problem (RPP) [32] , where the vehicle capacity is unbounded and, hence, the goal is to find a shortest possible route for one vehicle that visits all positive-demand edges, and the polynomial-time solvable Chinese Postman Problem (CPP) [18, 19] , where additionally all edges have positive demand.
Mixed and windy variants
CARP is polynomial-time constant-factor approximable [6, 31, 41] . However, as noted by van Bevern et al. [7, Challenge 5] in a recent survey on the computational complexity of arc routing problems, the polynomial-time approximability of CARP in directed, mixed, and windy graphs is open. Herein, a mixed graph may contain directed arcs in addition to undirected edges for the purpose of modeling one-way roads or the requirement of servicing a road in a specific direction or in both directions. In a windy graph, the cost for traversing an undirected edge {u, v} in the direction from u to v may be different from the cost for traversing it in the opposite direction (this models sloped roads, for example). In this work, we study approximation algorithms for mixed and windy variants of CARP. To formally state these problems, we need some terminology related to mixed graphs.
Definition 1.2 (Walks in mixed and windy graphs).
A mixed graph is a triple G = (V, E, A), where V is a set of vertices, E ⊆ {{u, v} | u, v ∈ V} is a set of (undirected) edges, A ⊆ V ×V is a set of (directed) arcs (that might contain loops), and no pair of vertices has an arc and an edge between them. The head of an arc (u, v) ∈ V × V is v, its tail is u.
A walk in G is a sequence w = (a 1 , a 2 , . . . , a ) such that, for each a i = (u, v), 1 ≤ i ≤ , we have (u, v) ∈ A or {u, v} ∈ E, and such that the tail of a i is the head of a i−1 for 1 < i ≤ . If (u, v) occurs in w, then we say that w traverses the arc (u, v) ∈ A or the edge {u, v} ∈ E. If the tail of a 1 is the head of a , then we call w a closed walk.
Denoting by c : V × V → N ∪ {0, ∞} the travel cost between vertices of G, the cost of a walk w = (a 1 , . . . , a ) is c(w) := i=1 c(a i ). The cost of a set W of walks is c(W) := w∈W c(w).
We study approximation algorithms for the following problem.
Problem 1.3 (Mixed and windy CARP (MWCARP)).
Instance: A mixed graph G = (V, E, A), a depot vertex v 0 ∈ V, travel costs c : V × V → N ∪ {0, ∞}, demands d : E ∪ A → N ∪ {0}, and a vehicle capacity Q. Task: Find a minimum-cost set W of closed walks in G, each passing through the depot vertex v 0 , and a serving function s : W → 2 E∪A determining for each walk w ∈ W the subset s(w) of the edges and arcs it serves such that -e∈s(w) d(e) ≤ Q, and -each edge or arc e with d(e) > 0 is served by exactly one walk in W.
For brevity, we use the term "arc" to refer to both undirected edges and directed arcs. Besides studying the approximability of MWCARP, we also consider the following special cases. If the vehicle capacity Q in MWCARP is unlimited (that is, larger than the sum of all demands) and the depot v 0 is incident to a positive-demand arc, then one obtains the mixed and windy Rural Postman Problem (MWRPP):
Problem 1.4 (Mixed and windy RPP (MWRPP)).
Instance: A mixed graph G = (V, E, A) with travel costs c : V × V → N ∪ {0, ∞} and a set R ⊆ E ∪ A of required arcs. Task: Find a minimum-cost closed walk in G traversing all arcs in R.
If, furthermore, E = ∅ in MWRPP, then we obtain the directed Rural Postman Problem (DRPP) and if R = E ∪ A, then we obtain the mixed Chinese Postman Problem (MCPP).
An obstacle: approximating metric asymmetric TSP
Aiming for good approximate solutions for MWCARP, we have to be aware of the strong relation of its special case DRPP to the following variant of the Traveling Salesperson Problem (TSP):
Problem 1.5 (Metric asymmetric TSP ( -ATSP)).
Instance: A set V of vertices and travel costs c : V ×V → N∪{0} satisfying the triangle inequality c(u, v) ≤ c(u, w) + c(w, v) for all u, v, w ∈ V. Task: Find a minimum-cost cycle that visits every vertex in V exactly once.
Already Christofides et al. [11] observed that DRPP is a generalization of -ATSP. In fact, DRPP is at least as hard to approximate as -ATSP: Given a -ATSP instance, one obtains an equivalent DRPP instance by simply adding a zero-cost loop to each vertex and by adding these loops to the set R of required arcs. This leads to the following observation.
Observation 1.6. Any α(n)-approximation for n-vertex DRPP yields an α(n)-approximation for n-vertex -ATSP.
Interestingly, the constant-factor approximability of -ATSP is a long-standing open problem and the O(log n/ log log n)-approximation by Asadpour et al. [2] from 2010 is the first asymptotic improvement over the O(log n)-approximation by Frieze et al. [24] from 1982. Thus, the constant-factor approximations for (undirected) CARP [6, 31, 41] and MCPP [37] cannot be simply carried over to MWRPP or MWCARP.
Our contributions
As discussed in Section 1.2, any α(n)-approximation for n-vertex DRPP yields an α(n)-approximation for n-vertex -ATSP. We first contribute the following theorem for the converse direction.
(ii) n-vertex MWRPP is (α(C) + 3)-approximable in t(C) + O(n 3 log n) time, and
where C is the number of weakly connected components in the subgraph induced by the positive-demand arcs and edges.
The approximation factors in Theorem 1.7(iii) and Corollary 1.8 below are rather large. Yet in the experiments described in Section 5, the relative error of the algorithm was always below 5/4. We prove Theorem 1.7(i-ii) in Section 3 and Theorem 1.7(iii) in Section 4. Given Theorem 1.7 and Observation 1.6, the solution quality achievable in polynomial time appears to mainly depend on the number C. The number C is small in several applications, for example, when routing street sweepers and snow plows. Indeed, we found C = 1 in all but one instance of the benchmark sets mval and lpr of Belenguer et al. [4] and egl-large of Brandão and Eglese [10] . This makes the following corollary particularly interesting. Corollary 1.8. MWCARP is 35-approximable in O(2 C C 2 + n 3 log n) time, that is, constant-factor approximable in polynomial time for C ∈ O(log n). Corollary 1.8 follows from Theorem 1.7 and the exact O(2 n n 2 )-time algorithm for n-vertex -ATSP by Bellman [5] and Held and Karp [30] . It is "tight" in the sense that finding polynomialtime constant-factor approximations for MWCARP in general would, via Observation 1.6, answer a question open since 1982 and that computing optimal solutions of MWCARP is NP-hard even if C = 1 [7] .
In Section 5, we evaluate our algorithm on the mval, lpr, and egl-large benchmark sets and find that it outperforms many previous polynomial-time heuristics. Some instances are solved to optimality. Moreover, since we found that the solution quality achievable in polynomial time appears to crucially depend on the parameter C and almost all of the above benchmark instances have C = 1, we propose a method for generating benchmark instances that simulate cities separated into few components by a river, resulting in the Ob benchmark set.
Related work
Several polynomial-time heuristics for variants of CARP are known [4, 10, 25, 34] and, in particular, used for computing initial solutions for more time-consuming local search and genetic algorithms [4, 10] . Most heuristics are improved variants of three basic approaches:
Augment and merge heuristics start out with small vehicle tours, each serving one positive-demand arc, then successively grow and merge these tours while maintaining capacity constraints [25] .
Path scanning heuristics grow vehicle tours by successively augmenting them with the "most promising" positivedemand arc [26] , for example, by the arc that is closest to the previously added arc.
Route first, cluster second approaches first construct a giant tour that visits all positive-demand arcs, which can then be split optimally into subsegments satisfying capacity constraints [3, 40] .
The giant tour for the "route first, cluster second" approach can be computed heuristically [4, 10] , yet when computing it using a constant-factor approximation for the undirected RPP, one can split it to obtain a constant-factor approximation for the undirected CARP [31, 41] . Notably, the "route first, cluster second" approach is the only one known to yield solutions of guaranteed quality for CARP in polynomial time. One barrier for generalizing this result to MWCARP is that already approximating MWRPP is challenging (see Section 1.2). Indeed, the only polynomial-time algorithms with guaranteed solution quality for arc routing problems in mixed graphs are for variants to which Observation 1.6 does not apply since all arcs and edges have to be served [15, 37] . Our algorithm follows the "route first, cluster second" approach: We first compute an approximate giant tour using Theorem 1.7(ii) and then, analogously to the approximation algorithms for undirected CARP [31, 41] , split it to obtain Theorem 1.7(iii). However, since the analyses of the approximation factor for undirected CARP rely on symmetric distances between vertices [31, 41] , our analysis is fundamentally different. Our experiments show that computing the giant tour using Theorem 1.7(ii) is beneficial compared to computing it heuristically like Belenguer et al. [4] and Brandão and Eglese [10] .
Notably, the approximation factor of Theorem 1.7 depends on the number C of connected components in the graph induced by positive-demand arcs. This number C is small in many applications and benchmark data sets, a fact that inspired the development of exact exponential-time algorithms for RPP which are efficient when C is small [21, 28, 38, 39] . Orloff [35] noticed already in 1976 that the number C is a determining factor for the computational complexity of RPP. Theorem 1.7 shows that it is also a determining factor for the solution quality achievable in polynomial time.
In terms of parameterized complexity theory [14, 17] , one can interpret Corollary 1.8 as a fixed-parameter constant-factor approximation algorithm [33] for MWCARP parameterized by C.
Preliminaries
Although we consider problems on mixed graphs as defined in Definition 1.2, in some of our proofs we use more general mixed multigraphs G = (V, E, A) with a set V =: V(G) of vertices, a multiset E =: E(G) over {{u, v} | u, v ∈ V} of (undirected) edges, a multiset A =: A(G) over V × V of (directed) arcs that may contain self-loops, and travel costs c :
From Definition 1.2, recall the definition of walks in mixed graphs. An Euler tour for G is a closed walk that traverses each arc and each edge of G exactly as often as it is present in G. A graph is Eulerian if it allows for an Euler tour. Let w = (a 1 , a 2 , . . . , a ) be a walk. The starting point of w is the tail of a 1 , the end point of w is the head of a . A segment of w is a consecutive subsequence of w. Two segments w 1 = (a i , . . . , a j ) and w 2 = (a i , . . . , a j ) of the walk w are non-overlapping if j < i or j < i. Note that two segments of w might be nonoverlapping yet share arcs if w contains an arc several times. The distance dist G (u, v) from vertex u to vertex v of G is the minimum cost of a walk in G starting in u and ending in v.
The underlying undirected (multi)graph of G is obtained by replacing all directed arcs by undirected edges. Two vertices u, v of G are (weakly) connected if there is a walk starting in u and ending in v in the underlying undirected graph of G. A (weakly) connected component of G is a maximal subgraph of G in which all vertices are mutually (weakly) connected.
For a multiset R ⊆ V × V of arcs, G[R] is the directed multigraph consisting of the arcs in R and their incident vertices of G. We say that G[R] is the graph induced by the arcs in R. For a walk w = (a 1 , . . . , a ) in G, G[w] is the directed multigraph consisting of the arcs a 1 , . . . , a and their incident vertices, where G[w] contains each arc with the multiplicity it occurs in w. Note that G[R] and G[w] might contain arcs with a higher multiplicity than G and, therefore, are not necessarily sub(multi)graphs of G. Finally, the cost of a multiset R is c(R) := a∈R ν(a)c(a), where ν(a) is the multiplicity of a in R.
Rural Postman
This section presents our approximation algorithms for DRPP and MWRPP, thus proving Theorem 1.7(i) and (ii). Section 3.1 shows an algorithm for the special case of DRPP where the required arcs induce a subgraph with Eulerian connected components. Sections 3.2 and 3.3 subsequently generalize this al-gorithm to DRPP and MWRPP by adding to the set of required arcs an arc set of minimum weight so that the required arcs induce a graph with Eulerian connected components.
Special case: Required arcs induce Eulerian components
To turn α(n)-approximations for n-vertex -ATSP into (α(C)+1)-approximations for this special case of DRPP, we use Algorithm 3.1. The two main steps of the algorithm are illustrated in Figure 3 .1: The algorithm first computes an Euler tour for each connected component of the graph G[R] induced by the set R of required arcs and then connects them using an approximate -ATSP tour on a vertex set V R containing (at least) one vertex of each connected component of G [R] .
The following Lemma 3.1 gives a bound on the cost of the solution returned by Algorithm 3.1. Algorithm 3.1 and Lemma 3.1 are more general than necessary for this special case of DRPP. In particular, we will not exploit yet that they allow R to be a multiset and V R to contain more than one vertex of each connected component of G [R] . This will become relevant in Section 3.2, when we use Algorithm 3.1 as a subprocedure to solve the general DRPP. If n-vertex -ATSP is α(n)-approximable in t(n) time, then Algorithm 3.1 applied to (G, c, R) and V R returns a closed walk of cost at most c(R)
time that traverses all arcs of R.
Proof. We first show that the closed walk T returned by Algo- be an optimal solution for the -ATSP instance (V R , c ). If we consider the closed walkT V R that visits the vertices V R of the -ATSP instance (V R , c ) in the same order asT , we get c (T
Regarding the running time, observe that the instance (V R , c ) in line 1 can be constructed in O(n 3 ) time using the FloydWarshall all-pair shortest path algorithm [20] , which dominates all other steps of the algorithm except for, possibly, line 1.
consists of Eulerian connected components: Pick V R to contain exactly one vertex of each of the C connected components of G [R] . Since an optimal solution T * for I visits the vertices V R and satisfies c(R) ≤ c(T * ), Algorithm 3.1 yields a solution of cost at most c(T
Directed Rural Postman
In the previous section, we proved Theorem 1. Definition 3.2 (Balance). We denote the balance of a vertex v in a graph G as
We call a vertex v balanced if balance
in which all vertices are balanced and since a directed connected multigraph is Eulerian if and only if all its vertices are balanced, we immediately obtain the below observation. Herein and in the following, for two (multi-)sets X and Y, X Y is the multiset obtained by adding the multiplicities of each element in X and Y. . It is well known that the first step can be modeled using the Uncapacitated Minimum-Cost Flow Problem [11, 13, 16, 19, 22] :
Equation ( If n-vertex -ATSP is α(n)-approximable in t(n) time, then Algorithm 3.2 applied to I and V R returns a feasible solution of cost at most c(
Proof. For the sake of self-containment, we first prove that Al- Thus, from a multiset R of arcs such that G[R R ] is balanced, we get a feasible flow f for I by setting f (v, w) to the multiplicity of the arc (v, w) in R . From a feasible flow f for I , we get a multiset R of arcs such that G[R R ] is balanced by adding to R each arc (v, w) with multiplicity f (v, w). We conclude that the arc multiset R * computed in line 2 is a minimum-cost set such that G[R R * ] is balanced: A set of lower cost would yield a flow cheaper than the optimum flow f computed in line 2.
We use the optimality of R * to give an upper bound on the cost of the closed walk T computed in line 2. Since V R contains exactly one vertex of each connected component of G[R], it contains at least one vertex of each connected component of G[R R * ]. Therefore, Algorithm 3.1 is applicable to (G, c, R R * ) and, by Lemma 3.1, yields a closed walk in G traversing all arcs in R R * and having cost at most c(R R
. This is a feasible solution for (G, c, R) and, since by Observation 3.3, we have c(R R * ) ≤ c(T ), it follows that this feasible solution has cost at most c(T ) + α(C) · c(T ).
Finally, the running time of Algorithm 3.2 follows from the fact that the minimum-cost flow in line 2 is computable in O(n 3 log n) time [1, Theorem 10.34] and that Algorithm 3.1 runs in t(C) + O(n 3 ) time (Lemma 3.1).
We may now prove Theorem 1.7(i).
Proof of Theorem 1.7(i). Let (G, c, R) be an instance of DRPP and let V R be a set of vertices containing exactly one vertex of each connected component of G [R] . An optimal solution T * for I contains all arcs in R and all vertices in V R and hence, by Lemma 3.5, Algorithm 3.2 computes a feasible solution T with
Before generalizing Algorithm 3.2 to MWRPP, we point out two design choices in the algorithm that allowed us to prove an approximation factor. Algorithm 3.2 has two steps: It first adds a minimum-weight set R * of required arcs so that G[R R * ] has Eulerian connected components. Then, these connected components are connected using a cycle via Algorithm 3.1.
In the first step, it might be tempting to add a minimumweight set R of required arcs so that each connected component of In the second step, it is crucial to connect the connected components of G[R R * ] using a cycle. Christofides et al. [11] and Corberán et al. [13] , for example, reverse the two phases of the algorithm and first join the connected components of G[R] using a minimum-weight arborescence or spanning tree, respectively. This, however, may increase the imbalance of vertices and, thus, the weight of the arc set R * that has to be added in their second phase in order to balance the vertices of G[R R * ]. Interestingly, the heuristic of Corberán et al. [13] aims to find a minimum-weight connecting arc set so that the resulting graph can be balanced at low extra cost and already Pearn and Wu [36] pointed out that, in context of the (undirected) RPP, reversing the steps in the algorithm of Christofides et al. [11] can be beneficial.
Mixed and windy Rural Postman
In the previous section, we presented Algorithm 3.2 for DRPP in order to prove Theorem 1.7(i). We now generalize it to MWRPP in order to prove Theorem 1.7(ii).
To this end, we replace each undirected edge {u, v} in an MWRPP instance by two directed arcs (u, v) and (v, u), where we force the undirected required edges of the MWRPP instance to be traversed in the cheaper direction: (ii) for each feasible solution T for I, there is a feasible solution T for I with c(T ) < 3c(T ).
Proof. Statement (i) is obvious since each required edge of I is served by T in at least one direction. Moreover, the cost functions in I and I are the same. Towards (ii), let T be a feasible solution for I, that is, T is a closed walk that traverses all required arcs and edges of I. We show how to transform T into a feasible solution for I . Let (u, v) be an arbitrary required arc of I that is not traversed by T . Then, I contains a required edge {u, v} and T contains arc (v, u) of I . Moreover, c(u, v) ≤ c(v, u). Thus, we can replace (v,
Using Lemma 3.6, it is easy to prove Theorem 1.7(ii).
Proof of Theorem 1.7(ii). Given an MWRPP instance I = (G, c, R), compute a DRPP instance I := (G , c, R ) as described in Lemma 3.6. This can be done in linear time.
Let V R be a set of vertices containing exactly one vertex of each connected component of G [R ] and let T * be an optimal solution for I. Observe that T * is not necessarily a feasible solution for I , since it might serve required arcs of I in the wrong direction. Yet T * is a closed walk in G visiting all vertices of V R . Moreover, by Lemma 3.6, I has a feasible solution T with c(T ) ≤ 3c(T * ). Thus, applying Algorithm 3.2 to I and V R yields a feasible solution T of cost at most c(
Finally, T is also a feasible solution for I by Lemma 3.6.
Remark 3.7. If a required edge {u, v} has c(u, v) = c(v, u), then we replace it by two arcs (u, v) and (v, u) in the input graph G and replace {u, v} by an arbitrary one of them in the set R of required arcs without influencing the approximation factor. This gives a lot of room for experimenting with heuristics that "optimally" orient undirected required edges when converting MWRPP to DRPP [13, 34] . Indeed, we will do so in Section 5.
Capacitated Arc Routing
We now present our approximation algorithm for MWCARP, thus proving Theorem 1.7(iii). Our algorithm follows the "route first, cluster second"-approach [3, 23, 31, 40, 41] and exploits the fact that joining all vehicle tours of a solution gives an MWRPP tour traversing all positive-demand arcs and the depot. Thus, in order to approximate MWCARP, the idea is to first compute an approximate MWRPP tour and then split it into subtours, each of which can be served by a vehicle of capacity Q. Then we close each subtour by shortest paths via the depot. We now describe our approximation algorithm for MWCARP in detail. For convenience, we use the following notation. 
to be the set of demand arcs.
We construct MWCARP solutions from what we call feasible splittings of MWRPP tours T . 
In the following, we abuse notation and refer by W to both the tuple and the set of walks it contains.
Consider a serving function s : W → 2 R d that assigns to each walk w the set s(w) of arcs in R d that it serves. We call (W, s) a feasible splitting of T if the following conditions hold:
(i) the walks in W are mutually non-overlapping segments of T ,
(ii) when concatenating the walks in W in order, we obtain a subsequence of T , (iii) each w i ∈ W begins and ends with an arc in s(w i ), 
Constructing feasible splittings. Given an MWCARP instance
, a feasible splitting (W, s) of a closed walk T that traverses all arcs in R d can be computed in linear time using the following greedy strategy. We assume that each arc has demand at most Q since otherwise I has no feasible solution. Now, traverse T , successively defining subwalks w ∈ W and the corresponding sets s(w) one at a time. The traversal starts with the first arc a ∈ R d of T and by creating a subwalk w consisting only of a and s(w) = {a}. On discovery of a still unserved arc a ∈ R d \ ( w ∈W s(w )) do the following. If e∈s(w) d(e) + d(a) ≤ Q, then add a to s(w) and append to w the subwalk of T that was traversed since discovery of the previous unserved arc in R d . Otherwise, mark w and s(w) as finished, start a new tour w ∈ W with a as the first arc, set s(w) = {a}, and continue the traversal of T . If no such arc a is found, then stop. It is not hard to verify that (W, s) is indeed a feasible splitting.
The algorithm. Algorithm 4.1 constructs an MWCARP solution from an approximate MWRPP solution T containing all demand arcs and the depot v 0 . In order to ensure that T contains v 0 , Algorithm 4.1 assumes that the input graph has a demand loop (v 0 , v 0 ): If this loop is not present, we can add it with zero cost. Note that, while this does not change the cost of an optimal solution, it might increase the number of connected components in the subgraph induced by demand arcs by one. To compute an MWCARP solution from T , Algorithm 4.1 first computes a feasible splitting (W, s) of T . To each walk w i ∈ W, it then adds a shortest path from the end of w i to the start of w i via the depot. It is not hard to check that Algorithm 4.1 indeed outputs a feasible solution by using the properties of feasible splittings and the fact that T contains all demand arcs. Remark 4.3. Instead of computing a feasible splitting of T greedily, Algorithm 4.1 could compute a splitting of T into pairwise non-overlapping segments that provably minimizes the cost of the resulting MWCARP solution [4, 31, 40, 41] . Indeed, we will do so in our experiments in Section 5. For the analysis of the approximation factor, however, the greedy splitting is sufficient and more handy, since the analysis can exploit that two consecutive segments of a feasible splitting serve more than Q units of demand (excluding, possibly, the last segment).
The remainder of this section is devoted to the analysis of the solution cost, thus proving the following proposition, which, together with Theorem 1.7(ii), yields Theorem 1.7(iii). The following lemma follows from the fact that the concatenation of all vehicle tours in any MWCARP solution yields an MWRPP tour containing all demand arcs and the depot. 
2(i), one has c(W) ≤ c(T ). This finally implies c(W) ≤ c(T ) ≤ β(C)c(T
For each w i ∈ W, it remains to analyze the length of the shortest paths from v 0 to w i and from w i to v 0 added in line 3 of Algorithm 4.1. We bound their lengths in the lengths of an auxiliary walk A(w i ) from v 0 to w i and of an auxiliary walk Z(w i ) from w i to v 0 . The auxiliary walks A(w i ) and Z(w i ) consist of arcs of W, whose total cost is bounded by Lemma 4.5, and of arcs of an optimal solution (W * , s * ). We show that, in total, the walks A(w i ) and Z(w i ) for all w i ∈ W use each subwalk of W and W * at most a constant number of times. To this end, we group the walks in W into consecutive pairs, for each of which we will be able to charge the cost of the auxiliary walks to a distinct vehicle tour of the optimal solution. Definition 4.6 (Consecutive pairing). For a feasible splitting (W, s) with W = (w 1 , . . . , w ), we call
We can now show, by applying Hall's theorem [29] , that each pair traverses an arc from a distinct tour of an optimal solution.
Lemma 4.7. Let I = (G, v 0 , c, d, Q) be an MWCARP instance with an optimal solution (W * , s * ) and let W 2 be a consecutive pairing of some feasible splitting (W, s). Then, there is an injective map φ :
Proof. close w by adding shortest paths from v 0 to s and from t to v 0 in G, where s, t are the start and endpoints of w, respectively; 6 return (W, s); In the following, we fix an arbitrary arc in (s(w i ) ∪ s(w i+1 )) ∩ s * (w * ) for each pair (w i , w i+1 ) ∈ W 2 and call it the pivot arc of (w i , w i+1 ). Informally, the auxiliary walks A(w i ), Z(w i ) mentioned before are constructed as follows for each walk w i . To get from the endpoint of w i to v 0 , walk along the closed walk T until traversing the first pivot arc a, then from the head of a to v 0 follow the tour of W * containing a. To get from v 0 to w i , take the symmetric approach: walk backwards on T from the start point of w i until traversing a pivot arc a and then follow the tour of W * containing a. The formal definition of the auxiliary walks A(w) and Z(w) is given below and illustrated in 
Observe that, for a fixed i, one has p(i) = p( j) only for j ≤ i + 2 and q(i) = q( j) only for j ≥ i − 2. Moreover, by Lemma 4.7 and Definition 4.8, if p(i) p( j), then A * (w 2p(i)−1 , w 2p(i) ) and A * (w 2p( j)−1 , w 2p( j) ) are subwalks of distinct walks of W * . Similarly, Z * (w 2q(i)−1 , w 2q(i) ) and Z * (w 2q( j)−1 , w 2q( j) ) are subwalks of distinct walks of W * if q(i) q( j). Hence, sum (S1) counts each arc of W * at most three times and is therefore bounded from above by 3c(W * ). Now, for a walk w i , let A i be the set of walks w j such that any arc a of w i is contained in A (w j ) and let Z i be the set of walks such that any arc a of w i is contained in Z (w j ). Observe that A (w j ) and Z (w j ) cannot completely contain two walks of the same pair of the consecutive pairing W 2 of W since, by Lemma 4.7, each pair has a pivot arc and A (w j ) and Z (w j ) both stop after traversing a pivot arc. Hence, the walks in A i ∪ Z i can be from at most three pairs of W 2 : the pair containing w i and the two neighboring pairs. Finally, observe that w i itself is not contained in A i ∪ Z i . Thus, A i ∪ Z i contains at most five walks (Figure 4.2 shows a worst-case example) . Therefore, sum (S2) counts every arc of W at most five times and is bounded from above by 5c(W).
Thus, Algorithm 4.1 returns a solution of cost 3c(T ) + 5c(W) + 3c(W * ) which, by Lemma 4.5, is at most 8c(T )
Experiments
Our approximation algorithm for MWCARP is one of many "route first, cluster second"-approaches, which was first applied to CARP by Ulusoy [40] and led to constant-factor approximations for the undirected CARP [31, 41] . Notably, Belenguer et al.
[4] implemented Ulusoy's heuristic [40] for the mixed CARP by computing the base tour using path scanning heuristics. Our experimental evaluation will show that Ulusoy's heuristic can be substantially improved by computing the base tour using our Theorem 1.7(ii).
For the evaluation, we use the mval and lpr benchmark sets of Belenguer et al. [4] for the mixed (but non-windy) CARP and the egl-large benchmark set of Brandão and Eglese [10] for the (undirected) CARP. We chose these benchmark sets because relatively good lower bounds to compare with are known [9, 27] . Moreover, the egl-large set is of particular interest since it contains large instances derived from real road networks and the mval and lpr sets are of particular interest since Belenguer et al. [4] used them to evaluate their variant of Ulusoy's heuristic [40] , which is very similar to our algorithm.
In the following, Section 5.1 describes some heuristic enhancements of our algorithm, Section 5.2 interprets our experimental results, and Section 5.3 describes an approach to transform instances of existing benchmark sets into instances whose positive-demand arcs induce a moderate number of connected components.
Implementation details
Since our main goal is evaluating the solution quality rather than the running time of our algorithm, we sacrificed speed for simplicity and implemented it in Python. 1 Thus, the running time of our implementation is not competitive to the implementations by Belenguer et al. [4] and Brandão and Eglese [10] . 2 However, it is clear that a careful implementation of our algorithm in C++ will yield competitive running times: The most expensive steps of our algorithm are the Floyd-Warshall all-pair shortest path algorithm [20] , which is also used by Belenguer et al. [4] and Brandão and Eglese [10] , and the computation of an uncapacitated minimum-cost flow, algorithms for which are contained in highly optimized C++ libraries like LEMON. 3 In the following, we describe heuristic improvements over the algorithms presented in Sections 3 and 4, which were described there so as to conveniently prove upper bounds rather than focusing on good solutions.
Joining connected components
We observed that, in all but one instance of the egl-large, lpr, and mval benchmark sets, the set of positive-demand arcs induce only one connected component. Therefore, connecting them is usually not necessary and the call to Algorithm 3.1 in Algorithm 3.2 can be skipped completely. If not, then, contrary to the description of Algorithm 3.1, we do not arbitrarily select one vertex from each connected component and join them using an approximate -ATSP tour as in Algorithm 3.1 or using an optimal -ATSP tour as for Corollary 1.8.
Instead, using brute force, we try all possibilities of choosing one vertex from each connected component and connecting them using a cycle and choose the cheapest variant. If the positivedemand arcs induce C connected components, then this takes O(n C · C! + n 3 ) time in an n-vertex graph. That is, for C ≤ 3, implementing Algorithm 3.1 in this way does not increase its asymptotic time complexity.
Choosing service direction
The instances in the egl-large, lpr, and mval benchmark sets are not windy. Thus, as pointed out in Remark 3.7, when computing the MWRPP base tour, we are free to choose whether to replace a required undirected edge {u, v} by a required arc (u, v) or a required arc (v, u) (and adding the opposite non-required arc) without increasing the approximation factor in Theorem 1.7(ii).
We thus implemented several heuristics for choosing what we call the service direction of the undirected edge {u, v}. Some of these heuristics choose the service direction independently for each undirected edge, similarly to Corberán et al. [13] , others choose it for whole undirected paths and cycles, similarly to Mourão and Amado [34] .
We now describe these heuristics in detail. To this end, let G denote our input graph and R be the set of required arcs. EO(R) assigns one of the two possible service directions to each undirected edge uniformly at random.
EO(P) replaces each undirected edge {u, v} ∈ R by an
, and chooses a random service direction otherwise.
EO(S) randomly chooses one endpoint v of each undirected edge {u, v} ∈ R and replaces it by an arc (u, v) ∈ R if balance G[R] (v) < 0 and by (v, u) ∈ R otherwise.
Herein, "EO" is for "edge orientation". The "R" in parentheses is for "random", the "P" for "pair" (since it levels the balances of pairs of vertices), and the "S" is for "single" (since it minimizes | balance(v)| of a single random endpoint v of the edge).
In addition, we experiment with three heuristics that do not orient independent edges but long undirected paths. Herein, the aim is that a vehicle will be able to serve all arcs resulting from such a path in one run.
First, the heuristics repeatedly search for undirected cycles in G[R] and replace them by directed cycles in R. When no undirected cycle is left, then the undirected edges of G[R] form a forest. The heuristics then repeatedly search for a longest undirected path in G[R] and choose its service direction as follows.
PO(R) assigns the service direction randomly.
PO(P) assigns the service direction by leveling the balance of the endpoints of the path, analogously to EO(P).
PO(S) assigns the service direction so as to minimize | balance(v)| for a random endpoint v of the path, analogously to EO(S).
Generally, we observed that these heuristics first find three or four long paths with lengths from 5 up to 15. Then, the length of the found paths quickly decreases: In most instances, at least half of all found paths have length one, at least 3/4 of all found paths have length at most two. We now present experimental results for each of these six heuristics.
Tour splitting
As pointed out in Remark 4.3, the MWRPP base tour initially computed in Algorithm 4.1 can be split into pairwise nonoverlapping subsequences so as to minimize the total cost of the resulting vehicle tours. To this end, we apply an approach of Beasley [3] and Ulusoy [40] , which by now can be considered folklore [4, 31, 41] and works as follows.
Denote the positive-demand arcs on the MWRPP base tour as a sequence a 1 , . . . , a . To compute the optimal splitting, we create an auxiliary graph with the vertices 1, . . . , + 1. Between each pair (i, j) of vertices, there is an edge whose weight is the cost for serving all arcs a i , a i+1 , . . . , a j−1 in this order using one vehicle. That is, its cost is ∞ if the demands of the arcs in this segment exceed the vehicle capacity Q and otherwise it is the cost for going from the depot v 0 to the tail of a i , serving arcs a i to a j−1 , and returning from the head of a j−1 to the depot v. Then, a shortest path from vertex 1 to + 1 in this auxiliary graph gives an optimal splitting of the MWRPP base tour into mutually non-overlapping subsequences.
Additionally, we implemented a trick of Belenguer et al. [4] that takes into account that a vehicle may serve a segment a i , . . . , a k , a k+1 . . . , a j−1 by going to the tail of a k+1 , serving arcs a k+1 to a j−1 , going from the head of a j−1 to the tail of a i , serving arcs a i to a k , and finally returning from the head of a k to the depot v 0 . Our implementation tries all such k and assigns the cheapest resulting cost to the edge between the pair (i, j) of vertices in the auxiliary graph.
Of course one could compute the optimal order for serving the arcs of a segment a i , . . . , a j−1 from the depot v 0 , but this would again be the NP-hard DRPP.
Experimental results
Our experimental results for the lpr, mval, and egl-large instances are presented in Tables 5.1 and 5. 2. We grouped the results for the lpr and mval instances into one table and subsection since our conclusions about them are very similar. We explain and interpret the tables in the following. Table 5 .1 presents known results and our results for the lpr and mval instances. Each column for our results was obtained by running our algorithm with the corresponding service direction heuristic described in Section 5.1.2 on each instance 20 times and reporting the best result. The number 20 has been chosen so that our results are comparable with those of Belenguer et al. [4] , who used the same number of runs for their path scanning heuristic (column PSRC) and their "route first, cluster second" heuristic (column IURL), which computes the base tour using a path scanning heuristic and then splits it using all tricks described in Section 5.1.3. Columns LB and UB report the best lower and upper bounds computed by Belenguer et al. [4] and Gouveia et al. [27] (usually not using polynomial-time algorithms). Finally, column IM shows the result that Belenguer et al. [4] obtained using an improved variant of the "augment and merge" heuristic due to Golden and Wong [25] . Table 5 .1 shows that our algorithm with the EO(S) service direction heuristic solved three instances optimally, which other polynomial-time heuristics did not. The EO(P) heuristic solved one instance optimally, which also other polynomial-time heuristics did not. Moreover, whenever no variant of our algorithm finds the best result, then some variant yields the second best. It is outperformed only by IM in 26 out of 49 instances and by IURL in only one instance. Apparently, our algorithm outperforms PSRC and IURL. Notably, IURL differs from our algorithm only in computing the base tour heuristically instead of using our Theorem 1.7(ii). Thus, "route first, cluster second" heuristics seem to benefit from computing the base tour using our MWRPP approximation algorithm.
Results for the lpr and mval instances
Remarkably, when our algorithm yields the best result using one of the service direction heuristics described in Section 5.1.2, then usually other service direction heuristics also find the best or at least the second best solution. Thus, the choice of the service direction heuristic does not play a strong role. Indeed, we also experimented with repeating our algorithm 20 times on each instance, each time choosing the service direction heuristic randomly. The results come close to choosing the best heuristic for each instance. Table 5 .2 reports known results and our results for the egl-large benchmark set. Again, each column for our results was obtained by running our algorithm with the corresponding service direction heuristic described in Section 5.1.2 on each instance 20 times. The column LB reports lower bounds by Bode and Irnich [9] , the column UB shows the upper bound that Brandão and Eglese [10] obtained using their tabu-search algorithm (which generally does not run in polynomial time). The column PS shows the cost of the initial solution that Brandão and Eglese [10] computed for their tabu-search algorithm using a path scanning heuristic. Brandão and Eglese [10] implemented several polynomial-time heuristics for computing these initial solution. Among them, "route first, cluster second" approaches and "augment and merge" heuristics. In their work, path scanning yielded the best initial solutions. In Table 5 .2, we see that our algorithm clearly outperforms it. Moreover, we see that especially our PO service direction heuristics are successful. This is because the egl-large instances are undirected and, thus, contain many cycles consisting of undirected positive-demand arcs that can be directed by our PO heuristics without increasing the imbalance of vertices.
Results for the egl-large instances

The Ob benchmark set
Given our theoretical work in Sections 3 and 4, the solution quality achievable in polynomial time appears to mainly depend on the number C on connected components in the graph induced by the positive-demand arcs. However, we noticed that widely used benchmark instances for variants of CARP have C = 1. In order to motivate a more representative evaluation of the quality of polynomial-time heuristics for variants of CARP, we provide the Ob set of instances derived from the lpr and egl-large instances with C from 2 to 5. The approach can be easily used to create more components.
The Ob instances 4 simulate cities that are divided by a river that can be crossed via a few bridges without demand. The underlying assumption is that, for example, household waste does not have to be collected from bridges. We generated the instances as follows.
As a base, we took sufficiently large instances from the lpr and egl-large sets (it made little sense to split the small mval or lpr instances into several components). In each instance, we chose one or two random edges or arcs as "bridges". Let B be the set of their end points. We then grouped all vertices of the graph into clusters: For each v ∈ B, there is one cluster containing all vertices that are closer to v than to all other vertices of B. Finally, we deleted all but a few edges between the clusters, so that usually two or three edges remain between each pair of clusters. The demand of the edges remaining between clusters is set to zero, they are our "bridges" between the river banks. The intuition is that, if one of our initially chosen edges or arcs (u, v) was a bridge across a relatively straight river, then indeed every point on u's side of the river would be closer to u than to v. We discarded and regenerated instances that were not strongly connected or had river sides of highly imbalanced size (three times below the average component size). Figure 5 .1 shows three of the resulting instances.
Note that this approach can yield instances where C exceeds the number of clusters since deleting edges between the clusters may create more connected components in the graph induced by the positive-demand arcs. The approach straightforwardly applies to generating instances with even larger C: One simply chooses more initial "bridges".
As a starting point, Table 5 .3 shows the number C, a lower bound (LB) computed using an ILP relaxation of Gouveia et al. [27] , and the best upper bound obtained using our approximation algorithm for each of the Ob instances using any of the service direction heuristics in Section 5.1.2. The "ob-" instances were generated by choosing one initial bridge, the "ob2-" instances were generated by choosing two initial bridges.
Conclusion
Since our algorithm outperforms many other polynomial-time heuristics, it is useful for computing good solutions in instances that are still too large to be attacked by exact, local search, or genetic algorithms. Moreover, it might be useful to use our solution as initial solution for local search algorithms. Our theoretical results show that one should not evaluate polynomial-time heuristics only on instances whose positivedemand arcs induce a graph with only one connected component, because the solution quality achievable in polynomial time is largely determined by this number of connected components. Therefore, it would be interesting to see how other polynomialtime heuristics, which do not take into account the number of connected components in the graph induced by the positivedemand arcs, compare to our algorithm in instances where this number is larger than one.
Finally, we conclude with a theoretical question: It is easy to show a 3-approximation for the Mixed Chinese Postman problem using the approach in Section 3.3, yet Raghavachari and Veerasamy [37] showed a 3/2-approximation. Can our (α(C) + 3)-approximation for MWRPP in Theorem 1.7(ii) be improved to an (α(C) + 3/2)-approximation analogously? Table 5 
