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Abstract
Generalizing results proved recently for the real and complex case, we show over all fields
that every alternating-Hamiltonian matrix is similar to a block-diagonal matrix of the form(
A 0
0 At
)
, and that any two similar ones are similar by a symplectic transformation. Further-
more, every one is a square of a Hamiltonian matrix. The proofs use a structural idea drawn
from the study of pairs of alternating forms. Counterexamples show that the definitions must
be carefully chosen to work in characteristic 2.
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1. The basic structural results
Let φ be a nondegenerate bilinear form which is alternating [that is, φ(x, x) ≡ 0]
on a finite-dimensional vector space V over a field K . Any alternating φ satis-
fies the skew-symmetry property φ(x, y) = −φ(y, x), and the converse is true if
char(K) /= 2. A subspace W of V is called totally isotropic for φ if φ(x, y) = 0
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for all x, y ∈ W . At the other extreme, if W is a subspace on which the restric-
tion of φ is nondegenerate, then V is the direct sum of W and W⊥, where W⊥ =
{v ∈ V |φ(w, v) = 0 for all w ∈ W }. In this situation V is called an orthogonal dir-
ect sum of those two subspaces.
Definition. A linear mapping P : V → V is alternating-Hamiltonian for φ if
φ(Px, y) is also alternating. Again this implies that φ(Px, y) = −φ(Py, x). As φ
itself is alternating, it follows that
φ(Px, y) = φ(x, Py). (∗)
We call P skew-Hamiltonian if (∗) holds; when the characteristic is not 2, this forces
P to be alternating-Hamiltonian. Examples in Section 4 will show that, in character-
istic 2, the interesting theorems hold only for alternating-Hamiltonian mappings.
Lemma. Let P be alternating-Hamiltonian. For each x in V, let K[P ]x denote
the cyclic subspace of V spanned by x, Px, P 2x, . . . Then each K[P ]x is totally
isotropic.
Proof. When i + j = 2k is even, we get φ(P ix, P jx) = 0 from (∗) and 0 =
φ(P kx, P kx); and when i + j = 2k + 1, we get the same result using 0 =
φ(P (P kx), P kx). 
Theorem 1. Let P be alternating-Hamiltonian for a nondegenerate alternating
bilinear form φ on V . Then V is an orthogonal direct sum of P -invariant subspaces
Ui = K[P ]xi + K[P ]yi , where for each i we have K[P ]xi ∩ K[P ]yi = {0} and the
minimal polynomials of P on K[P ]xi and K[P ]yi are the same.
Proof. Take a cyclic subspace K[P ]x of maximal dimension m. Since φ is nonde-
generate and x, Px, . . . , Pm−1x are independent, there is some y with
0 = φ(x, y) = φ(Px, y) = · · · = φ(Pm−2x, y) and 1 = φ(Pm−1x, y).
Using (∗), we can see that y, Py, . . . , Pm−1y then are independent, and the
φ(−, P iy) restrict to a basis of the dual space of K[P ]x. Since m is the maximal
dimension of a cyclic subspace, the span of those elements must be all of K[P ]y and
hence is sent to itself by P . By the lemma, K[P ]x ∩ K[P ]y must be {0}.
Let h(λ) be the minimal polynomial with h(P )x = 0 (so h has degree m). Then
by (∗) we have 0 = φ(P jh(P )x, y) = φ(h(P )P jx, y) = φ(P jx, h(P )y) for all j ,
so h(P )y = 0. As k[P ]y has dimension equal to the degree of h, we see that h is
also the minimal polynomial with h(P )y = 0.
Clearly now U = K[P ]x + K[P ]y is a subspace on which φ is nondegenerate.
Thus V = U + U⊥, and by (∗) we see that P maps U⊥ to itself. By induction on the
dimension, we can assume that U⊥ is an orthogonal sum of the desired form, and
thus V itself is such a sum. 
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Corollary. V can be written as a direct sum V1 + V2 where V1 and V2 are totally
isotropic for φ and mapped into themselves by P.
Proof. We can take V1 to be the sum of all K[P ]xi and V2 to be the direct sum of
all K[P ]yi . 
Applying Theorem 1 with P the identity mapping, we recover the familiar fact
that any V with a nondegenerate alternating φ has a symplectic basis e1, . . . , en,
f1, . . . , fn, where φ(ei, ej ) = 0, φ(fi, fj ) = 0, and φ(ei, fj ) = δij . In particular,
V has an even dimension 2n.
Theorem 1 is essentially part of the structure theory of pairs of alternating forms
[3–5], but this self-contained proof shows the result in a somewhat different light.
2. Relation to Hamiltonian mappings
We call T : V → V Hamiltonian for φ if φ(T x, y) is symmetric; that is,
φ(T x, y) = φ(Ty, x), or equivalently φ(T x, y) = −φ(x, T y).
Lemma. If T is Hamiltonian for φ, then T 2 is alternating-Hamiltonian for φ.
Proof. We have φ(T 2x, x) = φ(T (T x), x) = −φ(T x, T x) = 0. 
Theorem 2. Every alternating-Hamiltonian P for φ is the square of some Hamilto-
nian T .
Proof. Take a summand U = K[P ]x + K[P ]y of dimension 2m with minimal
polynomial h(λ) = λm + c1λm−1 + · · · + cm, as in Theorem 1. On U , we define
T (P jx) = P jy and T (P jy) = P j+1x for 0  j < m. Clearly T T (P jx) = P j+1x
for all 0  j < m, and similarly T T (P jy) = P j+1y for all j < m − 1. Finally,
Pmx = −[c1Pm−1x + · · · + cmx], so
T T (Pm−1y) = T (Pmx) = −[c1Pm−1y + · · · + cmy] = Pmy,
as desired. Combining these T for all such summands, we get the theorem. 
3. Matrix versions of the theorems
We know that every φ has a symplectic basis, in which the matrix of φ is J =(
0 −I
I 0
)
. The alternating-Hamiltonian mappings are represented in a symplec-
tic basis by those matrices G satisfying xtGtJx ≡ 0; that is, GtJ should be skew-
symmetric and have zero entries on the main diagonal. We take this as the definition
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of an alternating-Hamiltonian matrix. If the characteristic of K is not 2, this is equiv-
alent to GtJ = JG, which is the definition of a skew-Hamiltonian matrix used in the
real and complex cases in [1,2]. The Hamiltonian mappings are represented in a
symplectic basis by those matrices H satisfying the equation JH = −H tJ , which
is the definition of a Hamiltonian matrix. A matrix S is called symplectic if StJS =
J ; obviously this forces S to be invertible. Structurally, these S represent the map-
pings that preserve the bilinear form. It is thus easy to derive the following matrix
results:
Theorem 3. If G is an alternating-Hamiltonian matrix, there is a symplectic matrix
S with S−1GS of the form
(
A 0
0 At
)
for some A.
Proof. By Theorem 1, we can write Kn as a direct sum V1 + V2 where the Vi are
totally isotropic for φ(x, y) = xtJy and mapped into themselves by G. We can form
a symplectic basis by taking an arbitrary basis of V1 and its dual basis (under φ) for
V2. If S is the matrix expressing this basis in terms of the original one, then S is a
symplectic matrix and S−1GS expresses the mapping given by G in this new basis,
where it has the stated form. 
Theorem 4. If G and G1 are alternating-Hamiltonian matrices that are similar,
there is a symplectic matrix S with S−1GS = G1.
Proof. We know by Theorem 3 that there are symplectic S and S1 with S−1GS and
S−11 G1S1 of the form
(
A 0
0 At
)
and
(
A1 0
0 (A1)t
)
. As A and At are similar and
thus have the same invariant factors, the invariant factors of
(
A 0
0 At
)
(which are
the same as those for G) determine the invariant factors of A. The same is true for
G1, and thus A and A1 have the same invariant factors and are similar. Take Q with
Q−1AQ = A1. Then QtAt(Q−1)t = (A1)t, and(
Q−1 0
0 Qt
)(
A 0
0 At
)(
Q 0
0 (Q−1)t
)
=
(
A1 0
0 (A1)t
)
.
It is trivial to check that
(
Q 0
0 (Q−1)t
)
is symplectic; and since the symplectic
matrices obviously form a group, this proves the theorem. 
Theorem 5. Every alternating-Hamiltonian matrix is the square of a Hamiltonian
matrix.
Proof. This follows immediately from Theorem 2. 
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We have thus established over all fields the main results proved for real matrices
in [1] and for complex matrices in [2].
4. Counterexamples in characteristic 2
In this section, we assume that K has characteristic 2 and show that Theorems
3–5 are not true for all skew-Hamiltonian matrices. The point is that here Hamilto-
nian and skew-Hamiltonian matrices are the same thing, while alternating-Hamilto-
nian matrices are a proper subspace of them.
Two of the results need just the simple example
(
1 1
1 1
)
, which is skew-Ham-
iltonian but not alternating-Hamiltonian. The lemma before Theorem 2 shows that
it cannot be the square of any Hamiltonian matrix, and thus Theorem 5 is not true
for all skew-Hamiltonian matrices in characteristic 2. Similarly, since it has rank 1,
it cannot be similar to any
(
a 0
0 a
)
, and thus Theorem 3 is not true for all skew-
Hamiltonian matrices in characteristic 2. Counterexamples for Theorem 4 are a bit
harder to find, but they exist:
Theorem 6. In characteristic 2, there are two skew-Hamiltonian matrices that are
similar but not similar by a symplectic matrix.
Proof. If S is symplectic and G is alternating-Hamiltonian, then for any x we have
xt(S−1GS)tJx = xtStGt(S−1)tJx = xtStGtJSx = 0,
so S−1GS is again alternating-Hamiltonian. Thus it is enough to find two similar
skew-Hamiltonian matrices of which one is alternating-Hamiltonian and the other is
not. Let
G1 =


0 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0


and G2 =


0 0 0 0 0 0
0 0 0 0 1 1
0 0 0 0 1 0
1 0 1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0


.
Obviously G1 is alternating-Hamiltonian. It is trivial to compute that
JG2 = Gt2J =


1 0 1 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 1 1
0 0 0 0 1 0


,
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so G2 is skew-Hamiltonian. Clearly et1G
t
2Je1 = 1, so G2 is not alternating-Hamil-
tonian. But it is easy to see that G2 and G1 are similar; specifically, changing to the
basis e1, e4 + e6, e2, e5, e2 + e3, e4 will change G2 to G1. 
A structural analysis of this example can be found in [6, pp. 280–281].
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