A simple algorithm for the Kohn-Sham inversion problem is presented. The method is found to converge toward a nearby -representable Kohn-Sham density irrespective of the fact whether the initial target density has been -representable or not. For the proposed procedure, the target density can be of general nature. The algorithm can handle Hartree-Fock and post-Hartree-Fock, spin-unpolarized and polarized states equally well. Additionally, experimental densities and even general gedanken densities can be treated. The algorithm is easy to implement and does not require an additional procedure to adjust eigenvalues.
Introduction
The most prominent method for practical density functional theory (DFT) [1, 2] calculations is the Kohn-Sham (KS) method, in which the electron density is determined by solving a set of single-particle equations with an effective one-body potential. The KS method requires an external input, namely the exchange-correlation potential, as part of this effective one-body potential. The exchange-correlation potential is defined as the functional derivative of the exchange-correlation energy, which accounts for all nonclassical many-body effects of the electronic interaction. Since the Hohenberg-Kohn theorems [3] only prove the existence of such an effective one-body potential, but gives no clues on how to effectively construct it, there is large interest in effective methods how to obtain the KS potential from wavefunction-based calculations in order to improve functional design in a systematic manner.
For this so-called inversion problem, several algorithms have been suggested and applied in the recursive construction of exchange-correlation functionals . However, some methods are restricted to rather small systems or specific wavefunction types like Hartree-Fock (HF) theory, some of them are numerically unstable or difficult to implement or they require additional empirical parameters. Recently, an algorithm that solves problems concerning basis set instabilities was presented by Staroverov et al. [24] . Here, a new, simple and elusive algorithm for the KS inversion problem is presented. The method is found to converge toward -representable electron density that is close to the chosen target density. The target density is general. The method can equally well be applied to uncorrelated and correlated wavefunction-based densities as well as experimental densities and even gedanken densities [25] . Additionally, spin polarization is supported. The proposed method is free from empirical parameters and does not require an additional procedure for adjusting the eigenvalues during the iterative process.
Theory
The KS inversion procedure deals with the problem how to obtain that effective local potential v eff ([ ]; ) [26] :
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For the proposed method, the target density (tar) ( ) is of general nature, as only numerical data stored, for example, on a grid are needed. Thus, the algorithm handles equally well spin-unpolarized as well as spin-polarized HF and post-HF electron densities, but also experimental densities and even gedanken densities can be handled by the following procedure determining the effective local potential for a given target density. Usually, the effective local potential is split into the nuclear potential v Z ([ ] the Pauli potential is not known as an explicit functional of the electron density. For the KS system, the Pauli potential
can formally be expressed with the help of the eigenfunctions i ( ) and eigenvalues i [29] :
where for an effective potential asymptotically decaying to zero equals the highest occupied eigenvalue M ,
is the positive kinetic energy density and t W ( ) = 1∕8|∇ ( )| 2 ∕ ( ) is the Weizsäcker kinetic energy density.
The following iterative procedure is proposed: All explicit density functionals are evaluated from the target density (tar) . A convenient starting point for v XC ([ ]; ) is the Fermi-Amaldi model [30] first suggested in this context by Parr et al. [10, 31] . Then, the Pauli potential v
) is evaluated from the actual eigenfunctions and eigenvalues of the n-th step, cf. Eq. 8, yielding the new exchange-correlation potential v
The process is repeated until convergence. A convenient convergence criterion is, for example, the distance
or alternatively, the distance from the target density d p ( (n) , (tar) ). The proposed algorithm can be reformulated in the spirit of a density-based update on a given trial potential, similar to the methods proposed in references [12, 20] . To see that, replace v (n) P ({ ( )}; ) in Eqs. 9 by 8, make use of the fact that the actual eigenfunctions obey Eq. 1 obtained from the previous exchange-correlation potential v
, recall that all density-based potentials are evaluated from the target density ( ) and rearrange to get:
In contrast to the previously mentioned methods [12, 20] using an approximate update based on the density difference or the density ratio, the update in Eq. 11 results from the sum of the Euler equations for the actual trial density and the target electron density. To see that, recall that the Euler equation for the target density is:
The corresponding Euler equation for the actual density (n) fulfilled in the n-the step is given by:
Sum Eqs. 12 and 13 and rearrange to see that the requirement that the Euler equation shall be fulfilled for the actual Pauli potential in combination with the remaining densitybased potentials evaluated from the target density:
yields the new exchange-correlation potential:
or equivalently, Eq. 9. Thus, the proposed algorithm is derived from the sum of the unknown target equation, cf. Eq. 12 and the Euler equation of the actual density, cf. Eq. 13, iteratively approaching the target density. In Fig. 1 , a pictorial depiction of the algorithm is shown. Imagine an ordered list of exchange-correlation potentials v (n) XC each of them yielding a set of eigenfunctions which determine the Pauli potential and the resulting trial density, represented by a straight arrow. The list is supposed to be ordered according to the distance from the desired target density, shown on top of the pictorial scheme. The exchange-correlation potential v (1) XC yields the density (1) . Placing v (1) P in the Euler equation for the target density, cf. Eq. 9 yields a new exchange-correlation potential v 2 XC which yields a density (2) approaching the desired target density (tar) .
For a convex functional, the algorithm is guaranteed to converge. In case of degeneracies due to symmetry this assured if the ensemble functional is employed. In that case the Pauli potential is evaluated from:
and:
Computational details
Whereas the algorithm proposed in the Theory section is general and can be implemented in any convenient molecular or solid-state program (as long as the KS eigenfunctions are available), the numerical procedure described in the following applies to spherical systems. For each trial KS potential the radial eigenfunctions are solved numerically on an equidistant mesh with fixed boundary conditions using the Eigen software [33] . All real space properties, like electron density, required potentials, kinetic energy densities and corresponding energies, are evaluated subsequently by own code. Independent data checking was performed with DGrid [34] . The desired spin polarization of the KS system can be manipulated by the occupation numbers. Adjusting eigenvalues during the iterative procedure in order to manipulate
ρ (2) . . . . . Fig. 1 A pictorial depiction of the proposed algorithm how to obtain the KS potential for a given target density. A trial exchange potential is chosen determining the corresponding Pauli potential and trial density via its eigenfunctions. The resulting Pauli potential is used to obtain a new exchange-correlation potential via the Euler equation, while all remaining density-based potentials are evaluated from the target density the limiting value of the potential for large radial distances is not needed for the proposed method.
Results and discussion
The proposed algorithm was first tested for a wellknown example, the Ne atom. The computation was performed for a distance of 0-4 bohr on an equidistant mesh with 0.001 bohr. Convergence was obtained up to d 1 = 0.13 electrons within 35 iterations. Figure 2 depicts the exchange-correlation potential generated from the HF electron density calculated from the Clementi-Roetti HF wavefunctions [35] . The characteristic oscillation of the KS exchange-correlation potential v KS XC is located around 0.29 bohr. Sometimes, those oscillations are attributed to the atomic shell structure. Clearly, the number of oscillations coincides with the number of shell separators for a given atom, in case of the Ne atom v KS XC exhibits one maximum at 0.29 bohr in close proximity to the ideal shell boundary [36] of 0.27 bohr separating the first and the second atomic shell. Despite that, those oscillations of v KS XC are by far not responsible for the atomic shell structure, but only a consequence due to the mimicry of the KS system to the real interacting system of interest. To see that, recall that for the interacting system the exact exchange potential yielding the HF electron density is the Slater potential v S X [37] [38] [39] . The Slater potential, however, is monotone increasing and does not exhibit oscillations at the shell boundaries, see ) yield the HF electron density from the Levy-Perdew-Sahni (LPS) formalism [40] , which is a second-order differential equation for the electron density itself (not for a set of single-particle equations) with the help of an effective one-particle operator. This effective operator contains the so-called Fermi potential [39, 41] , the sum of the Pauli potential and the exchange potential, cf. Eq. 6. The Fermi potential is purely density dependent, at least at the solution point it can trivially be obtained by inversion of Eq. 6. Within the LPS formalism, v S X in connection with v P evaluated from HF eigenfunctions, and v KS XC in connection with v P evaluated from KS eigenfunctions, both yield the same density, namely the HF electron density. Therefore, the difference between both exchange potentials is only due to the additional requirement that for the KS system the eigenfunctions have to obey Eq. 1, which is not a requirement for the LPS formalism itself and does not have additional implications for the physical system. Thus, the oscillatory behavior of v KS XC is not responsible for the atomic shell structure. The characteristic atomic shell structure of the radial electron density is induced by the peaks in the Pauli potential shown by the dashed lines (red HF, black KS) in Fig. 2 . For a more detailed discussion, see reference [42] .
Next, the algorithm was applied to an electron density from a fictitious gedanken experiment. Is it possible to generate such an exchange-correlation potential that the resultant KS atomic density exhibits a bosonic-like, structureless radial electron density? Recall that the opposite case, obtaining structureless electron densities from approximate kinetic energy functionals is a well-known problem in orbital-free density functional theory. Here, a simple exponential gedanken density was taken ( ) = N 3 ∕(8 )e − r . Such gedanken densities for two and four electrons were first studied by Colonna and Savin [16, 17] . The numerical procedure was carried out for = 10 and the density normalized to N = 10 electrons on a distance of 0-1.5 bohr with an equidistant mesh of 0.0005 bohr. Convergence was reached with d 1 ( (n) , (tar) ) = 0.01 electrons within 20 and 45 iterations for the spin-unpolarized and the spin-polarized systems, respectively.
As first test case, an Aufbau resembling to the Ne atom was chosen, occupying the orbital set { 1s 2 , 2s 2 , 2p 6 }. Afterward, the same gedanken density was regarded as electron density for the spin-polarized state { ∶ 1s 1 , 2s 1 , 2p 3 , 3s 1 , 3p 1 } ; { ∶ 1s 1 , 2s 1 , 2p 1 }. The algorithm handles both test cases equally well (no special implementation is needed), since the spin polarization is simply introduced by the corresponding occupation numbers of the resulting eigenfunctions. The exchange-correlation potentials for the chosen gedanken density for the two gedanken states are depicted in Fig. 3 . The corresponding effective r / a.u. potentials are shown in Fig. 4 , respectively. In both cases all ten electrons are bound. The corresponding eigenvalues, shown by the dashed lines in Fig. 4 , are negative for both species. Notice, the reversal of the s and p eigenvalues in the figure (also found by Colonna and Savin for their shell-less electron density models [16] ).
Figures 5 and 6 depict the final gedanken density and its orbital resolved components for the spin-unpolarized system and the spin-polarized system, respectively. Obligatorily, all orbitals keep their usual nodal structure. (The algorithm solves numerically for the KS eigenfunctions.) However, the final electron density is a single exponential, and thus, the corresponding radial electron density only exhibits a single maximum (instead of two maxima for a normal atomic density for the Ne atom). Despite this unusual requirement, the density difference between the targeted electron density (tar) ( ) = N 3 ∕(8 )e − r and the final electron density obtained with the proposed algorithm is surprisingly small with 0.01 electrons for both cases. The density difference as a function of distance is shown in Fig. 7 ; the error is never very large. r / a.u. 
Conclusions
A new and simple algorithm for the Kohn-Sham inversion problem was presented. The method is found to converge to a close -representable electron density from the chosen target density irrespective of the fact whether the target density was -representable or not. The target density is of general nature. The algorithm handles Hartree-Fock and postHartree-Fock wavefunction-based densities for unpolarized as well as polarized states, but also experimental densities and even gedanken densities can be treated. The method is easy to implement and does not require an additional routine adjusting the KS eigenvalues during the iterative procedure.
The method was applied to a single-exponential gedanken density for a Ne-like atom exhibiting no radial shell structure. It was shown that the resulting potential is able to bind all ten electrons for the chosen spin-polarized and spinunpolarized test cases. 
