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研究ノート
モデル選択基準とその正規線形モデルヘの適用
松 尾 精
?
要約
経済データ分析において，正規線形回帰モデルを想定し，その枠内でモデルを特定しよ
うとする場合を考える． この研究ノートで焦点を当てる問題は，核となる説明変数（外生
変数，独立変数とも言う）は分かっているが，それに付け加える説明変数群の候補が2つ
あり，そのどちら（あるいは両方）をモデルに付け加えるべきかを決定するというもので
ある．
この問題に対し， Non-Nestedモデル検定や逐次変数選択法といった，モデル選択アプ
ローチがあるが， これらはいずれも得られたデータに対するモデルの適合度に基づくもの
である．それに対し，ここで述べるモデル選択基準は，得られたデータをもとに予測を行
う際の最適性に基づくものであり，より実践的な意味を持つ．
ここでは， Non-nestedモデル検定，逐次変数選択法，そしてモデル選択基準の違いを
述べた後 AIC(Akaike Information Criterion)や Mallowsの Cp,そして Schwarzの
SCといったモデル選択基準について議論する．
キーワード： Model selection; Forecasting; AIC; Mallows'Cp; Schwarz's SC. 
経済学文献季報分類番号： 16-10 
1 紹介
経済データ分析の目的の一つに， 2つの説明変数群のどちらか（あるいは両方）をモデルに
付け加えるべきか決定しようとするものがある．例えば，秋岡 (2002)では，沖縄電力の民
営化効果の有無について議論している．しかし，民営化以前・以後に対応するダミー変数は，
技術革新とよく似た効果を示していて，どちらを採用すべきかの問題があるまた，会計の分
野では，株式の収益率を説明するのに，会計数値を用いるか，キャッシュ・フローを用いるか
の問題がある（百合草， 2001).これら 2つの場面で考えなくてはならないのは，よく似た効果
を与える 2つの説明変数群のうち，どちらを採用すべきかという問題である可能性としては，
「どちらも無い」，「どちらか一方が効果がある」，「両方効果がある」の 4通りが考えられる．
何らかの意味で適切なモデルを選択するためのアプローチとして，逐次変数選択法や Non-
nestedモデル検定，そしてここで述べるモデル選択基準の 3つがあるが，上のような問題に
＊この研究は平成 13年度関西大学学部共同研究費によって行った研究の一部である．本研究ノートを作成す
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たいしては，モデルを予測に用いる際の最適性にもとづくモデル選択基準を採用することが
適切である．逐次変数選択法は，説明変数と応答変数との関連がよく分かっていない状態で，
探索的に変数を選択するためのアプローチであり，基本的には変数増加法・変数減少法に基
づいたアルゴリズムが提案されている．一方， Non-nestedモデル検定では，正規線形回帰モ
デル v.s.ガンマ線形回帰モデル，正規線形回帰モデル v.s.正規非線形モデルのように， どち
らか一方が真のモデルを含んでいると仮定し，それがどちらのモデル（群）かを決定しようと
するものである． もちろん，モデルが互いに Non-nestedなら利用できるので，「どちらか一
方に効果がある．」という場面では適用可能であるが，その韮準は逐次変数選択法と同じく得
られたデータをより良く説明するモデルを見つけるためのものなのである．
次の節で示すように，モデルはデータ数に依存して選ばれる．つまり，データが少なければ
それだけ単純なモデルが選ばれるということである．単純なモデルが選ばれるとき，母数推
定量には必然的にバイアスが生じる．そのため，個々の母数推定値よりはむしろ，モデル全体
としてのパフォーマンスに意味があると言える．推定されたモデルのパフォーマンスをどの
ように測ればよいかとなると，その基準を，推定されたモデルを用いた“予測”に求めるのは
極めて自然なことといえる．
2節では，上述の問題を定式化し，なぜモデル選択基準が効果的であるかを議論する．その
上で， 3節では，モデル選択基準を紹介しその性質について説明を行う.4節では， 3節で紹
介したモデル選択基準について総合的に論じる.5節では，本文の展開に必要となる事柄を付
け加える．
2 問題の定式化
先に述べたように，この研究ノートでは正規線形回帰モデルの枠内でモデル選択問題を考
えることにする．つまり X= (ふ，X2,・ ・ ,Xn)を n次元応答変量（被説明変量，内生変量
あるいは従属変量とも言う）ベクトルとするとき，各 xi('i = 1, 2, ・ ・ ,n)は独立に正規分布
N(r,i, 庄）に従っているとする.z。， zふ加をそれぞれ nx k, n x p,n x q説明変数行列と
し， Zoはモデルが必ず含む説明変数からなり， ZA,ZBしよどちらか片方あるいは両方がモデ
ルに含まれる可能性のある説明変数からなるものとする．すると次の 4つのモデル（仮説）
が考えられる．
恥： r, =Zow, 
MA: r,=Zow + ZAa, 
MB : T/=Zow + Z3(3, 
NJAB : r,=Zow + ZAa + Zsf3, 
(1) 
(2) 
(3) 
(4) 
ここで， w,o:, {3はそれぞれ kX 1, p X 1, q X 1未知母数ベクトルとする． これら 4つのモ
デルのうち， どれが一番妥当かを決定する問題を考える．
この問題は，統計的検定の繰り返しにより解決されるとは限らない．例えば， H。： Jvl0, 
H1 : l¥fAでは H1: lvIA, H。:M0, H1 : l¥1Bでは H1: lvIB, fl。:.A1o, H1 : MABでは
H1: MABが採択されるが， H。： MA, H1: MABでは H。:MA, H。:MB, H1: MABでは
H。:MBが採択されるかもしれない．このような場合， 3つのモデル MA,MB, MABが候補
として残り，どのモデルが最も適切かの情報は得られない．
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MAと叫のどちらが良好かを決める場合には，モデル間に包含関係がない (Non-nested)
ので，普通の検定では優劣を決められない．このような場合には， J検定， Cox検定，ある
いは， Vuong検定などの Non-nested検定が考案されている．統計的検定を繰り返す立場で
は， MABは除外され， MAとMBのどちらが良いかという検定に持ち込まれる．しかし，こ
こではモデル選択基準を用いるアプローチについて考えたい．モデル選択基準にもとづくア
プローチは，推定されたモデルを用いて予測する際の，モデル・パフォーマンスの良し悪しに
基づくものであり，以下の理由により現実的なものと言える．
現実的に見て，真のモデルは MABであろう．なぜなら a と9の少なくとも一方が厳密
に0であることは考え難いからである．それ故，データ数 (n)が十分大きくなればどちらも
有意になる筈である．いま，直交射影行列を
Po =Zo(Z泣o)-1Zo, 
応＝幻(ZIZ心―1ZA, (5) 
玲＝厄(Z§Z幻―iz圧
とおく．真のモデル MABを推測に用いる際， a,{3の有意性を F検定するときの分子はそれ
ぞれ，
xザ'A(I-PB)(I -Po)X, X万 (I-P心(I-Po)X (6) 
であり，自由度がP,q, 非心度が
a賃 (I-P.幻(I-Po)Z匹’炉Z};(I-P心(I-Po)Z磁
び2 び2 
(7) 
のカイ自乗分布の庄倍になる．上の非心度は，データ数 nが増えれば増えるほど大きくなる
ので，それだけ有意になりやすくなる．
しかし得られたデータの範囲内で推測を行うことが統計解析の目的であるため，統計解析の
結果として，真のモデル MABではなく， MA(あるいは Ms)が選ばれる可能性が考えられる．
ここで議論しているのは ZAとZsの説明変数は相関が大きく，しかも母数の符号が同じであ
ることが想定される場合である．いま仮に MAが選ばれたとき， MAを推測に用いたときの
母数推定値9には Zsを除いたことによる biasが入ってしまう．つまり， ZA= (I-Po)Z小
ZB = (I -Po)Zs, X* = (I -Po)Xとするとき，
/3 = (ZA T勾）ー izArx*
の期待値は，
E(/3) =(Z.4 T Z.4)-1 Z.4 * E(X*) 
=(Z.4 T Z.4)-1 Z.4 T (Z.4a + ZB/3) 
=a+ (Z.4T Z.4)-1 zAT ZB/3 
(8) 
となる.(zAr勾）ー izArZB/3はZB/3をZ.4に回帰させたときの母数推定値であるから， ZB
が Z.4との相関が強くければ，そのバイアスはかなり大きくなる.Z.4とZBの説明変数が張
る空間が互いに直交していれば，互いの推定量に影響を及ぼさないが，相関が高いとき（多
重共線性が疑われるとき）には，一方を含むか否かが他方の推定量に大きな影響を及ぼすこ
とが分かる．
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このように，仮に MAが選ばれたとしても，それは ZBの効果を検出するだけの十分な
データが得られなかったと考えるのが自然である．選ばれたモデルは，母数を推定するもの
と言うよりは，観測が得られるメカニズムをより上手く説明するものと考えるのが妥当であ
ろう．言い換えれば，個々の母数推定値に興味を持つよりもむしろ，選ばれたモデル全体と
してのパフォーマンスに関心を持つべきである．それ故，予測の際の最適性をもとにモデル
選択を行うことは，データを用いて予測を行う際には特に重要となる．
3 モデル選択基準
前節で述べたように，データ数が増えれば増えるほど，説明変数は有意になりやすくなる．
つまり，データ数が増えるほど詳細な分析が可能になるのである．しかしながら，実際の場面
ではデータ数は限られているのが普通であり，何らかの目的のために最適なモデルを選ぶと
いう立場が合理的であろう．この節では，予測の最適性に基づく基準である，モデル選択基準
を紹介する．
3.1 MallowsのGp
Mallows (1963)の Gpは次のように導出される.n次元確率変数 X が nxp説明変数行
列 Z とnxq説明変数行列 Zwに対して，
X = rJ + E =Z (3+ Zw凡+E, E(E) = 0, V(E) =庄I (9) 
と表されているとするここで /3,f3wはそれぞれ pX 1, q X 1未知母数ベクトルとする．い
まE(X)= Z/3と仮定したときの 9の推定量3は，
/3 = (zr z)-1ゲ x
となる．このときのモデルの予測誤差として， scaledsum of squared errorである
1 
K = -IIZ/3 -TJl2 庄
を採用する.P = z(zr z)-1 zrとおくとき，
1 
K = -IIZ(ZT z)-1 zT X -(Z/3 + Zwf3w)ll2 
び2
となり，
が成立する．
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1 ＝戸 11 — (I -P)Zw凡 +PEll2
=~{虎忍(I -P)Z立 +ET肛｝
1 
E(K) = -{3~Z;!;(I -P)Zwf3w + p が2
(10) 
(11) 
(12) 
(13) 
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一方，
が成立し，
を得る．
RSS = IIX -PXll2 = eT e 
= l(J -P)(Z/3 + Zwf3w + E)l2 
= l(J -P)(Zwf3w + E)l2 
= /3JZJ(I -P)Zwf3w + /3ごZJ(J-P)E + ET(I -P)E 
E(RSS) = {3~ZJ(J -P)Zwf3w + (n -p)a2 
(13)と(15)より虎Z[(I-P)Zw凡を消去して，
E(K) = 
E(RSS) E(eT e) 
庄
-n + 2p = -n + 2p 
庄
となる．庄は未知なので，適当な推定値 &2で置き換えた，
RSS ere 
Gp=― -n + 2p =― -n+2p 伊伊
が用いられるこの基準を小さくするものが望ましいモデルとなる．
3.2 SchwarzのSC
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(14) 
(15) 
(16) 
(17) 
この基準は，ベイズ理論から導出されるもので，サンプルサイズ nを無限大にする操作に
より事前分布に依存しない基準を求めることができる.Schwarz (1978)は非常に簡潔に書か
れているので，ここでは解説を加えて詳細に説明する．パラメータ 0が与えられたときの，確
率変数 Xの条件付分布として指数型分布族を想定する．つまり条件付分布の密度関数がRI
上のルベーグ測度にたいし，
f(x, 0) = exp (がy(x)-b(0))p(x), 0 EE> (18) 
の形を持つとする．なお，分布の自然母数(naturalparameter) 0とその十分統計量 y(x)は
k次元ベクトルであり，自然母数空間 0 はK次元ユークリッド空間冗Kの凸部分集合であ
る1.
fij (j = 1,2, ・ ・ , l)を炉の kj次元線形部分空間とするとき，競合するモデルがmjn e, 
j = 1,2, ・.'lと表されるとしよう.O'.jをj番目のモデルが真である確率， μj(0)をj番目のモ
デルが真のときのm-ne上の事前分布の密度関数とするとき， 0の事前分布は， こ贔O'.jμj(0) 
により表される．各μj(0)がmine,j = 1,2, ・ ・ , k上有界で， しかも局所的に 0から一定
以上離れているとする．いま Lossfunctionを， fijを真のモデル， J(x1心2,・ ・ , Xn) = 6 (X) 
を推定されたモデルとするとき，
L(j, 8(x))) = {゜ if8(x) = j 
1 otherwise 
(19) 
1指数型分布族の性質については，例えば，稲垣 (2003)§.14を参照されたい
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と定義しよう．
以上の設定のもとで， 0の事後分布は，
exp (口~1 (がy(xi)-b(0))) I:~=1 叫j(0)
fe exp (口~1 (がy(xi)-b(0))) I:~=1叫j(0)d0
(20) 
となる．上式の分母はパラメータ 0と無関係であり，先に仮定した μjの直交性より， aj,μj 
をそれぞれ事後確率，事後確率分布とすると，
n 
亨 (0)= C(x) exp (Lがy(xi)-nb(0))叫 j(0), j=l,2,・・・,l (21) 
i=l 
と表される． この両辺を積分することにより，
J m-ne叫 0)d0=可=C(x) exp Lがy(叩）ー nb(0)O'.jμj(0)d0 (22) L,n。 (;~1)
となる． これを最大化するモデル mjがベイズ推定量となる.C(x)はjについて共通だか
ら， f}=ロ~ly(叩） として，
n 
SC(mj; fj, n) = log j O'.j exp n(0T f}-b(0)))叫0)d0 (23) 
mjne 
（ 
をモデル選択基準とするのが Schwarz(1978)の考え方である． このままでは， SCが O'.j'μj
に依存するので， f},mjを一定のまま，サンプルサイズ nを無限大にすることにより事前分
布への依存しない形にしたのが，
SC(mj;f},n) = n sup (0勺— b(0))-kjlogn+R (24) 
0Em1n8 
である乞ここで， R=R(m五fj,n)は0(1)であり nが大きいとき無視される部分を表す．
この基準を求める際の近似計算において， mjneが真のモデル〇＊を含まなくてもよい
ことは注目に値する．この分節の最後に，正規線形モデルが上述の指数型分布族の形をして
いることを示し，正規線形モデルで使われる SCの式を与える．平均μ分散庄の正規分布
N(μ 兄）の密度関数は，
f(x;μ, 庄）＝
1 (x-μ)2 
亨
exp{-
2庄 ｝ 
(25) 
より対数尤度は，
l(μ, び叫x)=嘉x+( — ~)x2 -(b + logo-) (26) 
という形を持つ.Xiをふ r-vN(μi, c丑）の観測値とし，各ふは独立で， Ziをi番目の観測に
伴う p次元説明変数ベクトルとするとき μi= f3T Ziと表されるものとする．このとき尤度は，
n 
ln(/3, a叫x,Z) = L l(μi, a叫Xi,Zi) (27) 
i=l 
＝げ）喜名＋（—~)喜7-( —□戸 (f3五）2 -nloga) (28) 
2(23)から (24)を求める証明の概略については，付録 5.3を参照されたい．
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約＝含， j = 1,2, .. ,P 
0p+l =―茄
Yjは）＝区~1 叩Zij, j = 1,2, ・ ・ , p 
Yp+lは）＝匹~1x; 
9 
(29) 
とすることにより， (18)の分布形を持つ．ここで， Zijは Ziの第 j成分を表すものとする．正
規線形モデルの場合9の最尤推定値は最小自乗推定値と一致し，残差ベクトルを e= (I-P)x 
とするとき，
~= (zrz)-1z伍， ;2= 五(I-Z(がz)-1万）X e和n = n . (30) 
この推定値を (24)に代入すると，
n T e e 
SC(p,y,n) = p 万 log21r-;-―n-2 Iogn 
となる． この式から必要な部分を取り除き (-2)倍した，
T e e 
SC(p,y,n) = nlog 一—+plogn 
n 
(31) 
(32) 
が一般に利用されている (Greene,2000, p.306). この基準を小さくするモデルが好ましい．
SchwarzのSCは，分布形(18)が一見制約的に見えるのだが，これは正準リンク (cannonical
link)関数を持つ一般化線形モデルが共通して持つ形であり，正規線形モデルの他にもポア
ソン分布を想定した対数線形モデルや二項分布を想定したロジスティックモデルといった有
用なモデルに対して適用できる．
3.3 赤池の AIC
様々な場面で，モデル選択基準として用いられるようになってきた AIC(Akaike Information 
Criterion)について説明する. AICはモデルの関数形を与えさえすれば計算可能であり，
AIC = -2 x (モデルの最大対数尤度） + 2 X (モデルのパラメータ数） (33) 
により与えられる．この基準を小さくするモデル好ましいことになる．この節では， AICの大
まかな導出法を示し汽その利用法について述べる．
AICは真の分布とモデルにより推定される分布との距離を， Kullback-Leibler(K-L)情報
量を用いて測定するものである.g(x)を真の分布， J(x)をモデルから推定された分布とする
とき，モデルに関する真の分布の K-L情報量は，
I(g; f) = i:log{悶}g(y)dy (34) 
3坂元他 (1982)を参考にした今後の説明では，分布族の supportが一定であるとか，積分と微分の交換可能
性とかいった正則条件は全て成り立つものとしている．
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により定義される4_ いま，データ X = (xぃX2,・・・,Xn)を確率変数 X = (X1,X2,・・・,Xn) 
の実現値とする．ふは互いに独立に同じ真の分布 g(・)に従うとする．これに対しモデルは
Model(p) : {J(-10) ; 0 = (01, ・ ・ , 0p) E切｝ (35) 
とし，このモデルは真の分布を含んでいる，つまり， 0*E 8pが存在して g(・)= !(・10*)であ
るとする.Model(p)をデータに当てはめるとき，対数尤度は
n 
ln(0) = L logJ(xil0) 
i=l 
(36) 
と書ける．
Opを最尤推定値とするとき， Model(p)の良さの基準として，
CX) 
I(g(・); f(向）） = J log{ g(y) } g(y)dy (37) 
心 f(yl0p)
= I"log{g(切}g(y)dy -]0 log{J(yl0p)} g(y)dy (38) 
-CX) 一CX)
を採用する瓦つまり，推定されたモデルと真のモデルの距離をモデル選択の基準とするので
ある.(38)の 1項目はモデルの選び方に関係なく一定なので除外し凡 2項目を n倍した
n JCX) log{f (yl叩}g(y)dy (39) 
-CX) 
を考える．これが大きい程よいモデルであると言える．真の分布 g(・)は未知なので，上式を推
定することにしよう．
互(0):= n恥 {logf (Yl0)} = n JCX) log J(yl0) g(y)dy (40) 
-CX) 
と定義すると， (39) は l~(叩と表される. opは確率変数なのでば(Op)の期待値
ば(p):= Ex{は（似}= Jば(Op)ITg(叩）dx (41) 
i=l 
を考える．ド(0)を真の値かのまわりでティラー展開して，n p 
互 (0叫 ~z~(0*)+ n(Op―〇*)TEy{8log f(Yl0) 80 }〇＊
1 A 
n(0p 『)T恥｛8打
ogf (Yl0) A 
十一 (0 -『）2 a疇 T }0* P 
(42) 
という近似式を得る．右辺第 2項は， Ey{logf(Yl0)}がかで最大値を取るため 0になる．
J* :=—恥｛8打ogf(Yl0) 向が｝〇＊ とおくとき，尤度理論より漸近的に
而（約―0*)rv N(O, J* -1) (43) 
4g-/= fならば I(g;f)> 0であり， I(g;f) = 0 ifand only if f = gであることが容易に示される
5上の式で xではなく yを用いた理由は，データの関数である Opとは独立であることを明確にするためであ
る．
6AICは比例尺度ではなく，間隔尺度である理由はここにある．
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が成り立つので7,
n(0p -fJ*)T J*(0p -fJ*) rv x2(p) (44) 
が近似的に成り立つ．このことから， (42)の両辺の期待値を取ることにより，
l~(p)~l~(fJ*) --p 
2 
(45) 
を得る．
次に， ln(0*)= I:7=1 log f(xilfJ*)を opのまわりでティラー展開すると近似式，
A T 叫 (0) 1 A r 8如(8)ln(fJ*)~ln(0p) + (0* -fJp) { }・+ -(fJ* -fJ)・(0* -Op) (46) 8(} Op 2 p { 808(JT }。P
が得られる.Zn (fJ)はopで最大値を達成するので，上式第 2項は 0である．また， n→ ooの
とき， op→ (J* a.s. が成り立っため，
-(8* -{J) T 8如(fJ)p { 8fJ8(JT } 0p(J* -叩～ぐ(p) (47) 
が近似的に成り立つ．そこで， (46)の両辺の期待値をとることにより近似的に，
l~(fJ*)~Ex[ln(8辺］ー一p 
2 
を得る.(45)に (48)を代入することにより，
ば(p)~Ex[ln(0p)] -p 
という近似式が得られる.Ex[ln(糾）］をその推定値 ln(0p)で置き換え，（ー2)倍した，
(-2)ln(叩+2p
を赤池の情報量基準 (AIC)と呼ぶのである．
(48) 
(49) 
(50) 
以上の導出は，モデルが真の分布を含む，つまり g(・)= !(・10*)の場合に限り有効である．
AICはモデルが真の分布を含まなくても， AICは (50)により与えられる．このとき暗黙に，
“データ数 nが大きくなるにしたがいパラメータ数 pもそれに応じて大きくなり，モデルの
中で真の分布にいくらでも近い分布が存在する”という仮定をおいているのである8_言い換
えれば， AICは真の分布を含む（あるいはモデルの中に，真の分布をかなり良く近似する分布
が存在する）いくつかのモデルの中で最良のものを見つけるための基準と言える．
AICをその導出法に基づき厳密に適用するとなると，かなり制約的となり，実質的には従来
の尤度比検定とほとんど変わらないものとなるり赤池 (1976)自身， "AICの利用に際しては
何等の数表も主観的な議論も必要としなかった”ことを特長に挙げているように，従来の尤度
比検定に代わる簡便法であり，理論的な厳密性よりも道具としての汎用性から提唱されたもの
言える．このことは，坂元他 (1982)を見ても明らかである．そこでは，尤度比検定が可能な場
面での AICの利用について述べている.AICを道具として割り切るとき， F(叫Zが0),0E 0 
7例えば，稲垣 (2003)を参照されたい．
8詳しくは稲垣他 (1977),竹内 (1976)を参照されたい
，稲垣他 (1977)は，尤度比検定の枠組みから AICおよび Gpを捉え， 3者が漸近的に同等であることを厳密
に示している．
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とG(叫Zが,),,Erの 2つのモデルのうち， どちらが真の分布に近いかを判定することも
可能になる．仮にどちらか一方が漸近的に真のモデルを含まないとしても，そのモデルの最大
尤度の部分が小さくなるため，モデルの候補から自然に脱落するであろうというものである．
正規線形モデルでの変数選択の場面では，前の基準と同じ設定で，
T e e 
AIC = nlog + 2p 
n 
となる．この基準を小さくするモデルが好ましい．
3.4 Adjusted R2 ; 炉
(51) 
この基準は，これまでに紹介してきたものとは違い，何らかの最適性から導出されたもので
はない．とは言え，これまでの基準が持っている性質を共有している．つまり，モデルのパラ
メータ数に応じたペナルティが与えられているという意味で，モデル選択基準の一つとして
扱われるのが一般的である．
Mallows'Gpと同じ設定で，モデル E(X)= Z/3をあてはめた時の自由度調整済決定係数
(Adjusted R叫炉）は， P= Z(zrz)ー1万として，
x'「(I-P)x/(n-p) eTe/(n-p) n-1 だ=1 - = 1 - = 1 - R2 
研 (I-Pりx/(n-1) I:~=1(xi ― x)町(n-1) n-p (52) 
となる．ここで， Zはnxp説明変数行列， P1= l(lTl)lT = (1/n)ijである．モデルの適合
度として，
R2 = 1 
五(I-P)x eTe 
=1-
五(I-PりX I:~=l (xi―元）2 (53) 
を用いると，説明変数を増やせば必ず適合度は上がるので，決定係数 R2のままではモデル選
択の基準とはなりえないのである．
4 結び
まず，前節で紹介したモデル選択基準を，正規線形モデルの枠組みの中に限定して比較を行
おう．得られたデータ X= (x1,X2, ・ ・ ,Xn)が X rv N(Z{3, 庄I)の観測値であると仮定した
とき，各基準は次の形に表される．
ere 
Gp= + 2p fr2 (54) 
ere 
SC= nlog n + plogn (55) 
T e e 
AIC = nlog n + 2p (56) 
だ =1-
er e/(n -p) 
I:=~=1 (xi -x)町(n-1) (57) 
上で， Zはnxp説明変数行列， Iはn次単位行列， e= (I -Z(zr z)-1 Zりxは残差を表す
ものとする.Gp, SC, AICの場合は値が小さいほうが望まし <'fl2は大きいほうが望まし
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い．どの基準を採用するにせよ，包含関係にある (Nested)2つのモデルを比較する際は，検
定を行うことと同値である．
AICを例にとろう．帰無仮説 H。が対立仮説 H1の制約になっているときを考える.R。
のパラメータ数を pとしその場合の残差を ea,H1のパラメータ数を p+qとしその場合の
T e。ea e『e1残差を e1とすれば， nlog + 2pとnlog + 2p + 2qとの差，つまり，
n n 
T e。e。 e『e1
nlog -nlog -2q 
n n 
(58) 
が正ならば H。を，負ならば H1を採択することを意味する．それ故，尤度比を用いて棄却限
界値を 2qとする検定と全く同じになる．他の基準の場合も同様で，統計量と棄却限界値が変
化するだけである．このようにモデル選択基準とは，仮説検定を行う際，自動的に棄却限界値
を与える方式と捉えることも可能である．
導出法から見るとき，炉は何ら最適性を持たないため，やや採用し難い.GpとSCは仮定
されたモデルと真のモデルが違っていることが許容されるため，モデル同士が包含関係を持た
なくても利用可能であるこれは， GpとSCが AICよりも適用範囲が狭いことに起因して
いるもちろん，竹内 (1976)が感想として述べた，‘‘真のモデルを漸近的に含まないモデルは，
最大尤度の部分が小さくなるためモデル候補から勝手に脱落する”という考えを採用すれば，
AICもまた包含関係を持たない Non-nestedなモデルの比較にも用いることが可能になる．
稲垣他 (1978)が厳密に示したように， AICとGpは共に，漸近的に尤度比検定と同等であ
る．また， SCもAICとは棄却限界値の異なる尤度比検定として解釈できる．一般に尤度比
検定は漸近的な最適性を持つことが示されている.SCは，パラメータ数によるペナルティー
部分が， AICの 2pに対し plognであり， nが大きければ 2pよりはるかに大きくなる．その
結果， AICよりも母数節約的になりすぎる．
次に，サンプル数がそれほど大きくない時にどれを選ぶかということを考えよう.AICは
データ数 nを無限大にしたときに得られるもので nがそれほど大きくない場面での有効性
に問題があること， AICの導出法は一般的な尤度理論に基づくものであることから，庄の推
定値をどのように与えるかの任意性があるものの，正規線形モデルでの変数選択では Gpの利
用が最適であると結論づけてもよいだろう．
正規線形モデルの枠内での，モデル選択基準としての優位性は持たないものの， AICは尤
度を指定しさえすれば適用可能であるため，その適用範囲は他の基準を圧倒して最も広い．尤
度を指定することを制約的と見ることも出来るが，指定しなければほとんどの推測が不可能
になることを考えれば，それほどでもないと言えよう．何度か述べたように，道具として割り
切ったときの AICは，正規線形モデルに限らず，ありとあらゆるモデル間の比較に用いるこ
とのできる便利な基準（道具）であることを最後に強調しておきたい．
5 付録
5.1 逆行列の公式
[~ ~]を正方行列の分割とし， A,D は対角行列とする．このとき
¥A¥ヂ0,¥D-CA―IB¥ヂO
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ならば，次の逆行列の公式が成り立つ．[~ ~r = [A-1 +_: ー］厄~~11CA-1 -Aーい門v—'], where W = D -CA―'B. (59) 
[~ ~r = [-D~; い D-'+-;;~:誓―~',CD_,], whereV = A-BD-10 (60) 
5.2 正規線形モデルでの推測
前の分節で述べた逆行列の公式を用いて，説明変数を追加する効果について述べる.Xを
n次元正規分布に従う確率変数とし， Zo,Z1をそれぞれ nx k, n x p説明変数行列， /3o,
/31を k,p次元母数ベクトルとするとき，
X rv N(Zof3o + Z直1,crI) (61) 
が成り立つとしよう．ただし， z。， Z1の合わせて k+p個の説明変数ベクトルは一次独立と
する．
ここで， Ho : f31= 0, H1 : f31# 0を検定しよう．検定統計量は， Ho:f31 = 0を仮定し
たとき残差平方和，
XパI-Zo(Z認0)-1Zo)X 
とH1:f31-# 0を仮定したときの残差平方和，
xT(I-[Zo勾([ZoZ予[ZoZ叶）ーi[z叫）X
の差を用いる．式 (63)を，公式 (59)を用いて展開しよう．
([ZoZ叩z。勾）ー 1= [戸鸞］ー 1
は， W=Z『(I-Zo(Z位o)-1Z'{y)Z1と置くとき，
(62) 
(63) 
-w-1z『Zo(Z認o)-'w-'] (64) 
[(Z認0)-1+ (Z認o)-1Z訪 w-1z[zo(Z認0)-1 -(Z認o)-1z屈 w-'
なので， H1を仮定したときの残差平方和 (63)は，
xr(I-Po -(I -Po)Z1w-1z[(I -Po))X 
となる．よって，残差平方和の差は，
xT((I -Po)Z1W―iz『(I-Po))X, 
いま， Zi=(I-Po)ZぃX*= (I -Po)Xとするとき， W=ZiT勾であることから，
(65) 
(66) 
X州J-Po)Z1 w-1 Z『(I-Po))X=X*T勾(ZげZいがX*. (67) 
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よって， (66)は， X*をZiに回帰させたときの回帰による変動と解釈できる.Zi(Zげzi)-1z汀
はベキ等行列であるので， X*TZi(Z汀zi)-1zirX*は非心度かT勾(ZiT勾）ー izげが，自
由度pのカイ自乗分布に従う． ここで，か=(I -Po)T/を表す．
加の仮定のもとでは，か=(I -Po)T/ = (I -Po)Zof3o = 0であり， X*T(I-
Zi(Z汀 i)→z臼X*は自由度 n-k-pのカイ自乗分布に従うことより，
x疇 (Zi国）ー1が X*
X叫I-Zi(Zi誓）一1年）X* 
を用いて検定が行われる．
rv F(p, n -k -p) (68) 
検定の場合に限らず， /31についての推測では， X,Z1の代わりに X*= (I -Po)X, 
Zi = (I -Po)Z1を用いれば良いことが，上の計算と同様にして導かれることに注意された
い．特に，
{31 = (z{T勾）ー iz汀X* (69) 
が成り立つ．
5.3 SCの導出法
この分節では， (24)がどのように導かれるかを解説する.A= sup0E8(0T y -b(0))とし，
最大を達成する O値を o。で表す．いま， O<p<びを満たす pを適当に定め， o。の近傍
Wp = {0: exp{がy-b(0)} 2: p} (70) 
を考える．指数型分布族の性質より b(0)は coo級（無限回連続的微分可能関数）であり，
a2b(0) 
は正定値行列である．それ故Wpは， o。をその内点として含む，有界凸閉集合であるa0a0r 
ことが分かる.0 E Wpに対し，がy-b(0)をo。の周りで展開すると，
T 82b(0) 
(0T y -b(0)) = (06 y -b(0o)) -(0 -0o) { } (0 -0o) a0a0r 01 
T 82b(0) 
= A -(0 -0o) { } (0 -0o) a0a0r 01 
(71) 
が成り立つ．ここで， 81は 81-0。=a:(0-0。)， O<a:<1を満たすものである.Wp上
炉b(0)
の固有値の最大値をふ，最小値を入2 とすれば， 0E Wpに対し80f)0T 
A-A1ll0-0。附<(炉y-b(0)) < A-心110-0。旧 (72)
が成り立つ．これより，
J叩 exp{n(がy-b(0)) }μ(0)d0 < LPexp{ n(A -入2110-0。旧）}μ(0)d0 (73) 
を得る.Lnノルムの性質として， Vを確率変数とするとき一般に limn→oo(E[V門）l/n = sup V 
が成り立つので， nを十分大きくとれば，
le exp{ n(がy-b(0))}μ(0)d0 < leexp{n(A-心110-0。伯）}μ(0)d0 (74) 
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が成り立つ.μ(0)ルベーグ測度とするとき凱つまり μ(0)三 1とするとき，
exp{ SC(8; y, n) }< exp{ nA} () , 7r (k/2) 
n入2
(75) 
よって，
SC(8;y叫}<nA -(k/2) logn + R公 (76) 
ここで凡は 0(1)の部分，となる．同様にして，
SC(8; y, n)} > nA -(k/2) log n + R1, (77) 
ここで凡は 0(1)の部分，も成立するので，最終的に (24)を得る．以上の説明は， 0につい
てのものだが， mJn eの場合も同様に証明できる．なぜなら，モデルfijはRk内の kj次元
線形部分空間なので，パラメータを適当に一次変換してやれば，
{ exp (OT y(x) -b(O))p(x), 0 E mJ n 8 } 
は，朽次元ベクトル 0',y'(x)と，朽次元ユークリッド空間内の凸部分集合 ejが導き出さ
れて，
{ exp(0'T y'(x) -b(0'))p'(x), 0'E 8j }, 
という形に書き表されるからである．
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