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The rank aggregation problem has received significant recent attention within the
computer science community. Its applications today range far beyond the original
aim of building metasearch engines to problems in machine learning, recommenda-
tion systems and more. Several algorithms have been proposed for these problems,
and in many cases approximation guarantees have been proven for them. How-
ever, it is also known that some Markov chain based algorithms (MC1, MC2, MC3,
MC4) perform extremely well in practice, yet had no known performance guaran-
tees. We prove supra-constant lower bounds on approximation guarantees for all
of them. We also raise the lower bound for sorting by Copeland score from 32 to 2
and prove an upper bound of 11, before showing that in particular ways, MC4 can
nevertheless be seen as a generalization of Copeland score.
1 Introduction
We consider the problem of ranking a set of elements given a number of input rankings of the
set. The goal is to find a ranking that minimizes the deviation from the input set of rankings.
This problem has been well-studied in voting and social choice theory, but recent interest of the
computer science community was started by a paper of Dwork, Kumar, Naor, and Sivakumar
[6], who called the problem the rank aggregation problem. Dwork et al. studied the problem
in the context of metasearch; that is, aggregating the results of multiple search engines into a
single ranking.
To be more precise, we suppose that the input rankings are given as permutations πi :
[n] → [n] for i = 1, . . . ,m; the goal is to find another permutation σ : [n] → [n] to minimize∑m
i=1K(σ, πi), where K is the Kendall distance, a measure of the distance between the two
permutations σ and πi. From the input permutations, we can obtain a complete weighted
directed graph G = (V,A) where V = [n] and the weight wij of arc (i, j) is the fraction of
permutations that rank i ahead of j.
Quite a number of different algorithms have been proposed for performing rank aggregation.
In Borda scoring, the vertices of the graph are sorted in nondecreasing order of their weighted
∗The second author was supported in part by NSF grant CCF-1115256.
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indegree. The Copeland score of an element i is the number of j such that i is ranked above
j in at least half the rankings; another method is to rank by nondecreasing Copeland score.
Ailon, Charikar, and Newman [3] gave an algorithm motivated by the Quicksort algorithm in
which at each step, a random element i is chosen as a “pivot”; remaining elements j are then
ordered before or after the pivot i depending on whether wji or wij is greater, and then the
elements before and after the pivot are recursively ordered. Deterministic variants of these piv-
oting algorithms were given by van Zuylen and Williamson [11]. Motivated by the PageRank
algorithm [4], Dwork et al. proposed four Markov chain-based methods to obtain an overall
ranking; they called these algorithms MC1, MC2, MC3, and MC4. Each chain is on the set [n]
with different transition probabilities specified. To obtain an ordering, the stationary proba-
bilities of the chain are computed, and the elements are then ordered in nonincreasing order
of stationary probability. In computational experiments, Dwork et al. showed that MC4 was
especially effective in finding a near-optimal solution to the rank aggregation problem on data
drawn from metasearch. These results were further validated in experiments of Schalekamp
and van Zuylen [9] on other data sets, who also found that MC4 outperformed other methods,
including the Borda algorithm and several variants of the pivoting algorithms. Dwork et al. ar-
gue that MC2 and MC3 generalize the Borda scoring method, and that MC4 is a generalization
of the Copeland scoring method.
Many of these algorithms have been studied from an approximation algorithms perspective;
we say that an algorithm for the rank aggregation algorithm is an α-approximation algorithm
if it runs in polynomial time and on any input returns a solution within a factor of α of the
optimal solution for that input. The factor α is sometimes called the performance guarantee
or approximation factor of the algorithm. Ailon et al. give a 43 -approximation algorithm via
an LP-based variant of their pivoting algorithm. Coppersmith, Fleischer, and Rudra [5] show
that Borda scoring is a 5-approximation algorithm. Kenyon-Mathieu and Schudy [8] show
that for any fixed ǫ > 0, they can give a (1 + ǫ)-approximation algorithm for the problem,
although the running time of the algorithm is doubly exponential in 1/ǫ. However, no bound
on the approximation factor of the Markov chain-based algorithms is known, despite their
excellent performance in practice. Determining the performance guarantee of these algorithms
was raised as an open question by Schalekamp and van Zuylen; they give an example to show
that it must be at least 32 .
In this paper, we resolve the question of Schalekamp and van Zuylen by showing – somewhat
surprisingly – that the Markov chain-based algorithms all have bad performance guarantees. In
particular, for MC1, MC2, and MC3, we give an example to show that these algorithms have an
arbitrarily bad performance guarantee on a set of just three elements. For the MC4 algorithm,
we give a family of examples that show that it does not have any sublinear performance
guarantee.
We also study the performance of the Copeland algorithm. Schalekamp and van Zuylen
show that its approximation factor cannot be better than 32 ; we improve this to show that
it cannot be better than 2. By drawing on the proofs of Coppersmith et al. for the Borda
scoring algorithm, we are able to show that Copeland is a 11-approximation algorithm. Fagin,
Kumar, Mahdian, Sivakumar, and Vee [7], in an unpublished manuscript, have shown that
Copeland is a 4-approximation algorithm. We include our result so that there is some published
bound on Copeland in the literature. We also show a strong connection between particular
implementations of MC4 given in the literature, and Copeland scoring.
The rest of the paper is structured as follows. We introduce notation and give the precise
definition of the rank aggregation problem in Section 2, as well as the definitions of the four
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Markov chain-based algorithms for it. In Section 3, we give a simple way of characterizing
the ordering returned by MC4 that will help with our analysis; we then show that both the
Copeland and MC4 algorithms can be twice the optimal solution on a three element example.
We show the bad examples for MC1, MC2, and MC3 in Section 4, and the family of bad
examples for MC4 in Section 5. We give our 11-approximation for the Copeland score in
Section 6. We show the connection between Copeland and MC4 in Section 7, and conclude in
Section 8.
2 Setting and Notation
For consistency with Coppersmith et al. [5] we denote {0, .., n − 1} as [n]. We only consider
the full rank aggregation problem, in which we are given permutations π1, . . . , πm : [n] → [n]
and the goal is to output a permutation σ that minimizes the cost
cR(σ) =
m∑
i=1
K(σ, πi), where K(σ, πi) := |{(u, v) ∈ [n]2 : u < v, σ(u) < σ(v), πi(u) > πi(v)}|
denotes the Kendall distance — or Kendall tau distance — between permutations σ and πi; the
distance is simply the number of pairs of elements such that the ordering of the pair is different
in σ and πi. A permutation σ will be written as a row vector, in which the ith coordinate
holds the value σ−1(i). We will say that σ−1(i) is the ith highest element in the ranking σ. In
particular, this means that we will consider i ranked higher than j by σ if σ(i) < σ(j).
In the weighted feedback arc set problem, we are given a complete graph G = (V,A) with
weights wij , wji for each i, j ∈ V . We say that weights wij obey the probability constraints if
wij +wji = 1, wij +wjk ≥ wik ∀i, j, k ∈ V . The goal of the problem is to find a permutation σ
that minimizes cG(σ) =
∑
i,j:σ(i)<σ(j) wji. The weighted feedback arc set problem with weights
obeying the probability constraints is a generalization of the rank aggregation problem: we
set wij =
1
m
∑m
k=1 1{πk(i) < πk(j)}, and it is easy to see that this choice of weights obeys the
probability constraints.
We will write for i, j ∈ [n] that i ≻ j if a majority of input permutations rank i higher than
j and denote Pi = {j : i ≻ j}.1 The Copeland score of element i is defined as |Pi| and sorting
by Copeland score means in non-increasing order, with arbitrary tie-breaking. We will refer to
the majority tournament T as the tournament on n vertices, where arc (i, j) is directed from
j to i if j ∈ Pi.
We now define informally, and then formally, the four Markov chain-based algorithms. Each
Markov chain is on the set of elements [n] and is specified by giving an n × n transition
matrix P = (pij); pij is the probability of transitioning from state i to state j. We compute
an ordering from P by finding x such that xP = x, and then returning a permutation π,
that fulfills xpi−1(0) ≥ . . . ≥ xpi−1(n−1). Ties are broken arbitrarily. Given the graph of the
transition probabilities with arcs A = {(i, j) : pij 6= 0}, Dwork et al. note that the set of
strongly connected components form a directed acyclic graph (DAG). If there is more than
one strongly connected component, Dwork et al. state that one should compute the ranking
from the Markov chain on a strongly connected component corresponding to a source node
of the DAG, put these nodes first in the ordering, and recurse on the remaining strongly
1If m is even, it might happen that exactly half of the permutations rank i above j and half rank j above i.
In this case, we assume an arbitrary tie-breaking rule for i ≻ j or j ≻ i.
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connected components of the DAG. In what follows, we will assume that there is a single
strongly connected component, and our examples will also have this form.
For MC1, if the Markov chain is in state i, then the next state is chosen uniformly from the
multiset of all elements that some input ranking ranked at least as high as i (that is, from⋃
k{j : πk(j) ≤ πk(i)}.) Its transition matrix PMC1 is defined by:
pij =
yij∑m
k=1 xik
,
where yij := |{k : πk(j) ≤ πk(i)}| denotes the number of permutations in which j is ranked
above or equal to i and xik := |{r : πk(r) ≤ πk(i)}| is the number of elements ranked above or
equal to i in permutation πk.
For MC2, if the Markov chain is in state i, then the next state is chosen by picking one
of the m input rankings uniformly at random – suppose it is πk – then picking an element j
uniformly from the set of elements that πk ranks at least as high as i. Its transition matrix
PMC2 is given by:
pij =
m∑
k=1
1{pik(j)≤pik(i)}
xikm
.
For MC3, if the Markov chain is in state i, then the next state is chosen by picking one of
the m input rankings uniformly at random – again suppose it is πk – then picking an element
j ∈ [n] uniformly at random. If πk(j) < πk(i), the chain transitions to state j, otherwise it
stays in i. The transition matrix PMC3 is defined by:
pij =
zij
mn
,
where zij = yij if i 6= j and zii =
∑m
k=1(n − xik + 1).
For MC4, if the Markov chain is in state i, then the next state is chosen by picking j ∈ [n]
uniformly at random. If j ≻ i (that is, a majority of the input rankings rank j higher than i),
the chain moves to state j, otherwise it stays in i. The transition matrix PMC4 is given by
pij =


1
n
if i ∈ Pj
0 if i 6= j, i 6∈ Pj
1−∑r:r 6=i pir if i = j.
3 Preliminaries
We begin by proving a simple lemma to characterize the ordering returned by MC4.
Lemma 1. If xPMC4 = x, then xj =
∑
i∈Pj
xi
n−|Pj |−1
Proof.
xj =
∑
i
xipij =
∑
i∈Pj
xi
n
+
(
1−
∑
r:r 6=j
pjr
)
xj =
∑
i∈Pj
xi
n
+ xj
|Pj |+ 1
n
,
implying the result. The third equality uses that
∑
r:r 6=j
pjr =
∑
r:j∈Pr
1
n
=
1
n
|{r : j ∈ Pr}| = 1
n
((n− 1)− |Pj |) = 1− |Pj |+ 1
n
.
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Figure 1: Directed triangle
The following is a simple corollary of the lemma, which we will later use:
Corollary 2. If Pi ⊃ Pj , then MC4 ranks i above j.
We will now see that on an input of just three elements, both MC4 and sorting by Copeland’s
score can be off by a factor of 2.
We characterize the possible inputs consisting of the 6 possible permutations of 3 elements,
such that the majority tournament is a directed triangle. The Markov chain is then completely
symmetric, implying that x0 = x1 = x2. Thus, we force MC4 to order arbitrarily. Similarly, as
|P0| = |P1| = |P2| = 1 Copeland has to sort arbitrarily as well. We will see that in this setting,
two permutations can be as much as a factor of 2 away from each other. Consider
π1 = (0, 1, 2) , π2 = (0, 2, 1) , π3 = (1, 2, 0) , π4 = (1, 0, 2) , π5 = (2, 0, 1) , π6 = (2, 1, 0)
The directed graph in Figure 1 yields a directed triangle as its majority tournament if either
a ≥ b, c ≥ d and e ≥ f or a ≤ b, c ≤ d and e ≤ f . We may assume without loss of generality
that the first set of inequalities holds. If we let the ranking πi appear αi times in the input,
we can write
a = α3 + α4 + α6, c = α2 + α5 + α6, e = α1 + α2 + α4
b = α1 + α2 + α5, d = α1 + α3 + α4, f = α3 + α5 + α6.
Substituting these into the previous inequalities, we find
α3 + α4 + α6 ≥ α1 + α2 + α5, α2 + α5 + α6 ≥ α1 + α3 + α4
and α1 + α2 + α4 ≥ α3 + α5 + α6.
Moreover, recalling that cR(πi) denotes the cost of πi as output on the given input permu-
tations, we find that
cR(π1) = α2 + 2α3 + α4 + 2α5 + 3α6, cR(π6) = 3α1 + 2α2 + α3 + 2α4 + α5
cR(π2) = α1 + 3α3 + 2α4 + α5 + 2α6, cR(π3) = 2α1 + 3α2 + α4 + 2α5 + α6,
cR(π4) = α1 + 2α2 + α3 + 3α5 + 2α6, cR(π5) = 2α1 + α2 + 2α3 + 3α4 + α6
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Now, choosing e.g. α2 = 1, α4 = k, α6 = k, α1 = α3 = α5 = 0, we find that the inequalities are
fulfilled - so there is a directed triangle and thus MC4 might output any permutation - and as
k →∞, cR(pi1)
cR(pi6)
→ 2. On the other hand, manipulating the inequalities above, we find that the
ratio of the cost of any two permutations is at most 2, e.g.:
cR(π1)
cR(π6)
=
α2 + 2α3 + α4 + 2α5 + 3α6
3α1 + 2α2 + α3 + 2α4 + α5
≤ (α2 + α4) + α6 + 2(α3 + α5 + α6)
2(α1 + α2 + α4)
≤ 1 + 1 + 2
2
.
Lemma 3. Copeland’s method, MC4 or any other algorithm whose output depends solely on
the majority tournament, can be off by a factor of 2 if the input consists of permutations on 3
elements.
4 MC1, MC2 and MC3
We will show in this section that MC1, MC2 and MC3 all return a cost linear in k on an input
consisting of one copy of π5 and k − 1 copies of π1 — with π1, π5 defined as in the previous
section.
The respective transition matrices will then be given by
PMC1 =


k
k+1 0
1
k+1
k
2k+1
k
2k+1
1
2k+1
k−1
3k−2
k−1
3k−2
k
3k−2


PMC2 =


k−1
k
+ 12k 0
1
2k
k−1
2k +
1
3k
k−1
2k +
1
3k
1
3k
k−1
3k
k−1
3k
k+2
3k


PMC3 =


3k−1
3k 0
1
3k
1
3
2k−1
3k
1
3k
k−1
3k
k−1
3k
k+2
3k


We now show that the stationary distribution for all three of these Markov processes has
x2 > x1.
Lemma 4. In the stationary distribution of PMC1, x2 > x1.
Proof. x1 =
k
2k+1x1 +
(
k−1
3k−2
)
x2 =⇒ k+12k+1x1 = k−13k−2x2 =⇒ x1 < x2 for k ≥ 2.
Lemma 5. In the stationary distribution of PMC2, x2 > x1.
Proof. x1 =
3k−1
6k x1 +
2k−2
6k x2 =⇒ x1
(
1
2 +
1
6k
)
= x2
(
1
3 − 13k
)
=⇒ x1 < x2 for k ≥ 2.
Lemma 6. In the stationary distribution of PMC3, x2 > x1.
Proof. x1 =
(
2k−1
3k
)
x1 +
k−1
3k x2 =⇒ (k + 1)x1 = (k − 1)x2 =⇒ x1 < x2.
Theorem 7. The approximation guarantee of MC1, MC2 and MC3 cannot be bounded in the
number of permuted elements.
Proof. The cost of any permutation that orders 2 before 1 is (k − 1), while the cost of π1 =
(0, 1, 2) is 2.
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5 MC4
In this section, we prove that MC4 has only a linear approximation guarantee even when the
majority tournament is strongly connected.
Consider for n ∈ N, c ≈ n4 the following rankings:
π1 = (0, 1, 2, . . . , n− 1) ,
π2 = (1, 2, . . . , n− 1, 0) ,
π3 = (n− c, n − c+ 1, . . . , n − 1, 0, 1, . . . , n− c− 1)
The Markov chain created by MC4 on an input consisting of n copies of π1, n copies π2 and
one copy of π3 is shown in Figure 2. We claim that the optimum has cost O((n+c)n) = O(n
2),
while MC4 returns a solution with cost Ω(n3). Consider first cR(π1):
cR(π1) = n(K(π1, π1) +K(π1, π2)) +K(π1, π3) = n(0 + (n− 1)) + c(n − c) ∈ O(n2).
On the other hand, we claim that MC4 returns a solution, in which the number of elements
ranked below n− 1 is linear in n, as will be shown in Lemma 8.
Lemma 8. For the stationary vector x of PMC4: xn−1 > xk if
√
cn+ 1 < k < n− c.
Proof. Consider the eigenvector x, such that xPMC4 = x. Notice that for k : 1 ≤ k ≤ n− c−1:
xk =
∑
i:k<i≤n−1
xi
n
+
n− k
n
xk =⇒ xk =
∑
i:k<i xi
k
.
Additionally, we find that
x0 =
∑
i:1≤i≤n−c−1
xi
n
+
(
n− c
n
)
x0 =⇒ x0 =
∑
i:1≤i≤n−c−1
xi
c
.
and for j ≥ n− c:
xj =
x0
n
+
∑
i:i>j
xi
n
+ xj
n− (j − 1)
n
=⇒ xj =
x0 +
∑
i:i>j xi
j − 1 >
∑
i:1≤i≤n−c−1
xi
cn
.
Here, the last inequality holds due to j − 1 < n− 1 and the characterization of x0 above. We
now want to compare the terms in
xn−1 >
∑
i:1≤i≤n−c−1
xi
cn
and xk =
∑
i:k<i
xi
k
To do so, we count how often the sum
∑
i:k<i
xi
k
appears in
∑
i:1≤i≤n−c−1 xi:∑
i:1≤i≤n−c−1
xi =
∑
i:2≤i≤n−c−1
2xi +
∑
i:i>n−c−1
xi
=
∑
i:3≤i≤n−c−1
3xi +
∑
i:i>n−c−1
2xi
. . .
=
∑
i:k≤i≤n−c−1
kxi +
∑
i:i>n−c−1
(k − 1)xi
=
∑
i:k<i≤n−c−1
(k + 1)xi +
∑
i:i>n−c−1
kxi > k
∑
i:k<i
xi.
But then, xn−1 > k
∑
i:k<i
xi
cn
>
∑
i:k<i
xi
k−1 > xk for
√
cn + 1 < k ≤ n− c− 1.
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...
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Figure 2: Markov chain created by MC4. Each edge has probability 1
n
and with the remaining
probability, there is a self-loop.
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It follows from Corollary 2 that the elements n− c, . . . , n− 2 will all be ranked above n− 1.
Thus, the distance from πMC4 to π1 is at least Ω(c(n − c)) = Ω(n2) giving a cost of Ω(n3),
which yields the following.
Theorem 9. MC4 has no sublinear approximation guarantee.
We will now show that if the majority tournament is strongly connected, then any solution
is an O(n)-approximate solution. We first need the following lemma.
Lemma 10. If the majority tournament is strongly connected, then OPT has cost Ω(mn).
Proof. Consider any permutation σ and denote by αi = σ
−1(i) the element ranked ith by σ.
We may assume that α0 ≻ α1 ≻ · · · ≻ αn−1, as else swapping αi, αi+1 would decrease the cost
of the permutation. However, strong connectivity implies that there exists a directed path
α0 = αi0 , αi1 , . . . , αit = αn−1 in the majority tournament. Suppose first that t = 1: then there
are at least m2 permutations in which αn−1 is ranked above α0. This would imply that the
distance to σ is at least 1 in these permutations. However, each of the rankings also includes
α1, . . . , αn−2 and ranks each such αi either above α0, below αn−1 or both. In either case, each
of these elements, together with at least one of α0 and αn−1, induce a distance of at least 1 to
σ. This adds up to a combined distance of (n − 1), giving a cost for σ of at least m(n−1)2 .
For arbitrary t, we can make the same argument: if ij < ij+1, then in each of the
m
2
permutations, in which αij is ranked below αij+1 , each αk ∈ {αij+1, . . . , αij+1} is ranked either
above αij or below αij+1 , inducing a cost for σ of at least
m
2 (ij+1− ij). Summing over all such
j, we find that σ has a cost of at least m(n−1)2 .
Theorem 11. With the assumption that the majority tournament is strongly connected, any
solution is an O(n)-approximation guarantee.
Proof. The result is straightforward, since the distance between any two permutations is at
most
(
n
2
)
= O(n2) and thus any solution returned can incur cost at most m
(
n
2
)
.
Corollary 12. MC4 is a O(n)-approximation for the full rank aggregation problem.
6 Sorting by Copeland score
In this section, we will show that sorting by Copeland score gives a constant factor approxima-
tion guarantee. To do so we will utilize a result by Coppersmith et al. [5] proving that sorting
by Borda scores gives a 5-approximation to the weighted feedback arc set problem as well as
two lemmas from their proof.
Recall that cR(σ) and cG(σ) denote the cost of permutation σ for the the rank aggregation
problem and the corresponding FAS-problem on G, respectively. We will also need some ad-
ditional notation: let cT (σ) denotes the cost of permutation σ when solving the FAS-problem
on the majority tournament T . OPTR, OPTG, OPTT will denote the respective optimal per-
mutations for the rank-aggregation, the corresponding FAS-problem and the FAS-problem on
the majority tournament respectively.
Lemma 13 (Coppersmith et al. [5]). ∀σ cT (σ) ≤ 2cG(σ). Notice that the inequality implies
cT (OPTT ) ≤ 2cG(OPTG).
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Proof. We will prove the inequality by considering how much each edge of the majority tour-
nament contributes to the respective cost functions. An edge contributes either 0 or 1 to the
left-hand side. Whenever it contributes 1 to the left-hand side exactly, it contributes at least
1
2 to the right-hand side, and so the statement follows.
Lemma 14 (Coppersmith et al. [5]). ∀σ cT (σ) ≥ cG(σ)− cG(OPTG)
Proof. Notice that an edge contributes either 0 or 1 to cT (σ). If it contributes 0, then it
contributes at most 12 to cG(σ) and thus, at least as much to cG(OPTG) as to cG(σ). Notice
that if the edge contributes 1 to cT (σ), the right-hand-side is bounded above by 1.
Theorem 15. The approximation guarantee of sorting by Copeland score is at most 11.
Proof. We start by observing that cR(σ) = mcG(σ) for any permutation σ, and thus cR(OPTR) =
mcG(OPTG), since the optimal solutions for the two problems are the same permutation. Then
8cR(OPTR) = 8mcG(OPTG)
≥ 4m(cT (OPTT ))
≥ m(cT (BordaT )− cT (OPTT ))
= m
(
cT (Copeland)− cT (OPTT )
)
≥ m(cG(Copeland)− cG(OPTG)− cT (OPTT ))
≥ m(cG(Copeland)− cG(OPTG)− 2cG(OPTG))
= cR(Copeland)− 3cR(OPTR)
Above, the first inequality follows from Lemma 13 and the second from Lemma 14. The
second equality follows from the observation that Copeland and Borda score are equivalent
with respect to the cost function cT . The next inequality follows from Lemma 14, and the last
inequality follows from Lemma 13.
7 MC4 as a generalization of Copeland score
The construction in Section 5 implies not only that there is no constant approximation guar-
antee for MC4, but also that there is no constant c such that |Pi| > c|Pj | ⇒ xi > xj. For
example, xn−1 is ranked above x√cn+2, despite |P√cn+2| ∈ Ω(n), |Pn−1| = 1. From this per-
spective, MC4 is indeed far away from being a generalization of sorting by Copeland score.
However, some implementations of the algorithm, as that of Schalekamp and van Zuylen [9],
implement MC4 with a restart probability δ ∈ [0, 1). We will denote such implementation as
MC4δ. The transition matrix of MC4δ is given as:
pij =


1
n
if i ∈ Pj
δ
n
if i 6= j, i 6∈ Pj
1−∑k:i 6=k pik if i = j.
We will now show that this allows two ways in which MC4 can yet be seen as a generalization
of sorting by Copeland score. These will imply in particular that the linear lower bound no
longer applies when δ > 0. The constant lower bound in Lemma 3, however, continues to hold
for all δ > 0.
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Theorem 16. ∀n,∀δ ∈ (1− 12n+1 , 1), a permutation output by MC4δ can also be output when
sorting by Copeland score. In particular, we then have that |Pi| > |Pj | =⇒ xi > xj, implying
that MC4δ is a constant-factor approximation.
Proof. We will use 1 −∑i:i 6=j xi = xj and, as in the argument in Lemma 1, ∑i:j 6=i pji =
δ|Pj |+n−1−|Pj|
n
=
(n−1)+|Pj |(δ−1)
n
, to write xj as
xj =
∑
i
xipij =
∑
i∈Pj
xi
n
(1− δ) +
∑
i:i 6=j
xi
n
δ + xj(1−
∑
i:j 6=i
pji)
=⇒ xj =
∑
i∈Pj xi(1− δ) + (1− xj)δ
(n− 1) + |Pj |(δ − 1) =
δ − δxj +
∑
i∈Pj xi(1− δ)
(n− 1) + |Pj |(δ − 1)
=⇒ xj
(
(n− 1) + |Pj |(δ − 1) + δ
(n− 1) + |Pj |(δ − 1)
)
=
(1− δ)∑i∈Pj xi + δ
(n− 1) + |Pj |(δ − 1)
=⇒ xj =
(1− δ)∑i∈Pj xi + δ
(n− 1) + |Pj |(δ − 1) + δ =
δ + (1− δ)∑i∈Pj xi
n− (1− δ)(|Pj |+ 1)
But then, it is easy to see that as δ → 1, xj → 1n . In particular, it can be shown that with
δ > 2n2n+1 , it holds that |xj − 1n | < ǫ = 12n2 . But then, |Pi| > |Pj | implies
xi >
δ + (1− δ)( 1
n
− ǫ)|Pi|
n− (1− δ)(|Pi|+ 1)
and
xj <
δ + (1− δ)( 1
n
+ ǫ)|Pj |
n− (1− δ)(|Pj |+ 1) ≤
δ + (1− δ)( 1
n
+ ǫ)|Pj |
n− (1− δ)(|Pi|+ 1) ≤
δ + (1− δ)( 1
n
− ǫ)|Pi|
n− (1− δ)(|Pi|+ 1) < xi,
where the penultimate inequality holds if ( 1
n
+ ǫ)|Pj | < ( 1n − ǫ)|Pi|. As |Pj | < |Pi| ≤ n− 1, the
bound ǫ ≤ 12n2 implies ǫ(2|Pj | + 1) < 1n . Equivalently, ǫ|Pj | + ǫ < 1n − ǫ|Pj | or ( 1n + ǫ)|Pj | <
( 1
n
− ǫ)(|Pj |+ 1). Since |Pi| ≥ |Pj |+ 1, this implies the desired inequality.
However, even for arbitrary δ > 0, we will now show that there is a way in which MC4 can
be seen as a generalization of Copeland score:
Theorem 17. ∀δ > 0 ∀i, j : |Pi| > |Pj | × 1δ2 =⇒ xi > xj , where xi, xj result from the
stationary distribution of MC4δ.
Proof. From the above expression of xi we can see that xi ≥ δn ∀i. Similarly, using the
expression and the facts that
∑
k xk = 1 and |Pl| ≤ n− 1 ∀l, it can be shown that xi ≤ 1δn ∀i:
xi =
δ + (1− δ)∑k∈Pi xk
n− (1− δ)(|Pi|+ 1) ≤
δ + (1− δ)
n− (1− δ)(|Pi|+ 1) ≤
1
n− (1− δ)n =
1
δn
.
Using those two bounds, we can then conclude that with |Pi| > |Pj | × 1δ2 :
xi =
δ + (1− δ)∑k∈Pi xk
n− (1− δ)(|Pi|+ 1) ≥
δ + (1− δ)|Pi| δn
n− (1− δ)(|Pi|+ 1) >
δ + (1− δ)|Pi| δn
n− (1− δ)(|Pj |+ 1) and
xj =
δ + (1− δ)∑k∈Pj xk
n− (1− δ)(|Pj |+ 1) ≤
δ + (1− δ)|Pj | 1δn
n− (1− δ)(|Pj |+ 1) <
δ + (1− δ)|Pi| δn
n− (1− δ)(|Pj |+ 1) ,
which concludes the proof.
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8 Conclusion
We have shown that although MC4 performs extremely well in practice, its worst-case per-
formance can be very bad. This statement is similar to those made about other algorithms
(for example, the running-time of the simplex method for linear programming). It would be
interesting to give some analytical explanation for the strong performance of MC4. Perhaps
one can characterize the types of input instances typically seen in practice, or perhaps a vari-
ant of the smoothed analysis of Spielman and Teng [10] used for the simplex method can be
shown. Another possible direction would be to characterize the settings of δ for which MC4
beats Copeland scoring, and thus has a constant performance guarantee.
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