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On the formal structure of logarithmic vector fields
Michel Granger and Mathias Schulze
Abstract
In this article, we prove that a free divisor in a three dimensional complex manifold
must be Euler homogeneous in a strong sense if the cohomology of its complement is
the hypercohomology of its logarithmic differential forms. F.J. Caldero´n–Moreno et al.
[CMNC02] conjectured this implication in all dimensions and proved it in dimension two.
We prove a theorem which describes in all dimensions a special minimal system of gen-
erators for the module of formal logarithmic vector fields. This formal structure theorem
is closely related to the formal decomposition of a vector field in K. Saito [Sai71] and is
used in the proof of the above result.
Another consequence of the formal structure theorem is that the truncated Lie algebras
of logarithmic vector fields up to dimension three are solvable. We give an example that
this may fail in higher dimensions.
1. Introduction
LetX be a complex manifold of dimension n > 1. LetD ⊆ X be a reduced divisor and j : U 

// X
the inclusion of its complement U := X\D in X. By Grothendieck’s comparison theorem [Gro66,
Thm. 2], the natural morphism
Ω•X(∗D)
// j∗Ω
•
U ≃ Rj∗CU
is a quasi–isomorphism. This means that the complex Ω•X(∗D) of holomorphic differential forms
with meromorphic poles along D can be used to calculate the cohomology of U .
Generalizing ideas of P. Deligne and N. Katz, K. Saito [Sai80] defined the subcomplex Ω•X(logD) ⊆
Ω•X(∗D) of holomorphic differential forms with logarithmic poles alongD. Unlike Ω
•
X(∗D), Ω
•
X(logD)
is a complex of coherent OX–modules. If D is a normal crossing divisor, Ω
•
X(logD) also computes
the cohomology of U . This fact plays a crucial role in P. Deligne’s mixed Hodge theory [Del71, §3].
In general, one says that the logarithmic comparison theorem, or simply LCT, holds for D if the
inclusion
Ω•X(logD)


// Ω•X(∗D)
is a quasi–isomorphism. The characterization of LCT in general is an open problem.
The natural dual of Ω1X(logD) is the module DerX(− logD) of logarithmic vector fields along D.
As recently proposed by K. Saito, we adopt a notation harmonised with the conventions of algebraic
geometry. For x ∈ X, a vector field δ ∈ DerX,x is contained in DerX,x(− logD) if δ(f) ∈ OX,x · f for
some, and hence any, (reduced) local equation f ∈ OX,x of (D,x). We shall often use the standard
notation I(D,x) = 〈f〉 := OX,x ·f or (D,x) = V(f). K. Saito [Sai80] introduced the important class
of free divisors: The divisor D is called free if Ω1X(logD), or equivalently DerX(− logD), is a locally
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free OX–module. Prominent examples of free divisors are normal crossing divisors or discriminants
of stable mappings f : X // Y where dimX > dimY .
A holomorphic function f ∈ OX,x is called Euler homogeneous if χ(f) = f for some χ ∈ DerX,x
which is then called an Euler vector field for f . We call f strongly Euler homogeneous at x if it
admits an Euler vector field χ ∈ mX,x ·DerX,x. The divisor D is called Euler homogeneous if, for all
x ∈ D, I(D,x) = 〈f〉 for some Euler homogeneous f ∈ OX,x. We call D strongly Euler homogeneous
at x if I(D,x) = 〈f〉 for some strongly Euler homogeneous f ∈ OX,x at x. By Lemma 3.2, a product
(D,x) = (D′, x′)× (C, 0) with a smooth factor is Euler homogeneous and strong Euler homogeneity
of (D,x) and (D′, x′) are equivalent. By strong Euler homogeneity of D we mean strong Euler
homogeneity at x for all x ∈ D. This definition can be fulfilled by a single local Euler vector field
only at smooth points. Whereas Euler homogeneity is obviously an open condition, strong Euler
homogeneity is not. For example, the free divisor D = V(z(x4 + xy4 + y5)) ⊆ C3 [CU05, Sec. 1] is
strongly Euler homogeneous at 0, with Euler vector field χ = z∂z , but not at the other points of
the z–axis by Lemma 3.2 and K. Saito [Sai71].
The divisor D is called locally quasi–homogeneous if, for all x ∈ D, (D,x) is defined by a quasi–
homogeneous polynomial with respect to strictly positive weights in some local coordinate system
centered at x. Local quasi–homogeneity obviously implies (strong) Euler homogeneity. By K. Saito
[Sai71], the three properties are equivalent if D has only isolated singularities or, in particular, in
dimension n = 2.
By F.J. Castro–Jime´nez et al. [CNM96], local quasi–homogeneity implies LCT for free divisors.
F.J. Caldero´n–Moreno et al. [CMNC02, Thm. 1.3] prove that equivalence holds in dimension n = 2
by an explicit technical construction of an Euler vector field [CMNC02, Thm. 3.3]. In [CMNC02,
Conj. 1.4], they propose the following generalization of their result to higher dimensions which is
the main motivation for this article.
Conjecture 1.1 (F.J. Caldero´n–Moreno et al.). Let D be a free divisor in a complex man-
ifold X. If the logarithmic comparison theorem holds for D then D is strongly Euler homogeneous.
Theorem 1.2 (F.J. Caldero´n–Moreno et al.). Conjecture 1.1 holds in dimension n = 2.
For any dimension n > 3, F.J. Castro–Jime´nez and J.M. Ucha–Enr´iquez [CU05] found a family
of Euler homogeneous free divisors for which LCT does not hold. But these divisors are not strongly
Euler homogeneous since any Euler vector field at a point in D with x1 = 0 = x2 and xn 6= 0 has a
non vanishing ∂n component. Thus the converse of Conjecture 1.1 is an open problem as well.
K. Saito [Sai80, §3] constructed the logarithmic stratification of a divisor by integration along
logarithmic vector fields. At each point of a logarithmic stratum, the logarithmic vector fields span
the tangent space of this stratum. In his language, a divisor may be called holonomic if this stratifi-
cation is locally finite or, equivalently, its logarithmic characteristic variety is of minimal dimension
n [Sai80, Prop. 3.18]. A divisor D is called Koszul free at x if an OX,x–basis of DerX,x(− logD)
defines a regular sequence in grF DX,x where F• denotes the filtration by order on the ring of differ-
ential operators DX [CN02, Def. 1.6]. Koszul free is the same as free holonomic in the above sense
[CN02, Cor. 1.9]. For example, the free divisor D = V(xy(x + y)(xz + y)) ⊆ C3 [CN02, Ex. 6.2]
fulfills LCT but is not Koszul free since any point of the z–axis is a logarithmic stratum.
Conjecture 1.1 is the missing piece in the following diagram of known implications and non–
implications for a free divisor [CN02, Sec. 6].
locally quasi–homogeneous? +3
?

1q
'/VV
VVVV
VVVV
VVVV
VVVV
VVV
VVVV
VVVV
VVVV
VVVV
VVVV
V
Euler homogeneous
?
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F.J. Caldero´n–Moreno and L. Narva´ez–Macarro [CN05, Cor. 4.3] recently gave the following
characterization of LCT for free divisors.
Theorem 1.3 (F.J. Caldero´n–Moreno, L. Narva´ez–Macarro). Let D be a free divisor in
a complex manifold X. Then LCT holds for D if and only if the logarithmic Spencer complex
DX
L
⊗DX(logD) OX(D) ≃ DX ⊗DX(logD) Sp
•
DX(logD)
(OX(D))
is concentrated in degree 0 and the natural morphism
DX ⊗DX(logD) OX(D)
ǫD
// OX(∗D)
is injective.
The injectivity of ǫD in Theorem 1.3 at x ∈ D where I(D,x) = 〈f〉 and f ∈ mX,x means exactly
that the annihilator AnnDX,x(1/f) is generated by differential operators of order one. For Koszul
free divisors, the first condition in Theorem 1.3 is fulfilled and the second one was characterized by
T. Torrelli [Tor04, Thm. 1.7] as follows.
Theorem 1.4 (T. Torrelli). Let 0 6= f ∈ mX,x be a Koszul free germ. Then AnnDX,x(1/f) is
generated by differential operators of order one if and only if f is Euler homogeneous, −1 is the
smallest integer root of the Bernstein polynomial of f , and the annihilator AnnDX,x(f
s) is generated
by differential operators of order one.
In particular, LCT implies Euler homogeneity for Koszul free divisors. We shall need only this
implication but one can easily deduce the following stronger statement.
Corollary 1.5. Conjecture 1.1 holds for Koszul free divisors.
Proof. We may identify (X,x) = (Cn, 0) and assume that LCT holds for the Koszul free divisor
(D, 0) = V(f) ⊆ (Cn, 0) where f ∈ O
C
n,0. By Theorems 1.3 and 1.4, we know that (D, 0) is already
Euler homogeneous. If (D, 0) is not strongly Euler homogeneous then we may assume that there is
an Euler vector field χ ∈ Der
C
n,0 \mCn,0 · DerCn,0 for f . By K. Saito [Sai80, Lem. 3.5], integration
along χ yields a coordinate system x = (x1, . . . , xn) such that f = u · f
′ where u ∈ O∗
C
n,0 and
f = f(x1, . . . , xn−1) ∈ O
C
n−1,0. This means that (D, 0) = (D, 0)
′ × (C, 0) where (D′, 0) = V(f ′) ⊆
(Cn−1, 0) and Koszul freeness, strong Euler homogeneity, and LCT for D and D′ are equivalent by
Lemmata 7.3 and 7.4. But also the condition on the annihilator in Theorem 1.4 is equivalent for f
and f ′. This is a contradiction by induction on the dimension n.
In this article, we describe the formal structure of the logarithmic vector fields, that is the
mX,x–adic completion of DerX,x(− logD). The result in Theorem 5.4 is obtained by performing
the construction of K. Saito [Sai71, §3] of the Poincare´–Dulac decomposition [AA88, Ch. 3. §3.2]
simultaneously to a system of generators. In Theorem 1.6, we combine this result with an explicit
necessary condition for LCT for a free divisor due to F.J. Caldero´n–Moreno et al. [CMNC02, Sec. 2]
to prove our main result:
Theorem 1.6. Conjecture 1.1 holds in dimension n = 3.
In fact it turns out that this problem is purely formal for a non Koszul free divisor.
As a further application of Theorem 5.4, we describe in Propositions 6.1 and 6.2 the formal Lie
algebra structure of the logarithmic vector fields for a free divisor in dimension n 6 3. In Example
6.3, we give a counter–example in dimension n = 4.
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2. Vector fields
We shall denote row vectors by a lower bar and column vectors by an upper bar. Let O := On :=
C{x} be the ring of convergent power series in the variables x = (x1, . . . , xn) and m := mn := 〈x〉 its
maximal ideal. There are analog definitions and statements as in this section for the ring Ô = C[[x]]
with maximal ideal m̂. The C–linear derivations of O form the module Der := Dern := DerCOn of
vector fields. It is a free O–module of rank n with basis the partial derivatives ∂ = (∂1, . . . , ∂n).
The module Der acts naturally on O and on itself by the Lie bracket δ(η) := [δ, η] where
δ, η ∈ Der. Weights w = (w1, . . . , wn) ∈ C
n define a vector field σ =
∑
iwixi∂i ∈ Der. A power
series p ∈ O or a vector field δ ∈ Der is w– or σ–homogeneous of degree λ ∈ C if σ(p) = λ · p or
σ(δ) = [σ, δ] = λ · δ. When referring to the standard weights w = (1, . . . , 1), we omit w. In this case,
the xi are homogeneous of degree 1, the ∂i of degree −1.
Notation 2.1. Any vector field δ ∈ Der can be uniquely written as δ =
∑∞
i=−1 δi where δi is
homogeneous of degree i and δ0 = xA∂ for a unique matrix A ∈ C
n×n. For δ ∈ m · Der, we call δ0
the linear part of δ.
Lemma 2.2. [xA∂, xB∂] = x[A,B]∂.
Proof. This follows immediately from ∂(x) = (∂i(xj))i,j = (δi,j)i,j .
Definition 2.3. Let δ =
∑∞
i=0 δi ∈ m · Der and let A ∈ C
n×n be such that δ0 = xA∂. Then δ
is called semisimple (resp. diagonal) if δ = δ0 and A is semisimple (resp. diagonal). It is called
nilpotent if A is nilpotent.
Lemma 2.4. A nilpotent δ ∈ m · Der is nilpotent on O/mk and Der /mk · Der for all k > 0.
Proof. Let δ ∈ m · Der where δ0 = xA∂ and A ∈ C
n×n is nilpotent. After a C–linear coordinate
change, we may assume that A has Jordan normal form. Order the monomials first by minimal
degree in x and then lexicographically by ∂1 > · · · > ∂n > xn > · · · > x1. Then
xi∂i+1(x
α1
1 · · · x
αn
n ) = αi+1x
α1
1 · · · x
αi+1
i x
αi+1−1
i+1 · · · x
αn
n < x
α1
1 · · · x
αn
n ,
xi∂i+1(x
α∂j) = xi∂i+1(x
α)∂j − δi,jx
α∂i+1,
and xi∂i+1(x
α)∂j , x
α∂j+1 < x
α∂j which implies the claim.
Recall that δ0 is the linear part of δ ∈ m · Der .
Notation 2.5. Any vector field δ ∈ m · Der can be uniquely written as δ = δS + δN where δS is
semisimple, δN is nilpotent, and [δS,0, δN,0] = 0. Note that δS = δS,0 and δN = δN,0 +
∑∞
i=1 δi.
Note that semisimplicity (resp. nilpotency) of δ ∈ m · Der means that δ = δS (resp. δ = δN ).
By Lemma 2.2, for weights w ∈ Cn and a w–homogeneous δ ∈ m · Der of degree 0, there is a
w–homogeneous C–linear coordinate change such that δ0 is in Jordan normal form. In particular,
one can always assume that δS is diagonal in this case.
Lemma 2.6. Let w = (w1, . . . , wn) ∈ Q
n be rational weights and let δ ∈ m·Der be a w–homogeneous
vector field of degree λ ∈ Q∗. Then δ is nilpotent.
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Proof. Let σ :=
∑
iwixi∂i =: xD∂ ∈ Der where D ∈ Q
n×n is diagonal and A = (ai,j)i,j ∈ C
n×n
such that δ0 = xA∂. By Lemma 2.2, σ(δ) = λ · δ implies that(
(wi − wj) · ai,j
)
i,j
= [D,A] = λ · A = (λ · ai,j)i,j .
We may assume that λ > 0 and w1 > · · · > wn. But then ai,j = 0 for i 6 j and hence δ is
nilpotent.
Nilpotency of vector fields is clearly invariant under arbitrary coordinate changes. We shall see
that diagonal vector fields are invariant under coordinate changes which are homogeneous for the
corresponding weights.
Lemma 2.7. Let σ =
∑
iwixi∂i ∈ Der and w := (w1, . . . , wn) ∈ C
n. Then σ is invariant under
w–homogeneous coordinate changes.
Proof. Let yi = xi + hi with σ(hi) = wihi. Then ∂xi = ∂yi +
∑
j
∂hj
∂xi
∂yj and hence∑
i
wiyi∂yi =
∑
i
wi(xi + hi)
(
∂xi −
∑
j
∂hj
∂xi
∂yj
)
=
∑
i
wixi∂xi + wihi∂xi
−
∑
i,j
wixi
∂hj
∂xi
∂yj + wihi
∂hj
∂xi
∂yj
=
∑
i
wixi∂xi + wihi∂xi
−
∑
j
wjhj∂yj −
∑
i
wihi(∂xi − ∂yi) =
∑
i
wixi∂xi .
3. Logarithmic vector fields
Let 0 6= f ∈ O be a convergent power series. There are analog definitions and statements as in this
section for a formal power series 0 6= f ∈ Ô.
Definition 3.1. The O–module of logarithmic vector fields is defined by
Derf := Derf O := {δ ∈ Der | δ(O · f) ⊆ O · f}.
If Derf 6⊆ m · Der then we call f a product (with a smooth factor). If χ(f) = f for some χ ∈ Derf
then f is called Euler homogeneous and χ is called an Euler vector field (for f). We call f strongly
Euler homogeneous (at the origin) and χ a strong Euler vector field (for f) if χ ∈ m ·Der.
Derf is invariant under multiplication of f by units and the Lie bracket on Der induces a Lie
bracket on Derf . By the Leibniz rule,
Derf = {δ ∈ Der | δ(f) ∈ O · f}
can be identified with the projection of the first syzygy module of ∂f
∂x1
, . . . , ∂f
∂xn
, f to the first n
components. In particular,
Derf Ô = D̂erf O
is the m–adic completion of Derf O and f being a product is invariant under completion. Euler
homogeneity of f is equivalent to δ(f) /∈ m · f for some δ ∈ Derf . In particular, Euler homogeneity
5
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is invariant under completion and strong Euler homogeneity at the origin as well. Moreover, strong
Euler homogeneity of f is invariant under multiplication of f by units. Indeed, if χ ∈ Derf is a
strong Euler vector field for f and u ∈ O∗ then u(u + χ(u))−1χ is a strong Euler vector field for
u · f .
Lemma 3.2. If f ∈ On is a product then there is a coordinate change such that f = u · f
′ for some
unit u ∈ O∗n and some f
′ ∈ On−1 . In this case,
Derf On = On · Derf ′ On−1 ⊕On · ∂n,
∂n is an Euler vector field for exp(xn) · f
′, and strong Euler homogeneity of f and f ′ are equivalent.
Proof. A more general version of the first statement is given by K. Saito [Sai80, Lem. 3.5]. If
χ = χ′ + an∂n ∈ m · Der where χ
′ ∈ mn · Dern−1 and an ∈ m is an Euler vector field for f
′ then
χ′|xn=0 ∈ mn−1 ·Dern−1 is also an Euler vector field for f
′ which implies the last statement.
Lemma 3.3. Strong Euler vector fields are non nilpotent.
Proof. Choose k such that f ∈ mk\mk+1. Then [f ] ∈ mk/mk+1 is an eigenvector with eigenvalue
1 of any strong Euler vector field. Therefore such a vector field can not be nilpotent by Lemma
2.4.
Lemma 3.4. Derg·h = Derg ∩Derh for all f, g ∈ O.
Proof. Let f = f l11 · · · f
lm
m be a decomposition of f ∈ O into irreducible factors. Then
δ(f) =
m∑
i=1
li · δ(fi) · f/fi,
for all δ ∈ Der, and hence Derf =
⋂m
i=1Derfi .
4. Freeness and Saito’s Criterion
Definition 4.1. We call a reduced f ∈ O free if det
(
δi(xj)
)
i,j
∈ O∗ · f for some elements δ =
(δ1, . . . , δn) ∈ Derf . Note that δ = A∂ for A :=
(
δi(xj)
)
i,j
∈ On×n and δ := (δ1, . . . , δn) ∈ Derf . We
define freeness of f ∈ Ô analogously.
Freeness of f is invariant under coordinate changes, multiplication of f by a unit, and completion.
By Saito’s Criterion [Sai80, Lem. 1.8.ii], a convergent f ∈ O is free if and only if Derf is a free
O–module and δ in Definition 4.1 is an O–basis of Derf . One of these implications also holds for a
formal f ∈ Ô.
Proposition 4.2 (Formal Saito’s Criterion). If f ∈ Ô is free then Derf is a free Ô–module
of rank n and δ in Definition 4.1 is an Ô–basis of Derf .
Proof. The statement is obvious for f ∈ Ô∗ and we may assume that f ∈ m̂. We first prove that
f | detA for any δ ∈ Dernf and A as in Definition 4.1. Let a := δ(f)/f ∈ Ô
n, B ∈ Ôn×n the adjoint
matrix of A, and f = f1 · · · fk a decomposition of f into different irreducible factors fi ∈ m̂. Then
detA · ∂(f) = Ba · f and hence
f |
k∑
i=1
detA · f1 · · · ∂j(fi) · · · fk
for all j = 1, . . . , n. Then fi | detA · f1 · · · ∂j(fi) · · · fk for all i = 1, . . . , k and j = 1, . . . , n. For some
j, fi | ∂j(fi) is impossible and hence fi | detA for all i = 1, . . . , k and finally f | detA.
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Now assume that detA ∈ Ô∗ · f . Then δ is Ô–linearly independent. Let δ ∈ Derf and b ∈ Ô
n
such that δ = b∂. Then f | bB by the preceding arguments and hence
δ = b∂ = f−1bBA∂ = f−1bBδ ∈ 〈δ〉.
Thus δ generates Derf and is an Ô–basis.
5. Formal Structure Theorem
This section concerns only formal power series. The results of K. Saito in [Sai71, §§2-3] are compat-
ible with multiweights W = (w1, . . . , ws) where wi = (wi1, . . . , w
i
n) ∈ C
n in the following sense.
Lemma 5.1 (K. Saito [Sai71, Lem. 2.3.iii]). Any p ∈ Ô can be uniquely written as p =
∑
λ∈Cs pλ
where pλ ∈ Ô is W–multihomogeneous of degree λ.
Lemma 5.2 (K. Saito [Sai71, Kor. 2.5]). Let δ = δ0 ∈ Der be linear and W–multihomogeneous
of degree 0. Assume that its semisimple part δS =
∑
iwixi∂i is diagonal and set w := (w1, . . . , wn) ∈
C
n. Then, for any W–multihomogeneous p ∈ Ô of degree λ ∈ Cs and any λ ∈ C, there is a W–
multihomogeneous q ∈ Ô of degree λ such that δ(q) − λ · q + p is w–homogeneous of degree λ.
Proof. In the proof of [Sai71, Lem. 2.4], we only need to replace the space Wm,λ of homogeneous
polynomials of degree m which are w–homogeneous of degree λ by the subspace Wm,λ,λ ⊆Wm,λ of
W–multihomogeneous elements of degree λ. Since this space is stable by δ, the same linear algebra
argument applies and the claim follows exactly in the same way as in [Sai71, Kor. 2.5].
Theorem 5.3 (K. Saito [Sai71, Satz 3.1]). Let δ ∈ m̂ ·Der be W–multihomogeneous of degree
0, δS =
∑
iwixi∂i, and w := (w1, . . . , wn) ∈ C
n. Then δ is w–homogeneous of degree 0 after a
W–homogeneous coordinate change. In particular, [δS , δN ] = 0 in this case.
Proof. The same proof as in [Sai71, Satz 3.1] works with a sequence of coordinate changes x
(m)
i =
x
(m−1)
i + hi tangent to the identity. We only need to add the condition that each hi is W–
multihomogeneous of the same degree as xi. In fact, this follows from the recursion formulas used
by K. Saito, precisely because of Lemma 5.2, with the multihomogeneity of the coefficients in
δ =
∑
g
(m)
i
(
x(m)
)
·
∂
∂x
(m)
i
proved simultaneously.
The following result is a formal structure theorem for Derf . For reduced convergent f , Derf
depends only on the zero set of f or the divisor defined by f . Considering this divisor means to
consider f up to contact equivalence which allows coordinate changes and multiplication of f by
units. But invariance of Derf under contact equivalence also holds for non reduced and formal f .
We define the formal divisor V̂(f) associated with f as the formal contact equivalence class of f .
The invariant s defined below can be considered as the maximal multihomogeneity of an equation
of this formal divisor.
Let 0 6= f ∈ Ô be a formal power series. We assume that f , considered as V̂(f), is not a product
which means, by definition, that Derf ⊆ m ·Der.
Theorem 5.4 (Formal Structure Theorem). Let s be the maximal dimension of the vector
space of diagonal σ ∈ Derf with σ(f) ∈ C · f , for f varying in a formal contact equivalence class.
This means that s is maximal for all coordinate systems and changes of f by a factor in Ô∗. Then
there are σ1, . . . , σs, ν1, . . . , νr ∈ Derf , a coordinate change, a change of f by a factor in Ô
∗, and a
set of irreducible factors f1, . . . , fm of f such that
7
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1. σ1, . . . , σs, ν1, . . . , νr is a minimal system of generators of Derf ,
2. if δ ∈ Derf with [σi, δ] = 0 for all i then δS ∈ 〈σ1, . . . , σs〉C,
3. σi is diagonal with eigenvalues in Q,
4. νi is nilpotent,
5. [σi, νj ] ∈ Q · νj, and
6. σi(fj) ∈ Q · fj.
Proof. Let σ1, . . . , σs ∈ Derf where σi =
∑
j w
i
jxj∂j and w
i
j ∈ C such that σi(f) ∈ C · f . By
Lemma [Sai71, Lem. 1.4], we may assume that wi := (wi1, . . . , w
i
n) ∈ Q
n and we denote W :=
(w1, . . . , ws). Then f is W–multihomogeneous of some degree λ = (λ1, . . . , λs) ∈ Q
s. Let δ ∈
Derf \〈σ1, . . . , σs〉C and a ∈ Ô such that δ(f) = a · f . By Lemma 5.1, we may assume that δ and
a are W–multihomogeneous of some degree µ ∈ Qs. By Lemma 2.6, δ is nilpotent if µ 6= 0 and we
may hence assume that µ = 0. By Theorem 5.3, there is a W–multihomogeneous coordinate change
such that δ is w–homogeneous of degree 0 where δS =
∑
iwixi∂i and w := (w1, . . . , wn) ∈ C
n. By
Lemma 2.7, the σi are invariant under this coordinate change.
We shall multiply f by a W–multihomogeneous u ∈ Ô∗ of degree 0 to make a w–homogeneous
of degree 0. The transformation of a under this operation is given by
δ(uf) =
(
δ(u) · u−1 + a
)
· uf.
Let d > 1 be the minimal degree in which a is not w–homogeneous of degree 0. If u = 1+ ud where
ud is homogeneous of degree d then δ0(ud)+ad is the degree d part of the transformed a. By Lemma
5.2, there is aW–multihomogeneous ud of degree 0 such that δ0(ud)+ad is w–homogeneous of degree
0. Then the desired u exists by induction on d. We may hence assume that a is w–homogeneous of
degree 0.
Let f =
∑
λ fλ be the expansion of f in w–homogeneous parts as in Lemma 5.1. Then δ(fλ) =
a · fλ and hence δN (fλ) = (a−λ) · fλ for all λ. By Lemma 2.4, fλ = 0 for λ 6= a0 and hence f = fa0 .
But then δS(f) = a0 · f and hence, by the minimality assumption, δS ∈ 〈σ1, . . . , σs〉C. So we can
assume that δ = δN is nilpotent.
It remains to construct the W–homogeneous irreducible factors of f . Let W ′ := (w1, . . . , ws
′
)
where s′ 6 s is maximal such that there is a set of irreducibleW ′–homogeneous factors f1, . . . , fm of
f . We may assume that m > 2 and s′ < s. Let t := s′ +1, σt =
∑
iwixi∂i, w := (w1, . . . , wn) ∈ Q
n,
and f = f l11 · · · f
lm
m . By Lemma 3.4, σt(fi) = at,i ·fi for some at,i ∈ Ô. By the above argument, there
are, for i = 1, . . . ,m− 1, W ′–multihomogeneous ut,i ∈ Ô
∗ and λt,i ∈ Q such that
σt(ut,ifi) = λt,i · ut,ifi. (1)
We choose ut,m ∈ Ô
∗ such that
∏m
i=1 u
li
t,i = 1 and set λt,m := l
−1
m ·
(
λt −
∑m−1
i=1 liλt,i
)
∈ Q. Then
(1) holds for i = 1, . . . ,m and hence ut,1f1, . . . , ut,mfm form a set of W
′–multihomogeneous, w–
homogeneous, irreducible factors of f . This contradicts to the maximality of s′ and finishes the
proof.
Corollary 5.5. If f is Euler homogeneous then at least one σi in Theorem 5.4 can be chosen to
be an Euler vector field.
Proof. This follows immediately from Lemma 2.4.
Corollary 5.6. If Derf is a free Ô–module then there is a basis of Derf as in Theorem 5.4.
Proof. This follows immediately from Nakayama’s Lemma.
Corollary 5.7. In Theorem 5.4, if f is free and λij ∈ Q such that [σi, νj ] = λ
i
j · νj then f is
σi–homogeneous of degree
∑n
j=1w
i
j +
∑n−s
j=1 λ
i
j.
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Proof. This follows immediately from Definition 4.1.
6. Formal Lie algebra structure
This section concerns only formal power series. Let 0 6= f ∈ Ô be not a product and let σ1, . . . , σs, ν1, . . . , νr ∈
Derf be as in Theorem 5.4. Let Dd be the Lie algebra Derf /m
d · Derf over C where d > 1.
In this section, we shall freely denote by the same letter a vector field δ ∈ Derf and its class
modulo md ·Derf , δ ∈ Dd. ThenSd :=
⊕s
i=1C·σi ⊆ Dd is an abelian Lie subalgebra. The centralizer
C(Sd) of Sd in Dd is the Lie subalgebra of σ–multihomogeneous logarithmic vector fields of degree
0 where σ := (σ1, . . . , σs). By Theorem 5.4, C(Sd) is an almost algebraic Lie algebra [Jac62, III.11].
The derived series of Dd is defined by
D
(0)
d := Dd, D
(i+1)
d = [D
(i)
d ,D
(i)
d ]
and Dd is called solvable if D
(i)
d = 0 for i ≫ 0 [Jac62, I.7]. By Lemma 2.4 and Engel’s Theorem
[Jac62, II.3], m ·Dd is a nilpotent ideal and hence Dd is solvable if and only if Dd/m ·Dd = D1 is
solvable. An element δ ∈ D1 is reduced to its linear part δ = xAδ where A ∈ C
n×n. In the rest of
this section, we shall hence assimilate δ to the matrix A.
Proposition 6.1. The Lie algebras Dd are solvable if r 6 1 or s = 0 in Theorem 5.4. In particular,
this holds if Derf is a free Ô–module of rank 2.
Proof. If r = 0 then D1 = S1 is abelian. If r = 1 then D1 = S1 ⊕ C · ν1 and C · ν1 ⊆ D1 is a
nilpotent ideal. If s = 0 then D1 is nilpotent by Theorem 5.4.2 and Engel’s Theorem [Jac62, II.3].
The second claim follows from Corollary 5.6.
In the following, we shall prove the solvability of D1 for a free f in dimension n = 3. By Proposi-
tion 6.1, it suffices to consider the case s = 1 in Theorem 5.4. In a convenient system of coordinates
(x, y, z), Derf is generated by a diagonal vector field σ = ax∂x + by∂y + cz∂z where a, b, c ∈ Q and
two σ–homogeneous nilpotent vector fields ν1, ν2 of degrees λ1, λ2. The set of eigenvalues of [σ, ·] is
the set of differences of a, b, c and includes λ1 and λ2. There is σ–homogeneous relation
µ := [ν1, ν2] = λσ + p1ν1 + p2ν2 where λ, p1, p2 ∈ C
of degree λ1 + λ2. As the trace of a commutator, trµ = 0 and, by additivity, tr(λσ) = 0.
We first show that λ 6= 0 if the Lie algebra D1 is not solvable. Indeed if λ = 0 then µ = p1ν1+p2ν2
and D
(1)
1 ⊆ 〈ν1, ν2〉. Therefore D
(2)
1 ⊆ C · µ and hence D
(3)
1 = 0 which proves that D1 is solvable.
(In fact we might prove with some more calculations that already µ = 0.)
We may assume now that λ 6= 0. Then the σ–degree of λσ and hence of p1ν1, p2ν2, and µ equals
0. In particular, λi 6= 0 implies pi = 0 for i = 1, 2 and λ1 + λ2 = 0 being the σ–degree of µ. Finally
the situation of a non solvable D1 reduces to the following two cases:
Case I: µ = λσ + p1ν1 + p2ν2 where λ 6= 0 and λ1 = λ2 = 0.
Case II: µ = λσ where λ 6= 0 and λ1 = −λ2 6= 0.
In Case I, we would have D
(1)
1 = C ·µ and D1 would be solvable as follows from D
(2)
1 = 0. However,
we shall prove easily that Case I can not occur. We shall also prove that Case II is impossible by a
more complicate argument.
Case I: µ = λσ + p1ν1 + p2ν2 where λ 6= 0 and λ1 = λ2 = 0. We may assume that a 6= 0 and
let E be the a–eigenspace of σ. The equality λi = 0 means that the νi commute with σ and that
E is invariant under the νi and hence under µ. By restricting to E, we obtain the contradiction
0 = tr(σ|E) = a · dimE.
9
M. Granger and M. Schulze
Case II: µ = λσ where λ 6= 0 and λ1 = −λ2 6= 0.
Subcase a: σ = a(x∂x + y∂y + z∂z). This is impossible since all σ–homogeneous vector fields are of
degree a− a = 0.
Subcase b: σ = ax∂x + b(y∂y + z∂z) where a 6= b. We may assume that λ1 = a− b and write
ν1 =

0 r s0 0 0
0 0 0

 and ν2 =

0 0 0u 0 0
v 0 0

 .
Calculating the commutator gives
ru+ sv 0 00 −ur −us
0 −vr −vs

 = [ν1, ν2] = λσ = λ ·

a 0 00 b 0
0 0 b


which is equivalent to
vr = us = 0 and (ru+ sv, ur, vs) = (λa, λb, λb).
The equations vr = 0 = us imply at least one of the equalities v = 0, r = 0, u = 0, s = 0. Each of
these taken into the other relations λb = ur = vs = 12λa gives b = 0 and then a = 0, a contradiction.
Subcase c: σ = ax∂x+ by∂y + cz∂z where a 6= b 6= c 6= a. In this case, the relations between σ, ν1, ν2
alone do not contradict to a non solvable D1. We shall exclude this case by using the equation f .
Up to permutation, there are two cases: λ1 = a− c and λ2 = c− a where ±(c− b) 6= λ1 6= ±(a− b)
or λ1 = a− b and λ2 = c− b.
In the first case, we may assume by changing ν1, ν2, and σ (or equivalently λ) by a constant factor
that
ν1 =

0 0 10 0 0
0 0 0

 , ν2 =

0 0 00 0 0
1 0 0

 , σ =

1 0 00 0 0
0 0 −1

 = 1
2
[ν1, ν2].
So the linear parts of the generators of Derf are in the canonical form
σ = x∂x − z∂z, ν1 = x∂z, ν2 = z∂x. (2)
In the second case, we may assume that (a, b, c) = (1, 0,−1) after changing σ by a constant factor
since trσ = 0. Then we may write
ν1 =

0 1 00 0 r
0 0 0

 and ν2 =

0 0 0s 0 0
0 t 0

 .
Calculating the commutator gives
s 0 00 rt− s 0
0 0 −rt

 = [ν1, ν2] = λσ = λ ·

1 0 00 0 0
0 0 −1


and hence s = λ = rt. By the change of coordinates (x, y, rz), we reduce to the case r = 1 and,
by dividing ν2 by λ, to the case s = t = 1. So the linear parts of the generators of Derf are in the
canonical form
σ = x∂x − z∂z , ν1 = x∂y + y∂z, ν2 = y∂x + z∂y. (3)
By Corollary 5.7, we may assume that f is σ–homogeneous of degree 0 with the same σ for (2)
and (3). We can hence write f =
∑
i>k fi where fi is homogeneous of degree i and 0 6= fk =∑
i cix
iyk−2izi. By Lemma 2.4, ν1(fk) = ν2(fk) = 0. For (2), we obtain
∂fk
∂x
= ∂fk
∂z
= 0 and
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hence fk = fk(y) depends only on y. For (3), the coefficients of the equation ν1(fk) = 0 are
(k − 2i + 2)ci−1 + ici = 0 and hence c0 6= 0. Thus both (2) and (3) contradict to f ∈ 〈x, z〉 by
Definition 4.1.
Proposition 6.2. The Lie algebras Dd are solvable for free f in dimension n 6 3.
Proof. This follows from Proposition 6.1 and the preceding arguments.
Example 6.3. Consider the representation of the non–solvable Lie algebra C× sl2 defined by
X =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 , H =


3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3

 , S+ =


0 0 0 0
1 0 0 0
0 1 0 0
0 0 1 0

 , S− =


0 −3 0 0
0 0 −4 0
0 0 0 −3
0 0 0 0

 .
Let χ = xX∂, η = xH∂, σ± = xS±∂ be the corresponding vector fields. Then

χ
η
σ+
σ−

 = A · ∂, A =


x1 x2 x3 x4
3x1 x2 −x3 −3x4
x2 x3 x4 0
0 −3x1 −4x2 −3x3

 .
and f = 12 det(A) = 3x
2
2x
2
3−6x1x
3
3−8x
3
2x4+18x1x2x3x4−9x
2
1x
2
4 is irreducible. By [Sai80, Lem. 1.9],
this implies that f is free and χ, η, σ+, σ− is a basis of Derf . By construction, D1 = C× sl2 is not
solvable. So the statement of Proposition 6.2 fails in dimension n = 4.
7. LCT and Euler homogeneity
Finally we return to the situation of the introduction. Let x ∈ D and choose a coordinate system
x = (x1, . . . , xn) at x defined in some Stein open neighbourhood Vx of x. Let Vx = (Vx,i)i=1,...,n be
the Stein open covering of V ∗x := Vx\{x} defined by Vx,i := {x ∈ Vx | xi 6= 0} and Ux its restriction
to Vx\D. The following explicit necessary condition for LCT for free divisors is due to F.J. Castro–
Jime´nez et al. [CNM96, CMNC02]. Its proof relies on the comparison of the four spectral sequences
arising from the two double complexes Cˇq(Vx,Ω
p
V ∗x
(logD)) and Cˇq(Ux,Ω
p
Vx\D
).
Theorem 7.1 (F.J. Caldero´n–Moreno et al.). Let D ⊆ X be a free divisor and assume that
LCT holds for D in V ∗x where x ∈ X. Then LCT holds for D at x if and only if
0 // Hˇn−1(V ∗x ,OX)
d1
// Hˇn−1(V ∗x ,Ω
1
X(logD))
d2
// Hˇn−1(V ∗x ,Ω
2
X(logD))
is an exact sequence.
We shall combine Theorems 5.4 and 7.1 to prove Conjecture 1.1 in dimension n = 3, which is
our main result Theorem 1.6. We first give a more explicit description of the map d1 in Theorem
7.1.
Since Vx is a Stein open covering of V
∗
x , one can identify
H : = Hˇn−1(V ∗x ,OX) = Hˇ
n−1(Vx,OX)
= C
{
x1, x
−1
1 , . . . , xn, x
−1
n
}/ n∑
i=1
C
{
x1, x
−1
1 , . . . , xi, x̂
−1
i , . . . , xn, x
−1
n
}
where C
{
x1, x
−1
1 , . . . , xn, x
−1
n
}
denotes the ring of Laurent series in x1, . . . , xn. Since the Stein
open neighbourhoods of x form a fundamental system of neighbourhoods of x, we may restrict our
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considerations to germs X = (X,x) = (Cn, 0), D = (D,x) = V(f) ⊆ X where f ∈ mX , and
DerX(− logD) = Derf
as in Definition 3.1. In the following, we abbreviate m := mX ⊆ OX =: O, Der := DerX , and
Ω• := Ω•X .
Let ω = (ω1, . . . , ωn) be a basis of Ω
1(logD) and δ = (δ1, . . . , δn) its dual basis of Der(− logD).
Via ω : On ∼= Ω1(logD) one can identify
d1 = (δ1, . . . , δn) : H // H
n, [g]  //
(
[δ1(g)], . . . , [δn(g)]
)
.
We shall only make use of the following consequence of Theorem 7.1.
Corollary 7.2. If LCT holds for a free divisor D ⊆ X then ker d1 = 0.
In the following, we abbreviate
X ′ := (Cn−1, 0), X ′′ := (C, 0), X := X ′ ×X ′′
and reduce the problem to the case where D is not a product with a smooth factor. We first note
that freeness and strong Euler homogeneity are independent of smooth factors.
Lemma 7.3. Let D ⊆ X be a divisor. Then D ∼= D′×X ′′ for some divisor D′ ⊆ X ′ is equivalent to
Der(− logD) 6⊆ m · Der. In this case, D is Euler homogeneous and each of the following properties
is equivalent for D and D′: strong Euler homogeneity, freeness, and Koszul freeness.
Proof. This follows immediately from Lemma 3.2.
By F.J. Castro–Jime´nez et al. [CNM96, Lem. 2.2.i,ii], also LCT is independent of smooth factors.
Lemma 7.4 (F.J. Castro–Jime´nez et al.). Let D′ ⊆ X ′ be a divisor and D = D′ ×X ′′. Then
LCT for D′ is equivalent to LCT for D.
By Theorem 1.2 and Lemmata 7.3 and 7.4, we may assume from now on that I(D) = 〈f〉 where
f is not a product as in Definition 3.1. Then it suffices to prove that f is Euler homogeneous if LCT
holds for D and the results in the preceding sections can be applied.
We shall use Corollary 7.2 only in the following special case.
Lemma 7.5. Let δ ∈ m ·Der and A ∈ Cn×n such that δ0 = xA∂. Then
δ
[ 1
x1 · · · xn
]
=
[ trA
x1 · · · xn
]
∈ H.
Proof. This follows immediately from the definition of H.
From now on, let n = 3 and abbreviate
x, y, z := x1, x2, x3 and ∂x, ∂y, ∂z := ∂x1 , ∂x3 , ∂x3 .
We assume that f is not Euler homogeneous and claim that LCT does not hold for D. By Corollary
5.6, there is an Ô–basis σ1, . . . , σs, ν1, . . . , νn−s of Derf Ô as in Theorem 5.4 and, by Corollary 5.5,
we may assume that σi(f) = 0 for all i = 1, . . . , s. There are the following cases:
Case I: s = 0. Then the claim follows from Corollary 7.2 and Lemma 7.5 using a truncated
coordinate change in Theorem 5.4.
Case II: s = 1 and σ = σ1 = ax∂x + by∂y + cz∂z .
Subcase a: a 6= 0 and b, c = 0. In this situation, f is annihilated by σ = ax∂x and hence ∂x ∈ Derf
in contradiction to our assumption that f is not a product.
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Subcase b: a, b 6= 0 and c = 0. Then σ(f) = 0 implies ab < 0 and f =
∑
ia+jb=0 ai,j(z)x
iyj. Since
f ∈ 〈x, y〉 by Definition 4.1, a0,0(z) = 0. But f being reduced implies a1,1(z) 6= 0 which forces
a = −b. Then the claim follows from Corollary 7.2 and Lemma 7.5 using a truncated coordinate
change in Theorem 5.4.
Subcase c: a, b, c 6= 0. A truncated coordinate change in Theorem 5.4 yields the existence of a
(convergent) δ ∈ Derf O such that δ0 = σ. Then δ vanishes only at the origin and is tangent to the
1–dimensional smooth part of SingD. This implies that the logarithmic characteristic subvariety
LX(− logD) ⊆ T
∗
X [Sai71, Def. 3.15] has minimal dimension n = 3. (In the language of K. Saito,
the existence of δ above implies that the logarithmic stratification of X consists only of holonomic
strata [Sai71, Def. 3.3, 3.8] and hence LX(− logD) has only holonomic components [Sai71, Def. 3.17,
Prop. 3.18].) But thenD is Koszul free by [CN02, Cor. 1.9] and LCT does not hold forD by Corollary
1.5.
Case III: s > 2. In this situation, there are two linearly independent σ1, σ2 ∈ Derf Ô and hence
the Newton diagram of f is contained in a 1–dimensional vector space. Then there is a monomial
xiyjzk such that f = u · xiyjzk for some u ∈ Ô∗. But this means that D is Euler homogeneous in
contradiction to our assumption.
Finally we have proved our main result Theorem 1.6. There is also a simple proof of Theorem
1.2 using Theorem 5.4, Corollary 7.2, and Lemma 7.5 as above.
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