In rainbow tensor models, which generalize rectangular complex matrix model (RCM) and possess a huge gauge symmetry U (N1) × . . . × U (Nr), we introduce a new sub-basis in the linear space of gauge invariant operators, which is a redundant basis in the space of operators with non-zero Gaussian averages. Its elements are labeled by r-tuples of Young diagrams of a given size equal to the power of tensor field. Their tensor model averages are just products of dimensions: χR 1 ,...,Rr ∼ CR 1 ,...,Rr DR 1 (N1) . . . DR r (Nr) of representations Ri of the linear group SL(Ni), with CR 1 ,...,Rr made of the Clebsch-Gordan coefficients of representations Ri of the symmetric group. Moreover, not only the averages, but the operators χ R themselves exist only when these C R are non-vanishing. This sub-basis is much similar to the basis of characters (Schur functions) in matrix models, which is distinguished by the property character ∼ character, which opens a way to lift the notion and the theory of characters (Schur functions) from matrices to tensors. In particular, operators χ R are eigenfunctions of operators which generalize the usual cut-and-join operatorsŴ ; they satisfy orthogonality conditions similar to the standard characters, but they do not form a full linear basis for all gauge-invariant operators, only for those which have non-vanishing Gaussian averages.
Introduction
Tensor models [1] look superintegrable [3] and can be exactly solved [4, 5] by combinatorial methods [5, 6] just like their matrix model prototypes [7] . However, original presentations [5, 6] rely too much on the theory of symmetric groups and therefore can not attract much attention from physicists, generically unfamiliar with this subject. The goal of this note is to provide another formulation, which is much simpler. Following the strategy of [3, 4] , we concentrate on the Gaussian averages, i.e. apply the standard functional integral technique of quantum field theory. As often happens, this eliminates unnecessary details and provides clear statements, while details can be restored afterwards. In this particular case, the main source of sophistication is the complicated structure of the space of gauge-invariant operators, but in fact many of them have vanishing Gaussian averages. Instead, the space of those with non-vanishing averages turns to be very simple, and it has a basis very similar to the basis of ordinary Schur functions. Thus, despite one does not expect straightforward applicability of the ordinary group theory in the tensor case, a very important sub-sector is actually controlled by something of this kind and can be investigated in depth. An option for the remaining part of the Hilbert space is a kind of non-linear realization as a qualitatively new extension of the idea of the separation into single-and multi-trace operators (while literally in the formalism of the present paper, the multi-trace operators for r = 2 are treated on equal footing with the single-trace ones).
Our main idea in this paper is to concentrate on lifting to the tensor level of the main feature of matrix models, which, according to [4, 7] , is that the average of linear group character in representation R (the Schur function) is again a character:
where the argument of character at the l.h.s. is the matrix-integration variable, while the character at the r.h.s. is taken on the "topological locus". Concrete expressions depend on the model (i.e. on the choice of the Vandermonde weight in the measure), and the suppressed R-dependent coefficient at the r.h.s., on its phase (i.e. the choice of the exponentiated Casimir weights in the measure, see [8, 9] for the important notion of the phase in the theory of matrix-model and functional integrals). For examples of the different models in the Gaussian phase, see [10, 11] . For examples beyond Gaussian phase, see [12] . In this paper, we start with the rectangular complex matrix model (RCM ) [13] , which has a straightforward generalization to rainbow [4] tensor models [1] - [5] , with well-studied Aristotelian (rank r = 3) model [3] as the first non-trivial example. Our goal is to pose the problem of how (1) is generalized to r > 2 and suggest a possible way to solve it. Deeper questions such as generalization of the group theory, which could underline the emerging structures are yet too early to address, and we leave them beyond the scope of the present paper. To avoid unnecessary complications, we consider only the Gaussian phase.
In the case of RCM , eq. (1) can be written in full detail as
where χ R is the Schur function, which is a symmetric function of some variables x i (here the eigenvalues of the matrix MM ) or a function of time variables
The integrals here are over N 1 × N 2 (rectangular) complex matrices M , the model has a "gauge" symmetry U (N 1 ) × U (N 2 ). The character (Schur function) depends on the Young diagram R and on the sequence of time-variables p k , e.g. χ ∅ {p} = 1, χ [1] {p} = p 1 , χ [2] 
2 , χ [1, 1] 
If one ascribes p k the grading k, then χ R {p} is homogeneous of degree |R|, which is the size (number of boxes) of the diagram R. The role of time-variables at the l.h.s. in eq. (2) is played by the single-trace gauge invariants P k ≡ Tr (MM ) k , while at the r.h.s. they are fixed at the "classical topological locus", where all p k = N . At these values, the character of the representation R is equal to the dimension of the representation R, D R (N ). Now comes the first crucial observation: bilinear combination is not generic, from the entire set of all χ R1 {N 1 }χ R2 {N 2 }, only the subset R 2 = R 1 is selected. If we look at the result of [3] for Aristotelian model, we easily observe that the same is true there: the set of averages of a given grading is not an arbitrary function of colorings N 1 , N 2 , N 3 , but is restricted. Say, at level n = 2, allowed at the r.h.s. are only [1, 1] , [1, 1] χ * [1, 1] , [2] , [1, 1] χ * [1, 1] , [1, 1] , [2] while the other four χ *
[2], [2] , [1, 1] [1, 1] , [2] χ * [1, 1] , [1, 1] , [2] χ * [1, 1] , [1, 1] , [1, 1] are forbidden. We introduced here an abbreviated notation χ *
which are linear combinations of the tensorial counterparts of "multi-trace" operators
with the coefficients made from symmetric group characters ψ R (σ) such that their Gaussian averages with the weight exp −K
are essentially the products of dimensions:
The sizes of all the Young diagrams R k are the same and equal to the power n in M andM , which we call level in what follows. Our main claim is that χ R form the full basis of operators with non-vanishing Gaussian averages (see sec. 3.5) . This basis is overcomplete, i.e. there are linear dependencies, but it is smaller than the full basis of all gauge invariant operators, which grows much faster than the number of χ R and even than the r-th power of the number of Young diagrams. The reason is that there are many operators with vanishing Gaussian averages. The coefficients C R are r-counterparts of the Clebsch-Gordan coefficients, which, in fact, just select allowed symmetries. In the case of r = 2, i.e. for the RCM, C R1,R2 = d R1 δ R1,R2 and we return to (2) . Actually, χ R itself is proportional to C R , i.e. it is the operator, not just the average, which vanishes in the case of forbidden symmetry. Perhaps, a main problem with χ R is that, for r > 2, they are too few, much less than the number of gauge-invariant operators, which are labeled by a peculiar double coset of symmetric group S n \S r n /S n [3] . Thus one can continue a search for more genuine tensorial characters, or at least for the coset ones. Unlike χ R , which deserve the name Kronecker characters, generic tensorial and coset ones are not expected to be invariant under arbitrary conjugations: the symmetry of the coset is smaller. We do not go into details of this further generalization, the story of Kronecker characters χ R is already quite something to consume: an unexpected and far going generalization from matrices to tensors, see also [14] .
Our main target in this paper is the Kronecker tensorial characters (3) and their properties. We start in sec.2 with explaining the main idea in simple examples of first levels of the RCM and the Aristotelian r = 3 model. Then, in sec.3, we introduce formal definition of the generalized (Kronecker) characters and discuss their properties. Sec.4 is devoted to the orthogonality of these characters, while, in sec.5, we introduce the generalized cut-and-join operatorsŴ that have the generalized characters as their eigenvalues. Sec.6 contains some concluding remarks.
The main idea 2.1 Operators with a given symmetry
Our main idea is to consider the basis of gauge invariant operators associated with elements of the tensor product of r copies of the group algebras of symmetric group.
Consider an element of the group algebra of S n ,
where σ are the elements of the symmetric group S n . We now construct a basis in the space of operators K of level n, by the action of r operationsR 1 ⊗ . . . ⊗R r on the operator K n id r . For instance, for r = 3
acts on the operator K n id,id,id = n p=1 M apbpcpM apbpcp as follows:
Now one can choose the coefficients α's in such a way that they are associated with some symmetry patterns described by Young diagrams: with representations of S n . For instance, up to the level n = 3, there are 3 different patterns:
• [n] ∈ S n : symmetrization with all the equal weights of one unit
• [1 n ] ∈ S n : antisymmetrization with weights depending on the parity of the permutation
• [2, 1] ∈ S 3 : in this particular case we definê
This definition follows the standard rule: make a Young tableau 1 2 3 , first symmetrize in rows and then antisymmetrize in columns:
One could start from another Young tableau 1 3 2 and obtain instead
RCM
Let us start with the r = 2 case. If we consider averages (2) of a given grading, we obtain functions of N 1 and N 2 , which are inhomogeneous, but not arbitrary: [2] (N 1 )D [2] (N 2 ) = N 1 N 2 (N 1 + 1)(N 2 + 1), D [1, 1] (N 1 )D [1, 1] 
However, neither D [2] (N 1 )D [1, 1] 
• Level n: The same persists at higher levels: Im
We used here the standard notation R ⊢ n, meaning that the size (number of boxes) in R is n, i.e. |R| = n. Dimension of Im (2) n is just the number of Young diagrams of the size n, i.e.
The fact that the image is spanned by a given set labeled with R 1 = R 2 = R, means that one can enumerate and classify the averaged quantities: they are labeled by Young diagrams, and, indeed, they are just characters. Looking at the averages, one can determine that any product of characters is linearly expressed through characters themselves. This is a well known fundamental fact, but, what is important, one can now extract it from studying the averages, and this approach can be straightforwardly extendable from matrices to tensors, where we know neither what the characters are, nor their properties. Information that we need is just the structure of spaces Im 
with all R i ⊢ n. In these terms, the statement for RCM is that Im (2) n is spanned by the "diagonal" χ * R,R , and these are averages of χ R {P } with P k = Tr (MM ) k . More than that, if we ask what could be the quantity, whose average would produce a non-diagonal χ * R1,R2 , the answer will be zero, this is why such averages do not actually arise. Indeed, operators in the RCM can be a priori labeled by two permutations σ 1 , σ 2 ∈ S n : (16) (summation is assumed over all a p and b p ). However, not all these operators are independent: in fact
so that for S = (1)(2) + (12) = I + P and A = (1)(2) − (12
while
In other words, the fact about the averages can be observed before averaging, i.e. is actually independent of the phase of the model. Thus we think that technically the simplest approach to study the space of gauge invariant operators is provided by the expression of Gaussian averages through dimensions D R (N ).
Aristotelian model
In fact, all the information needed in this case can be extracted from the detailed study made in [3] . We just need to reformulate these results in terms which are relevant to purposes of the present paper. We refer to [3] for the tables of operators and the notation.
• Level 1: dim(Im (3) 1 ) = 1, and the relevant character is χ * [1] , [1] , [1] = D [1] (N 1 )D [1] 
abc (hereafter, the summation over repeated indices a, b, c, . . . is assumed).
• Level 2: dim(Im (3) 2 ) = 4, and the relevant characters are χ * SSS = D [2] (N 1 )D [2] (N 2 )D [2] [2] (N 1 )D [1, 1] (N 2 )D [1, 1] 
with S = [2] and A = [1, 1] . Thus, Im (3) 2 is spanned by χ * SSS and 3 × χ * SAA , where 3 stands for the number of quantities obtained by permutations from S 3 . Forbidden are the four other characters χ * SSA = D [2] (N 1 )D [2] (N 2 )D [1, 1] 
χ * SAS , χ * ASS and χ * AAA : there are no such operators at level 2 of the Aristotelian model with appropriate discrete symmetry group properties.
• Level 3: dim(Im (3) 3 ) = 11, and the relevant operators are
Again, from analysis of averages, one obtains that, for instance, 22) and the operator at the r.h.s. is exactly the triple symmetrization of
Forbidden symmetrizations such as SBA are vanishing already at the operator level.
The r = 3 counterpart of (14),
appears to imply that the classification problem is hopeless. In fact, it was already addressed in [6] and [3] , but in what follows we look at it from a somewhat different direction in the spirit of [15] and [14] . Note that the coefficients in (23) grow much faster than the triples of Young diagram (the cubes of the coefficients in (14)). This means that χ R1,R2,R3 do not exhaust all gauge invariant operators. At the same time, as discovered in [3] , the number of linearly independent Gaussian averages is lower than the prediction of (23), and it is actually less than the number of triples. This is why χ R1,R2,R3 are enough to enumerate all operators with non-vanishing Gaussian average, though χ R1,R2,R3 form an overfull basis. This is reflected in the fact that the triple products of dimensions are not all linearly independent. The differences between the number of all gauge invariant operators, of χ R1,R2,R3 and of independent Gaussian averages all appear starting from level n = 4.
• Level n = 4: Not all of the 43 linearly independent operators at this level have independent Gaussian averages: this was overlooked in [3] , where the phenomenon was first observed only at level 5. In fact, independent are just 30 averages, while there are relations
plus four more relations obtained by cyclic permutations of colorings. Thus, for instance, the combination
is a non-trivial operator, but its average vanishes. The 30-dimensional linear space of averages is spanned by 43 triple-characters χ * R1,R2,R3 . They also produce an overfull basis in the space of operators with non-vanishing Gaussian averages.
We make a table for the Aristotelian model (r = 3):
Level # of gauge invariant operators # of independent Gaussian averages # of characters (26) The first and the third columns coincide up to level 4, because the operators χ R1,R2,R3 are non-zero if and only if C R1,R2,R3 are non-zero (see sec.3.4), C R1,R2,R3 being the Clebsch-Gordan coefficients for the symmetric group representations , while the number of gauge invariant operators is [3, eq.(6.19) ]
(27) and non-trivial multiplicities emerge starting from level 5. By this reason, the numbers in the first column are larger than in the third one at higher levels. The numbers in the second column are smaller than those in the third one, which is evident for the following reason: the Gaussian averages are polynomials in N i , with each N i entering with the maximal degree of n, and all averages are proportional to N 1 N 2 N 3 . Hence, the linearly independent basis for the Gaussian averages is given, e.g., by monomials
. . n, and, thus, the number of linearly independent polynomials at level n is restricted by n 3 :
This number grows with n much slower than the number of non-vanishing characters χ R1R2R3 , since the latter are labeled by triples of partitions of n. The number of partitions P (n) at level n grows much faster than n, and so does the number of triples P (n) 3 . While one has to subtract from P (n) 3 the number of zero Clebsch-Gordan coefficients, this latter number grows slower 1 than P (n) 3 at large n. Hence,
Finally,
and there is no equality beginning from n = 4: there are linear combinations of characters χ R1,R2,R3 which are non-vanishing by themselves, but have vanishing Gaussian averages. See (25) for the first example.
Thus, we come to the following conclusion:
• The structures with allowed symmetries are the substitutes of characters, and their averages are products of the corresponding dimensions labeled by Young diagrams of size n.
• These characters are labeled by triples (generically, r-ples) of Young diagrams of size n but not arbitrary: many triples provide vanishing operators.
Generalized characters
Now we give formal definitions of the generalized characters, that is, gauge invariant operators χ R {M,M } as particular linear combinations of K, and demonstrate that they and their Gaussian averages have nice properties, expected from the character-like quantities.
We also explain why these operators exhaust all which have non-vanishing averages.
Some basic properties of symmetric group characters
In what follows, we need characters ψ R (γ) of the permutation group S n (for the theory of permutation groups, see [16] ). Let us note that the characters effectively depend only on the conjugation class [γ] of the permutation: ψ R (γ) = ψ R ([γ]). Hereafter, we denote by lower case Greek letters elements of the permutation group, and, by capital letters the conjugation classes (which are described by Young diagrams). The number of elements in the conjugacy class ∆ is given by n!/z ∆ , where z ∆ is the order of automorphism of the corresponding Young diagram. We will also need the orthogonality condition
1 For instance, the ratio ξn :=
behaves as a function of n as ξ(n) n = 0. 23, 0.13, 0.14, 0.10, 0.13, 0.11, 0.12, 0.12, 0.13, 0.13 at n = 3, . . . , 12 (29) and the value of character on the unit element:
In particular, it follows that
Eq.(32) implies a whole set of identities, and the simplest one is
The simplest way to prove this identity is to note that the l.h.s. depends only on the conjugacy class of σ 1 and, hence, one can make a "Fourier" transform from the conjugacy classes of σ 1 to the Young diagrams Q given by the kernel ψ Q (σ 1 ):
Similarly, the same Fourier transform of the r.h.s. of (35) gives
The essential thing in this proof is that the Fourier transformation in this case has no kernel.
RCM, r = 2
One of the possible definitions of the Schur functions, depending on the time-variables p k , expresses them through the characters ψ R (∆):
where the sum goes over all Young diagrams
implies orthogonality of χ
where
Here σ i are elements of the permutation group S n . In fact, K id,σ depends only on the conjugacy class of σ,
with P k = Tr (MM ) k . We can now introduce a "Fourier transform"
where at the last stage we used the fact that K σ depends only on the conjugacy class ∆ of σ so that
The transformation (43) is not invertible, if considered as a map from the space of functions F σ1,σ2 to χ R1,R2 , because the space of all possible R at fixed |R| = n and that of all possible σ in S n have different dimensions: the number of σ, which is equal to n!, is larger than the number of Young diagrams that enumerate the conjugacy classes of σ. However, the actual operators K σ1,σ2 actually depend only on the product σ −1 • σ 2 , i.e. only on its conjugacy class. Thus, they are in one-to-one correspondence with characters, and are diagonal, χ R1,R2 ∼ δ R1,R2 .
To summarize, our χ R1,R2 is essentially the character:
and its Gaussian average is fully symmetric in R 1 and R 2 :
An advantage of this redefinition is that now it can be straightforwardly generalized beyond r = 2, i.e. from matrix to tensor models.
Aristotelian model, r = 3
Consider the Aristotelian r = 3 case. Denote
(as usual, summation is assumed over all a p , b p and c p ). Now, one can introduce the quantity
which generalizes the notion of character. Unlike in RCM with r = 2, already in the Aristotelian case of r = 3 the sum can not be reduced to summation over the conjugation classes only. What remains is the sum over the elements of (the orbit of) the permutation group: in this case, the counterpart of (43) is
where we used the property
•σ3 which follows from the definition (47). In fact, there is a larger symmetry: one can preserve the form K id,σ2,σ3 , while making the conjugation
We will ignore this fact in what follows. In any case, the transformation (48) is not one-to-one on any reasonable space, both on the left and on the right. This means that our χ R 1 R 2 R 3 is both insufficient and redundant to describe the entire space of gauge invariant operators. It instead serves as a generalized character χ R , which is simple by itself and closed under simple operations.
In [4, 5] , we obtain:
and, using the orthogonality condition (32), one immediately obtains
are the Clebsch-Gordan coefficients, which vanish in the case of forbidden symmetries.
Vanishing of χ R with forbidden symmetries
Let us prove that vanishing the Clebsch-Gordan coefficients implies not only vanishing of the Gaussian averages, but also the generalized characters χ R themselves.
The coefficients
in the definition (49) of χ R1R2R3 satisfy the orthogonality condition σ1,σ2
This means that σ1,σ2
and, since at the l.h.s. we have a sum of squares of rational real-valued quantities, we get as an immediate corollary
Thus we proved that vanishing of the Clebsh-Gordan coefficient C R1R2R3 = 0 implies identical vanishing of the corresponding generalized character χ R1R2R3 .
Generalized characters as a basis for operators with non-vanishing Gaussian averages
Using the identity (56), we can now prove that the generalized characters form a basis in the space of all operators with non-vanishing Gaussian averages. To this end, it is enough to prove that any Gaussian average can be written as a linear combination of the generalized characters. Indeed, any Gaussian average is given by formula (50). In fact, as we already discussed, it is enough to consider the average of K id,σ2σ3 ,
In the sum, contribute only R i such that C σ1σ2 R1R2R3 = 0, which, as follows from (56), simultaneously implies C R1R2R3 = 0. In this case, one obtains from (51) that
i.e. any Gaussian average can be, indeed, written as a linear combination of the generalized characters. Moreover, since the coefficients in this combination does not depend on N i 's, and the latter enter only through the generalized characters, this implies that the generalized characters form a basis in the space of all gauge invariant operators with non-vanishing Gaussian averages.
Background metrics
For the action M abcMābc A C c c , we get a generalization of the "cut" relation (51)
Another matrix model relation ("join"),
seems not to have a direct generalization to r > 2.
Other rainbow models, arbitrary r
Similarly, for arbitrary r, we define
where, as a generalization of (47),
The Gaussian averages are
These coefficients can be also expressed through the Clebsch-Gordan coefficients (52):
4 Orthogonality of generalized characters
The problem
The first essential property of characters is orthogonality. Conventional characters satisfy the orthogonality condition [17] :
where the scalar product is explicitly given by
Indeed, parameterizing the Young diagram ∆ by the numbers m i which counts the number of lines of the same length i in the diagram (i.e., for instance, for ∆ = [4, 2, 2, 1], m 1 = 1, m 2 = 2, m 3 = 0, and m 4 = 1) and taking into account that, in these terms, z ∆ = i:mi =0 i mi m i ! with the product over all i with non-zero m i , one obtains
where, in the last equality, we have used the orthogonality relation (34). Thus, orthogonality of χ is essentially reduced to orthogonality of ψ. However, above manipulation heavily depends on existence of p-variables, moreover, involve derivatives with respect to p. In this form, it has low chances for tensorial generalization. Fortunately, in [10] the first step was done towards elimination of p-variables and reformulation of the theory of W -operators directly in terms of χ-variables. In what follows, we introduce an even more powerful and straightforward formalism, which remains to be properly understood, but is already sufficient for tensor model applications.
It involves two ideas. First, we substitute the monomials p ∆ by independent linear variables ξ ∆ . Second, we extend this set of variables to ξ σ depending on permutations σ rather than on their conjugation classes. Then, the dual characters, which were obtained by the substitution p k −→ k∂/∂p k , where the coefficient k somehow "remembers" about non-linearity in p, are described by a linear substitution ξ σ −→ ∂/∂ξ σ without any σ-dependent coefficients. This is already nice, but most important, this formalism continues to work for tensors. Moreover, the apparent redundancy of the ξ σ -variables turns out to be exactly what is needed to capture the set of K σ with non-vanishing Gaussian averages.
RCM, r = 2, through ordinary characters
Following this plan, we substitute
where n = |R| and ψ R (σ) := ψ R ([σ]) depends only on the conjugation class ∆ = [σ] of the permutation σ. Since there are n! z∆ different permutations in this class, we read from these relations and (43) that
Then, since
it is natural to postulate a new scalar product for linear functions of ξ-variables:
Indeed, in this case
Then we immediately obtain
RCM, r = 2, through bi-characters
If we keep in mind our goal of generalization from matrix to tensor models, we need now to rewrite the previous section in terms of the generalizable object, the bi-character χ R1,R2 instead of the ordinary one χ R . The natural counterpart of (69) would bẽ
with new indeterminants η. However, this degree of redundancy is too much even for tensor model generalizations. We can safely demand that η like K operators is invariant under simultaneous conjugations,
, what allows one to substitute η σ1,σ2 = η id,σ −1 1 •σ2 , which is essentially the ξ-variables.
Namely, using (43) and (69), introduce (hereafter, we use the notationχ for the generalized character in ξ-variables)χ
where |R 1 | = |R 2 | = n and the scalar product is (72). Then
One can also realize the scalar product (72) similarly to (67):
whereχ R (ξ) is defined in (69).
For example, at level n = 2
, [2] (43) [2] (76) = 2(ξ id + ξ (12) ) χ [1, 1] , [1, 1] (43)
and χ [1, 1] , [1, 1] χ [1, 1] , [1, 1] (12) ξ (id) + ξ (12) = 4 = 1 d 2 [1, 1] χ [2] , [2] χ [1, 1] , [1, 1] (12) ξ id + ξ (12) = 0 χ [1, 1] , [1, 1] (12) ξ id − ξ (12) = 0
The difference between permutations and their conjugation classes first shows up at level n = 3:
χ [3] , [3] (43) [3] (76)
χ [2, 1] , [2, 1] (43) [2, 1] (76)
χ [1, 1, 1] , [1, 1, 1] (43)
so that χ [1, 1, 1] , [1, 1, 1] χ [1, 1, 1] , [1, 1, 1] (12) + ∂ ∂ξ (13) + ∂ ∂ξ (23) + ∂ ∂ξ (123) + ∂ ∂ξ (132) ξ id + ξ (12) + ξ (13) + ξ (23) + ξ (123) + ξ (132) = 36 = 1 d 2 [1, 1, 1] χ [2, 1] , [2, 1] χ [2, 1] , [2, 1] [2, 1] and so on.
To conclude this section, we emphasize once again thatχ are just linear functions of ξ-variables, and conjugate to ξ are just ξ-derivatives, with nothing like factors k in the conventional formalism with p k -derivatives.
Aristotelian model, r = 3
Now we consider the case of the Aristotelian model. In this case the character depends not only on the sums over the conjugation classes, hence, we need the full set of ξ-variables. Thus, the generalized character is
where η σ1σ2σ3 are indeterminants with the property η σ1σ2σ3 = η id,σ
Hence, similarly to (49), one can considerχ
with free 2 indeterminants ξ σ1σ2 . Then, if we require that
and apply (32), we get:
where we used the definition of C in (52). Finally, with the definitions (83) and (84),
Comparing with (48) we see that η in (82) and thus ξ in (83) just substitute K, while (84) defines a scalar product in the space of the relevant operators K, which makes our χ R orthogonal.
Other rainbow models, arbitrary r
In complete analogy with the r = 3 case, one can consider an arbitrary r. Then we definẽ
require that
and obtain
Despite somewhat formal introduction of linear ξ-variables and associated scalar product, this allows us to make the next step: to introduce generalized cut-and-join operatorsŴ , for which our χ R are the common eigenfunctions.
Generalized Cauchy formula
A central role in applications of character theory is played by a rather elementary Cauchy formula for the bilinear sum of characters, see [18] for a brief survey. It is therefore important that it has a direct counterpart for the multilinear sum related to the tensorial characters:
where we used
which follows from the orthogonality condition
and also used the fact that
the last equality being nothing but the ordinary Cauchy formula. Partition function is a rather straightforward deformation of the l.h.s. of (90), which provides a tensorial generalization of KP/Toda tau-function, which we describe elsewhere [19] :
5Ŵ -operators 5.1 Cut-and-join operators of [20] For the usual Schur characters, one can construct a system of commuting differential operatorsŴ ∆ that have these characters as a common system of their eigenfunctions, the eigenvalue of these operators being [20] 
The operators are called generalized cut and join operator [20] , and one can construct them in terms of invariant matrix derivatives:Ŵ ∆ =:
where M is a matrix. The normal ordering in (96) implies that all the derivatives ∂ M stand to the right of all M . Since W ∆ are "gauge"-invariant matrix operators, and we apply them only to gauge invariants, they can be realized as differential operators in the time-variables P k = Tr M k [20] . In particular, the simplest cut-and-join operatorŴ [2] , [21] isŴ
These operators act on the characters considered as functions of times p k so that (95) reads aŝ
Note that this formula can be extended to the case of |∆| = |R|. In this case, the formula looks likê
(n−k)!k! are the binomial coefficients, and r is the number of unit length cycles in the Young diagram ∆.
5.2Ŵ -operators in rainbow tensor models
As a direct generalization of (96), one can associate aŴ -operator with any K σ :
where normal ordering means that all M -derivatives stand to the right of all M . Then, in the abbreviated notation of (62),Ŵ
because M derivatives are non-zero if the set of indices { a σ(p) } coincides with the set {a ′ p }, i.e. the indices themselves are equal modulo some k-independent permutation γ ∈ S n , i.e. a (k)
In the simplest example of r = 1 and n = 2,
In fact, K and thusŴ are invariant w.r.t. the common multiplication of all n permutations σ k by a common σ, what allows to eliminate one of them,
moreover, there is still a freedom in common conjugation of the remaining r − 1 permutations:
In the case of RCM (r = 2), this means that K depend only on the conjugation class of σ −1 1 • σ 2 , i.e. on a Young diagram, but for r > 2 the classification is more complicated, see [3] for details.
For our present purposes, we just need to eliminate σ 1 and σ ′ 1 from (102). For example, for r = 2
This remains true for arbitrary r:
where now σ denotes a set of r − 1 permutations from S n .
We can now apply theŴ-operator to our χ:
. This expression can be simplified a little, at expense of breaking explicit S n symmetry, by using (106) instead of (102) and (49) instead of (48):
RCM, r = 2
In this case, we get just
To check the next to the last transition, one can substitute K id,γ by arbitrary ψ Q (γ) (make a Fourier transform) and then use the orthogonality relations:
For the validity of this trick, it is important that both K id,γ and ψ Q (γ) depend only on the conjugation class of γ, so that above transform is actually invertible. We used also the fact that σ −1 and σ belong to the same conjugation class, so that ψ R (σ −1 ) = ψ R (σ). Thus, we obtain thatŴ
where the eigenvalues are
Aristotelian model, r = 3
In the case of r = 3 we have:
If sizes |σ i | are equal to |R i |, then, as direct generalization of (105), theŴ -operator acts as averaging over the permutation group S n :
In the last transition, we used invariance of operators K id,γ2,γ3 under conjugation, see footnote 2.
5.5Ŵ -operators in ξ-variables
At the last step in (105), we used the fact that the operators K id,γ are invariant w.r.t. the conjugation by arbitrary γ ′ . However, we can ignore this symmetry and again consider the variables ξ σ without this additional invariance. In particular, theŴ -operators can be realized as differential operators in these variables,
Such generalized cut and join operators are linear in contrast with those in p-variables. As usual, formulas in ξ-variables are looking simpler, for the price of enlarging the space of variables.
The case of RCM, r = 2
We can re-deduce (109) in ξ-variables: from (76)
The transition between the two lines can be explained just by the same trick: despite, in variance with K id,γ , the variables ξ γ are not supposed to be invariant under conjugations, thus they could not be just substituted by invariant ψ Q (γ), the sums γ ′ ∈Sn ξ γ ′ •γ•σ•γ ′−1 are invariant and can be substituted so that the trick can be used. If now one chooses σ that labelsŴ -operators, and R 1 , R 2 that label the character belonging to different symmetric groups, S n and S m correspondingly, the property (111) still persists. It is clear that, when n > m, λ σ R1R2 = 0. Otherwise, one has to extend permutations from S n to those from S m adding trivial cycles so that
where ( ) k means k trivial cycles added to the permutation, and p is the number of trivial cycles in the permutation σ. This is a counterpart of the original extension formula (100).
Aristotelian model, r = 3
In this case,Ŵ σ1σ2 = γ,γ1γ2∈Sn
One can check for symmetric groups S n with small n that, when all sizes
where the eigenvalues arē
since otherwise, when C R1R2R3 = 0,χ R1R2R3 = 0. Now one could try to repeat the trick that was used in the proof of (35) and try to prove (118), i.e. that
Indeed, one can make a "Fourier" transform of this formula with the kernel C σ1σ2 Q1Q2Q3 which gives for its l.h.s.
and the same for the r.h.s.:
Thus, these two formulas coincide. Unfortunately, this does not prove (120), since, though the l.h.s. of (120) does not change upon simultaneous conjugation of σ 1 and σ 2 (and, similarly, γ 1 and γ 2 ), the Fourier transform has no non-trivial kernel only for symmetric groups S n with small enough n < 5.
3 Hence, (120) is proved only for these groups. We, however, have checked with the computer that this formula is correct for various concrete cases in S 5 and S 6 .
In this r = 3 case, one again can choose σ i labellingŴ , and R i labelling the generalized character belonging to different symmetric groups, S n and S m correspondingly. In this case, the property (118) still persists. It is clear that, when n > m, λ σ1σ2 R1R2R3 = 0. Otherwise, one has to extend permutations from S n to those from S m adding trivial cycles, so that 
where p is the number of points left intact under the action of both permutations σ 1 and σ 2 . This is an Aristotelian counterpart of (100) and (116).
Generic r
Similarly, in general, when |σ i | = |R i | = n, one can also make a statement, which is proved only for small symmetric groups, thatŴ
where R is a set of representations R 1 , . . . , R r and the eigenvalues arē In the generic case of |∆| = n not equal to |R| = m, as the generalization of (100) 
where p is the number of points left intact under the action of all the permutations σ i .
Conclusion
In this paper, we focused on the property (1), which is extremely well suited to gaining our knowledge in the tensor case, and thus provides a solid base for bringing new progress. Namely, the averages in the Aristotelian model of [3] are some polynomials in N 's, with the properties (i) they are not generic;
(ii) they are tri-linear in dimensions;
(iii) at a given level, only some of the tri-linear products appear; (iv) these tri-linear combinations are averages of linear combinations of K-operators with appropriate symmetries;
(v) combinations of K's with the symmetries which do not appear in the list of tri-linear combinations identically vanish: this is the reason why they do not appear among averages;
(vi) all this remains true for arbitrary r, only tri-linear combinations become r-linear.
All this is a direct generalization of properties of the rank r = 2 case (rectangular complex matrix model, RCM), where the averages are bilinear in dimensions, allowed are only the diagonal bilinear products D R (N 1 )D R (N 2 ), and an attempt to write down an operator K R1R2 ∼ D R1 D R2 with R 1 = R 2 fails: the operator with such a symmetry vanishes. An additional feature of RCM is that diagonal operators K R,R = χ R {P }, i.e. are just characters. This suggests that the tensorial operators χ R1,...,Rr (M,M ) which we construct in this way are direct counterparts of characters.
Among the properties that they inherit are:
(a) orthogonality;
(b) they are eigenfunctions of generalized cut-and-join operatorsŴ , the tensorial counterparts of those from [20] ; (c) they form a redundant basis of the operators with non-vanishing Gaussian averages.
The main mystery is the separation of gauge-invariant tensor model operators into two sectors. One sector consists of operators which resemble characters and possess non-vanishing Gaussian averages. It is very similar to the conventional matrix models like RCM, and should be rather straightforward to investigate. The second sector is its much bigger complement, which lies in the kernel of Gaussian averages.
A possible clue to understanding this yet-unstructured complement is in a remarkable relation [22] which associates gauge invariant operators with Feynman diagrams in the theory of one-rank-less. One of the immediate questions to address is what characterizes the subset of Feynman diagrams associated with the character sector. It would be also very useful to describe in these terms the Virasoro-like identities and, more generally, the CJ structure introduced in [3] : the two sectors should be somehow separated, and the recursion between different ranks r should be lifted to the level of CJ structure. In the case of Aristotelian (rank r = 3) model, there is a third description: in terms of the Grothendieck's dessins, which turns especially helpful in classifying the non-character sector in the operator space.
To conclude, in this paper we report the discovery of tensorial lifting of characters and their apparent compatibility with Gaussian averaging, which opens absolutely new perspectives to the theory of tensor models. There is a whole new world to explore, and it is now clear that it can be structured at least as well as its celebrated matrix model predecessor is. In particular, existence of this theory of tensorial characters reflects the fact that rainbow tensor models are superintegrable and exactly solvable like their well known complex matrix model "parent" [19] .
