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1. INTRODUCTION 
Recently, the efforts of various authors (e.g. [l, 9, 12, 211) have unified many 
currents of duality theory. The resulting more profound understanding was a 
stimulus for further studies of semicontinuity. 
The purpose of this paper is to show that the major part of the theory of 
necessary optimality conditions and the unified duality constitute a single 
coherent theory. Many of the concepts displayed here are a product of the 
maturation of ideas presented in various guises by numerous authors. Optimiza- 
tion theory has been developing turbulently, tossed by the currents of expanding 
applicability. As is frequently the case, very abstract frameworks are elaborated 
later. The intention of this paper is to propose such a framework. In doing so 
we include in Section 6 a discussion of related work. 
2. PRELIMINARIES 
2.1. Multifunctions, Semicontinuity 
Denote by 2x the family of all the subsets of X. A mapping 1’ of Y into 2x 
is called a multifunction. A multifunction r is determined by its graph’ g(r) = 
((x, y): x E r’} which is a subset of X x Y. The image of A C Y by r is defined 
byl’A = LA Ty. The inverse multifunction F-l associates subsets of Y with the 
elements of X following the rule r-Lx = (y: x E ry). It follows that FIB = 
UZEB F1x = {y: Fy n B # D} for B C X. The set F-1B is called thepreimuge 
of B by IT The domain of r is defined as the preimage of the whole X(r-1X). 
* Supported in part by Consiglio Nazionale delle Ricerche and Grant 79-0018 from 
the Air Force Office of Scientific Research. 
’ Another common definition calls the graph the set {(y, x) : x c Q}. 
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If 0 is another multifunction (X + 2=) then the composition of l’ and 0 is 
defined by 
@l-y = (J ox. (2.1) 
XEIb 
Thus (Or)-% = P(O-lz). 
Let r,: YI --+ 2x and I’,: Ys -+ 2x be multifunctions. We denote by I’, n I’, 
the multifunction from Y, x Y, into 2x given by 
(rl n uYl ,y2) = rlyl n r2y2 . (2.2) 
It follows that (I’, n I’,)% = r,-lx x r,-lx. If I? Y -+ 2x and 0: X --+ 2z, 
then we may form the composition (2.1) and the intersection 0-l n I’ from 
2 X Y to 2x (see (2.2)). 
LEMMA 2.1. The graph of Or is equal to the domain of 0-l n l? 
9(w) = (0-l n r)-lx = (0 x r-1)x. 
Proof. Let (z, y) be in ‘S(Or), that is, z E OI’y. Equivalently there is x in 
I’y for which x E Ox, in other words, there is x such that y is in r-lx and z is 
in Ox. 
Let f be a function on Xvalued in R. The multifunction (from X to 27 given 
by gf(x) = (r: r > f (x)> is called the epigraphic multifunction of f. Let I’I 
Y --f 2x. Define the multifunction 52 associated with f and lY 
tip, y) = &;% n ry. (2.3) 
COROLLARY 2.2. The graph of &J is equal to the domain of L?. 
We define now the following function on Y 
and we recall that [4] 
(2.4) 
P-5) 
where “cl” denotes the closure. 
The graph 9(&f) of the epigraphic multifunction off is called the epigraph 
off. From Corollary 2.2 and formula (2.5) we infer that Q-1X need not be the 
epigraph of a function but such is (of the function fr) its closure in the product 
of the natural topology of R and the discrete topology in Y. 
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Let Qi be a class of real-valued functions on Y and let P Y -+ 2x. The @dual 
multifunction of I’ acts from Rx to 2@ and is given by 
r@f = {p, E @: sup v(y) < -f(x), x E Xi. 
YEI-% 
(2.6) 
Let X and Y be topological spaces. We say that r: Y -+ 2x is lower semi- 
continuous at (x0 , y,,) (I.s.c.) if for every neighborhood Q of x,, there is a neigh- 
borhood W of y,, such that T-IQ 3 W. A function f on X is called upper semi- 
continuous at x,, (u.s.c.), if for each E > 0 there is a neighborhood Q of x0 such 
that f  (x) < f(xJ + E f  or x in Q. It is called lower semicontinuous at x0 (I.s.c.), 
if for each E > 0 there is a neighborhood Q of x,, such that f  (x) > f  (x,,) - E 
for x in Q. Observe thatfis U.S.C. at x0 , if and only if its epigraphic multifunction 
cFf is 1.s.c. at (f (%a), x0). 
LEMMA 2.3 [4]. I f  I’z Y -+ 2x is 1.s.c. at (x0 ,y& and 0: X - 22 is 1.s.c. at 
(y. , x0), then Or is I.s.c. at (x0 , zJ. 
Proof. For each neighborhood U of x0 there is a neighborhood Q of x0 such 
that O-rU 3 Q. There is a neighborhood W of ye such that r-IQ 3 W, thus 
(Or)-lU = P(O-* U) includes W. 
2.2. CytoZogy (see [9]) 
Let CD be a class of real-valeud functions on a set Y such that v + c E CD, 
whenever c E R and QI E @. We say that a subset A of Y is @-convex, if for each y,, 
not in A there is v in Q, such that ~(y,,) > sup YEA v(y). The intersection of each 
family of @-convex sets is @-convex; the whole set Y is @-convex. The 
smallest @-convex set containing A is called the Q-convex huZl of A and is 
denoted by co,A. The @-convex hull of a function g is the function g@ 
P(Y) = 2; V(Y). 
A function g is said to be @convex at y,, , if g(y,,) = g@(y&. 
The coarsest opology for which every G-convex set is closed is called generated 
by @ and is denoted by ~(a). A f unction which is @-convex at yu is T(Q)-lower 
semicontinuous at y0 . 
A function g is called @-subdifferentiable at ya if there is v,, in @ such that 
g(y) - F(Y) 3 ldY0) - dY0) = OY E K (2.7) 
and such a q~,, is said to be a subgradient of g at y,, _ If besides the inequality in 
(2.7) is strict for y + ye , then g is called strictly @-subdifferentiable and fpo is a 
strict subgradient. 
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We say that a subset A of a topological space of Y is @-separated, if for each y,, 
not in the interior of A there is v,, in 0 such that 
%(Yoo) = ;z %(Y). 
2.3. Dual Multifunction of Dual Multifunction 
Consider an arbitrary multifunction A: Rx -+ 2@. The set X may be embedded1 
into the set of all real-valued functions on Rx by setting 
4f 1 =fW 
Therefore, we may define (2.6) the X-dual multifunction of A: 
4 = I* SUP x(f) < -g(v), v E @I, ge R@. 
feA-‘m 
(2.8) 
In particular every y from Y may be interpreted as a function on @, thus we have 
A’Y = ix: sup x(f) < -Y(V)), 
fed-‘m 
y E Y. 
Consider a multifunction I’: Y --+ 2x. We may form the @-dual multifunction 
P of r and then the X-dual multifunction Px of I’@. In the sequel we shall 
consider the restriction of Px to Y, obtaining the multifunction (denoted by 
the same symbol) Px: Y -+ 2x. 
Define the multifunction co& 
x E coory), whenever y E coJ-ix. (2.9) 
THEOREM 2.4. The X-dual of the @-dual of the multifunction I’ (restricted to 
Y) is equal to co& 
PX = coar. (2.10) 
In particular, if for each x the set P-lx is @-convex, then 
Proof. By the definition 
(2.11) 
1 Embedding may not be one-to-one. 
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Note thatf is in (I’@)-I,, if and only if 
inf - v(z) >f(x), s E x, (2.12) 
zGr-‘x 
hence the supremum of those f that fulfill (2.12) is equal to infz,reIs - y(z). 
Formula (2.11) becomes now 
that is, 
P=y = {x: y E co,r-~x) 
which together with (2.9) yields (2.10). 
3. SOLUTIONS AND EXTREMALS 
3.1. Minimization Problems, Solutions 
A minimization problem is a triple 
(f, A, (X, 4, (3.1) 
where (X, 7) is a topological space, f is a function on X valued in R u {+a} 
and A is a subset of X called the constraint. We shall sometimes write (3.1) in 
the developed form 
f(x)-+inf,xEA;r (3.2) 
and when the topology is fixed (3.1) will be abbreviated to (f, ,;2) and r in (3.2) 
will be omitted. 
We say that an element x0 of A is a sohtiun of (3.1) if there exists a neighbor- 
hood Q of x,, such that 
f&J G f(x) for x~An&; 
the set of all solutions of (3.1) will be denoted by W(f, A, (X, 7)). 
This definition enables one to deal with either local or global solutions, on 
setting in the latter case 7 = (4, X}. 
3.2. Multifunctional Constraints, Extremals 
We shall consider the minimization problems where the constraint is equal to 
ry, , where l? Y -+ 2x is a multifunction (from a set Y of indices) and v0 E Y: 
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Of course, any constraint A may be represented as a value at ys of some 
multifunction, but sundry regularity assumptions which are usually imposed 
on such multifunctions restrict the freedom in choosing A. 
The fact is that most known constraints admit a natural multifunctional 
representation. 
EXAMPLE 3.1. Let F be a mapping of a subset of X into V and let fi , 
i = I,..., n, be functions on X valued in R u {+ ~3). A natural multifunction 
for the constraint 
A = {x: F(x) = v,, , f&x) < 0, i = I,..., n) 
is defined on I’ = BP x V by (yO = (O,..., 0, u,,)) 
Pl , yz ,.**, r, , w) = b {x:fi(x) < ri> n F-l(w). 
i==l 
The multifunction J’J: R x Y -+ 2x defined by 
(3.4) 
is called associated with (3.3). 
Let (Y, CJ) be a topological space. 
An element x,, of I’y, is said to be an extremal of(3.3), if there exists its neigh- 
borhood Q such that (f (x0), ya) is a boundary point of G-lQ. 
PROPOSITION 3.2. An element x,, of ry, is an extremal of (3.3), if and only ifsZ 
associated with (3.3) is not 1.s.c. at (x0; f  (x0), yo). 
Proof. Let x,, of Tj, be an extremal of (3.3). There is a neighborhood Q of x0 
such that (f (x0), y,,) is on the boundary of Q-IQ; by (3.4) (f (x,,), yo) is con- 
tained in Q-IQ. Equivalently, for each neighborhood U of (f (x0), yO) 
U Q WQ. 
This is just the opposite to lower semicontinuity of B at (x0; f  (x0), y,,). 
3.3. Value Function 
For a given function f on (X, 7) a multifunction I’I Y - 2X defines the class 
of minimization problems (f, I’y, (X, 7)) indexed by Y. 
Let Q be a subset of X. The functionfro defined on Y by 
(3.5) 
is called the Q-value function of (3.3). 
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Let (Y, u) be a topological space. 
PROPOSITION 3.3. If  x,, is a solution of (3.3), then there is a neighborhood Q of 
x0 such that (f (x,,), y,,) is a boundary point of the epigraph of fro . 
Proof. By assumption there is a neighborhood Q of x,, such that f(x,,) = 
fro(yJ and xo E FY, . Consequently for each E > 0 the point (f (x0) - E, yo) 
is not in epi(fFo), thus (f (x0), yo) is not an interior point of the epigraph. 
3.4. Relationship between Solutions and Extremals 
Let u be an arbitrary t,opology of Y. 
PROPOSITION 3.4. Every solution of (3.3) is also its extremal. 
Proof. In view of Proposition 3.3 it is enough to make sure that an element 
of Gn-lQ which is a boundary point of epi(fro) is on the boundary of Sz-IQ. But 
this is immediate as Q-IQ is a subset of epi(fTo) (Corollary 2.2). 
PROPOSITION 3.5. Let x0 be an extremal of (3.3). I f  for some neighborhood Q. 
of x0 for which (f (x0), yo) is on the boundary of .R-lQo the Q,-value function is 
U.S.C. at y,, , then x0 is a solution of (3.3). 
Proof. Suppose that, on the contrary, x0 is in Ty, but is not a solution of (3.3). 
It follows that E = f  (x0) - fT’o,(yo) > 0. By the upper semicontinuity of 
fro0 there is a neighborhood W of y. such that for each y in W 
f&J&Y) < f (x0) - $ . 
By Corollary 2.2 and by (2.5) (with X replaced by Qo) (f (x0) - (e/2), CO) x W 
is a subset of 52-lQ, in contradiction to the assumption that (f (x0), yo) is on the 
boundary of 52-lQ, . 
COROLLARY 3.6. Let f  be U.S.C. in a neighborhood Q of x,, . Assume that r is 
1.s.c. at (x, y,,) for each x E Q n ry, . I f  x0 is an extremal of (3.3), then it is a 
solution of (3.3). 
Proof. (It is known, e.g., [4], that under our hypotheses fro is U.S.C. at y. 
but we shall provide another more intuitive proof of this fact.) 
By our assumption and Lemma 2.3 the multifunction gf,(T n Q) is I.s.c. at 
(f(x), yo) for each x E Q n ry, . 
Let (x3 be a sequence in Q n T”, such that {f (xn)} tends to frQ(yo); in 
other words, (f (xn),yo) tends to (fro( yo),yo) (which may be out of %(gf((rn Q)), 
hence gfr(r n Q) is 1.s.c. at (fro(yo), yo). Indeed, take a neighborhood of 
frobo'o), say B(fro(~o)y 4 and choose n such that f(xn) E B(fI’o(y,), 42). 
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Thus B(fr,(yo), 4 1 Wf W, 4) 3 W a neighborhood of y,, , since gf(I’ n Q) 
is 1.s.c. at (f(Xn), ys). 
A fortiori cI(&~(~ n Q)) is 1.s.c. at (fro(y,), y,,), where cl(&,(r n Q)) is, in 
virtue of (24, the epigraphic multifunction of fr, . fTQ is therefore U.S.C. 
at Y. . 
3.5. Close M&functions 
I’t is clear that the definition of extremality may be extended to arbitrary 
multifunctions. Let s2: 2 ---f 2x. We say that x0 is an extremal of KI at z, , if there 
exists a neighborhood Q of x,, such that z. is a boundary point of Q-IQ. 
We say that fl is close to 52 at (x0 , z,,) if “x,, is an extremal of Q at ~0)’ implies 
that “x0 is an extremal of fl at z. .” This definition is equivalent to the following 
property: 
if fl is I.s.c. at (x,, , zs) then Q is 1.s.c. at (xozo). (3.6) 
The notion of close multifunctions plays an important role in the theory of 
necessary optimality conditions. An extensive use is made of those multi- 
functions (1 (close to original ones) that have the graph closed and convex. 
The most difficult part of proofs of optimality necessary conditions is the 
demonstration of (3.6) for appropriate multifunctions. 
3.6. Product Minimization 
Let (X, T) be a topological space and let U be a set; r. will stand for the 
chaotic topology of U. Let f be a real function on X x U and let l? Y + 2xxu. 
We consider a special case of (3.3): 
(f, J-Y,, (X x u, G- x d). 
Let .G? R x Y + 2xXU be the associated multifunction of (3.7). Let 
@(y, Y) = pxw, Y>, 
(3.7) 
(3.8) 
where PX is the projection of X x U on X. Consequently 
O-lx = (J Q-1(x, 24). (3.9) 
UEU 
Note that (x0 , uo) is an extremal of (3.7) if and only if x0 is an extremal of 0 at 
(f 6% 7 uo), yo). Indeed a basis of neighborhoods of (x0, uo) is {Q x U}oEd(z,) 
where g(xo) is a neighborhood basis of x0 . By (3.9) we have O-lQ =JF(Q x U). 
32 SZYMON DOLECKI 
4. REDUCTION OF CONSTRAINTS 
We use informally the term “reduction of constraints” to denote those 
methods of solving constrained minimization problems which consist in the 
study of some associated problems without constraints. The concept of reduction 
has been applied very broadly; the principles of Fermat, Euler-Lagrange, and 
Pontriagin, are examples of its (not always conscious) manifestations. 
A very general idea of how to reduce the constraint is to eliminate the points 
which do not satisfy the constraint by adding to the minimized function an 
additional term that increases the minimized function at such points. This 
term is called a penalty function, since it is used to punish the unfulfillment of 
constraints. 
4.1. Penalty Systems 
Let A be a subset of X. A family P of functions p: X + R is called a pen&y 
system of A, if 
(i) Xp E P for each h > 0 and p G P, 
(ii) p(x) < 0 for every x E A and p c P, 
(iii) for each x $ A there is p E P such that p(x) > 0, 
(iv) for each x E A there is p E P such that p(x) > - 00. 
PROPOSITION 4.1. Let f : X -+ R u (co), let A be a subset of X. Consider a 
penalty system P of A. Then 
inf w(f(x) + P(x)) = $:f(x). 
xex ?)EP 
(4-l) 
Proof. If x is not in A, then in view of (iii) and (i) sup,,,p(x) = $-co. 
If now x is in A, then by (ii), supecpp( x is ) 1 ess then zero, in fact, by (iv) and 
(i) it is equal to zero. Formula (4.1) follows. 
EXAMPLE 4.2. The function p, , g iven by 
PAW = 0, if XEA 
= +a, if x$A, 
is called the ideal penalty for A. The one element class {PA} is a penalty system 
of A. 
Denote 
L(x7 P> = f (4 + PW (4.2) 
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We shall be interested in penalty systems and minimized functions for which 
one has the following formula (stronger than (4.1)): 
which permits one to approximate the infimum off over A by subsequent un- 
constrained minimizations. The case of special interest will be when the supre- 
mum in (4.3) is attained by some p, . 
In view of Proposition 4.1 every penalty system of A approximates the ideal 
penalty of A. 
The reasons for which we rather use different penalty systems than { pA} are 
essentially two. First, our information about the constraint is seldom explicit; 
it is rather procured by a set of equalities and inequalities; in other words, by a 
multifunctional representation. Therefore the construction of a penalty system 
should be performed with the aid of the available information about the con- 
straint, as will be done in Section 5. 
Second, using the reduction of constraint we presume that the associated 
unconstrained problems are easier to handle. In practice, this is a regularity 
requirement on L( *, p) (say, continuity, differentiability, etc.) of which L( ., pA) 
is evidently deprived. 
4.2. Generation of Penalty Systems 
Let l? Y + 2x be a multifunction and let @ be a class of finite real-valued 
functions on Y such that 
hg,E@, if A>0 and ~JE@. (4.4) 
For each Y0 E Y, we define 
PY, = {- sup P(Y) + V(Y& p E @I. 
yEr-%z 
(4.5) 
THEOREM 4.3 (compare [9]). S pp u ose that for each x, the set I’-lx is O- 
convex. If I’ is not degenerate, that is if 
(4.6) 
then for each y. , Py, is a penalty system of ry, . 
Proof. Condition (4.4) entails (i). To prove (ii), suppose that x is in ry, , in 
other words, y0 is in I’-lx thus for each v, -supYGr-la: v(y) + ~(y,,) < 0. 
Now, if x is not in ry, (that is y,, is not in r-kc), then by the @-convexity of 
r-lx there is v such that sup ygr-~y v(y) < ~(y,,), what amounts to (iii). 
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By (4.Q for each x, there is y such that y is not in r-lx. Therefore there is y 
for which v(y) - SUP~~~-I~P(W) > 0. Thus v(Y,) - SUPW-~~V(~ 3 ~YO) - 
p(y) > --co guaranteeing (iv). 
4.3. Abstract Lagrangians 
Let &?: 2 - 2x be a multifunction and let Y be a class of finite real-valued 
functions on 2. The Lagrangian of (Q, ?P) is the function L: X x Y + R. 
w, 1cI> = - sup vqz). 
ZGW'X 
(4.7) 
The Lagrangian (of (Sz, ‘Y)) referred to z, is 
qx, $4 so) = w7 $1 + #@o). (4.8) 
The most important of Lagrangians is when D is the associated multifunction 
of a problem (3.3) thus acting from 2 = R x Y and when the class Y is of type 
Y = (z$: $h(r, y) = --xr + p(y); x 3 0, ?J fz @>! (4.9) 
where @ is a class of real-valued functions on Y. Then the Lagrangian becomes 
q-5 4 P> = AfW - SUP V(Y) 
yei-% 
(4.10) 
and referred to (0, y,,) it reads out 
L(x, 4 93 Yo) = hf (4 - SUP dY) + V(Yo). (4.11) 
war-b 
On setting h = 1 we obtain the Lagrangian of Kurcyusz 
L(%%Yo) =f@> - SUP P(Y) + V(Yd 
wsr-12 
(4.12) 
(Note that the penalty term in (4.12) is itself the Lagrangian for (r, @) referred 
to Yo .I 
EXAMPLE 4.4. Let 52 be the associated multifunction of (3.3), where F is 
given in Example 3.1. Let !?’ be the class of linear continuous functionals on 
Rn+l x V(thus represented by (-A,, , -A, ,..., --A,, -v)), such that Ai > 0, 
i = o,..., n. So specialized Lagrangian is just the classical Lagrangian: 
L(x, -A0 )..., -4% , -FJ) = f  &fib4 + 9444)~ (4.13) 
i=O 
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where f,, = f. The scalars Xi and the functional v are called the Lagrange multi- 
pliers of (3.3). 
The regularity (with respect to X) of (4.10) depends on the regularity of the 
minimized function (which is given) and on the regularity of -suP~,~-~, p(y) 
as function of X. Note that in accordance with our terminology -supycr-lx p(y) 
is the value function of 
(-p, r-y. 
We can write --~up~~~-1~ v(y) = (-v)(Fl)(x). 
This fact indicates the importance of studying properties of (2.4), given those 
off and of r. The study of the operation (2.4) is important because of many 
other reasons (see Theorem 5.6, Proposition 3.5, and Theorem 5.2 together 
with Corollary 2.2). As an example of work along these lines consult [IO]. 
5. OPTIMALITY CONDITIONS 
5.1. Relationship between Solving Constrained Problem and Unconstrained 
Solving of Its Lagrangian 
Let (Y, (T) be a topological space and ‘Jr a class of real-valued functions of Y. 
Let a be given by (3.4) and let L be the Lagrangian of (a, Y). 
LEMMA 5.1. Suppose that there is a neighborhood Q of x0 and #,, such that 
fFIQ is separated from (f(q), yo) by &, . Then x0 is a solution of 
Proof. We have 
Thus by (4.7) 
v+l(f (%h Yo) 3 &(4, z E WQ. 
WY Al) 2 -kl(f (4A Yoh (5.2) 
for each x in Q. It remains to note that L(x, , I#,,) = -#,,(f (x0), yJ. Indeed 
L(x, , &,) < -&( f  (x0), y,,) as (f (x0), yO) is in G-lx,. The opposite inequality 
follows from (5.2). 
We say that 52 has the Y-separation property at x0 , if for each neighborhood 
Q,, of x,, there is another neighborhood Q included in Q0 such that Q-IQ is 
Y-separated. 
THEOREM 5.2. Assume that 8 has the Y-separation property at x,, and suppose 
that x0 is a solution of (3.3). Then there is &, in Y such that x,, is a solution of (5.1). 
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Proof. By Proposition 3.4, x,, is an extremal, thus by the Y-separation 
the theorem follows from Lemma 5.1. 
Under the assumptions of Theorem 5.2, if y is of type (4.9), then there is 
A,, > 0 and ~a in @ such that for each x in a neighborhood of x,, 
&f(x) - SUP %(Y) 3 W%) - dYd 
YSr-b 
(5.3) 
COROLLARY 5.3. Let A: Z + 2x possess the !#‘-separation property at x,, . 
Suppose that A is close to 0 at (x,, ,f(xo , q,), y,,), where 0 isgiven by (3.8). 
If (2 ,, , uO) is a solution of (3.7) then there is #,, such that (x,, , u,,) is a sohtion of 
(Jq.3 AJ, x x u, (X x u, T x TO))? 
where L is the Lagrangian of (A, ‘u). 
We say that a problem (3.3) is D-normal at x0(x0 E ry,,) if there is a neighbor- 
hood Q of x0 and I,& N (1, 9)0) which separates (f (x0), y,,) from .FQ. 
THEOREM 5.4. If  (3.3) is @-normal at x,, , then x0 is a solution of (5.1) and 
of (3.3). Moreover there is a neighborhood Q of x0 such that p10 is a subgradient 
of fr, . 
Proof. Suppose (3.3) to be normal. Then by Lemma 5.1, x0 solves (5.1), in 
other words (5.3) is valid for some p)o and A, = 1. We transform (5.3) with 
4 = 1: 
&;(f(x) + y~g-%(YN) = f  (xci) - %(YO). (5.4) 
Now the left-hand side of (5.4) is equal to 
.::,fy~~~l,YC4 - do)) = W inf f(x) - vO(y)). 
YEY xerynQ 
Hence (5.4) is equivalent to 
fro(Y) - %(Y) > f  (x0) - %(Yo) for y E Y. (5.5) 
In particular, for y = y0 , (5.5) yields fro( y,,) > f  (x,,) which means that x0 is a 
solution of (3.3) (as x0 E Fy, n Q). We may now replace f  (x0) by fI’o(y,J in 
(5.5) obtaining the Gsubdifferentiability. 
In general a solution of (5.1) need not be a solution of (3.3) even if v,, is a 
strict subgradient. In Theorem 5.4 we assume indirectly that a solution of (5. I) 
fulfills the constraint of (3.3). 
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We say that a class Y of real-valued functions on a topological space is regular 
if for each 4 in Y and each open set Q, $(Q) is open. We introduce regular 
classes in order to avoid the trivial separation (this corresponds to the require- 
ment in the classical optimization that the separating linear continuous form be 
nonzero). If the class Y is of type (4.9), then we may regularize Y by removing 
the set (0 . r + v; q not regular on Y}. 
If Y is regular, then every element zs of a set A that is separated from A by 
an element of Y (a.;., #(z,,) >, supSEA 4(z)) must be on the boundary of A. 
PROPOSITION 5.5. (a) Let @ be regular. I f  (f (x,,), y,,) is separated from Sz-1Q 
by tfSo (&(r, y) = --)br + (pO(y)) and fFQ is U.S.C. at y0 , then h, > 0. 
In other words (3.3) is @-normal. 
(b) Let Y be regular and suppose that x,, is a solution of (5.1). I f  $J~ attains 
the maximum on Sz-lx, , then x,, is an extremal of Sz at z, , where 
Proof. (a) Indeed, suppose that on the contrary #,, separates (f (x0), yO) from 
52-1Q and X, = 0. Therefore sets {(r, y): $,,(r, y) <j} are of the form R x Kj , 
where Kj C Y. 
The separation means that there is such a subset Kj of Y that epi(fifo) C 
R x Kj and cp(y,,) = j. As @ is regular y0 must be a boundary point of Ki . 
On the other hand, the upper semicontinuity of fro at y0 implies that there is 
a neighborhood W of y,, such that [fro( yO) + E, co) x W is a subset of epi(fFo) 
thus R x WC R x Kj , contradicting that y,, is on the boundary of K, . 
(b) By the assumption there is a neighborhood Q of x0 such that 
s”pc.c~Q SUPz~R-h! hl(z) < SUk2-~ro &,(a) = &,(x,,). Because of regularity z0 is a 
boundary point of !PQ thus x,, is an extremal of ~2 at z,, . 
5.2. Lkality 
The above considerations involve the existence of solutions either as an 
assumption or as a conclusion. But it is possible to develop an analogous theory 
without touching the problems of existence. 
We have already pointed out that cl(LklQ) = epi(fFQ), where the closure is 
understood in the product of natural topology of R and discrete of Y. Moreover 
(fF,(y), y) is in SklQ, if and only if f  attains its minimum on Q n ry. The 
mentioned theory will be concerned with the separation of boundary points of 
epi(fFo) rather than boundary points of PIQ. This enables us to confront the 
previous questions even when the solutions do not exist. We will restict the 
presentation to the case of the chaotic topology of X, but the general case 
follows immediately. 
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Consider again the problem (3.3) where I’z Y--f 2x. Let @ be a class of real- 
valued functions on Y such that 
We say that weak duality holds (for (3.3) with respect to @), whenever 
where L is the Lagrange-Kurcyusz function (4.12). 
Strong duality holds, if there is v,, E @ such that 
fr(Yo) = t:,fL’” PO > Yo). (5.7) 
THEOREM 5.6 [9]. Weak duality holds, if and only af fr is @-comex at y. . 
Strong duality holds, if and only ;f  fr is @-subdz@entiable at y. . 
Note that @-normality implies strong duality (Theorem 5). 
PROPOSITION 5.7. If  strong duality holds, then the penalty term 
Lo(x, To YYO) = - sup To(Y) + P)o(Yo) 
fm-lx 
(5.8) 
of (4.12), where cpo is a subgradient of fI’ at y. , disappears on the solutions of (3.3). 
Proof. Let x0 be a solution of (3.3). C onsequently for each p, L&x0 , q, yo) < 0 
as y0 is in F1xo . 
On the other hand, since fI’(y,) = f (x0), (5.7) entails 
The proof is complete. 
COROLLARY 5.8. Let y. be a subgradient of fI’at y. . I f  x0 is a solution of (3.3), 
then 
L(xo > PO v  Yoo) = fr(Yo) = f(xo). 
Consequently, x0 is a solution of 
(JY.9 vo > Y”>, m 
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We introduce now the notion of the dual problem to (3.3) with respect to the 
class @. Every element y of Y defines a function on @: 
Y(V) = V(Y). 
By -y we understand the function on @p: -y(v) = -QJ(Y). The @-dual problem 
to (f, ryO) is that of minimizing -yO over the constraint r@(--f) with respect 
to the chaotic topology of @, that is, 
C-Y0 ) JFf)T (@Y To)). (5.9) 
We recall that r4 is the @-dual multifunction of l’ (see (2.6)). The following 
theorem explains why the property (5.7) is called strong duality, if you 
recall the second part of Theorem 5.6. 
THEOREM 5.9. If  q,, is a subgradient of fI’ at yO , then it is a solution of (5.9). 
Zf weak duality holds and F,, is a solution of (5.9), then it is a subgradient of fr at 
Yo . 
Proof. Observe that p),, is a solution of (5.9), if and only if for each ‘p such that 
sup V(Y) G f (4 
sar-‘+ 
(5.10) 
one has dye) G F~(YO) and if ‘PO verifies (5.10). Note that (5.10) is equivalent to 
or 
V(Y) G fF(Y), y  E Y. (5.1 I) 
Now if v. is a subgradient of fT then if satisfies (5.11) and v(yo) = fT(y,). 
Hence for each cp satisfying (5.1 l), y( yo) < yO( Yo). 
If q0 is a solution of (5.9) then cpo fulfills (5.11) and for each other ‘p verifying 
(5.11) 
dY0) G Vo(Yo) Gffr(Yo)* 
By weak duality and Theorem 5.5, the supremum of 9(yo) over those p that 
satisfy (5.11) is fl”(y,). Hence 0 = infVEy(fF(y) - cpo(y)), which completes 
the proof. 
Recall that l-‘@: IJF’ + 2@, where Qi C ~7%~. The Lagrange-Kurcyusz function 
for (5.9) with respect to X will be denoted by L4. It is a function on @ x 
x x RX. 
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PROPOSITION 5.10. The following equality holds: 
--L&h x9 -f) = -qx, % Yo). 
Proof. By definition 
(5.12) 
and thus it remains to show that 
inf -g(x) = sup V(y)* (5.13) 
oar~r’m T/or-‘2 
The set (Iyp)-lv is composed of all these real-valued functions g on X which 
verify SUP~~~‘-I~ y(y) ,< -g(x), thus (5.13) is valid. 
Let us calculate the value function for the problem (5.9). By (5.10) and (5.11) 
for g E 2x, 
G-Y01 W-g)) = jifr - dY*‘o) = -W)@ (Yoh (5.14) 
. 
THEOREM 5.11. If  weak duality holds for (3.3) and if x0 is a solution of (3.3), 
then x0 is a subgradient of the value function of (5.9) at -f. 
Proof. By the weak duality (fI’)@(y,) = fr(yJ. Since x0 is a solution, 
f  (x0) = f  r(y,,) and x,, E ry,, . Therefore 
(-Yo) T”(-f) + f  (3”) = -f~CY,) + f  (X”) = 0. 
On the other hand, for each g 
C-Y01 m-d + dxo) = -kV(Yo) + dxo) 
3 -g~C’(yo) +&o) 2 0. 
This means that (-y,,) I’@(.) - x0(.) attains its minimum equal to zero at -f. 
The proof is complete in view of (2.7). 
COROLLARY 5.12. Assume that weak duality holds for (3.3). I f  x0 is a 
solution of (3.3) and vO is a solution of (5.9), then the saddle-point property holds: 
qx, , qJ, yo’o) < qxo 7 PO 3 Yo) G -qx, 90 9 Yo) (5.15) 
for each x E X and CP E CD. 
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Proof. In view of Theorem 5.9, v0 is a subgradient of fI’ at ye ; hence by 
Corollary 5.8 the second inequality holds. To demonstrate the first inequality, 
observe that by virtue of Theorem 5.11, x,, is a subgradient of the value function 
of (5.9) at --fand by Th eorem5.9, ~a is a solution of (5.9). Thus by Corollary5.8,2 
QZ+, is a sohrtion of (L,(., x,, , -f), @) and thus by (5.12) 
wo 7 % Yo) G 4x0 7 90 3 Yob 
The X-dual problem to (5.9) is 
(A roxyo ? (X 70))- 
It becomes identical with the “primal” problem 
(5.16) 
(5.17) 
whenever the sets Plx are @-convex. In this case (which is typical for the 
overwhelming majority of applications) we may convert the results on the 
relationship of (5.17) to (5.9). 
6. COMMENTS 
Section 3 
Our notion of extremality generalizes analogous concepts of several authors. 
Neustadt [24] considered two mappings G,: D -+ Y1 and G,: D + Y, , where D 
was a subset of a topological vector space and Y1 , Y2 were topological vector 
spaces (dim Yr < co). Let B be a subset of D and let M, be an open convex 
cone in Y, . An element x0 is called (Gr , G, , M,)-extremal, whenever G,(x,) = 0 
and G,(x,) is a boundary point of M, and if no x in B verifies 
G,(x) = 0 and G,(x) E M2 . (6-l) 
Denote G(x) = (G1(x), G,(x)) and M = (0) x M, and observe that 
G(x,) + MC M. (6.2) 
As (6.2) follows from G,(x,) + M, C M2 it suffices to take 4 E M, and show 
that G2(x0) + E E M, . 
There is an E such that 6 + Brz(O, ) . E 1s included in M2 . On the other hand, 
for each 6 > 0 G(x,) is in M, + By2(0, 6). Set 6 < E to obtain 
G&o) -t 5 + B,(O, E - 6) + BY@, 6) C M2 + B&4 6) + M, 
== M, + B,(O, 6). 
2 Applied to the dual problem. 
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As BYO(O, S) is bounded and Ma is convex by the Radstrijm lemma [26] 
G&q,) + E + B&t E - 6) C cl M, , 
proving (6.2). 
Since no x in B satisfies (6. I), G(q) is not in G(B) - M by (6.2). 
Consider now the set C == {G,(x) E B: G,(x) = O$ - M, . This set is open in 
Y, and G,(q) does not belong to C but belongs to {G,(x) t B: G,(x) --= 01 - 
cl ilIZ C cl C. Therefore G,(x,) is a boundary point of C, hence G(q) is a 
boundary point of G(B) - {0} x cl Ma . 
Let 9: Yr x Y, 3 2O be given by Q-lx =- G(x) -- {0} ;, cl AI+‘2 and let the 
topology of D be (4, B, D}. Then a (Gr , G, , M,)-extremal is an extremal at 
G(x,) as defined in Section 3.2. 
Gamkrelidze and Kharatishvili [13] define critical filters for a mapping P 
from a subset D of a linear space to a finite-dimensional linear space. A filter .F 
on D is said critical for P, if for each .q, E fiwEy IV there is fP in Fsuch that 
P(xJ is a boundary point of P(W). I f  9 is a filter of neighborhoods of q, which 
is critical for G, then x0 is an extremal of Q( =P-‘) at G(x,). 
Let G: D -+ Y be mapping from a subset of a topological vector space to a 
topological vector space Y. Let B be a subset of D and M a subset of I’. 
Tuy [31] defines G as (B, M)-critical, whenever 0 is not in the interior of 
G(B) - M. In all the applications 0 appears as a value G(x,,) of some x,, in B. 
The author comments on how his concept extends those of xeustadt and 
Gamkrelidze and Kharatishvili. We observe that if G is (B, Ill)-critical and 
G(x,,) = 0 for some x,, in B, then x,, is an extremal of Q (Q-l.r == G(N) - M) at 
G&J. 
Robinson [27] studies a problem of the Pareto optimization: Let C be a closed 
convex subset of a Banach space X, v  is a mapping from X to a Banach space 2, 
L is a closed convex cone in 2, g is a mapping from X to a Banach space I’, and K 
is a closed convex cone in Y. 
Find a local L-optimizer of v  subject to 
d-4 -iKYO 1 x E c. (6.4) 
Note that the constraint multifunction l? Y + 2x is in this case 
ry = {XE C:g(x) c&y}. (6.5) 
The analog of the associated multifunction (3.4) will be in this case the multi- 
function Qn: Z X Y -+ 2x: 
Q(z$y) = {x: v(x) :Ir. z: n ry. 
The author introduces a multifunction F which is easily seen to satisfy 
Fx z R--lx 
ABSTRACT STUDY OF OPTIMALITY CONDITIONS 43 
and defines a point (x,, , yO) in Fx, to be an extreme value of F at x0 if there is a 
neighborhood Q of x0 such that (zs , y,,) is a boundary point of F(Q). Needless 
to say, this is equivalent to “x0 is an extremal of s2 at (z,, , y,,).” 
The fact (Proposition 3.4) that a solution of a minimization problem is an 
extremal has been recognized in the presented cases. Robinson asks about the 
converse statement. His result may be rephrased as follows: If an inner derivative 
of r at (x0, y,J is locally controllable (see [5]), v is continuously differentiable, 
then the extremal x0 is a solution of (6.4). In the case of the scalar minimization 
(2 = [w, L = rW+) our Corollary 3.6 entails the above result. In fact, our lower 
semicontinuity assumption is a weaker property for r than the local con- 
trollability of its inner derivative (see [5]). R o inson observed that for a mini- b 
mization problem (3.3) with the constraint (6.5), Sz-lX is a subset of epifr, 
which is the subset of the closure of Sz-IX, but he did not give our complete 
characterization (Corollary 2.2). 
The demonstrations that an appropriate closed convex multifunction is 
close to J2 (see 3.5) or close to 0 (3.8) constitute the core of proofs of optimality 
necessary conditions [13, 14, 24, 27, 31, 321, although we do not always observe 
the awareness of this fact. 
Section 4 
The classes Y first applied were those of linear functions. The reason why the 
linear continuous forms are useful for constructing the Lagrangians of Example 
4.4 only for some convex problems is clear, if we recall Theorem 5.2 and its 
assumption of the separation property. Of course, linear forms have been used 
as well for “differentiable problems” (this use initiated by Lagrange [20]), but 
they really apply to derived convex (or linear) approximating problems. 
EXAMPLE 6.1. Suppose that the functions fi , i = O,..., n, and the operator F 
of Example 4.4 are (continuously) differentiable. Then, under some assumptions, 
if x,, is a solution of the minimization problem, there are hi > 0, i = O,..., n, 
and y such that 
0 = &x,, &I ,..., y), 
where L is the (classical) Lagrangian of (3.3). C onsider now the following linear 
minimization problem (which under the mentioned assumptions turns out to 
be close, in the sense of Section 3.5, to the original problem). 
f&J + f,‘(xJ (x - XJ - inf7 
f&J + f&l> (x - x0> G 0, 
F(x,) + F’(x,) (x - x0) = 0. 
(6.7) 
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The Lagrangian M of the associated multifunction for the linear continuous 
forms is equal 
wx, A, ,..., 9)) = qx, ,43 ,.a-, v) + &s, 9 Al ,a*., v) (x - .?I), (6.8) 
where L is given by (4.13). Therefore (6.6) amounts to the statement that xg 
is a solution of (M(., A0 ,..., F), X, (X, V-)), where 7 may be taken either chaotic 
or original because of convexity. 
This example illustrates the general method where one constructs multi- 
functions enjoying the Y-separation property and close to the associated multi- 
function G or to 0 (3.8). 
Another stream of research, rather than following the above method for 
Y = (linear continuous forms), is aimed at the separation property of the 
associated multifunction 1;1 itself with respect to some other classes Y of functions. 
The classes used were of type (4.3) with h specified to be one, as the authors 
were attracted by normal problems. 
Certainly, the method did not have such a presentation as in Theorem 
5.2, because the general Lagrangian (4.7) was not yet known. It was rather the 
penalty character of ,the Lagrangian that was stressed. A number of so-called 
augmented Lagrangians were introduced. They were very numerous and 
rather than give their account here suggest that one consult [2, 19, 211. We 
shall provide an example (see also Example 6.2). 
Rockafellar [29] and Buys [3] use for the problem 
f&> - inf, 
h(x) d 0, i = I,..., 72, 
the augmented Lagrangian 
qx, p, A, ,..., A, , s) 
-focx) + p C [max2 (- +i ,f,(x)) + hi max (- +k P.U~),)] + s. 
2=1 
(6.8) 
Consider the class (4.9), where A0 = 1 and @is given as {-p 11 -- y ,I2 T r; p > 0, 
~EW,TEIW). As -pjly-yYoj12+~= --pIIyl12+~-~,y>t~, we may 
check (see [9]) that (6.8) is the Lagrangian of (a, Y) specialized as above. 
The above facts indicate that the idea of generation of the penalty system was, 
emerging before Kurcyusz defined his Lagrangian (4.12) in [19]. (It has been 
almost explicit in papers of Seidler [30] and roffe [17] for the case of equality 
constraints, a.i., when F-lx is a singleton.) But its more mature manifestation 
takes form (4.12). This formula may be motivated as follows: x does not satisfy 
the constraint ry, , if and only if y0 is not in F-lx. If a real function on Y 
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separates strictly y0 and r-lx, a.i., &yO) > suprsr-Is v(y), the “transfer” of 
such a function on X with the aid of r gives a penalty term. (We recall that in 
most cases our access to the minimization problems is possible via the space Y 
of indices.) The above reasoning displays also the revelance to generalized 
convexity (see the definition of Q-convex set) that has proved basic for the 
theory of optimality conditions. 
A similar motivation leads to the definition (4.7), which to my knowledge is 
the most general Lagrangian ever used in the scalar optimization. 
EXAMPLE 6.2. Rockafellar [28, p. 181 considers the problem of uncon- 
strained minimization of a function f : X -+ R. (Possible constraint is latent and 
is reflected by the infinite values f may assume.) For the linear space Y of 
indices consider the problems 
F(*,y) -+ inf , 
XEX 
(6.9) 
where F: X x Y + R. (6.9) are perturbations of the original problem, provided 
that f(x) = F(x, 0). The Lagrangian of Rockafellar associated with (6.9) is a 
function K on X x Y* defined by 
+,Y*) = ~$W,Y) + (Y*,Y)). (6.10) 
We shall show that (6.10) is the Lagrangian in our sense associated with the 
problem 
(F(.Y .)> rYo)Y 
where ry = X x {y}. Th e associated multifunction Q: Iw x Y -+ 2xXy is 
SZ(r, y) = {(x, y): F(x, y) < Y> n ry. But as ry = X x {y}, Q is entirely 
described by O(Y, y) = {x: F(x, y) < r} x {y}. By setting v(y) = -(y*, y) 
and h = 1 we have (4.7) 
thus equal to (6.10). 
Section 5 
Theorem 5.2 is an abstract version of standard necessary optimality conditions 
in the convex programming. Many authors consider problems from Examples 
3.1 and 4.4, where the functions involved are convex defined on Iwm and the 
operator F is linear. Then the Y-separation property (where Y are affine func- 
tions) evidently holds (see e.g., [22, p. 771). If the problem is defined on a 
Banach space then for the separation sake the codimension of F is assumed 
finite. Corollary 5.3 is in fact, though not explicitly stated, the frame of (known 
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to me) proofs of the Pontriagin maximum principle (e.g., [ 13, 181) where the main 
purpose is to show that a certain convex multifunction is close to the desired Q. 
The condition of Proposition 5.5 is less stringent than it seems. For example, 
if 2 is a reflexive Banach space then for every I/,, (a linear continuous form 
negative with respect to the closed convex cone Q-lx0 - z,,) the property holds. 
Moreover if q, is realizing the maximum of any & then .G!z~ is a minimal con- 
straint containing x,, with respect to the order introduced by the inclusion (if I,$ 
is strictly negative then the maximum of &, corresponds to the least constraint 
containing q,). Theorem 5.4 and Proposition 5.5 (together with Proposition 3.5) 
extend many well-known sufficient conditions of optimality (see e.g., [22, p. 741). 
Note that in view of Corollary 3.6 the continuity off and lower semicontinuity 
of I’ at (x,, , yO) are sufficient. There are simple conditions to guarantee the 
lower semicontinuity of r (see [5]). In particular in the case when I’ has the 
graph closed and convex (in Banach spaces) the lower semicontinuity follows 
from the local controllability of I’at y0 (see e.g., [5]; a.i., there is a neighborhood 
W of y,, such that r-IX 1 W). 
It was observed in [1 l] that local controllability in the special case of Examples 
3.1 and 4.4 becomes the generalized Sluter condition [22, p. 801. 
Strong duality or (5.15) are different ways of expressing what is called in 
convex programming the Kuhn-Tucker property. We have already pointed out 
that the solution of (5.1) need not be a solution of (3.3) even if J,& is a strict 
subgradient. The situation, when a solution of (5.1) is in fact the solution of (3.3) 
is known under the term of exact penalty. Consult [l, 6, 11, 15, 16, 251 and a 
recent paper of Hun and A&zgasarian [23]. 
The dual problem (5.9) (to my knowledge, introduced here for the first time 
in the context of abstract optimization) is a formalization of the fact that the 
Lagrange multipliers may be sought as a solution of a minimization problem. 
The relevant examples of dual problems may be found in [22]. We shall give 
here a simple example (of the linear programming). Letf be a linear continuous 
form on a Banach space X, let A be a continuous mapping from X to another 
Banach space Y, and let b E Y. Let C denote a closed convex cone in Y. ( , ) 
represents the duality of vectors and linear continuous forms. The original 
problem (sometimes called primal) is 
(f, x) - inf, 70 7 
Ax &. 6. 
Let @ be the class of continuous linear forms on Y positive with respect to C. 
Then (5.9) becomes 
(6 F> - sup, 70 7 
A% <f. 
where A* is the dual operator. 
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