A CLASSIFICATION OF 2-VARIETIES
TIM ANDERSON AND ERWIN KLEINFELD 1. Introduction. The purpose of this paper is to give a classification of those varieties 7^ F of power-associative algebras over a field F which satisfy the condition (1.1)
For each A mi^F and each ideal / of A, P is an ideal of A.
Such varieties have been called 2-varieties by Zwier [17] . It is well-known that the varieties of associative, alternative and Lie algebras have property (1.1), as do the (7, <5) algebras of Albert [1] . Moreover it has been shown in [3] that condition (1.1) is equivalent to the requirement that all algebras mi^ F satisfy a pair of identities of the following type:
( + a 5 (x z x 2 )xi + a 6 (x 2 x 3 )xi + a 7 Xi(x 3 x 2 ) + a 8 Xi(x 2 x 3 ).
(1.3) x 3 (xix 2 ) = /5i(x 3 Xi)x 2 + /3 2 (xiX 3 )x 2 + /3 3 x 2 (x 3 Xi) + /3 4 x 2 (xiX 3 )
+ 0 5 (x 3 x 2 )xi + /3 6 (x 2 x 3 )xi + /3 7 Xi(x 3 x 2 ) + /3 8 Xi(x 2 x 3 ).
The as and /3's are assumed to be in F. In 1949 Albert [1] gave a classification of those 2-varieties "V F which satisfy the further condition (1.4) There exists in 'V F a non-commutative algebra with identity.
By complicated arguments involving the notion of quasi-equivalence, Albert showed that the principal algebras of this type were the (7, ô) algebras. Subsequent investigations into the structure of (7, 8) algebras were made by Kleinfeld, Kokoris, Maneri, Hentzel and others, and there exists a satisfactory structure theory for these algebras (see [6; 7; 8; 9; 10; 11; 12; 13; 14] ). The reason we return to the classification of algebras satisfying (1.2) and (1.3) is twofold. First of all, in view of the fact that associator dependent algebras have already been classified [12], we may restrict ourselves to those algebras which are not associator dependent, thereby avoiding lengthy calculations involving quasi-equivalence. Secondly, condition (1.4) eliminates from the very beginning any consideration of Lie algebras and so is too restrictive. Ideally a survey of 2-varieties should explain which of these varieties are of known type, for instance Lie or alternative, and which are uninteresting, so that future investigations can concentrate on the rest. In view of the large number of parameters, namely 16, which define a 2-variety it seems surprising that substantial progress is possible. Thus we show that most 2-varieties are not very interesting. Guided by the examples of alternative and Lie algebras we first consider those 2-varieties satisfying a condition similar to Albert's. Then we consider a much different condition, namely (1.5) There exists in ^F a non-zero, finite dimensional, semi-simple nil algebra.
In the first instance the algebras in the variety turn out to be associator dependent, or commutative, or they satisfy one of the following identities: 
With the exception of the algebras which satisfy (1.7), these being noncommutative Jordan and in fact quasi-associative, these algebras have not been previously studied. We intend to remedy this situation in subsequent papers. Identity (1.6) is of particular interest in the case a 5 = -J, because the algebras satisfying such an identity are not quasi-equivalent to associator dependent algebras, much less (7, <5) algebras. Thus it would appear that Albert's classification of 2-varieties satisfying (1.4) is incomplete. For varieties satisfying (1.5) the classification is not so crisp as above. Nevertheless we show that an important class of algebras of this kind are the algebras of type 5. These satisfy the identity
We show that the finite dimensional, semi-simple, algebras of type ô ^ -| are direct sums of fields and semi-simple nil algebras. This part of the survey shows that the following classes deserve further attention. Remark. Since submitting this paper, we have proved the finite dimensional semi-simple nil algebras of type ô 9 e -\ to be Lie algebras. Details will appear elsewhere.
Preliminaries.
Throughout this paper F will denote a field of characteristic 7^ 2, 3, and unless otherwise stated, A will denote a finite dimensional algebra over F. For elements a, b, c in A the associator and commutator are defined by (a, b, c) = (ab)c -a (be) and (a, b) = ab -ba. The algebra A is power-associative if each element of A generates an associative subalgebra. In particular, for power-associative algebras we have the identity
Linearizing (2.1) yields
A power-associative algebra is said to be nil if each of its elements generates a nilpotent (associative) subalgebra. This nil algebras are radical in the general sense of Kurosch -Amitsur [5] . However the nil radical is too large to be of any value in investigations which may involve Lie algebras. Consequently we shall restrict ourselves to the solvable radical in this paper. This is defined as follows: For an algebra A, let A n denote the linear span of all products of n elements of ,4. Inductively define
Then A is said to be solvable if A {n) = 0, for some n. In [12] one finds a fairly satisfactory theory of associator dependent algebras. These are defined as satisfying the following identity: 
Finally V will denote the complement of T.
Radicals and the elimination of uninteresting varieties.
The main result of this section is that for most 2-varieties the properties of being nil, nilpotent or solvable are all equivalent provided one assumes finite dimensionality. This fact permits a considerable reduction in the classification of the varieties.
We introduce now the following two algebraic manifolds of F u . T will denote the set of all points («i, . (2) we take B = A to conclude that A* is nilpotent. It is well-known [16] that this implies the nilpotence of A.
Proof. We use induction on the dimension of A, the result being trivial for one dimensional algebras. Let B be a maximal nilpotent subalgebra of A. From part (1) with the exception of the varieties"V F (A' C\ T), which are studied in Section 7, we may safely assume that the relations (3.2) hold for the parameters defining the varieties. What this means is that the identities (1.2) and (1.3) defining i^ F are not inconsistent with the existence of an algebra A £ i^ F with identity element.
Reduction to associator dependent algebras.
We study now in depth the consequences which may be derived from identities that are compatible with the existence of an identity element. We ascertain as much as possible the strength or weakness of every identity of degree three, which is to say every identity of the form
The proof of the following theorem gives a systematic procedure for analyzing all identities of degree three.
(4.2) THEOREM. // A satisfies an identity of degree three and if the existence of an identity element does not lead to a contradiction then either (1) commutativity is implied, or (2) A is associator dependent, or (3) the identity satisfied by A is equivalent to one of the form ((x,y)
Proof. By a sequence of commuting and reassociating it becomes clear that every term of (4.1) may be reduced to a scalar multiple of (xy)z. Moreover, This may be worked against the identity
which holds in every algebra. If ô 4 = Ô5 = ô 6 , then comparison of (4.4) with (4.5) either leads to an associator dependent relation or else (4.4) is equivalent to (4.5) and hence is true in every algebra. Thus we may assume <5 4 , <5 5 and <5 6 are not all equal. Then we can eliminate one of the double commutators between (4.4) and (4.5) to obtain, say, (4.6) ((x, y), 2) + e((y, 2), x) = o"i(x, y, 2) + <r 2 (y, z, x) + 0-3(2, x, y) + 0-4(3;, 2, y) + <Jh{z, y, x) + o-6 (y, x, z).
By interchanging z and x in (4.6) we get
Unless e = 1 or e = -1, we can eliminate one of the double commutators between (4.6) and (4.7). If e = 1, then comparison of (4.6) with (4.5) yields an identity which expresses one double commutator as a linear combination of associators and we are done. Finally if e = -1, then adding (4.5) and (4.6) yields an identity similar to (4.6), but with e = 2, and so the previous reduction can be carried out. This completes the proof of the theorem.
In general we cannot say too much about identities which are weaker than the commutative law, but sometimes this is not the case, as the following result shows. Next we consider an application of Theorem (4.2) to 2-varieties. In fact only identity (1.2) is required. We assume the a's are such that the existence of an identity element forces neither commutativity nor anti-commutativity. This results in the following conditions on the as. One may note by the way that (4.14) is equivalent to the following condition: Adjoining an identity element to an algebra satisfying (1.2) produces an an algebra which again satisfies (1.2). From the relations (4.14) one can reduce the eight parameters to four free ones, since It will be fruitful now to examine special cases. If a\ = a 5 = 0, then (4.16) reduces to a form of associator dependence which does not follow from Lie admissibility, and as such algebras have already been studied in detail [12] , we shall ignore this class here. Let us suppose then that a\ = 0, and a 5 5^ 0.
Then (4.16) becomes a b ((y, z), x) = a 2 (x, z, y) -a^(y, z, x) -(x, y, z).
Substituting z = y, we get an associator dependence relation which does not follow from Lie admissibility, unless a 2 -1 = -a 3 = 0. In the latter case we get the identity At this point we can take two distinct paths, for either J -0 is a consequence of our identity or it is not. If it is not, we can use (4.17) and 
In the light of (4.25) we can rewrite (4.19) as We have completed an exhaustive study of all the consequences of (1.2) when subject to the condition (4.14). Aside from associator dependent algebras, which have already been classified, the new identities this focuses on are (4.20), (4.22), (4.26), and (4.27). These new classes will be investigated elsewhere.
Since Albert used quasi-equivalence in his classification of 2-varieties, perhaps a remark about these new classes of algebras via quasi-equivalence is in order. For any algebra A and scalar X ^ J, in some extension of the ground field of A one can form an algebra A (X) by defining a new product a * b on the vector space A as a * b = \ab + (1 -\)ba. Such algebras A and A (X) are said to be quasi-equivalent. Now if A satisfies the identity (4.20) then we might try to choose X so that A (X) is associator dependent, although if it turns out to be Lie-admissibility that is not very helpful. In case a^ = -J, for any X, A(\) satisfies exactly the same identity (4.20) as A. Thus such an algebra A is not in general quasi-equivalent to an associator dependent algebra, much less an algebra of type (7, 5) . Hence the variety defined by (4.20) with a: 6 = -J is apparently an important, new class of algebras. It is not difficult to verify, by the way, that under the assumption of third power associativity this variety is a 2-variety. Consequently Albert's classification [1] would appear to be incomplete. 
77ze algebras of the varieties Y F (T) satisfy the identities
(5.6) (Xi O X 2 )x 3 = />[(x 3 Xi) OX 2 + (x 3 X 2 ) O Xi] + 5[x 2 (Xi O X 3 ) + Xi(x 2 o x 3 )] + q/2[(xi, x 3 , x 2 ) + (x 2 , x 3 , Xi)], (5.7) x 3 (xi o x 2 ) = £'[(#3#i) 0x2+ (x 3 x 2 ) o Xi] + s'[x 2 (xi o x 3 ) + Xi(x 2 o x 3 )] + q'/2[(x u x 3 , x 2 ) + (x 2 , x 3 , Xi)].
Moreover, the algebras in Y F (T C\ A) satisfy the identities
Proof. From equations (5.2) is an identity in any algebra, we may change the term proportional to p in the previous identity, so that (xi o x 2 ) x 3 ) ], and we may set X = -p, and /x = 1 + p, in this situation. We have succeeded in deriving a 2-parameter identity for the varieties i^ F (V H AH Î2'). Our aim is to reduce this further to a 1-parameter identity. However we first require the following result, the proof of which is obvious. Furthermore, if we choose X\ = e, and x 2 , x 3 in A\(e) and substitute in (5.18), we find that x 2 x 3 = x 3 x 2 . Since x 2 x 3 + x 3 x 2 £ Ai(e), it follows that Ai(e) is a subalgebra of A. Clearly Ai(e) and 4 0 (e) are semi-simple, while Ai(e) has an identity element. Now let Z = {z\za = az, for all a in 4}. Using (5.18) we see that for z in Z and x 2 , x 3 in 4, (sx 2 )x 3 = x 3 (zx 2 ). Thus zA = Az Ç Z, which shows that Z is an ideal of A. Also Z ^ A o A, because of (5.18). Since Ai(e) = 4i(e)oe, it follows that A\(e) Q Z. In particular, Ai(e) must therefore be commutative and hence associative, using Theorem (5.16). Thus Ai(e) must be a direct sum of fields. Let Z' = Z C\ A §(e). Clearly Z' is an ideal of A 0 (e). As an algebra Z' must be associative because of Theorem We study first the Peirce decomposition A = A\(e) + A\ j2 {e) + Ao(e), relative to an idempotent e. is an element of A1/2(e). This completes the proof of the lemma. 
