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Abstract. We propose in this paper a new method for tongue tracking
in ultrasound images which is based on a biomechanical model of the
tongue. The deformation is guided both by points tracked at the surface
of the tongue and by inner points of the tongue. Possible uncertainties
on the tracked points are handled by this algorithm. Experiments prove
that the method is efficient even in case of abrupt movements.
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1 Introduction
The shape and dynamics of the tongue during speech provide valuable informa-
tion on the speech production system. Currently, ultrasound imagery is widely
recognized as the best way to acquire information on tongue movements at a fast
frame rate [2, 14]. As speech applications require the exploitation of rather long
speech recording runs, automatic extraction procedures are required. Automatic
tracking in US images is known to be very difficult due to low signal-to-noise
ratio, high speckle noise, acoustic shadowing, mirroring. . . This often results in
missing parts in the observed contour, especially for fast tongue movements. The
interested reader may refer to [11] for an overview of segmentation techniques
dedicated to US data. To cope with these problems, there have been many at-
tempts to incorporate prior information on the tongue shape variations to guide
the detection. These solutions can be classified into two broad categories: De-
formable model-based techniques proposed various extensions of the Snake model
where contours are guided towards points with high intensity gradients and are
submitted to spatial and sometimes temporal regularization constraints to deal
with noisy images [10, 1, 15]. On the other hand, learning based techniques make
use of manual delineations or of markers glued on the tongue to predict the
tongue position in images [12, 4]. However such methods require to manually
extract the tongue on large data sets: in [12], 700 X-ray images were considered
for training.
In all these tracking methods, the main difficulty is to incorporate only plau-
sible tongue shape deformations within the tracking framework. Regularization
techniques brings too general smoothing constraints to be efficient for fast tongue
motions whereas learning-based methods need tedious delineation tasks. We pro-
pose in this paper a tracking framework based on a biomechanical model which
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appropriately characterizes the elastic properties of the tongue and allows track-
ing even for fast motions.
2 Related works
The use of mechanical models to improve tracking performance is a subject of
increasing interest in the computer vision community [16, 8]. The main interest
of such models is to improve tracking on parts of the objects with unobserved
features. Constraints deduced from the elastic properties of the material gener-
ally provide better prediction than general regularization constraints. However,
tracking based on mechanics requires to choose the appropriate mechanical mod-
els along with its elastic parameters. Fortunately, the mechanical properties of
the tongue have been extensively studied [6] and it has been proven that a hyper-
elastic model is quite appropriate. We thus investigate in this paper the use of
a biomechanical model for tongue tracking. To the best of our knowledge, this
approach has not been considered in the challenging context of tongue tracking.
Past methods are in fact only dedicated to track the tongue contour whereas
we aim to track the tongue volume, taking into account keypoints inside the
tongue in addition to contour points. Another contribution of the paper is to
properly handle uncertain or false point matchings which are common in such
noisy images.
The way we extract correspondences over time is described in section 3. The
mechanical model which takes into account these features is described in section
4. Results and comparison with existing methods are highlighted in section 5.
3 Extracting point correspondences over time
We describe in this section how do we extract point correspondences over time.
The procedure starts with the delineation of a closed contour which contains
the upper contour of the tongue and defines the physical region which has to be
tracked (see Fig. 1.a). First, the Harris detector is used to find the most promi-
nent corners in the first image of the sequence within this region. These corners
are sorted by their quality measure in the descending order. The first 100 features
are displayed in Fig. 1.a. The displacement of these points in each subsequent
frame is computed thanks to the Farneback’s optic flow algorithm [5]. In this
approach, the displacement field is supposed to only be slowly varying so that
the displacement is computed over a neighborhood of each point with a least
square criteria. In addition, we compute the covariance on the estimated dis-
placement at each point. This can be done easily since the estimated covariance
on the least squares estimate x̂ of the problem Ax = b is given by Λx = (A
tA)−1.
Computing this covariance is important since points inside the tongue features
in general non ambiguous correspondences and thus a relatively small covariance
matrix. On the other hand, since the curvature of the tongue is rather small with
homogeneous intensities on both sides of the contours, the points extracted on
the tongue contour have a tangential inacurracy in the contour direction and
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thus an elongated covariance matrix (see Fig. 1.b). The interest of computing
the covariance matrix on the estimated displacement is twofold. First, it allows
us to remove features which are not reliable according to the eigenvalues of the
matrix (practically matrices with two large eigenvalues of the same order are
removed). Second, these uncertainties are integrated within the biomechanical
model (Fig. 2). In order to have a relatively small number of evenly distributed
features, a minimal distance d between selected features is imposed (15-30 pixels
in practice). Features are chosen in increasing order of their covariance matrix.
This explains why features with a relatively large covariance matrix are kept in
regions where few features were initially detected.
a. b.
Fig. 1. (a) The tongue region delineated on the first image of the sequence and the
extracted features. (b) Covariance computed on the selected features with d = 20 pixels
on another image of the sequence.
4 The biomechanical model
Biomechanical models consist in computing 3D object deformations using phys-
ical laws. In order to have accurate results we choose to model our problem
using the continuum mechanics formulation (conservation laws, matter continu-
ity, etc.). Various numerical techniques exist to solve this set of equations. We
use the finite element technique that allows to compute the equations of contin-
uous mechanics. We first define the discrete geometry for dividing the complex
problem into small elements. The problem is a mechanical system expressed in
ordinary differential equations. We then establish the boundary conditions that
the system must satisfy. One of the system equations is the constitutive law
that depends on the material properties. Finally we point out how we solve the
system.
The geometry
For speech applications, modeling the tongue in the sagittal plane is sufficient.
We use a 2D mechanical model with a 2D geometry where all the motions and
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deformations occur only in a plane. We thus adopt a quasi-plane strain model,
which precisely consists in only focusing on deformations in 2D.
Contours are extracted on the ultrasound image by delineating the upper
tongue contour and closing the shape with anatomical landmarks (Fig. 1.a).
This 2D polyline is meshed using the “meshAdapt” algorithm [7] while specifying
a minimum and maximum edge length of respectively 0.5 and 2 mm. We also
impose the points where those displacements have been tracked (see §3) to belong
to the mesh. See the resulting mesh on Fig. 2.
The boundary conditions and the constitutive law
Defining boundary conditions in biomechanical problems is not an easy task as
they often result from a complex mechanism of muscle contractions and relax-
ations. Tongue material does not follow a basic elastic law. As in [6], we chose
to model its behavior with a hyper-elastic constitutive equation. We used a first
order Mooney-Rivlin law converted from a Yeoh strain-energy function with the
elasticity parameter values found in [6]. The model is guided by image-based
external forces described in the next section. It must be pointed out that a more
sophisticated model of the tongue has been proposed in [3] where the tongue is
described by 11 groups of muscle geometries. Besides the fact that the anatomy
of the speaker is required, such a model is not appropriate for tracking since it
would require too many feature points to be controlled.
The forces monitoring the model
The strategy is as follows : instead of modeling the muscle actions we simulate
the effects of some key vertices in the tongue as if these points were manipulated
by inserted pins. Forces are then dynamically applied to each mesh node n
corresponding to the tracked points. The force is linearly transmitted to the
neighbors nodes with a kernel factor providing the number of affected neighbors.
We chose this factor to be equal to five because it is the best trade-off between
shape regularization and mechanical result accuracy.
Each node n displacement information is converted into a spring force Fnt
dependent on time t with eq. (1). k is a material constant that affects the conver-
gence rapidity, PnF is the final position of a point n given by Farneback’s method
and Pnt is the node position at a given time t after a biomechanical simulation.
On Fig. 2 PnF are the green squares and P
n
t are the blue ones.
Fnt = k(P
n
F −Pnt ) (1)
The simulation stops when the Pnt gets reasonably closed to the P
n
F .
Handling possible erroneous features
Due to the high level of noise in US images, some features may be tracked with
a rather large inaccuracy which is estimated by our algorithm. However, those
features are kept and used to guide the mechanical model since they introduce
information in areas where few features are available. To take into account the
covariance matrix ΛnF on the features P
n
F , a Mahalanobis distance is used to
compute the potential energy of the spring systems, which gives rise to the





−1(PnF −Pnt ) (2)
The system resolution
Ordinary differential equations are solved using the finite-element method. They
are integrated through an implicit backward Euler method [13] that is reason-
ably stable for small time step. It is not unconditionally stable because it uses a
semi-implicit integration rather than a fully implicit integration. Tongue shape
undergoes significant changes during speaking. Large deformation are then taken
into account by using the Inversible Element model [13]. Practically our method
has been implemented in C++ using Vega FEM library [13]. The following pa-
rameters are used: k = 20, time step = 0.1, the simulation ends when the mean
distance between the current and the final point is less than 0.1 mm (note that
the size of the pixel in our ultrasound images is 0.18mm). An exemple of con-
vergence of the method is shown in Fig.2.
5 Results
Experiments have been conducted on several ultrasound sequences of natural
speech. The size of the images is 532x434 while the size of the pixel is 0.18mm.
Method accuracy relative to the point location
Leave-one-out cross validation is used to evaluate the accuracy of the method.
We took the case where a minimal distance d = 15 pixels is applied. We have
alternatively removed every point PnF of the mechanical model and computed the
euclidean distance between this point moving without constraint and PnF . Fig. 2
shows an illustration of this method : light blue squares represent the position
of the point calculated by the mechanical model, while pink squares represent
the final position of the point, estimated with Farneback method. Fig. 3.a shows
the error for every point. Two points display an error superior to 3 mm (#1
and #15). They correspond to locations close to dark areas where the computed
variance is high. The other distances are low and show that our model is stable
relatively to the constraint point locations. Fig. 3.a also shows that the median
error is 0.7 mm : this range of accuracy is quite compatible with the dimensions
of our target, namely building a dynamic model of the vocal tract from US
images.
Method accuracy relative to the number of points
Our method also depends on the number N of points tracked by Farneback’s
method. We have tested the influence of this number N by applying our method
with two different minimal distances d = 30 pixels and d = 15 pixels. Fig. 3.b
shows two tongue contours computed with both datasets. There is a slight differ-
ence due to the too low constraint number with d = 30, which is not enough to
guide the model. More accurate results are obtained when N increases (d = 15).
However, we cannot use too small d distances since it may produce mechanical
incoherences.
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a.
b.
Fig. 2. Convergence of the biomechanical model: (a) initial position: points detected in
the first image are in blue and their associated convergence is in red. They are integrated
into the mesh. Green points are the points detected in the final image (b): Position of
the mesh after convergence. All the green points are now within the covariance areas
of the blue points.





























Fig. 3. Euclidean error for every tracked points. Median (blue line) is 0.71 mm. The
largest eigenvalue of ΛnF is also displayed in green with a 50% scale. (b)Influence of d
on the accuracy: more accurate results are obtained with d=15 pixels (red curve) than
with d=30 pixel (red).
Method validation on ultrasound sequences
Fig. 4 shows nine images extracted every over image in one ultrasound sequence.
Upper tongue contours have been computed with our method. They have been
compared with a ground truth, which is a sequence of manually segmented con-
tours. The errors ε between both contours for each image have been computed
and are displayed in pixels and converted into millimeters. The errors remain
below 1mm.
Comparison with existing methods
In order to prove the effectiveness of our approach, we have compared our method
with the state-of-the art method for tongue tracking [15]. We also compare it
with the well established CPD method which enables point set non-rigid regis-
tration (see [9] and the publicly available code). These methods were compared
to manually detected contours on a challenging sequence with moving upward
compression motion of the tongue (Fig.5, top). Comparison of these three meth-
ods are shown in (Fig.5, bottom). Tang’s method (red curve) in unable to detect
the right contour through the 15 frames sequence when sudden abrupt large
motions occur. This is probably due to the temporal regularization term which
is unable to cope with non-uniform temporal variations. CPD method (green
curve) gives better results, but these results are dependent on several parame-
ters (regularization and size of the Gaussian kernel). Our method (white curve)
displays the best results despite the fact that there are few points on the right
part of the tongue. This is due to the use of the elastic mechanical model which
allows for better interpolation in areas where features are missing or sparse.
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t=215,ε=5.42px t=217,ε=3.47px(0.97 mm)t=219,ε=3.47px(0.62 mm)
t=221,ε=4.69px(0.84 mm)t=223,ε=5.12px(0.91 mm)t=225,ε=4.32px(0.77 mm)
t=227,ε=4.78px(0.84 mm)t=229,ε=4.75px(0.83 mm)t=230,ε=4.46px(0.79 mm)
Fig. 4. Ultrasound image sequence: initial contour is in red, tracked points are with
red circles and computed contours are in green. The errors ε show the mean distance
(expressed in pixels and millimiters) between our method and manually segmented
contours.
6 Conclusion
We have proposed a new approach for tongue tracking based on a biomechanical
method. Using both contour points and inner points along with their uncertain-
ties allows us to efficiently guide the mechanical model with a small number of
points. Experiments show that the method is reliable and more efficient than
existing methods to handle non uniform tongue movements. Future work will
concern the pre-processing step in order to allow detection in few-textured areas
and the incorporation of M-estimators to cope with possible outliers. We will
also improve our mechanical model by adding collision detection with the palate
in order to reproduce its crucial interaction with the tongue.
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a. b. c.
Fig. 5. a,b : Snaphots 1 and 15 of a 15 frames tongue sequence with a rearword motion.
c : Tongue tracking with different methods: our method (white), Tang’s method (red),
CPD method (green). The points tracked in the sequence are drawn with red circles.
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