Abstract-The advent of large image databases (>10 000) has created a need for tools which can search and organize images automatically by their content. This paper focuses on the use of hierarchical tree-structures to both speed-up search-by-query and organize databases for effective browsing.
I. INTRODUCTION

I
N RECENT years, there has been a growing interest in developing effective methods for searching large image databases based on image content. The interest in image search algorithms has grown out of the necessity of managing large image databases that are now commonly available on removable storage media and wide area networks. The objective of this paper is to present hierarchical algorithms for efficiently organizing and searching these databases, particularly when they become large (>10 000).
Most approaches to image database management have focused on search-by-query [1] . These methods typically require that users provide an example image. The database is then searched for images which are most similar to the query. However, the effectiveness of search by query can be questionable [2] . First, it is often difficult to find or produce good query images, but perhaps more importantly, repetitive Manuscript received February 28, 1998 ; revised March 17, 1999 . This work was supported by Apple Computer. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Tsuhan Chen.
J. queries often tend to become trapped among a small group of undesirable images. Browsing environments offer an alternative to conventional search-by-query, but have received much less attention. In general, a browsing environment seeks to logically and predictably organize the database so that users can find the images that they need.
Recently, several researches have applied multidimensional scaling (MDS) to database browsing by mapping images onto a two dimensional plane. MacCuish et al. [2] used MDS to organize images returned by queries while Rubner et al. [3] used MDS for direct organization of a database. However, existing MDS methods tend to be computationally expensive to implement and do not impose any hierarchical structure on the database.
Yeung et al. studied the application of clustering methods to the organization of video key frames [4] , [5] . Their method is particularly interesting because it utilized complete-link agglomerative (bottom-up) clustering to organize the image key frames. The complete-link clustering was practical in this application since the number of key frames was relatively small. More recently, Milanes et al. have applied heirarchical clustering to organize an image database into visually similar groupings [6] .
Zhang and Zhong [7] proposed a hierarchical self-organizing map (HSOM) which used the SOM algorithm to organize a complete database of images into a two-dimensional (2-D) grid. The resulting 2-D grid of clusters was then aggregated to form a hierarchy. An icon image was then assigned to each node to provide a useful browsing tool. However, a serious disadvantage of SOM is that it is generally too computationally expensive to apply to a large database of images.
In addition to being useful for search-by-query, fast search algorithms are often an essential component of image database organization and management. The typical search problem requires that one find the best matches to a query image from a database of images. Most search algorithms work by first extracting a dimensional feature vector for each image that contains the salient characteristics to be matched. The problem of fast search then is equivalent to the minimization of a distance function where is the query image and is the th image in the database.
It has long been known that the computation of minimum distance search can be reduced when has metric properties. For example, metric properties have been exploited to speed computation in vector quantization (VQ) [8] , and key word search [9] , [10] . More recently, such techniques have been applied to image database search [11] , [12] .
Perhaps the most widely studied method for speeding minimum distance search is the k-d tree [13] - [15] . A k-d tree is constrained to have decision hyperplanes that are orthogonal to a coordinate axis. This orthogonal binary structure can severely limit the optimality of the tree particularly when which is usually the case since, in practice, long feature vectors are important for achieving good matches.
One of the earliest treatments of hierarchical algorithms for fast search is by Fukunaga and Narendra [16] . This paper applies the triangle inequality to the problem of branch and bound search on tree structured clusterings formed using the -means algorithm. Importantly, Fukunaga combines the branch and bound technique with depth-first search to locate the optimal solution. More recently, Roussopoulos et al. [17] , White and Jain [18] , and Kurniawati et al. [19] have considered similar approaches for image database search.
In this paper, we present the following tools for managing large image databases.
• A fast search algorithm which can perform exact search, or more importantly, can yield speed-ups of 20-40 for approximate search accuracies ranging from 80% to 90% [20] . • A hierarchical browsing environment which we call a similarity pyramid that efficiently organizes databases so that similar images are located nearby each other [21] . The key to both these methods is the use of tree structured database organization. We discuss two distinct approaches to constructing these trees: top-down and bottom-up. While the top-down methods are well suited to the fast search problem, the bottom-up methods yield better results for the browsing application. Unfortunately, the conventional bottom-up methods require memory and computation. To address this problem we propose a fast-sparse clustering method which uses a sparse matrix of image distances together with the fast search algorithm to dramatically reduce both memory and computation requirements.
Our fast search algorithm is based on a best-first branch and bound search strategy. 1 The best-first search is in contrast to the depth-first branch and bound strategies of many previous studies [16] - [19] . The best-first approach is optimal in the sense that it searches the minimum number of nodes required to guarantee that the best match has been found. But perhaps more importantly, the best-first strategy results in excellent performance when an approximate bound is used to reduce search computation. In fact, we introduce a method to continuously trade-off search accuracy and speed through the choice of a parameter λ. For typical image search applications, this approximate search method yields a much better speed/accuaracy tradeoff than exact search methods.
Our browsing environment uses a similarity pyramid to represent the database at various levels of detail. Each level of the similarity pyramid is organized so that similar images are near by one another on a 2-D grid. This 2-D organization allows users to smoothly pan across the images in the database. In addition, different layers of the pyramid represent the data- 1 The best-first branch and bound search is very similar to traditional A3
search, but uses a slightly different formulation of the cost functional.
base with varying levels of detail. At top levels of the pyramid, each image is a representative example of a very large group of roughly similar images. At lower levels of the pyramid, each image represents a small group of images that are very similar. By moving up or down the pyramid structure, the user can either zoom out, to see large variations in the database content, or zoom in, to investigate specific areas of interest. We propose a quality measure for the pyramid organization which we call dispersion, and use this measure to evaluate various approaches to pyramid design. Finally, we note that the image browsing environments described in this research can be adapted for specific search tasks through the use of relevance feedback [22] , [23] .
II. GENERAL APPROACH AND NOTATION
Let the images in the database be indexed by where is the complete set of images. Each image will have an associated feature vector which contains the relevant information required for measuring the similarity between images. Furthermore, we will assume that the dissimilarity between two images and can be measured using a symmetric function
We will use a feature vector based on color, edge and texture image characteristics as described in the Appendix. More generally, the feature vectors could represent other data types, such as audio, but we will only consider images in this paper. Experimentally, we have found that an norm works well for many feature vectors, but we only assume that is a metric, and therefore obeys the triangle inequality.
Tree structures will form the basis of both the search and browsing algorithms we will study. The tree structures will hierarchically organize images into similar groups, thereby allowing either a search algorithm or user to efficiently find images of interest. Let denote the set of all tree nodes. Each node of the tree is associated with a set of images and contains a feature vector which represents the cluster of images. Generally, will be computed as the centroid of the image features in the cluster. The number of elements in the cluster will be denoted by
The children of a node will be denoted by These children nodes will partition the images of the parent node so that
The leaf nodes of the tree correspond to the images in the database; so they are indexed by the set Each leaf node contains a single image, so for all and
III. TOP-DOWN AND BOTTOM-UP CLUSTERING ALGORITHMS
This section describes top-down and bottom-up methods for constructing trees. Each method will serve a useful role in database organization. While many well known methods exist for computing top-down trees, conventional bottom-up clustering methods require too much computation and memory storage to be useful for large databases of images.
In Section III-C we will introduce a fast-sparse clustering algorithm which implements the standard flexible agglomerative (bottom-up) clustering algorithm [24] , but with dramati-cally reduced memory and computational requirements. We will then use the fast-sparse clustering algorithm to design the image browsing environments of Section V.
A. Top-Down Clustering
Top-down methods work by successively splitting nodes of the tree working from the root to the leaves of the tree [25] . We will use the -means [26] or equivalently LBG [27] algorithms to partition each node of the tree into its children, thereby forming a tree. The following describes the -mean algorithm for partitioning the cluster into sub-clusters using iterations. 
Median: median
Minimax:
Here, refers to the th component of the vector Top-down tree growing using the -means algorithm is quite efficient since each cluster is split independently of the others. However, the tree is usually too deep to be useful for browsing. To enforce a balanced tree, we add a criterion, to step 2(a). For a balanced tree, the computation is of order where is the number of pixels, is the number of splits per node, and is the number of iterations. Notice that this is linear in
B. Bottom-Up Clustering
While top-down clustering is fast, it tends to produce poor clusterings at lower levels of the tree. This is not surprising since once an image which is placed in an undesirable cluster it is constrained to remain in that branch of the tree. For this reason, bottom-up clustering seems to offers superior performance for browsing applications [28] .
Conventional bottom-up (agglomerative) clustering algorithms work by first forming a complete matrix of distances between the images and then using this matrix to sequentially group together elements [25] , [29] . Let be the disjointed clusters each of size
The proximity matrix defines the pairwise distances between clusters and Initially, the proximity matrix is set equal to the distances between the images and Each iteration of agglomerative clustering combines the two clusters, and with the minimum distance. The new cluster formed by joining and is denoted by and the distance from to each of the remaining clusters is updated.
Since the distance matrix is assumed symmetric, is a symmetric matrix, and only its upper triangular component need be stored. In order to simplify notation, we will assume that the notation refers to the unique entry given by Using these conventions, the general algorithm for agglomerative clustering has the following form. (4) Here, β, and γ are coefficients which depend on some property of the clusters. Table I lists the particular choices of these coefficients for a number of standard clustering algorithms [25] , [29] . Some clustering methods are said to be dilating if individual elements not yet in groups are more likely to form nuclei of new groups. Although this tends to produce "nonconformist" groups of peripheral elements, dilating methods have the advantage that they produce more balanced trees. So for example, complete link clustering is dilating, and therefore tends to create balanced trees; while single link clustering is known to create very deep, unbalanced trees.
We will focus our attention on the flexible clustering algorithm of Lance and Williams [24] which uses the update rule (5) where β is a parameter taking on values in the set We are particularly interested in the case β = −1 since this is the maximally dilating case which generates the most balanced trees. For this case (6)
C. Fast-Sparse Clustering
For a database with images, standard agglomerative clustering requires the computation and storage of an × proximity matrix, For most image database applications, this is unacceptable. In order to reduce memory and computation requirements, we propose a fast-sparse clustering algorithm based on the flexible clustering of the previous section. This method uses a sparse proximity matrix containing the distances between each image, and its closest matches. The closest matches will then be computed using the fast search algorithm of Section IV. For each image we will only store the entries where is one of the best matches to image This will form a sparse matrix with entries. The disadvantage of this sparse matrix is that the conventional update equation of (6) can no longer be applied because of the missing entries. For example, when combining clusters and to form the new cluster we must recompute the distance between and every other cluster Unfortunately, the update equation of (6) can not always be computed because the terms and may be missing from the sparse matrix. Note that the term must be available since it is chosen as the minimum distance term in the matrix. In order to address this problem, we will replace the missing terms with the estimates and when needed. Notice that if both entries are missing, then the updated distance is not entered into the sparse matrix.
The question remains of how to compute an estimated entry Consider a modified clustering algorithm which uses the recursion (8) in place of the recursion of (6) . For the same clusters and this modified recursion would over estimate the true distance, i.e., However, this recursion has the advantage that the solution may be expressed in closed form (9) We may use (9) to approximate the missing term of (7). We do this in terms of the quantity the distance between image and its th closest match. More specifically, let be the index of the th closest match to image Then the distance to the th closest match is The required lower bound is then given by where the second inequality results from Jensen's equality and the convexity of the function, and is the number of elements in cluster This yields the final approximation (10) where the summation terms may be recursively computed as part of the clustering algorithm. Fig. 1 shows the complete sparse clustering algorithm where is the set of sparse entries of each image and the set and Section IV will define a fast algorithm for computing the closest matches to an image. This algorithm can be used to efficiently compute the entries of the sparse matrix. We note that the fast search algorithm of Section IV requires the construction of a top-down tree. However, since the top-down tree design can be done very efficiently, this does not present an excessive computational overhead. The general approach to fast-sparse clustering is then 1) construct a tree using the top-down method of Section III-A; 2) construct the sparse distance matrix using the fast search algorithm of Section IV together with the top-down tree; 3) apply the sparse clustering algorithm of Fig. 1 . 2 illustrates the sparse matrix data structure that we use for the clustering. The sparse matrix is upper triangular and has a linked list structure along both its rows and columns. Both insertions and deletions of elements can be made as with a conventional linked list, but with link pointers along both rows and columns. For any specific image the stored values of can be found by scanning down the th column and then across the th row. We will refer to this list of entries as the th row-column. In practice when clusters and are merged (assume the new cluster is stored along the row-column previously containing cluster and the row-column corresponding to is removed. The figure illustrates the four possible cases required for the update of (7). For case A, both elements are present. The result of (7) is stored in and the entry is deleted. For case B, the element is missing; so it must be computed using The result of (7) is then stored in For case C, a new entry must be inserted into location and the entry at must be removed. For case D, nothing is done.
D. Binary to Quadtree Transformation
One limitation of pairwise clustering algorithms is that they can only generate binary tree structures. In principle it is possible to generate trees, but the algorithms to do this would be of order which is not acceptable for our application. Therefore, our approach is to map the binary trees to trees in a manner that minimizes a cost criteria. We are particularly interested in the quadtree case since this will be important for the browsing application of Section V.
Let be a set of nodes in the binary tree. We say that is a partition of if contains nodes, and for all with Let denote the set of all possible partitions with or less nodes is a partition of with or less nodes Fig. 3 shows all four partitions of a binary tree node labeled as Each of the nine possible partitionings contains four or less nodes which contain all of the elements in the root node.
The binary tree may then be transformed to a tree by working from the tree's root to its leaves. Each node is directly connected to the optimal set of partition nodes which minimize a cost function subject to the constraint that In order to minimize tree depth, we use the maximum number of elements in the children nodes as the cost function. That is (11) where IV. FAST SEARCH Fast search is a basic need in applications that manage large image databases. The general problem is to find the best matches to a query image (or feature vector) provided by a user. The objective of these algorithms is to find these best images in less time than is required to do a full linear search of the database. Such query activities are likely to be an essential task for managing large image databases, but in addition we showed in Section III-C that the fast-sparse clustering algorithm requires fast search to efficiently construct the sparse matrices.
In the following section, we present a method for either approximate or exact search which exploits a hierarchical tree structure. Our method couples a best-first implementation of branch and bound search with the structure imposed by a top-down tree of Section III-A to substantially reduce computation.
A. Best First Search
Standard search methods for tree structures transverse directly from the root to a leaf of the tree choosing the branch which minimizes distance between the query, and the cluster centroid, at each point. However, this search strategy is not optimum since it does not allow for back tracking. Fig. 4 shows the algorithm used for best first search of trees [30] . Best first search works by keeping track of all nodes which have been searched, and always selecting the node with minimum cost to search further. While best-first search is greedy, it does allow for backtracking. For the moment, we do not specify how the cost, is computed for internal nodes of the tree. However, for leaf nodes it will always be computed as
The minimization within the while loop of Fig. 4 may be efficiently implemented using a data structure known as a heap [31] to keep track of the smallest current cost node. Insertions and deletions from a heap can be done in time where is the number of entries. However, heaps can be very efficiently implemented, so for practical cases the computational cost is dominated by the evaluation of the cost functions Therefore, the total computation is assumed proportional to the variable NodesSearched.
The extension for -nearest neighbor search is quite straightforward. Since the best first search allows backtracking, we can simply change the exit condition of while loop from the first leaf node to the th leaf node.
B. Branch and Bound Search
Under certain conditions best-first search is guaranteed to find the minimum cost solution. More specifically, if is a lower bound on the cost of all leaf nodes that are its descendants, then this is branch and bound search [30] and the solution is guaranteed to be the global minimum. Then must have the property that A loose lower bound will result in a full search of the tree, but a tight lower bound will result in an efficient search which follows a direct path to the optimum node with little backtracking.
Fukunaga and Narendra suggested using the triangle inequality to the distance metric to provide the required lower bound [16] . Define the radius of node as where is the code word associated with node and is the feature vector of an image contained in leaf node Then for all Using this inequality, we propose a general form for the cost function where is a constant. When λ the search is guaranteed to yield the optimum solution. However, this bound is often too conservative. A smaller value of λ is often desirable since it can dramatically reduce the number of nodes to be searched while retaining good accuracy. We will see that that this form of approximate search is very useful and yields in a much better accuracy/speed tradeoff then existing approximate search methods such as epsilon search [32] .
When λ < 1 the accuracy can be improved by searching for more images than are required and then selecting the best from those that are returned. For example, if the user requests the ten most similar images, these ten images can be selected from the 20 best images found using the approximate branch and bound search. This strategy can slightly improve the accuracy/computation tradeoff.
V. DATABASE BROWSING
In this section, we propose a structure which we call a similarity pyramid that allows users to move through the database in a natural manner that is analogous the the evolution of computer search algorithms such as branch and bound. The similarity pyramid is created by mapping each level of a quadtree onto an 2-D grid to form a level of the pyramid. The pyramid differs from the quadtree in two important respects. First, each node of the pyramid represents a specific location on a 2-D grid. Therefore, the data can be presented to a user as a flat 2-D array of objects, allowing the user to pan across objects at a fixed level of the pyramid. Second, the position of elements at different levels of the pyramid have a well defined spatial registration. This allows users to move up and down through levels of the pyramid while retaining relative orientation in the database. Fig. 5 illustrates a simple example of a similarity pyramid and its associated quadtree. Fig. 5(a) shows three levels of a quadtree corresponding to 1 and 2. Each node represents a cluster of images in the database with the leaf nodes representing individual images. Fig. 5(b) shows level of the similarity pyramid while Fig. 5(c) shows level At level each cluster is represented by a single icon image chosen from the cluster. For node we constrain the icon image to be one of the four corresponding icon images at This is useful because it allows a user to keep relative orientation when moving between levels of the pyramid. The specific icon image is chosen to minimize the distance to the corresponding cluster centroid, where the cluster centroid is computed using the mean computation of (1) .
Notice that the mapping of the quadtree to the pyramid is not unique since each group of four child nodes can be oriented in distinct ways. Fig. 13 shows an example application for browsing through the similarity pyramid. For a large database, even upper levels of the pyramid will be too large to display on a single screen. Therefore, the user can move along the or directions in a panning motion to search for image clusters of interest. If a specific cluster appears to be of interest, then the user can choose to move down to the next level by "double clicking" on a cluster. The next level of the pyramid is then presented with the corresponding group of four children clusters centered in the view. Alternatively, the user may desire to backtrack to a higher level of the pyramid. In this case, the previous level of the pyramid is presented with proper centering.
We will primarily use the fast-sparse clustering algorithm of Section III-C to build the similarity pyramid. The fast-sparse clustering algorithm requires computation comparable to top-down clustering algorithms, but we have found that it produces better results. This is because top-down pyramids Fig. 7 . This figure illustrates the distance measured between two images in the similarity pyramid. The distance is an asymmetric function because it is measured relative to the first image. tend to place a substantial number of images into inappropriate clusters midway down the quadtree. These misplaced images are effectively lost in the same manner that a miss-filed book may be lost in a large library. Since bottom-up pyramids have better clustering at lower levels, this miss-filing effect is substantially reduced.
A. Quadtree to Pyramid Mapping
In this section, we describe our method for mapping nodes of the quadtree to nodes of the similarity pyramid. This mapping is performed starting at the root of the quadtree and moving to its leaves.
Let be a node in the quadtree which has been mapped to a node of the pyramid The problem is then to find a suitable mapping from the children of the quadtree node, to the children of the pyramid node,
In general, we would like to choose the mapping that produces the smoothest spatial variations in clusters. To do this we select the mapping that minimizes a total cost function Total Cost (12) where the three terms represent inter-cluster, intra-cluster, and external costs in node placement. Fig. 6 illustrates the dependencies of terms in the inter-cluster and intra-cluster costs. The inter-cluster terms depend on the similarity of a child node and its neighbors at the coarser scale, while the intra-cluster terms are only between sibling nodes at the same scale. Since there are at most mappings, this optimization can be quickly solved.
In order to precisely define the three cost terms, the position of each node must be specified. The nonnegative integers and denote the position of the pyramid node on a discrete 2-D unit grid. The four children of the pyramid node have the positions
The inter-cluster and intra-cluster costs are both defined as sums of physical distance divided by dissimilarity. For these terms are between the children of node and the four nearest neighbors of at the same level of the pyramid Here measures the dissimilarity between the two cluster centroids as defined in Appendix A. Notice that if is empty, then this cost term is zero. For the cost terms are computed between elements of The external cost term is used to account for desired attributes of the clusters organization. For example, we choose the following terms where and are defined in Appendix A and is the number of images in the parent cluster
The purpose of the external cost term is to break ties when there is more than one mapping that minimizes Therefore, we choose to make the external cost relatively small. 
B. Measures of Pyramid Organization
In this section, we introduce a simple intuitive measure of pyramid organization which we call the dispersion. The dispersion measures the average distance between similar images in the pyramid. Fig. 7 shows how the distance between images and is measured. Notice that because the images may be at different levels of the pyramid. In general, the distance is measured relative to the first image. More formally, the distance is computed as where and are the levels in the pyramid for images and and and are positions on the 2-D grid. Using this definition, the average distance between image and its closest matches may be expressed as (13) where denotes the index of the th closest image to image Ideally, each image would be surrounded by its closest matches as illustrated in Fig. 8 . It may be easily shown that for this case the th closest image is placed at a distance so the average distance between and its closest matches is (14) Combining the expression of (13) and the lower bound of (14) results in a normalized measure of dispersion Dispersion We will use this measure to measure the quality of a similarity pyramid's organization.
C. Incremental Insertions and Deletions
The dynamic nature of image databases often necessitates the insertion of new images and deletion of old images. In the simplest case, images may be inserted or deleted from the sparse distance matrix, and the similarity pyramid may be rebuilt. This method saves some computation by using the existing entries in the sparse distance matrix, but still requires substantial computation for each rebuild of the pyramid. In addition, each insertion or deletion generally can result in substantial discontinuous changes of the pyramid structure, which may not be desirable in particular applications.
Alternatively, images can be more efficiently inserted or deleted by incrementally changing the existing similarity pyramid structure. This can be done by first finding the image in the embedded quadtree that is most similar to the image Fig. 13 . User environment for viewing a similarity pyramid containing 40 000 images. Each image is an icon for a cluster of images. Buttons allow the user to pan across the database, or move up the pyramid. The user can move down the pyramid by "double clicking" on a specific image icon. being inserted. If the parent of this most similar image has less than four children, the new image is added as a sibling of this most similar image. If the parent of this most similar image already has four children, a new internal node is created to replace the most similar image. The new image and most similar image then become children of this new node. This operation is fast, and does not substantially change the existing structure of the pyramid. Deletions are easily implemented by deleting leaves of the embedded quadtree structure.
VI. EXPERIMENTAL RESULTS
In order to test the performance of our search and browsing methods, we use a database of 10 000 natural images. The (12) is much better than using random reordering. It also shows that the effect of inter-cluster cost E and intra-cluster cost E :
database contains a variety of images with varying color, texture and content. Appendix A describes the 211 element feature vector that was extracted for each image [33] . In all cases, the norm was used as the distance metric. Section VI-A presents results of search experiments and experimentally determines the tradeoffs between search accuracy and speed. Section VI-B presents objective measures of similarity pyramid organization, and shows how these measures vary with methods for constructing the pyramid. We also apply the fast search algorithms of Section IV to the problem of pyramid design, and measure the computational savings of this approach.
A. Search Experiments
In this section, all trees were designed using a coarse-to-fine procedure as described in Section III-A. Unless otherwise stated, a fan-out of 10 was used centroids were computed using feature means as in (1), and 20 iterations of the -means algorithm were performed using initial code words that were randomly selected from the corresponding group of image feature vectors.
Unless otherwise stated, we selected the ten best image matches after searching for 20 images (i.e., we searched for ten extra images.) Each plot was then formed by averaging results over a set of 1000 randomly selected query images representing approximately 10% of the database. Computational speed-up is defined as the ratio of the total number of images to the number of tree nodes search. More specifically,
speed-up of images NodesSearched
where NodesSearched is defined in the algorithm of Fig. 4 . We note that since the total number of tree nodes is the speed-up can be less than one, but this was never observed.
selection: Fig. 9 (a) and (b) show the speed-up and accuracy as a function of the free parameter λ. The three plots illustrate the results using mean, median and minimax centroids. It is interesting to note that for λ = 1 (exact search) the minimax centroid gives better speed-up than the mean and median [19] . However, the speed-up for exact search is limited to approximately 2 which is much less than can be achieved with approximate search.
However, Fig. 10 shows the direct tradeoff of speed-up versus accuracy. In this plot it is clear that for even very high accuracy levels the mean and median centroids substantially out perform the minimax centroid. In practice, accuracies greater than 90 percent are probably not necessary for this application. This indicates that speed-ups of 20-40 are possible with good to excellent accuracy. Based on these results, the mean centroid seems preferable since it is much more efficient to compute than the median centroid. Fig. 10 also compares the fast search algorithm to a standard approximate search method known as search [32] . The approximate search gives poor performance in this application because it does not exploit the specific structure of the problem.
Effects of fan-out and extra returns: Fig. 11(a) shows the search performance for a variety of different fan-out rates in the tree. A tree with low fan-out requires less computation to construct since the computation of the LBG algorithm is of order fan-out tree depth However, Fig. 11(a) indicates that a fan-out less than eight can substantially reduce performance. Fig. 11(b) shows that searching for extra images can improve performance. However, the effect is rather weak. This is because returning extra images substantially increases the computation, thereby reducing the accuracy/speed-up tradeoff. Fig. 11(b) indicates that returning five extra images is sufficient to gain most of the benefit.
LBG iteration: Fig. 12 shows that LBG iteration can improve performance. However, the effect is rather weak after four iterations. Furthermore, the larger the number of return images, the smaller the improvement of multiple LBG iterations.
B. Browsing Experiments
In this section, we use the dispersion measure to compare various methods for constructing similarity pyramids. In each case, we average performance over 20 runs; and for the fastsparse clustering algorithm, we use a matrix sparsity of 1%, a search parameter of λ = 0.1, and a top-down tree fanout of 10 constructed with 2 -means iterations. Fig. 13 shows the user environment for viewing level of a similarity pyramid containing over 40 000 images. Each image icon represents a cluster of many images. The buttons in the middle right hand region (labeled up, left, right, down, and zoom) allow the user to pan across the database, or move up the pyramid. The user can move down the pyramid by "double clicking" on a specific image icon.
In Fig. 14, we compare the quality of a variety of bottom-up clustering methods. The Ward's and flexible clustering method with work the best among these methods, producing the smallest dispersion. The four methods UPGMA, WPGMA, UPGMC, and WPGMC all perform very poorly. Intuitively, this is because these conserving algorithms tend to generate very deep trees. This means that on average images will be dispersed far away. Fig. 15 (a) compares our fast-sparse clustering to exact-sparse clustering (i.e. fast-sparse clustering with λ = 1) and standard flexible clustering. Notice that the fast-sparse clustering gives essentially the same performance as the much more computationally and memory intensive algorithms. The fast-sparse clustering requires 1% of the memory of the standard flexible clus-tering algorithm, and it requires 6.6% of the computation of the exact sparse clustering algorithm to compute the proximity matrix. Fig. 15(b) illustrates the importance of top-down reordering on a similarity pyramid built with fast-sparse clustering. Random reordering yields the poorest performance. It is also interesting to note that the inter-cluster cost, is more important then the intra-cluster cost,
In Fig. 16 , we compare fast-sparse clustering to top-down -means clustering, and the SOM-based clustering described in Appendix B. Notice that fast-sparse clustering has significantly better performance than SOM over a wide range of
In practice, we have found that the dispersion is most important for small values of Intuitively, images which are "miss-placed" in the database tend to increase the dispersion for these small values of Such "miss-placed" images can be very difficult to locate making them effectively lost to a user. Both the results of -means and SOM are averaged over 20 different runs. Not surprisingly, SOM outperforms -means since the SOM method uses clusters rather than the clusters of the -means algorithm. However, SOM also requires roughly 16 times the computation of -means.
In Fig. 17 , we show the 16 × 16 level similarity pyramid built using fast-sparse clustering. Notice how the thumbnail images are placed so that images with similar color and texture are spatially adjacent.
VII. CONCLUSION
We have shown that hierarchical trees and pyramids are very effective for both searching and browsing large databases of images. Generally, top-down tree growing strategies seem to be better suited to fast search, while bottom-up tree growing strategies seem better for browsing.
We proposed a best-first implementation of branch and bound search which allows us to efficiently search for the closest images to any query image. Our fast search algorithm can be used for both exact and approximate search, but we found that approximate search yeilds a much better speed/accuracy tradeoff for our applications. In fact, even at accuracies of 90%, the approximate search algorithm reduced computation by a factor greater than 25, while exact search only resulted in a speed-up of two.
We proposed a data structure called a similarity pyramid for browsing large image databases, and we proposed a fast-sparse clustering method for building these pyramids efficiently. The fast-sparse clustering method is based on the flexible agglomerative clustering algorithm, but dramatically reduces memory use and computation by using only a sparse proximity matrix and exploiting our approximate branch and bound search algorithm. We found that the method for mapping the clustering to a pyramid can make a substantial difference in the quality of organization. Finally, we proposed a dispersion metric for objectively measuring pyramid organization, and we found that the dispersion metric correlated well with our subjective evaluations of pyramid organization.
APPENDIX SIMILARITY MEASURES FOR IMAGES
All images in the database consisted of either 96 × 64 or 64 × 96 thumbnails rescale from the original images. Based on our previous work [33] , the feature vector for image includes the global color, texture, and edge histograms. The dissimilarity function is defined as the norm between corresponding histograms of two images.
The color feature were formed by independently histograming the three components and of the CIEL color space. We chose the number of histogram bins so that the resolution of each bin was approximately In addition, we smoothed the histogram by applying a Gaussian filter kernel with a standard deviation of
The texture feature was formed by histograming the magnitude of the local image gradient for each color component. More specifically, and are defined as the and derivatives of the component computed using the conventional Sobel operators. Then and are defined similarly. We chose the number of histogram bins so that the resolution of each bin was also approximately
The edge feature was formed by thresholding the edge gradient and then computing the angle of the edge for all points that exceed the threshold The threshold was computed as the standard deviation of the component for the particular image. The values of and are computed similarly. We chose the number of histogram bins so that the resolution of each bin was also approximately π/8. An extra bin is reserved for the case of = ∅.
With these definitions, we also define some extended features which can be approximately derived from the histogramed feature vector
VIII. SOM PYRAMID CONSTRUCTION
We use SOM [34] to create an 8 × 8 grid of clusters that forms the pyramid at level This keeps the computation manageable for large databases. As with -means, conventional SOM will create a tree which is too unbalanced, so we apply the constraint that each cluster must contain or fewer elements. The remaining levels of the pyramid were grown with the -means algorithm. For all our experiments, we used 20 iterations of SOM with 5 iterations applied each at neighborhood sizes of 7 × 7, 5 × 5, 3 × 3, and 1 × 1.
