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Abstract
IEEE 802.11 is probably the most widely used, medium access control protocol
in current wireless networks. In the Wireless LAN (i.e., single-hop) setting, its
performance is by now quite well understood. However, in the multi-hop setting
where relay nodes are used to achieve end-to-end communication, there is, to date,
no widely accepted model. Consequently, when confronted with experimental re-
sults, people often find it hard to interpret them.
The goals of this thesis are (i) to model protocols “a` la 802.11” in the context of
multi-hop ad hoc networks, (ii) to derive theoretical limits for their performance,
(iii) to contrast the performance of the current IEEE 802.11 protocol with these
limits and (iv) to identify all the factors that prevent IEEE 802.11 from reaching
these limits.
Most of this thesis is dedicated to achieving the two first goals. We begin by
proposing an idealized version of IEEE 802.11. We model this idealized protocol
using a continuous Markov chain. We then use the properties and the stationary
distribution of this Markov chain to derive the performance of the idealized 802.11
protocol.
We first look at its spatial reuse or, in other words, at its ability to schedule a
large number of concurrent successful transmissions. We show that the idealized
802.11 protocol organizes the transmissions in space in such a way that it leads to
an optimal spatial reuse when its access intensity is large. This is encouraging, as
it shows that a protocol using only local interactions can find a global optimum in
a completely decentralize way.
We then consider the short and long-term fairness properties of the idealized
802.11 protocol. We observe a clear trade-off between its spatial reuse and its
fairness. At low access intensities, its fairness is high but its spatial reuse is low;
whereas at high access intensities, the reverse is true. As a result, the access in-
tensity of the protocol can be used to adapt its performance to fit the requirements
of the applications running on top of it. The fairness performance of 802.11 also
highly depends on the underlying network topology – 802.11 only amplifies the
existing topological inequalities. In regular lattice topologies these inequalities
arise only at the border where the nodes have fewer neighbors than the nodes in-
side the network. We demonstrate that, in large line networks and for all finite
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access-intensities, this border effect does not propagate inside the network, as a re-
sult 802.11 is fair. In contrast, we demonstrate that in large grid topologies a phase
transition occurs. Under a certain access intensity, the border effect fades away;
whereas above a certain access intensity, it propagates throughout the network, and
the protocol is severely unfair.
Finally, after extending our model to consider different node sensing and cap-
ture capabilities, we compare the performance of the ns-2 implementation of IEEE
802.11 and of the idealized protocol. We observe a large gap between the theoreti-
cal and practical performance. We identify the three problems that are responsible
for this gap. We then propose a remedy to address each of these problems, and
show that a ‘cured’ IEEE 802.11 can achieve the level of performance of the ideal-
ized 802.11 protocol.
Keywords
Medium access control, multi-hop ad hoc networks, modeling, IEEE 802.11, spa-
tial reuse, fairness, starvation phenomenon, phase transition.
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Re´sume´
IEEE 802.11 est probablement le protocole de gestion d’acce`s au canal le plus
utilise´ dans les re´seaux sans-fil d’aujourd’hui. Ses performances dans les re´seaux
locaux sont maintenant bien connues. En revanche, dans les re´seaux a` sauts mul-
tiples ou` une communication doit utiliser des nœuds relais pour arriver a` sa desti-
nation finale, aucun mode`le n’est pour l’instant reconnu. Par conse´quent, il reste
difficile d’interpre´ter les re´sultats expe´rimentaux obtenus pour ce type de re´seaux.
Les objectifs de cette the`se sont (i) la mode´lisation de protocoles “a` la 802.11”
dans les re´seaux ad hoc a` sauts multiples, (ii) l’obtention de limites the´oriques
pour leurs performances, (iii) la comparaison entre ces limites et les performances
actuelles du protocole IEEE 802.11 et (iv) l’identification des facteurs qui empeˆ-
chent IEEE 802.11 d’ope´rer au niveau des limites the´oriques.
Cette the`se est consacre´e en grande partie aux deux premiers objectifs. La
premie`re e´tape consiste a` mode´liser une version ide´alise´e du protocole 802.11 en
ayant recours a` une chaıˆne de Markov a` temps continu. Les caracte´ristiques et
la distribution stationnaire de cette chaıˆne de Markov sont ensuite utilise´es pour
obtenir les performances du protocole 802.11.
Dans un premier temps, nous e´valuons la densite´ spatiale des transmissions
sous le protocole 802.11 ide´alise´ ou, en d’autre termes, sa capacite´ a` programmer
en paralle`le un grand nombre de transmissions re´ussies. Nous montrons que ce
protocole organise les transmissions dans l’espace de manie`re a` ce que leur densite´
soit maximale lorsque son intensite´ d’acce`s au canal est e´leve´e. Ce re´sultat est
encourageant car il montre qu’un protocole base´ sur des interactions locales peut
atteindre un optimum global de fac¸on comple`tement de´centralise´e.
Dans un deuxie`me temps, nous analysons l’e´quite´ du protocole 802.11 ide´alise´
a` long et a` court terme. Il existe un net compromis entre le niveau d’e´quite´ et la
densite´ spatiale des transmissions obtenus. Quand l’intensite´ d’acce`s au canal est
faible, le protocole traite les nœuds du re´seau de fac¸on e´quitable mais le nombre
de transmissions simultane´es est faible. La situation s’inverse quand l’intensite´
d’acce`s au canal est e´leve´e. L’intensite´ d’acce`s du protocole peut donc eˆtre utilise´e
comme un moyen d’adapter ses performances aux besoins des applications util-
isant le re´seau. Cependant, l’e´quite´ du protocole 802.11 de´pend aussi fortement
de la topologie du re´seau – 802.11 ne fait qu’accentuer les ine´galite´s topologiques
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de´ja` existantes. Dans les topologies re´gulie`res, ces ine´galite´s sont pre´sentes exclu-
sivement au bord du re´seau ou` les nœuds ont un nombre re´duit de voisins. Nous
de´montrons que dans les grands re´seaux en ligne et pour toute intensite´ d’acce`s au
canal finie, cet effet de bord ne se propage pas a` l’inte´rieur du re´seau et que par
conse´quent le protocole est e´quitable. Par contre, nous de´montrons que dans les
grands re´seaux en grille il y a une transition de phase. En dessous d’une certaine
intensite´ d’acce`s, l’effet de bord disparaıˆt a` l’inte´rieur du re´seau, mais au dessus
d’une certaine intensite´ d’acce`s il persiste et le protocole est tre`s ine´quitable.
Enfin, apre`s avoir e´tendu notre mode`le pour conside´rer des nœuds ayant dif-
fe´rentes capacite´s de de´tection et de capture, nous comparons les performances du
protocole IEEE 802.11 imple´mente´ dans le simulateur ns-2 a` celles de sa version
ide´alise´e. Nous observons que les performances pratiques et the´oriques diffe´rent
grandement et nous identifions les trois proble`mes responsables de cette diffe´rence.
Nous proposons un reme`de a` chacun de ces proble`mes et montrons qu’un protocole
IEEE 802.11 ‘gue´ri’ peut atteindre le niveau de performance du protocole ide´alise´.
Mots cle´s
Protocole de gestion d’acce`s au canal, re´seaux ad hoc a` sauts multiples, mode´lisa-
tion, IEEE 802.11, densite´ spatiale des transmissions, e´quite´, transition de phase.
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Today, most wireless networks are wireless local area networks (WLAN) operating
the IEEE 802.11 WiFi protocol in infrastructure mode. The infrastructure consists
of a base station (also called an access point), typically owned by a company or a
network operator. Such networks are centralized and the base station controls the
access to the communication channel. The base station is also used to connect the
WLAN to the company network or to the Internet. IEEE 802.11 offers a second
mode, the ad hoc mode. It is seldomly used. In this mode, there is no base station,
and devices within the same WLAN communicate directly (i.e., in a single hop).
An extension of WLAN operating in ad hoc mode are multi-hop ad hoc net-
works. They are typically deployed in large areas. In these networks, some devices
might not be able to communicate directly to each other because of their limited
radio range. In such cases, intermediary devices act as relays. In other words, the
communication goes through multiple hops before reaching its final destination.
Multi-hop ad hoc networks do not require any fixed infrastructure, consequent-
ly they are easy to deploy. Also, they offer a potential throughput gain. These
characteristics make multi-hop ad hoc networks a promising technology.
Because of their decentralized nature, multi-hop ad hoc networks offer addi-
tional challenges that were not necessarily envisioned during the initial design of
current Medium Access Control (MAC) protocols. The MAC protocol is run lo-
cally by each network device. Its role is to regulate the access of the devices to
a shared resource, the communication channel. The fundamental access method
of IEEE 802.11 MAC is known as Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA). In CSMA/CA a device wishing to transmit first senses
the channel to detect other active devices. If no activity is detected on the channel,
the device transmits. Otherwise, its transmission is deferred for a random back-
off time. The device uses a timer to count down this waiting time. The value of
this timer is decremented only when the device does not detect any activity on the
channel. This random backoff is used to reduce the collision probability when the
1
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channel becomes idle after a long period of activity. It avoids that all the devices
that were waiting to transmit do so at the same time.
In single-hop networks, a device can accurately detect the activity of all other
devices and thus appropriately defer its transmissions. This means that only one
successful transmission can occur at any given time. In multi-hop ad hoc networks,
a device cannot detect the activity of all the other devices. This gives rise to the
well-known hidden node problem. A node (or device) is hidden (from a trans-
mitting node) if it cannot detect its transmission but can create a collision at the
intended receiver. Yet, in multi-hop networks, it is typically possible and desirable
to have several non-colliding transmissions at the same time.
A good MAC protocol should schedule a large number of concurrent successful
transmissions, but it should also guarantee an equal access to the communication
channel to each network node. In other words, a good MAC protocol should pro-
vide a high spatial reuse and a fair channel access. These two properties are very
hard to achieve in practice. Indeed, detailed experimental studies of IEEE 802.11
in multi-hop ad hoc networks (see for example [GGK01] and [CDL05]) reveal poor
performances, especially with high traffic loads. As a consequence, the suitability
of IEEE 802.11 as a medium access control protocol for multi-hop ad hoc networks
has been questioned [XS01, SHS04].
The lack of analytical models makes it difficult to understand the behavior of
IEEE 802.11 in multi-hop ad hoc networks. Existing models concentrate on the
WLAN (i.e., single-hop) setting and often rely explicitly on the assumption that
nodes can detect all transmissions in the network or, in other words, that there is
no hidden node. Clearly, the definition of multi-hop wireless networks invalidates
this assumption, as most nodes are hidden from a given node. As a result, the quest
is still open for an accurate model for IEEE 802.11 in multi-hop ad hoc networks.
In particular, there is a need for models that explain the observed performance of
the protocol, that identify its key parameters, and that can be used to derive its
theoretical limits. Moreover, these models should be flexible enough to take into
account the capabilities of the network devices and to provide insight for small, as
well as large, multi-hop networks.
1.2 Outline
We first present IEEE 802.11 together with an idealized version of this protocol
in Chapter 2. The idealized 802.11 protocol retains the key features of the IEEE
802.11 protocol while abstracting all implementation-specific details.
In Chapter 3, we introduce the Markovian framework that we use to model the
dynamics of the idealized 802.11 protocol. The states of the Markov chain are the
transmission patterns allowed by the protocol and a transition between two states
correspond to the start or the completion of a transmission. We take special care to
relate our model to other existing models.
In Chapters 4, 5, and 6, we use our Markovian framework to evaluate the per-
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formance of the protocol according to different metrics. We first evaluate its spatial
reuse, i.e., its ability to schedule a large number of concurrent transmissions, which
increases throughput (Chapter 4). We compare the spatial reuse achieved by the un-
slotted 802.11 protocol with the spatial reuse of some slotted protocols and show
that its unslotted nature helps 802.11 to organize the transmissions in the network.
We then evaluate its ability to give an equal channel access to the network nodes,
which is important for fairness. We distinguish fairness in the long-term (Chap-
ter 5) from fairness in the short-term (Chapter 6). In particular, we study how
the underlying network topology and the access intensity of the protocol affect its
fairness performance.
In Chapter 7, we extend our analysis to incorporate network devices with dif-
ferent sensing and capture capabilities. The sensing capability of a device refers to
its ability to detect an ongoing transmission, whereas its capture capability refers
to its ability to decode a message (or packet) in the presence of interfering trans-
missions.
In Chapter 8, we validate our analytical model using ns-2, which is probably
the most widely used network simulator in the research community. In particular,
we identify the different steps needed to bring the performance of the current IEEE
802.11 protocol to the level of performance achieved by the idealized protocol.
Finally, we discuss the limitations of our results, present possible extensions
and conclude in Chapter 9.
1.3 Contributions
These are the main contributions of the thesis.
• We propose a class of continuous Markov chains to model an idealized ver-
sion of IEEE 802.11.
• We observe that the access intensity (i.e., the ratio of the average exchange
and backoff time) plays a key role in the performance of the protocol.
• We show that an idealized 802.11 protocol organizes the transmissions in
space in such a way that it leads to an optimal spatial reuse when the access
intensity is large.
• We derive exact formulæ for the spatial reuse of the idealized protocol in
large line networks.
• We show that the observed unfairness of 802.11 is essentially due to the
unfair advantage of some of the network nodes, those that have a restricted
neighborhood and thus a higher probability to access the communication
channel. For example, in lattice topologies nodes at the border of the network
are favored.
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• For large line networks we show that this border effect does not propagate
inside the network and that nodes sufficiently far away from the border have
an equal access to the channel; as a result the protocol is long-term fair.
• In contrast, we demonstrate that in large grid networks a phase transition
occurs. If the access intensity of the protocol is small, the border effect
remains local and the protocol behaves similarly as in one-dimensional net-
works. However, if the access intensity of the protocol is large enough, the
border effect persists independently of the size of the network and the proto-
col is highly unfair.
• We show that the performance of 802.11 also strongly depends on the capture
and sensing capabilities of the nodes. In particular, we show that an idealized
802.11 protocol does suffer from severe unfairness (in other words, starva-
tion) when the receiving and sensing ranges are equal, but quite surprisingly
that this unfairness is reduced or even disappears when these two ranges are
sufficiently different.
• We identify three problems in the contention resolution mechanism of IEEE
802.11, and we show that they account for most of the gap separating the
actual and optimal performance of the protocol. For each of the problems, we
propose a solution that, once implemented, allows us to quantify the impact
of the problem on the performance of IEEE 802.11. Finally, we show that
reducing the overhead of the protocol to some negligible quantity brings its
spatial reuse to the fundamental limits set by its physical layer.
Chapter 2
IEEE 802.11 Networks
The IEEE 802.11 standard [iee99] specifies a medium access control layer and sev-
eral possible physical layers. IEEE 802.11 can operate in two modes: infrastructure
and ad hoc. The infrastructure mode is a centralized mode where an access point
regulates the access to the channel, whereas the ad hoc mode is fully decentralized.
In this work we study networks running IEEE 802.11 in ad hoc mode.
2.1 Physical Layer
IEEE 802.11 provides different physical layers: frequency-hopping spread spec-
trum, direct sequence spread spectrum, infrared, etc. Our main interest lies not in
the specificities of these different physical layers but rather on how the MAC layer
perceives the physical layer.
2.1.1 Model
We model the physical layer using two parameters: the receiving range and the
carrier sensing range.
The receiving range (RXRange) is the maximum distance from the source at
which a packet can be successfully received in the absence of interfering nodes.
The RXRange depends on the rate at which a packet is sent. In IEEE 802.11, the
control packets are always sent at the minimum rate, but the data packets can be
sent at a higher rate. We use the RXRange to denote the receiving range of control
packets.
The carrier sensing range (CSRange) is the maximum distance from the emit-
ter at which a transmission can still be detected. The CSRange is always larger
than the RXRange. All packets received from nodes within CSRange of a node
are forwarded to its MAC layer, but only packets received from nodes within its
RXRange can be successfully processed.
Collisions and capture phenomena are detected as follows. Assume a node is
currently processing a packet sent by a node in its RXRange and that a new node in
5
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0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 L−1 L
1 space unit
Figure 2.1: Line topology.
its CSRange starts transmitting. The new transmission interferes with the ongoing
transmission. If the signal-to-interference ratio is still high enough for the receiver
to keep decoding its packet despite the new interferer, we say that there is a capture
effect, otherwise we say that there is a collision.
2.1.2 Network Topologies
We represent the network topology as a graph whose vertices represent the nodes
and where there is an edge between two nodes if they are in RXRange of each
other. An edge corresponds in fact to two directed links, as a transmission can be
initiated by either of its end-nodes.
Throughout this work we consider three topologies: two regular topologies,
and one irregular topology. In practice, regular topologies occur when the position
of the network nodes can be controlled and is fixed. This is typically the case
for indoor networks or more generally for sensor networks. Irregular topologies
often occur in situations where a careful deployment of the network nodes is not
possible. For example if the network nodes are thrown from a plane during a
military operation or if the nodes are mobile. In all the topologies studied the
RXRange is equal to 1 space unit.
The first regular topology is a line topology (Figure 2.1) where L + 1 nodes
(numbered from 0 to L) are equally spaced (by 1 space unit) along a straight line.
The second regular topology is a grid topology where the distance between two
neighboring nodes is again 1 space unit. Figure 2.2(a) depicts (as an example) a
17 × 17 grid topology. The irregular topology is represented in Figure 2.2(b). To
generate this topology 1065 nodes were uniformly deployed on a 26× 26 area, the
isolated nodes were then removed to keep a connected component of 970 nodes.
We denote L the number of edges in a topology (or graph). The number of
directed links is thus 2L.
2.2 MAC Protocols
2.2.1 IEEE 802.11
We provide a high-level overview of IEEE 802.11 in ad hoc mode. We concentrate
on the features that are relevant to the next chapters. Many details are omitted and
can be found in the IEEE 802.11 standard [iee99].
Figure 2.3 illustrates a typical exchange in IEEE 802.11. The sender first trans-
mits a “request to send” packet (RTS), to which the receiver answers with a “clear
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(a) Grid topology (b) Irregular topology
Figure 2.2: Two-dimensional topologies
to send” packet (CTS)1. Both packets contain information about the remaining du-
ration of the exchange, so that all overhearing nodes can update the value of their
network allocation vector (NAV) (i.e., set it to the time at which the exchange will
be completed) and refrain from emitting during the exchange. The RTS-CTS hand-
shake is followed by the actual DATA transmission and the exchange is terminated
by an acknowledgement (ACK) packet.
The RTS-CTS handshake is used to avoid the so-called hidden node problem
which is a well-known issue specific to multi-hop networks. Figure 2.4 describes
this problem in detail.
In IEEE 802.11, a node intending to transmit senses first the medium. Phys-
ical and virtual carrier sensing mechanisms are used to determine the state of the
medium. The physical carrier sensing is provided by the physical layer. The virtual
carrier sensing is done at the MAC layer. It declares the medium busy if the node’s
NAV value is larger than the current time. If both carrier sensing mechanisms
declare the medium idle, the node transmits, otherwise it backs-off.
To prevent collisions, each node maintains a backoff timer, which is initialized
to a random value chosen according to some backoff distribution. IEEE 802.11
uses an uniform discrete backoff distribution in {0, 1, . . . , cw} × 20µs, where the
integer cw is the contention window. cw is initially equal to CWmin = 31, and
is doubled every time a packet sent by the node experiences a collision, up to the
limit CWmax = 1023; it is reset to CWmin after a successful transmission by the
node. The backoff timers run when the channel is idle; when a node senses the
1The RTS-CTS handshake is optional but is typically used if the DATA packets are above a certain
size. In this work, we assume IEEE 802.11 with RTS-CTS handshake.












Figure 2.3: A typical exchange between Node 3 and Node 2. At point (a) the
backoff timer of Node 3 reaches zero, Node 3 sends a RTS packet to Node 2. Upon
receiving the RTS (b) (respectively CTS (c) ) Node 4 (resp., Node 1) sets its NAV
(bold line) to cover the duration of the exchange between Node 3 and Node 2.
1 2 3
Figure 2.4: Example of a hidden node situation. Node 1 and 3 can communicate
with Node 2 (they are in its RXRange). However, if Node 1 and 3 are not in
CSRange of each other, Node 1 cannot detect Node 3 transmission and vice-versa.
Consequently, a collision at Node 2 occurs. This situation can be avoided by the
use of a RTS-CTS handshake prior to the DATA transmission.
channel busy, it temporarily freezes its timer. Nodes may start emitting only when
their timer reaches zero. After each transmission, the emitter resets its timer to
a new random value. Figure 2.5 illustrates the backoff mechanism for two nodes
competing to access the channel.
2.2.2 Idealized 802.11
In most of this work, we consider an idealized version of IEEE 802.11 in order to
capture its essential features, and to leave aside the effects due to the imperfection
of the real protocol (we refer the reader to Chapter 8 for an overview of those
effects). We refer to this idealized version of IEEE 802.11 as idealized 802.11
protocol or for short 802.11 (without the IEEE in front).
Exclusion Domain
Before describing our idealized protocol, we need to introduce the notion of exclu-
sion domain.









Figure 2.5: Backoff mechanism for two competing nodes. (a) The backoff timer
of Node 1 reaches zero, Node 1 transmits. (b) Node 1 resets its backoff timer with
a new random value. (c) Node 2 that had frozen its backoff timer during Node 1
transmission, resumes the decrease of its backoff timer.
A link can be in two states, active or idle. A link is active if there is a data
transmission between its two end-nodes. We denote the state of link j by xj ,
xj =
{
1 if link j is active
0 if link j is idle.
During a data transmission, nodes in the RXRanges of the sender and the receiver
nodes are silenced by their virtual carrier sensing mechanism (they can neither
transmit nor receive). In addition, nodes within the CSRange of the sender are
kept from sending by their physical carrier sensing mechanism. We refer to the set
of links silenced by an active link by its virtual and physical carrier sensing as its
exclusion domain. We denote the exclusion domain of link j by Ej .
In this work we concentrate on symmetric exclusion domains (Figure 2.6). We
call the domain symmetric because the reverse link has the same exclusion domain.
In practice, this situation arises when the CSRange and the RXRange have simi-
lar values and the network topology is sufficiently regular. For example, indoor
environments with their carefully designed network topologies and strong signal
attenuation may lead to such a situation. Chapter 7 shows how our approach can
be extended to consider asymmetric exclusion domains (Figure 2.7), which arise
when the CSRange is significantly larger than the receiving range.
Assumptions
The idealized 802.11 protocol assumes that a link can accurately and instanta-
neously detect activity on the communication channel (using the physical and vir-
tual carrier sensing mechanisms of its two end-nodes) and becomes active if and
only if none of the links in its exclusion domain is already active.
In addition, in the idealized protocol, links maintain a separate backoff timer,




Figure 2.6: CSRange = RXRange = 1 space unit. All links with an end-node in
the gray domain around the active link are silenced (nine directed links are thus
silenced). As the nodes in the transmitter’s CSRange are in its RXRange, the ex-





Figure 2.7: RXRange = 1 and CSRange = 2.2. As the CSRange is larger than
the RXRange, more nodes are silenced around the sender. The exclusion domain
is asymmetric.
even if they share the same source node2. Moreover, we consider a continu-
ous backoff distribution, instead of the discrete distribution implemented in actual
IEEE 802.11 cards, so that two timers have a zero probability of expiring at the
same time.
These assumptions imply that the idealized protocol is collision free.
2.3 Conclusion
In this chapter, we have presented the physical layer that we will use throughout
this work. Using this physical layer, we defined a network graph. Our main interest
is, however, in the medium access control layer. In particular, we introduced the
IEEE 802.11 MAC protocol together with an idealized version of this protocol. The
study of this protocol is justified by its wide usage in todays wireless networks, and
by the lack of existing models especially in the context of multi-hop networks.
2Using a backoff timer per directed link was recommended by [BDSZ94] in an attempt to guar-
antee per link fairness in the context of single-hop networks. Chapter 8 gives further reasons for this
assumption in multi-hop networks.
Chapter 3
Markovian Framework
We present a Markovian framework that can be used to model the dynamics of the
idealized 802.11 protocol in multi-hop ad hoc networks. This framework relies
on two assumptions: (i) the links use an exponential backoff distribution, and (ii)
there is always a packet to send on each link (i.e., we operate in saturated traffic
conditions).
3.1 Finite Networks
We first describe the dynamics of 802.11 on networks whose graphs have a finite
number L of edges. At any given time, the protocol decides which of the 2L
directed links is active (respectively, idle).
3.1.1 Continuous Markov Chain
If the backoff and the exchange time distributions are exponential, we can model
the dynamics of 802.11 by a continuous time Markov chain. Figure 3.1 gives an
example of such a Markov chain. The states of the Markov chain are transmission
patterns.
Definition 3.1 [Transmission Pattern]
A transmission pattern x is a vector in {0, 1}2L that specifies which of the 2L
directed links is active (resp., idle). A transmission pattern must satisfy the con-




xk = 0 (remember that Ej is the exclusion domain of link j).
We denote by n(x) the number of active links (i.e., the number of ones) in a
transmission pattern x.
Let V be the set of transmission patterns allowed by 802.11 under symmetric
exclusion domains. The Markov chain has one state per element of V . Moreover,
we say that a state is at level i of the Markov chain if the corresponding transmis-
sion pattern has exactly i active links, and we denote by N(i) the number of such
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Figure 3.1: Markov chain for a small line topology of 5 nodes. The RXRange and
the CSRange cover exactly one neighbor. There are 13 states, N(0) = 1 state with
no active link, N(1) = 8 states with 1 active link, and N(2) = 4 states with 2
active links.
states. The states at the highest level are called patterns of maximal spatial reuse:
they will be of particular interest for our analysis.
Transitions in the Markov chain can only occur between states that are sepa-
rated by one level: A transition between a state at level i and a state at level i − 1
corresponds to the completion of a transmission, and a transition between a state
at level i and a state at level i+ 1 corresponds to the beginning of a new transmis-
sion (which is of course possible only if the new link does not lie in the exclusion
domain of already active links).
Denote by µ−1 the average exchange time and by λ−1 the average backoff time.
The transition rate between a state at level i and a state at level i− 1 (respectively,
at level i+1) is µ (resp., λ). Moreover, we define the access intensity as ρ := λ/µ.
In the case of symmetric exclusion domains, the direction (left to right or right
to left) of an active link does not change its exclusion domain. Consequently, we
can make abstraction of the link direction and obtain a Markov chain with a reduced
number of states. This simplified Markov chain is shown in Figure 3.2 and (for all
practical purposes) is equivalent to the Markov chain of Figure 3.1.
3.1.2 Stationary Distribution
A 802.11 network with symmetric exclusion domains is a loss network [Kel91]
(see next section for more details). Consequently, the Markov chain is irreducible
and reversible. Moreover, its unique stationary distribution has a product form.








n(y) is a normalizing constant. All the transmission patterns x
with the same number n(x) of active links thus have the same stationary probabil-
ity.
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= 2λ µ
Figure 3.2: Simplified Markov chain that does not account for the direction of ac-
tive links. In the Markov chain of Figure 3.1 there is one state per transmission
pattern. In the simplified Markov chain represented in this figure, a state corre-
sponds to several transmission patterns. All the transmission patterns that have the
same pairs of communicating nodes (i.e., that differ only by the direction of their
active links) are represented by the same state. For example, the four top level
states of Figure 3.1 are grouped into a single top level state. More generally, a state
with i active undirected links corresponds to 2i states with i active directed links.
In the simplified Markov chain a transition upward happens when an undirected
link becomes active or, in other words, when any of the 2 corresponding directed












the probability to be at level i of the Markov chain, i.e., the probability to be in a
transmission pattern with i active links.
The dependence of pi(x) and pii on ρ is omitted on purpose in order to keep the
notations as simple as possible.
It is known [BLL84] that (3.1) and (3.2) are insensitive to the exchange time
distribution.
For ρ > 1, pi(x) increases with the value of n(x), and the transmission patterns
with a high number of active links have an increased probability of appearing,
compared to those with only a few active links. In the limit ρ→∞, only the trans-
mission patterns with the highest number of active links have a non-zero stationary
probability.
3.1.3 Analogy with Other Models
The idealized 802.11 protocol is analogous to three well studied stochastic models:
The filling and depletion process [BCJ04] encountered in the packing literature, the
loss networks [Lou90, Kel91] already mentioned above, and the hard-core model
in statistical physics [vdBS94, GHM98].
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1 space unit
interval of length l = 3
Figure 3.3: Analogy between a medium access control problem and a packing
problem. A transmission pattern corresponds to a set of non-overlapping intervals
on the line. This specific transmission pattern has five active links or equivalently
five packed intervals.
Consider a regular network topology such as the line topology. We define the
parameter l as 1 plus the minimal distance separating two active links. This means
that there can be an active transmission every l space units. In our setting the
RXRange and the CSRange are equal to 1 space unit, which means that transmis-
sions can take place simultaneously every 3 space units, so that l = 3 in this case.
To each active link, we can associate an interval of length l on the line, which
corresponds to the portion of the line ’occupied’ by an active link (Figure 3.3).
According to the protocol, intervals of length l arrive (are packed) at rate 2λ and
depart (are unpacked or removed) at rate µ. An interval is accepted (i.e., one of
the corresponding links becomes active), if it does not overlap with intervals al-
ready accepted. Consequently, a transmission pattern corresponds to a set of non-
overlapping intervals on the line. Despite its simplicity, this packing formalism, is
quite powerful and we will repeatedly use it throughout this work.
Similarly, the analogy between a network running the 802.11 protocol and a
loss network is quite straightforward. The transmissions (active links) correspond
to calls and arrive at exponentially distributed times due to the backoff mecha-
nism. Moreover, each transmission ’occupies’ some resources in the network due
to the exclusion domain constraint that forbids other transmissions in its immediate
neighborhood. This corresponds to the reservation of resources along a route in a
loss network.
Finally, our model for 802.11 is a hard-core model with activity parameter ρ.
The hard-core model is typically used in statistical physics to model a gas whose
particles have a non-negligible size. In this model, xj = 1 means that position j is
occupied by a particle and the exclusion domain constraints prevent particles from
overlapping.
3.2 Infinite Networks
If the number of links in the network is not finite, the normalization constant Z in
(3.1) is infinite. To define a measure on infinite networks we use the concept of a
contention graph.
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Figure 3.4: Contention graph (bottom) corresponding to a line network (top). The
RXRange and the CSRange are both equal to 1 space unit (i.e., l = 3). In the con-
tention graph there is one vertex per network link and two vertices are connected if
the corresponding links are in one another’s exclusion domain.
3.2.1 Contention Graph
In a contention graph, the vertices represent the (undirected) links of the network
and the edges mutual exclusion of links. In other words, there is an edge between
two vertices if their corresponding links are in one another’s exclusion domain.
Note that this graph is different from the graph representing the network itself.
Figure 3.4 shows the contention graph for a small line network. We say that a
vertex is in state 1 if the corresponding link is active, and in state 0 otherwise. In
this new graph, the exclusion constraints imply that two adjacent vertices cannot
be in state 1 simultaneously.
3.2.2 Markov Random Field and Gibbs Measure
A central property of the stationary measure pi is that it is a Markov random field1
on the contention graph. We describe briefly the properties of Markov random
fields, which we need in the following chapters. For more details, we refer the
reader to [KS80] and to [Dur81] (pages 126-130).
Definition 3.2 [Markov Random Field]
Consider a contention graph where each of the L vertices takes its value in {0, 1}.
If B is a finite subset of its vertices, we denote by Bc the vertices outside B and by
∂B all the vertices in Bc that are adjacent to a vertex in B.
A random variable taking values in {0, 1}L with distribution pi is called a
Markov random field on this contention graph if for each finite subset B of ver-
tices, the conditional distribution of the states inside B given the states of all the
vertices in Bc only depends on the state of the vertices in ∂B. In mathematical
terms we have
∀ finite B and xB, pi(xB|xBc) = pi(xB|x∂B).
More specifically, if xB ∈ {0, 1}|B| is a transmission pattern in B, one can
easily verify from (3.1) that the measure pi conditioned on the state of vertices in
∂B is




1The term “Markov” here refers to the spatial structure of the measure. It has nothing to do with
the fact that pi is originally the stationary measure of a Markov chain (over time).
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where Z ′ is an appropriate normalizing constant, and where I(xB, x∂B) = 1 if no
adjacent vertices in xB and x∂B are both in state 1 and I(xB, x∂B) = 0 otherwise.
As an example, consider the case where the set B contains a single vertex v. We
have that pi(xv = 1|x∂v) = ρ/(ρ+1) if all vertices adjacent to v are in state 0, and
0 otherwise. Similarly, pi(xv = 0|x∂v) = 1/(ρ+ 1) if all vertices adjacent to v are
in state 0, and 1 otherwise.
Let us now consider the measures pi over the space of all possible transmis-
sion patterns that fulfill the specification (3.3). These measures are called Gibbs
measures.
If the number of links L in the network is infinite, a specification may have
more than one Gibbs measure. A standard problem in statistical physics is to de-
termine under which condition such a measure is unique.
Remark
In statistical physics, a Gibbs measure is traditionally defined via a Hamiltonian
(also called an energy function) that derives from a Gibbs potential V . The Hamil-








where v ∼ w denotes two adjacent vertices in the contention graph. In our model
(i.e., the hard-core model), V (xv) = −xv log ρ and
V (xv, xw) =
{ ∞ if xv = xw = 1 and v ∼ w
0 otherwise.





where Z is the normalizing constant. In fact there is an equivalence between
Markov random fields and Gibbs measures with an energy function deriving from
a Gibbs potential (see for example [Bre´98]).
3.3 Related Work
For a long time, models for the 802.11 protocol have been limited to the single-hop
setting and numerous works have extended the original papers of Bianchi [Bia00]
and Calı`, Conti and Gregori [CCG00b, CCG00a]. These papers use a discrete time
Markov chain to model the operation of the backoff timer at a given node. Each
state of the Markov chain is identified by the value of the current contention win-
dow cw and by the actual value of the backoff timer. The time spent in a given
state of the Markov chain is variable and is equal to the time between two con-
secutive backoff decrements. These models assume that each transmitted packet
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collides with a constant and independent probability p. They express the stationary
probability that a node transmits in a generic back-off slot as a function of p and
vice-versa. Finally they use numerical techniques to solve the resulting fixed point
equation. The recent paper of [KAMG07] simplifies and generalizes the analysis
leading to this fixed point equation. It also gives a condition for the uniqueness of
the fixed point.
Unfortunately, the models for the 802.11 protocol in the single-hop setting are
not easily carried over to the multi-hop setting because they rely explicitly on the
assumption that nodes can sense each other’s transmissions and thus have the same
perception of the activity on the communication channel. In the last few years how-
ever, several papers have attempted to model the behavior of the 802.11 protocol
in the multi-hop setting.
Most of these models [GK03, WGLA04, CGLA04, MT06, GSK06] are in-
spired by the work done in the single-hop setting, in the sense that they still use
individual (discrete time) Markov chains to characterize the state of each node. In
addition, they use topology dependent information to characterize the channel ac-
tivity. As each station has its own private view of the channel, this approach leads
to huge systems of equations that can only be solved via numerical methods and
that give little intuition on the behavior of the protocol. To reduce the complexity
of these systems [GK03, WGLA04, MT06] consider specific network topologies
such as ring, grid or Poisson topologies, whereas [CGLA04, GSK06] present more
general techniques to simplify these systems of equations.
The work of [WK05], is the closest to our work. Instead of considering nodes
in isolation, it is based on the notion of transmission patterns. It extends the Markov
chain formalism used by [Tob87, BKMS87] to model the CSMA protocol, to an
idealized 802.11 protocol. The strength of this model is to preserve the dependence
between nodes, typical of CSMA protocols, as well as of the 802.11 protocol. As
mentioned previously, this model has also strong connections with Kelly’s work
[Kel91] on loss networks as the stationary distribution of its Markov chain has
the same form. Recently, [BMP07] revisited this model using the formalism of
interacting particle system.
3.4 Conclusion
In this chapter, we have presented a Markovian framework that captures the dy-
namics of the idealized 802.11 protocol in multi-hop ad hoc networks. In the four
following chapters we will use this framework to derive its properties and perfor-
mances. We will also show that this framework is quite robust to the different
assumptions made in terms of exchange and backoff distributions and that it can be
easily extended to asymmetric exclusion domains.
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Chapter 4
Spatial Reuse
In this chapter we evaluate the performance of the idealized 802.11 in terms of
spatial reuse.
Definition 4.1 [Spatial Reuse]
The spatial reuse is the number of active links in the network normalized by L.
In this work, we mainly use the average spatial reuse as a performance metric.
Definition 4.2 [Average Spatial Reuse σ]
The average spatial reuse σ is the spatial reuse averaged over time.
Using Equation (3.2) we obtain the following expression for the average spatial















The spatial reuse measures the ability of the protocol to schedule simultaneous
transmissions. Achieving a high number of simultaneous transmissions is a first
step towards providing high network throughput.
4.1 The Line Topology
Equation (4.1) is valid for any finite network topology, but it is in general difficult
to obtain a closed-form expression for N(i), the number of transmission patterns
with i active links. However, we can do so for the line topology.
4.1.1 Analytical Results
We use the packing formalism introduced in Section 3.1.3. To each active link
we associate an interval of length l = 3. Therefore, finding possible transmission
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1 space unit interval of length l = 3
Figure 4.1: A transmission pattern of maximal spatial reuse with symmetric exclu-
sion domains (RXRange = CSRange = 1 space unit).
patterns boils down to packing intervals of length l in a line segment of length
L+(l−1) (the additional term (l−1) compensates for the topology border, and is
illustrated by the dashed segments in Figure 4.1). The number of valid transmission







where v = L + (l − 1) − li is the length of the vacant space on the line once i
intervals of length l are placed, and where the 2i factor accounts for all possible
permutations of the link directions.
Plugging the expression for N(i) in Equation (4.1), we can compute analyti-
cally the spatial reuse on a finite line topology. Note that these values depend on
the total length of the network L.
Theorem 4.1 For large networks, i.e., when L → ∞, the average spatial reuse σ






where y1 is the positive real root of 1− y − 2ρyl.
Proof: The result is obtained by applying Lemma A.1 (in the appendix) with k =
bL+(l−1)l c, m = l, r = 2ρ, and n = (L + (l − 1)) mod l. We then divide by l to
obtain the average spatial reuse σ. 
Alternatively, this theorem can also be shown by adapting the approach of [BCJ04]
which uses multivariate generating functions combined with the residue method.
Although this approach yields the same result, we believe our approach is simpler.
Moreover, Lemma A.1 can also be used to obtain the average spatial reuse under
asymmetric exclusion domains, as we will see in Chapter 7.
4.1.2 Interpretation of the Results
Figure 4.2 shows the spatial reuse of 802.11 as a function of ρ.1 As expected,
when ρ increases, σ tends to 1/3 (a little bit more for the finite topology), which is
1All the simulation results for the idealized 802.11 protocol were obtained using [ths]. The sim-
ulation time was chosen long enough so as to render the effect of the transient negligible (this is
confirmed by the perfect match between simulation and analytical results).













L = 49 (Eq. (4.1))
L = 49, 802.11 simulation
Figure 4.2: Average spatial reuse σ of the idealized 802.11 protocol as a function
of the access intensity ρ on line networks of different sizes.
the maximal spatial reuse. Consequently, when the average backoff time is much
lower than the average exchange time, 802.11 achieves the maximal spatial reuse.
This encouraging result shows that a decentralized protocol such as 802.11 can
optimally organize the transmissions in space.
To better illustrate the operation of our protocol, consider the case where the
average exchange time is much larger than the average backoff time (i.e., λ µ).
The protocol first fills the space with active links until no other additional active
link can be added. When a transmission ends, it is almost immediately replaced
by one or more new transmission(s). Once the protocol reaches one of the patterns
of maximal spatial reuse, the probability of going back to a transmission pattern
with a low spatial reuse is small, as it would imply the termination of several trans-
missions between two consecutive transmission attempts. This event is unlikely
when the average backoff time is much lower than the average exchange time. Fig-
ure 4.3 shows the activity of the different links on a line topology of 50 nodes (i.e.,
L = 49) when ρ = 200 and l = 3. On this topology, as (L+ (l − 1)) mod l = 0,
all the transmission patterns of maximal spatial reuse have the same pairs of com-
municating nodes. In other words, if we make abstraction of the link directions,
there is only one pattern of maximal spatial reuse (i.e., there is a single state at the
top level of the simplified Markov chain) and 802.11 spends most of its time in this
pattern.
The random backoff mechanism creates a local coupling between the links,
which is strong enough to spatially organize the transmissions in optimal global
patterns. A similar densification phenomenon occurs in the context of the packing
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Figure 4.3: Activity of the links in a 50 node line network and over a four second
period. On the horizontal axis the coordinates of the network nodes. On the vertical
axis the time. We draw a line from (j−1/2, t1) to (j−1/2, t2) if either Node j−1
or Node j is transmitting between time t1 and t2. We observe that the protocol
spends most of its time in patterns of maximal spatial reuse.
of granular materials [TTV00]. In essence, the additional randomness introduced
by the backoff mechanism produces the same effect as shaking a bucket of sand to
achieve a better packing of the sand inside.
Although our model assumes exponential backoff distributions, the ability of
802.11 to organize the transmissions in space does not rely on this assumption.
In particular, we obtain the exact same spatial reuse performance (the markers in
Figure 4.2) when we simulate the idealized 802.11 protocol with a uniform backoff
distribution and a constant exchange time.
4.1.3 Comparison with a Slotted Protocol
It is interesting to compare the spatial reuse of 802.11 that is asynchronous (i.e.,
that does not require synchronization between the network nodes) with the spatial
reuse achieved by its slotted or synchronous counterpart. This is in particular useful
to characterize the level of organization achieved by the 802.11 protocol.
The slotted protocol is decentralized and uses the same local information as
802.11. Time is divided into slots of length 1/µ+  with  1/µ. The first  time
units of the slot are used to select the transmission pattern that will be active during
the remaining of the slot. Consequently, in the slotted protocol, all transmissions
taking place in a slot start at the same time and stop simultaneously as well. At
the beginning of a time slot, each link picks a random number between 0 and 
(for example, according to a uniform distribution on [0, )). After waiting for this
randomly selected time, if the link does not detect any other already active link in
its exclusion domain, it sends a busy signal until the end of the  time units and is
selected to be part of the transmission pattern for the given slot. If the link does
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detect activity on the channel, it remains idle for the remaining of the slot. At
the end of a time slot, the process is repeated, and another transmission pattern is
selected.
Remarks
• According to the slotted protocol (described in the previous paragraph), the
transmission pattern selected is always maximal, i.e., no additional active
link can be added to the pattern.
• Alternatively, instead of waiting for a time t uniformly distributed between 0
and  and then transmitting a busy signal between time t and , a link could
send a busy signal between time 0 and t. The link would then be part of the
transmission pattern for the given slot if at time t (i.e., at the end of its busy
signal transmission) it senses the channel as idle. This strategy is used by
the Hiperlan protocol [ALM98] in the so-called elimination phase (although
with a truncated geometric distribution instead of a uniform distribution). It
is also reminiscent of the Mate´rn hard core process (although this process is
only defined for Poisson topologies). However, this strategy always yields a
lower spatial reuse than the one obtained with the slotted protocol, and it does
not guarantee that the transmission patterns selected are maximal (Figure 4.4
illustrates this statement).
In the slotted protocol, the process for selecting the transmission pattern is identi-
cally distributed at each time slot, and independent from time slot to time slot. The
average spatial reuse at steady state is thus equal to the average spatial reuse ob-
served in any of the time slots. Consider the process for selecting the transmission
pattern for a given time slot. To each active link we associate an interval of length
l on the line. The construction of a transmission pattern for a given time slot is
then equivalent to the filling of the line with as many non-overlapping intervals as
possible. However, because of the randomness of the filling process, a part of the
line might remain uncovered by the intervals. In 1962, Mackenzie [Mac62] used a
recursive approach to compute the average fraction of the line left vacant when the
length of the line network goes to infinity. Indeed, each accepted interval, reduces
the initial problem to two independent, smaller instances of the same problem.
Exploiting Mackenzie’s result, the average spatial reuse achieved by the slotted
protocol when L→∞ can be recast as
σf = exp [−2F (1)]
∫ 1
0
exp [2F (u)]du, (4.2)
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(a) The link with value 0.1 transmits first and by doing so silences the 2
links on its left and right sides (the cross on the figure). Among the links
that are not silenced, the link with value 0.2 has the smallest value and
transmits next, etc. In this protocol, once a link is silenced (by an active
link), it cannot prevent an idle link from becoming active.
0.1 0.4 0.2 0.60.8 0.7 0.9 0.1 0.1 0.2 0.3 0.5 0.6 0.7
2 3 1
(b) In this protocol, a link can only transmit if its value is larger than the
values of the 2 links on its left and right sides (4 links in total). Among
the links that satisfy this condition, the link with the smallest value is the
first to be selected. The transmission pattern selected is a subset of the
transmission pattern selected in Figure (a). Moreover, it is not maximal.
Figure 4.4: Comparison of a slotted protocol where (a) a link first waits for a
random time and then (if it senses the channel as idle) sends a busy signal, and (b)
where a link immediately sends a busy signal of a random duration and then senses
the activity on the channel to decide whether it should transmit or not in the slot.
Here the random values are selected between 0 and  = 1. In (a) the link with
the lowest value has the highest chance to access the channel while in (b) it is the
opposite. This explains why the values (represented below the links) in Figure (b)












For l = 3, σf =
∫ 1
0 exp(u
2 + 2u − 3)du ' 0.275 so that we are approxi-
mately 18% away from the maximal spatial reuse of 1/3. For larger l, the spatial
reuse decreases: the larger the exclusion domain, the more inefficient the slotted
protocol. Moreover, a comparison with 802.11 (l = 3) shows that for values of
ρ > 5 the 802.11 protocol achieves a higher spatial reuse than the slotted protocol.
This shows that 802.11 starts to organize the transmissions in space already for low
values of the access intensity.
4.2 Two-Dimensional Topologies
The organizing properties of 802.11 (i.e., its ability to favor the patterns of maxi-
mal spatial reuse) do not depend on the underlying network topology. Indeed the
organizing properties of the protocol can be inferred directly from Equations (3.1)









34x34 grid (L = 2244), 802.11 simulation
10x10 grid (L = 180), 802.11 simulation
Figure 4.5: Average spatial reuse σ of the idealized 802.11 protocol as a function
of the access intensity ρ on grid networks of different sizes. On the 10× 10 (resp.,
34× 34) network the spatial reuse converges progressively towards the maximum
of 0.14 (0.13 respectively).
and (3.2). Using these equations, it is easy to see that for ρ → ∞ only the trans-
mission patterns of maximal spatial reuse have a non-trivial stationary probability.
Consequently, the 802.11 protocol can achieve the maximal spatial reuse in finite
two-dimensional topologies as well. However, contrary to the case of the line
topology, we cannot obtain an expression for N(i) in two-dimensional topologies,
and as a result we have to rely on simulations to obtain the curve for σ as a function
of the access intensity ρ. Figures 4.5 and 4.6 show the simulation results obtained
for two grid topologies and for the irregular topology, respectively. In all cases, the
spatial reuse of the protocol increases with the access intensity ρ. Observe that in
the large grid network the spatial reuse of the protocol increases very rapidly for
values of ρ between 30 and 40. This corresponds to a phase transition phenomenon
that we will study in detail in the next chapter.
4.3 Related Work
To the best of our knowledge, previous models of 802.11 do not give closed-form
formulæ for its spatial reuse, nor do they notice its organizing properties (although
[WK05] mentions that the idealized 802.11 protocol achieves maximal spatial
reuse when the access intensity goes to infinity). In this work, we borrow tools
from statistical physics to predict the performance of 802.11 on large networks.














Figure 4.6: Average spatial reuse of the idealized 802.11 protocol as a function of
the access intensity ρ on the irregular network (L = 2435, see Section 2.1.2 for a
detailed description of this topology).
Techniques from statistical physics have been applied first in [Yem83] to analyze
large-scale distributed resource sharing mechanisms. In particular, our approach to
compute the spatial reuse of the protocol on large line networks is a natural contin-
uation of [PY86] (although we became aware of [PY86] only later). However, our
proof techniques differ as they are either based on more recent results [BCJ04] or
simpler mathematical tools.
4.4 Conclusion
In this chapter we have presented analytical formulæ for the spatial reuse of 802.11.
In particular, we have derived a closed-form formula for its spatial reuse in an
infinite line network. Maybe even more important than these quantitative results, is
the ability of the idealized 802.11 protocol to organize the transmissions in space.
The level of organization, i.e., the spatial reuse of the protocol, increases as the
ratio of the average exchange and backoff time becomes large. Asymptotically,
when this ratio reaches infinity, only the transmission patterns of maximal spatial
reuse have a non-trivial probability. Our results show that the idealized 802.11
can basically find these global patterns in a completely decentralized way. This
is quite surprising as the problem of finding these patterns in a general network is
NP-Complete (by equivalence with the maximal independent set problem [GJ83]).
The idealized 802.11 protocol can thus be viewed as a decentralized optimization
algorithm maximizing the spatial reuse.
Chapter 5
Long-Term Fairness
In this section we look at the long-term fairness properties of the idealized 802.11
protocol. The long-term fairness of the protocol is the level of fairness achieved by
the protocol after having run for a very long (infinite, in theory) time.
To assess the fairness of the protocol we use Jain’s Fairness Index [Jai91].
Definition 5.1 [Jain’s Fairness Index]
Denote by p(j) the probability that a directed link j is active. The link fairness










where 2L is the number of directed links in the network.
The maximum fairness index is FI = 1. It corresponds to a network where all
links access the channel equally. Yet, if only k directed links have an equal access
to the channel and the remaining links have no access to the channel, the fairness
index is k/(2L).
To derive the long-term fairness of the protocol, we thus need to know the
probability that a specific link is active in steady state. A link j is active if the
chain is in a state whose transmission pattern contains link j. Denote by N(i, j)
the number of such patterns with a total number of active links equal to i. The









To obtain an expression for p(j) and FI, we therefore need to compute the number
N(i, j) of transmission patterns with i active links that include a given link j.
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Currently, we can only do this for the line topology. We denote by jright the link
between node j−1 and node j, and by jleft the link between node j and node j−1.
To compute N(i, jright), we have to count the number of ways to place i− 1 active
links around the already active link jright. Assume that we place k of these active
links on the left of link jright, and (i− 1)− k on its right. We obtain












where vleft = j− 1− lk and vright = L− j− l((i− 1)− k) = L+ l− j− l(i− k).
Clearly, as the exclusion domains of link jright and link jleft are identical by assump-
tion, the computation of N(i, jleft) leads to the same result. By Equation (5.2), this
implies that two links in opposite directions have the same probability to be active.
Plugging the expressions for N(i, j) = N(i, jright) = N(i, jleft) in Equation (5.2)
and the resulting expression for p(j) in Equation (5.1), we can compute analyti-
cally the fairness index of the protocol on a finite line topology.
Figure 5.1 illustrates the stationary marginal probabilities of the links in a 50
node line topology for three values of ρ. We observe that as ρ increases, the pro-
tocol becomes more unfair. We also observe that the links that belong to the trans-
mission patterns of maximal spatial reuse have an increased access to the channel.
Indeed, the ability of 802.11 to organize the transmissions in patterns of maximal
spatial reuse can severely impact its long-term fairness on finite topologies. In the
limit, when ρ→∞, only the links that belong to the transmission patterns of max-
imal spatial reuse get access to the channel; the remaining links get no access to
the channel. In the literature this is often referred to as the starvation problem of
802.11.
The unfairness of 802.11 is due to the border of the topology. Links at the
border have a larger probability of being active than other links, as they compete
with a reduced number of links to access the channel. The value of ρ determines
how far this border effect propagates into the network. Note that if we join the two
boundary nodes of the line topology to form a circle topology (thereby effectively
removing the topology border), the protocol becomes completely fair for all values
of ρ. Indeed, in a circle topology, N(i, j) does not depend on j, which in turn
implies that p(j) is the same for all links.
Figure 5.2 illustrates the stationary marginal probabilities of the links for ρ =
155 on line topologies of 5, 50, and 500 nodes, respectively. We see that on large
topologies, links in the middle of the topology have an equal access to the channel
and that for a given finite value of ρ the protocol is thus fairer on large topologies
than on small topologies.
Theorem 5.1 Consider an L-link1 line network. When L → ∞ and for all finite
values of ρ, the probabilities of links in the center of the network to be active are
asymptotically all equal and independent of the border condition.
1Here a link corresponds to two directed links. We already know that a directed link and the
corresponding reverse link have the same probability of accessing the channel.












(c) ρ = 620, σ = 0.34, FI = 0.54
Figure 5.1: Border effect on a 50 node line network, for different values of the
access intensity ρ. The line network is represented on the horizontal axis. Each
of its edges corresponds to two directed links jright and jleft. There is one vertical
bar per network edge and each bar is divided in two equal parts, the bottom part
measures p(jright) and the top part p(jleft) . We observe that as ρ increases 802.11
becomes more unfair and the border effect is felt deeper and deeper inside the
network.
Proof: We first show that in the case of an infinite line network, there is a unique
measure satisfying the specification (3.3). As the equations in (3.3) are translation
and reflection invariant, this in turn implies that the unique measure is uniform –
no link is favored.
We start with the observation that the contention graph in this case is an infinite
string of vertices, which are connected by an edge to their neighbors and second
nearest neighbors (see Figure 3.4). Let us define a site percolation process on this
graph by declaring each vertex “open” with probability ρ/(1+ρ) and “closed” with
probability 1/(1+ρ), independently of each other.2 An open path is a sequence of
connected open vertices that are distinct. Hence, in our i.i.d. site percolation model,
there is an open path between open vertices j1 and j2 if among the vertices located
2The value ρ/(1 + ρ) is equal to the maxy,y′∈{0,1}|∂j|{maxs∈{0,1} |pi(xj = s|x∂j = y) −
pi(xj = s|x∂j = y
′)|}.












(c) 500 node line network
Figure 5.2: Border effect on line networks of different sizes for ρ = 155. The
format is the same as in Figure 5.1. We observe that for a given finite value of ρ
the border effect impacts less the fairness of 802.11 on large topologies. Indeed,
on such topologies, links in the middle of the network have an equal access to the
channel.
between j1 and j2 one cannot find two neighboring closed vertices. If j1 and j2 are
separated by k vertices on the line, the probability of not finding two neighboring
closed vertices among these k vertices is no more than (1− 1/(1+ ρ)2)bk/2c. This
probability tends to zero when k goes to infinity. Therefore, it is almost surely (a.s.)
impossible to find an infinite open path. We then apply Corollary 2 in [vdBM94],
which states that the measure is unique if the probability to find an infinite open
path is zero in the site percolation process described above. It follows from the
uniqueness of the measure that all links have the same marginal probability of
being active in an infinite network.
We finish the proof by taking a finite segment of this infinite network and by
applying a border condition at the two extremities of the segment. Consider two
possible different border conditions and look at the probability that a link is active
at the center under each border condition. Corollary 1 in [vdBM94] states that the
difference between the two probabilities is less than the probability of finding an
open path joining that link to any of the two extremities of the network. As the
border moves far away from the considered link, this latter probability tends to















L = 1999, 802.11 simulation
L = 49 (Eq. (5.1) and Eq. (5.2))
L = 49, 802.11 simulation
Figure 5.3: Jain’s Fairness Index (FI) computed at the end of a very long simulation
of 802.11 on a 50 and a 2000 node line network. The Jain’s Fairness Index is plotted
as a function of the access intensity ρ. The agreement between the simulation
results and the values given by Equations (5.1), (5.2) is excellent.
zero and the link has therefore the same probability of being active under the two
border conditions.
Moreover, as any border condition leads asymptotically to the same probability
distribution in the center of the network, this distribution is also equal to the distri-
bution in the case of an infinite network . Therefore, the marginal probabilities that
links are active in the center of the network are asymptotically equal. 
Theorem 5.1 implies that if we move sufficiently far away from the border of
the network, the border effect ultimately disappears, as illustrated by Figure 5.2(c).
Consequently, in the limit when the number of links goes to infinity, the idealized
802.11 protocol is long-term fair and all links have the same probability to access
the channel.
Figure 5.3 summarizes the long-term fairness performance of 802.11 on the
line topology using the Jain’s fairness index.
5.2 Grid Topology
In this section we study the long-term fairness of 802.11 on the grid topology. We
start with illustrative simulation results.
Figure 5.4 shows the fairness index of the protocol as a function of the access
intensity ρ for two different sizes of grid topologies. On the small topology, the















34x34 grid (L = 2244), 802.11 simulation
10x10 grid (L = 180), 802.11 simulation
Figure 5.4: Jain’s Fairness Index (FI) computed at the end of a very long simulation
of 802.11 on a 10×10 and a 34×34 grid network. In the small topology the fairness
degrades progressively as ρ increases. On the large topology we observe the sharp
drop in the fairness of the protocol for values of ρ between 30 and 45, from values
close to 1 to values slightly above 1/8.
fairness index decreases progressively as the value of ρ increases. On the large
topology, the fairness index is very high for values of ρ below 30, drops sharply
for values of ρ between 30 and 45 and stabilizes at a value slightly above 1/8 for
values of ρ above 45. Figure 5.5 confirms this behavior. It shows the histogram of
the link access probabilities for two values of ρ. At ρ = 26 (a value of ρ below 30)
all links have a very similar access probability to the channel. In contrast, at ρ = 78
(a value of ρ above 45), two categories of links clearly appear: approximately 1/8
of the links have a very high channel access probability, whereas the remaining 7/8
of the links have almost no access to the channel.
We next show that in large grid networks, 802.11 exhibits a phase transition.
For values of ρ below some constant ρc1 , the protocol becomes long-term fair as
the number of links goes to infinity. It thus has a similar behavior as on the line
topology. In contrast, above some constant ρc2 (which we conjecture to be equal to
ρc1), the effect of the border always propagates inside the network, independently
of its size, and the protocol is not long-term fair. Figure 5.4 illustrates clearly this
phase transition phenomenon.
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Figure 5.5: Border effect on a 34 × 34 node grid network. This figure represents
the fraction of links with a given channel access probability in two simulations,
one with ρ = 26 and one with ρ = 78. For ρ = 26 all links have similar access
probabilities; the protocol has a high level of fairness. However, for ρ = 78, a
small fraction of the links monopolize the access to the channel; the protocol has a
low level of fairness.
5.2.1 Sub-Critical Regime
Theorem 5.2 Consider an L-link grid network. There is some 0 < ρc1 <∞ such
that when L→∞, the border effect disappears for values of ρ < ρc1 .
Proof: This theorem is proved in the same way as Theorem 5.1. We consider first
an infinite grid network. On its contention graph, we define a site percolation pro-
cess by declaring each site open with probability ρ/(1+ρ) independently. This site
percolation process is less trivial than in one dimension: for sufficiently large val-
ues of ρ, one might find infinite open paths. However, if ρ is below some threshold
ρc1 , which is larger than or equal to the site percolation threshold of the contention
graph (which is not known analytically, but is finite and non-zero, see Theorem
1.33 in [Gri99]) the probability to find an infinite open path is zero. Therefore the
same argument as in Theorem 5.1 can be used. We conclude that if ρ is sufficiently
small, when the border moves away from the center, the probability of a link of
being active is asymptotically independent of the location of the link and of the
border condition. 
As a result, in the sub-critical regime the protocol is long-term fair on large
grid networks.
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(a) A transmission pattern of max-
imal spatial reuse with horizontal
active links
(b) A transmission pattern of max-
imal spatial reuse with vertical ac-
tive links
Figure 5.6: Transmission patterns of maximal spatial reuse on the grid network. In
the packing formalism (see Section 3.1.3) the space occupied by an active link is
an hexagon of area four.
5.2.2 Super-Critical Regime
Theorem 5.3 Consider an L-link grid network. There is some ρc1 ≤ ρc2 < ∞
such that when L→∞, the border effect does not disappear for values of ρ > ρc2 .
To prove this theorem, we use Peierls’ argument [KS80]. Peierls introduced
this argument in 1936 to show that the two-dimensional Ising model exhibits a
phase transition. It is now a classical argument in statistical physics. The remainder
of this section is devoted to the proof of Theorem 5.3 and is structured as follows:
We begin with a few definitions; next, we present the outline of Peierls’ argument;
finally, we present the main steps necessary to apply the method of [Hei74] to our
setting.
Contours and their Properties
In an infinite grid network, if we abstract the link directions, there are eight trans-
mission patterns of maximal spatial reuse, four with horizontal active links and four
with vertical active links. The four horizontal (resp., vertical) transmission patterns
can be obtained from each other by translation. In these patterns the space occu-
pied by an active link is a hexagon of area four. Figure 5.6 shows two transmission
patterns of maximal spatial reuse. Each hexagon or link3 belongs to exactly one
3As each undirected link corresponds to one hexagon and vice-versa, we use interchangeably link
and hexagon
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of these eight patterns, hereafter called the phase of the hexagon. Moreover, each
transmission pattern corresponds to a set of non-overlapping hexagons.
Peierls’ argument relies on the notion of contour. For the following definition
it is helpful to consider the examples depicted in Figures 5.7(a) and 5.9(a).
Definition 5.2 Consider an arbitrary transmission pattern (i.e., a set of non-over-
lapping hexagons). An element (of contour) is either an area not covered by
hexagons, or a common edge of two hexagons of two different phases. Two ele-
ments are connected if they share at least one vertex. A contour is a set of con-
nected elements, which is maximal.
Let C be a contour. C is delimited by an outer polygon and possibly several
inner polygons (for example, in Figure 5.7(a) there are two inner polygons). All
edges of the outer polygon necessarily belong to hexagons of the same phase, called
the phase of the contour C. The interior of C is the area contained inside its outer
polygon. This area can be tiled with hexagons of the phase of C (Figure 5.7(b)).
If such a hexagon intersects a contour element, we say that this hexagon belongs
to the contour or that the contour contains the hexagon. The length of a contour
is defined as the number of hexagons belonging to the contour and is denoted by
L(C).
Lemma 5.1 The number of contours of length k containing a given hexagon is
upper bounded by qk, with q = 15 · 216.
Proof: The given hexagon is necessarily of the phase of the contour. Moreover, we
know that, by definition, a contour of length k is contained in k connected hexagons
of its phase. In the adjacency graph of these hexagons, we can always find a span-
ning tree (see Figure 5.7(b)). We can thus associate to each contour of length k a
spanning tree with k vertices. The first step to obtain our bound is thus to enumer-
ate all the possible spanning trees having as a root the given hexagon. We do so
using a depth-first search approach. The given hexagon has 6 adjacent hexagons,
i.e., there are at most 6 possible directions for the first move of our search. How-
ever, after the first move there are only at most 5 possible directions (as we are
building a tree). At each move, we choose one of these possible directions, and
choose between 3 actions: (1) do nothing, (2) put a mark to remember a branching
hexagon in the spanning tree, and (3) go back to the last mark, which means that
we met a leaf hexagon and need to backtrack. In total we thus have 3·5 = 15 possi-
bilities per move (except for the first move where we have 3 · 6 = 18 possibilities).
However, a spanning tree does not uniquely determine a contour. The second step
to obtain our bound is to upper bound the number of contours per spanning tree.
For each hexagon in the spanning tree, i.e., each hexagon belonging to the contour,
the actual shape of the covered region must be specified and we observe that we
have at most 216 possibilities (see Figure 5.8). An upper bound on the number of
contours of length k using a specific hexagon is thus 18 ·15−2 ·qk, which is smaller
than qk. 
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(a) Transmission pattern with a single con-
tour C. The contour C corresponds to the
white area on the figure but also contains
the two encircled edges.
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(b) The interior of the contour is tiled with
hexagons in the phase of C. The contour is
contained in L(C) = 33 of these hexagons
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(c) Contour removal operation. The num-
ber of additional hexagons (compared to
the original transmission pattern in (a)) is
16.
Figure 5.7: Removal of a single contour C.
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Figure 5.8: An hexagon (the dashed hexagon on the figure) can be divided into
16 triangular parts of identical size. Each of these parts can be covered or not. In
the figure, 11 of the 16 parts are covered. The covered region of the hexagon is
specified by these covered parts.
Before we begin with Peierls’ argument we need one last notion, the notion of
C-inner contour.
Definition 5.3 A C-inner contour is a contour inside C but not inside any other
contour.
Figure 5.9(a) gives an example of a transmission pattern with a contour C and
two C-inner contours.
Outline of Peierls’ Argument
Assume that the border of the network has one fixed phase denoted by A. As the
border of the network is set to A, an active link that does not belong to phase A
must be inside at least one contour. An upper bound on P (i /∈ A), the probability
of finding an active link i in another phase than A, is therefore the probability of
having an outer contour (i.e., a contour that is not inside another contour and thus
necessarily in phase A) around link i.
Let y denote an arbitrary transmission pattern on the network. The probability








Assume that we can find an upper bound on P (C) of the form
P (C) < ρ−εL(C) (5.4)
where ε > 0. We would then have










where l2 is an upper bound on the number of possible starting hexagons for a
contour of length l, and thus l2ql is an upper bound on the number of contours C
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of length l surrounding link i. By choosing ρ large enough we can certainly have






As 8 is the number of phases, this implies that phase A is strictly more probable at
link i than at least one of the other phases. Therefore the effect of the border is felt
at link i no matter how far the border is.
Upper Bound on P (C)
The main difficulty of the proof is to obtain the upper bound (5.4) on the probability
P (C) of a given outer contourC. In principle, the idea is quite simple. Let y¯ denote









If to each y¯ we can map another transmission pattern y′ with L(C) more hexagons
and if this mapping is one-to-one, then, to each term in the numerator we have
associated a term in the denominator such that n(y′)−n(y¯) = L(C). As reducing














which is exactly the upper bound (5.4) with ε = .
Contour Removal and Transformation: The challenge is thus to find the one-
to-one mapping y¯ ↔ y′. The mapping is the simplest when the original trans-
mission pattern y¯ includes only the outer contour C and no C-inner contour. Fig-
ures 5.7(a) (for y¯) and 5.7(c) (for y′) illustrate this mapping. To obtain the resulting
pattern y′, we start from y¯, and we fill the interior of C with hexagons of phase A,
which is the phase of the outer contour C. In y′, the contour C is no longer visible;
this is why the mapping between y¯ and y′ is often called a contour removal . It is
easy to see that the number of additional hexagons in y′ is proportional to L(C)
and is at least equal to L(C) where  is a lower bound on the average uncovered
area per unit of contour length.
In general, however, the contour C contains C-inner contours (Figure 5.9(a)),
which can be divided in three categories (we assume without loss of generality that
the phase of C is horizontal):
1. C-inner contours in the same phase A as C
2. C-inner contours in a horizontal phase different from the phase A of C
3. C-inner contours in a vertical phase.
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(a) A transmission pattern with a contour
C (white area) and two C-inner contours
(dashed areas).
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(b) Transformation of theC-inner contours:
the C-inner contour in the horizontal phase
(top) is translated, whereas the one in the
vertical phase (bottom) is reflected. The
outside polygon of the transformed con-
tours together with the translation direction
and the reflexion axis used to obtain them
are represented by thick gray lines.
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(c) Once the C-inner contours are trans-
formed into contours in the phase of C, the
contour C is removed.
Figure 5.9: Contour C with two C-inner contours. The two C-inner contours are
transformed and the contour C is removed.
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To obtain y′ from y¯, we first transform the C-inner contours into contours of phase
A. TheC-inner contours in the first category are already in phaseA and thus do not
need to be transformed. The C-inner contours in the second category are translated
to become contours of phase A4. Finally, to transform the C-inner contours in
the third category into contours of phase A, we reflect them in a diagonal axis of
the grid lattice5. Figure 5.9(b) illustrates the details of this mapping on a small
example.
Unfortunately, the reflected contours might touch6 the contourC. The contours
touching C are removed together with C. Figure 5.10 gives an example of such a
situation. Moreover, the reflected contours might touch each other, in which case
they are reflected in a common axis, but their joint reflection might also touch C,
in which case the contours need to be removed, and so on.
Heilmann [Hei74] describes an iterative process to determine which contours
should be removed and which contours should be transformed: the same process
can be applied in our setting. The result of this process is a set K of contours to
transform and a set T of contours to remove. To obtain y′ from y¯, we first transform
all the contours in K and we then remove all the contours in T . In y′, the interior of
C (as well as the interior of all the other contours in T ) is thus filled with hexagons
of phase A, whereas the interior of the transformed contours is left unchanged (see
Figure 5.9(c)).
Enumeration of the contours to be removed: In the case where the set T of
contours to remove contains at least one C-inner contour, the mapping between y¯





where L(T ) is the sum of the lengths of the contours in set T . We rewrite this
inequality as




In the iterative process of [Hei74], the only contour initially in the set T is the outer
contour C. C-inner contours are then added to T if and only if their reflection (or
their joint reflection) touches a contour already in T . To obtain an upper bound
of the type (5.4), we need to enumerate all possible sets T . We do not go into the
details of this lengthy and rather complicated enumeration which can be found in
[Hei74]. Here we restrict ourself to the enumeration of the sets T˜ ⊂ T with two
4We always choose the shortest possible translation, if there are two possibilities, we favor mov-
ing up.
5The reflection axis is the (top-left-bottom-right) diagonal that splits the interior of the contour
in two areas as equal as possible (if several reflection axis satisfy the above condition we favor the
upper most one).
6We say that two contours touch if two of their hexagons (one belonging to each contour) overlap
or share a common edge.
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(a) A transmission pattern with a contour
C (white area) and two C-inner contours
(dashed areas). The C-inner contour in the
vertical phase contains one more hexagon
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(b) Transformation of the C-inner con-
tours. The reflection of the vertical C-inner
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(c) The resulting transmission pattern. The
horizontal C-inner contour has been trans-
formed and the vertical C-inner contour has
been removed together with the outer con-
tour C.
Figure 5.10: Contour C with two C-inner contours. One C-inner contour is trans-
formed while the other one is removed.
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contours: the outer contour C and a C-inner contour of length k whose reflection
touches C at a specific contact point. This is sufficient to put our setting in gear
with the recursive procedure in [Hei74]: Using the contribution of the set T˜ to the
sum in (5.5) as an initial seed for this recursive procedure will allow us to directly
apply the bound of [Hei74] for P (C).
Before we start to enumerate the sets T˜ , we need to make the notion of contact
point precise. Let us call D the C-inner contour in T˜ . The contour C (resp., D) is
contained in L(C) (resp., in L(D) = k) hexagons in the phase of C (resp., of D).
A necessary condition for contour C and the reflection of D to touch each other
is that two of their hexagons touch each other (i.e., overlap or share a common
edge). A contact point between a contour C and a contour D can thus be specified
as two hexagons (one from C and one from the reflection of D) that touch each
other. Given the first hexagon, there are exactly 33 possible relative positions for a
second hexagon. Therefore, per hexagon of C, or equivalently per unit of length of
C, there are 33 possible points of contact with another contour. The enumeration
method in [Hei74] requires that there is only one contact point per unit of contour
length. To satisfy this constraint, we redefine the length of a contour as 33 times
the number of its hexagons. We use a symbol prime to denote this new length, e.g.,
L′(C) = 33L(C).
Using Lemma 5.1, we find that an upper bound on the number of contours of
length k′ touching C at a specific contact point is qk′/33 and their contribution to
P (C) is less than (qρ−)k′/33.
We then use the same recursion as in [Hei74] to compute the contribution of
all sets T . Adapting relations (3.27) and (3.28) of [Hei74], we finally obtain that
for n = 133( log ρ− log q) > f0 where f0 is a constant
P (C) < ρ−L(C)(−33B(log ρ)
−166−n)
with B = 1256(1 +
66
f0−1
). For ρ large enough, ε =  − 33B(log ρ)−166−n is
positive. Consequently, we can use this upper bound on P (C) to conclude Peierls’
argument as presented in the outline.
As a result, in the super-critical regime 802.11 is not long-term fair even if the
size of the network goes to infinity. The effect of the border does not disappear, and
a positive fraction of the links get better access to the channel.
5.3 Related Work
The tendency of IEEE 802.11 to starve some of the network links while giving good
access to the others is well known. It has been observed experimentally on small
testbed topologies [CDL05] and it has also been investigated analytically in several
papers [WK05, GSK05, GSK06, MT06]. The models of [GSK05, MT06] predict
the unfairness of 802.11 on small (four and six node respectively) topologies. In
particular [MT06] notices the role played by the value of the contention window
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in the level of unfairness observed. [GSK06] extends the approach of [GSK05]
to consider more general network topologies. Although, these papers predict the
starvation phenomenon, they fail to really explain it. [WK05] is really the first to
notice the special role played by the patterns of maximal spatial reuse and to state
that at high access intensities only the links belonging to these patterns get a good
access to the channel. Yet, [WK05] provides quantitative results only for the same 6
node topology as [MT06] and does not investigate the long-term fairness properties
of the protocol when the size of the network goes to infinity. We used results from
the theory of Markov random fields (see [KS80] for a nice introduction) to do so.
In particular, we applied two types of arguments. A percolation argument [vdB93,
vdBM94] to prove that 802.11 can be long-term fair in large network topologies
and the so-called Peierls argument to prove that this is not always the case. The
simplest version of Peierls’ argument can be found in [KS80]. Unfortunately, to
characterize the behavior of 802.11 on large two-dimensional topologies, we had
to resort to a more elaborate version of this argument. We adapted some of the
techniques of [HP73, Hei74] to achieve this goal. Several works [Lou90, KRM02,
LRZ06] already showed the existence of a phase transition phenomenon in loss
networks. However, these papers only consider networks with relatively simple
structures (i.e., tree or bipartite networks) and consequently their proof techniques
cannot be used in our setting.
5.4 Conclusion
Topological inequalities in the network are the cause of the observed channel ac-
cess unfairness in 802.11. In particular, in regular topologies, nodes at the border
are typically favored. This border effect also affects, to a certain extent, the nodes
inside the network, depending on the access intensity of the protocol and on the
dimension of the network. In some cases, the border effects propagate arbitrarily
far inside the network without vanishing; this leads to severe unfairness of the pro-
tocol. In the other cases, the protocol is long-term fair. In irregular topologies,
the topological inequalities are not restricted to the border of the network and the
level of competition to access the channel varies from link to link. As a result, in
such topologies, 802.11 is typically very unfair at all values of the access inten-
sity even though its unfairness is more pronounced at high values, as illustrated by
Figure 5.11.















Figure 5.11: Fairness Index (FI) computed at the end of a very long simulation of
802.11 on the irregular network.
Chapter 6
Short-Term Fairness
In the previous chapter, we saw that the idealized 802.11 protocol gives in many
cases an equal share of the channel to each link in the center of the network in the
long term. However, this does not guarantee that certain links are not starved for
long periods (and then keep the channel for an equally long period, preventing the
neighboring links to be activated).
In this chapter we attempt to characterize the short-term fairness of the protocol
in settings where it is long-term fair. Short-term fairness is important for delay
sensitive applications such as real-time audio and video. Several studies (see for
example [KKB00]) also show that the lack of short-term fairness at the MAC layer
can severely impact the performance of a reliable transport protocol such as TCP .
We consider different short-term fairness metrics. We start by evaluating the
short-term fairness horizon of 802.11. This metric evaluates the time it takes for
the protocol to reach a given level of fairness. We then consider a link-centric
metric, where we compute how long on average a link has to wait to access the
channel. Finally, we consider the network-wide equivalent of the previous metric
and compute the time needed to switch among patterns of maximal spatial reuse.
6.1 Short-Term Fairness Horizon
We begin our study of 802.11 short-term fairness by a few illustrative simulation
results. We consider only topologies where the protocol is long-term fair. Fig-
ure 6.1(a) shows how long on average we need to operate 802.11 to reach a fair-
ness index of 0.9 in a large line network. As expected, this time, also called the
short-term fairness horizon [KKB00] of the protocol, increases progressively with
the value of the access intensity ρ. Figure 6.1(b) shows that in the grid network the
short-term fairness horizon of the protocol increases progressively with ρ and sud-
denly diverges at a finite value of ρ, which marks the phase transition described in
the previous chapter. Indeed, above the critical value of ρ, the protocol is not even
long-term fair. Just below the threshold, the protocol is still long-term fair, but one
has to wait a very long time to have a fair channel access among the network links.
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(a) Short-term fairness horizon of 802.11 on






















(b) Short-term fairness horizon of 802.11
on a 34× 34 node grid network. The value
of the short-term fairness horizon explodes
just before the phase transition threshold.
Figure 6.1: Short-term fairness horizon of 802.11. We measure the average time
needed by the protocol to reach a fairness index of 0.9. The average exchange time
µ−1 is equal to 1 time unit.
6.2 Average Link Access and Waiting Times
We now characterize the short-term fairness of 802.11 from a link-centric view-
point. Our goal is to answer two questions: (i) How long on average does a link
wait to get access to the channel, and (ii) how long on average does a link keep the
access to the channel? Note that we say that a link has access to the channel if it is
active or if it does not see the channel as busy.
In a large (infinite) line or circle network, when the access intensity ρ is finite
but sufficiently large, the link access and waiting times can be estimated by de-
scribing the dynamics of holes, where a hole is defined as a unit space not covered
by an interval corresponding to an active link (see Figure 6.2(a)). Holes separate
links in different phases and are the exact one-dimensional equivalents of contours
(Section 5.2.2) in the two-dimensional grid network. The density of holes (i.e., the
fraction of holes per unit length) relates directly to the spatial reuse of the protocol:
its average is 1− lσ.
The following proposition gives analytical expressions for the average link ac-
cess and waiting times based on the dynamic motion of holes along the line. Here
again, a link corresponds to two directed links. Although these expressions rely on
several approximations, Figure 6.3 shows an extremely good fit with the simulation
results.
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hole
(a) Hole before the jump
(b) The link (marked by a cross) next to the hole (of Figure (a)) switches from the active to the
idle state (the corresponding interval is unpacked)
hole
(c) Hole after the jump
Figure 6.2: Transmission pattern on the line network with a hole. The succession
of the 3 figures represent the jump of a hole by l = 3 space units (event (ii)).
Proposition 6.1 Consider an L-link line network with ρ large. When L → ∞, a






















time units where σ is given by Theorem 4.1.
Derivation of formulæ (6.1) and (6.2): In this computation, we assume that ρ
is large so that the density of holes in the network is small. Moreover, we assume
a fixed density of holes equal to 1− lσ.
A link switches from active to idle state at rate µ. When a link next to a hole
becomes idle (Figure 6.2(b)), we have two equally likely events: (i) the same link
becomes active again (we are back to the pattern in Figure 6.2(a)) or (ii) another
link becomes active (Figure 6.2(c)). In terms of holes, event (i) means that the hole
does not move, whereas event (ii) means that the hole jumps by l space units; we
call the latter a useful jump. A hole makes therefore a useful jump at rate µ/2,
where the factor 1/2 is the probability of event (ii).
Denote by n = Lσ the number of active links and by k = L(1 − lσ) the
number of holes in the network (n and k are temporary notations used for this
derivation). The small number of holes makes it reasonable to assume that they
move independently of each other at rate µ (i.e., µ/2 in a given direction). In
particular, a hole that is next to another hole might jump above it. We call this one
space unit jump event (iii). Event (iii), similarly to event (i), does not change the
transmission pattern.
The k holes make a jump at a total rate of kµ. However, only events of type (ii),
holes which make a useful jump over an active link, cause a change of transmission




























Average access time, 802.11 simulation
Average waiting time, 802.11 simulation
Values predicted by formulæ (6.1) and (6.2)
Figure 6.3: Average time a link waits to get access (resp., keeps the access) to
the channel in a 2000 node line network with µ = 1. The simulation results are
presented with the 95% confidence intervals.
pattern. The probability of a useful jump is q = nk−1+n and consequently usefuljumps occur at rate kµq.
Given that we have n active links in the network, the rate of useful jumps per
active link is thus kµq/n. This implies that a link gets access to the channel for on
average n/(kµq) time units. Replacing n by Lσ and k by L(1− lσ) gives (6.2).
Similarly, the rate of useful jumps per inactive link is (kµq)/(k + n(l − 1)),
from which we easily obtain (6.1). 
This reasoning, however, does not apply to the grid network: As we have seen
in the previous section, phases are delimited by contours, not by holes. The dy-
namics of contours is too complicated to allow a simple method as the one above
to give reasonable approximations of the waiting times. In any case, such a char-
acterization would not make sense in the super-critical regime where we have two
categories of links with very different access and waiting times. Figure 6.4 il-
lustrates the mean access and waiting times obtained by simulation for the grid
network when the protocol operates in the sub-critical regime.
6.3 Rotation between Patterns of Maximal Spatial Reuse
The 802.11 protocol is not long-term fair on small line or grid topologies because
of the border effect. However, it is long-term fair on small circle topologies. In
such topologies, if L is a multiple of l and if we make abstraction of the link direc-
tions, there are l transmission patterns of maximal spatial reuse (Figure 6.5). Each


























Average access time, 802.11 simulation
Average waiting time, 802.11 simulation
Figure 6.4: Average time a link waits to get access (resp., keeps the access) to the
channel in a 34×34 node grid network. The format is the same as in Figure 6.3 but
we consider only the values of ρ for which the protocol operates in the sub-critical
regime.
aaaaaa bbbbbb cccccc
00 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 L-1
Figure 6.5: On a circle topology with l = 3 and where L is a multiple of 3 there are
3 transmission patterns of maximal spatial reuse. Links marked with letter a (resp.,
b and c) belong to the first (resp., second and third) pattern of maximal spatial
reuse.
link (or the corresponding interval of size l) belongs to one of these transmission
patterns. To characterize the short-term fairness of the protocol, we can thus look,
in addition to the average link access and waiting times, at the average time needed
to switch from a pattern of maximal spatial reuse to another.
Figure 6.6 shows this time for a circle topology of size L = 30. For small val-
ues of ρ the protocol is seldom in patterns of maximal spatial reuse, which explains
why the time to switch between them is large. The curve then has a clear minimum
for a value ρmin ' 10. As ρ increases above this value, the protocol spends more
time in the patterns of maximal spatial reuse but it becomes increasingly hard to al-
ternate between these patterns. For large values of ρ, we observe that the expected
time to switch between patterns of maximal spatial reuse increases linearly with ρ.
In practice, the value ρmin might thus be an interesting operating point for the
protocol. Indeed, access intensities ρ < ρmin lead to a poor spatial reuse which
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Figure 6.6: Average time needed to switch from a pattern of maximal spatial reuse
to another one on a L = 30 circle topology with µ = 1. Observe that the minimum
is obtained for ρmin ' 10.
can be increased without prejudice on the fairness. Conversely, values of ρ > ρmin
correspond to a good spatial reuse, but at the cost of a reduced short-term fairness.
Figure 6.7(a) illustrates how ρmin and the corresponding value of the expected
switching time change with the size of the circle topology.
In addition, at larger ρ, the slope of the linear increase characterizes the penalty
incurred in terms of fairness for a unit increase of the access intensity ρ. We now
present an approach that allows us to compute this important quantity analytically.
We consider a circle topology with a finite number L of links (where L is a
multiple of l), and let ρ→∞ (in practice it is enough to operate at large values of
ρ, so that the protocol spends most of its time in patterns of maximal spatial reuse).
More precisely, we fixed µ to a strictly positive value and let λ→∞ . We attempt
to characterize the linear increase of the expected switching time between maximal
spatial reuse patterns.
Assume (without loss of generality) that the Markov chain is currently in one
of the transmission patterns of maximal spatial reuse, and denote it by x∗. In
the state transition diagram of the simplified Markov chain1, x∗ is connected to
n(x∗) = L/l states at the level n(x∗) − 1. As λ  µ, a transition to one of these
states is most likely immediately followed by the reverse transition (back to x∗).
Yet, to switch to another pattern of maximal spatial reuse, two consecutive active
1Remember that in the simplified Markov chain we abstract the link directions (see Section 3.1.1,
page 12).
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(a) Value of ρmin























(b) Average time to switch between two pat-
terns of maximal spatial reuse at ρ = ρmin
Figure 6.7: Value of (resp., at) the operating point that guarantees a good trade-off
between fairness and spatial reuse (µ = 1). As the size L of the network increases,
so do the confidence intervals in Figure 6.7(a). This is due to the fact that the curve
of Figure 6.6 becomes flatter around ρmin for larger values of L.
Figure 6.8: First replacement. We start with the transmission pattern of maximal
spatial reuse represented in Figure 6.5. Two consecutive active links (marked by a
cross) in this pattern become idle (the corresponding intervals are unpacked) and
are replaced by a different active link.
links in x∗ (or their corresponding intervals), must be replaced by one active link
that does not belong to x∗. We call this event the first replacement. A possible first
replacement for the pattern of maximal spatial reuse of Figure 6.5 is represented in
Figure 6.8.
Lemma 6.1 For λ → ∞ (µ > 0 finite), the replacement of two consecutive inter-
vals in a pattern of maximal spatial reuse by an interval that does not belong to
this pattern happens at rate
r(L, l) · µ
ρ
where r(L, l) = L(l − 1)
l(l + 1)
. (6.3)
Proof: Denote by hx∗ the expected time to reach, from state x∗, a state that con-
tains n(x∗)− 2 adjacent intervals present in x∗. Using a first step analysis (see for










1 + 2µ · 0 + λ′hx∗
)))
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Figure 6.9: Example of a subsequent replacement. An active link next to a hole
becomes idle and is immediately replaced by another active link.
where λ′ = 2λ since a link corresponds to two directed links. Solving the equation








This means that for λ→∞ (and µ > 0 finite) the expected time needed to remove




µ . Once we have removed 2 ad-jacent intervals from x∗ we have created a vacant space of size 2l (see Figure 6.8).
In this vacant space, there are l + 1 ways to add an interval of length l,2 but only
l − 1 ways to add an interval different from the 2 intervals that were removed. As
the position of the new interval is selected uniformly at random among the set of
feasible positions, we obtain











which is the desired result. 
Once two consecutive active links in x∗ have been replaced by an active link
that does not belong to x∗ (first replacement), any active link that becomes idle
is instantly replaced by another (or by the same) active link (subsequent replace-
ments, Figure 6.9). Consequently, it takes some random finite time to reach a
pattern of maximal spatial reuse, but this time is negligible for the asymptotics we
seek. What we do need, is the probability q(L, l) to reach another pattern of maxi-
mal spatial reuse than x∗. Suppose we can calculate this probability, then we have
the following result:
Theorem 6.1 For λ → ∞ (µ > 0 finite), the expected time to switch from a
transmission pattern of maximal spatial reuse x∗ to another pattern of maximal
spatial reuse is
1




where r(L, l) is defined by (6.3) and where q(L, l) is the probability to reach an-
other pattern of maximal spatial reuse than x∗ once two consecutive intervals of
x∗ have been replaced by an interval that does not belong to x∗.
2λ µ implies that the probability of removing one more interval is negligible when compared
with the probability of adding an interval.
























Figure 6.10: Random walk describing the sequence of replacement operations. The
random walk is in state k if the current transmission pattern shares k intervals with
pattern x∗1 (and i∗ − 1 − k intervals with x∗2). The transitions in the random walk
correspond to replacements. w = 1i∗−1 is equal to the probability of removing an
interval from x∗1 that is next to a hole (i.e., 2i∗−1 ) and replacing it by an interval
from x∗2 (which happens with probability 12 ) or vice-versa.
The problem then reduces to the calculation of q(L, l), which unfortunately is
not an easy task. We briefly explain how this can be done for the case l = 2, by far
the simplest, and comment on how to extend this approach to other (more realistic)
values of l.
In the case where l = 2, we have only two patterns of maximal spatial reuse
(x∗1 and x∗2) with i∗ = L/2 active links. Assume the Markov chain is currently in
the state x∗1 and that we replace two consecutive interval in x∗1 by an interval from
x∗2. We want to compute the probability q(L, 2) that starting from such a pattern
we reach x∗2 before x∗1.
As a result of the first replacement operation, the Markov chain is in a trans-
mission pattern with i∗ − 1 intervals, i∗ − 2 intervals from x∗1 and 1 interval from
x∗2. The subsequent replacements can either (i) remove an interval from x∗1 to add
an interval from x∗2, (ii) remove an interval from x∗2 to add an interval from x∗1,
or (iii) leave the transmission pattern unchanged. In any case, these replacement
operations do not change the number of intervals in the transmission pattern. We
can describe the sequence of replacement operations using the random walk of Fig-
ure 6.10. The state space of the random walk are integers 0 ≤ k ≤ i∗ − 1 and the
random walk is in state k if the current transmission pattern shares k intervals with
pattern x∗1 (and thus i∗ − 1 − k intervals with x∗2). The transitions in the random
walk correspond to replacements. The random walk has two absorbing states, state
0 and i∗ − 1.
To compute q(L, 2) we need to compute the probability that starting from state
i∗ − 2 we are absorbed by state 0 (and thus, since λ → ∞, by x∗2). Denote by ai
the probability to be absorbed by state 0 starting from state i∗ − 1 − i. We obtain
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and as a result we have




Corollary 6.2 In the case l = 2, the expected time needed to switch between the





Proof: We apply the Theorem 6.1 with r(L, 2) = L/6 and q(L, 2) = 3/L. 
For other values of l, the systems of equations to solve to obtain q(L, l) are
more complicated and it is hard to obtain a closed-form for q(L, l). Moreover, in
general the value of q(L, l) · r(L, l) depends on L, which implies that the slope of
the linear increase of the expected switching time with ρ depends on the size of the
topology. This is apparent on Figure 6.11 that shows the value of q(L, l) together
with the value of the slope for l = 3.
6.4 Related Work
There are very few models trying to predict the short-term fairness of 802.11 in
multi-hop networks. [GSK05, LNG06] present a detailed analysis for the hidden
node scenario (where two transmitters hidden from each others compete to send
packets to the same receiver). More precisely, they compute the expected time
needed to switch from a state where one of the transmitters is active to a state
where the other transmitter is active. To the best of our knowledge there is no work
extending these results to more general topologies.
We also want to acknowledge that the methodology of Section 6.3 was sug-
gested to us by David Aldous and that his book [AF] was a great source of inspira-
tion to us.
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Figure 6.11: For ρ large enough, the expecting switching time between patterns of
maximal spatial reuse increases linearly with ρ. For l = 3, the slope of this linear
increase is equal to
(
q(L, 3) · L6
)−1
where q(L, 3) is an absorption probability on
a triangular random walk and can be computed by solving a system of equations
similar (but more complicated) than the one presented for l = 2.
6.5 Conclusion
In this chapter we have proposed several methodologies to study the short-term
fairness of the idealized 802.11 in one-dimensional topologies. In addition, we
have presented simulation results for regular two-dimensional topologies.
Short-term fairness is an issue at high access intensities where the protocol has
a tendency to give repeated access to the same links. Indeed, our study shows that
in topologies where 802.11 is long-term fair, operating at high levels of spatial
reuse reduces its short-term fairness. One thus needs to carefully select the access
intensity of the protocol in order to satisfy the spatial-reuse and the short-term
fairness requirements of the application running on top of it.
The work presented in this chapter gives a first idea of the 802.11 short-term
fairness performance. However, it is our opinion that a lot of work remains to be
done to provide a more complete analysis, especially in two-dimensional topolo-
gies.
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Chapter 7
Asymmetric Exclusion Domains
In practice, the exclusion domain of a link is not necessarily symmetric around
the link. In this chapter, we show to which extent our results can be adapted to
deal with asymmetric exclusion domains (Figure 7.1). We concentrate on the line
topology. Other topologies will be discussed in the next chapters.
The exclusion domain around a link is asymmetric if there are nodes inside the
emitter’s carrier sensing range (CSRange) that are outside its receiving range (see
Node 1 in Figure 7.1). These nodes are unable to decode the RTS packets from the
emitter and are silenced only through the physical carrier sensing. Therefore, more
nodes are silenced on the emitter’s side than on the receiver’s side, which is why
we call the exclusion domain asymmetric.
Now assume that a node in the receiver’s CSRange (for example Node 6 in
Figure 7.1) begins transmitting. As the two nodes (Node 4 and Node 6) are within
CSRange of each other, the new transmission (from Node 6 to 7) interferes with
the ongoing transmission (from Node 3 to 4). In this section, we assume that the
signal-to-interference ratio is still high enough for the receiver to be able to decode
its packet, despite the new interferer, i.e., there is capture effect.
In the case where the strongest signal begins after the weakest one (as in the
example of Figure 7.2), we consider two capture models, full capture and limited
capture.






Figure 7.1: The exclusion domain of the directed link between Node 3 and Node 4
is asymmetric. When Node 6 starts transmitting, there is capture at Node 4 and
Node 4 can continue to decode the DATA packet from Node 3.
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Figure 7.2: Assume there is an ongoing DATA transmission between Node 3 and
Node 4. As Node 1 is in the CSRange of Node 3, it can detect this transmission.
If Node 0 sends a RTS to Node 1 we have two possibilities. Either Node 1 can
resynchronize on this stronger signal; in which case the RTS will be followed by a
complete exchange between Node 0 and Node 1; or it cannot resynchronize on the
strongest signal and the RTS will be lost. We call the first possibility full capture
and the second limited capture.
7.1 Full Capture
In the full capture model, we assume that the capture effect also occurs when the
strongest signal begins after the weakest one. This is a rather optimistic scenario,
although it is supported to some extent by experimental evidence. [KVSA04] re-
ports that capture occurs even if the packet with the strongest signal arrives later,
but within the physical preamble of the first packet. In essence, full capture means
that the order of arrival of the transmissions does not matter and it implies that
transmission patterns are valid independently of the order of arrival of the trans-
missions.
As an example, consider a line network topology where the RXRange covers
one neighbor, but where the CSRange covers two neighbors. A transmission pat-
tern is valid if two consecutive receivers are separated by at least 2 space units,
and if two consecutive transmitters are separated by at least 3 space units (see
Figure 7.4). Under this setting, the maximal spatial reuse is still 1/3, but it is not
possible to have two transmitters back to back in a transmission pattern of maximal
spatial reuse.
7.1.1 Markov Modeling
Asymmetric exclusion domains and capture effects make the analytical study of the
802.11 protocol more challenging. We now show that the Markovian framework of
Chapter 3 can be extended to include this case. The structure of the Markov chain
remains essentially unchanged but some states (and the corresponding transitions)
disappear. Take, for example, the Markov chain of Figure 3.1 and assume that
the CSRange now covers two neighbors instead of one. All transmission patterns
remain valid except the Pattern 2.3 at the top level of the Markov chain, where
two transmitters are back to back (the resulting Markov chain represented in Fig-
ure 7.3). This change in the set of valid transmission patterns V does not affect
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Figure 7.3: The reversible Markov chain used to model the 802.11 protocol under
asymmetric exclusion domains and full capture.
the reversibility of the Markov chain. Equation (3.1) still holds, and the organiz-
ing properties of the protocol are therefore essentially unchanged. In particular,
the long-term fairness behavior of the protocol on infinite topologies is exactly the
same. However, the number N(i) of valid transmission patterns with i active links
and the number N(i, j) of such patterns including link j have to be recomputed to
obtain the exact curves for the spatial reuse and the fairness index of the protocol
as a function of ρ. Again, this is only tractable for simple topologies. We compute
these numbers explicitly for the line topology in the following paragraph.
We begin with the observation that two consecutive active links along the line
can be separated by the least number of space units if and only if their orientation
is such that the two senders are not back to back (see Figure 7.4). Again, to each
active link we associate an interval of length l on the line. Consider a transmis-
sion pattern of maximal spatial reuse and assume that, once we have placed the
intervals corresponding to its active links, there is no hole 1; because of the above
observation, all active links must point in the same direction until a certain point,
and then point to the other direction (see Figure 7.5). If i is the number of active
links, there are clearly i + 1 possible settings. Now, let us assume that there is
one hole. This hole will allow for an additional change of direction, as depicted
in Figure 7.6. Therefore, in this case, there is a total of three points where links










ways to pick these three points2. This reasoning can be extended to an arbitrary
1Note that this is only possible for certain values of line size L.
2Note that these points can be collocated. Two collocated points correspond to a hole without
a change of direction. Three collocated points correspond to a hole and two receivers facing each
other. The problem is equivalent to counting the number of 3-combinations with repetition of an
(i+ 1)-element set.
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Figure 7.4: Among the four possible configurations of two active links placed as
closely to each other as possible (with l = 3), only the three first ones maximize
spatial reuse.
Direction change
Figure 7.5: Transmission pattern of maximal spatial reuse (with l = 3). Active
links are sorted in two groups, inside which all links point in the same direction.
number of holes v, and we find
N(i) =
(
i+ 2v + 1
i
)
where v = L+ (l − 1)− li.
To obtain an expression for N(i, j) we follow the same procedure as in Sec-
tion 5.1. If link jright from node j−1 to node j is active, we enumerate the possible
ways to place k active links on its left side and (i− 1)− k active links on its right
side. On the right side, the problem consists simply in packing (i−1)−k intervals
of length l in an interval of length L − j. On the left side, the problem is slightly
trickier, as node j − l cannot emit. This means that in our previous reasoning we


















Figure 7.6: Transmission pattern with one hole (with l = 3). There are three points
where links change direction.
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where vright = L− j − l((i− 1)− k) = L+ l− j − l(i− k). The same reasoning
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Note that in the asymmetric case with full capture links jleft and jright do not nec-
essarily have the same probability to be active.
We can then plug the expressions forN(i) andN(i, j) in Equations (4.1), (5.1),
and (5.2) to obtain the exact curve for the spatial reuse and the fairness index of the
protocol.
The asymptotic spatial reuse for large networks is obtained in a similar way as
in the case of symmetric exclusion domains.
Theorem 7.1 For L → ∞, the average spatial reuse σ of the protocol under






where y1 is the positive real root of 1− y − ρy2l.
Proof: The result is obtained by applying Lemma A.1 (in the appendix) with k =
bL+(l−1)l c, m = 2l, r = ρ, and n = 2((L + (l − 1)) mod l) + 1. We then divide
by l to obtain the average spatial reuse σ. 
Again, we verify that σ tends indeed to 1/l when ρ tends to infinity.
7.1.2 Simulation Results
We illustrate by simulation the influence of asymmetric exclusion domains on the
performance of the 802.11 protocol. Figure 7.7 shows that its spatial reuse in-
creases less rapidly than in the symmetric case. At a given access intensity ρ, the
protocol with asymmetric exclusion domains has therefore on average fewer ac-
tive links than in the symmetric case. This has a positive effect on the fairness
of the protocol, especially at high values of ρ, where operating with a slightly
lower number of active links greatly improves the fairness. A comparison between
Figure 7.9(a) and Figure 7.9(b) confirms that the starvation phenomenon is less
pronounced than in the symmetric case and that the links in the middle of the line
topology obtain a fairer access to the channel. Yet, we also see that the distribu-
tion of the link activities is not symmetric anymore. This is in agreement with our
analysis that tells us that two links in opposite directions do not necessarily have
the same probability of accessing the channel. This effect has a negative impact
on the fairness index of the protocol. We have therefore two competing effects.
Figure 7.8 shows that, at low values of ρ, the two effects compensate each other;
the fairness index of the protocol is very similar under symmetric and asymmetric















Figure 7.7: Average spatial reuse σ achieved by the idealized 802.11 protocol on
a line topology of 50 nodes, as a function of the access intensity ρ. The markers
correspond to the results obtained by simulations and the curves to the results ob-
tained analytically (except for the ’asymmetric, limited capture’ case where we do
not have the exact analytical curve).
exclusion domains. However, at high values of ρ, the positive effect dominates; the
fairness index of the protocol in the asymmetric case with full capture is above its
fairness index in the symmetric case. In the limit, when ρ → ∞, the behavior of
the protocol under asymmetric exclusion domains with full capture is essentially
the same as under symmetric exclusion domains. The spatial reuse tends to 0.3469
and approximately 2/3 of the links get starved. The only difference is that, under
asymmetric exclusion domains, some links belong to more patterns of maximal
spatial reuse than others, depending on their direction: this reduces the FI from
0.3469 to 0.2676.
7.2 Limited Capture
In this section, we consider asymmetric exclusion domains with limited instead
of full capture. Limited capture means that the capture effect occurs only if the
strongest signal comes first. This assumption reflects the fact that in practice, many
radio circuits cannot resynchronize to a stronger signal if they are already locked on
another (weaker) carrier. Consequently, in this capture model, the order of arrival
of transmissions does matter.
Consider again the example in Figure 7.4. The first (top) case is possible only
if the left most link (from Node 1 to 2) becomes active first. Indeed, suppose
instead that the transmission from Nodes 4 to 5 begins first. Node 2 senses this


















Figure 7.8: Fairness index (FI) of the idealized 802.11 protocol on a line topology
of 50 nodes. The format of the figure is the same as for Figure 7.7.
first transmission and locks its synchronization circuit on it. When Node 1 sends a
RTS packet to initiate a transmission, Node 2 is unable to resynchronize and decode
it. The RTS packet is lost and no transmission follows. This limited capture effect
is implemented in the most well-known network simulators, including ns-2 [ns2]
and qualnet [qns].
7.2.1 Simulation Results
These simulation results were at first quite surprising to us. Figures 7.7 and 7.8
show the performance of the idealized 802.11 protocol with asymmetric exclusion
domains and limited capture. The spatial reuse of the protocol increases to a value
much below 1/3, but its fairness index remains above 0.9, even for large values of
ρ. The access probabilities of the different links presented in Figure 7.9(c) illus-
trate even better the dramatic improvement of the protocol fairness at high access
intensities. Except at the border, the situation is now completely fair. These results
are good news in practice: They show that the starvation phenomenon is fixed by
receivers having a limited capture capability, without requiring any other modifi-
cations to the protocol.
7.2.2 Markov Modeling
The set of the valid transmission patterns (and thus the state space of the Markov
chain) is unchanged from the case with the full capture effect. However, some
states can now be reached only from a restricted set of lower states. Figure 7.10









(b) Asymmetric exclusion domains (RXRange = 1, CSRange = 2.2) with




(c) Asymmetric exclusion domains (RXRange = 1, CSRange = 2.2) with
limited capture. σ = 0.25, FI = 0.93.
Figure 7.9: Link access probabilities in a 50 node line network for ρ = 620. On
the horizontal axis, the line network. Each of its edges corresponds to two directed
links jright and jleft. There is one vertical bar per network edge and each bar is
divided in two parts, the bottom part measures p(jright) and the top part p(jleft).
illustrates the Markov chain used to model the 802.11 protocol with limited capture
effect. We see that, compared to the original Markov chain, two transition arrows
have been removed: this accounts for the fact that the states at the top level can
only be reached if the links become active in the right order.
Removing possible transitions between the states of the Markov chain breaks
its regular structure, and the chain looses its reversibility. This makes the analytical
study of the chain very difficult as its stationary distribution does not have a nice
product form anymore. However, a careful observation of the structure of the chain
allows for the explanation of the results observed by simulation.
Let us first look back at the reversible case (corresponding to symmetric ex-
clusion domains and asymmetric exclusion domains with full capture). For large
values of ρ, the chain spends most of its time in the states of maximal spatial reuse.
Indeed, when a transition occurs from a state at the top level to a state at the lower
level (i.e., when an active link becomes idle), as λ µ, the next transition is most
likely the reactivation of the same (or possibly the reverse) link, bringing the chain
back to a top level state. This explains why the protocol almost achieves maximal
spatial reuse in the reversible case.
In the non-reversible case, this cannot happen anymore, because many of the
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Figure 7.10: Non-reversible Markov chain used to model the 802.11 protocol under
asymmetric exclusion domains and limited capture.
transitions from top level states to lower level states cannot be reverted (see Fig-
ure 7.10). Therefore, if the chain leaves a top level state, it might have to go down
two or more levels before it can climb back to a top level state. The main con-
sequence of this new dynamic is that the time spent in non-maximal spatial reuse
states (states below the top level) becomes non-negligible.
In Proposition 7.1, we show that some states below the top level of the Markov
chain have a non-trivial (i.e., non-zero) stationary probability when ρ → ∞, con-
trary to the reversible case. As a consequence, the average spatial reuse no longer
tends to the optimal value for increasing ρ.
Proposition 7.1 There exist transmission patterns of non-maximal spatial reuse
with a strictly positive stationary probability when ρ→∞.
Proof: Consider a transmission pattern of maximal spatial reuse x∗, and another
pattern x′ obtained by removing an active link from x∗ and such that there is no
possible transition (in the Markov chain) from x′ to x∗ (which is only possible in
the limited capture case). Assume furthermore that x′ has i active links. Now, the





where Ax′ denotes the set of states y at level i − 1 such that a transition from
y to x′ is possible. Dividing both sides of this equation by iµ, we obtain that
pi(x′) ≥ pi(x∗)/i. Therefore, when ρ tends to infinity, if x∗ has a non trivial
asymptotic stationary probability, then so does x′. 
However, the loss in the spatial reuse is compensated by an increase in the
fairness of the protocol. Indeed, contrary to the two previous cases, links that do
not belong to a pattern of maximal spatial reuse are not necessarily starved.
Proposition 7.2 There exist links that do not belong to the patterns of maximal
spatial reuse but have a strictly positive probability of being active when ρ→∞.
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Proof: Take a state x′ as above. Remove one additional active link (next to the one
removed to obtain x′ from x∗) to obtain state y. From state y it is now possible to
reach a state z that contains a link that does not belong to any pattern of maximal
spatial reuse. We now show that this state has a non-trivial probability. Using the
balance equations, we have
pi(y)(µ(i− 1) + λ|Ay|) > µpi(z) + µpi(x′)
where |Ay| is the number of states at level i connected to y. As
pi(z)iµ > λpi(y) >
λ
µ(i− 1) + λ|Ay|(µpi(z) + µpi(x
′))
we obtain
pi(z)(µi(i− 1) + λi|Ay| − λ) > λpi(x′)





Therefore, if x′ has a non-trivial asymptotic stationary probability, so does z, and
hence there are links that do not belong to the patterns of maximal spatial reuse but
have a strictly positive probability of being active when ρ→∞. 
Proposition 7.2 implies that, on the line topology, the starvation effect can al-
ways be avoided. In addition, we can show that in the asymmetric case with limited
capture links in opposite direction have the same probability of being active (this
was not the case under full capture). Indeed, given any transmission pattern, a link
can become active if and only if there is no transmitting node in the carrier sensing
range of its two end nodes. Thus, if link jleft can become active, so can link jright.
Note that Propositions 7.1 and 7.2 are not restricted to the line topology and
can be applied to any network topology provided that the corresponding Markov
chain includes states of type x∗, x′, y, and z.
7.3 Related Work
This section reviews the different models for 802.11 highlighting the assumptions
made in terms of carrier sensing and capture models.
Among the models presented previously [CGLA04], [GSK06], and [MT06] are
the only ones to relax the assumption of equal receiving and carrier sensing ranges,
but they still neglect the capture effect. These three papers present results in terms
of throughput and fairness, but only the models of [GSK06] and [MT06] are able
to predict the starvation phenomenon. The work of [MT06] does not investigate
the effect of the carrier sensing range on the performance of the 802.11 protocol,
rather, it concentrates on the role played by the minimum contention window in the
starvation phenomenon. [GSK06] uses a 50 node two-dimensional topology on a
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1000×1000m square area to validate its model. The receiving range is set to 200m
and the carrier sensing range to either 200m or 400m. [GSK06] observes that the
unfairness of the 802.11 protocol is higher at a large carrier sensing range. Al-
though the model of [CGLA04] does not fully predict the starvation phenomenon,
the authors observe it by simulation. Interestingly, they use the same experimental
setting as [GSK06], but their simulations show that the unfairness of the 802.11
protocol is now stronger at a small carrier sensing range. These apparently contra-
dicting results are probably a consequence of the limited amount of multi-hopping
possible in the topology used in [GSK06] and [CGLA04] (indeed, the receiving
and carrier sensing ranges are such that they cover a large part of the network).
7.4 Conclusion
In this chapter, we have extended our Markovian model to allow for different re-
ceive and carrier sensing ranges and to account for the capture effect. Our model
makes the starvation phenomenon directly apparent in its equations and allows for
a very intuitive explanation of 802.11 performance on a finite line topology.
On the positive side, we found that for a given (finite) access intensity ρ, the
802.11 protocol is fairer when the receiving and carrier sensing ranges are signif-
icantly different (asymmetric case) than when they have virtually the same values
(symmetric case). On the negative side, we showed that the price to pay for this
higher fairness is a lower spatial reuse.
In addition, we demonstrated that the capture capabilities of the protocol play
a decisive role on its performance when ρ → ∞. In the asymmetric case with full
capture (as well as in the commonly adopted symmetric case), the spatial reuse of
the 802.11 protocol is maximal but all the links that do not belong to the patterns
of maximal spatial reuse are starved. In contrast, in the asymmetric case with
limited capture, the spatial reuse of the protocol is not maximal but starvation can
be avoided.
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Chapter 8
Back to the ‘Real’ Protocol
In the previous chapters, we obtained a precise characterization of the performance
of the idealized 802.11 protocol. The goals of this chapter are, to contrast the per-
formance of the current IEEE 802.11 with the performance of the idealized 802.11
protocol, and to identify all the factors that prevent IEEE 802.11 from achieving
the performance of the idealized 802.11 protocol.
8.1 The ns-2 Simulator
We consider the implementation of IEEE 802.11 under the widely used ns-2 simu-
lator [ns2]. The main reason for choosing this specific implementation is twofold:
(i) The code is available, contrary to the code contained in the firmware of IEEE
802.11 cards on the market and (ii) it follows closely the IEEE 802.11 standard1.
The main limitation of the ns-2 simulator is at the physical layer: It does
not support cumulative interference. In other words, it computes the signal-to-
interference ratio using only one interfering signal at a time instead of the sum of
all interfering signals. On a small line topology such as the one of Figure 7.1 this is
not a serious limitation as only Node 5 can create a collision at Node 4; if Node 5
does not emit, even the combined interference of all other nodes is not enough to
create a collision at Node 4. However, the absence of cumulative interference ren-
ders the physical layer of ns-2 not very realistic in the two-dimensional topologies.
We use the default ns-2 parameters, which mimic a 914MHz Lucent WaveLAN
DSSS radio interface. The RXRange is 250m, the CSRange is 550m and the cap-
ture threshold is equal to 10, which means that a signal can capture the channel if
it is 10 times stronger than the interfering signal. Hence, there is capture only if
1We noticed two differences between the IEEE 802.11 standard and the ns-2 implementation. The
first difference is minor, in ns-2 the contention window is selected in [0, cw−1], whereas according to
the standard it should be selected in [0, cw]. The second difference concerns the exponential increase
of the contention window. According to the standard, the contention window is doubled only before
a retransmission and not when a node finds the medium busy on a transmission attempt. We modified
the ns-2 implementation to meet the standard requirements before running our simulations.
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Figure 8.1: Capture versus collision under ns-2. Assume there is an ongoing trans-
mission between a sender and a receiver at distance x (x-axis) and that an interfer-
ing node at distance y from the receiver starts transmitting. If the distance between
the sender and the receiver is significantly smaller than the distance between the
interferer and the receiver, there is a capture effect. Otherwise there is a collision.
the distance between the sender and the receiver is significantly smaller than the
distance between the interferer and the receiver. Figure 8.1 illustrates what a cap-
ture threshold of 10 means in terms of these respective distances under the ns-2
propagation model2. ns-2 assumes the limited capture model (see Chapter 7 for a
description of this model).
All simulations assume saturated traffic conditions. The DATA packet size is
1500 bytes (i.e., the average exchange time µ−1 is fixed to a value slightly larger
than 1500 · 8 · 10−6). To provide accurate results, each simulation is repeated 50
times (using different random seeds). The simulations run for 50 seconds of real
time (a warm-up period of 10 seconds is used). All figures follow the same format.
We plot the average spatial reuse σ of the protocol as a function of its contention
window cw (i.e., we vary the average backoff time λ−1 = 0.5 · cw · 20 · 10−6).
We consider fixed contention window cases (i.e., cw = CWmin = CWmax) and
a variable contention window case (i.e., CWmin ≤ cw ≤ CWmax) where the
contention window is doubled after a collision.
2We use the TwoRayGround propagation model. In this model the power received at a distance
d from the source is proportional to P/dα where P ' 0.28W is the transmitting power and where
α = 2 for l ≤ 86.14, and α = 4 for l > 86.14.
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(a) Average spatial reuse














(b) Fairness index (long-term)
Figure 8.2: Symmetric exclusion domains, CSRange = RXRange = 250m (1 space
unit). The theoretical values (idealized 802.11 protocol) are in gray (thin bars), the
values for (ns-2) IEEE 802.11 are in black. The left-most bar corresponds to the
variable contention window case (i.e., CWmin = 31 and CWmax = 1023), the
other bars correspond to fixed contention window values (i.e., cw = CWmin =
CWmax). The plots show the average spatial reuse (σ) and the fairness index (FI)
of the protocol. The 95% confidence interval are not represented on the figure as
their small (below ±0.001) values make them barely visible.
8.2 Performance Overview
We apply our analysis of Chapters 4, 5 and 7 to compute the performance of the
idealized 802.11 protocol on a line topology of 50 nodes3. We then simulate IEEE
802.11 using the ns-2 simulator on the same topology.
Figure 8.2 shows the performance of the idealized protocol with symmetric
exclusion domains together with the performance of (ns-2) IEEE 802.11 with a
CSRange of 250m. The average spatial reuse σ of the idealized protocol increases
towards the maximal value of 0.3469 as the contention window cw becomes small.
This is however not the case for the current IEEE 802.11 protocol. It achieves a
spatial reuse of at most 0.17, half the optimal spatial reuse of 0.3469. Yet, we have
seen that the high spatial reuse of the idealized protocol comes at the cost of a re-
duced fairness. On the contrary, the current IEEE 802.11 protocol is relatively fair
even at low cw values. Its fairness index (FI) oscillates between 0.80 (cw = 3) and
0.95 (cw = 1023). Looking more closely at the trade-off between spatial-reuse
and fairness, we observe that given a minimum fairness requirement the idealized
protocol can guarantee a higher level of spatial reuse than IEEE 802.11. For ex-
ample, at a FI requirement of 0.95, the idealized protocol can guarantee σ = 0.24,
3In the variable contention window case, the theoretical values are those obtained for cw =
CWmin, as in the idealized 802.11 the absence of collisions means that the contention window is
never doubled.
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(a) Average spatial reuse














(b) Fairness index (long-term)
Figure 8.3: Asymmetric exclusion domains, CSRange = 2.2· RXRange = 550m
(2.2 space units). The format is the same as in Figure 8.2.
whereas IEEE 802.11 only achieves σ = 0.17. The difference is even more striking
at lower FI requirements.
Figure 8.3 shows that the spatial reuse of IEEE 802.11 is slightly higher at a
CSRange of 550m than at a CSRange of 250m. This is not surprising because at a
CSRange of 550m the transmitter can use its physical carrier sensing mechanism
(in addition to its virtual carrier sensing mechanism) to determine the state (idle,
receiving or sending) of the receiver. This setting thus offers a double protection to
the DATA packets and virtually all the DATA packets sent are received correctly.
However, the performance of IEEE 802.11 are below the values predicted by the
theoretical model both in terms of spatial reuse and in terms of fairness.
8.3 IEEE 802.11: Does it put the correct state in the net-
work?
The emphasis of this section is on identifying situations that happen under the
normal operation of IEEE 802.11 and that are responsible for its poor performance.
We describe precisely three such situations: the gagged node, the jammed node,
and the focused node. To each situation we associate a remedy and implement it in
[ns+]. The remedies proposed might not be unique and often consist of minimum
effort solutions. However, they are helpful in quantifying the impact of each of
these situations on the performance of IEEE 802.11. The remission of the gagged,
jammed, and focused node situations brings the performance of IEEE 802.11 very
close to the performance of the idealized 802.11.


















Figure 8.4: The gagged node situation: (a) The NAV of Node 3 is set until the
end of the exchange between Nodes 1 and 2. (b) Node 4 sends a RTS to Node 3.
Node 3 does not reply with a CTS because of its NAV, however Node 5 sets its
NAV to protect a potential transmission between Nodes 4 and 3. (c) Node 4 is
now the only node that can attempt to transmit and does so by sending repeated
RTSs to Nodes 3 and 5. As a consequence at the end of the exchange between
Nodes 1 and 2, Nodes 3 and 5 have been gagged by the repeated RTSs of Node 4.
(d) In addition, the RTS from Node 2 to Node 3 silences Node 1. At this point no
transmission is possible in the network and the repeated RTSs of Nodes 2 and 4
can maintain Nodes 1, 3, and 5 in a gagged situation for a long time.
8.3.1 The Gagged Node Situation
Observation
Figure 8.5(a) shows that despite the high number of RTSs received correctly, the
number of DATA packets sent by IEEE 802.11 is low. Consequently, IEEE 802.11
is enable to reach a high level of spatial reuse. In addition, it is difficult to provide a
logical explanation for the levels of spatial reuse observed at cw = 31 and cw = 63
under symmetric exclusion domains. Why should the levels of spatial reuse be
lower at cw = 31 and cw = 63, than at cw = 15 and cw = 127 (Figure 8.2)?
Problem
A node is gagged (silenced) by repeated RTSs (intended to other nodes) that are not
followed by a data packet transmission. The gagged node situation arises when a
node sets its NAV to protect a DATA packet that is never sent. In this situation, the
virtual carrier sensing that is based on the NAV value does not reflect the real state
of the channel anymore. Figure 8.4 shows an example of a gagged node situation.
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(a) Current IEEE 802.11















(b) IEEE 802.11 without gagged nodes
Figure 8.5: Number of RTS packets received successfully and number of DATA
packets sent (symmetric exclusion domains, CSRange = RXRange = 250m).
The gagged node situation is especially likely when the number of RTSs received
correctly is high, as nodes need to decode successfully the RTS messages to up-
date their NAV value. Figure 8.5(a) shows that in our simulations with symmetric
exclusion domains the number of RTS packets received correctly is the highest at
cw = 31 and cw = 63. This explains why the performances of the protocol are
especially bad for these contention window values.
Remedy
The IEEE 802.11 standard [iee99] (p.79) mentions that ’A station that used infor-
mation from an RTS frame as the most recent basis to update its NAV setting is
permitted to reset its NAV if no PHY-RXSTART.indication is detected from the PHY
during a period’ slightly larger than the time needed to send a CTS. However, this
recommendation is currently not implemented. One possible remedy is thus to im-
plement the NAV reset as proposed by the IEEE 802.11 standard; another, simpler
remedy requiring less modification in the code is to modify the NAV on RTS to
cover only the CTS exchange. We refer to the first solution as the reset NAV solu-
tion and to the second as the reduced NAV solution. We implemented both solutions
[ns+] and found that in terms of performance they are similar. Figures 8.6 and 8.7
show the performance of IEEE 802.11 using the reduced NAV on RTS solution for
a CSRange of 250m and 550m respectively. Compared to the current implementa-
tion of IEEE 802.11, the number of RTSs received correctly drops but, due to the
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Figure 8.6: Spatial reuse of IEEE 802.11 for symmetric exclusion domains
(CSRange = RXRange = 250m). Legend. The theoretical values (idealized
802.11 protocol) are represented by the thin dark gray bars. The values for the
current (ns-2) IEEE 802.11 protocol are in black (thick bars). We first solve the
gagged node situation (dark gray) by using a reduced NAV on RTS. We then solve
the jammed node situation (gray) by using an additional control channel, and the
focused node situation (light gray) by using a backoff per link. Finally, as a proof
of concept we reduce the size of the overhead (white).
absence of gagged nodes, a successful RTS is now more likely to be followed by a
successful CTS and a DATA packet (see Figure 8.5(b)). As a result, the abnormal
behavior of the actual IEEE 802.11 protocol disappears completely. The spatial
reuse achieved by the modified IEEE 802.11 protocol varies more smoothly and
is higher than the spatial reuse of the actual IEEE 802.11 protocol with RTS-CTS.
The increase in the level of spatial reuse is especially impressive at a CSRange of
550m.
The third columns of Tables 8.1 and 8.2 report the fairness index of the protocol
with reduced NAV on RTS. At a CSRange of 250m, its fairness increases smoothly
from FI = 0.73 at cw = 3 (and cw variable) to FI = 0.94 at cw = 1023. It is
slightly lower than the fairness of the current IEEE 802.11 protocol especially in
the variable contention window (where the FI drops by ' 0.1). At a CSRange of
550m, we observe a similar behavior except at cw = 7 where the FI of the protocol
without gagged node is higher than the FI of the current protocol. This is not really
surprising as the value of IEEE 802.11 fairness index at cw = 7 was somewhat
illogical (see Figure 8.3).
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cw IEEE gagged jammed focused overhead idealized
802.11 solved solved solved reduced 802.11
31-1023 0.83 0.73 ↓ 0.81 ↑ 0.45 ↓ 0.62 0.81
3 0.80 0.73 ↓ 0.75 ' 0.83 ↑ 0.69 0.59
7 0.91 0.77 ↓ 0.78 ' 0.82 ' 0.73 0.69
15 0.93 0.82 ↓ 0.81 ' 0.82 ' 0.76 0.76
31 0.91 0.85 ↓ 0.85 ' 0.82 ' 0.81 0.81
63 0.88 0.87 ' 0.88 ' 0.84 ' 0.85 0.85
127 0.92 0.89 ' 0.90 ' 0.87 ' 0.89 0.89
255 0.94 0.91 ' 0.91 ' 0.91 ' 0.92 0.92
511 0.95 0.92 ' 0.93 ' 0.94 ' 0.94 0.94
1023 0.95 0.94 ' 0.94 ' 0.96 ' 0.96 0.96
Table 8.1: Fairness index of IEEE 802.11 for symmetric exclusion domains,
CSRange = RXRange = 250m. We use the symbol ' if the variation in the value
of the fairness index between two consecutive columns is < 0.05.
cw IEEE gagged focused overhead idealized
802.11 solved solved reduced 802.11
31-1023 0.86 0.70 ↓ 0.84 ↑ 0.87 0.93
3 0.70 0.67 ' 0.80 ↑ 0.88 0.93
7 0.62 0.71 ↑ 0.84 ↑ 0.92 0.93
15 0.79 0.77 ' 0.87 ↑ 0.93 0.93
31 0.87 0.81 ↓ 0.89 ↑ 0.94 0.93
63 0.91 0.84 ↓ 0.91 ↑ 0.95 0.93
127 0.92 0.86 ↓ 0.92 ↑ 0.95 0.93
255 0.93 0.88 ↓ 0.94 ↑ 0.95 0.94
511 0.93 0.89 ' 0.95 ↑ 0.96 0.95
1023 0.94 0.92 ' 0.96 ' 0.96 0.96
Table 8.2: Fairness index of IEEE 802.11 for asymmetric exclusion domains,
CSRange = 2.2· RXRange = 550m. We use the symbol ' if the variation in
the value of the fairness index between two consecutive columns is < 0.05.
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Figure 8.7: Spatial reuse of IEEE 802.11 for asymmetric exclusion domains
(CSRange = 2.2· RXRange = 550m). The format is the same as in Figure 8.6.
8.3.2 The Jammed Node Situation
Observation
At a CSRange of 250m, the number of concurrent transmissions is high, but the
benefit is reduced due to collisions on DATA packets. Figure 8.9 shows that, at low
contention window values, less than 50% of the DATA packets sent are received
correctly. Hence, if we could limit the collisions on data packets, IEEE 802.11
would achieve a significantly higher spatial reuse.
Problem
A node is jammed by a data packet (initiated and terminated at two other nodes).
As a consequence, it cannot extract information from control messages sent con-
currently and cannot update its network allocation vector (NAV). This loss of in-
formation or state gives it a wrong view of the network. In particular, such a node
cannot rely on its virtual carrier sensing mechanism to determine if the medium
is busy, and it is likely to create a collision the next time it transmits. Figure 8.8
shows a typical instance of the jammed node situation. The jammed node situation
occurs every time a node cannot decode the content of a CTS that is followed by
a DATA packet. A node can be jammed by a data packet or by a control message.
However, given that control messages are much shorter than data packets, the first
occurrence is more common. Currently, the jammed node situation is responsible
for most of the collisions on DATA packets.

















Figure 8.8: The jammed node situation: (a) Node 3 is jammed by the DATA packet
sent from Node 2 to Node 1. As a result, it cannot decode the CTS packet sent
from Node 4 to Node 5 and cannot update its NAV based on the latest information
contained in this CTS. (b) At the end of the exchange between Nodes 1 and 2,
Node 3 is not aware of any ongoing transmission, it sends a RTS that collides with
the DATA packet sent from Node 5 to Node 4.
Remedy
It is difficult to suppress collisions between control messages as they are part of
the contention resolution mechanism. Moreover, a node is more often jammed by
DATA packets as they are typically much longer than control messages. A solu-
tion to the jammed node problem is thus to create a separate channel for control
messages. In fact, IEEE 802.11 has 3 (IEEE 802.11b) to 12 (IEEE 802.11a) non-
overlapping channels. Typically only one of these channels is used in a multi-hop
ad hoc network. It is thus possible to add a control channel, basically ’for free’.
Several works already report that the addition of a control channel increases the
throughput of IEEE 802.11 (see for example the recent works of [SV04, RC05]).
However, these works do not identify the jammed node situation. Again, we se-
lected the implementation that requires the minimum change in the functioning of
IEEE 802.11. Each node has only one transceiver and switches to the data channel
only to transmit or receive DATA and ACK packets. The protocol is otherwise un-
changed. In Figure 8.8, after the RTS-CTS handshake between Node 1 and Node 2,
only these two nodes switch to the DATA channel. Consequently, Node 3, which is
listening to the control channel, would be able to decode the CTS sent by Node 4,
update its NAV, and the collision at Node 4 would be avoided. Figure 8.6 reports
the average spatial reuse σ of IEEE 802.11 with a data and a control channel. At
a CSRange of 250m, the spatial reuse of IEEE 802.11 greatly benefits from the
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Figure 8.9: Fraction of DATA packets received correctly as a function of the cw.
This results are for IEEE 802.11 with a CSRange of 250m and a reduced NAV (i.e.,
the gagged node problem has been solved)
addition of a control channel. Its fairness index is stable, except in the variable
contention window case where it increases back to FI = 0.81. At a CSRange of
550m it is not necessary to add a control channel to overcome the jammed node
situation as nodes can use their physical carrier sensing to recover the state of the
channel.
8.3.3 The Focused Node Situation
Observation
The identification and the resolution of the gagged and jammed node situations are
essential steps to obtain a more reliable, efficient IEEE 802.11. Nevertheless, the
modified IEEE 802.11 protocol is still unable to achieve the highest levels of spatial
reuse. At a CSRange of 250m, it is somewhat surprising that despite a relatively
poor fairness (FI = 0.81 for σ = 0.23), IEEE 802.11 using a variable contention
window is unable to achieve a higher spatial reuse than its fixed contention window
counterpart (at cw = 127, FI = 0.90 for σ = 0.24). Similarly, at a CSRange of
550m the gain in spatial reuse achieved by using a variable contention window is
negligible compared to the incurred loss in fairness.
Problem
In the current implementation of IEEE 802.11, each node has a backoff counter and
a contention window value. The contention window is doubled each time the node
needs to retransmit a packet and reset to its minimum value on a successful packet
transmission. However, a node has typically several neighbors and can send traffic
on each of the corresponding links. Consider a node with two links, one with a high
level of collisions and one with a low level of collisions. Assume the node attempts
to transmit on the link with the high level of collisions. After each packet collision,
the node doubles its contention window, waits for its backoff counter to reach zero
and retransmits. Consequently, the node attempts less and less frequently to access
the channel even though it might be able to send successfully on its other outgoing
link. The node implicitly assumes that all its outgoing links experience the same
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contention as the link where it is currently trying to transmit. In other words, a
backoff counter per node maintains the node focused on a single neighbor and it
cannot take advantage of the link diversity.
Remedy
We propose to use a backoff counter per link instead of per node. Each link has its
own contention window. The rules that regulate the decrease of the backoff counter
are otherwise unchanged. A backoff counter per link introduces contention among
the different links of the same node. In the previous situation, the retransmissions
on the link with a high level of collisions would alternate with successful transmis-
sions on the good quality link. Figures 8.6 and 8.7 show the performance of IEEE
802.11 with a per link backoff counter. At a CSRange of 550m, a per link backoff
does not change much the spatial reuse of the protocol (except for a slight increase
at large cw values), however it improves its fairness. At a CSRange of 250m, we
observe a slight increase of its spatial reuse for all fixed cw (its fairness remains
essentially unchanged). Yet, a per link backoff is most powerful in the variable
contention window case. The modified IEEE 802.11 protocol is now less than 5%
away from the spatial reuse of the idealized protocol. However, the fairness index
of IEEE 802.11 drops to 0.45 (a value much below the theoretical 0.81). This sur-
prisingly low fairness is due to IEEE 802.11 Binary Exponential Backoff (BEB),
which doubles the contention window after a collision. Nevertheless, solving the
focused node situation allows the modified IEEE 802.11 protocol to use the ad-
ditional degree of freedom granted by a variable contention window to trade-off
fairness for spatial reuse.
8.4 Closing the Gap
The gagged, jammed, and focused node situations demonstrate how important it is
to maintain an accurate network state at each node and show how a wrong percep-
tion of the channel state can affect the performance of IEEE 802.11. In the variable
contention window case, the suppression of these three situations brings the spatial
reuse of IEEE 802.11 within 5% (CSRange = 250m) to 15% (CSRange = 550m)
of the spatial reuse of the idealized protocol. As a proof of concept, we now re-
duce the size of the overhead messages (RTS, CTS, and ACK) and check that the
performance of the protocol converges to the theoretical values.
Figures 8.6 and 8.7 show the performance of the modified IEEE 802.11 proto-
col when the overhead has been significantly reduced; we divided the time needed
to send the control packets by 32.
At a CSRange of 250m, we observe that the spatial reuse of the protocol con-
verges to the theoretical limit at all cw values. The small gap that remains at low
cw values is due to the remaining overhead and to the discrete nature of the backoff
distribution, which makes it impossible to completely avoid collisions. Table 8.1
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shows that the fairness of the protocol also converges to the theoretical values.
The few unavoidable collisions at low fixed cw slightly improve the fairness of the
protocol compared to the theoretical prediction but it decreases its fairness in the
variable contention window case. It is legitimate to ask if a sole reduction of the
overhead in the current protocol would not bring equally good performances. This
is however not the case, if we apply the same reduction of overhead to the current
protocol with variable contention window cw = 31 − 1023, we obtain a spatial
reuse 40% lower than with our modified protocol. At cw = 31, where the gagged
node situation is a serious problem, reducing the overhead in the current protocol
has a devastating effect as the spatial reuse drops essentially to zero. In general,
it is easy to see that the gagged, jammed, and focused node situation appear inde-
pendently of the time needed to send the RTS-CTS packets, it is thus imperative to
solve these situations if IEEE 802.11 is to benefit from a reduction of its overhead.
Similarly, at a CSRange of 550m, the modified IEEE 802.11 protocol performs
very close to the idealized protocol at all fixed cw. However, notice that in the
variable contention window case, the spatial reuse of IEEE 802.11 is slightly below
the spatial reuse of the idealized protocol. This is due to the situation depicted in
Figure 7.2. When Node 0 sends a RTS to Node 1, Node 1 cannot reply with a
CTS because we are in the limited capture case. This triggers a doubling of the
contention window at Node 0 which is the cause of the reduced spatial reuse. This
behavior can be avoided by using a fixed contention window.
8.5 Related Work
There is a vast body of research related to IEEE 802.11. We concentrate in the
sequel on those results that are most closely related to our own work. To simplify
the exposition we group them into several categories.
The first category identifies situations where its contention resolution mecha-
nism is vulnerable or unfair. The hidden node situation [TK75] is probably the
most (in)famous and the most studied of these situations. A node is hidden (from
a sender) if it cannot detect its transmission but can interfere with the reception
at the intended receiver. The hidden node situation is partially, but not completely,
addressed by the use of the RTS-CTS handshake before the DATA packet transmis-
sion [XGB02]. The exposed node situation is often mentioned as the counterpart
of the hidden node situation. A node is ’exposed’ if it can transmit a packet without
interfering with the current transmissions but is forbidden to do so by the protocol.
In Figure 7.1, Nodes 1 and 2 are ’exposed’ to Node 3 transmission, as they could
transmit a packet without interfering with the reception at Node 4. However, if
Node 2 transmits, it might interfere with the reception of an ACK at Node 3. The
only ’real’ exposed node in the case of a bi-directional exchange between Nodes 3
and 4 is thus Node 1. The exposed node problem can be reduced by choosing a
smaller carrier sensing range. The jammed and the gagged node situations were
only recently studied in the work of Ray et al. [RCS03, RCS05] and deserve more
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attention. In this chapter, we proposed an alternative view of these two situations,
which complements and extends his work. In particular, we used a ns-2 imple-
mentation of IEEE 802.11 (instead of a Matlab implementation) which allows us
to (i) give more complete simulation results, (ii) investigate the effect of additional
parameters such as the carrier sensing range and the contention window, and (iii)
implement remedies to the jammed and gagged node situations.
The second category modifies IEEE 802.11 to improve its throughput or its
fairness. Multi-Channel proposals [ND00, JDN01, SV04, RC05] fall in this cate-
gory. They differ in the number of transceivers needed and the number of chan-
nels supported, but they almost all target an increase in IEEE 802.11 throughput.
These proposals are in general much more complex (but also maybe more efficient)
than the one presented in this chapter, whose only purpose was to solve a specific
problem, namely the jammed node situation and as a result reduce the number of
collisions on data packets. In addition, several papers study the fairness of IEEE
802.11. We mention a few that relate directly to the focused node situation. In-
deed, the use of a backoff counter per link has first been proposed in the context
of the MACAW protocol to provide per link fairness in wireless LAN (single-hop
networks). More recently, [SHS04] proposed a per (multi-hop) flow scaling of
the contention window to achieve a better flow fairness. The disadvantage of this
proposal is that it requires the destination of the multi-hop flow to propagate appro-
priate state information to all intermediate nodes. Finally, the IEEE 802.11e draft
standard relies on a backoff counter per traffic class to provide quality of service
in the IEEE 802.11 framework. In this chapter, we show that a per-link backoff
solves a specific problem, namely the focused node situation and results in a gain
in the spatial reuse of the protocol. However, it is not clear that a per-link backoff
solves the fairness problem of IEEE 802.11 in the multi-hop setting.
The last category investigates the effect of different parameters of IEEE 802.11
on its performance. Several works [YYS03, YS04, DLV04] study the effect of
the carrier sensing range on its spatial reuse and argue that a suboptimal choice of
the CSRange impacts the spatial reuse of the protocol. The papers by Calı` et al.
[CCG00b, CCG00a] also analyzes the effect of the contention window size, and
again conclude that if the contention window size is not appropriately chosen the
performance of IEEE 802.11 can be severely affected.
8.6 Conclusion
This chapter proposed a global view of IEEE 802.11. We used a systematic ap-
proach where we start from the actual implementation of the protocol, highlight an
unwanted behavior of the protocol, describe its origin, and propose a solution. The
remedies proposed in this chapter are not unique, but they are essential to showing
that the resulting protocol can achieve the maximal level of spatial reuse.
The resolution of the gagged, jammed, and focused node situations increases
significantly the spatial reuse of IEEE 802.11. To further increase its spatial reuse
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and reach the limit imposed by its physical layer, one has to reduce the overhead
to some negligible quantity.
All the results presented in this chapter were obtained by simulation. Although
the ns-2 implementation of the IEEE 802.11 MAC protocol is very accurate. its
physical layer model (wireless channel, interference model, etc.) is quite simplis-
tic. The ultimate goal of this work is thus to be able to reproduce the experiments
presented in this chapter on a testbed and to infer the impact of the gagged, jammed,
and focused node situations on a real network.
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Chapter 9
Closing Remarks
Let us now step back and discuss the strengths and weaknesses of the results pre-
sented in this thesis. Also, we will present what we consider to be the most interest-
ing possible extensions. We conclude with a summary of our main contributions.
9.1 Discussion of the Results
In this work we have modeled the MAC layer of 802.11. Indeed, the states of
the Markov chain correspond to the transmission patterns allowed by the MAC
protocol. Nevertheless, the MAC layer relies on feedback from the physical layer
(which is provided through well-defined service primitives) to decide whether a
transmission should take place or not. In particular, physical carrier sensing is
done at the physical layer and its implementation might vary from one wireless
card to another. In our work, we have assumed a rather simplistic physical layer,
the same as the one in the ns-2 simulator, and we have derived the performance
achievable by 802.11 under this specific physical layer. A different physical layer
is likely to change the set of possible transmission patterns and thus the structure
of the Markov chain.
In the ns-2 physical layer, a node senses the channel as busy if there is a trans-
mitting node in its carrier sensing range. In other words, its perception of the
channel depends only on the activity of nodes in a restricted neighborhood around
itself. In practice, this assumption is not necessarily fulfilled1. But it significantly
simplifies our analysis. It remains to be seen to what extent this assumption is
necessary to arrive at an analytically tractable model.
In addition, despite the use of physical and virtual carrier sensing mechanisms,
the MAC protocol is often not ideal, i.e., it does not guarantee collision-free trans-
1According to the IEEE 802.11 standard, physical carrier sensing can be implemented via an
energy detection threshold, via the reception of a valid (Physical Layer Convergence Procedure)
header, or both. In the first case, all network nodes can contribute to the cumulative level of energy
observed (although nodes very far away contribute little), however, in the second case, only nodes
close enough can trigger a valid reception.
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Figure 9.1: Under the ns-2 model (with the default parameters, RXRange = 250m,
CSRange = 550m), all nodes in the black circle create a collision with the ongoing
transmission if they start transmitting. Two of these nodes are allowed to do so by
the protocol. The zone inside the black circle but outside the exclusion domain of
the link (gray circles) can thus be seen as a vulnerability zone.
mission patterns. Note that whether or not there is a collision in a given transmis-
sion pattern also depends on the physical layer used by the nodes.
Consider the line topology studied in the two previous chapters. In this topol-
ogy, and according to the ns-2 physical layer, the set of transmission patterns al-
lowed by the protocol consists of all collision-free transmission patterns. This
remains true for any other topology with symmetric exclusion domains. In con-
trast, in the grid topology with asymmetric exclusion domains, it is not the case.
Figure 9.1 shows that in this topology the protocol allows an interferer to start
transmitting even if this new transmission compromises an existing transmission.
Fortunately, in the grid topology (or in other carefully designed topologies) one can
often solve this problem by adjusting the physical layer parameters of the protocol.
In irregular, random topologies, however, this problem is more difficult to solve.
When the protocol cannot successfully avoid all collisions, our model still pre-
dicts (provided that the contention window remains fixed) whether a link accesses
the channel or not, but it does not predict whether the transmission on the link will
be successful or not.
9.2 Possible Extensions
Following the previous discussion, it would be interesting to extend our model to
consider other (more realistic) physical layers. In addition, in topologies where the
protocol cannot always guarantee collision-free transmission patterns, one could
try to make the distinction between collisions and successful transmissions.
Nevertheless, before extending our model in any way, we strongly believe that
an experimental validation of our results is necessary. In particular, it would be
interesting to compare the predictions of ns-2 in Chapter 8 with the performance
of IEEE 802.11 obtained on a real testbed. This is ongoing work.
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We have seen in our study that the value of the access intensity of the protocol
determines the trade-off between its spatial-reuse and its fairness. It would be nice
to combine these two quantities into a single metric that could be optimized to
define an operating point for the protocol.
Another possible extension is to study how the properties of 802.11 affect
higher layers. As a first step, one could for example consider an end-to-end flow
traversing the line topology and investigate how the organization properties of
802.11 affect the propagation of the packets through the network. The work of
[Dou07] goes in that direction.
Finally, on the mathematical side, it would be pleasing to find a simpler proof of
the phase transition phenomenon described in Chapter 5. We are currently looking
more closely at some of the percolation results presented in [vdBM94, GHM98] to
see if they can be extended to fit our setting.
9.3 Conclusion
Throughout this thesis we have used a class of Markov chains to study the per-
formance and properties of an idealized version of IEEE 802.11. In particular, we
have shown how to relate the properties of the Markov chain to the properties of the
protocol. Most of our analysis considers cases where the protocol can be modeled
by a reversible Markov chain with a stationary distribution that has a product form.
Networks where nodes have similar sensing and receiving ranges, or where nodes
have full capture capabilities fall in this framework.
In this thesis we have considered two asymptotic regimes that reflect well the
main characteristics of 802.11.
In the first regime, we let the access intensity ρ of the protocol go to infinity,
but we keep the size of the network L finite. In this regime, the spatial reuse of the
protocol is maximal. The 802.11 protocol optimally organizes the transmissions in
the network. However, all links that do not belong to the transmission patterns of
maximal spatial reuse are starved.
In the second regime, we let the size of the network L go to infinity, but we
keep the access intensity ρ of the protocol finite. In this regime, we have ob-
tained closed-form formulæ for the spatial reuse of the protocol on a regular one-
dimensional topology. We also have shown that in this topology the protocol is
long-term fair for all finite values of the access intensity. We then characterized
its short-term fairness using different metrics. In contrast, we demonstrated that in
regular two-dimensional topologies, the long-term fairness of the protocol exhibits
a phase transition. The protocol is long-term fair for values of the access intensity
below a threshold but severely unfair for values of the access intensity above it.
Just below the threshold the protocol is still long-term fair, however, its short-term
fairness is extremely poor. The 802.11 fairness properties thus highly depend on
the underlying network topology.
In practice, the size of the network topology and the access intensity of the
88 CHAPTER 9. CLOSING REMARKS
protocol are both finite, and the trade-off between the spatial-reuse and the fairness
of the protocol depends on their relative values. For a given topology size, the
level of of organization achieved by the protocol increases with its access intensity.
In general, the higher the level of organization, the higher the spatial reuse of the
protocol, but the lower its fairness.
The applications running on a network typically impose their requirements on
the MAC layer. Moreover, the network topology is often difficult to change. Our
study shows that in such cases, one can tune the performance of 802.11 to meet the
need of the applications using its access intensity. This can be done through the
size of the DATA packets or by modifying the average backoff duration.
In this thesis, we have also considered cases where the Markov chain modeling
the dynamics of the idealized 802.11 protocol is irreversible. For example, we
have studied networks where the nodes have limited capture capabilities. In such
networks, the trade-off between the spatial-reuse and the fairness of the protocol is
less interesting, but starvation can always be avoided.
Finally, we have validated our results using the ns-2 simulator. During this
validation process we have identified three situations that occur under normal op-
erations of IEEE 802.11 and that prevent the protocol from operating at the limit
set by its physical layer. For each situation we have proposed a remedy and we




The following lemma is used in the proofs of Theorems 4.1 and 7.1.
Lemma A.1 Let {X(k), k ≥ 1}, be an infinite sequence of discrete random vari-
ables defined by their distribution:
pk(i)
.







0 ≤ i ≤ k
0 otherwise
where m and n are fixed finite integer parameters with m ≥ 2 and n ≥ 0, r is a
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where y1 is the positive real root of 1− y − rym.
Theorems 4.1 and 7.1 are two particular cases of this lemma, where the random
variables X(k) are the levels of the Markov chain (with k = b(L+ l− 1)/lc), and
whose invariant distribution pii coincides with the distribution pk(i) in the lemma,
for particular values of m, r, and n that differ for both theorems. As a result, the
asymptotic average spatial reuse for large L (and thus k) is given by (A.1), for the
appropriate values of m, r, and n.
A.1 Outline of the Proof of Lemma A.1
The proof can be subdivided in three main steps:
1. We first show that there is an integer 0 < i∗k < k such that pk(i∗k) is maximal.
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We first show that the function pk(i) is maximum for some 0 < i∗k < k, by using
functions of the ratios of these quantities. We define the functions αk(i) for 1 ≤
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where the notation (x)m stands for (x)m =
∏m−1
j=0 (x − j). Therefore, the ratio
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· km−mi+ n−m+ 1
km−mi+ n+ 1 ·
m−2∏
j=0
(km−mi+ n− j)(km− (m− 1)(i− 1) + n− j)
(km−m(i− 1) + n− j)(km− (m− 1)i+ n− j) .
A close observation of each fraction allows to see that for m > 1 each fraction is
strictly smaller than one. Thus, αk is a strictly decreasing function that ranges from
αk(1) = r((k−1)m+n+1) > 1 to αk(k) = r(m+n)m/(k(k+m−1+n)m−1) <
1. This implies that there is a value 0 < i∗k < k such that αk(i∗k + 1) ≤ 1 and
αk(i
∗
k) > 1. Consequently, pk(i∗k) is maximal, and αk(i∗k + 2) < 1.
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A.2.2 Step 2
We now move on to the computation of the expected value of X(k). We will
see that the expected value is close to i∗k for large k; hence we directly compute
E(X(k)− i∗k) instead of E(X(k)). We also introduce the values ıˆk := i∗k + f(k)
and ıˇk := i∗k−f(k), where f(k) is an integer function such that limk→∞ f(k)/
√
k
















We show that each of these three terms is of order o(k). For the first one, using the
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k − 1− j))−1
≤ (k(k + 1)/2) pk(i∗k − 1)(αk(i∗k − 1))−f(k)+2
≤ (k(k + 1)/2)(αk(i∗k − 1))−f(k)+2,
where that last line follows from pk(i∗k−1) ≤ 1. As α(i∗k−1) > 1, this expression
tends to 0 when k tends to infinity, which shows that the first term in (A.3) is o(k).
The third term can be bounded in a similar manner, whereas the computation for
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≤ (2f(k) + 1)f(k)
= o(k).







which implies in turn that limk→∞ E(X(k)) /k exists if and only if limk→∞ i∗k/k
exists.
A.2.3 Step 3
The last step of the proof thus consists in computing the latter limit. We first extend
the support of the function αk(i) from N to R+, by observing in (A.2) that αk(i)
is well defined for non-integer values of i. The function αk(x) over x ∈ R+, is a
continuous, strictly decreasing function, and we can therefore find the value x ∈ R
such that αk(x) = 1. Clearly, |x− i∗k| < 1, so that limk→∞ x/k = limk→∞ i∗k/k.
We need therefore to compute the root x ∈ R+ of the equation αk(x) = 1, which
can be expanded from (A.2) as
r
∏m−1
j=0 (km−m(x− 1) + n− j)
x
∏m−2
j=0 (km− (m− 1)(x− 1) + n− j)
= 1.




































































which we can recast as
1− y − rym = 0. (A.6)
By Decartes’ rule of signs, the difference between the number of positive real roots
of a real polynomial and the number of changes of signs of the sequence of its
coefficients is always an even, non positive number. The polynomial 1− y − rym
has one change of sign, and therefore only one positive real root (as we could
expect since α(x) is continuous and strictly decreasing for x ∈ R+), which we
denote by y1.









where y1 is the real solution of (A.6). 
94 NOTATIONS
Notations
The notations used throughout this thesis are summarized in this table. The nota-
tions that are not summarized in this table have only a local meaning.
Expression Definition Page
RXRange The receiving range 5
CSRange The carrier sensing range 5
L The number of edges (undirected links) in the network
topology
6
RTS Request to send packet 6
CTS Clear to send packet 7
ACK Acknowledgement packet 7
NAV Network allocation vector. The value of the NAV is
used to provide virtual carrier sensing.
7
cw The contention window used by the backoff mech-
anism. The backoff value is selected uniformly in
{0, 1, . . . , cw}.
7
CWmin The minimum value of cw 7
CWmax The maximum value of cw 7
xj The state of link j. xj ∈ {0, 1} 9
Ej The exclusion domain of link j 9
V The set of transmission patterns feasible under 802.11 11
n(x) The number of active links in transmission pattern x 11
N(i) The number of transmission patterns with i active
links
11
λ One over the average backoff time 12
µ One over the average exchange time 12
ρ The access intensity λ/µ (i.e, the ratio of the average
exchange and backoff time)
12
pi(x) The stationary probability of transmission pattern x 12
pii The stationary probability to be in a transmission pat-
tern with i active links
13
l 1 plus the minimum distance separating two active





σ The average spatial reuse 19
FI The Jain’s fairness index 27
N(i, j) The number of transmission patterns with i active
links where link j is active
27
p(j) The stationary probability that link j is active 27
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