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Loewy Filtration and Quantum de Rham Cohomology
over Quantum Divided Power Algebra
Haixia Gu and Naihong Hu⋆
Abstract. The paper explores the indecomposable submodule structures of
quantum divided power algebra Aq(n) defined in [22] and its truncated objects
Aq(n,m). An “intertwinedly-lifting” method is established to prove the inde-
composability of a module when its socle is non-simple. The Loewy filtrations
are described for all homogeneous subspaces A
(s)
q (n) or A
(s)
q (n,m), the Loewy
layers and dimensions are determined. The rigidity of these indecomposable
modules is proved. An interesting combinatorial identity is derived from our
realization model for a class of indecomposable uq(sln)-modules. Meanwhile,
the quantum Grassmann algebra Ωq(n) over Aq(n) is constructed, together
with the quantum de Rham complex (Ωq(n), d•) via defining the appropriate
q-differentials, and its subcomplex (Ωq(n,m), d•). For the latter, the corre-
sponding quantum de Rham cohomology modules are decomposed into the
direct sum of some sign-trivial uq(sln)-modules.
1. Introduction
1.1. For the generic parameter q ∈ C∗, it is well-known that the finite dimensional
representation theory of quantum groups Uq(g) is essentially the same as that of the
complex semisimple Lie algebras g (see the independent work in 1988 by Lusztig
[28] and Rosso [36]). The representation theory of quantum groups Uq(g) at roots
of unity was established in the early 90s by many authors (see Anderson-Polo-Wen
[2], DeConcini-Kac-Procesi [13], [14], [15], [16], Lusztig [29], [30], [31], Andersen-
Janzten-Soergel [1], etc.). In recent years, another exciting progress has been made
towards geometric representation theory (eg. [4], [5], [8], [12], [10], [17], [20], etc.).
The picture looks much close to the modular case (see [1], [13], [16], [29], [30],
[31], [8], [6], [33] and references therein). Even for the restricted quantum group
uq(sl2), there has been drawing more attention to the category of finite-dimensional
modules since the early 90s up to now, for instance, the work of DeConcini-Kac
[13], Chari-Premet [11], Suter [38], Xiao [39], and recently, Kondo-Saito [27], etc.
Their main problems focus on determining all simple modules of uq(sl2); classifying
and constructing the restricted indecomposable modules of uq(sl2); decomposing
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uq(sl2) as principal indecomposable modules (PIMs) and decomposing the tensor
product of a PIM and a module as a direct sum of PIMs; determining all finite
dimensional indecomposable representations of uq(sl2); exploring the tensor product
decomposition rules for all indecomposable modules of uq(sl2) with q being 2p-th
root of unity (p ≥ 2), respectively, etc.
1.2. In the representation theory of quantum groups at roots of unity, it is often
assumed that the parameter q is a primitive ℓ-th root of unity with ℓ an odd
prime. Recently, there has been increasing interest in the cases where ℓ is an even
integer. For example, in the study of knot invariants ([34]), or in logarithmic
conformal field theories where Feigin et al. ([18, 21]) make a new correspondence
between logarithmic conformal field theories based on the so-called triplet VOA
W (p) and representation theory of the restricted quantum enveloping algebras.
More precisely, they gave the following
Conjecture 1.1. ([21]) Let p ≥ 2, uq(sl2) be the restricted quantum enveloping
algebra at 2p-th roots of unity. As a braided quasitensor category, W (p)-mod
is equivalent to uq(sl2)-mod. Here uq(sl2)-mod denotes the category of finite-
dimensional uq(sl2)-modules.
They also proved the conjecture for p = 2. After the above conjecture, Tsuchiya
and Nagatomo proved
Theorem 1.2. ([35]) As abelian categories, these are equivalent for any p ≥ 2.
These work motivated the investigations of the “quantum group-side” of the
FGST’s correspondence, in particular, as tensor categories, see Kondo-Saito ([27])
and Semikhatov ([37]). Note that uq(sl2)-mod has a structure of a rigid tensor cat-
egory, but it is not a braided tensor category if p ≥ 3 (since uq(sl2) has no universal
R-matrices for p ≥ 3). Kondo-Saito’s main result is to determine indecomposable
decomposition of all tensor products of indecomposable uq(sl2)-modules in explicit
formulas. These also suggest that Conjecture 1.1 needs to be modified; although
W (p)-mod and uq(sl2)-mod are equivalent as abelian categories by Theorem 1.2,
their natural tensor structures do not agree with each other.
On the other hand, Hu [22] first defined the quantum divided power algebras
Aq(n) and the restricted quantum divided power subalgebras Aq(n,1) as uq(sln)-
module algebras by defining the appropriate q-derivations, and thereby provided a
realization model for some simple modules with highest weights (ℓ−1−si)λi−1+siλi
(0 ≤ si < ℓ). Recently, Semikhatov [37] also exploited the divided-power quantum
plane Cq that is the rank 2 quantum divided power algebra Aq(2) and its uq(sl2)-
module algebra realization to derive an explicit description of the indecomposable
decompositions of (Cq)(np−1) and of the space of 1-forms (Ω
1
q)(np−1) for the Wess-
Zumino de Rham complex on Cq (at q a 2p-th root of 1).
Anyway, up to now, the study for the tensor category uq(sl2)-mod is sufficient
enough and perfect. A natural question is to ask what about the tensor category
uq(sln)-mod, for n > 2.
1.3. In contrast to the generic case, the category uq(sln)-mod of finite dimen-
sional uq(sln)-modules is non-semisimple. So in this case it is necessary to pay
more attention to studying indecomposable modules. While, category uq(sln)-mod
for n > 2 is more complicated than uq(sl2)-mod, as witnessed by a Theorem of
Feldvoss-Witherspoon ([19]) stating that small quantum groups of rank at least
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two are wild, which was a conjecture of Cibils ([12]), meanwhile, uq(sl2) is known
to be tame (see [38, 39]). In this paper, we will focus on the restricted quantum
groups uq(sln) for n > 2 and explore the indecomposable submodule structures for
Aq(n) and its truncated objects Aq(n,m) by the method of filtrations analysis,
among which Propositions 3.3—3.6 and Lemma 3.7 serve as the basic but essential
observations for the whole story. Furthermore, we define the quantum Grassmann
algebra Ωq(n) over Aq(n) and construct the quantum de Rham complex (Ωq(n), d
•)
via defining the appropriate q-differentials d• and its subcomplex (Ωq(n,m), d
•),
describe the corresponding quantum de Rham cohomology modules H•(Ωq) for
Ωq = Ωq(n) or Ωq(n,m), as well as compute the dimensions of H
•(Ωq).
1.4. The paper is organized as follows. Section 2 collects some notation and the
results on the quantum divided power algebra as uq(sln)-module algebra from [22].
In Section 3, an important notion, named “energy degree” is introduced, which
is crucial for the description of Loewy filtrations as well as Loewy layers of the
s-th homogeneous subspaces A
(s)
q (n,m) (see Theorem 3.10). We develop a new
“intertwinedly-lifting” method to prove the indecomposability of A
(s)
q (n,m) in the
case when its socle is non-simple (see the proof of Theorem 3.8 (5) (ii)), and its
rigidity (see Theorem 3.12) under the assumption that n ≥ 3 and char(q) = l ≥ 3.
Thereby, we see that all A
(s)
q (n)’s are indecomposable and rigid (see Corollary 3.13),
and the indecomposable decomposition of Aq(n) is Aq(n) =
⊕+∞
s=0 A
(s)
q (n). As a
by-product, since for different s, A
(s)
q (n)’s are not isomorphic to each other, uq(sln)
(n ≥ 3) is of infinite representation type (cf. [3]). Section 4 is devoted to defining
the q-differentials by using the q-derivations in [22], which are not the “differential
calculus” in the sense of Woronowicz ([40]), as well as constructing the quantum
de Rham complex Ωq(n) over Aq(n) (see Propositions 4.2 & 4.4), which is different
from the Wess-Zumino de Rham complex used in [32], [37] in the rank 1 case. For
the quantum de Rham subcomplex Ωq(n,m), we give an interesting description of
the corresponding quantum de Rham cohomologies (see Theorems 4.6 & 4.8).
2. Some notation and earlier results
2.1. Arithmetic properties of q-binomials. Let Z[v, v−1] be the Laurant polynomial
ring in variable v. For any integer n ≥ 0, define
[n]v =
vn − v−n
v − v−1
, [n]v! = [n]v[n− 1]v · · · [1]v.
Obviously, [n]v, [n]v! ∈ Z[v, v
−1].
For integers m, r ≥ 0, we have ([31]),[m
r
]
v
=
r∏
i=1
vm−i+1 − v−m+i−1
vi − v−i
∈ Z[v, v−1].
Thus,
(1) For 0 ≤ r ≤ m, [m
r
]v = [m]v!/([r]v![m− r]v !);
(2) For 0 ≤ m < r, [m
r
]v = 0;
(3) For m < 0, [m
r
]v = (−1)
r[−m+r−1
r
]v;
(4) Set [m
r
]v = 0, when r < 0.
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Assume k is an algebraically closed field of characteristic zero and q ∈ k∗. We
briefly set
[n] := [n]v=q, [n]! := [n]v=q!,
[n
r
]
:=
[m
r
]
v=q
,
when v is specialized to q, where q-binomials satisfy[n
r
]
= qr−n
[
n−1
r−1
]
+ qr
[
n−1
r
]
.
Define the characteristic of q as in [22], char(q) := min{ ℓ | [ ℓ ] = 0, ℓ ∈ Z≥0}.
char(q) = 0 if and only if q is generic. If char(q) = ℓ > 0 and q 6= ±1, then either
(1) q is the 2ℓ-th primitive root of unity; or
(2) ℓ is odd and q is the ℓ-th primitive root of unity.
Assume that the Z[v, v−1]-algebra R with φ : Z[v, v−1] −→ R and v = φ(v), is
an integral domain satisfying v2ℓ = 1 and v2t 6= 1 for all 0 < t < ℓ.
Lemma 2.1. ([31], chapter 34) (1) If t ≥ 1 is not divided by ℓ, and a ∈ Z is
divided by ℓ, then φ(
[
a
t
]
) = 0.
(2) If a1 ∈ Z and t1 ∈ N, then φ(
[
ℓa1
ℓt1
]
) = vℓ
2(a1+1)t1
(
a1
t1
)
.
(3) Let a ∈ Z and t ∈ N, write a = a0 + ℓa1 with a0, a1 ∈ Z such that
0 ≤ a0 ≤ ℓ − 1 and t = t0 + ℓt1 with t0, t1 ∈ N such that 0 ≤ t0 ≤ ℓ − 1,
then φ(
[
a
t
]
) = v(a0t1−a1t0)ℓ+(a1+1)t1ℓ
2
φ(
[
a0
t0
]
)
(
a1
t1
)
.
(4) φ(
[
a
t
]
) = v(a0t1−a1t0)ℓφ(
[
a0
t0
]
)φ(
[
ℓa1
ℓt1
]
).
(5) vℓ
2+ℓ = (−1)ℓ+1.
According to this proposition, it is easy to get the following.
Lemma 2.2. ([29], [31]; [22], 1.5) Assume that q ∈ k∗, char(q) = ℓ ≥ 3.
(1) Let m = m0 + m1ℓ, r = r0 + r1ℓ with 0 ≤ m0, r0 < ℓ, m1, r1 ≥ 0, and
m ≥ r. Then [m
r
] = [m0
r0
]
(
m1
r1
)
when ℓ is odd and q is the ℓ-th primitive root of
unity; [m
r
] = (−1)(m1+1)r1ℓ+m0r1−r0m1 [m0
r0
]
(
m1
r1
)
when q is the 2ℓ-th primitive root
of unity, where
(
m1
r1
)
is an ordinary binomial coefficient.
(2) Let m = m0 + m1ℓ, 0 ≤ m0 < ℓ,m1 ∈ Z, if ℓ is odd and q is an ℓ-th
primitive root of unity, then [m
ℓ
] = m1; if ℓ the 2ℓ-th primitive root of unity, then
[m
ℓ
] = (−1)(m1+1)ℓ+m0m1.
(3) If m = m0 + m1ℓ, m
′ = m′0 + m
′
1ℓ ∈ Z with 0 ≤ m0, m
′
0 < ℓ satisfy
qm = qm
′
, [m
ℓ
] = [m
′
ℓ
], then m = m′.
2.2. Quantum (restricted ) divided power algebras. Following [22], 2.1, for any
α = (α1, . . . , αn), β = (β1, . . . , βn) ∈ Z
n, define the map ∗ : Zn × Zn −→ Z as
α ∗ β =
∑n−1
j=1
∑
i>j αiβj and a bicharacter θ : Z
n ×Zn −→ k of the additive group
Zn as θ(α, β) = qα∗β−β∗α. Denote εi = (0, · · · , 1
i
, 0, · · · , 0).
The second author introduced in [22] a quantum divided power algebra Aq(n)
as follows. Define Aq(n) := span k{ x
(α) | α ∈ Zn+ }, with x
(0) = 1, x(εi) = xi and
x(α)x(β) = qα∗β
[
α+ β
α
]
x(α+β) = θ(α, β)x(β)x(α),
where [α+β
α
] :=
∏n
i=1[
αi+βi
αi
], [αi+βi
αi
] = [αi + βi]!/[αi]![βi]!, αi, βi ∈ Z+.
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When char(q) = ℓ ≥ 3, denote τ = (ℓ−1, . . . , ℓ−1) ∈ Zn+. Set
Aq(n,1) := span k
{
x(α) ∈ Aq(n)
∣∣∣ α ∈ Zn+, α ≤ τ },
where α ≤ τ ⇐⇒ αi ≤ τi for each i. Obviously, this is a subalgebra of Aq(n) with
dimension ℓn, which is called the quantum restricted divided power algebra.
Lemma 2.3. ([22], 2.4) Assume char(q) = ℓ (≥ 3), then the algebra Aq(n) is
generated by xi, x
(ℓ)
i (1 ≤ i ≤ n). When ℓ is odd and q is an ℓ-th primitive root of
1, x
(ℓ)
i (1 ≤ i ≤ n) are central in Aq(n), and Aq(n)
∼= Aq(n,1)
⊗
k k[x
(ℓ)
1 , . . . , x
(ℓ)
n ],
as algebras.
Define an automorphism of Aq(n) as σi(x
(β)) = qβix(β). Obviously, σiσj =
σjσi. In particular, σi = id for q = 1. Define a q-derivative of Aq(n) as
∂q
∂xi
(x(β)) =
q−εi∗βx(β−εi). Briefly, denote it by ∂i. Then one has ∂i∂j = θ(εi, εj)∂j∂i.
The Uq(sln)-module algebra structure of Aq(n) can be realized by virtue of the
generators σ±1i ,Θ(±εi), xi, ∂i in the quantum Weyl algebraWq(2n) defined by [22].
Proposition 2.4. ([22], 4.1) For any monomial x(β) ∈ Aq(n), set
ei. x
(β) = (xi∂i+1σi)(x
(β)) = [βi+1]x
(β+εi−εi+1),(2.1)
fi. x
(β) = (σ−1xi+1∂i)(x
(β)) = [βi+1+1]x
(β−εi+εi+1),(2.2)
Ki. x
(β) = (σiσ
−1
i+1)(x
(β)) = qβi−βi+1x(β),(2.3)
K−1i . x
(β) = (σ−1i σi+1)(x
(β)) = qβi+1−βix(β),(2.4)
where ei, fi, Ki, K
−1
i (1 ≤ i ≤ n−1)
1 are the generators of Uq(sln).
This equips Aq(n) with a U -module algebra, where U = Uq(sln), or uq(sln)
:= Uq(sln)/(e
ℓ
i , f
ℓ
i , K
2ℓ
i − 1, ∀ i < n) at roots of 1.
Denote by |α | :=
∑
αi the degree of x
(α) ∈ Aq(n). Set Aq := Aq(n) or
Aq(n,1), let A
(s)
q := span k
{
x(α) ∈ Aq
∣∣ |α | = s} be the subspace of Aq spanned
by homogeneous elements of degree s.
Theorem 2.5. ([22], 4.2) A
(s)
q is a U -submodule of Aq.
(1) If char(q) = 0, A
(s)
q (n) ∼= V (sλ1) is a simple module generated by highest
weight vector x(s), where s = (s, 0, · · · , 0) = sε1 = sλ1, λ1 is the first fundamental
weight of sln.
(2) If char(q) = ℓ ≥ 3, A
(s)
q (n,1) ∼= V
(
(l−1−si)λi−1+siλi
)
is a simple module
generated by highest weight vector x(s), where s = (i−1)(ℓ−1) + si, 0 ≤ si < ℓ
for 1 ≤ i ≤ n, and s = (ℓ−1, . . . , ℓ−1, si, 0, . . . , 0) = (l−1−si)λi−1 + siλi, λi =
ε1 + · · ·+ εi (i < n) is the i-th fundamental weight of sln.
Set Pa,b(t) := (1 + t+ t
2 + · · ·+ tb−1)a, for a, b ∈ Z≥0.
Corollary 2.6. dimA
(s)
q (n,1) = the coefficient of ts of polynomial Pn,ℓ(t) =∑⌊ s
ℓ
⌋
i=0(−1)
i
(
n
i
)(
n+s−iℓ−1
n−1
)
.
1In this paper, the coalgebra structure of Uq(sln) is defined over the generators as follows:
∆(K±1i ) = K
±1
i ⊗K
±1
i , ∆(ei) = ei ⊗Ki+1⊗ ei, ∆(fi) = fi ⊗ 1+K
−1
i ⊗ fi, ǫ(K
±
i ) = 1, ǫ(ei) =
0, ǫ(fi) = 0, S(K
±1
i ) = K
∓1
i , S(ei) = −eiK
−1
i , S(fi) = −Kifi, for i = 1, · · · , n− 1.
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Since dimA
(s)
q < ∞ for all s ≥ 0, they are both noetherian and artinian
modules. Thus they satisfy the conditions of the Krull-Schmidt theorem.
Lemma 2.7. (Krull-Schmidt theorem) Let M be a module that is both
noetherian and artinian, and let M =M1 ⊕ · · · ⊕Mn = N1 ⊕ · · · ⊕Nm, where Mi
and Nj are indecomposable. Then m = n and there exists a permutation i 7→ i
′
such that Mi ∼= Ni′ , 1 ≤ i ≤ n.
2.3. Quantum exterior algebra. Recall the Manin’s quantum exterior algebra
k[A
0|n
q ] := k{x1, · · · , xn}/(x
2
i , xjxi + q
−1xixj , i < j), which is a U -module alge-
bra with ei. xj = δi+1,jxi, fi. xj = δijxi+1, Ki. xj = q
(εi−εi+1|εj)xj , for U = Uq(sln)
or uq(sln).
The known fact below is independent of char(q).
Lemma 2.8. k[A
0|n
q ] =
⊕n
s=0 k[A
0|n
q ](s) as U -modules, and
k[A0|nq ](s) = span k
{
xi1 · · ·xis
∣∣ 1 ≤ i1 ≤ · · · ≤ is ≤ n} ∼= V (λs)
is a simple module generated by highest weight vector x1 · · ·xs, where λs is the s-th
fundamental weight of sln.
2.4. Convention. In the rest of paper, we will focus our discussions on the case
when Q(q) ⊆ k, char(q) = ℓ (≥ 3) and U = uq(sln) with n > 2 (since for the rank
1 case, there are sufficient discussions in the literature).
3. Loewy filtration of A
(s)
q (n,m) and its rigidity
3.1. Truncated objects Aq(n,m). Set m = (mℓ−1, · · · ,mℓ−1) ∈ Z
n
+, m ∈ N, and
Aq(n,m) := span k
{
x(α) ∈ Aq(n)
∣∣ α ≤m},
A(s)q (n,m) := span k
{
x(α) ∈ Aq(n,m)
∣∣ |α | = s},
then Aq(n,m) =
⊕N
s=0A
(s)
q (n,m), where N = |m | = n(mℓ−1).
Proposition 3.1. (1) A
(s)
q (n,m) (0 ≤ s ≤ N) are uq(sln)-submodules.
(2) dimA
(s)
q (n,m) = the coefficient of ts of polynomial Pn,mℓ(t) = (1+ t+ t
2+
· · ·+ tmℓ−1)n =
∑⌊ s
mℓ
⌋
i=0 (−1)
i
(
n
i
)(
n+s−imℓ−1
n−1
)
.
Proof. (1) For any x(α) ∈ A
(s)
q (n,m):
(i) if αi = mℓ − 1, or αi < mℓ − 1 and αi+1 = 0, then Proposition 2.4, (2.1)
yields ei. x
(α) = 0;
(ii) if αi < mℓ − 1 and αi+1 > 0, then α + εi − εi+1 ≤ m, and x
(α+εi−εi+1) ∈
A
(s)
q (n,m). Thus, ei. x
(α) ∈ A
(s)
q (n,m).
Similarly, Proposition 2.4, (2.2)–(2.4) imply fi. x
(α), K±1i . x
(α) ∈ A
(s)
q (n,m).
Hence, A
(s)
q (n,m) is a uq(sln)-submodule.
(2) Note that
{
x(α) ∈ Aq(n,m)
∣∣ |α | = s} is a basis of A(s)q (n,m). The homo-
morphism φ : Aq(n) −→ k[ t ] with φ(xi) = t, φ(x
(ℓ)
i ) = t
ℓ restricted to A
(s)
q (n,m)
counts up the cardinal of the above basis set as the coefficients of ts of polyno-
mial Pn,mℓ(t). The final identity is due to the expansion of generating function
(1−tmℓ)n(1−t)−n. 
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3.2. Energy degrees and action rules. In this subsection, we introduce an important
concept, the so-called “energy degree”. We will see that this captures the essential
features of the submodule structures in the root of unity case.
For any rational number x, denote by ⌊x⌋ the integer part of x.
Definition 3.2. For any x(α) ∈ Aq(n,m) or Aq(n), the energy degree of x
(α),
denoted by Edeg x(α), is defined as
Edeg x(α) :=
n∑
i=1
⌊αi
ℓ
⌋
=
n∑
i=1
Edegi x
(α),
where Edegi x
(α) indicates the i-th energy degree of x(α), i.e., Edegi x
(α) := ⌊αi
ℓ
⌋.
In general, for any x ∈ Aq(n,m) or Aq(n), define
Edeg x := max
{
Edeg x(α)
∣∣ x =∑ kαx(α), kα ∈ k∗ }.
Proposition 3.3. Edeg (u. x(α)) ≤ Edeg x(α), for any u ∈ uq(sln) and x
(α) ∈
A
(s)
q (n,m) or A
(s)
q (n). In particular, Edegi (u. x
(α)) ≤ Edegi x
(α) for each i.
Proof. It suffices to check the behavior of generators ei, fi,K
±1
i (1 ≤ i < n)
of uq(sln) acting on any basis element x
(α) ∈ A
(s)
q (n,m) or A
(s)
q (n).
(1) Note that ei. x
(α) = [αi+1]x
(α+εi−εi+1), by Proposition 2.4, (2.1).
If ei. x
(α) 6= 0, then ℓ ∤ (αi + 1) and αi+1 > 0. Observing
Edeg x(α+εi−εi+1) =
⌊α1
ℓ
⌋
+ · · ·+
⌊αi−1
ℓ
⌋
+
⌊
αi+1
ℓ
⌋
+
⌊
αi+1−1
ℓ
⌋
+ · · ·+
⌊αn
ℓ
⌋
,
we get
Edeg x(α+εi−εi+1) − Edeg x(α) =
⌊
αi+1
ℓ
⌋
+
⌊
αi+1−1
ℓ
⌋
−
⌊αi
ℓ
⌋
−
⌊αi+1
ℓ
⌋
.
Obviously, ⌊αi+1−1
ℓ
⌋−⌊αi+1
ℓ
⌋ ≤ 0. If ⌊αi+1
ℓ
⌋−⌊αi
ℓ
⌋ > 0, then αi ≡ ℓ−1(mod ℓ).
It is contrary to the assumption above, so ⌊αi+1
ℓ
⌋ − ⌊αi
ℓ
⌋ ≤ 0.
Therefore, Edeg (ei. x
(α)) ≤ Edeg x(α).
Similarly, by Proposition 2.4, (2.2)–(2.4), we get Edeg (fi. x
(α)) ≤ Edeg x(α),
Edeg (K±1i . x
(α)) = Edeg x(α).
(2) In the proof of (1), we actually show that Edegj (u. x
(α)) ≤ Edegj x
(α) for
each j and for arbitrary u ∈ uq(sln), x
(α) ∈ A
(s)
q (n,m) or A
(s)
q (n). 
Proposition 3.4. Given x(α), x(β) ∈ A
(s)
q (n,m) or A
(s)
q (n) with Edeg x(α) =
Edeg x(β). If Edegi x
(α) 6= Edegi x
(β) for some i (1 ≤ i ≤ n), then for any
u, v ∈ uq(sln), u. x
(α) 6= x(β), v. x(β) 6= x(α). Namely, x(α) 6∈ uq(sln). x
(β),
x(β) /∈ uq(sln). x
(α).
Proof. Without loss of generality, we assume that Edegi x
(α) > Edegi x
(β).
Since Edeg x(α) = Edeg x(β), there must exist a j 6= i with 1 ≤ j ≤ n such that
Edegj x
(α) < Edegj x
(β).
(1) If there exists u ∈ uq(sln) such that u. x
(α) = x(β), by Proposition 3.3,
Edegr x
(β) = Edegr (u. x
(α)) ≤ Edegr x
(α) for 1 ≤ r ≤ n. It contradicts the fact
Edegj x
(α) < Edegj x
(β) for some j (6= i). Hence, u. x(α) 6= x(β), for any u ∈ uq(sln).
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(2) Using the assumption Edegi x
(α) > Edegi x
(β), by a similar argument of
(1), we can derive v. x(β) 6= x(α), for any v ∈ uq(sln). 
The proof of Theorem 2.5 (2) (see [22], 4.2) motivates the following observation.
Proposition 3.5. Given x(α), x(β) ∈ A
(s)
q (n,m) or A
(s)
q (n) with Edegi x
(α) =
Edegi x
(β) for each i (1 ≤ i ≤ n), then there exist u, v ∈ uq(sln) such that u. x
(α) =
x(β), v. x(β) = x(α). In this case, uq(sln). x
(α) = uq(sln). x
(β).
Proof. Put mj := Edegj x
(β) and r := s −
∑n
j=1mjℓ, for x
(β) ∈ A
(s)
q (n,m).
Clearly, 0 ≤ r ≤ n(ℓ−1). Write r = (i−1)(ℓ−1) + ri with 1 ≤ i ≤ n, 0 ≤ ri ≤ ℓ−1.
Set γ := (ℓ−1, · · · , ℓ−1, ri, 0, · · · , 0) and η := (m1ℓ, · · · ,mnℓ) + γ. Then | γ | =
r, and | η | = s, that is, x(η) ∈ A
(s)
q (n,m).
Write β =
∑n
j=1(mjℓ+hj)εj with 0 ≤ hj ≤ ℓ−1,
∑n
j=1 hj = r (since |β | = s).
Denote by k the last ordinal number with hk 6= 0 for the n-tuple (h1, · · · , hn). So,
k ≥ i if ri 6= 0, and k ≥ i−1 if ri = 0.
(I) Note that the pair (x(η), x(β)) satisfies the hypothesis of our Proposition.
Firstly, for the given pair (x(η), x(β)), we can prove the following Claims (A), (B).
Claim (A): There exists u1 ∈ uq(n
−), such that u1. x
(η) = x(β).
Case (1). If ri ≥ hk, then by Proposition 2.4, (2.2) & Lemma 2.2 (1), we get
fhkk−1 · · · f
hk
i . x
(η) =
k∏
z=i+1
hk∏
j=1
[mzℓ+j ]x
(η−hkεi+hkεk)
= qhkmkℓ−η
′∗hkεk
k∏
z=i+1
hk∏
j=1
[mzℓ+j ]x
(η′)x(hkεk) 6= 0,
where η′ = η − hkεi =
∑i−1
j=1(mjℓ+ℓ−1)εj + (miℓ+ri−hk)εi +
∑n
j=i+1(mjℓ)εj .
Case (2). If ri < hk, then by Proposition 2.4, (2.2) & Lemma 2.2 (1), we get
fhk−rik−1 · · ·f
hk−ri
i−1 f
ri
k−1 · · · f
ri
i . x
(η)
=
( k∏
z=i+1
ri∏
j=1
[mzℓ+j ]
)(k−1∏
z′=i
hk−ri∏
j′=1
[mz′ℓ+j
′ ]
)
×
× [mkℓ+ri+1 ] · · · [mkℓ+hk ]x
(η−(hk−ri)εi−1−riεi+hkεk)
=
( k∏
z=i+1
ri∏
j=1
[mzℓ+j ]
)(k−1∏
z′=i
hk−ri∏
j′=1
[mz′ℓ+j
′ ]
)
×
× [mkℓ+ri+1 ] · · · [mkℓ+hk ] q
hkmkℓ−η
′∗hkεk x(η
′)x(hkεk) 6= 0,
where η′ = η − (hk−ri)εi−1 − riεi.
Set β′ := β − hkεk. For the pair (x
(η′), x(β
′)), using an induction on η (at
first, noting that the argument holds for η = ε1 = λ1), the same argument of the
proof of Theorem 2.5 (2) (see [22], 4.2), there exists u′1 ∈ uq(n
−) generated by
fj (j < k−1), such that u
′
1. x
(η′) = x(β
′). Note that fj. x
(hkεk) = 0 (j < k−1) and
∆fj = fj ⊗ 1 +K
−1
j ⊗ fj , then
u′1. (x
(η′)x(hkεk)) = (u′1. x
(η′))x(hkεk) = x(β
′)x(hkεk) = qβ
′∗hkεk−mkhkℓ x(β) 6= 0.
Combining with both cases (1) and (2), we get the claim as desired.
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Conversely, for the given pair (x(β), x(η)), we can prove the following
Claim (B): There exists u2 ∈ uq(n
+), such that u2. x
(β) = x(η).
Case (i). If ri ≥ hk, then
ehki · · · e
hk
k−1. x
(η′+hkεk) =
( k−1∏
z=i+1
hk∏
j=1
[mzℓ+j]
)
[miℓ+ri−hk+1] · · · [miℓ+ri]x
(η) 6= 0,
where η′ = η − hkεi =
∑i−1
j=1(mjℓ+ℓ−1)εj + (miℓ+ri−hk)εi +
∑n
j=i+1(mjℓ)εj .
Case (ii). If ri < hk, then
erii · · · e
ri
k−1e
hk−ri
i−1 · · · e
hk−ri
k−1 . x
(η′+hkεk)
=
(k−1∏
z=i
hk−ri∏
j=1
[mzℓ+j]
)
[mi−1ℓ+ℓ−1−(hk−ri)+1] · · · [mi−1ℓ+ℓ−1]×
×
(k−1∏
z′=i
ri∏
j′=1
[mz′ℓ+j
′]
)
x(η) 6= 0,
where η′ = η − (hk−ri)εi−1 − riεi.
Inductively, for the pair (β′, η′) (β′ := β−hkεk), there exists u
′
2 ∈ uq(n
+)
generated by ej (j < k−1) such that u
′
2. x
(β′) = x(η
′). Note that ej . x
(hkεk) = 0,
Kj. x
(hkεk) = x(hkεk) for j < k−1, and ∆ej = ej ⊗ Kj + 1 ⊗ ej, then there are
c, c′ ∈ k∗ such that
u′2. x
(β) = c u′2. (x
(β′) x(hkεk)) = c (u′2. x
(β′))x(hkεk) = c′x(η
′+hkεk) 6= 0.
Combining with both cases (i) and (ii), we get the claim as required.
(II) For the given pair (x(α), x(β)) satisfying the hypothesis of our Proposition,
consider both pairs (x(η), x(β)) and (x(α), x(η)), by Claims (A) and (B), we see that
there exists u1, u2 ∈ uq(sln) such that u1. x
(η) = x(β), u2. x
(α) = x(η). Set u = u1u2,
then u. x(α) = x(β). Similarly, there exists v ∈ uq(sln) such that v. x
(β) = x(α). 
The observation below is more crucial to understand the submodules structure
of A
(s)
q (n,m) and A
(s)
q (n). Its proof is skillful.
Proposition 3.6. Given x(α), x(β) ∈ A
(s)
q (n,m) or A
(s)
q (n) with Edeg x(α) >
Edeg x(β). If Edegi x
(α) ≥ Edegi x
(β) for each i, then there exists u ∈ uq(sln) such
that u. x(α) = x(β). That is, uq(sln). x
(β) ( uq(sln). x
(α).
Proof. (I) Assume Edeg x(α) = Edeg x(β)+1. Then there exists j (1 ≤ j ≤ n)
such that Edegj x
(α) = Edegj x
(β) + 1 and Edegi x
(α) = Edegi x
(β) for i 6= j.
Write α =
∑n
i=1(miℓ + ri)εi, where mi = Edegi x
(α) and 0 ≤ ri ≤ ℓ−1, then
0 ≤
∑n
i=1 ri ≤ n(ℓ−1). Note that |α | = |β | = s = ℓ · Edeg x
(α) +
∑n
i=1 ri. By
the assumption above, we must have
∑n
i=1 ri < (n−1)(ℓ−1). Otherwise,
∑n
i=1 ri ≥
(n−1)(ℓ−1). This implies that Edeg x(α) is the least among the Edeg x(θ)’s, for any
x(θ) ∈ A
(s)
q (n,m). It contradicts the given condition Edeg x(α) > Edeg x(β).
(1) When j < n: as
∑n
i=1 ri < (n−1)(ℓ−1), there exists (h1, · · · , hn) ∈ Z
n
+ with
hj = 0, hj+1 < ℓ−1, 0 ≤ hi ≤ ℓ−1 for i 6= j, j+1 such that
∑n
i=1 hi =
∑n
i=1 ri.
Set γ =
∑n
i=1(miℓ + hi)εi, then | γ | = s, i.e., x
(γ) ∈ A
(s)
q (n,m). Obviously,
Edegi x
(α) = Edegi x
(γ) for each i.
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Again, we have fj . x
(γ) = [mj+1ℓ+hj+1+1 ]x
(γ−εj+εj+1) (6= 0) ∈ A
(s)
q (n,m),
Edegj(fj . x
(γ)) = mj−1 = Edegj x
(β) and Edegi(fj . x
(γ)) = Edegi x
(β), for i 6= j.
Hence, for the pairs (x(α), x(γ)) and (fj . x
(γ), x(β)), by Proposition 3.5, there
exist u1, u2 ∈ uq(sln) such that u1. x
(α) = x(γ) and u2. (fj. x
(γ)) = x(β). Set
u = u2fju1, then u. x
(α) = x(β).
(2) When j = n: as
∑n
i=1 ri < (n−1)(ℓ−1), there exists (h
′
1, · · · , h
′
n) ∈ Z
n
+ with
h′n−1 < ℓ−1, h
′
n = 0, 0 ≤ h
′
i ≤ ℓ−1 for i 6= n−1, n such that
∑n
i=1 h
′
i =
∑n
i=1 ri.
Set γ′ =
∑n
i=1(miℓ + h
′
i)εi, then | γ
′ | = s, i.e., x(γ
′) ∈ A
(s)
q (n,m). Obviously,
Edegi x
(α) = Edegi x
(γ′) for each i.
Again, en−1. x
(γ′) = [mn−1ℓ+h
′
n−1+1 ]x
(γ′+εn−1−εn) (6= 0) ∈ A
(s)
q (n,m), and
Edegi(en−1. x
(γ′)) = Edegi x
(β) for i < n, Edegn(en−1. x
(γ′)) = mn−1 = Edegn x
(β).
Now for the pairs (xα, x(γ
′)) and (en−1. x
(γ′), x(β)), using Proposition 3.5, there
exists v1, v2 ∈ uq(sln) such that v1. x
(α) = x(γ
′) and v2. (en−1. x
(γ′)) = x(β). Set
u = v2en−1v1, then u. x
(α) = x(β).
(II) Use an induction on Edeg x(α) − Edeg x(β). As Edeg x(α) > Edeg x(β),
according to the proof of (I), it is clear that there are x(γ1) ∈ A
(s)
q (n,m) with
Edeg x(α) = Edeg x(γ
′
1) + 1 and Edegi x
(α) ≥ Edegi x
(γ′1) for each i, and u1 ∈
uq(sln) such that u1. x
(α) = x(γ
′
1). And for the pair (x(γ
′
1), x(β)), by the inductive
hypothesis, there is u2 ∈ uq(sln) such that u2. x
(γ′1) = x(β).
This completes the proof. 
3.3. Equivalence and ordering on n-tuples. Note that the set of n-tuples of nonneg-
ative integers indexes a basis of Aq(n) via the mapping χ : Z
n
+ −→ Aq(n) such that
χ(α) = x(α). Set Zn+(s) := {α ∈ Z
n
+ | |α | = s}, Z
n
+(s,m) := {α ∈ Z
n
+(s) | α ≤m}.
These index bases of A
(s)
q (n) and A
(s)
q (n,m), respectively.
Set Ei(α) := Edegi x
(α) and E(α) := (E1(α), · · · , En(α)). Define an equivalence
∼ on Zn+(s,m) or Z
n
+(s) as follows: α ∼ β ⇐⇒ E(α) = E(β), for any α, β ∈
Zn+(s,m) or Z
n
+(s). So, Proposition 3.4 shows that α 6∼ β ∈ Z
n
+(s,m) or Z
n
+(s),
then x(α) 6∈ uq(sln). x
(β) and x(β) /∈ uq(sln). x
(α). While, Proposition 3.5 indicates
that if α ∼ β ∈ Zn+(s,m) or Z
n
+(s), then uq(sln). x
(α) = uq(sln). x
(β).
Introduce an ordering  on Zn+ as follows: α  β ⇐⇒ E(α) ≥ E(β) ⇐⇒
Ei(α) ≥ Ei(β) for each i. So, Proposition 3.6 means that if α  β ∈ Z
n
+(s,m)
or Zn+(s), then uq(sln). x
(β) ( uq(sln). x
(α). Actually, Proposition 3.6 captures an
essential feature between the ordering relations  on the set of n-tuples of energy-
degrees {E(α)} and the including relations of submodules of A
(s)
q (n,m) or A
(s)
q (n).
This will be useful to analyse their indecomposability.
3.4. Socle of A
(s)
q (n,m). Given 0 ≤ s ≤ N (N = |m |), denote by E(s)0 (resp.
E(s)) the lowest (resp. highest) energy degree of elements of A
(s)
q (n,m).
The following observation will be essential to describing the whole picture of
the submodules structure of A
(s)
q (n,m) in a more explicit manner.
Lemma 3.7. Suppose n ≥ 3 and char(q) = ℓ ≥ 3. Given s with 0 ≤ s ≤ N ,
where N = |m | = n(mℓ−1) .
(1) When 0 ≤ s ≤ ℓ−1 : E(s)0 = 0 = E(s).
(2) When (ℓ−1)+1 ≤ s ≤ n(ℓ−1) : E(s)0 = 0, and 1≤E(s)≤E
(
n(ℓ−1)
)
,
where n = n′ℓ+r (0 ≤ r < ℓ), E
(
n(ℓ−1)
)
= n−n′−1+δn,n′ℓ. More precisely,
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E(s) = j−j′−
∑ℓ−1
i=1 δi,rj−h, for s = j(ℓ−1) + h with 0 ≤ h ≤ ℓ−1, 1 ≤ j ≤ n,
where j = j′ℓ+rj (0 ≤ rj < ℓ). Namely,
j−j′−1 ≤ E(s) ≤ j−j′, for j(ℓ−1)+1 ≤ s ≤ (j+1)(ℓ−1) with 1 ≤ j ≤ n−1.
(3) When n(ℓ−1)+1 ≤ s ≤ N−ℓ : E(s)0 = k, and k+1 ≤ E(s) ≤ n(m−1), for
s = kℓ+h+(n−1)(ℓ−1) with 0 ≤ h ≤ ℓ−1 and 1 ≤ k ≤ n(m−1)−1. More precisely,
k+E
(
(n−1)(ℓ−1)
)
≤ E(s) ≤ k+E
(
n(ℓ−1)
)
, for k ≤ n(m−1)−E
(
n(ℓ−1)
)
;
and E(s) = n(m−1), for k > n(m−1)−E
(
n(ℓ−1)
)
,
where E
(
(n−1)(ℓ−1)
)
= n−n′−1−
∑ℓ−1
i=2 δi,n−n′ℓ ≥ 1 under the assumption n ≥ 3.
(4) When N−(ℓ−1) ≤ s ≤ N : E(s)0 = n(m−1) = E(s).
Proof. Given any α ∈ Zn+(s,m), denote by γ(α) := α− ℓ ·E(α) = (r1, · · · , rn)
the rest n-tuple of α with respect to its energy-degree n-tuple. Clearly, γ(α) ≤ τ .
Now from the definitions of E(s)0 and E(s), there are at least α, β ∈ Z
n
+(s,m)
such that E(s)0 = | E(α) | and E(s) = | E(β) |, as well as s = |α | = ℓ·E(s)0+| γ(α) |
with | γ(α) | =
∑n
i=1 ri as largest as possible, and s = |β | = ℓ ·E(s) + | γ(β) | with
| γ(β) | as smallest as possible.
Based on the above observation, the conclusion (1) is clear. As for (4), we note
that for any x(α) ∈ A
(s)
q (n,m), α is of the form
(
(m−1)ℓ+a1, · · · , (m−1)ℓ+an
)
with
γ(α) = (a1, · · · , an) ≤ τ such that | γ(α) | = (n−1)(ℓ−1) + h with 0 ≤ h ≤ ℓ−1,
and E(α) =
(
m−1, · · · ,m−1). So, E(s)0 = E(s) = n(m−1).
(2) When ℓ ≤ s ≤ n(ℓ−1): it is clear that E(s)0 = 0, as even for the extreme
case s = n(ℓ−1), taking α = τ , we get that s = | τ |, γ(τ) = τ and E(τ) = 0, i.e.,
E(s)0 = 0.
In order to estimate E(s), now we can assume that j(ℓ−1)+1 ≤ s ≤ (j+1)(ℓ−1)
for 1 ≤ j ≤ n−1. Let us consider the general case s = j(ℓ−1) + h with 0 ≤ h < ℓ
and 1 ≤ j ≤ n. Write j = j′ℓ+rj with 0 ≤ rj < ℓ. Then rewrite s = j(ℓ−1) + h =(
j′(ℓ−1) + rj
)
ℓ− (rj − h). Clearly, when h ≥ rj , E(s) = j
′(ℓ−1) + rj = j − j
′; and
when h < rj , E(s) = j
′(ℓ−1) + rj − 1 = j − j
′ − 1. Particularly, when s = j(ℓ−1)
with h = 0, we get E(s) = j−j′−1+δj,j′ℓ. So we obtain j−j
′−1 ≤ E(s) ≤ j−j′,
for j(ℓ−1)+1 ≤ s ≤ (j+1)(ℓ−1) with 1 ≤ j ≤ n−1.
(3) When n(ℓ−1)+1 ≤ s ≤ N−ℓ: Firstly, we rewrite N − ℓ = n(mℓ−1)− ℓ =(
n(m−1)−1
)
ℓ+n(ℓ−1). So now for the s given above, we can put it into a certain
strictly smaller interval: kℓ+(n−1)(ℓ−1) = (k−1)ℓ+1+n(ℓ−1) ≤ s ≤ kℓ+n(ℓ−1),
for some k with 1 ≤ k ≤ n(m−1)−1. Namely, s = kℓ+h+(n−1)(ℓ−1) with 0 ≤
h ≤ ℓ−1.
Secondly, write k = k′n+r (0 ≤ r < n). Note n(m−1)−1 = (m−2)n+(n−1).
Taking α = (k′+1, · · · , k′+1︸ ︷︷ ︸
r
, k′, · · · , k′)ℓ + (h, ℓ−1, · · · , ℓ−1), we obtain |α | = s,
i.e., α ∈ Zn+(s,m), E(α) = (k
′+1, · · · , k′+1, k′, · · · , k′), γ(α) = (h, ℓ−1, · · · , ℓ−1)
with | γ(α) | = (n−1)(ℓ−1)+h large enough. So, E(s)0 = | E(α) | = k.
Finally, as for the estimate of E(s), for kℓ+(n−1)(ℓ−1) ≤ s ≤ kℓ+n(ℓ−1), in
view of (2), from n = n′ℓ+r, we get that (n−1)′ = n′−1 if r = 0, and (n−1)′ = n′
if r > 0. Therefore, E((n−1)(ℓ−1)) = (n−1)−(n−1)′−1+δn−1,(n−1)′ℓ = n−n
′−1 if
r = 0, 1; and E((n−1)(ℓ−1)) = n−n′−2 if r > 1. So, for the above s, we get
k +
(
n−n′−1−
ℓ−1∑
i=2
δi,n−n′ℓ
)
≤ E(s) ≤ k +
(
n−n′−1+δn,n′ℓ
)
,
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only if k + (n−n′−1+δn,n′ℓ) ≤ n(m−1). Otherwise, E(s) = n(m−1).
This completes the proof. 
Theorem 3.8. Assume that n ≥ 3 and char(q) = ℓ ≥ 3. Then for the uq(sln)-
modules A
(s)
q (n,m) with 0 ≤ s ≤ N , one has
(1) For any nonzero y ∈ A
(s)
q (n,m) with energy degree Edeg (y), assume that
the submodule Vy = uq(sln). y is simple, then Edeg (y) = E(s)0.
(2) SocA
(s)
q (n,m) = span k{ x
(α) ∈ A
(s)
q (n,m)
∣∣ | E(α)| = E(s)0 }.
(3) A
(s)
q (n,m) =
∑
α∈Zn+(s,m): |E(α)|=E(s)
Vα, where Vα = uq(sln). x
(α).
(4) When 0 ≤ s ≤ ℓ−1, or N−(ℓ−1) ≤ s ≤ N : A
(s)
q (n,m) = Vη is simple,
where η = (s, 0, · · · , 0) for 0 ≤ s < ℓ, or η = (mℓ−1, · · · ,mℓ−1, (m−1)ℓ+h) with
s = | η | = n(m−1)ℓ+(n−1)(ℓ−1)+h, (1 ≤ h ≤ ℓ−1), and x(η) is the respective
highest weight vector.
(5) When ℓ ≤ s ≤ N−ℓ : A
(s)
q (n,m) is indecomposable. Moreover,
(i) for (ℓ−1)+1 ≤ s ≤ n(ℓ−1) : SocA
(s)
q (n,m) = Vη is simple, where η =
(ℓ−1, · · · , ℓ−1, h, 0, · · · , 0) with s = | η | = j(ℓ−1)+h, (1 ≤ h ≤ ℓ−1, 1 ≤ j < n),
and x(η) is the highest weight vector;
(ii) for n(ℓ−1)+1 ≤ s ≤ N−ℓ : SocA
(s)
q (n,m) =
⊕
η(κ)∈℘Vη(κ) is non-simple,
where η(κ) ∈ ℘ = {(κ1ℓ+(ℓ−1), · · · , κn−1ℓ+(ℓ−1), κnℓ+h) |
∑
κi = κ, 0 ≤ κi ≤
m−1} with s = | η(κ) | = κℓ+h+(n−1)(ℓ−1), (1 ≤ κ ≤ n(m−1)−1, 0 ≤ h ≤ ℓ−1),
and x(η(κ))’s are the respective highest weight vectors.
Proof. (1) If Edeg (y) > E(s)0, then by Definition 3.2, in the expression of
y =
∑
α kαx
(α), there exists some β ∈ Zn+(s,m), kβ 6= 0 such that | E(β) | =
Edeg (y). By Proposition 3.6, we can find u ∈ uq(sln) such that u. x
(β) 6= 0 (then
u. y 6= 0) but Edeg (u. y) = Edeg (u. x(β)) < Edeg (y), so we get a proper submodule
(0 6=)Vu. y ( Vy. It is a contradiction. So the assertion is true.
(2) follows from the conclusion (1), together with Propositions 3.4–3.6. Since for
those α, β ∈ Zn+(s,m) with | E(α) | = | E(β) | = E(s)0, if α ∼ β, then Vx(α) = Vx(β) ,
by Proposition 3.5; and if α ≁ β, then by Propositions 3.4 & 3.6, Vx(α) ∩Vx(β) = 0.
(3) For any α ∈ Zn+(s,m) with |α | = s, according to the pre-ordering defined
in subsection 3.3, we assert that there exists a ̟ ∈ Zn+(s,m) with | E(̟) | = E(s),
such that ̟  α. Actually, this fact follows from the proof of Lemma 3.7. Since
s = ℓ · | E(α) | + | γ(α) | = ℓE(s) + ~ (0 ≤ ~ ≤ n(ℓ−1) ), if | E(α) | < E(s), writing
| γ(α) | = κℓ + r (0 ≤ r < ℓ), then ~ = hℓ + r and κ ≥ κ − h = E(s) − | E(α) |.
Construct E(̟) = (E1(α) + 1, · · · , En(α) + n) and γ(̟) = (~1, · · · , ~n) ≤ τ , such
that each Ei(α)+i ≤ m−1, and
∑
i = κ−h,
∑
~i = ~. Taking̟ = ℓE(̟)+γ(̟),
we get ̟ ≤m, |̟ | = s, i.e., ̟ ∈ Zn+(s,m) and | E(̟) | = E(s), such that ̟  α.
Again, from Proposition 3.6, together with its proof, there is u ∈ uq(sln) such
that u. x(̟) = x(α). Hence, we arrive at the result as stated.
(4) In these two extreme cases, by Lemma 3.7, we have E(s)0 = E(s). Note
that the generating sets of (3) in both cases only contain one equivalent class with
respect to the equivalent relation ∼ defined in subsection 3.3. Thus, the above
conclusions (2) & (3) give us the desired result below:
A(s)q (n,m) = SocA
(s)
q (n,m) = Vη
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is simple, here η = (s, 0, · · · , 0) for 0 ≤ s < ℓ, or η =
(
mℓ−1, · · · ,mℓ−1, (m−1)ℓ+h
)
with s = | η | = n(m−1)ℓ+(n−1)(ℓ−1)+h (0 ≤ h<ℓ), x(η) is the respective highest
weight vector (by Theorem 2.5 (2), or Proposition 3.5).
(5) By Lemma 3.7, (2) & (3), we have E(s)0 < E(s). Consequently, (2) & (3)
give rise to the fact that SocA
(s)
q (n,m) ( A
(s)
q (n,m).
(i) When ℓ ≤ s ≤ n(ℓ−1): Due to Lemma 3.7, E(s)0 = 0. Then those n-tuples
α ∈ Zn+(s,m) with | E(α) | = E(s)0 = 0 (namely, α ≤ τ) are equivalent to each other
with respect to ∼, and η = (ℓ−1, · · · , ℓ−1, h, 0, · · · , 0) is one of their representatives,
here | η | = j(ℓ−1)+h = s (1 ≤ h ≤ ℓ−1, 1 ≤ j < n), i.e., η ∈ Zn+(s,m).
Hence, SocA
(s)
q (n,m) = Vη is simple, where x
(η) is the highest weight vector,
by Theorem 2.5 (2). Consequently, A
(s)
q (n,m) is indecomposable.
(ii) When n(ℓ−1)+1 ≤ s ≤ n(mℓ−1)ℓ−ℓ: Thanks to Lemma 3.7, we can set
s = κℓ+h+(n−1)(ℓ−1) with 1 ≤ κ ≤ n(m−1)−1 and 0 ≤ h ≤ ℓ−1, then E(s)0 = κ,
and κ+1 ≤ E(s) ≤ n(m−1) under the assumption n > 2 (see Lemma 3.7).
Consider the set of equivalent classes of n-tuples η ∈ Zn+(s,m) with s = | η |
and | E(η) | = E(s)0 = κ. Denote it by ℘. Clearly, those η ∈ ℘ can be constructed
as follows: For the given κ, set κ = (κ1, · · · , κn) (0 ≤ κi ≤ m−1) with
∑
κi = κ,
γ = (ℓ−1, · · · , ℓ−1, h) with | γ | = (n−1)(ℓ−1)+h. Now take η := η(κ) = ℓ · κ+ γ,
then E(η(κ)) = κ, γ(η(κ)) = γ, as well as | η | = κℓ+h+(n−1)(ℓ−1) = s, i.e.,
η ∈ Zn+(s,m). So, ℘ = { η(κ)=
(
κ1ℓ+(ℓ−1), · · · , κn−1ℓ+(ℓ−1), κnℓ+h
)
|
∑
κi = κ,
0 ≤ κi ≤ m−1}.
According to Proposition 3.5 and the above conclusion (1), we see that x(η(κ))
is the highest weight vector of the simple module Vη(κ). As the n-tuples in ℘
are not equivalent with each other with respect to ∼, from the proof of the above
conclusion (2), we obtain that SocA
(s)
q (n,m) =
⊕
η(κ)∈℘Vη(κ) is non-simple.
Now we claim that A
(s)
q (n,m) is indecomposable.
(I) Denote K(κ) := { 0 ≤ κ = (κ1, · · · , κn) ≤ (m−1, · · · ,m−1) |
∑
κi = κ }.
Now let us lexicographically order the n-tuples in K(κ) as follows.
κ ≻ κ−εn−1+εn
≻ · · ·
≻ κ−εj+εj+1 ≻ κ−εj+εj+2 ≻ · · · ≻ κ−εj+εn
≻ · · ·
≻ κ−εi+εi+1 ≻ κ−εi+εi+2 ≻ · · · ≻ κ−εi+εn ( i-th line appears if κi > 0 )
≻ · · ·
≻ κ−ε1+ε2 ≻ κ−ε1+ε3 ≻ · · · ≻ κ−ε1+εn ≻ · · · .
So (K(κ),≻) is a totaly ordered set. Actually, the lexicographic order ≻ on each
line exactly coincides with the pre-order < given by the type-A weight system
(relative to its prime root system {εi−εi+1 | 1 ≤ i < n} ), i.e., κ+εi−εi+1 ≻ κ ,=⇒
κ+εi−εi+1 < κ . The latter pre-order will be used in dealing with the uq(sln)-action
below. Now we suppose that (K(κ+i),≻) is totaly ordered for each 0 ≤ i ≤ E(s)−κ.
(II) For any two successive n-tuples
(
κ, κ′
)
in K(κ), κ ≻ κ′, either (i): κ, κ′
lies in the same line of some κ′′ ∈ K(κ), as shown in the Figure above, then there
exist i < j (< n), such that κ′′i > 0, κ = κ
′′−εi+εj and κ
′ = κ′′−εi+εj+1, that is,
κ = κ′+εj−εj+1 < κ
′; or (ii): κ lies in the end of the j-th line of some κ′′ ∈ K(κ),
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i.e., κ′′j > 0, κ = κ
′′ − εj+εn, and κ
′ lies in the ahead of the i-th line with κ′′t = 0
for i < t < j and κ′′i > 0, i.e., κ
′ = κ′′ − εi+εi+1. Even for the latter, κ 6< κ
′, but
we have κ′′ = κ+εj−εn < κ and κ
′′ = κ′+εi−εi+1 < κ
′.
Now both cases reduce to treat the general case:
(
κ+εi−εj , κ
)
, with the
pre-order κ+εi−εj < κ, where κ+εi−εj = (κ1, · · · , κi+1, · · · , κj−1, · · · , κn), and
j (> i) is the first index such that κj 6= 0. So, there exists a κ+εi ∈ K(κ+1), such
that κ+εi  κ+εi−εj and κ+εi  κ (Note the pre-order  here defined as before
in subsection 3.3).
To κ+εi, we can associate two equivalent n-tuples: θi ∼ ϑi ∈ Z
n
+(s,m), where
θi =
(
κ1ℓ+(ℓ−1), · · · , (κi+1)ℓ, · · · , κjℓ+(ℓ−2), · · · , κnℓ+h
)
,
ϑi =
(
κ1ℓ+(ℓ−1), · · · , (κi+1)ℓ+(ℓ−2), · · · , κjℓ, · · · , κnℓ+h
)
,
with E(θi) = E(ϑi) = κ+εi. According to the formulae (1) & (2) in ([22], 4.5)
and Proposition 4.6 of [22], there are quantum root vectors fαij , eαij ∈ uq(sln)
associated to positive root αij = εi−εj , such that fαij . x
(θi) = c1x
(η(κ)), and
eαij . x
(ϑi) = c2x
(η(κ+εi−εj)), (c1, c2 ∈ k
∗). However, uq(sln). x
(θi) = uq(sln). x
(ϑi),
that is, Vη(κ)
⊕
Vη(κ+εi−εj) ( Vθi = Vϑi .
In summary, for any two successive n-tuples (κ, κ′) in K(κ) with κ ≻ κ′, either
Vη(κ)
⊕
Vη(κ′) for κ < κ
′, or Vη(κ′′)
⊕
Vη(κ′)
⊕
Vη(κ) for κ
′′ < κ′ and κ′′ < κ, can
be embedded into a larger highest weight submodule generated by highest weight
vector x(η(κ
′+εj)), or the sum of two larger highest weight submodules by highest
weight vectors x(η(κ+εj)) and x(η(κ
′+εi)), all lying in a higher energy degree κ+1.
Because (K(κ),≻) is totally ordered, taking over all the two successive n-tuples pairs
(κi, κi+1), for i = 1, 2, · · · ,#K(κ), we prove that SocA
(s)
q (n,m) =
⊕
η(κ)∈℘Vη(κ)
can be pairwise intertwinedly embedded into the sum of larger indecomposable
highest weight submodules with generators lying in a higher energy degree κ+1.
(III) Finally, note that each (K(κ+ı),≻) is totally ordered, for every ı =
0, 1, · · · , E(s)−κ. Repeating the proof for K(κ) in (II), we can lift pairwise inter-
twinedly the sum of highest weight submodules at each energy level into the sum
of larger highest weight submodules with highest weight vectors lying in a higher
one level, up to the top energy level E(s), so that A
(s)
q (n,m) is indecomposable.
We complete the proof. 
Remark 3.9. We develop a new “intertwinedly-lifting” method to prove the
indecomposability of A
(s)
q (n,m) in the case when its socle submodule is non-simple.
Note that the indecomposability of A
(s)
q (n,m) when its socle is non-simple depends
on our assumption n > 2. Its argument is subtle and more interesting. An intrinsic
reason for resulting in the indecomposability in this case is revealed by the existing
difference between E(s)0 and E(s) as depicted in our result, see Lemma 3.7 (3),
occurred only under the above assumption. Although our module model A
(s)
q (n,m)
is still valid to the analysis of the submodule structures in the rank 1 case, namely,
for uq(sl2), there exists an essential difference between our case here uq(sln) with
n > 2 and uq(sl2). While, the indecomposable modules for the latter has been
completely solved in different perspectives by many authors, like Chari-Premet
[11], Suter [38], Xiao [39], etc. Recently, for the even order of root of unity case,
Semikhatov [37] distinctly analyzed the submodules structure of the divided-power
quantum plane for the Lusztig small quantum group u¯q(sl2) using a different way.
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3.5. Loewy filtration of A
(s)
q (n,m) and Loewy layers. As shown in Theorem 3.8
(5), for the given s with ℓ ≤ s ≤ N−ℓ, A
(s)
q (n,m) is indecomposable. We will
adopt a method of the filtration analysis to explore the submodule structures for
the indecomposable module A
(s)
q (n,m).
Set V0 = SocA
(s)
q (n,m), and for i > 0,
Vi = span k
{
x(α) ∈ A(s)q (n,m)
∣∣∣ E(s)0 ≤ Edeg x(α) ≤ E(s)0+i}.
Obviously, Vi−1 ⊆ Vi, for any i.
Denote K
(s)
i := K
(
E(s)0+i
)
= { κ = (κ1, · · · , κn) | |κ | = E(s)0+i, κi ≤ m−1},
for 0 ≤ i ≤ E(s)−E(s)0.
Set ηi = (ℓ−1, · · · , ℓ−1,
ti
hi, 0, · · · , 0) and si = | ηi | = (ti−1)(ℓ−1) + hi, for
1 ≤ ti ≤ n and 0 ≤ hi ≤ ℓ−1. Write η(κ, i) := ℓ ·κ+ηi, such that | η(κ, i) | = s. Set
℘
(s)
i := { η(κ, i) ∈ Z
n
+(s,m) | s =
(
E(s)0+i
)
ℓ + si }. Particularly, for n(ℓ−1)+1 ≤
s ≤ N−ℓ, ℘
(s)
0 = ℘, as defined in Theorem 3.8. Note that for any ℓ ≤ s ≤ N−ℓ,
one has ti < n, for i > 0.
Theorem 3.10. Suppose n ≥ 3 and char(q) = ℓ ≥ 3. For the indecomposable
uq(sln)-modules A
(s)
q (n,m) with ℓ ≤ s ≤ N−ℓ, one has
(1) Vi’s are uq(sln)-submodules of A
(s)
q (n,m), and the filtration
(>) 0 ⊂ V0 ⊂ V1 ⊂ · · · ⊂ VE(s)−E(s)0 = A
(s)
q (n,m)
is a Loewy filtration of A
(s)
q (n,m).
(2) x(η(κ,i)) ∈ A
(s)
q (n,m) are primitive vectors of Vi (relative to Vi−1), for all
κ ∈ K
(s)
i , and uq(sln). (x
(η(κ,i)) + Vi−1) ∼= uq(sln). x
(ηi) = Vηi . Its i-th Loewy layer
Vi/Vi−1 = span k{ x
(α) + Vi−1 | Edeg x
(α) = E(s)0 + i }
=
⊕
η(κ,i)∈℘
(s)
i
uq(sln). (x
(η(κ,i)) + Vi−1)
∼=
(
#K
(s)
i
)
Vηi
is the direct sum of #K
(s)
i isomorphic copies of simple module Vηi = A
(si)
q (n,1).
Proof. By definition of E(s)0, Edeg (u. x
(α)) ≥ E(s)0, only if u. x
(α) 6= 0,
for any 0 6= u ∈ uq(sln), x
(α) ∈ Vi. Meanwhile, Proposition 3.3 gives rise to
Edeg (u. x(α)) ≤ Edeg x(α) ≤ E(s)0 + i. Thus, Definition 3.2 implies that Vi is
a uq(sln)-submodule of A
(s)
q (n,m). So we get a filtration (>) of submodules of
A
(s)
q (n,m).
On the other hand, if Edeg x(α) = E(s)0+ i, then x
(α) /∈ Vi−1, by definition,
Vi/Vi−1 is spanned by
{
x(α) + Vi−1
∣∣Edeg x(α) = E(s)0+ i}.
Assert that x(η(κ,i)) is a primitive vector of Vi relative to Vi−1 (i ≥ 1). In fact,
ej. x
(η(κ,i)) =
{
[κjℓ+ℓ ]x
(η(κ,i)+εj−εj+1) = 0, j < ti,
[κjℓ+δj,tihi+1 ]x
(η(κ,i)+εj−εj+1), j ≥ ti.
(i) When ti = n: since ej . x
(η(κ,i)) = 0 for 1 ≤ j < n, x(η(κ,i)) is a maximal
weight vector.
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(ii) When ti < n: either ej . x
(η(κ,i)) = 0 ∈ Vi−1 for j < ti, or ej. x
(η(κ,i)) =
c x(η(κ,i)+εj−εj+1) ∈ Vi−1 for j ≥ ti and c ∈ k
∗. So, x(η(κ,i)) is a primitive vector of
Vi relative to Vi−1 (i ≥ 1).
Set Vη(κ,i) := uq(sln). (x
(η(κ,i))+Vi−1). By Proposition 3.5 & Theorem 2.5 (2),
we get that
Vη(κ,i) ∼= uq(sln). x
(η(κ,i))/
(
uq(sln). x
(η(κ,i)) ∩ Vi−1)
∼= uq(sln). x
(ηi) = Vηi = A
(si)
q (n,1).
So, Vη(κ,i) is a simple submodule of Vi/Vi−1.
For any κ, κ′ ∈ K
(s)
i with κ 6= κ
′, i.e., η(κ, i) ≁ η(κ′, i), by Proposition 3.4,
Vη(κ,i), Vη(κ′,i) are simple submodules of Vi/Vi−1 with Vη(κ,i) ∩ Vη(κ′,i) = 0, but
Vη(κ,i) ∼= Vη(κ′,i) ∼= Vηi = A
(si)
q (n,1). As ℘
(s)
i parameterizes the generator set of
Vi/Vi−1, Vi/Vi−1 =
⊕
κ∈K
(s)
i
Vη(κ,i) ∼=
(
#K
(s)
i
)
Vηi .
As shown in the proof of Theorem 3.8 (5), Vi/Vi−2 is indecomposable for any
i ( 1<i≤E(s)−E(s)0 ). Hence, the filtration (>) is not contractible and has the
shortest length such that Vi/Vi−1 are semisimple, then it is a Loewy filtration (for
definition, see [23]). 
As a consequence of Theorem 3.10, we obtain an interesting combinatorial
identity below.
Corollary 3.11. (i) #K
(s)
i =
∑⌊E(s)0+i
m
⌋
j=0 (−1)
j
(
n
j
)(
n+(E(s)0+i)−jm−1
n−1
)
.
(ii)
∑⌊ s
mℓ
⌋
i=0 (−1)
i
(
n
i
)(
n+s−imℓ−1
n−1
)
=
∑E(s)−E(s)0
i=0
(∑⌊ si
ℓ
⌋
j=0 (−1)
j
(
n
j
)(
n+si−jℓ−1
n−1
))
×
×
(∑⌊E(s)0+i
m
⌋
j=0 (−1)
j
(
n
j
)(
n+(E(s)0+i)−jm−1
n−1
))
, where s = (E(s)0+i)ℓ+ si.
Proof. (i) From the definition of K
(s)
i , #K
(s)
i is equal to the coefficient of
tE(s)0+i of polynomial Pn,m(t) = (1 + t + t
2 + · · · + tm−1)n. So, it is true, similar
to Corollary 2.6.
(ii) follows from (i), Proposition 3.1 & Corollary 2.6, as well as
(⊛) A(s)q (n,m)
∼=
E(s)−E(s)0⊕
i=0
Vi/Vi−1 ∼=
E(s)−E(s)0⊕
i=0
(
#K
(s)
i
)
A(si)q (n,1),
as vector spaces. 
Now we give an example to show the structural variations of A
(s)
q (n,m) by
increasing the degree s. For n = 3,m = 2 and ℓ = 3, in the following picture, each
point represents one simple submodule of a Loewy layer, and each arrow represents
the linked relationships existed among the simple subquotients. For example, a→ b
means that there exists u ∈ uq(sl3) such that u. a = b.
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3.6. Rigidity of A
(s)
q (n,m). As we known, both the radical filtration and the socle
filtration of a module M are the Loewy filtrations, and Radr−kM ⊆ SockM , where
r = ℓℓM is the Loewy length ofM . In this subsection, we will prove the coincidence
of both filtrations for A
(s)
q (n,m), that is the following result.
Theorem 3.12. Suppose n ≥ 3 and char(q) = ℓ ≥ 3. Then A
(s)
q (n,m) is a
2rigid uq(sln)-module, and ℓℓA
(s)
q (n,m) = E(s)−E(s)0+1.
Proof. By the definition of rigid module, it suffices to prove that the filtration
(>) in Theorem 3.10 is both socle and radical.
(1) Note Soc0A
(s)
q (n,m) = 0, Soc
1A
(s)
q (n,m) = V0, by Theorem 3.10. Assume
that we have proved SociA
(s)
q (n,m) = Vi−1, for i ≥ 1. We are going to show
Vi/Vi−1 = Soc (A
(s)
q (n,m)/Vi−1), i.e., Soc
i+1A
(s)
q (n,m) = Vi.
As Vi/Vi−1 =
⊕
η(κ,i)∈℘
(s)
i
Vη(κ,i)
(
⊂ A
(s)
q (n,m)/Vi−1
)
is semisimple, Vi/Vi−1 ⊆
Soc
(
A
(s)
q (n,m)/Vi−1
)
. Note that Vi is spanned by { x
(α) ∈ A
(s)
q (n,m) | Edeg x(α)=
E(s)0+ i }, for each i ≥ 1. Similarly to Theorem 3.8 (1), we assert that for any
nonzero y+Vi−1 ∈ A
(s)
q (n,m)/Vi−1 with energy degree Edeg (y) ≥ E(s)0+i, assume
that the submodule Vy = uq(sln). (y+Vi−1) is simple, then Edeg (y) = E(s)0+ i,
that is, y ∈ Vi. This gives the desired result.
In fact, if Edeg (y) > E(s)0+ i, that is, Edeg (y) = E(s)0+ j with j > i,
then by Definition 3.2, in the expression of y =
∑
α kαx
(α), there exists some
β ∈ Zn+(s,m), kβ 6= 0 such that | E(β) | = Edeg (y). Write κ = E(β). Then
there exists η(κ, j) = ℓ ·κ+ηj ∈ Z
n
+(s,m) (where ηj = (ℓ−1, · · · , ℓ−1, hj
tj
, 0, · · · , 0)
with |κ | = E(s)0+j ≥ j, (so ∃κi0 6= 0), such that η(κ, j) ∼ β, by the remark in
subsection 3.3. Since j > i ≥ 1, by the note previous to Theorem 3.10, tj < n−1.
So, there is η¯j = (h¯1, · · · , h¯n) with h¯i0 = 0, h¯i0+1 < ℓ−1 and h¯k ≤ ℓ−1 and
| η¯j | = sj = | ηj |, such that η¯j ∼ ηj , and η¯(κ, j) = ℓ ·κ+η¯j ∼ η(κ, j) ∼ β. By
Proposition 3.5, we can find u ∈ uq(sln) such that u. x
(β) = x(η¯(κ,j)). Clearly, for
x(η¯(κ,j)), there exists an fi0 ∈ uq(sln), such that fi0 . x
(η¯(κ,j)) 6= 0 (then (fi0u). y 6= 0)
but Edeg (fi0 . x
(η¯(κ,j))) = Edeg x(η¯(κ,j))−1, so Edeg (fi0u. y) = Edeg (fi0u. x
(β)) =
Edeg (u. x(β))−1 = Edeg (x(β))−1 < Edeg (y). Thereby, we get a proper submodule
(0 6=)Vfi0u. y ( Vu. y = Vy, by Proposition 3.6. It is a contradiction. So the above
assertion is true.
2The definitions of rigid module, socle filtration, radical filtration can be found in ([23], 8.14),
or some relevant elegant investigations on rigidity of a module and Loewy filtration in [24, 25].
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(2) By Theorem 3.10, (>) is a Loewy filtration of A
(s)
q (n,m), so its Loewy
length r = ℓℓA
(s)
q (n,m) = E(s)−E(s)0+1. Then for 0 ≤ i ≤ E(s)−E(s)0, we have
Radi(A(s)q (n,m)) ⊆ Soc
r−i(A(s)q (n,m)) = VE(s)−E(s)0−i.
For i = 1: if there exists a (0 6=) y ∈ VE(s)−E(s)0−1, and y /∈ Rad
1(A
(s)
q (n,m)),
then by definition, there is a maximal proper submodule V ⊂ A
(s)
q (n,m) such that
y /∈ V . Since V is maximal, uq(sln). y + V = A
(s)
q (n,m) =
∑
|α |=E(s) uq(sln). x
(α),
by Theorem 3.8 (3). However, Edeg u. y ≤ Edeg y = E(s)−1, so we derive that
{ x(α) ∈ A
(s)
q (n,m)
∣∣Edeg x(α) = E(s) } ⊆ V . Therefore, V = A(s)q (n,m), it is
contrary to the above assumption. This means Rad1(A
(s)
q (n,m)) = VE(s)−E(s)0−1.
Assume we have proved that Radi(A
(s)
q (n,m)) = VE(s)−E(s)0−i, for i ≥ 1. Note
that Radi+1(A
(s)
q (n,m)) ⊆ VE(s)−E(s)0−i−1 ⊂ VE(s)−E(s)0−i = Rad
i(A
(s)
q (n,m)).
By definition, Radi+1(A
(s)
q (n,m)) is the intersection of all maximal submodule of
Radi(A
(s)
q (n,m)). According to Theorem 3.10 (2), we have that VE(s)−E(s)0−i is
spanned by { x(α) ∈ A
(s)
q (n,m)
∣∣Edeg x(α) = E(s)−i}. Using the similar argument
for i = 1, we can derive Radi+1(A
(s)
q (n,m)) = VE(s)−E(s)0−i−1.
Consequently, the filtration (>) is a radical filtration. 
Denote by A
(s)
q (n) the s-th homogenous space of Aq(n).
Corollary 3.13. Suppose that n ≥ 3 and char(q) = ℓ ≥ 3. Then uq(sln)-
submodules A
(s)
q (n) of Aq(n) are indecomposable and rigid.
Proof. Since for any s ∈ N, there is m ∈ N such that (m−1)ℓ ≤ s ≤ mℓ−1,
then A
(s)
q (n,m) = A
(s)
q (n). By Theorems 3.8 and 3.12, A
(s)
q (n) is indecomposable
and rigid uq(sln)-module. 
4. Quantum Grassmann algebra and quantum de Rham cohomology
4.1. q-differential over Aq(n). Denote by ∧q(n) = k{dx1, . . . , dxn}/((dxi)
2, dxjdxi
+ q−1dxidxj , i < j), the quantum exterior algebra over k. Let ∧q(n)(s) be the s-th
homogeneous subspace of ∧q(n), as we know
∧q(n)(s) = span k{ dxi1 ∧ dxi2 ∧ · · · ∧ dxis | 1 ≤ i1 < i2 < · · · < is ≤ n }.
Identifying ∧q(n)(1) with the uq(sln)-module V (λ1) with highest weight vector dx1,
then ∧q(n) ∼= k[A
0|n], as uq(sln)-modules.
Definition 4.1. Define a linear mapping d : Aq(n) −→ Aq(n)⊗k ∧q(n)(1) as
dx(α) =
n∑
i=1
∂i(x
(α))⊗ dxi =
n∑
i=1
q−εi∗αx(α−εi) ⊗ dxi, ∀x
(α) ∈ Aq(n).
Then d is called the q-differential on Aq(n).
Proposition 4.2. The q-differential d is a uq(sln)-module homomorphism, that
is, d(u. x) = u. dx, for u ∈ uq(sln), x ∈ Aq(n), provided that ∧q(n)(1) ∼= V (λ1) as
uq(sln)-module with highest weight vector dx1.
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Proof. It suffices to consider the actions of generators of uq(sln) on the basis
elements x(β) of Aq(n).
(1) For ei (i = 1, · · · , n−1): On the one hand, noting that
q−εj∗(β+εi−εi+1) = q−εj∗β, for j ≤ i, or j > i+1,
q−εi+1∗(β+εi−εi+1) = q−εi+1∗βq−1, for j = i+1,
we have
d(ei. x
(β)) = d([βi+1]x
(β+εi−εi+1))
= [βi+1]
n∑
j=1
q−εj∗(β+εi−εi+1)x(β+εi−εi+1−εj) ⊗ dxj
= [βi+1]
( ∑
j<i,orj>i+1
q−εj∗βx(β−εj+εi−εi+1) ⊗ dxj
+ q−εi∗βx(β−εi+1) ⊗ dxi + q
−εi+1∗β−1x(β+εi−2εi+1) ⊗ dxi+1
)
.
On the other hand, as ∆(ei) = ei ⊗Ki + 1⊗ ei, we have
ei. (x
(β−εj) ⊗ dxj) =


[βi+1]x
(β−εj+εi−εi+1) ⊗ dxj , j < i, or j > i+1
[βi] q x
(β−εi+1) ⊗ dxi, j = i
x(β−εi+1) ⊗ dxi j = i+1
+ q−1[βi+1]x
(β+εi−2εi+1) ⊗ dxi+1.
Observing that q−εi∗β [βi+1] = q
−εi∗β [βi] q + q
−εi+1∗β , we finally obtain
ei. d(x
(β)) = ei.
( n∑
j=1
q−εj∗βx(β−εj) ⊗ dxj
)
=
n∑
j=1
q−εj∗βei. (x
(β−εj) ⊗ dxj)
= d(ei. x
(β)).
(2) Similarly, we can check that d(fi. x
(β)) = fi. (dx
(β)), for 1 ≤ i < n.
(3) For Ki (i = 1, · · · , n−1):
Ki. dx
(β) =
n∑
j=1
q−εj∗βKi. x
(β−εj) ⊗Ki. dxj
=
n∑
j=1
q−εj∗βqβi−δij−βi+1+δi+1,jx(β−εj) ⊗ qδij−δi+1,jdxj
= d(Ki. x
(β)).
This completes the proof. 
4.2. Quantum Grassmann algebra and quantum de Rham Complex. It is a well-
known fact that there exists a braiding ℵ : ∧q(n)(1) ⊗Aq(n) −→ Aq(n)⊗∧q(n)(1),
which is a uq(sln)-module homomorphism. This ℵ also induces braidings ℵs :
∧q(n)(s)⊗Aq(n) −→ Aq(n)⊗∧q(n)(s). Now let us define the quantum Grassmann
algebra as follows.
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Definition 4.3. Let Ωq(n) := Aq(n)⊗ ∧q(n) with product
(x(α) ⊗ ωs) · (x
(β) ⊗ ωr) = x
(α)ℵs(ωs ⊗ x
(β))ωr, ωs ∈ ∧q(n)(s), ωr ∈ ∧q(n)(r).
Ωq(n) is said the quantum Grassmann algebra over Aq(n). Ωq(n) =
⊕n
s=0Ωq(n)
(s),
where Ωq(n)
(s) := Aq(n)⊗ ∧q(n)(s).
Define the linear mappings as follows.
ds : Ωq(n)
(s) −→ Ωq(n)
(s+1),
ds(x(α) ⊗ dxi1 ∧ · · · ∧ dxis ) =
n∑
j=1
q−εj∗αx(α−εj) ⊗ dxj ∧ dxi1 ∧ · · · ∧ dxis .
Specially, d0 = d for s = 0; dn = 0 for s = n.
By Proposition 4.1, d is a homomorphism of uq(sln)-modules, then by definition,
it follows readily that ds (s = 1, · · · , n) are homomorphisms of uq(sln)-modules.
Proposition 4.4. (Ωq(n), d
•) is a complex, i.e., ds+1ds = 0, for s = 0, 1, · · · , n.
Proof. Observing the relationships between ds and d0 for s = 1, · · · , n, it is
enough to check the case s = 0.
Consider the actions of d1d0 over the basis elements of Aq(n).
For any x(β) ∈ Aq(n),
d1d0(x(β)) = d1
( n∑
j=1
q−εj∗βx(β−εj) ⊗ dxj
)
=
n∑
j=1
n∑
i=1
q−εj∗βq−εi∗(β−εj)x(β−εi−εj) ⊗ dxi ∧ dxj
=
∑
i<j
(q−εj∗β−εi∗(β−εj) − q−1−εi∗β−εj∗(β−εi))x(β−εi−εj) ⊗ dxi ∧ dxj
=
∑
i<j
q−εi∗β−εj∗β(1− 1)x(β−εi−εj) ⊗ dxi ∧ dxj = 0.
Thus, d1d0 = 0. By definition, it is easy to see that
ds+1ds = 0, s = 1, · · · , n.
This completes the proof. 
For the complex (Ωq(n), d
s) given in Proposition 4.4, that is,
0−→Ωq(n)
(0) d
0
−→ · · ·
ds−1
−→ Ωq(n)
(s) d
s
−→ Ωq(n)
(s+1) d
s+1
−→ · · ·
dn−1
−→ Ωq(n)
(n) d
n
−→ 0,
when q = 1, this is the standard de Rham complex of polynomial algebra with n
variables. Thus, we call it the quantum de Rham complex.
4.3. Quantum de Rham subcomplex (Ωq(n,m), d
•) and its cohomologies. Now de-
fine Ωq(n,m) :=
⊕n
s=0 Ωq(n,m)
(s), where Ωq(n,m)
(s) = Aq(n,m)⊗∧q(n)(s). Note
that ds(Ωq(n,m)
(s)) ⊆ Ωq(n,m)
(s+1), for s = 0, 1, · · · , n. So, we get a quantum de
Rham subcomplex (Ωq(n,m), d
•).
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For γ ∈ Zn+, denote briefly by Ω
(s)
γ the weight space corresponding to the weight
γ =
∑n
i=1 γiεi of Ωq(n,m)
(s), then
Ω(s)γ = span k
{
x(γ−
∑s
j=1 εij )⊗ dxi1∧ · · · ∧ dxis ∈ Ωq(n,m)
(s)
∣∣∣ 0≤ γ− s∑
j=1
εij ≤m
}
.
Lemma 4.5. Given γ ∈ Zn+ with kγ coordinates equal to mℓ and hγ coordinates
equal to 0. Then Ω
(s)
γ 6= 0 if and only if kγ ≤ s, and dim Ω
(s)
γ =
(
n−kγ−hγ
s−kγ
)
.
Proof. For the given γ ∈ Zn+ with γi1 = · · · = γikγ = mℓ and γı1 = · · · =
γıhγ = 0, if Ω
(s)
γ 6= 0, there exists a pairwise distinct sequence (j1, · · · , js), such that
{j1, · · · , js} ∩ {ı1, · · · , ıhγ} = ∅ and 0 6= x
(γ−
∑s
r=1 εjr ) ⊗ dxj1 ∧ · · · ∧ dxjs ∈ Ω
(s)
γ ,
then the pairwise distinct sequence (i1, · · · , ikγ) is a subsequence of (j1, · · · , js), so,
kγ ≤ s. And vice versa. Hence, dim Ω
(s)
γ =
(
n−kγ−hγ
s−kγ
)
. 
Theorem 4.6. For the quantum de Rham subcomplex (Ωq(n,m), d
•) below,
0−→Ωq(n,m)
(0) · · ·
ds−1
−→ Ωq(n,m)
(s) d
s
−→ Ωq(n,m)
(s+1) d
s+1
−→ · · ·Ωq(n,m)
(n) d
n
−→ 0,
one has
Hs(Ωq(n,m)) = Ker d
s/Imds−1
∼=
⊕
1≤i1<···<is≤n
k [x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ],
as k-vector spaces, and dimHs(Ωq(n,m)) =
(
n
s
)
, for s = 0, 1, · · · , n.
Proof. Note the facts that Ωq(n,m)
(s) =
⊕
γ∈Zn+
Ω
(s)
γ and each differential ds
preserves the weight-gradings. It suffices to consider the restriction of the complex
to weight γ, for any given γ.
0 −→ Ω(0)γ
d0
−→ · · ·
ds−1
−→ Ω(s)γ
ds
−→ Ω(s+1)γ
ds+1
−→ · · ·
dn−1
−→ Ω(n)γ
dn
−→ 0.
If γ has kγ coordinates equal to mℓ and hγ coordinates equal to 0, then by
Lemma 4.5, dim Ω
(s)
γ =
(
n−kγ−hγ
s−kγ
)
.
(1) Consider the action of d0 on Aq(n,m).
For γ = 0, it is clear that d0x(γ) = dx(γ) = 0.
For γ 6= 0, there exists γj 6= 0 for some j (1 ≤ j ≤ n), then
d0x(γ) = dx(γ) =
n∑
i=1
q−εi∗γxγ−εi ⊗ dxi 6= 0.
So, Ker d0 ∼= k, H0(Ωq(n,m)) = Ker d
0/Im d−1 ∼= k, dimH0(Ωq(n,m)) = 1.
(2) Consider the behavior of ds−1, ds at Ω
(s)
γ .
For 0 6= γ ∈ Zn≥0, by Lemma 4.5, kγ < s if and only if Ω
(s−1)
γ 6= 0; kγ = s if
and only if Ω
(s−1)
γ = 0 and Ω
(s)
γ 6= 0; and kγ > s if and only if Ω
(s)
γ = 0 (= Ω
(s−1)
γ ).
Obviously, when kγ > s, Im d
s−1|
Ω
(s−1)
γ
= Ker ds|
Ω
(s)
γ
= 0. Namely, this case is
no contribution to Hs(Ωq(n,m)). So, it suffices to consider the cases kγ ≤ s.
We are now in a position to show the following assertions by induction on s ≥ 1:
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Case (i): When Ω
(s−1)
γ 6= 0, i.e., kγ < s, we must have
Im ds−1|
Ω
(s−1)
γ
= Ker ds|
Ω
(s)
γ
, dim Im ds|
Ω
(s)
γ
=
(
n−kγ−hγ−1
s−kγ
)
.
So, this case is also no contribution to Hs(Ωq(n,m)).
Case (ii): When Ω
(s−1)
γ = 0 but Ω
(s)
γ 6= 0, i.e., kγ = s, we must have
Ω(s)γ = span k
{
x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis
}
= Ker ds|
Ω
(s)
γ
.
In summary, the above analysis leads to
Hs(Ωq(n,m)) = Ker d
s/Imds−1 =
⊕
γ∈Zn+
Ker ds|
Ω
(s)
γ
/Im ds−1|
Ω
(s−1)
γ
∼=
⊕
1≤i1<···<is≤n
k [x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ],
and dimHs(Ωq(n,m)) =
(
n
s
)
.
Proofs of cases (i) & (ii):
For s = 1: Assume that 0 6= γ ∈ Zn+, without loss of generality.
When Ω
(0)
γ 6= 0, i.e., kγ = 0: 0 < γ ≤ m, dimΩ
(0)
γ = 1. This means Ω
(1)
γ 6= 0.
Now assume 0 6=
∑n
j=1 ajx
(γ−εj) ⊗ dxj ∈ Ker d
1 with aj ∈ k, i.e.,
d1
( n∑
j=1
ajx
(γ−εj) ⊗ dxj
)
=
∑
i<j
(
ajq
−εi∗γ − aiq
−εj∗γ
)
x(γ−εi−εj) ⊗ dxi ∧ dxj = 0,
we obtain a system of equations with indeterminates ai (i = 1, · · · , n):
ajq
−εi∗γ − aiq
−εj∗γ = 0, ∀ 1 ≤ i < j ≤ n,
and its solution is aj = aiq
−εj∗γ+εi∗γ , for 1 ≤ i < j ≤ n, that is,
aj = a1q
−εj∗γ , ∀ 1 ≤ j ≤ n.
So, dimKer d1|
Ω
(1)
γ
= 1, Kerd1|
Ω
(1)
γ
= Im d0|
Ω
(0)
γ
. Im d0|
Ω
(0)
γ
= Ker d1|
Ω
(1)
γ
, moreover,
dim d1(Ω
(1)
γ ) = dimΩ
(1)
γ − dimKerd1|Ω(1) =
(
n−kγ−hγ−1
1
)
.
When Ω
(0)
γ = 0 but Ω
(1)
γ 6= 0, i.e., kγ = 1: by Lemma 4.5, ∃ ! i, such that γi = mℓ
and dimΩ
(1)
γ = 1. This implies γ = mℓεi, and Ω
(1)
γ = span k{ x
((mℓ−1)εi) ⊗ dxi } =
Kerd1|
Ω
(1)
γ
.
Now for s > 1, suppose for any s′ ≤ s, the assertions are true. We consider the
case s+1:
Assume that
ds+1
( ∑
i1<···<is+1
ai1···is+1x
(γ−
∑s+1
j=1 εij ) ⊗ dxi1 ∧ · · · ∧ dxis+1
)
= 0,
we can obtain a system of linear equations with indeterminates ai1···is+1 (1 ≤ i1 <
· · · < is+1 ≤ n),
(⋄)
s+2∑
j=1
a
i1···îj ···is+2
(−1)j−1q−εij ∗γ = 0, ∀ 1 ≤ i1 < · · · < is+2 ≤ n.
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Set P = { i1· · ·is+1 | i1 < · · · < is+1, x
(γ−
∑s+1
j=1 εij ) ⊗ dxi1 ∧ · · · ∧ dxis+1 6= 0},
Q = { i1· · ·is+2 | i1 < · · · < is+2, x
(γ−
∑s+2
j=1 εij ) ⊗ dxi1 ∧ · · · ∧ dxis+2 6= 0}. Denote
p = #P , q = #Q. Order lexicographically the words in P and Q respectively in
column to get two column vectors P , Q. Write X = (ai1···is+1)i1···is+1∈P . Thereby,
we express the system (⋄) of q linear equations with p indeterminates ai1···is+1 as a
matrix equation AX = 0, where the coefficients matrix A is of size q × p.
When Ω
(s)
γ 6= 0, i.e., kγ ≤ s: there exists a unique longest word 1 · · · kγ
such that each γr = mℓ. By definition, 1 · · · kγ must be a subword of any word
i1 · · · is+1 in P , and each γij 6= 0. Now set b = min{ i | γi 6= 0, 1 ≤ i ≤ n }. Owing
to the lexicographic order adopted in X , it is easy to see that there is a diagonal
submatrix diag{q−εb∗γ , · · · , q−εb∗γ} with order
(
n−kγ−hγ−1
s+1−kγ
)
in the top right corner
of A, which is provided by the front
(
n−kγ−hγ−1
s+1−kγ
)
equations corresponding to those
words i1 · · · is+2 with the beginning letter i1 = b. Thus, rankA ≥
(
n−kγ−hγ−1
s+1−kγ
)
,
and dimKer ds+1|
Ω
(s+1)
γ
= dimΩ
(s+1)
γ − rankA ≤
(
n−kγ−hγ
s+1−kγ
)
−
(
n−kγ−hγ−1
s+1−kγ
)
=(
n−kγ−hγ−1
s−kγ
)
.
Note that Im ds ⊆ Kerds+1 and dsΩ
(s)
γ ⊆ Ω
(s+1)
γ . By the inductive hypothesis,
dim Im ds|
Ω
(s)
γ
=
(
n−kγ−hγ−1
s−kγ
)
, so dimKer ds+1|
Ω
(s+1)
γ
≥
(
n−kγ−hγ−1
s−kγ
)
.
Therefore, we get dimKer ds+1|
Ω
(s+1)
γ
=
(
n−kγ−hγ−1
s−kγ
)
= dim Im ds|
Ω
(s)
γ
, and
Ker ds+1|
Ω
(s+1)
γ
= Im ds|
Ω
(s)
γ
,
Im ds+1|
Ω
(s+1)
γ
=
(
n−kγ−hγ
s+1−kγ
)
−
(
n−kγ−hγ−1
s−kγ
)
=
(
n−kγ−hγ−1
s+1−kγ
)
= rankA.
When Ω
(s)
γ = 0 but Ω
(s+1)
γ 6= 0, i.e., kγ = s+1: there are s+1 γ
′
is equal to
mℓ and dimΩ
(s+1)
γ = 1. In this case, set γi1 = γi2 = · · · = γis+1 = mℓ. Then
γ =
∑s+1
j=1mℓεij with 1 ≤ i1 < · · · < is+1 ≤ n, and
Ω(s+1)γ = span k
{
x(
∑s+1
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis+1
}
= Ker ds+1|
Ω
(s+1)
γ
.
This completes the proof. 
4.4. Cohomology modules. We will concern the module structure on Hs(Ωq(n,m)).
Definition 4.7. Let V (ǫ1, · · · , ǫn−1) be a one-dimensional uq(sln)-module. It
is called a sign-trivial module if for 0 6= v ∈ V (ǫ1, · · · , ǫn−1), ei. v = fi. v = 0 and
Ki. v = ǫiv, where ǫi = ±1, for i = 1, · · · , n−1.
Theorem 4.8. For any s (0 ≤ s ≤ n), each cohomology group Hs(Ωq(n,m))
is isomorphic to the direct sum of
(
n
s
)
(sign-)trivial uq(sln)-modules when q is an
ℓ-th (resp. 2ℓ-th but m is odd ) root of unity or m is even.
Proof. When s = 0, the statement is clear.
It suffices to consider the cases when 1 ≤ s ≤ n. By Theorem 4.6, we have
Hs(Ωq(n,m)) ∼= span k
{
x(
∑s
j=1(mℓ−1)εij )⊗dxi1 ∧· · ·∧dxis
∣∣ 1 ≤ i1 < · · · < is ≤ n}.
Denote by [x(
∑s
j=1(mℓ−1)εij )⊗dxi1 ∧· · · ∧dxis ], the image of x
(
∑s
j=1(mℓ−1)εij )⊗
dxi1 ∧ · · · ∧ dxis ∈ Ker d
s|
Ω
(s)
γ
in Hs(Ωq(n,m)), where γ =
∑s
j=1(mℓ)εij .
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Consider the actions of the generators ei, fi, Ki, K
−1
i (1 ≤ i ≤ n−1) of uq(sln)
on [x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ].
(1) For any eh: if eh. (x
(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis) 6= 0, then h+1 ∈
{ i1, . . . , is} and h ∈ { i1−1, · · · , is−1}−{ i1, · · · , is}. Write γ
′ =
∑s
j=1(mℓ)εij+εh
−εh+1, then eh. (x
(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis) ∈ Ω
(s)
γ′ ∩Ker d
s = Ker ds|
Ω
(s)
γ′
.
Since kγ′ = s−1, hγ′ = hγ−1 = n−s−1, by Lemma 4.5, dimΩ
(s−1)
γ′ = 1. So
now the problem reduces to Case (i) in the proof of Theorem 4.6. We then obtain
Kerds|
Ω
(s)
γ′
= Im ds−1|
Ω
(s−1)
γ′
6= 0. Thus eh. (x
(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis) ∈
Im ds−1, namely, eh. [x
(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ] = 0.
Therefore, eh acts trivially on H
s(Ωq(n,m)).
(2) Dually, we can check that fh trivially acts on H
s(Ωq(n,m)).
(3) For K±1i : we have
K±1i . [x
(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ]
= q±(γi−γi+1)[x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ].
Notice that γi − γi+1 = ±mℓ or 0, for γ =
∑s
j=1(mℓ)εij , where ri ∈ Z.
(i) When q is the ℓ-th primitive root of unity or m is even, q±(γi−γi+1) = 1, the
submodule generated by [x(
∑s
j=1(mℓ−1)εij ) ⊗ dxi1 ∧ · · · ∧ dxis ] is a trivial module.
(ii) When q is the 2ℓ-th primitive root of unity but m odd, q±(γi−γi+1) = ±1,
then the submodule generated by [x(
∑s
j=1(mℓ−1)εij )⊗dxi1∧· · ·∧dxis ] is a sign-trivial
module.
Hence, Hs(Ωq(n,m)) is isomorphic to the direct sum of
(
n
s
)
sign-trivial uq(sln)-
modules. 
4.5. Quantum de Rham cohomologies Hs(Ωq(n)). In this final subsection, we
turn to give a description of the cohomologies for the quantum de Rham complex
(Ωq(n), d
•). Actually, Lemma 4.5 and the result of Case (i) in the proof of Theorem
4.6 are still available to the (Ωq(n), d
•).
Proposition 4.9. For the quantum de Rham complex (Ωq(n), d
•) over Aq(n):
0−→Ωq(n)
(0) d
0
−→ · · ·
ds−1
−→ Ωq(n)
(s) d
s
−→ Ωq(n)
(s+1) d
s+1
−→ · · ·
dn−1
−→ Ωq(n)
(n) d
n
−→ 0,
one has Hs(Ωq(n)) = δ0,sk, for any s = 0, 1, · · · , n.
Proof. Clearly, we have H0(Ωq(n)) = k.
For any given γ ∈ Zn+, since each d
s preserves the weight-gradings, we have
0−→Ωq(n)
(0)
γ
d0
−→ · · ·
ds−1
−→ Ωq(n)
(s)
γ
ds
−→ Ωq(n)
(s+1)
γ
ds+1
−→ · · ·
dn−1
−→ Ωq(n)
(n)
γ
dn
−→ 0.
By definition, Hs(Ωq(n)) =
⊕
γ∈Zn+
Ker ds|
Ωq(n)
(s)
γ
/Imds−1|
Ωq(n)
(s−1)
γ
. So, for the
given 0 < γ ∈ Zn+, there exists an m ∈ N, such that mℓ > | γ |. This means that
Ωq(n)
(s)
γ = Ωq(n,m)
(s)
γ , for any s ≥ 1, and kγ = 0. So, Lemma 4.5 is adapted to
our case, namely, Ωq(n)
(s−1)
γ = Ωq(n,m)
(s−1)
γ 6= 0, for 1 ≤ s ≤ n. According to
the proof of Theorem 4.6, the result of Case (i) works, that is, Ker ds|
Ωq(n)
(s)
γ
=
Im ds−1|
Ωq(n)
(s−1)
γ
, for any given γ. This implies Hs(Ωq(n)) = 0 for s ≥ 1. 
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