Abstract This study aims to assess the potential impact of climate change on flood risk for the city of Dayton, which lies at the outlet of the Upper Great Miami River Watershed, Ohio, USA. First the probability mapping method was used to downscale annual precipitation output from 14 global climate models (GCMs). We then built a statistical model based on regression and frequency analysis of random variables to simulate annual mean and peak streamflow from precipitation input. The model performed well in simulating quantile values for annual mean and peak streamflow for the 20th century. The correlation coefficients between simulated and observed quantile values for these variables exceed 0.99. Applying this model with the downscaled precipitation output from 14 GCMs, we project that the future 100-year flood for the study area is most likely to increase by 10-20%, with a mean increase of 13% from all 14 models. 79% of the models project increase in annual peak flow.
INTRODUCTION
This research aims to assess the potential impact of climate change on flood risk for the city of Dayton, which lies at the outlet of the Upper Great Miami River Watershed, Ohio, USA. The objectives are: (a) to establish how precipitation will change for the area, using the downscaled results from global climate models (GCMs), and (b) to use this change to project the magnitude of a future 100-year flood, which is often used as a benchmark to evaluate flood risk.
Climate change has the potential to intensify the water cycle, causing more severe flooding events (Lettenmaier et al., 2008) . This could have significant implications for water resource management (Kundzewicz et al., 2008) . Milly et al. (2005) projected changes in runoff globally based on 24 GCM runs for 2041-2060 relative to 1901-1970 . In addition, they calculated fractions of model runs projecting the same direction as the median for all models to estimate the level of model agreement. Their results show that the Midwest region of the USA, where the study area of this research lies, is expected to have 10-25% increase in runoff (with 62% model agreement). Many studies have examined the impacts of climate change on regional or local hydrology (e.g. McCabe & Wolock, 2002; Hayhoe et al., 2006; Christensen & Lettenmaier, 2007; Maurer 2007; Rosenzweig et al., 2007) . These studies typically use downscaling methods to produce forcings (usually precipitation and temperature) for a land hydrology model. Studies focusing on the Midwest region of the USA largely project an increase in streamflow. Jha et al. (2004) used a regional climate model to downscale a mid-21st century global simulation of the HadCM2 global climate model to the upper Mississippi River basin. Their simulations showed that a 21% increase in future precipitation leads to a 50% net increase in surface water yield in the region. Takle et al. (2006) , using an ensemble of seven models used by the Intergovernmental Panel on Climate Change (IPCC) in its fourth assessment report (AR4), showed a more moderate increase of 5% in mean runoff. Such changes in runoff will have direct impact on the risk of flooding. Cameron (2006) explored the impact of climate change on flood frequency for Lossie catchment in the northeast of Scotland, UK, using a continuous simulation methodology. Using HadCM3 and HadRM3 climate model output under various UKCIP02 scenarios, he found that the magnitude and direction of change in flood frequency are dependent on the scenarios. Fu et al. (2007) extended the single-parameter precipitation elasticity of streamflow index into a two-parameter climate elasticity index, as a function of both precipitation and temperature, in order to assess climatic effects on annual streamflow. Applying this methodology to Spokane River basin, they found that the climate elasticity of streamflow index varies from 2.4 to 0.2, for a precipitation increase of 20%, as temperature varies from 1 C lower to 1.8 C higher than the long-term mean. That means a 20% precipitation increase may result in a streamflow increase of 48% if the temperature is 1 C lower, but only a 4% increase if the temperature is 1.8 C higher than the long-term mean.
A central issue in assessing the potential impact of climate change on flooding is that such study at local level often requires data of temporal and spatial resolutions that are not currently available from the output of global climate models (GCMs). There are two basic approaches to downscaling global climate models to the local scale: dynamic and statistical approaches. Even output from dynamic downscaling using regional climate models (RCMs), often with a grid size of 50 km or larger, does not provide sufficient resolution for relatively small watersheds. Therefore, statistical downscaling is usually the only choice that remains for climate impact assessments for small watershed hydrology (Wood et al., 2004) . In addition, there is controversy on the general utility and reliability of using climate model output directly for hydrological studies (Prudhomme et al., 2002; Koutsoyiannis et al., 2008) . Often local observation data are used in a variety of ways to correct the bias of climate models before they can be used for assessing the impacts on hydrological processes (Wood et al., 2004) .
The general approach of statistical downscaling is to establish the empirical relationships between patterns in large-scale atmosphere-ocean circulation and smaller-scale climate (and related to hydrological) variables (Katz et al., 2002) , as deterministic numerical models of the climate systems predict large-scale patterns (e.g. of "smooth" variables such as atmospheric pressure) much better than they do regional or local weather or climate variables (especially, "erratic" variables like precipitation) (Lettenmaier, 1995; Wilby et al., 1998) . Most often, such empirical relationships are established by using least squares regression, and then used to interpolate future climate conditions. However, because of the difference in scales and the "smooth" vs "erratic" natures of dependent and independent variables, the correlation is usually low with a coefficient of determination (R 2 ) rarely over 0.20. As a result, this statistical downscaling approach is often found to be inadequate for hydrological studies (such as Souvignet et al., 2010) . This paper proposes a different approach based on the statistics of extremes.
Basic methods in the statistics of extremes involve fitting a theoretical probability distribution model to the observed data series of extreme values (such as annual peak flow in flood frequency analysis). The derived models are then used to relate the magnitude of extreme events to their probability of occurrence. In this paper, this basic approach is used in two steps of the research. First, we use the probability distributions of the observed data to correct the GCM output, effectively downscaling the GCM results to the local scale based on the relationship between magnitude and probability of occurrence of any particular climate variable. Second, we establish a frequencybased statistical model to simulate present and future magnitude of a 100-year flood.
In order to account for uncertainty due to model choice in climate modelling, output from a suite of 14 GCM models is used to present the range of future projections. These models were utilized heavily in the reports of Working Groups I and II of the fourth IPCC assessment (IPCC, 2007a,b) , and have received unprecedented scrutiny by experts in a variety of fields. Based on this, we look for the agreement of these models. The multi-model approach has been used widely in climate impact assessments (e.g. Winkler et al., 2002 Winkler et al., , 2007 Milly et al., 2005; Hayhoe et al., 2006; Takle et al., 2006) . Four sections follow this introduction: the next section gives a brief account of the study area, followed by details of the methodology used, presentation of the results and their discussion, and finally, a brief conclusion.
STUDY AREA
This study focuses on the Great Miami River (GMR) located in southern Ohio State, USA, near the city of Dayton. The GMR is a tributary of the Ohio River, which runs along the southern border of Ohio. One of the Great Miami's source watersheds, and the focus of this study, is the Upper Great Miami Watershed (UGMW) (Fig. 1) , which is composed of streams and tributaries from 11 different counties, including one in Indiana, and covers 6420 km 2 of the Great Miami River Basin. The city of Dayton lies at the outlet of the UGMW, where the GMR meets its two major tributaries: the Stillwater and Mad River. It is highly vulnerable to flooding. The Great Dayton Flood of 1913 flooded the city and the surrounding area with water from the Great Miami River, causing the greatest natural disaster in Ohio history. The flood was created by a series of three winter storms that hit the region in March 1913. Within 3 days, 250-300 mm of rain fell throughout the Great Miami River watershed on frozen ground, resulting in more than 90% runoff, which caused the river and its tributaries to overflow. The existing series of levees failed, and downtown Dayton experienced flooding up to 6 m deep. This flood is still the flood of record for the Great Miami River watershed. As a result, flooding is a highly salient issue in this area.
METHODOLOGY Downscaling climate model outputs through probability mapping
The objective of probability mapping is to obtain the probability distribution, rather than monthly/annual time series, of a climate variable, in this case annual mean precipitation. It involves the following steps. Let P obs be the observed annual mean precipitation, P GCM20 be the global climate model (GCM) output of simulated annual mean precipitation of the same period, and P GCM21 be the de-trended GCM simulated annual mean precipitation of the 21st century.
(a) Fit a probability distribution function, F, for P obs , P GCM20 , and P GCM21 , respectively to get F obs (P obs ), F GCM20 (P GCM20 ) and F GCM21 (P GCM21 ). (b) Map the GCM value to the observed distribution to correct its bias:
Correct the future GCM output with the scale of corrected/raw GCM results:
Developing a statistical model to simulate future peak flow
We first used the observed data series to establish: (a) a relationship between annual precipitation (P) and annual mean streamflow (Q mean ); and (b) a relationship between mean streamflow (Q mean ) and annual peak flow (Q peak ). After fitting various linear and nonlinear models, we found that a linear model fits best for (a), and a power function gives the highest R 2 value for (b) (for details, see Fig. 7 ). Therefore, we can specify the relationships in two steps as: 
where E 1 and E 2 are model residuals. Combining equations (3) and (4), we get:
The ordinary least-square method was used to estimate the parameters α 1 , β 1 , α 2 , β 2 . We treated precipitation (P) and the residuals (E 1 and E 2 ) as random variables that follow certain distributions, and applied the frequency analysis technique to establish their respective probability distributions. We first used Monte Carlo simulation to simulate the 100-year (1% probability) flood for the present to validate our model, using the present annual precipitation as input. Then by using downscaled future precipitation data from GCMs as input for P, we could use the model to simulate and project future 100-year peak flows.
Frequency analysis
Frequency analysis was used to relate the quantity of a random variable to its frequency (probability) of occurrence through the use of probability distributions (Chow et al., 1998) . In this study, the following distributions commonly used in studying extreme events were fitted to each of the data series in order to find the best fit:
-normal and related distributions: normal, lognormal, inverse Gaussian, generalized Gaussian; -gamma family distributions: gamma, generalized gamma, Pearson III; -extreme value distributions: generalized extreme value (GEV), Weibull; -the logistic distributions: logistic, log-logistic; and -beta distribution.
The maximum likelihood (ML) method is used to estimate the parameters for each distribution. The ML method is considered the most efficient method, since it provides the smallest sampling variance of the estimated parameters and, hence, of the estimated quantiles, compared to other methods. The method of moments (MOM) is a natural and relatively easy parameter estimation method. However, MOM estimates are usually inferior in quality and generally are not as efficient as the ML estimates, especially for distributions with a large number of parameters (three or more), because higher-order moments are more likely to be highly biased in relatively small samples (Rao & Hamed, 2000) . The probability weighted moments method (PWM) gives parameter estimates comparable to the ML estimates (Rao & Hamed, 2000) in most cases. The χ 2 test is used as the main method to evaluate the goodness of fit for these distributions in order to choose the best one for the data series. The χ 2 test is the most common test for goodness of fit, although it has a major disadvantage in that the test result is dependent on the binning of the data. For this study, we calculated the number of bins (k) from sample size (N) through the following commonly-used formula:
As additional methods to evaluate distribution, statistics such as mean, variance, skewness etc., as well as quantile values derived from fitted distributions, are compared with those from the observed data series (Q-Q plot). In this way, we can not only evaluate the fitting of the models over the entire data range, but also examine the model fitting in particular regions, such as tails where most extreme events occur. The KolmogorovSmirnov (K-S) and Anderson-Darling (A-D) tests are sometimes used to evaluate the goodness of fit of distributions. They have the advantage that the test results are not dependent on binning of data. However, they have their own limitations. The most serious limitation of the K-S test is that the distribution must be fully specified. That is, if location, scale and shape parameters are estimated from the data (as is the case in our study), the critical region of the K-S test is no longer valid. It must typically be determined by simulation (NIST/ SEMATECH, 2006 
Data
Observed data (P obs ) US National Climatic Data Center (NCDC) annual mean precipitation data are spatially interpolated and aggregated within the watershed boundary. A total of 123 stations within and surrounding the watershed were chosen to interpolate the spatial distribution of precipitation (Fig. 2) . Three spatial interpolation methods were tried on the data set: inverse distance weighted (IDW), tension spline and kriging. For cross-validation, we removed one data location at a time and predict the associated data value using the remaining data points. We then calculated the root mean squared error for all data locations. We decided to use kriging as the best method for the data set based on the cross-validation results (Table 1) , and used it for spatial interpolation of annual mean precipitation of each year (Fig. 2 ). The interpolated values were then aggregated by the watershed in order to generate an annual mean precipitation data series for the whole watershed.
GCM data (P GCM20 and P GCM21 ) We used the output from 14 GCM models used in the IPCC Fourth Assessment Report (AR4) under the A2 emissions scenario. We extracted data of the nearest grid cell on: (a) simulated 20th century annual mean precipitation (P GCM20 ), and (b) simulated 21st century annual mean precipitation (P GCM21 ). The exact location of the grid cell varies depending on the model, but they all contain the majority of the watershed. Figure 2 illustrates a typical location of the GCM grid cell for which output data is extracted, in relation to the study area.
Stationarity The basic assumption for frequency analysis is that there is no significant trend in the data. In other words, the data have to be stationary. This is necessary because frequency analysis attempts to establish a distribution of an ensemble of a variable at any given time step. Often a single time slice does not give us a sufficient amount of data to characterize the distribution of a variable. However, when there is no significant trend in the data series, we can use the time series distribution to approximate the ensemble distribution at a particular time. The observed data for the Upper Great Miami Watershed show no significant trend. The standard W-W test gives the W statistic the value of 0.5, far smaller than the 95 percentile value of 1.96. Therefore the stationarity assumption is satisfied.
Most GCM output of annual precipitation series for the 20th century also shows no significant trends for this location. However, the GCM output of annual precipitation series for the 21st century usually shows some trends. This is to be expected, because the GCMs have a built-in climate shift driven by increasing atmospheric concentrations of greenhouse gases. Most of the models project increasing precipitation, whereas a few of them project no change or decreasing trends for the study area. Therefore, we needed first to de-trend the 21st century data by adding the estimated trend to all data points for the 21st century (Fig. 3) . By doing so, we established an ensemble of annual precipitation data for the time step of 2100. We could then compare it with the ensemble of 20th century (i.e. present) using frequency analysis techniques.
Streamflow data (Q mean and Q peak ) Annual mean streamflow (Q mean ) and annual peak flow (Q peak ) were collected from the National Water Information System (NWIS) maintained by the US Geological Survey (USGS) for the gauge station near Dayton at the outlet of the watershed. The data sets ran from 1931 to 1997, and show no significant trends during this time period.
RESULTS

Downscaling of GCM precipitation output
Probability mapping works reasonably well to downscale the GCM output. After fitting all the distributions listed in the methodology section and running the goodness-of-fit tests, the best distribution was chosen for: the observed annual mean precipitation, the GCM simulated 20th century annual mean precipitation and the de-trended GCM output for 21st century annual mean precipitation from 14 GCMs. A distribution was evaluated based on the following criteria: (a) χ 2 test results; (b) comparison of shape statistics of fitted distributions with observed values; and (c) comparison of quantile values derived from fitted distributions with those from observation. Using annual precipitation as an example, Table 2 shows the χ 2 test results and distribution shape statistics for the observed data series and various fitted distributions. Figure 4 displays the observed and modelled quantile values of annual mean precipitation for fitted normal distribution. Table 3 presents the RMS difference between observed and modelled quantile values for mean precipitation for various fitted distributions. Based on these results, normal distribution is selected as the best approximation for the observed annual precipitation data series. A similar procedure was carried out for all GCM 20th and 21st century model output data for the nearest grid to our watershed. Table 4 summarizes the fitting results, showing the selected distribution, the χ 2 test results and the RMSE of quantile values for each of these model output data series. Based on the best distributions, we corrected the bias in the GCMs using the probability mapping method outlined in the Methodology Section. Figure 5 shows the percentile values for the raw and corrected GCM output from the PMI ECHAM5 model. It can be seen that ECHAM5 model has a consistent bias of about 300 mm for all percentiles. The output of other GCMs has biases of similar magnitude. This amount is about one third of the annual mean precipitation of the area, and twice the projected increase in annual mean precipitation. Bias of this magnitude makes it inappropriate to use GCM output directly for local hydrological studies.
Estimation of model parameters
With an R 2 value of 0.72, the linear regression model seems to fit well for the relationship between the observed precipitation data of GMW and the annual mean streamflow at the Dayton station (Fig. 6) . The values of α 1 , and β 1 are estimated using the leastsquares method. To estimate the relationship between the mean streamflow and mean peak flow, we fitted linear, exponential, power and logarithmic regression models (Fig. 7) . With an R 2 of 0.51, the power function seems to perform the best. Similarly, α 2 , and β 2 are estimated using the least-squares method.
Various distribution functions are fitted to the random variables P, E 1 and E 2 . The best distributions are chosen based on the χ 2 goodness-of-fit test and other methods outlined in the Methodology Section. When evaluating distributions, particular attention is given to the fitness of distribution at the tails, where extreme events occur. The best distributions are presented in The final model is expressed as: 
Validation of models
In order to validate the models, we used Monte Carlo simulation from the distribution of observed precipitation data to get the percentile values for mean streamflow and peak flow values and compare them with observations. It can be seen from Figs 11 and 12 that we can model the distribution of annual mean streamflow (Q mean ) and the annual peak flow (Q peak ) very well. The root mean squared (RMS) difference between observed and modelled quantile values is 61 mm for precipitation (or 6% of average annual mean precipitation), and 35 m 3 /s for annual peak flow (or 4% of average annual peak flow). Future 100-year peak flow
After model validation, we used the bias-corrected precipitation output from the 14 GCMs for the 21st century as our model input, and ran the same model to get the magnitude of 100-year (1% probability) peak flow for the end of the 21st century. The results are presented in Fig. 13 . The mean change from all models is a 13% increase from the present 100-year peak flow. In terms of model agreement, 11 out of 14 models (79%) projected an increase in 100-year peak flow. Eight out of those 11 models (73%, or 57% of the total number of models) projected an increase of between 10 and 20% in 100-year peak flow from present.
CONCLUSIONS
The probability mapping approach works well to downscale GCM output to the scale of the study area. The method produces from GCM output data quantile values very close to observations. The statistical model performs very well in simulating observed annual mean and peak streamflow values. By applying this model to output from 14 GCMs, we could project the future 100-year peak flow for the study area as most likely to increase between 10 and 20%, with the mean increase of 13% from all models. This will have social and economic implications for the Dayton area, as more of the heavily developed riparian area would be exposed to increased flood risk. In order to quantify such impacts, it is necessary to map the present and future flood plain areas and overlay this with land use, population distribution, and infrastructure data. Further study will be conducted in that direction. The methodology used in this paper is largely based on frequency analysis, which assumes stationarity of data series. This basic assumption is not satisfied with watersheds where long-term trends exist for annual mean precipitation or other hydro-climatic variables. However this methodology can be adjusted to accommodate such trends. Instead of examining the trend in the whole time series, we can compare two specific time steps. To generate an ensemble distribution for one specific time step, we can first de-trend the time-series data, and use the local mean of the specific time step to adjust the distribution of the de-trended data to get an approximation of the ensemble distribution of that particular time step. We can use a similar method to establish the distribution for different points in time, and use these distributions to simulate peak flow magnitudes at these time steps in order to examine the consequent trends that might exist in peak flow. Getting an ensemble distribution through detrending assumes that the shape of distribution of the variable is constant. If there is reason to suspect that the shape of the distribution (such as variance, skewness and kurtosis) also changes during the time period, we should only use a limited neighbourhood around a specific point in time we are interested in, in order to establish a local distribution. Bootstrapping techniques may be necessary to estimate the distribution. Alternatively, a time-series model might be considered if ergodicity of the process can be established. 
