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P REFACE 
This t he sis is c once rned with surveys of extragalactic radio sou rces ,  
and c osmolog ical inte rpretation of the results. The wo rk desc ribed he re was 
carried out in the Depart ment of Astrophy sics at the University of S ydne y, 
during the yea rs 1971  to 1976 . The obse rvation s  were made with the 1 .6 km
Mil l s  C ross tele sc ope of the Mol ongl o  Radio Obse rvatory , which is ope rated by 
this Depart ment . I t s  obse rving frequency is 408 MHz.
The f irst part of this work was the c ompilation of an all-sky catal ogue 
of strong sources. This now suppl ie s  the be st ava ilable source c ounts at 
408 MHz at flux densitie s  greate r than 10 Jy . This work has been publ ished:
"An All-Sky Catalogue of Strong Radi_o Sources at 408 MHz" ,
Aust . J . Phys. 197 3 ,  26, 403 . 
(All publ ications t o  be mentione d he re a re by mysel f  as sole author, unless 
othe rwise specif ied) . A pre l iminary study of the source c ounts from this 
catalogue and one of the normal Mol ongl o  surveys was publ ished at the same 
t ime ; I was a j oint author of this pape r: 
"Radio Source Counts at 408 MHz" , by B. Y. Mil ·ls,  I . M .  Davie s
and J . G. Robe rtson ; Aust . J . Phys. 197 3 , �, 417 .
The maj or part of the project was c oncerned with the ve ry weak sou rces 
and c on sisted of the obse rvation and analysis of special deep surveys,  in 
orde r tq reach sou rce s ab out fou r  t ime s fainter than the p re vious lowe r l imit 
f or reliable source c ounts with the Mol onglo Cross. The proce sse s  of reduction 
and analysis of the su rveys required extensive c ompute r p rograi:nming and 
operation ; this work was pe rformed on the KDF9 and Cyber 72 c omputers of the
University of Sydney . Three pape rs de scrib ing the deep survey work have been 
accepted f or p ubl icat ion: 
"The Mol onglo Deep Sky Su rvey of Radio Sources. 
I Dec l ination Z one -20°11, Aust . J  . Phys. { in p re ss) 
"The Mol onglo Deep Sky Su rvey of Rad io Source s. 
II Dec lination Z one -62°11, Aust . J . Phys. ( in p re ss) 
"The Mol ongl o  Deep Sky Survey of Radio Sources. 
III Sou rce Count s" ,  Aust . J  . Phys. { in p re ss) . 
A paper summarizing the deep survey observations and source counts was delivered 
at the May 1976 meeting of t he Astronomical Society of A�stralia , and has been 
publi s hed in t he Proceedings of the S oc iety : 
"Deep Surveys with the Molonglo Radio Telescope " ,
Proc . Astron . Soc . Aust .  1976 , �, 8 3 .
T he final p hase involved t he fi tting o f  t heoretical model c ounts to 
t he obse rved data in order to study t he i mplications for cosmology and the 
evolution of sources .  A new met hod of finding t he evolution functi on was 
developed . A paper on thi s  work is in preparat 1on.  A further paper will 
discuss a related topic ,  t he steep slope for counts of unidentified sources .
The work described in t his thesis is original , except where otherwi se 
acknowledged . Some of the major compute r  programs were written by other people , 
so it i s  appropriate to outline specifically my contribution in t his area . 
The program for merging the raw data of t he deep surveys used input /output 
routines by D . F .  Crawford , but I wrote the rather complex routines to perform 
t he merging itself . I also wrote entire ly t he routines for inserti on of Monte 
Carlo sources ,  for t he many tasks of sorting , selection and printing of t he 
messages describing the survey responses ( on t he Cyber compute r ) , and for 
various other purposes such as t he computation of count corrections and 
t heoretical model counts . T he programs whi c h  I did not write were the source 
fitting programs , for t he survey ( I . M .  Davies )  and for t he calibration sources 
{D . F .  Crawford ) ;  routines for handling source response files on t he KDF9 
(J . N. Clarke ) ;  and programs for plotting line scans (M . J .  Cameron ) and 
contours , ( D . F .  Crawford ) .  
I t  is a pleasure to t hank my supervisor , Professor B.Y .  Mills , who 
gave helpful advice at all stages o f  the wor k. T he publications listed above , 
.and t his thesis , have bene fited from his constructive criticism .  Many other 
pre sent or former me mbers o f  t he Department o f  Astrophysics have willingly 
helped me at one t i me or another ; I s hould parti cularly like to t hank Drs H . S .  
Murdoc h, D . F .  Crawford , A . J .  Turtle and J . N .  Clarke for the ir assistance . I 
also wis h  to acknowledge stimulating discussions with Dr D . L .  Jauncey . I 
t hank Pro fessor H .  Messel for providing the computing facilities in t he School 
of P hysics , and Mr G . H . S .  Pike for his help in the p hotographic reduction o f  
t he contour maps . 
I owe my greatest debt o f  gratitude to my wife , Penny, for her 
painstaking work in typing both the draft and final versions of this thesis , 
and for her understanding throughout the course o f  this work . 
The Molonglo Radio Observatory i s  supported by the Aus tralian Research 
Grants Committee , the Sydney University Research Grants Committee , and the 
S cience Foundation for Physics within the University o f  Sydney . I acknowledge 
the receipt of a Commonwealth Postgraduate Studentship ( 19 7 1-4 ) and a Tutorship 
within the School of Physics ( 1975-6 ) . 
J . G .  Robertson 
December ,  1976 . 
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CHAPTER l 
INTRODUCTION 
1 . 1  Radio Source Surveys and Counts 
In 1954 the redshift of Cygnus A ,  one of the s trongest radio source s , 
showed it to be far beyond our own galaxy . I t  was then a pparent that radio 
sources might be a suitable tool for probing the universe to cosmologically 
significant distances ,  and might thus enable a decision to be made on whi ch , 
l 
if any , of the known world models was a pplicable . Surveys of extragalactic 
radio sources were made , and because most of the sources could not be identi fied 
with optical obj ects , redshifts and hence distances were in general not 
available . Thus the use of counts of the number of source s  as a function of 
flux density became the main method of analysis of radio surveys . The 
discovery of the extreme ly high redshifts of quasi-stellar obj ect s , in 196 3 , 
gave further interest to the use of radio sources for cosmo logical investigations . 
Inter pretation of source counts was performed by comparing the 
experimental results with the predicted counts for various cosmological models . 
The counts were often plotted as the logarithm of the number of sources 
s tronger than a given flux density versus the logarithm of that flux density . 
It i s  easily demonstrated that a uni form and static distrib ution of sources 
in Euclidean s pace would give a l ine of s lo pe - 1 . 5  on suc h a plot ;  all 
homogeneous is otro pic cosmo logical model s  in which radio source s  are conserved 
as a function of cosmic time g ive slope s  flatter than - 1 . 5 ,  as does the steady 
state model (Scheuer , 1965 ) .  The experimental results fro m early surveys gave 
s lo pe s  ste e per than - 1 . 5 ,  and were thus in conflict with all source conserving 
models and the steady state model . Although the uncertainties in the experi ­
mental slope s  were not fully understood at that time ( Jauncey , 1967 ) , later 
survey s  have e stablished that the slope (at what are now regarded as inter­
mediate to high flux densities ) i s  indeed stee per than - 1 . 5 . 
In the Friedmann* models , this s te e pness can be explained by postulating 
evo lution of the radio source po pulation as a function of cosmic time (or 
redshift ) .  This o ption is not available to the steady state theory . The 
evolution required takes the form of a large increase in the den sity or 
average luminos ity of source s  at earlier e pochs , and has a more i mportant e f fect 
2 
than the choice of world model . Thus although the source counts do give 
important cosmological information, the original aim of . finding the best world 
model has not been realised. 
In the interval of about twenty five years since the first source 
catalogues were published considerable advances have been made in the radio 
source surveys - new radio telescopes of greater resolution and sensitivity 
have extended the counts to much fainter flux densities , while surveys have 
been made at frequencies ranging from 8 0  MHz to 5 GHz . Further study of the 
statistical basis of source counting has great�y improved the reliability of 
the interpretations made . A comprehensive review of the existing surveys and 
·source counts at all frequencies has been given by Jauncey (1975 ) .  
The counts due to Pooley and Ryle ( 1968 )  at 4 08 MHz have been the most 
widely used for cosmological analysis . Their surveys , with the Cambridge 
aperture synthesis instruments , included sources as weak as 1 0  mJy ( 1  Jy = 
lo-26 w m-2 Hz- 1 ) .  They found that the steepness of the counts at higher 
flux densities did not continue ; instead there ·was a pronounced flattening 
below about 3 00 mJy . This " convergence" of the counts was interpreted as 
being due to a slackening in the evolutionary increase in numbers of sources 
with redshift , thus allowing the effects of expansion of the universe to 
predominate at low flux densities . The validity of these surveys has however 
been seriously questioned by Condon and Jauncey ( 1 97 3 )  and Jauncey ( 19 75 ) . 
Until the surveys described in this thesis were made , no other observations 
at 4 08 MHz had extended to low enough flux densities to confirm the convergence 
of counts found by the Cambridge group . 
It is worth noting that surveys of radio sources have contributed much 
more than source counts alone . The enigmati.c quasi-stellar obj ects were first 
discovered through optical identification of objects in radio source catalogues. 
as were the giant radio galaxies . Today we have a more balanced picture of 
the astrophysical nature of the contents of the universe, brought about through 
the study of radio-emitting obj ects . There is always the hope that as radio 
*The Friedmann models are based on General Relativity and the assump­
tions of homogeneity and isotropy of the universe . In addition, they 
ignore pressure in the cosmological "fluid" . The term "uniform model 
universe" is often used to describe the relativistic models which 
assume homogeneity and isotropy (e . g .  McVittie ,  1965 ) . This term 
will be avoided here because of the possible confusion created by 
allowing evolution of the source population in a "uniform" model. 
surveys are extended further ,  new types of obj ects may be discovered which 
wil l  help to elucidate the nature of the universe . Radio source catalogues 
also provide useful samples of sources for investigations using information 
such as structural properties ,  radio spectra and redshifts . Some information 
a bout the isotropy of the universe can also be obtained from radio surveys . 
1.2 Background to the Thesis  
3 
The broad aim of the work described in this thesis was to establish 
accurate source counts at 4 08 MHz over as wide a range of flux densities as 
pos sible , and to use this information in the c osmological study of the universe . 
As noted above , doubts have been raised regarding the validity of the Cambridge 
results . It was thus particularly desirable that the sources of low flux 
density be surveyed again using a quite different telescope and method of 
analysis , with careful cons ideration of all c auses of error . 
The observations for this project were made with the Mills Cross 
antenna of the Molonglo radio observatory . This instrument had already been 
used to make catalogues covering s ources in the range 0. 3 to about 10 Jy ( see 
Section 2 . 2  for references ) .  The principal task was thus to conduct deep 
surveys to extend the flux dens ity limit below 0 . 3  Jy , and hence o bserve the 
covergence of counts at low flux densities . It was also necessary to prepare 
a catalogue of the very strong sources ( over 10 Jy) ; at this leve l the accuracy 
of the counts is l imited by the small number of sources available . A catalogue 
covering the whole sky was prepared , to give the best possible counts for 
strong source s . 
' In preparing the deep survey catalogues considerable e f fort was made 
to ensure that proper consistent methods of cataloguing sources were used ; the 
experimental e rrors to which the catalogued sources are sub j ect were also 
carefully investigated . A knowledge of the errors in flux density enabled 
accurate corrections to the counts to be made . 
The thesis  also includes a re-examination of the cosmo logi cal implicat­
ions of the counts . A new method of finding the evolution function was 
developed for thi s  work . 
1.3 Summary of the Thesis 
Chapter 2 describes the main properties of the Molonglo te lescope , 
emphasizing those that are relevant to surveys of weak sources .  The 
procedures of the deep survey obse rvatio nal session are then outlin ed .  
Chapter 3 describes the entire data reduction proces s  for the deep 
surveys , which includes averaging of the recorded data , source fitting by 
computer ,  and a careful manual i nspection of the resulting fitted r esponses .  
Uni form criteria are described for making consistent decis ions in ambiguous 
case s  o f  catalogui ng .  The methods adopted for eliminating s idelobe responses 
of the aerial from the catalogues are described , and the solid ang l es covered 
b y  the surveys are given . The final section of Chapter 3 gives the procedures 
and results for calibration of the deep surveys ,  for both position co-ordinates 
and for flux dens ity . Some anomalies in the calibration are discussed . 
Chapter 4 presents the catalogues for the deep surveys , listing a total 
of 4 6 8  sources above lower limits of 88 and 84 mJy .  Contour maps are g iven 
for 25 sources which show s ignificant s tructure (or have very close compa nions ) .  
The chapter concludes with a list of 2 8  " strong" sources (over 900 mJy ) in the 
survey areas , and a brief d iscussion of work on optical identifications of the 
catalogued sources .  
I n  Chapter 5 a thorough exami nation and discussion of the e xperimental 
errors is given , with the emphasis  on flux density errors , because of their 
importance in making count corrections and setting the lower limits of the 
catalogue s . The principal method used for assessing the errors was the 
insertion of synthetic Monte Car lo sources . The separate errors du e to noise , 
confusion and calibration were found , and compared with r esults from other 
work where available . The completenes s  and reliability of the cata logues were 
examined , using new definitions of these quantities . The chapter concludes 
with a section o n  the errors in position for the catalogued source s .  
The results from the error analysis are used in Chapter 6 as the basic 
data for the evaluation of corrections to the experimental source counts .  The 
count corrections are not large , but an effort has nevertheless been made to 
use the best possible methods to obtain them . The evaluation of the corrections 
is discussed in detail ,  including a new derivation for the case when confusion 
errors are significant . Uncertainties in the corrections are discussed , 
i ncluding both those that are specific to the evaluation procedure used , and 
those of a more general nature ,  due mainly to certain properties of the r adio 
source population ( such as extended structure ) • 
5 
Chapter 7 gives a des cription of the all-sky catalogue of sources 
over 10 Jy , which was compiled to reduce the uncertainties of the source counts 
at high flux densities . The description covers the methods o f  s e l ection of the 
sources from published catalogues , and the as signment of their flux densities .  
For a number of source s  the flux densities were checked by observations with 
the Molonglo telescope . Instrumental effects are discussed and shown to be 
negligible . The catalogue lists 160 strong sources . 
The source counts o f  the deep surveys and the strong sour c e  catalogue 
are given in Chapter 8 .  The counts from the Molonglo MCl , 2 and 3 surveys , 
covering the flux dens ity range from 0. 3 to 10.Jy , are also included .  The 
number-flux density relation is  graphed over the entire range of flux densities 
covered . Preliminary counts from the Molonglo ' 1  Jy ' catalogue of radio 
sources are also shown . Some remarks are made about the general form of the 
source count graph , and comparisons are made with the counts from the Cambridge 
and Bologna surveys . 
Chapter 9 deals with the cosmological i _mplications of the counts , 
beginning with a discuss ion of the assumptions and a review of the subj ect . 
The greater part of the chapter is  concerned with the fitting of model counts 
to the data , under the assumption of a homogeneous and i sotropic cosmological 
model (generally the Einstein-de Sitter model )  and cosmo logical s i gni ficance 
for the redshifts of all radio sources . Models with and without evolution of 
the source population are examined ; it is  not pos sible to fit the counts with 
a source conserving model under the above assumptions . Various methods of 
introducing evolution are examined . The parametric method , commonl y used in 
the lit�rature , is  able to fit the counts reasonably well after some tria l  and 
error . More promising , however ,  i s  the free form met hod , in whi ch it is  not 
necessary to specify a functional form for the evolution ; instead , the entire 
evo lution function is found ( as far as possible ) from the data . A s imple new 
method o f  solving for this function i s  given . The results s ho w  that it is  
p os s ible to fit the observed counts (if  evolution is  res tricted to the stronger 
sources ) .  Various properties of the resulting models are discussed .  The 
chapter goe s  on to consider briefly the effects of irregularities in the 
distribution of radio sources , and concludes with an analysis of a commonly 
misunderstood point - the ascribing of the steep s lope of the numb er- flux 
density relation to the unidentified sources .  It is shown that this is due to 
a simple selection effect , and that the unidentified source s  should thus not 
be singled out as cosmologically anomalous � 
,. 
The thesis  concludes with Chapter 10,  which gives some information 
about poss ib le surveys wit h  the Molonglo telescope to reach sti l l  fainter 
radio sources .  Some suggestions are also made for further work in the fie ld 
of mode l fitting to the counts . 
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CHAPTER 2 
DEEP SURVEY OBSERVATIONS WITH THE MOLONGLO TEI..ESCOPE 
2 . 1  Fundamental Pro perties of the Telescope 
The Molonglo radio telescope is a Cross-type instrument , with arms of 
length 1 . 6  km , one of whi ch is  aligned North-South and the other East- West . 
Each arm is  a cylindrical paraboloid of width 12m , covered with reflecting 
wire mesh . The total geometrical collecting area is  3 . 8  x 104 m2 . Because
the arms of the telescope are long and narrow , each has a reception pattern 
(or beamshape } that i s  also long and narrow , in the direction perpendi cular to 
the arm . These beams , called fan beams , are illustrated in Figure 2 . 1 .  The 
basic principle of the Cross- type telescope is  that the orthogonal fan beams 
may be correlated to produce a narrow pencil beam response (Mills , 1963 ) . 
This is  also shown in Figure 2 . 1 .  A high resolution bea m  is thus obtained if 
the arms are long , as in the Molonglo instrument . The beam can be steered 
only in the meridian plane , hence sources a ce observed only at me ridian 
transi t .  Steering i s  achieved by the use o f  mechanical phase shifters and 
electrical delay l ines for the North-South arm. (Mills et al . ,  196 3 ) , while 
for the East-West arm mechanical rotation of its entire reflecting surface 
and feed s tructure is necessary . S ince each arm i s  solidly anchored to the 
gro und along its entire length , the mechanical s tability is inherently good , 
a necessity for the accurate reproducibility of the pointing , which was 
important to this pro j ect . The observing frequency is  4 08 MHz ,  with a 
bandwidth of 2 . 5  MHz . The receiving system employs 2 2  low noise transistor 
prea ."Uplifiers on the East-West arm , and the larger number of 177 on the 
No rth-South arm , to allow electrical beam steering . The instrument is  
situat oii a bout 3 0  km from Canberra , at a latitude of - 3 5° . 5 .  Declination
0 steering i s  l imited to a range o f  zenith angle o f  ±55 . 5 ; the resulting 
declination coverage is  fro m + 2 0° to the south celestial pole . This range
is divided into 8 00 discrete settings known as declination numbers . At each 
declination number , eleven s imultaneous pencil beams are formed in the meridian 
plane , separated by half of the beamwidth and spanning about �o of declination
in all . The formation of multiple beams greatly increases the speed with 
which the instru ment can survey a given area of sky . Figure 3 . 1  shows an 
example of the records o btained with eleven beams . The decl ination numbers 
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are spaced to give 50% overlap be tween adj acent se ttings , i . e .  the southernmost 
six minor beams of one declina tion number have the same declination as the 
nor thernmos t s i x  of the next higher declination number .  This means tha t  any 
radio source can be received on two adj acent se ttings . 
S ince 197 1 ,  mul tiple bea in phasing has also been available for the 
Eas t-We s t  arm . Three fan beams are formed, separa ted in the right ascension 
direction by half the beamwidth . When co rrelated with the eleven Nor th-South 
fan beams , the resul t is  three se ts of eleven beams . This enables more inform­
a tion to be gathere d from each transi t  of a radio source , effec tively increasing 
the sensiti vity . 
A tapered aperture grading is used on each arm to reduce the ampli tude 
of the side lobes ,  a t  the expense of so me broadening of the main beam . The
resul ting beamshape is approximately Gaussian, wi th half-power be arnwidths 
( for an indi vidual minor beam) of 2 ' . 62 + 0 ' . 05 cos 2 o in right ascension and
2 ' . 8 6 sec z in declina tion , where z is the zeni th angle . For the deep 
sur veys to be described , the beamwid ths were 2 '  . 66 x 2 '  . 97 at -20° and 2 ' . 63 x
3 ' . 19 a t  - 62° .
The de tec ted output s ignal from each o f  the 33 penci l  beams is  in tegrated 
over intervals of 3 s idereal s econd s , and re corded on magne tic tape . Each 
such 3-se cond sample also includes recorded values of the da te ,  s idereal time , 
declination number and certain flags . The three to tal-power fan beams formed 
from the Eas t-We s t  arm are also recorded.  In addi tion to the d igital recording , 
the da ta from any one of the three s e ts of ele ven beams can also be visually 
displayed on a facsimile recorder . This enables the observer to check that the 
receiving equipment is  func tioning correc tly , bu t does no t check the digital 
recording process .  An example o f  part of a fac s imile record is  given in 
F igure 3 . lb .  
Shaver ( 19 7 0 ) discovered tha t  the sensi tivi ty o f  the ins trumen t  varies 
in a periodic way wi th declination . Thi s  was thought to be due to interference 
of the wave reflec te d  from the mesh wi th the direct wave received in the bac k 
lobe of the feeds of the Nor th-South arm . More recent work (by A.J. Tur tle 
and the author)  sugges ts tha t  the cause is  primari ly variations of efficiency 
in the fe eds . The expec ted . functional form is  the s ame for b oth cause s . 
D . F .  Crawford has de termined the a ctual curve by comparing the responses 
obtained from the pencil beams with tha t  from the fan beam of the East··Wes t  
arm, which i s  no t subj e c t  to this effec t. The rel ation i s  shown in Figure 2 . 2 ,  
with the declinations of the deep surveys marked .
As will be described in Chapter 3 ,  the data reduction for the deep 
surveys included merging the three s ets of eleven be ams into one s et .  This 
proces s  is simple if the declination is chosen such that the half beamwidth 
spacing between the beams in r i ght ascension corresponds to an integral 
number of 3-second samples .  If this is so , interpolation is not r equired; 
instead one can s i mply shift the samples to compensate for the difference in 
transit times between the beams , and then average them . The suitable 
declinations are given by 
cos 0. = n 
1 . 908 
n 
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where n is  the number o f  samples to be shifted to ali gn adj acent beams . Thi s  
i s  based on a measured beam separation o f  l ' . 43 1  ( determined by D.F. Crawford ) .
The first five values are given in Table 2 . 1 . The declination zon es selected 
0 0 for the deep surveys were centred at - 2 0  . 2  and - 6 1  . 9. By good luck, the 
peaks of the sensitivity curve nearly coincide with the declinations for 
shifting by an integral number of 3-second samples at these two zones .  The 
survey centred on declination - 2 0° . 2  i s  sli ghtly displaced from th e value of
-17° . 4  required for exact overlap o f  samples ; however ,  it will be shown in
Chapter 3 that the errors so introduced are negl i gible � This displacement 
moves the survey nearer to the local maximum o f  sensitivity . 
Table 2 . 1
Declinations for merging the Early , Centre and 
Late beams . 
n 0 
2 ±17° . 4
3 -5 o0.5 
4 -61° . s
5 -67° . 6
6 -11° . 5
>; .µ ·rt :> ·rt .µ •rt tll s::: <ll tll 
1. 3 
1.2 
�:;::; ·:·:.: 
ll�l� ;;�� 
\�f 
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0. 8 
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Figure 2 . 2  - Sensitivity ( or ga in) as a function of decl ination , for the Molong lo telescope . The
sensitivity has been normal ized to unity at the zenith . This curve does not inc lude the e f fects of
transit time on the expected sensitivity ( Section 5 . 2 d ) . The declinations of the two deep survey
zones are marked . 
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2 . 2  O bservations 
The Molonglo telescope is wel l  suited to survey observations,  because 
it can run unattended for many hours while s e t  to any given declina tion number , 
thus o bserving a s trip of sky wi th a width equal to the span of one dec lination 
numbe r ,  and a length in right ascension equal to the number o f  hours o bserve d . 
A survey can be buil t  up by observing adj acent dec l ination numbers on following 
days , to extend the coverage in declination . In addition, i t  i s  n ecessary to 
observe a number of calibration sources each day o f  a survey , to provide 
overall flux densi ty and posi tion calibration . 
One of the major observational programs of the Molonqlo telescope is  to 
carry out a survey of the entire sky south o f  declination +20° . Four
ins talments of this survey have so far been publi shed: MCl a t  -20 ° {Davies
et al . ,  197 3 ) ; MC2 a t  +11° and MC3 at +16° ( Su tton et al . ,  1974 ) and MC4 in
the Magellanic Cloud region (Clarke e t  al . ,  197 6 ). These catalogues reach a 
lower l i mi t  of flux density of 0 . 2  - 0 . 3 Jy, but cover only a small par t of 
the available sky . Almos t all the sky accessible has been observed , and a 
catalogue for the e ntire region to a l imiting flux densi ty o f  about 1 Jy i s  
being prepared by members of the As trophysics Depar tment. The deep surveys 
· described in this the s is are not part of the above program, bu t an a ttempt 
to reach s ignificantly fainter sources (less than 0 . 1 Jy) in a small solid 
angle of sky , which par tly overlaps the MCl region . 
The required reduc tion in noise level was achieved by mul tiple 
obs ervations as described below , and by the ins tallation of the low noise 
preamplifiers on the Nor th-South arm, and introduc tion o f  the Eas t-We s t  
mul tibeaming sys tem, nei ther of which were available for the earl i er MCl-3 
surveys .  The fir st observations were made for the deep surveys in January 
1972 over a period of 14 days ; however ,  in both thi s  session and a no ther in 
January 1973,  equipmen t  faul ts rendered the observa tions unreliabl e. Succes s ful 
observations were made in September 1973 over a period of 16 days . Each 
declination number in the survey area was observed twice , to improve the 
sensi tivi ty .  (Since the Molonglo Cro .ss i s  a transi t  instrument, it canno t 
track sources in order to achieve longer integration time s ) . The d eep surveys 
were made a t  two declina tion zones , - 2 0° and -62° . At bo th zones ,  seven
adj acent declination numbers were used, thus requiring 14 days of observation . 
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In fact, the need to repeat some s cans affected b y  interference , receiver 
faults and power interruptions required an extra two days of observation . 
Table 2 . 2  shows how the observations were arranged in right ascension . Note 
that the survey at - 2 0° was made in two section s . The declination boundaries
of the surveys are given in Section 3 . 3 .  No observations were made between 
right ascensions 10h 4lm and 1 3h09m, s ince the sun transited during thi s
interval . The sixteen calibration sources listed were o bserved each day -
thi s  i s  many more than usually employed for survey observations , and i s  an 
attempt to obtain the most reliable calibration poss ible . ( See S ection 3 . 5 ) . 
Figure 2 . 3  shows the locations of the s urveys with superimposed galactic 
co-ordinate s . No part of the final catalogues covers areas closer than 10°
to the galactic plane . (This value was found to be a suitable cut-off point 
for exclusion of galactic sources - sec  Robertson, 197 3 ) . 
The gain of the telescope was monitored regularly by inj ecting a 
calibration signal from a noise diode into the preamplif iers of the centre 
modu�e of the antenna . The path of this signal th rough the phase , delay 
and multibeaming circuits i s  not identical to that of an observed radio source ; 
however Shaver ( 19 7 0 )  and M . I .  Large ( 19 7 6, Private Communication ) have shown 
that the consequent errors are not serious ; t he rms calibration error 
introduced is only about 1�%. This calibration procedure lasted about one 
minute , and obscured any source which transited during that period . In the 
survey observations the calibration was inserted a utomatically once every 
sidereal hour . Thus the same small range o f  right ascens ion was obscured 
2 4  hours later during the subsequent s can . It was preferred to complete ly 
obscure a small area of sky rather than accept the reduced signal to noise 
ratio obtained in small regions if the calibration s ignals were staggered 
(as  in MCl- 4) . 
TABLE 2 . 2  
S ept emb er 1973 Obs erving S es s ion 
Approximate Obs ervation 
Right Asc ension 
1 3h 0 9m - 13h 39m Calibration sourc es 1309-2 2 ,  1327-21,  1 3 3 5-0 6. 
1 3  4 6  - 17 22 - 2 0° Survey ,  13h - 17h s ection , 
D eclination numbers 370- 3 7 6. 
1 7  2 9  - 1 8  2 0  Calibration sources 1730- 1 3 ,  1754-5 9 , 1814-63 . 
18 24 - 00 10 0 - 62 Survey ,  D eclination numbers 7 11-717 . 
00 2 3  - 00 55 Calibration sourc es 0023- 2 6, 0035-02 , 004 9-43 . 
0 1  01 - 0 6  4 4  - 2 0° Survey ,  Olh - 0 6h s ection , 
D ecl ination numbers 370- 3 7 6. 
0 9  00 - 10 41 Calibration sourc es 0 8 59-25 , 0909- 5 6, 0 9 2 0- 3 9 ,  
0941-08 , 100 5 +0 7 ,  1018-42 ,  1036- 69 .  
JO 9 8 7 6 5 4 3 2 1 0 
23 22 21 20 19 18 17 16 15 B 13 12 11 10 9 8 7 6 5 
lHp;ht Pli'C<'lh5ion, hr 
Figure 2.3 - Location of the deep surveys in relation to galactic co-ordinates. 
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CHAPTER 3 
DATA REDUCTION , SOURCE FITTING AND CATALOGUE PREPARATION 
3 . 1  P r el iminary Data Reduction 
The r ecorded survey data contained nominal ly 12 obs ervations of each 
source in th e appropriate area : 
( i )  Ther e were three obs ervations o f  each transit , from the thr ee s ets o f  
1 1  b eams . 
{ i i )  Each d ec lination number was obs erved twice.  
( i i i )  Each source catalogued was s een on two adj ac ent d eclination numbers . 
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Computer programs w er e  writt en to average the data with respect to 
each of thes e three r edundanci es ,  producing a s et of 11 b eam scans with the 
b est pos sible s ignal to noi s e  ratio for the availab l e  data . Th e main routines 
wer e  written by the author ; the others w er e  writt en by D . F .  C rawford . The 
main steps in th e av eraging of the data were:  
( i )  The conversion o f  every 3 3  b eam scan to an 1 1  b eam scan , by appropriately 
shifting the s a��l es from the Early* and Late b eams in right asc ension , 
to ali gn their sourc e r espons es with the C entre b eam . A shift of 2 
samp l es was r equir ed for th e - 2 0° survey and 4 sampl es for the -62° surv ey .  
( i i )  The two runs on each d ec lination n umb er wer e  averag ed . Although v ery 
s impl e in principle, thi s  task was in fact quite compl ex b ecaus e of the 
n eed to align the calibration signals which sometimes did not overlap 
exactly , and b ecaus e of the many checks that had to b e  p erformed to 
ensure corr ect merging of the data . 
{iii ) In order to a verage the data r epres enting sourc e r espons es on adj ac ent 
d eclination n umb ers , it was then n ec es sary to us e the r ec ords of 
alternate d eclination numbers ( e. g .  nos .  370 and 3 7 2 )  to produc e a 
composite r ecord for th e d ec lination number b etween them ( 371 in this 
example) • This composite r ecord was indep endent of the obs ervations 
*Early , C entre and Late are the names given to the three sets of b eams 
s epar ated in right asc ension . 
made wit h  t he t el es cope actually s et to that d eclination number . 
(iv)  The final step was to averag e the r ecords from step ( i i )  with t hos e 
of s tep ( iii ) for the same d eclination n umb er . 
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Thr ee o f  the r esulting fully averaged s cans , on alternate declination 
numbers , were adequat e  to cover t he d ec lination range of eac h  survey ; however 
two mor e  overlapping scans wer e  produc ed in eac h  cas e, so that source fitting 
would n ev er have to b e  p erformed at the edg e  b eams of a scan , exc ept n ear the 
a .ctual d ec lination edg es of the surveys . All m erging of r ecords was p erformed 
wit h  the KDF9 comput er of the University of Sydney ,  
I n  the pr eparation o f  the earl i er MCl-4 surveys , r ecords wer e tak en 
on adj ac ent d ec lination nu mbers , but ins t ead of averaging th es e  a s  in steps 
( i i i )  and ( iv )  above, t he proc edur e  adopted was to run the sourc e fitting 
program on each of the two indep endent r ecords , and then acc ept a r espons e as 
a g enuine sourc e only if it occurred on both r ecords , a proc es s  known as 
confirmation . The flux d ensity and position us ed w ere the averag e of the two 
independ ent valu es i f  good sourc e fits wer e  availabl e for bo th ,  but oft en one. 
would b e  v ery c los e to the edg e  b eams and would b e  u sed only to confirm t he 
existenc e of a r espons e  without b eing us ed to contribute to the measur ed 
flux d ensity or position . 'I'his r epr es ents a loss of information (and h enc e 
of signal to n oi s e  ratio ) whic h do es not occur wh en t he data are fully 
averaged . Another advantag e of using the fully averag ed data is that sourc e 
finding is p erformed under conditions of th e b es t  pos s ibl e s ignal to nois e 
ratio . Finally , the confirmation method l eads to a s ignificant loss o f  sourc es 
n ear t he lower limit of a catalogue, wher e  nois e fluc tuations may carry one 
o f  the two obs ervations b elow the thr es hold for confirmation . This loss can 
of cour s e  b e  allo �ed for in d eriving unbias ed sourc e counts , but it r educes 
the number of sourc es actually catalogued , thus r educing slightly the potential 
for optical identifications and other s tudi es , and incr easing the statistical 
unc ertainty of the sourc e counts . 'l'he main advantage o f  the confirmation 
method is the discrimination it provides against interfer enc e puls es ,  whi c h  
wil l  not b e  confirmed a t  a s econd obs ervation . I n  t he pres ent wor k howev er , 
r egions affected by interfer enc e wer e  eas i ly identified and r ej ec ted .  { S ee 
S ection 3 . 3).  It might b e  thought that confirmation of sources would allow 
r eliab l e  cataloguing to b e  carried out at flux d ensiti es lower t han for sourc e 
fitting of fully averag ed data , i f  on e w er e  pr epar ed to acc ept a significant 
{known) loss in the numbers of weak sourc es . Howev er it has b een shown by 
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H. S .  Murdoch (unpublished calculations ) that this is  not so - for Gaus sian 
noise there is no di fference between the two methods in the reliability of 
the weak sources .  
The averaging of the individual scans was performed on the raw data , 
including the noise diode calibration s ignal s . If  the gains were different 
on the various records one would obtain effectively a weighted average , and 
thus there would be a small loss of signal to noise ratio.  However it is  
easy to show that for any reasonable di fference of gains thi s  loss is  
completely negligible . (Typical ratios of gains are � 1 . 2 ,  leading to a 
relative s ignal to noise ratio r educed from 1 to 0 . 996 ) . Thus it was not 
necessary to calibrate the records before averaging . It can also be shown 
that the averaged calibration signals correctly calibrate the final records . 
The values of the rms noise (and the e ffects of confusion due to 
unresolved background sources )  are discussed in detail in Chapter 5 .  However 
it is worth noting here that the expected r eduction in noise level relative 
to the MCl survey has been achieved , provided one allows for a s igni ficant 
confusion error i n  the deep surveys , which is not reduced by averaging 
records , and for a noise correlation between the scans from the three right 
ascension beams . As a result of this correlation , the improvement in signal 
to noise ratio obtained by averaging the three right ascension beams is less 
than /3 ; in fact , D . F .  Crawford has shown it is  close to Ii . Details are 
given in Appendix 1 ,  which also describes the noise correlation existing 
between the minor beams in declination . 
A number of checks had to be made before the fully averag ed s cans 
could be accepted as reliabl e . The poss ible difficulties arise from the 
requirement th at a recorded 3-second s ample may be averaged with another 
either from 6 or 12 seconds later ( for merging the 3 combs of 1 1  beams ) or 
from a multiple of 24 hours later , and still represent to sufficient accuracy 
the s ame small portion of real sky , both in right ascension and declination . 
Any inaccuracy in this superposition of samples could be expected to distort 
the shape of source responses , a nd to lead to errors in flux density . Such 
errors in the exact overlap of the data samples might be produced by any o f  
the following effects : 
( i )  Short-term position shifts due to e lectron density gradients i n  the 
ionos phere . Hunstead ( 19 7 2a , and Private Communication) finds that 
whil e  the rms pos ition error i s  quite small ( about 3 "  arc for strong 
sources ) , th er e  are occasional large shifts of up to about 30" arc , or 
20% of the b eamwidth . 
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( i i )  Position shifts due to short-t erm errors i n  the phasing of the antenna . 
( ii i ) Dif f erential pr ec ession , nutation and aberration in th e p eriod o f  up to 
a week b etween some contributing scans . 
( iv)  Errors in th e rate of the sider eal c lock at the obs ervatory . 
(v)  Skew errors du e to the finite d eclination width of the surveys , s ince 
exact overlap ( in averaging the 3 s ets of 11 b eams ) can only occur at 
c ertain precis e d eclinations . In addition , the c entral d ec lination 
for the - 2 0° surv ey is displaced from th e id eal value given in Table 2 . 1 . 
(vi) The finit e time r equired to digitally r ecord a s ampl e from the 3 6  data 
channels (40  ms per b eam) l eads to an eff ective time d elay of the 
samp l ed data obtained for the Late and Early b eams , r elative to the 
C entr e b eams . This is discuss ed further in Appendix 2 .  It will caus e 
a known amount of distortion of the r espons e. 
To examine the effects on fitted flux d ens ity o f  averaging two slightly 
displac ed r espons es to a sourc e, a comput er program was written to p erform a 
l east squares fit of a fixed width Gauss ian curve to the averag e  of two 
displac ed Gaussians o f  the s ame width . The calculation was p erformed for 
one-dimensional r espons es only , but should show directly the eff ect of 
displac ements in one dir ection for r eal sourc es . The r esults showed that the 
fitted flux d ensity is r emarkably ins ensitive to quite larg e displac em ents . 
In fact even the rar e  larg e ionospheric shifts only produc e a flux d ensity 
error of about 1�� , and th e channel d elays ( it em vi)  produc e errors of l es s  
than 0 . 2 % ,  whi l e  all the oth er eff ects produc e errors of order 0 . 02% . Henc e 
no s ignificant error s  in flux d ensity should b e  introduc ed by the averaging 
of the data . 
3 . 2  Sourc e Fitting by Computer 
The analysis of the averaged data r ecords was p erformed in two parts -
firstly , the r ecords wer e  scanned by an automatic sourc e fitting computer 
program . This work forms the subj ect of th e pres ent S ection . S econdly , the 
r espons es found by the program wer e  car efully ch ecked in a manual compari son 
with plotted scans of the data . This is d escribed in the n ext S ection . 
16 
The computer program us ed to p erform sourc e finding and fitting in t he 
fully averag ed data r ecords was ess entially the s am e  as t hat us ed for t he MCl-4 
catalogues . This program was abl e  to acc ept only 11 b eam data , henc e t he n eed 
to merge t he 3 3  b eam data to 11 b eams . The program was. written for the KDF9 
computer by I . M .  Davies and was bas ed on an original program by R . E . B .  Munro . 
Routines for handl ing and listing the r esulting files of r espons es wer e  written 
by J . N .  Clark e. D etails of Munro ' s  program ar e given in Munro ( 197la , c )  but 
no writt en account exists of the program by Davies . The basic r eliability o f  
t he approac h taken b y  t hi s  program has b een establis hed by i t s  successful us e 
in a nu.."Uber of investigations . For exampl e  t he accurate radio positions 
given by Hunstead ( 19 7 2 a )  wer e  obtained from the v ersion by Munro . T he alter­
ations mad e by Davies concerned t he finding of sourc es and t he assessment of 
background l ev el s , for application to survey work , but he made no changes to 
t he actual source fitting proc edure. It was pos s ib l e  to v erify t he corr ect 
operation of the program by comparison wit h t he plotted data and the u s e  of 
synthetic Monte Carlo sourc es (described in Chapt er 5 } . 
Brie fly , t he program s earc hes for any r espons e strong er t han a pre­
d et ermined discrimination l ev el , and when it locat es suc h a r espons e, makes 
a l east- squares fit o f  a Gaussian profi l e  (whic h clos ely approximates t he 
b eams hap e) to t he t hr ee b eams s howing t he largest d ef l ections . The background 
· l ev el i s  d et ermin ed it�ratively , r ej ecting d ef l ections w hi c h  could b e  du e to 
other sourc es·. As well as the fit to an unbroaden ed Gaussian curve (giving 
the "point sourc e" flux d ens ity )  t he program also calculates widt h paramet ers 
in both right ascension and d eclination ; t hes e are us eful for indicating 
ext ensions of sourc es . In addition , an integrat ed flux d ensity is calculated 
by summing the contributions from all parts of t he r espons e t hat ar e s ignific­
antly above t he noise l ev el , whatever t he s hape of t he r espons e. (Note t hat 
t he point source flux d ensity is  not n ec ess arily equal to t he peak flux d ensity 
- in fact it is t he average of t he p eak and int egrat ed flux d ensiti es , for 
s lightly ext end ed sourc es ) . B ecaus e o f  t he gr eat freedom allowed in calculat­
ing t he integrated flux d ensity , it has a muc h  gr eater rms error than t he 
point sourc e flux d ensity ,  particularly w hen background confusion is s ignificant , 
0 as in t he pres ent surveys . For example, in the - 2 0  survey Monte Carlo sourc es 
s howed t he standard d eviation of int egrated flux d ensiti es to b e  31 mJy , which 
i s  almost twi c e  t he value for point source flux d ensiti es ( 18 mJy ) . In the 
MCl catalogue, the rms error for int egrated flux d ensiti es was &2 mJy , compar ed 
with 38 mJy for th e point sourc e model . The maximum s ensitivity was d esired 
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for th e d eep surveys , thus point source flux d ensit i es w er e  us ed her e  for a l l  
but considerably ext ended sourc es ( s ee S ection 3 . 3 ) .  Thi s  gives a pos s ibility 
of errors due to partial r esolution of sourc es ; thes e ar e examined and shown 
to be n egligibl e in S ection 6 . 2c .  
The discrimination l evels us ed in the sourc e fitting w er e  60 mJy for 
0 0 the -62  survey and 80 mJy for -20 , but sourc es w er e  only accepted for t he 
catalogues above lower l imits of 84 mJy and 88 mJy r espectively . (The 
discrimination l ev el was s ignificantly lower at -62° b ecaus e it was exp ected 
that the nois e  l ev el would b e  considerably l es s . In fact th e differ enc e was 
marginal , h enc e the s imilarity of the final lower l imits . Furt her d etails 
of th e r elative nois e  levels ar e given in S ection 5 . 2d ) . At the compl etion 
of fitting each r espons e, a mes sage containing all paramet ers of the fit , such 
as position , flux d ensity ,  widths , d eclination and b eam number etc .  was written 
on to a magnetic tap e file. All runs o f  the sourc e fitting program wer e  
carri ed out on th e KDF9 comput er . During th e cour s e  o f  this proj ect howev er 
a CDC Cyb er 7 2  computer was install ed and th e KDF9 phas ed out . This n ec ess­
itated the trans f er of all files of sourc e mes sages to th e Cyber system.  This 
was p erformed by the author . At the KDF9 end it was r elatively s impl e, r equir­
ing j ust a r earrang�ment of th e mes s ag e  format and transfer to a specially 
installed � "  tap e transport . On the Cyber howev er a large number of n ew 
routines had to b e  written to unpack th e mes sag es , sort them in right ascens ion , 
apply exclud ed right asc ension ranges ( S ection 3 . 4 )  and so on . 
3 . 3  Visual Inspection and Manual Analysis 
No matter how r eliabl e a source fitting program may b e, it is  v ery 
difficult to b e  c ertain from its output alone which r espons es r epres ent g enuine 
sourc es , p erhaps ext ended , and which may be due to int erfer enc e, confusion , 
multipl e fits to g enuine sourc es , etc .  I t  i s  t hus highly d esirable to compare 
the r esults with an analogue r ecord of th e data . The facsimi l e  r ecords prod­
uc ed by th e t el escope during each obs ervation wer e  of l ittl e use in thi s  r egard , 
b ecaus e  the averaging of r ecords r educed the nois e  l ev el to such an ext ent 
that sourc es n ear the lower l imit of th e catalogue w er e  invisibl e on the 
facs imi l e  r ecords . The prob l em was solved by producing 1 1  b eam line scan plots 
of the fully averaged records on the graph plotter of the KDF9 . The bas ic 
program for producing l ine scans was writt en by M . J .  Cameron . It employ ed 
optimum smoothing of the data in t he right ascension direc tion , giving plots 
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in which sources s tood out more c learly from the noise than would otherwis e  
b e  the case . (The sampling rate in right ascension is  cons iderab ly more 
frequent than the Nyquist limit ,  giving sign i fi cant scope for smoothing ) .  An 
example o f  the plotted line s cans i s  shown in Figure 3 . la .  The scale has been 
reduced by a factor o f  eight for thi s  Figure , re lative to the normal plots 
used for inspection and measurement . For comparison , Figure 3 . lb shows the 
fac simi le record for part o f  the same region , and demonstrates the considerable 
di fference in noise leve l between the two methods o f  analogue representation . 
The line scans were inspected for inter ference , s idelobes not given 
in the lis t  o f  those expected ( see Section 3 . 4 )  and occasional equipment 
faults . Where such conditions existed , the relevant regions were eliminated ,  
a s  described in Section 3 . 4 .  Every response given by the source fitting program 
was inspected . Where necessary , flux densities could be calculated from the 
peak de flections o f  the smoothed line scans , giving a flux density estimate 
with properties very similar to the point source model, for sources that were 
not s igni ficantly broadened . (This is because the scans were smoothed with a 
function derived from the actual response to a point source ) . It was also 
possible to calculate approximate right ascensions ( ±�ls )  from the scans , 
whi le declinations so derived should have an uncertainty scarcely larger than 
from the source fitting program , since the dec linations o f  the minor beams are 
accurate ly known , and all that is needed in addition are the ratios o f  de flect­
ions on the particular beams . Integrated flux densities could also be calcu l­
ated from the line s cans , as mentioned later in thi s  Section . 
A s tudy o f  the line scans was particularly necessary where sources 
occurred c lose together or gave responses s igni ficantly broader than the 
aerial beam . The line scans were also inspected for source s  missed by the 
source fitting program but which should be inc luded in the catal9gue . No 
0 such sources were found in the -62 survey (which lists 95  sources ) ,  whi le 
0 17 (4�% o f  the total o f  3 7 3 )  were found in the -20 survey . All were c lose 
to the lower limit of flux dens ity . 
In preparing any catalogue o f  radio sources , there are always cases 
in which doubts can arise as to what is  the correct procedure ; such cases 
include the decision whether two very c lose sources should be catalogued as 
one or two , whether weak extended sources should be inc luded , and so on . It 
i s  important that consistent obj ective criteria be used to deciqe such case s , 
to avoid introducing a bias in the source counts . In particular , where Monte 
Figure 3.1 : 
( a )  A short section o f  the line scans of the . 
fully averaged data , as plotted by the computer .  
This section is from dec lination number 7 14 , in 
the -62° zone . The right ascension scale is in 
1950 co-ordinates .  Four sources are marked ; 
the f lux dens ity of source B ( 1829-620 ) '  is 456 mJy .  
(b) This is the corresppnding section from the 
facsimile record . The vertical lines mark s ide­
real time , and s o  cannot be directly compared 
with ( a ) . ·The same four sources are mark€d . 
In both case s , the uppermost dec lination beam 
is towards the south . 
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Carlo sour c es have b een us ed to obtain the error distributions , as in the 
pres ent surveys , it i s  n ec essary that thes e  sourc es b e  analy s ed in a manner 
consistent with that for r eal sourc es .  The criteria us ed in preparing the 
two d eep survey catalogues were as follows : 
( i )  In d eciding wh ether two n earby p eaks wer e  r esolved or not , a criterion 
was d evis ed to ensur e that wher e  a c lass ification as two sources was 
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made,  th eir s eparation was suffici ent for both to b e  fitted without 
undue interaction . This is r egarded as the cons ervative approach to 
s etting the r esolution criterion . Th e method adopt ed was bas ed on a 
gen erali s ed Rayl eigh criterion - ideally , two peaks would b e  consider ed 
s eparat e if ther e  wer e  a r elative minimum b etween them of amplitude 81%  
or l ess of the small er p eak . The critical s eparation giv en by this 
criterion do es not d epend strongly on the"  flux density ratio or position 
ang l e  of the p eaks , so for eas e  of application only three cas es wer e  
n eed ed for each catalogue: 0 for the -20 catalogue,  if the flux d ensity 
ratio of the p eaks was b etween one and two , sourc es s eparated by les s  
than 3 ' . 8  wer e  consider ed unr esolved and int egrat ed tog ether as one 
sourc e. If  the flux d ensity ratio was b etween two and five,  th e 
critical s eparation was 4 ' . 4 ;  the v ery f ew cas es of ratios larg er than 
0 five wer e  tr eated individual ly .  For the -62 catalogue th e corr espond-
ing critical s eparations w er e  4 ' . 0  and 4 ' . 8 .  Bl ending of n earby sources 
i s  not howev er a maj or prob l em .  For exampl e,  in th e - 2 0° catalogue, only 
13 sourc es out of the total of 3 7 3  ar e bl ends of two , using the above 
criterion . 
Integrated flux d ensiti es for thes e  bl ends , and for other 
s ignificant�y broaden ed sourc es , w er e  obtained by planimetry on the line 
s cans , rather than from the sourc e fitting program . Thi s  enabled a 
mor e  sophisticat ed appraisal of backgrounds than was possible in the 
computer program. D etails of the calculation of integrated flux 
d ensiti es are giv en in App endix 3 ,  wher e  it is also shown that th e line 
s cans are superior to contour plots for this purpos e. 
{ i i )  A s  mentioned i n  the pr evious S ection , point sourc e fits w er e  us ed exc ept 
where the r espons e was significantly broaden ed .  The crit erion for this 
cas e was that a source b e  c lass ed as significantly ext ended if the 
integrat ed flux d ens ity exc eed ed th e point sourc e valu e by at l east 
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50 mJy , w hi c h  is  2 . 5  times t he rms error for the differ ence of int egrated 
and point flux d ensiti es * . Occasional large nois e  fluctuations could 
l ead to an integrated flux d ensity b eing given for a sourc e whi c h  in 
r eality is  not ext ended ;  howev er t hi s  is  l ik ely to hav e  occurred for 
l es s  than about t hr ee sourc es . In t he final catalogues integrated flux 
d ensities ar e given for 26 sourc es ( 5% of t he total ) .  
( iii ) For a survey made wit h a p encil b eam instrument , one expects to find 
n ear the lower limit of flux d ens ity a numb er of r espons es res embling 
ext ended sources of low surfac e brightnes s  but significant int egrat ed 
flux d ensity .  Howev er suc h r espons es may b e  j us t  fluctuations in the 
nois e and confusion , sinc e t he signal to noi s e ratio for integrated flux 
d ensities is low er t han for point sourc e fit s . If  l/f nois e is  pres ent 
it will also d egrade t he s ignal to noi s e  ratio for t hes e cases . To 
avoid t he poss ibility o f  including spurious r espons es in t he catalogu es , 
no source was includ ed unl es s  its point sourc e flux d ensity exc eeded t he 
lower l imits of 88 mJy ( - 2 0° ) or 84 mJy (-62° ) .  T hi s  may r esult in the 
loss of some w eak ext ended sources , but its effect on t he counts is 
n egligib l e  (Section 6 . 2c ) . 
( iv )  Sometimes sourc es wer e  not fitted well by t he program - for instanc e 
t hi s  could occur for sourc es clo s e  toget her but not bl end ed .  In suc h  
cas es � point · sourc e flux d ensity fitted by hand on t he line scans was 
us ed in pref er ence to t he comput ed value,  but only if t he diff er enc e 
was gr eater than 15% for sourc es o f  l es s  t han 200 mJy ( hand fitted value) , 
or 10% for t ho s e  of over 200 mJy . T he latter r estriction was us ed to 
prev ent t he normal noi s e  in t he differ enc e o f  t he two flux density 
estimates from allowing unnec ess ary r eplacem ents of comput ed values . 
This same r estriction was applied to t he sourc es apparently mis s ed by 
t he program , sinc e t hi s  could also b e  due to nois e  fluctuations . The 
positions f itt ed by the program w er e  ass es s ed s imilarly , and r ep lac ed 
by positions from t he line scans or contour maps (described in S ection 
4 . 2 ) only if t he co-ordinat es differ ed by mor e t han 10 arc sec .  Not es 
are given in the catalogues when ev er any quantity has b een replac ed in 
thi s  way ; t hey ar e also given for b l ends and cas es wher e an int egrated 
*This rms error was found from 113 Mont e Carlo sourc es . The us e of 
suc h sourc es i s  discus s ed in C hapt er 5 .  
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flux d ensity has b een us ed .  
The prec i s e d ec lination l imits o f  the surveys w er e  appli ed at 
thi s  stage. They ar e on e b eam · number inside the outermost beam obs erved 
with the full r edundancy . Thus even sourc es just ins ide the limit can 
be fitted wel l . The edg es are: 
0 ( 1973 . 8 ) = -19°5 1 ' 38 "} 0 
- 2 0°3 3 ' 07 "  
- 2 0  survey 
and 
0 ( 197 3 . 8 ) = -61°3 2 ' 41" } -62° survey 
and -62°17 ' 2 1" 
3 . 4  Sidelobes , Excluded Ar eas and Solid Angl es 
The sidelobes of the Molonglo Cross are s ignificant only in th e North­
South and East-West dir ections about their parent sourc e, b ecause the penci l  
b�ams a r e  formed b y  corr elation of two orthogonal fan b eams . Th e sid elobes in 
the East-West dir ection ar e primarily due to the intend ed ap ertur e distribution 
of th e East-West arm which , whil e  taper ed , still has a cutoff at the ends .  
Thes e sidelob es diminish rapidly in amplitude with increasing angle from the 
sourc e. On the other hand , the sidelobes in a North-South direction are due 
primarily to small errors in the pha s e  and amplitud e of the contributions made 
by each of the 177 pr ea..�plifiers on the North-South arm . The dominanc e o f  
s id elobes d u e  t o  adj ustment errors ari s es through the much greater complexi ty 
o f  the r ec eiving system for this arm . The s id elobes formed by such random 
errors d ecr ea s e  s lowly with incr eas ing angl e from the sourc e, and the North­
South s�delob es ar e thus th e main probl em .  They have a distribution o f  
amplitudes ( s ee App endix 6 ) , but typical values ar e about 2- 3 % . 
The m ethod adopted to eliminat e North-South sidelobes and to minimis e 
their confusing eff ects on other sourc es was to identify thos e sourc es in the 
vicinity of the surveys that w er e  strong enough to produc e a troublesome 
sidelob e in the survey area ,  for an assumed sidelobe amplitude of (for safety) 
0 4 % . The l evels consider ed troubl esome wer e  6 7  rnJy for th e -20 survey and 
0 5 0  rnJy for the -62  survey .  S inc e the typical sidelobe amplitudes are about 
2 % ,  this pro c edur e identifies most sidelobes of down to about 30 mJy . The 
list of pos sibl e sidelobe-producing sources was s el ected from the catalogue 
of all sources in the south ern s ky above about 1 Jy currently b eing pr epar ed 
by memb ers of th e Astrophysics D epartment.  Sorting and s el ection was 
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p erformed by a computer program written by the author . The env elope r espon s e  
of th e fan b eam of the East-West arm modulat es the s id elobe amplitudes , and 
was allowed for in the s el ection o f  the sources . For each sourc e s el ect ed as 
likely to produc e s id elobes in the survey areas , a strip o f  s ky ext ending over 
the whol e  d eclination range of the survey was eliminated .  The right ascension 
width of the strips was one minute (of time) for the - 2 0° survey and two 
0 minutes for the -62 survey .  (Transit times for sourc es wer e  twice as long 
in the south ern survey ) . 
This proc edur e for sidelobe r emoval is  diff er ent to that for pr evious 
surveys with the Molonglo Cross ,  in which s id elobes wer e  usually recogni s ed 
by the simultaneous r espons e of the East-West total power fan b eam to the 
par ent sourc e, which would b e  typically some t en times strong er than the 
p encil beam d efl ection if the latter were indeed a sidelob e. ( S ee for exampl e  
Clark e, 1974 ) . Thi s  proc edur e was not us ed h er e  for two r easons . Firstly , 
the considerably lower flux d ensity limits of the d eep surveys mean that the 
par ent sources would be obs erv ed with low s ignal to noi s e  ratio in the fan 
b eam , whi ch has an rms error of 0 . 3  Jy (Clarke et al . ,  1969 ) . S econdly , the 
pres ent procedur e is b ett er for the production of r eliabl e source counts . 
Although a s ignificant amount of the original solid angl e is  lost through this 
method ( about 30%) , ther e  is  no n eed to corr ect th e counts for the accidental 
los s  of r eal sourc es which would occur with the other method . There would 
also be prob l ems involving sidelob es bl ended with r eal sourc es . North-South 
sidelobes can to some ext ent b e  r ecognis ed on the lin e scan r ecords by their 
characteristic variation of r espons es ( including n egative d efl ections ) across 
the whol e  el even b eams . Nois e and confusion mak e the interpr etation unc ertain 
for s id elob es of low appar ent flux d ensity . The l in e  scans wer e  inspected for 
any such patterns· due to s id elob es not in the above list . A nu�ber o f  cas es 
wer e  found - some wer e  due to sourc es which w er e  obscured by the automatic 
calibration s ignal and henc e omitted from th e prel iminary ' l  Jy ' list . Others 
r epres ent the few sidelobes of over 4 % , whi ch wer e  not given in the list o f  
expect ed s id elobes . Over both surveys a total o f  130 strips w er e  eliminated 
for s id elobes ; of thes e 2 3  (or 18% )  wer e  for sidelob es not in the list of 
thos e expect ed .  Reliability of the final catalogue is  very important , h enc e 
cons ervative crit eria w er e  us ed in making the s id elob e eliminations bas ed on 
the l i ne scan insp ections . Thus one or two g enuine sourc es may have b een 
eliminat ed ,  as well as some r egions where nois e and confusion mimicked the 
appearanc e of sidelob es . I t  i s  felt that all sidelobes of gr eat er than about 
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6 0  mJy have been found and eliminated . The right ascension widths of the 
excluded strips (one and two minutes )  were chosen to ensure not only eliminat­
ion of the s idelobe s , but also that. sources j us t  on the boundary would not be 
s ignificantly confused by the preceding or following s idelobes .  In addition 
to the exclusions made for sidelobe s , other strips of various widths were 
eliminated for the hourly noise diode calibration signal , some interference 
pul se s ,  and tran sient equipment faults . The right ascensions excluded from 
the surveys are l isted in Table 3 . 1 . The large gap starting at 16h0 2m in the 
13h - 17h section is due to solar sidelobes as the sun crossed the fan beams 
of the North-South arm , far from the meridian � This arises because when the 
North-South arm is phased to observe away from the zenith , the resulting fan 
· beams are cone shaped on the largest scale . Thus sidelobes not far from their 
parent source wil l  l ie at the same decl ination as that source , and are the 
normal East-West sidelobes . These are discus sed below . For a very strong 
source such as the sun however,  it is pos sible to obtain quite strong s idelobe 
responses even when the. sun ' s  right ascension i s  many hours different from that 
of the meridian . The declination of the sidelobes is then also quite different 
to the sun ' s  declination , because of the conical shape of the fan beams . 
Details of the geometry of these remote East-West s idelobes are given by Mills 
et al . ( 19 58 ) . Using the equation given by those authors it was found that 
the range of right ascension affected by such solar interference could be 
minimised by observing the highest declination numbers first in the 13h - 17h 
section . This was done in the observing session . 
The right ascension range of the Olh - 0 6h section has been cut off at 
0 6h44m to avoid  including sky closer than 10° to the galactic plane . The 
origin�l observations continued until 0 8h5 lm 
East-West s idelobes from source s  of less than about 10 Jy extend only 
about 10 minutes at most from the source producing them , and occur at the same 
declination as that source . Thus they were easily recognised by inspection 
of the l ine scans . Twenty source s  were strong enough to produce troublesome 
0 0 East-West s idelobes in the - 2 0  survey , and e ight in the -62 survey . For 
each of these a strip of sky ( including the source )  was eliminated - its 
width in declination was five beam spacings and the length in r ight ascension 
depended on the strength of the source . Details of the excluded areas are 
given in Table 3 . 2 .  Because the sidelobe elimination procedures result in a 
TABLE '3 . 1  
Right ascensions (195 0 . 0) excluded 
from the catalogues 
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h 
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h
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. 
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h
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h
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h
55m2 88 to 0 3
h
57m2 38 
01 11 4 7  01 12 4 7  0 4  0 6  22 04 07 22 
01 1 3  56 01 16 3 7  0 4  0 9  4 7  0 4  10 · 47 
01 39 2 9  01 40 29 0 4  12 26 04 14 23 
01 41 55 01 4 3  15 04 44 59 04 46 49 
01 45 23 01 46 2 3  04 50 0 7  04 51 0 7  
01 5 2  0 3  01 5 3  0 3  0 4  5 2  4 3  0 4  5 7  24 
01 55 02 01 57 1 7  0 5  0 7  5 1  0 5  16 2 0  
02 0 2  10 02 03 40 05 19 00 05 20 00 
02 0 7  39 0 2  08 39 05 22 10 05 23 10 
02 14 4 2  0 2  1 5  42 05 2 8  05 05 29 05 
02 22 16 02 23 30 05 31 03 05 32 2 9  
02 2 8  4 8  0 2  31 38 05 45 15 05 46 15 
02 34 55 0 2  38 23 05 4 8  5 7  05 49 5 7  
0 2  4 0  32 0 2  41 3 2  05 55 30 05 57 25 
02 46 12 0 2  47 1 2  06 0 3  5 5  0 6  0 4  5 5  
02 5 1  1 0  . 0 2  5 7  20 0 6  15 4 9  0 6  17 5 9  
03 22 0 0  0 3  29 0 0  0 6  2 1  20 06 22 2 0  
0 3  3 2  1 9  03 33 1 9  06 25 5 5  0 6  26 55 
03 3 8  24 03 39 24 0 6  33 5 2  0 6  34 5 2  
. 13
h
5o
m4 98 t o  
1 3  5 3  3 7  
1 3  59 14 
14 10 17 
14 13 2 4  
1 4  1 6  31 
14 20 17 
14 2 2  39 
14 36 0 8  
1 4  4 7  4 9  
1 4  51 0 2  
14 55 12 
15 0 3  0 6  
15 0 5  1 0  
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h
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13 5 4  37 
14 00 14 
14 11 1 7  
1 4  1 5  0 9  
14 1 7  31 
ll• 21 1 7  
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1 4  4 8  4 9  
1 4  5 2  0 2  
1 4  5 8  5 4  
1 5  0 4  06 
15 0 6  10 
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h
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m
188 t o  15
h
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15 21 4 9  1 5  2 2  4 9  
15 2 6  5 4  15 2 7  5 4  
1 5  4 7  31 15 48 31 
15 55 10 15 57 05 
16 0 2  00 16 2 1  00 
16 22 50 16 2 3  5 0  
16 31 22 16 32 38 
16 41 5 7  16 4 3  3 7  
16 45 02 16 l}6 02 
16 54 37 16 5 7  03 
16 5 9  47 1 7  00 4 7  
1 7  0 4  23 1 7  05 2 3  
1 7  06 4 1  17 0 7  41 
1 7  1 7  04 17 18 2 4  
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1 8  5 3  2 1  1 8  5 5  51 21 35 14 2 1  3 7  14 
1 9  0 6  2 0  1 9  1 0  2 0  2 1  49 2 5  21 56 16 
19 11 20 19 17 3 1  2 2  04 11 2 2  06 11 
19 1 8  59 19 2 3  5 5  2 2  08  27  2 2  1 0  2 7  
1 9  3 0  3 2  1 9  39  56 2 2  2 2  3 1  2 2  2 6  51 
1 9  4 3  5 0  1 9  4 5  1 0  2 2  3 7  4 7  2 2  4 0  07 
1 9  5 2  5 6  1 9  5 5  5 5  22  52  53  22  56 30  
20 02 20 2 0  0 7  0 3  2 3  0 6  5 1  2 3  0 8  51 
2 0  1 5  4 2  2 0  1 7  50 2 3  1 0  5 8  2 3  1 5  24 
20 1 9  04 20 2 3  1 0  2 3  1 9  3 3  2 3  21 3 3  
20 2 6  2 2  2 0  3 1  1 0  2 3  2 5  1 0  2 3  2 6  40 
20 4 0  1 1  2 0  4 2  3 7  2 3  3 0  54 2 3  3 2  54 
20 5 3  3 3  2 0  56  26 2 3  3 6  1 7  2 3  3 9  2 7  
20 58  24 2 1  0 3  1 0  2 3  4 9  1 6  2 3  51 1 6  
2 1  1 7  01 21 1 9  0 1  2 3  5 2  50 00 00 42 
21 2 0  59 21 2 2  59 00 0 2  2 3  00 04 2 3  
TAB.LE 3 .  2 
Areas excluded due to possible Eas t -We s t  s idelobes .  
0 -20 zone 
Ol
h 
- 06
h 
Section 
Right Ascension (1950 . 0 )  Declination (1950 . 0) 
02
h 
3 4m to 02
h 
4 lm -20° 02 ' 3311 to -20
° 0 9 ' 5 7" 
02 43 02 5 1  -20 11 13 -20 1 8  3 7  
* 
02 44 02 50 -.20 31 59 �20 39 24 
* 
02 4 8  0 2  5 9  -20 36 11 -20 3 9  18 
0 3  1 3  0 3  19 -20 2 7  30 -20 34 55 
0 4 0 8  04 18 -20 26 00 -20 33 24 
* 
04 43 04 50 -20 33 2 9  -20 36 00 
* 
04 49 04 5 7  -20 33 26 -20 35 '• 8 
05 42 05 48 -19 5 2  11 -19 59 35 
05 43 05 49 -19 55 19 -20 02 4 3  
05 5 4  0 6  14 -20 17 5 2 -20 25 16 
* 
06 31 06 , 33 -20 21 4 8  -20 32 16 
1 3
h 
- 17
h 
Section 
1 4  0 7  t o  14 15 -20 02 51 t o  . -20 10 1 5  
1 5  0 2  15 10 -20 00 19 -20 0 7  4 4  
1 5  2 3  15 32 -19 5 9  4 9  -20 0 7  1 4  
15 45 15 5 1  -19 51 31 -19 5 8  5 5  
1 6  5 1  16 5 9  -20 03 11 -20 10 35 
16 5 6  1 7  11 -20 2 3  19 -20 30 4 3  
* Exclusion extends t o  the declination limit o f  
the s urvey . 
TABLE 3 . 2  Continued 
0 - 6 2  zone 
Right Ascensi on (1950 . 0 )  Declination ( 1950 . 0) 
19
h
31m t o  19
h44m - 6 2
° 14 1 5 21 1  t o  -6 2° 20 ' 26" 
20 35 20 4 8  -61 4 0  0 7  -61 4 8  04 
20 55 2 1  05 -61 3 8  17 -61 42 15 
2 1  52 22 01 -62 1 3  41 -62 21 41 
2 3  0 7  2 3  1 7  -62 2 2  45 -62 2 5  10 
2 3  0 9  2 3  20 -61 4 7  43 -61 55 41 
23 45 23 55 -6 2 0 7  00 -6 2 14 59 
2 3  56 00 0 4  -61 40 4 6  -61 4 3  0 9  
* Exclusion extends t o  the declination limit 
of the s urvey . 
* 
* 
* 
* 
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loss of survey sourc es over 1 Jy , the catalogue has b een cut off at 1 . 0  Jy . The 
small pointing corrections ( S ection 3 . 5 ) have not b een applied to the boundari es 
of any of the exc lud ed r egions . 
The solid ang l es survey ed , allowing for all the exc luded areas , ar e 
1 . 26 x lo- 2 sr for the Olh - 0 6h s ection of the - 2 0° survey ,  7 . 5 1 x lo- 3  sr 
for the 13h - 17h s ection and 5 . 51 x lo- 3  sr for the -62° survey .  About 2 7 %  
of the initial area has b een exclud ed a t  - 2 0° , and 3 9 %  a t  -62° . 
3 . 5  Calibration 
( a )  Flux D ensity Calibration 
Calibration of flux d ensiti es for th e Molonglo t el escope is ach i ev ed by 
a two step proc es s : th e gain of th e t el escop e is  monitored over short int ervals 
( on e  hour or l es s )  by us e of th e noi s e  diode calibration signal . Howev er this 
signal does not have suffici ent long t erm stability to b e  us ed alone; thus 
sourc es of known flux d ensity are obs erv ed r egularly and used to calibrate th e 
nois e diode. Th es e sourc es (known as calibration sourc es )  have in turn b een 
accurat ely compar ed by Wyllie ( 1969 a , b )  and Hunstead ( 1972 a )  with the fundament­
al calibrators on which Wyllie ( 1969a} made absolute measur ements .  Th e flux 
d ensiti es in this work are thus bas ed on what is known as the Wyllie scal e. 
Although the choice of absolut e flux d ensity scal e do es not affect the 
s lope of souroe counts d eriv ed from a survey ,  it i s  still d esirable to us e the 
b est poss ibl e scal e to obtain the corr ect d ensity o f  sourc es p er steradian . 
The absolute scal e was for a number of y ears tak en from th e work of Conway , 
Kell ermann and Long ( 19 63 ) ; this is  r ef err ed to as the CKL s ca l e. Mor e 
r ecently , evidenc e has b een mounting that this scale is  too low by an amount 
which increas es with d ecreasing fr equ ency . The absolut e measurements made by 
Wyll i e  ( 1969a) with the East-West arm of the Molonglo t el es cope established a 
s cal e which is  approximately 10% h igh er than CKL . S cott and Shak eshaft ( 19 7 1 )  
r evi ewed th e s ituation and pres ented evidenc e that the CKL s cal e is  2 2 %  ± 5 %  low 
at 81 . 5  MHz . Niel l  and Jaunc ey ( 19 7 1 ) showed from work at Ar ec ibo that the 
KPW scal e ( th e  flux d ensity scal e adopt ed by Kell ermann , Pauliny-Toth and 
Williams ( 19 69 ) , which i s  v ery s imilar to th e CKL scal e) is 12%  ± 3% lower 
than the Wyll i e  scal e at 430 MHz . Measur em ents by Baars and Hartsuijker ( 19 7 2 )  
ar e i n  agr eement with the Wyllie scal e t o  within 1 . 6% .  I n  the l ight o f  this 
evidenc e th e us e of the Wyll i e  scal e is  amply j usti f i ed .  Wyllie . ( 1969a ) 
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estimated the uncertainty of h i s  absolute scale as ±6% . 
S ixteen of the source s  measured by Huns tead were used as calibration 
sources for the deep survey observing session . All were over 4 Jy, so noise 
and confusion errors were negligible even for a s ingle observation . The 
sources used are given in Table 2 . 2 ,  and the flux densities are given by 
Hunstead ( 1972a) . Each observation o f  a calibration source can be used to 
obtain an estimate of the amplitude (in Jy ) of the noise diode s ignal , because 
the " true " flux density is known . Figure 3 . 2  shows the values of calibration 
amplitude obtained from each source , averaged over every day of the session 
and plotted agains t  right ascension . The error bars represent the standard 
error in the mean . Note firstly that the error bars are small - i . e .  the 
repeatability is  good , with an rms error for a s ingle observation of 3 . 1% .  
The scatter of the points about the horizontal l ine representing the average 
amplitude has an rms value of 5 . 7% and is much larger than expected fro m the 
error bars alone . This is not likely to be caused solely by diurnal variations 
of the calibration amplitude , because of the h�gh degree of repeatability 
observed , even with only about 2 0  minutes between successive sources . Nor can 
thi s  effect be caused by uncertainties in the form of the gain vs declination 
curve , because the sai.�e form for this curve was assumed in both Huns tead ' s  
work ( 1972a)  and the source fitting program used here . Some of the scatter 
may wel l  be caused by variability of the sources .  Hunstead ( 1972c)  demons t­
rated large variations in four sources ; it is  pos s ible that variations of 
smaller amplitude are much more common . Another possibility is  that the actual 
form of the curve relating gain to declination has changed in the period of 
about tpree years between Hunstead ' s  observations and the present session . No 
further information i s  available on this question . The resolution of thi s  
problem is not e ssential here , since the large number of calibration sources 
define the calibration empirically with only a small uncertainty (see below) . 
Figure 3 . 3 shows the average calibration amplitude for each day plotted 
against date . Again the error bars show the standard error of the mean . It is 
c lear that there was no s igni ficant drift in the amplitude of the calibration 
during the session . ( Such drifts have occurred in other sessions , due to 
faults in the noise diode equipment ) .  
S ince there were no wel l  defined trends with right ascension or date , 
a s imple average cal ibration for the whole survey was used . The source 1730-13 
gave a discrepant gain e stimate , and was rejected for f lux density calibration , 
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using the Chauv en et principle (Parratt , 1961 ) . This affected the final 
calibration by only 1% howev er . On some days c ertain sourc es w er e  not obs erv ed 
for t echnical r easons ; the final flux d ens ity calibration has b een d erived from 
2 10 s cans of 15 sources and has a formal uncertainty of about 1�% . Thi s  must 
howev er be increa s ed by up to about 5% to allow for unc ertainti es in the form 
of the curve r elating gain to d ec l ination, s inc e this has b een assumed in 
applying the calibration to the specific d ec linations of th e d eep surveys . A 
comparison with th e flux d ensity calibration for the MCl survey is  made in 
Part ( d )  b elow . 
Ideally one would us e the same source fitting program to analys e th e 
calibration sourc es as was us ed for th e survey r ecords . Howev er ,  this was 
not pos sibl e b ecaus e only at th e sp ecial d eclinations for the d eep surveys 
could the raw 33 b eam data be converted to 11 b eam data , as r equired for the 
survey sourc e fitting program . The program u� ed for fitting the calibration 
sourc es was writt en by D . F .  Crawford for th e KDF9 computer and could acc ept 
3 3  b eam input . In order to show that th e calibration d erived using Crawford ' s  
program was applicabl e to the survey r esults obtain ed from the program by 
Davi es , 49  of the calibration sourc e scans wer e  r e-analys ed by a program 
clo s ely similar to that of Davi es , but adapted to examine jus t  the c entre 11 
b eams of th e 3 3  b eam r ecords . This still gave ad equate s ignal to noi s e  ratio 
for the strong calibration sourc es . Th e d erived calibration was only 2 . 8% 
differ ent from th e adopted valu e,  showing that there was no s ignificant 
differ enc e b etween the two programs . 
3 . 5  (b)  Right Asc ension Calibration 
The obs ervations of calibration sourc es w er e  also us ed to establish 
the n ec es sary pointing corrections for both pos ition co-ordinates . Accurat e 
positions from optical identifications w er e  availab l e  for 1 3 35-06 , 0035-02 
and 094 1-08 from Hunstead ( 19 7 1 ) , and 0909-56 from Hunstead et al . ( 19 7 1 ) . 
Radio pos itions wer e  us ed for the r emaind er , from Hunstead ( 19 7 2a ) . 
The r esults for right asc ension ar e shown in Figure 3 . 4 ,  which i s  a 
plot of the differ ence ( in arc s ec )  b etwe en the obs erved and assumed right 
asc ensions , v ersus the d ec lination of the sourc e. The main contribution to 
the obs erv ed differ enc e ari s es from a r es idual pha s e  gradient along the East­
W es t  arm . Each point r epr es ents th e averag e of all obs ervations tak en of one 
calibration source and the error bars show the s tandard error o f  the mean 
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dif ference . The two sources with dotted error bars were observed near ooh 
right ascension and have particularly large internal scatter . For an observ­
ing session in September the s idereal time is close to the solar time ; thus 
the anomalous sources were observed near local midnight . S imilar large 
scatters were observed in declination ( see later ) , in which two of the sources 
near 18h ( about sunset) were also anomalous . The re are two pos s ible explan­
ations for the large scatters of night-time observations : 
( i )  The local oscillator line has been shown to be subject to phase instab­
ilities due to gradients of humidity along the four 0 . 8  km line s . This 
e ffect is  worst at night , when the relative humidity is  high . 
( i i )  Disturbances i n  the ionosphere can create gradients of ionization and 
hence cause displacements of the apparent positions o f  sources .  There 
is  some evidence (A . J .  Turtle , Private Communication ) that the period 
about local midnight is  particularly prone to large disturbance s . Work 
i s  continuing on this problem . 
The 1arge scatter for night-time observations did affect the survey 
source s  as well - a check on 170 sources in the Olh - 06h catalogue showed 
that the total flux density independent right ascension error* had an rms 
value of 2 " . 3  ± 0 " . 9 for a s ingle observation in the fully averaged data . 
Thi s  i s  equivalent to l " . 2  ± 0 " . 5  for the standard error of the mean of a 
calibration source , when allowance has been made for the larger number of 
scans for the latter . The observed values for calibration sources were about 
0 " . 3  - 0 " . 5  during the day and 0 " . 6  - 1 " . 0  at night , thus · suggesting that the 
survey sources have been a ffected . The survey results are still quite 
satis factory however , because four nights ' observations contribute for every 
source , and fo r most sources the noise and confusion errors dominate in any 
case . The flux density independent errors were about 2 "  - 4 "  for the MCl-4 
surveys . 
Returning to the right ascension calibration of F igure 3 . 4 ,  it was 
decided to re j ect the source 0049-4 3  whi ch was anomalous both in its mean 
correction and large scatter . A least squares fit of a straight line was 
made to the remaining 15 points , and is shown on the Figure . The resulting 
*The flux density independent error is due to random changes in the 
e ffective phase gradient , or ionospheric disturbance s . It is to be 
distinguished from the pos ition uncertainties due to noise and con­
fusion , which are smaller for s tronger sources .  Further details are 
given in Section 5 . 4 .  
28 
variation of t he pointing correction wit h  d eclination i s  small , with only l " . 2  
differ enc e b etween values at -2 0° and -62° ; in fact thi s  d eclination d ep end enc e  
i s  often n eg l ected ( e. g .  in MCl ) . Howev er ther e  i s  r eason to_ suspect such a 
variation , due to a small azimuth error in th e East-Wes t  arm {Hunstead , 1972a) . 
S trictly t his gives a t erm proportional to sin z ,  but for such a smal l  correct­
ion a straight lin e  fit is allowab l e. The large number of calibration sourc e 
obs ervations in t he d eep survey s ession made inclusion of this correction 
r easonab l e. 
The scatt er of the points about the fitted line in Figur e 3 . 4  corr es ­
ponds to a n  rms valu e o f  l" . 4  and is  gr eater t han exp ect ed from the plotted 
error bars ; however it is  larg ely accounted for by the unc ertainties in th e 
acc epted pos itions o f  the calibration sourc es . Th e formal unc ertainti es of 
t he right asc ension calibration t erms d erived from this graph ar e 0" . 4  at -20° 
and 0 " . 6  at -62° . Thes e must how ev er b e  r egard ed as lower l imits to th e true 
unc ertainti es ,  b ecaus e of possibl e quas i-systematic tr ends during the surveys , 
whi c h  may not b e  fully r ef l ected in th e scatt er of pos itions for th e calibrat­
ion sourc es . 
Further corr ections to the right asc ensions of the survey sources 
w er e  n eeded to allow for the known error in the obs ervatory ' s  sider eal c lock , 
and th e time d elays in th e digital r ecording channels (App endix 2 ) . As in the 
cas e o f  the flux d ensity calibration , a comparison was made with th e r esults 
of t he analysi s  program s imilar to t hat us ed for the survey ,  but whic h us ed 
only t he c entr e  11 b eams for t he calibration sourc e records . The differ enc e 
in right asc ension calibration was 0" . 4  ± l" . l ,  and in d eclination was 
0 " . 3  ± 1 11 . 6 ;  bot h  ar e n egligib l e. For t he - 2 0° survey ,  t he calibration in 
both co-ordinates was compar ed with t hat of t he MCl survey .  The results ar e 
given in Part ( d )  b elow . 
3 . 5  ( c )  D ec lination Cal ibration 
The r esults for d ec lination calibration ar e display ed in Figure 3 . 5 ,  
wher e  the diff erenc e b etween obs erved and assumed d eclinations for eac h  source 
is  graphed against d ec lination . Again each point includes all obs ervations of 
one sourc e, and th e error bars s how the standard error of the mean differ enc e. 
For t he Molonglo t el escop e it has b een the custom to fit to this type of 
calibration curv e a d eclination correction ( otrue - oobs erved) of th e form 
A s ec z + B s ec2z tan z 
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A pos itive value represents a d i splacement to an observed posit ion north of the a ssumed pos it ion . 
The f ive source s  with dotted error bars showed unusually large scatters .  See text for a d i s cussion 
of the straight l ine fit to this data . 
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wher e  z = 6-� i s  t he z enith angl e, and the latitud e � o f  the obs ervatory i s  
0 - 35 . 5 .  Th e first t erm is due to any r es idual phas e grad i ent along the North-
South arm - i . e. a s imp l e  instrumental pointing corr ection ; the paramet er A 
can b e  pos itiv e or negative. The s econd t erm aris es from the uni form spherical 
compon ent of ionospheric r efraction . (Th er e  is  no plane layer r efraction for a 
horizontal pha s ed array ) . Th e form of thi s  t erm was adopt ed by Hunstead 
( 19 7 2 a , b) from a formula given by Komes aroff ( 1960 ) . The paramet er B is 
proportional to th e square of the critical frequency of th e ionospher e  and 
cannot b e  n egative. Hunstead found ther e  was littl e error in assuming A and B 
to b e  constant for a particular obs erving s ession ( 3-7 days ) .  This form of 
corr ection is howev er quit e unab l e  to give a r easonab l e  fit to the obs erved 
points of Figur e 3 . 5  b ecaus e it pr edicts increasing r efraction to the south 
at northerly d eclinations , opposite to the g en eral trend obs erved . This 
anomalous form of d eclination cal ibration curve has occurred for some other 
obs erving s es s ions at Molonglo . 
Two explanations may b e  sugg ested for a calibration curv e of this form. 
The first d epends on errors in th e d elay l in es r espons ibl e for d eclination 
steering of th e t el escope. M . I .  Larg e made mea sur ements of th e p erformanc e 
of the d elay l in es in April 1976 and found that th ey wer e  introducing a pha s e  
grad i ent which incr eas ed for obs ervations further from th e z enith . This can 
· produce a calibration curve of th e obs erved form. A . J .  Turtl e has found that 
for an obs erving s ession in F ebruary 1976 this eff ect caus ed a trend varying 
by about 15 arc s ec ov er the rang e of obs ervable d eclinations . No direct 
information is  availabl e about th e state of the d elay lines in S ept ember 1973 , 
when the d eep survey obs ervations wer e  made., Howev er the ability of thi s  
effect to produc e pointing errors of both the magnitude and form requir ed 
mak es it a likely caus e. 
The s econd explanation is  bas ed on the pos sibility of a significant 
w edge component in th e ionospheric r efraction . T he d etails are given in 
Appendix 4 .  I t  was not possible to d ecide which of t hes e  two effects was th e 
mor e likely ; in any cas e thi s  was not n ec essary b ecaus e no theoretical pred­
iction could b e  mad e for. the functional form of th e correction in eith er cas e. 
It was thus d ec id ed to us e a straight l in e  fit to the obs erv ed calibration 
curve; thi s  fits the data adequat ely , although knowl edge of the functional 
form would of cour s e  r educe th e unc ertainti es in r eading off the calibration 
at given d eclinations . The sourc e 0049-4 3  again had to b e  r ej ected .  
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The rms scatter of th e points about the fitted line is 2 " . 7  and is  
again larg er than expected from the plotted error bars . In this cas e howev er 
the unc ertainti es in the acc ept ed calibrator pos itions (�l " . 2 )  are unl ik ely to 
b e  the only r eason for this ; small errors in the d elay lines , causing unknown 
fine s tructur e of th e calibration curve,  probably contribute .  The formal 
unc ertainti es of the calibrations d erived from Figur e 3 . 5  are 0 " . 7  at -20° and 
l " . 2  a t  -62° . Thes e are again to b e  consider ed as lower limits , becaus e of 
th e possibl e fin e structure of th e calibration curve, or quasi-systematic 
effects varying with time. Th er e is also a further unc ertainty due to the 
assumption of a straight l in e  form to fit the calibration curve. 
The standard errors for sourc es obs erv ed at night again tended to b e  
large. Th e five sources with unusually larg e scatters are shown in Figur e 3 . 5  
h with broken line error bars ; all three of th e sources at 00 ar e in this 
category , and two of th e sourc es at 18h . Th e r emarks mad e in regard to th e 
right asc ens ion scatt ers apply h er e  also , exc ept that the pr es enc e o f  larg e 
scatters in the surv ey obs ervations is  not as cl ear ; using th e same 170 sourc es 
h . h in the 0 1  - 06 catalogue a total flux d ensity indep endent d ec l ination uncert-
ainty was calculat ed ( S ection 5 . 4 ) . The formal value was z ero , with a on e 
standard d eviation �pper limit of l" . O  ( scaled for comparison with calibration 
sourc es ) . The obs erv ed rms unc ertaint i es for calibration sources wer e 0 " . 5  -
0 " . 7  during the day anq 0 " . 8  - l " . 4  at night . Thi s  is  consistent with th e 
pres ence of a larg er scatter in the survey sourc es at night , but certainly 
does not d emonstrate its existence. 
In order to mak e an ind ep endent check on the pointing corrections , nine 
of th e strongest sourc es in the d eep survey areas (over 1 Jy ) wer e  obs erv ed by 
W . B .  McAdam and R . W .  Hunstead in August 1974 as part of a calibration s es s ion , 
in whi ch many hundreds of calibration sourc e obs ervations wer e  mad e. The nine 
sourc es do not appear in the final d eep survey catalogu es b ecaus e of th e cutof f 
at 1 Jy ; howev er th ey are includ ed in Tabl e  4 . 5 .  Four of thes e sourc es w er e  in 
0 0 the -62 d eep survey ,  and the r es t  were at - 2 0  • The differ enc es in calibrated 
positions b etween th e d eep survey and the August 1974 s es sion were calculat ed 
for thes e sources . The only s ignificant differ enc e found was for th e d ec linat·· 
ion comparison in the -62° survey ;  th er e  was an averag e differ ence for the 
four sourc es of 8 11 . 1  ± l"  . 8 ,  with the d eep s.urvey valu es lying to th e south . 
Obviously ther e  is  an inconsistency in the d ec lination calibration , eith er for 
the southern d eep survey or the August 1974 s ession or both . The calibration 
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obtained from the d eep survey s ession cannot b e  dismiss ed lightly , b ecaus e it 
i s  derived from about 15 obs ervations each for l5 calibration sourc es . Unc ert­
ainties due to the anomalous form of the calibration curve (Figur e 3 . 5 ) should 
0 b e  l es s  than about 2 arc s ec .  It s eems unlik ely that th e -62 d eep surv ey could 
b e  sub j ect to a uniform bias night after night , whi l e  calibration sources wer e  
not affected ,  unl es s  th e prob l em l i es i n  the d elay lines ,  giving ris e to erron­
eous pointing j us t  n ear the d eclination of th e d eep survey . Another possibil­
ity that had to b e  check ed was that the error could l i e  in th e particular data 
r eduction and analysis procedur e us ed for th e d eep survey ,  s inc e thi s  was 
differ ent to th e tr eatment of calibration sourc es . As mentioned in Part (b )  
above, the diff er enc e in source fitting programs was shown to b e  negl igibl e.  
In th e pr eparation of th e ' l  Jy ' catalogue all surv ey r ecords wer e  us ed ,  
including the raw data of the pr es ent d eep surv eys . Th e analysis o f  the raw 
33 b eam data gave th e same d eclinations for th e four sourc es in qu estion as 
obtain ed from the merg ed data , thus showing that the data r eduction from 33 
b ea m  r ecord s to merg ed 11 b eam r ecords was not at fault . Further checks wer e  
made to show that th e error did not occur i n  th e prec es sion , nutation or ab err­
ation corrections to the m erged data . 
The positions obtained from the August 1974 s ession are susp ect to 
some ext ent , b ecause ther e  was a large correction in d eclination ( 2 5 " . 6  at 
0 
· -62 ) , indicating a la�ge r esidual phas e gradi ent . 
At the time of writing calibrat ed positions from th e ' l  Jy ' catalogu e 
for all th e strong sourc es in the d eep survey areas have j ust b ecome availabl e. 
(Th es e sources ar e list ed in Tabl e  4 . 5 ) . The r esults support the cal ibration 
of the d eep surv ey ;  in particular , th e differ enc e in d eclinations at -62° i s  
2 " , in the opposite s ense t o  the comparison with the August 1974 s ession . 
Further d etails are given b elow in S ection 3 . 5 e. 
It was d ecided to us e the original calibration from the d eep survey 
s ession to d erive the pointing corr ections for the catalogued sourc es . 
3 . 5  ( d )  Comparison of Calibrations with th e MCl Catalogue 
The overlap of th e - 2 0° d eep survey with the MCl Catalogue allowed 
comparisons to b e  made b etween th e calibrations o f  thes e surveys . The number 
of sourc es in common is  limited ,  b ecaus e o f  th e small solid angle cover ed by 
the d eep survey and th e higher nois e l ev el for MCl , which r estri�ts comparisons 
to the stronger sourc es of the d eep survey .  
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( i )  Flux Density 
The results are presented in Table 3 . 3 ,  which gives the means and 
standard deviations for the ratio r of deep survey flux density to MCl 
flux density . Only sources above 400 mJy have been used , because of the large 
fractional uncertainties for weaker sources in MCl .  The sources over l Jy , 
liste d  in Table 4 . 5 ,  have been included . It can be seen that there is  good 
agreement of the average flux density scales for the O lh 06h section , but 
not for the 13h - 17h section . The table includes the deviation of the 
average ratio from unity in terms of d ;IN ; however these values cannot be r 
directly interpreted in terms of probabil ities , because the distribution of r 
is not Gauss ian (e . g .  Kendall and Stuart , 196 3 , p26 8 ) . The apparent scale 
h h difference between the 13  - 17 survey and MCl i s  17 % ;  it is  extremely 
unlikely that an error this large could occur in the calibration of any of the 
deep surveys , as can be seen from the results for calibration sources in 
Figure 3 . 2 .  
Column 2 shows that the average s cale difference i s  less for the strong­
er sources of the 13h - 17h section ; although only four sources contribute in 
this column , they are less affected by noise . Thi s  result sugges ts that the 
discrepancy , if s ignificant , may be at least partly due to a constant differ-
. ence in mJy , rather than a scale factor . A difference of about 85 mJy is  
required to �it the results . It wil l  be shown in Section 5 . lc that biases in 
the deep survey flux densities are less than 5 mJy , so such a di fference could 
arise only in the MCl results . Even for the latter , 85 mJy would be a consid­
erable bias . A smaller bias in conj unction with a small scale factor could 
explain the results at a reasonable s ignificance . leve l . 
We conclude that there may be a difference in the flux density calib-
h h ration of MCl and the 13 - 1 7  deep survey ; however there i s  an insufficient 
number of common sources to be certain . Even i f  there were some error in the 
deep survey flux densities the source counts would not be significantly affected 
because they are dominated by the greater numbers of the O lh 06h section , 
which shows good agreement . 
( i i }  Position 
Table 3 . 4  g ives the results for pos ition comparisons between MCl and 
the sources over 900 mJy of Table 4 . 5 .  The comparisons have be�n restricted to 
s trong sources to reduce the effects of noise on the MCl positions . Although 
Flux D ensity 
TABLE 3 .  3 
Comparisons of F lux D ensity Calibration of th e -20° 
D eep Surveys with MCl . 
r = D eep Survey flux d ensity I MCl flux d ensity 
13h - 17h 13h - 1 7h O lh - 06h I 
i 
>400 >1500 > 400 I Range us ed (mJy ) I I 
Number of I 20 4 4 2  I Sourc es 
r 1 . 17 1 . 06 1 . 03 
cr 0 . 16 0 . 10 0 . 12 r 
crr 
0 . 0 3 5  0 . 05 0 . 018 
IN 
r - 1 5 . 0  1 . 25 1 .  7 
co ;IN > r 
'.rGTAL 1 
>400 
62 
1 . 08 
0 . 15 
0 . 019 
4 . 1  
S ection 
13h - 1 7h 
O lh - 06h 
Tabl e  3 . 4  
Comparisons of Position Calibrations 
of the - 2 0° D eep Surveys with MCl .  
All valu es are in s econds . of arc . 
I Number 
! of ClDS - °'Mel sources 
8 - 2 . 0  ± 1 . 2  
1 5  3 . 5  ± 0 . 7  
I 0ns - &MCl J 
-5 . 0  ± 0 . 9  
-4 . 3  ± 1 .  7 I 
) 
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some of the differences are statistically s ignificant in terms of the internal 
rms scatter , it mus t  be remembered that these surveys a.re subj ect to scale 
uncertainties of a few arc seconds , which give rise to systematic differences 
in an analysis such as this . Thus none of the results indicate conclusively 
that a discrepancy of position scales exists . 
3 . 5  ( e )  Comparison of Calibrations with the ' l  Jy ' Catalogue 
As this thesis is completed , calibrated results from the ' l  Jy ' 
catalogue are j ust becoming available . For each of the sources considered 
below , the results in the ' l  Jy ' catalogue have been derived from between 7 
and 13 observations .  The positions so far produced from thi s  catalogue ar� 
more rel iable at -20° than at -62° , because for the former zone (-10° to -40° ) 
a " bootstrapping" proces s  has been applied to improve the consistency of the 
calibrations as a function o f  declination . 
Taking the results at -62° first , for the nine sources of Table 4 . 5 
in thi s declination zone , we have 
< Cl.DS - a l Jy > = l" . 5 ± O" . 7 
< 0DS - 0 l Jy > = 2 " . 0 ± l "  . o  
and < 8Ds I s IJy > = 1 . 04 ± 0 . 01 .  
The di fference in declinations i s  in the sense that the ' l  Jy ' positions tend 
to be to the south of the deep survey positions . These results are satisfact­
ory , and support the calibrations of the deep survey . 
· At -20° there are nineteen sources and the corresponding results are 
< 0DS - 0 1Jy > 
and < SDS I s lJy > 
h h h Considering the 0 1  - 06 and 13 -
= 0 " . 9  ± 0 " . 8  
= - 2 " . 6  ± 0 " . 5  
= 1 . 02 ± 0 . 02 .  
17h sections separately , the position 
comparisons give very similar results , however there is some difference for 
h h the flux density comparisons : at 01 - 06 < s08 I S lJy > = O .  9 6  ± O .  01 and 
at 1 3h - 17h the corresponding value is  1 . 065 ± 0 . 020 . 
Most of these results at - 2 0° are in contrast to the comparisons with 
the MCl catalogue ( Tables 3 . 3  and 3 . 4 ) ,  and give support to the calibrations 
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as used for the deep survey . The only s ignificant common feature of the 
comparisons with the ' l  Jy ' and MCl catalogues is the �uggestion that the deep 
survey flux densities may be too high by about 5% in the 13h - 17h section . 
Further calibration observations would be required to settle this question . 
I f  thi s  does represent a s cale bias in this part of the deep survey , its effect 
on the final number-flux density counts will be negligible compared with the 
statistical uncertaintie s .  
The uncertainty quoted with each of the above results is  simply the 
standard error of the mean . As noted in the �revious section , uncertainties 
in the calibration scales ( for both surveys contributing to a comparison ) will 
· lead to an apparent systematic di fference in the result . 
3 5  
CHAPTER 4 
THE DEEP SURVEY CATALOGUES AND CONTOUR MAPS 
4 . 1  Catalogues 
The catalogues for the deep surveys are given towards the end of thi s  
Chapter ;  the O lh - 06h section a t  -20° i n  Table 4 . 1 ,  the 1 3h - 17h section in 
0 Table 4 . 2 ,  and the -62 catalogue in Table 4 . 3 . The quantities listed in these 
Tables wil l  now be described . 
The Molonglo catalogue number i s  formed from the 1950 co-ordinates by 
truncating the minutes of right ascension and the tenths of degrees of declin­
ation . When two sources have the same catalogue number they are distinguished 
by suffixes A , B  in decreasing order of catalogued flux density . For the -20° 
catalogues there may be an asterisk following the catalogue number;  this 
indicate s that the source i s  listed in the MCl catalogue (Davies et al . ,  1 9 7 3 ) . 
The letter U following the asterisk indicates that this identi fication is  not 
certain . The MCl list finishes at 16h 48m . 
The next quantities given are the 1950 . 0  position co-ordinates , and 
their uncertaintie s . The latter have been calculated from a re lation of the 
form 
{ sec time 
sec arc 
where F is the catalogued flux density in mJy . The first term is due to 
noise and confusion , while the second is due to random calibration errors . 
The values used for A and B are given in Table 4 . 4 .  Further details on 
pos ition errors are given in Section 5 . 4 .  
The next two columns give the flux density in mJy , and its rms error 
calculated from the relation 
a =  { A2 + (BF) 2 } �  mJy . 
Again the first term is due to noise and confusion while the second is 
due to random calibration errors . The values of A and B used are given in 
Table 4 . 4 .  The rms errors for individual sources are given in the catalogue 
listings for convenience ;  however it should be noted that no account has been 
taken here of the variation of flux density error with flux density for the 
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-62° catalogue (Section 5 . lc ) . In some cases any of the three errors may be 
followed by a + sign ; thi s indicates that the error should be increased , in a 
few cases substantially , because of extension o f  the source or other reason . 
The cause will be apparent from the note given in each case . 
Table 4 . 4  
Error Constants for the Deep Surveys 
Units -20° Survey -62° 
o:f 
(J A B* A 
Right Ascens ion s 9 3 . 8  0 . 2 1 162 . 2  
Declination arc sec 1540 3 1302 
Flux Density mJy 18 . 20 0 . 04 17 . 84 
*For position calibration errors , the value of 3 "  
has been used in all case s . ( See Section 5 . 4b , c) . 
Survey 
B* 
0 . 42 
3 
0 . 04 
The NOTES column may contain one or more of the following short notes : 
INTEG . indicates that an integrated flux density is  given , because the source 
shows significant extension ( Se ction 3 . 3 ) . 
FIG N .  s ignifies that a contour map of the source is given , in Figure number N .  
The contour maps are presented at the end of this Chapter .  
MISSED BY PROGRAM indicates those sources which were not found by the source 
fitting program , and have been fitted manually on the line scans (Section 3 . 3 ) . 
This occurred only for the - 20° catalogues .  
At - 2 0° four of the source s  appear in the Bologna Bl catalogue {Braccessi e t  
al . ,  1965) . They are identified by the ir number from this catalogue , with 
the prefix Bl . (These references have been taken from the MCl l ist) . Three 
of the sources are included in the Parkes 2 700 MHz survey ( Bolton et al . , 1975 ; 
Wal l  et al . ,  1976)  and are distinguished by the note PKS . 
0 
For longer note s , a reference i s  giyen to the footnotes which follow the -62 
catalogue . 
4 . 2  Contour Maps 
Contour maps for some of the sources are given after the catalogue 
listings , in Figures 1-2 5 .  The sources selected for mapping were those 
showi.ng extension on the l ine scan s , or regions where two or more peaks 
occurred c lose together .  The distinction between these two cases i s  only a 
matter o f  degree - no implications are made here as to whether components o f  
any particular source are physically associated o r  not . I n  Appendix 5 a 
discussion is  given of the numbers of extended or multiple sources which may 
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be expected due to chance association o f  independent sources .  Contour maps 
were obtained for mos t  of the suitable sources ;  however some were missed 
because the KDF9 computer was removed from service during this work . The 
computer program used to plot the maps was written by D . F .  Crawford for the 
KDF9 computer , and could not be readily trans ferred to the Cyber computer . In 
some maps a small contour interval has been used to show c learly the extension 
of the sources - this may result in several of the lowest contours being 
dominated by noise . The effective half-power beamshape is shown by the ellipse 
in the insert on each Figure . Its dimens ions differ slightly from the beam­
widths given in Section 2 . 1  due to the convolution of the data by the 
contouring program . The contour intervals are given in units of peak flux 
density rather than temperature , for two reasons . Firstly , this is more 
informative , particularly for a compari son of the peak flux dens ity o f  a 
component with the noise leve l . Secondly , one of the purposes of giving 
temperatures is to enable integrated flux densities to be calculated from the 
contour maps . However the computer program used to produce the maps assessed 
the background levels in a region preceding the source by a s igni ficant 
interval , and as a result the maps are not suitable for the derivation of 
reliable integrated flux densities .  They are given only to illustrate the 
s tructures of the sources .  
4 . 3  Strong Sourc�s in the Survey Areas 
Although sources of over 1 . 0  Jy have been omitted from the catalogues 
for the reasons given in Section 3 . 4 , they nevertheless form a useful group . 
Thi s  i s  because such sources lying in the deep s urvey areas have been sub jected 
to exactly the same data merging and source fitting as the deep survey sources , 
and yet are strong enough to have very small formal uncertainties in their 
positions . Thi s  set of sources would probably be included in any future 
attempt to improve the position calibration of the catalogue s . The results 
for these sources are given in Table 4 . 5 .  Sources of over 900 mJy {rather 
than 1000 mJy) have been included , to augment the numbers slightly . The 
excluded areas have not been applied to the sources in this table , however only 
TABLE 4 . 5  
Strong Sources in the Deep Survey Areas 
Right Ascension Decl ination Flux Dens ity 
( 1950 . 0 ) ( 19 50 . 0 ) 
h m s 0 • II mJy 
0 1  2 5  05 . 60 - 2 0  11 45 . l  992  
0 2  46 4 3 . 88 -20 14 5 8 . 9  1464 
02 47  0 9 . 52 -20 35  44 . 8  1066 
0 3  15 50 . 57 - 2 0  3 1  17 . 0  1101 
03 45  4 1 . 65 - 2 0  3 6  4 3 . 9  994 
* 04 12 56 . 91 - 2 0  2 9  45 . 7  2 2 19 
* 05 44 52 . 88 -19 55  5 7 . 2 1194 
* 05 45 45 . 5 7 - 1 9  59 05 . 0  1652 
06 04 2 5 . 12 - 2 0  2 1  3 7 . 7  6616 
* 14 10 4 7 . 88 - 2 0  06 3 7 . 0  2674 
14 2 9  4 9 . 78 -19 57 08 . 5  1273  
14  34  2 7 . 75 -20 03 52 . 3  1222  
14  4 3  58 . 57 -19 5 1  0 3 . 8  980 
15 05 4 0 . 2 6 -20 04 06 . 0  1662 
* 15 2 7  2 4 . 26 - 2 0  03 36 . 1  2647 
15 4 8  02 . 02 -19 55  17 . 6  1501 
16 15 3 9 . 24 -20 10 2 3 . 5  1080 
17 00 18 . 59 -20 27  2 5 . 6  1724 
17 0 7  11 . 4 1 -20 26 45 . 3  1985 
19 19 59 . 07 -62 09 3 3 . 8  1540 
* 19 36 5 2 . 61 -62 18 24 . 2  2795  
20  ;2 3 2 7 . 08 -62 18 1 1 .  7 995  
* 2 0  4 1  3 7 . 90 -61 44 00 . 3  2 7 9 2  
* 2 1  00 5 7 . 81 -61 38  3 9 . 1  2 36 2  
2 1  5 6  35 . 45 -62 17 5 3 . 9  1300 
2 2  5 8  34 . 86 -61 5 7  2 9 . 6  906 
* 2 3  14 2 6 . 4 3 -61 5 1  3 7 . 7  2 2 7 8  
2 3  50 16 . 30 -62 10 4 1 .  9 143 9  
*Sources observed in the Augus t  1974 session 
(Section 3 .  Sc )  • 
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those sources for which the responses were free from interference or sidelobe 
contamination have been retaine d .  
4 . 4  Optical Identifications 
A program of optical identi fications of the deep survey sources has 
been commenced by G . L .  White and H . S .  Murdoch . A low success rate for 
identification is to be expected for weak radio sources ( e . g .  Parkes and 
Penston , 197 3 ) ; nevertheless it wil l  be interesting to see if there are any 
systematic changes in the nature of the identi fications compared with those 
for s tronger sources . In addition , there is  always the pos s ibility o f  find­
ing interesting individual obj ects , perhaps of very high redshift . 
At -62° the optical s earch was made on film copies of the European 
Southern Observatory "Quick Blue Survey " ,  which has a magnitude limit of about 
2 1  (Schuster and West , 1975) . The availability of observations in one colour 
only leads to a high chance rate for identification with foreground stars , 
particularly for the weaker sources (e . g .  below about 150 mJy ) for which the 
pos ition uncertainties are l arger . I f  an appreciable number of reliable 
identifications had been found , it would have been possible to reso lve the 
question of the possible declination bias (Section 3 . 5c ) ; however thi s  was 
not the case . 
At -20° the optical search can be made on the two-colour pl ates and 
prints of the Palomar Sky Survey . No systemati c  results are so far available . 
T A BL E  4 . 1 
POS I T I ON ( 1 9 $0 . 0 l  
MOLONGLO 
C A T ALOGUE R . A .  R M S  DE C . RMS S 4 0 8  RMS N O T E S  N U M B E R  E R R O R  E R R OR ( MJ Y l E RROR 
0 1 0 4 - 2 0 4  0 1  0 4  0 7 . l 0 . 9  - 2 0  2 6  5 9  1 4  1 1 0  1 9  0 1 0 8 -2 0 4  * 0 1  0 8  5 6 . 9  0 . 3  - 2 0  2 6  5 7  4 6 3 3  3 1  0 1 0 9- 2 0 4  * 0 1  0 9  3 5 . 5  0 . 4 - 2 0  24 03 6 2 8 6  2 1  0 1 1 0- 2 0 3  * O l  1 0  1 4 . 7  0 . 3  - 2 0  2 0  1 4  4 524 2 8  
0 1 1 3- 2 0 1 0 1  1 3 0 5 . 5  o . 5 - 2 0  0 7  22 8 2 0 6  2 0  
0 1 1 3- 2 0 2  0 1  1 3  2 1 . 4 o . 9  - 2 0  1 7  0 0  1 4  1 1  l 1 9  0 1 1 7- 2 0 2  0 1  1 7  2 0 . 0  0 . 4  - 2 0  1 4  1 7  · 7  255 2 1  0 1 1 8- 2 0 6  * 0 1  1 8  43 . 3  o . 3  - 2 0  4 0  5 3  4 5 8 0  2 9  0 1 1 8- 2 0 2  0 1  1 8  5 6 . 4  0 . 4 - 2 0  1 4  05 7 242 2 1  0 1 2 0 - 2 0 4  * 0 1  2 0  2 0 . 6  0 . 6  - 2 0  2 5  1 1  1 0  1 62 1 9  
0 1 2 0- 2 0 0 0 1  2 0  3 9 . 2  0 . 1  - 2 0  0 2  4 7  1 1  1 4 0  1 9  
0 1 2 2 - 2 0 3  * O l 22 5 2 . 5  0 . 4 - 2 0  1 9  1 0  7 2 6 3  2 1  0 1 2 3- 2 0 1  0 1  2 3  1 9 . 8  0 . 9  - 2 0  0 8  53 14 1 1 1  1 9  0 1 2 3 - 2 0 4  * 0 1  2 3  34 . 3  0 . 2  - 2 0  2 6  1 6  4 79 1 3 7  0 1 24 - 2 0 0  O l  24 5 3 . 2  o . 9  - 2 0  0 0  2 3  1 5  1 05 1 9  
0 1 25 - 2 0 1 * 0 1  2 5  0 5 . 6  0 . 2 - 2 0  1 1 45 3 9 9 2  4 4  0 1 25 - 2 0 3  O l  2 5  4 5 . 3  o . 9  - 2 0  1 9  4 9  1 4  1 1 1  1 9  0 1 26 - 2 0 6  O l  2 6  0 4 . 4  0 . 8  - 2 0  3 7  0 7  1 3  1 23 1 9  0 1 2 8 - 2 0 5  * 0 1  2� 5 9 . 0  o . 3  - 2 0  3 5  3 4  4 6 0 4  3 0  0 1 29 - 2 0 4  0 1  2 9  1 3 . 3  0 . 9  - 2 0  2 8  49 1 5  1 04 1 9  
0 1 3 0 - 2 0 3  * 0 1  3 0  0 1 .4 o . 4 - 2 0  1 9  1 0  5 335 2 3  0 1 3 0 - 2 0 2  O l  3 0  1 7 . 9  0 . 7  - 2 0  1 6  49 1 1  1 42 1 9  0 1 3 0 -2 0 0  0 1  3 0  2 3 . 8  l .  l - 2 0  O :J  3 1  1 8  8 8  1 9  0 1 3 1 - 2 0 3  0 1  3 1  o o . 3  0 . 9  - 2 0  1 8  56 1 5  1 0 7  1 9  0 1 3 1 -2 0 0 0 1  3 1  3 6 . 3  o . 7  - 2 0  0 4  5 9  1 1  1 4 0  1 9  
0 1 32 - 2 0 2  0 1  3 2  28 . S  o . 9 - 2 0  l b  4 1 1 5  1 0 4  1 9  0 1 3 2 - ? 0 4  0 1  3 2  44 . 5  0 . 6 + - 2 0  2 7  s o  1 0 +  1 5 8  1 9 + F I G  l •  NO TE S 4 , 5  0 1 3 3- 2 0 4  * O l  33 1 4 . l 0 . 2  - 2 0  2 4  1 0  4 7 3 0  3 4  PKS 0 1 3 3- 2 0 1 0 1  3 3  20 . 2  o . s  - 2 0  0 7  2 1  9 1 8 7  2 0  0 1 34 - 2 0 6  0 1  34 0 2 . 6  0 . 1  - 2 0  39 36 1 2  1 3 7  1 9  
0 1 35 - 2 0 0  .. 0 1  35 24 . 6  0 . 4  - 2 0  0 3  0 5  - 6 3 0 9  22 0 1 36 - 2 0 3  O l  36 4 9 . l  o . a - 2 0  2 0  4 1  1 3  1 2 1  1 9  0 1 3 7 - 2 0 0  .. O l  3 7  2 0 . 1  0 . 4  - 2 0  0 4  3 8  6 2 8 5  2 1  0 1 37 - 2 0 3 O l  3 7  4 8 . 8  0 . 8 +  - 2 0  2 1  35 1 3  1 2 1  1 9  N O T E S  S . 7 9 } 5  0 1 3 7 - 2 04 O l  3 7  5 2 . 0  0 � 8 - 2 0  2 5  5 8  1 4  l l 5 1 9  N O T E S  5 t 1  l t l S  
0 1 39 - 2 0 2  * 0 1  3 9  1 9 . 3  o . s  - 2 0  l o  0 6  9 1 8 9  2 0 +  NO T E  4 0 1 4 1 - 2 0 4  0 1  4 1  3 1 . 0  0 . 8  - 2 0  29 45 1 3  1 26 1 9  0 1 4 3 - 2 0 1 O l  4 3  2 7 . 4  o . s  - 2 0  0 6  4 2  9 1 9 3  2 0  0 1 44-2 0 0  O l  4 4  5 3 . 3 l • 1 - 2 0  0 3  1 2  1 8  8 8  1 9  0 1 4 7 - 2 0 1 * U O l  4 7  2 6 . 3  0 . 4 - 2 0  0 6  5 9  6 295 2 2  
0 1 4 8 - 2 0 4  0 1  4 8  0 1 . 0  o . 9 •  - 2 0  2 8  0 8  1 4  1 1 3 1 9  M I SS ED B Y  PROGRAM 0 1 4 8 -2 0 2  .. 0 1  4 8  1 4 . S  0 . 4 - 2 0  1 3  59 6 26 8  2 1  0 1 5 1 - 1 99 O l 5 1  o o . s  1 . 0 - 1 9  5 9  2 2  1 6  1 0 0  1 9  0 1 53 - 2 0 1 0 1  5 3  5 9 . 5  o . 5 •  - 2 0  0 6  1 8  8 +  2 2 4  2 0 + I NT E G • F I G  2 .  0 1 58 - 2 0 5  0 1  5 8  0 7 . 2  1 . 0 - 2 0  3 3  5 7  1 7 9 2  1 9  
0 15 9 -2 0 5  0 1  5 9  1 8 . 6  0 . 9 -20 33 0 7  1 5  1 0 2  1 9  0 15 9- 2 0 2  * 0 1  5 9  2 1 . 3  0 . 6  - 2 0  1 6  1 7  1 0  1 69 1 9  0 1 59 - 2 0 0  *U O l  5 9  5 2 . 2 o . 5 - 2 0  0 3  0 1  8 2 1 3  2 0  0 2 0 1 - 2 0 6  0 2  0 1  2 8 . 1 o . 3  - 2 0  3 6  3 4  5 452 2 6  0 2 0 3- 2 0 5  0 2  0 3  5 7 . 7  0 . 6  - 2 0  3 1  52 1 0  1 5 8  1 9  
0 20 9 - 2 0 0  * 0 2  0 9  1 2 . 4  o . 5 - 2 0  0 1  26 9 1 8 6  2 0  0 2 09 - 2 04 0 2 0 9  4 2 . 9  o . s  - 2 0  2 8  24 8 1 9 7  2 0  0 2 1 0 - 2 0 6  0 2  1 0  0 6 . 7  o . 3 •  - 2 0  3 9  2 8  5 + 3 3 8  2 3 +  I NT E G • F I G3 . N O T E 1 2  0 2 1 0 - 2 0 4  0 2  1 0  1 9 . 3  0 . 1  - 2 0  2 6  1 7  1 1  1 5 1  1 9  0 2 l l -2 0 6 A  0 2 1 1  0 3 . 6  0 . 4 +  - 2 0  3 8  4 3  6 +  3 1 7  2 2 • I N T E G • F IG 3 . N O T E  6 
T ABLE 4 . 1 
P OS I T I ON ( 1 9 5 0 . 0 )  
MOLONGLO 
C A T AL OGUE R . A .  R M S  DEC .  R M S  5 4 0 8  R M S  NO T E S  
NUMBER E R R O R  E R R O R  ( MJ Y ) E R R O R  
0 2 1 1 - 2 0 68 0 2  1 1  24 . 0  0 . 8 +  -2 0  3 7  5 9  1 2 +  1 29 1 9 +  F I G  3 . NOTE S 5 t l 3 t l 5  
0 2 1 2 - 2 0 4  * 0 2 1 2  1 9 . 6  0 . 2  - 2 0  2 9  5 5  4 7 6 7  3 6  
0 2 1 4 - 2 0 1 0 2  1 4  0 0 . 6  0 . 1  - 2 0  0 1:!  0 8  1 2  1 35 1 9  
0 2 1 1 - 2 0 0  0 2  1 7  1 8 .  7 1 . 0 +  -2 0  0 0  2 5  1 6  9 8  1 9  M I S S E D  B Y  PROGRAM 
0 2 1 8 - 2.0 5  * 0 2 1 8  0 4 . 3  o . 5  - 2 0  3 3 5 3  8 2 2 0  2 0 +  N O T E S  2 t  l 4  
0 2 2 0 - 2 0 5  0 2 2 0  1 3 . 3  o . 6  - 2 0  3 1  3 7  1 0  1 5 7  1 9  
0 22 1 - 2 0 0  0 2 2 1  1 8 . 0  0 . 9 - 2 0  0 2  2 5  1 5  1 02 1 9  
0 22 4 - 2 0 6  0 2  24 2 2 . 3  i . o  - 2 0  3 8  5 0  1 6  9 8  1 9  
0 2 2 8 - 2 0 2  * 0 2  2 8  2 1 . 2  0 . 4  -2 0  1 4  4 0  6 2 7 8  2 1  
0 23 1 - 1 99 0 2 3 1  4 6 .  l i . o  - 1 9  5 9  54 1 6  9 9  1 9  
0 2 3 2 - 2 0 2  * 0 2 32 1 4 . 8  o . 4 -2 0  1 4  3 2  6 3 0 5  2 2  
0 23 2 - 2 0 4  * 0 2 3 2  5 7 . 7  0 . 4  - 2 0  2 4  0 3  7 2 4 5  2 1  
0 23 3 - 2 0 5  0 2 3 3  24 . 3  o . 9  -2 0  3 0  1 7  1 5  1 02 1 9  
0 23 9 - 2 0 2 4  * 0 2 3 9  3 3 . 7  0 . 4  - 2 0  1 7  5 7  6 3 1 0  2 2  
0 2 3 9 - 2 0 2 8  * 0 2 39 49 . 0  0 . 4 - 2 0  1 2  1 5  7 2 5 8  2 1  
0 24 4 - 2 0 4  0 2  44 44 . 7  o . 8  - 2 0  2 5  3 6  1 2  1 2 9  1 9  
0 2 4 5 -2 0 1 0 2 4 5  1 4 . 0  0 . 1  - 2 0  0 7  54 1 1  1 4 2  1 9  
0 24 7- 2 0 4  0 2  4 7  2 9 . 6  0 . 6  - 2 0  2 7  5 4  9 1 73 1 9  
0 2 5 0 - 2 0 3  0 2  5 0  36 . 6  i . o  -2 0  2 1  4 2  1 7  94 1 9  
0 25 7 - 2 0 5  0 2 5 7  3 7 . 4  o . 5  -2 0  3 4  39 8 1 99 2 0  
0 25 8 - 2 0 3 0 2  5 8  2 7 . 7  0 . 9  - 2 0  2 3  1 5  1 5  1 0 3  1 9  
0 25 9- 2 0 3  0 2  5 9  34 . 5  o . a  - 2 0  2 3  2 9  1 3  1 1 9 1 9  
0 3 0 0 - 2 0 5  * 0 3  0 0  3 1 . 9 0 . 6  - 2 0  34 43 9 1 8 2  2 0  
0 3 0 0 - 2 0 3  0 3  0 0  5 9 . 4  0 . 6  - 2 0  11:! 1 9  l l  1 5 3  1 9  
0 3 0 3- 2 0 5  * 0 3 0 3  0 6 . 0  0 . 2  - 2 0  3 5  4 1  4 7 3 8  3 5  
0 3 0 8 - 1 99 * 0 3  0 8  1 7 . 6  0 . 4 - 1 9 5 9  5 6  7 2 6 5  2 1  
0 3 1 0 - 2 0 1 o 3 1 0  34 . l l . O  -2 0  0 9  1 5  1 6 +  9 5  1 9 + N O T E S  3 , 4 
0 3 1 0 - ? 0 4  0 3 1 0  4 2 . 9  o . 8  - 2 0  2 7  4 7  1 3  1 22 1 9  
. 0 3 1 1 -2 0 3  0 3  1 1  49 . 9  o . 9 - 2 0  l 8 2 2  1 4  . 1 1 0  1 9  
0 3 1 5 - 2 0 4  0 3 1 5  2 7 . 7  0 . 6  - 2 0  2 5  0 9  9 1 75 1 9  
0 3 1 5 - 2 0 0  0 3 1 5  2 8 . 9  o . 6  -20 0 5  0 9  1 0  1 6 3  1 9  
0 3 1 5 -2 0 1 0 3 1 5  5 0 . 6  l • l -2 0  0 8  5 3  1 7 • 9 0  1 9 +  NO T E S  J , 5 , 1 4  
0 3 1 6 -20 3" 0 3 1 6  1 0 . 2  o . 5 -20 23 1 5  8 1 99 2 0  
0 3 1 6- 2 0 0 * 0 3  1 6  4 2 . 2  0 . 4 - 2 0  0 4  4 3 6 3 2 7  2 2  
0 3 1 9 - 2 0 3 0 3 1 9  1 1 . 3 1 . 0 + -2 0  2 2  0 7  1 7  9 3  1 9  M I SS E D  B Y  PROGRAM 
0 3 1 9- 2 0 1 * 0 3 1 9  1 9 . 6  0 . 3 - 2 0  0 9  38 5 3 9 9  24 B l  0 3 1 9-2 0  
0 3 1 9 - 1 99 * o 3  1 9  49 . 2  0 . 6 - 1 9  Sd 22 1 0  1 66 1 9  
0 32 0 - 2 0 2  0 3  2 0  38 . 8  1 . 0  - 2 0  1 2  0 5  1 7  9 3  1 9  
0 3 2 1 -2 0 3  * 0 3 2 1  4 1 . 4  o . 5  - 2 0  2 0  3 2  8 2 1 9  2 0  
0 3 2 1 - 2 0 4  0 3 2 1  4 9 . 7 1 . 0  - 2 0  2 9  3 2  1 7  9 4  1 9  
0 3 3 0 - 2 0 4  0 3  3 0  0 1 . 3  l . O  - 2 0  2 6  2 3  1 6  9 8  1 9  
0 3 3 3- 2 0 1 * 0 3  33 2 5 . 5  0 . 4  - 2 0  0 7  2 9  6 + 3 1 9  2 2 +  I NT E G •  NOTE 3 
0 33 3 - 2 0 2  * 0 3 3 3  45 . 6  0 . 6  - 2 0  1 3  3 3  9 1 8 1  2 0  
0 3 3 4 - 2 0 0  * 0 3  34 39 . 9  o . 3  - 2 0  0 5  5 5  4 5 1 7  2 8  
0 334-2 0 3  0 3  34 4 9 . 2  0 . 1  - 2 0  1 8  5 2  1 1  1 4 8  1 9  
0 3 3 7 - 2 0 2  0 3 37 45 . 7  o . 5 • - 2 0  1 7  1 1  8 +  1 9 8  2 0 + F I G 4 .  NOTES 5 ,  1 3 . 1 5  
0 33 7 - 2 0 3  0 3  3 7  5 5 . 6  0 . 6 +  -2 0  2 0  2 1  9 +  1 76 2 0 +  f I G4 . NOTES 5, 1 3 , i 5  
0 34 0 - 2 0 1 0 3  4 0  1 7 . 4  i . o + - 2 0  0 9  3 3  1 7  9 3  1 9 +  F I G  s . NOTE 4 
0 34 1 -2 0 0  * 0 3 4 1  5 0 . 4  o . 3  - 2 0  0 1  5 4  4 +  41'14 2 7 +  I N T E G • NOTE 3 
0 34 2 -2 0 1 * 0 3 4 2  2 7 , 8  0 . 4 - 2 0  1 0  2 4  7 2 6 3  2 1  
0 34 3 - 2 0 0  0 3 4 3  5 0 . 1  1 . 0  -2 0  0 2  0 0  1 6  9 9  1 9  
0 3 44 - 2 04 *U 0 3  44 1 3 . 8  0 . 4 -2 0  2 8  0 3  6 3 0 3  2 2  
0 34 5 - 2 0 0  0 3  45 0 6 . 7  0 . 1  -2 0  0 0  2 5  1 1  1 39 1 9  
0 34 5 - 1 99 0 3 45 3 1 . 4  0 . 6  - 1 9  5 8  0 4  1 0  1 6 8  1 9  
0 34 5 - 2 0 6  * 0 3  45 4 1 . 6  0 . 2  - 2 0  3 6  4 4  3 99 4  44 
T ABLE 4 .  l 
P O S I T I O N  < 1 9 5 0 . 0 l  
MOLONGLO 
CA T AL OGUE R . A .  R M S  OEC .  RMS S 4 0 8  RMS NO T E S  
NUMBER ERROR ERROR ( 1"J Y I E RROR 
0 3 46 - 2 0 5  0 3  4 6  2 9 . 8  1 . 0 • - 2 0  34 04 1 7  9 4  1 9  M I S S E O  B Y  PROGRAM 
0 348- 1 99 0 3 4 8  31'! . 9  0 . 4 •  - 1 9  51:! 2 3  6 +  3 2 9  2 2 •  I N TEG · F" I G 6 .  NOTE 6 
0 34 9 -2 0 1  * 0 3 4 9  2 8 . 5  o . 4  - 2 0  0 7  1 5  7 2 5 2  2 1  
0 34 9 - 2 0 2  0 3  4 9  5 0 . 2  0 . 4  - 2 0  1 2  34 7 2 5 7  2 1  
0 35 1 -2 0 0  0 3 5 1  5 9 . 4  l . O  - 2 0  0 1 1 9  1 6  95 1 9  
0 35 3 - 2 0 3  0 3 5 3  0 1 .  9 0 . 1  - 2 0  2 0  0 3  1 1 1 4 9  1 9  
0 35 3 - 2 0 4  * 0 3 5 3 0 5 . 3  0 . 3  - 2 0  2 8  2 2  · s  4 1 8  25 
0 35 4 - 2 0 2  * 0 3  5 4  2 2 . 6  0 . 4  - 2 0  1 4  5 7  6 3 1 5  2 2  
0 35 4 - 2 0 0  * 0 3 54 45 . 7  0 . 4  - 2 0  0 5 55 6 28 1 2 1  
0 35 9 - 1 9 9  * 0 3 59 3 3 . 8  0 . 4  - 1 9  5 6  1 9  7 2 3 8  2 1  
0 4 0 0 - 1 9 9  0 4  0 0  46 . 6  1 . 0 + - 1 9  5 6  48 1 6  9 8  1 9  M I S S E D  B Y  PROGRAM 
0 4 0 3- 2 0 2  0 4 0 3  0 2 . 3 o . 5  - 2 0  1 3  55 8• 2 1 8  2 0  N O T E S  3 t l 4  
0 4 0 3- 2 0 6  0 4 0 3  2 9 . 5  0 . 9  - 2 0  3 6  55 1 5  1 0 2  1 9  
0 4 0 7 - 1 9 9  0 4  0 7  2 A . l  0 . 4 - 1 9  5 5 5 3  7 2 5 2  2 1  
0 4 1 1 - 2 0 1  0 4  1 1  1 5 . l 0 . 6  - 2 0  0 9  1 4  1 0 1 5 4  1 9  
0 4 1 5- 2 0 0  0 4  1 5  0 7 . 0  o . 9  - 2 0  0 2  1 0  1 4  1 0 9 1 9  
0 4 1 8- 2 0 2  * 0 4 1 8  O A . 2  l • 1 - 2 0  1 4  2 3  1 7 9 0  1 9  
0 4 2 0 - 2 0 3  0 4 2 0  2 2 . 9  o . 5 • - 2 0  2 1  58 8 +  2 2 0  2 0 +  I NT E G • F I G7 . NOTE 1 3  
0 4 2 0 - 2 0 0  0 4  2 0  46 . 0  l • 1 - 2 0  0 4  0 6  1 7  9 0  1 9  
0 4 2 1 - 2 0 3  0 4 2 1  5 1 . 4 o . 6  - 2 0  1 9  4 8  1 0 1 6 9  1 9  
0 4 2 2 - 1 99 * 0 4  2 2  34 . 0  0 . 3 - 1 9  5 6  4 3  5 4 5 5  2 6  
0 4 2 2 - 2 0 2  1) 4  2 2  3 7 . 6  1 . 0  - 2 0  l s  4 0  1 6  96 1 9  
0 4 2 3- 20 0  * 04 2 3  l A . 6  0 . 1  - 2 0  0 4  5 3  1 2 1 32 1 9  
0 4 2 3- 1 99 * 0 4 2 3  3 2 . 6  0 . 2  - 1 9  S i  1 6  4 8 34 38 
0 4 24 - 2 0 3  .. 0 4 24 2 0 . 6  o . 3  - 2 0  2 2  5 2  4 6 7 8  3 3  6 1  0 42 4-20 
0 4 2 4 - 2 0 2  04 24 5 0 . 4  0 . 4 + - 2 0  1 6  39 6+ 2 8 1  2 1 +  I NT E G •  F I GB . NOTE 6 
0 4 2 7 - 2 0 5 A  0 4  2 7  1 7 . 0  0 . 1  - 2 0  3 2  1 4 1 1  1 4 8  1 9  
0 4 2 7 - 2 0 5 tl  0 4  2 7  4 2 . 1 o . a  - 2 0  3 �  0 7  1 4  1 1 4 1 9  
0 42 7 - 1 99 04 2 7  54 . 6  0 . 8  - 1 9  5 7  1 8  1 3  1 2 1  1 9  
043 1 - 2 0 0 * 0 4 3 1  2 1 .  9 0 . 6  - 2 0  OS 5 8  9 1 83 2 0  
0 4 3 1 - 2 0 4  0 4  3 1  2 3 . 4  o . 5  - 2 0  2 7  1 9  9 1 8 9  2 0  
0 4 3 1 - 1 99 " 04 3 1 5 2 . 0  o . 5  - 1 9  S i:!  54 8 1 94 2 0  N O T E  5 
0 4 3 1 - 2 0 2  0 4  3 1  5 3 . 6  0 . 7  - 2 0  1 2  1 6  1 1  1 3 9  1 9  
0 4 3 1 - 2 0 3  * 0 4  3 1  5 7 . 4  o . 4 - 2 0  2 1  38 7 2 4 0  2 1  
0 4 3 3 - 2 0 2  0 4 3 3  44 . 7  o .-6 - 2 0  l o  4 8  1 0  1 67 1 9  
0 4 3 5 - 2 0 2  0 4  3 5  o o . o  0 . 6  - 2 0  n 44 1 0 1 5 5  1 9  
0 4 3 5 - 2 0 5  * () 4  3 5  0 1 . 2 o . 3  - 2 0  33 05 4 6 5 7  3 2  
04 36- 1 9 9  0 4  3 6  3 7 . 4  0 . 7 + - 1 9  SS 5 8  1 2 +  1 33 1 9  N O T E  4 
0 43 6 -2 0 3 * 0 4  36 3 9 . 7 0 . 2 - 2 0  1 1:!  22 3 A7 4  39 PKS 
0 4 3 6- 2 0 1  * 04 3 6  4 7 . 8  o . s  - 2 0  0 9  1 7  8 2 1 6  2 0  
0 4 4 0 - 2 0 4  0 4  4 0  o o . o  1 . 0 +  - 2 0  2 6  3 5  1 6  95 1 9  M I S S E U  8 Y  PROGRAM 
0 4 4 1 -2 0 4  0 4  4 1 0 7 . 2  o . 5  - 2 0  2 S  34 9 1 89 2 0  
0 4 4 2- 2 0 0  0 4  4 2  0 6 . 2  0 . 6  - 2 0  0 4  1 9  1 0 1 5 7  1 9  
0442 - 2 0 2  0 4  4 2  1 7 . 6  0 . 1  - 2 0  1 5  5 7  1 2  1 32 1 9  
0 4 4 2- 2 0 1 0 4  4 2  4 1 . l  o . s  - 2 0  0 6 5 0  1 3  1 1 8 1 9  
0 4 44 - 2 0 4  0 4  4 4  2 9 . 0  o . s  - 2 0  2 5  2 1  9 1 87 2 0  
0444- 1 99 04 4 4  4 6 . 6  o . 8  - 1 9  5 6  44 1 3  1 1 9 1 9  
0449-2 0 0  0 4  4 9  0 2 . s  0 . 9  - 2 0  0 5  2 6  1 5  1 08 1 9  
0449- 1 9 9  " 0 4  49 o i; . a  0 . 4  - 1 9  5 9  5 5  7 2 3 9  2 1  
0 4 5 2 - 1 9 9  0 4  5 2  3 3 . 0  1 . 0  - 1 9  5 7  1 9  1 6  96 1 9  
0 4 5 7 -2 0 3  0 4  5 7  35 . 8  0 . 6  - 2 0  2 2  5 7  1 0  1 69 1 9  
0 4 5 7 - 2 0 5  * 04 5 7  5 3 . 2  0 . 2  - 2 0  3 4  2 9  4 7 3 7  3 5  
o s o o - 2 0 2  O S  0 0  4 1 . 3  0 . 8  - 2 0  1 3  3 7  1 3 1 26 1 9  
0 5 0 3 - 2 0 0  0 5 0 3  2 Fl . 4  1 • l - 2 0  0 3  3 2  1 7  9 0  1 9  
0 5 0 5- 2 0 1 0 5 0 5  3 7 . 2  o . 6 - 2 0  1 1 3 0  1 0 1 69 1 9  
T ABLE 4 . 1 
POS I T I ON < 1 95 0 . 0 l  
MOLONGLO 
C A T A L OGUE R . A .  RMS DEC . RMS S 4 0 8  RMS NO TE S  
NUMB E R  E R R O R  E RROR ( i'AJY l E R ROR 
0 5 0 6- 1 99 * 0 5  0 6  0 7 . 0 0 . 3  - 1 9  5 9  0 2 4 4 6 2  2 6  
0 5 0 7 - 2 0 1 o s 0 7  2 8 . 5  0 . 9 - 2 0  1 1  4B 1 4  1 0 9  1 9  
0 5 0 7- 2 0 4  * o s 0 7  2 9 . 8  o . 5  - 2 0  2 8  0 9  8 1 9 7  2 0  
0 5 1 6- 2 0 0  o s 1 6  3 8 . 5  l . O -2 0  0 0  0 8  1 6  9 6  1 9  
0 5 1 6 - 1 99 o s 1 6  5 9 . 4  l .  l - 1 9  5 8  1 4  1 7  9 1  1 9  N O T E  s 
0 5 1 7 - 2 0 0  o s 1 7  4 4 . 2  0 . 4 - 2 0  0 3  3 8  7 266 2 1  
0 5 2 0 - 2 0 3  0 5  2 0  4 2 . S  0 . 7  - 2 0  1 9  55 1 2  1 38 1 9  
0 5 2 0 - 2 0 5  * 0 5 2 0  4 7 . 6  o . 4  - 2 0  3 4  0 6  6 2 9 3  2 2  
O S 2 l -2 04 * o s 2 1  2 8 . 3  0 . 4  - 2 0  24 s o  6 3 1 2  2 2  
0 5 2 3 - 2 0 2  * os 2 3  1 7 .  0 0 . 2 +  - 2 0  1 3  4 S  4 + 8 4 0  38 + I NTEG • f I G9 . N O T E  6 
O S 2 3 - 2 0 5  Q5 2 3  2 0 . 4  0 . 8 - 2 0  3 2  2 9  1 3  1 2 4  1 9  
0 5 2 6 -2 0 3  * 0 5  26 5 2 . 7  o . 3  - 2 0  2 3  0 5  4 5 1 2  2 7  
0 5 2 7- 2 0 0  o s 2 7  0 2 . 5  o . s +  - 2 0  0 3  0 4  9 +  1 8 7  2 0  N O T E  4 0 52 9- 2 0 1 O S  29 1 3 . 2  0 . 9  - 2 0  0 7  38 1 4  1 1 1  1 9  
0 5 3 0 - 2 0 3  O S  3 0  0 7 . 8  0 . 1  - 2 0  l d  1 3  1 1  1 5 1  1 9  
0 5 3 0 - 1 99 * 0 5  3 0  1 9 . 4  0 . 4  - 1 9  5 9  1 6  6 295 22 
0 5 3 0 - 2 0 5  * 0 5 3 0  58 . 9  0 . 4  - 2 0  3 2  4 3  b 2 8 0  2 1  
0 5 3 4- 2 0 1 * 0 5 34 1 3 . 7  o . s  - 2 0  0 7  1 9  8 2 0 7  2 0  
0 5 3 5- 2 0 1 o s 35 1 3 . 3  1 . 0  - 2 0  0 9  1 4  1 6  1 0 0  1 9  
0 5 3 6 - 2 0 2  05 3 6 2 5 . 2  0 . 8  - 2 0  1 3  1 0  1 2  1 28 1 9  
0 5 3 6 - 2 0 5  os 36 3 2  . 1  0 . 1  -2 0  3 3  4 4  1 1  1 4 6  1 9  N O T E  5 
0 5 3 7 - 2 0 5  O S  3 7  1 6 . S  0 . 9  - 2 0  3 0  3 8  1 4  1 1 3  1 9  
0 5 3 7 - 2 0 1 o s 3 7  2 2 . 2 l .  l - 2 0  0 8  S 3  1 7  9 0  1 9  
O S 4 0 - 1 99 0 5  4 0 56 . 9  0 . 9 +  - 1 9  S 7  0 7  1 5  1 0 8  1 9  M I S S ED HY PROGRAM 
0 54 1 - 2 0 2  O S  4 1  4 1 . 0  0 . 1  - 2 0  1 5 54 1 2  1 3 7  1 9  
0 54 2- 2 0S os 42 3 6 . 2 0 . 1  - 2 0  3 0  3 3  1 2  1 34 1 9  
0 54 4 - ? 0 2  05 44 l 7 . ;,  o . R  - 2 0  1 3  0 2  1 4  1 1 5 1 9  
0 54 6 - 2 0 2  .. 0 5  4 6  1 7 . 0  0 . 4  - 2 0  1 2  1 3  6 3 2 3  22 
O S 4 6 - 2 0 5  * O S  46 2 0 . 7 0 . 3  - 2 0  3 3  0 6  s 4 1 1 2 5  
O S 4 7 - 2 0 3  0 5 4 7  4 4 . 7  i . o -2 0  1 9  2 7  1 6  1 0 0  1 9  
O S4 8 - 2 0 3  0 5 4 8  3 0 . l  l . l - 2 0  1 9  3 8  1 7  9 0  i 9 
O S S 0 - 2 0 4  0 5 5 0  4 7 . 4  o . 5  - 2 0  2 d  0 9  8 2 0 6  2 0  
0 55 3- 2 0 5  0 5  5 3  1 0 .  l o . 3  - 2 0  3 0  1 7  5 34 0 2 3  
0 5 5 3 - 2 0 3 () 5  5 3  1 5 . S  o . 9  - 2 0  2 1  5 8  1 5  1 0 7 l <l  
0 5 S 8- 2 0 0  0 5  5 8  S 7 . 6  o . s - 2 0  0 4  3 8  1 2  1 28 1 9  
0 5 S 9 - 2 0 2  o s 59 0 2 . 0  1 . 0 +  - 2 0  l :,  1 7  1 6  9 5  1 9  M I S S E D  B Y  PROGRAM 
0 55 9 - 2 0 0 o s S <l  44 . 9  0 . 9  - 2 0  0 5  1 6  1 4 1 0 9  1 9  
0 6 0 2 - ?. 0 2  06 0 2  4 7 . 0  0 . 6 • - 2 0 l :.  45 9 1 7 7  2 0+ N O T ES 2 , 4 
0 6 0 3 - 2 0 4  0 6 0 3  2 7 . 4  0 . 5  -2 0  2 9  2 6  9 1 90 2 0  
06 o s - 2 0 2  0 6 O S  1 7 . 3  o . s  - 2 0  1 3  1 0  8 2 0 0  2 0  
0 6 0 6- 2 0 1 0 6 0 6  0 4 . 9  o . s - 2 0  0 6  4 0  9 1 9 3  2 0  
0 60 6 - 1 98 .. 1) 6  0 6  2 g . R 0 . 3 - 1 9  5 2  1 1  4 6 0 1  3 0  8 1 0 6 0 6 - 2 0  
0 6 0 7 - 2 0 5  * 06 0 7  2 1 . 8 0 . 3  - 2 0  32 3 3  4 6 7 2  3 2  
0 6 0 9 - 2 0 2  06 0 9  2 5 . 2  0 . 1  - 2 0  1 6  0 8  1 1  1 4 7  1 9  
0 6 1 1 -2 0 1  0 6 1 1  1 8 .  l 0 . 1  - 2 0  l l  3 4  1 2  1 37 1 9  
0 6 1 2- 2 0 0  0 6 1 2  1 2 . l  0 . 6  - 2 0  0 4  3 5  9 1 73 1 9  
0 6 1 5- 2 0 1 * 0 6  1 5  0 2 . 4  0 . 4 +  - 2 0  0 6  1 0 6 + 32 1  2 2 + I N T E G •  NOTE 6 
0 6 1 8 - 1 99 0 6 1 8  2 2 . 2  1 . 0 +  - 1 9  5 4  2 0  1 7  q 3  1 9  M I S SED B Y  PROGR AM 
0 6 1 8- 2 0 0  0 6  1 13  5 8 . 8  0 . 9 +  - 2 0  0 1  4 0  1 4 + 11 0 1 9 + N O T E S  !:> ,  1 4 ,  1 5  0 6 1 9- 2 0 0  0 6 1 9  1 7 . 3  0 . 9 + - 2 0  0 1  3 8  1 5 + 1 0 4  1 9 + N O T E S  4 d 5  
0 6 2 1 - 2 0 3  0 6 2 1  1 0 . l  O . R  - 2 0  2 2  S 6  1 3  1 2 0  1 9 N O T E  5 
0 6 2 4 - 2 0 3  .. 0 6 24 O <l . 4  o . 3 • - 2 0  1 9  5 2  5 +  424 25 + I NT E G . NOTE 3 
0 6 2 5- 2 0 1 06 25 5 1 . 8 o . s  - 2 0  1 0  2 3  8 2 0 6  2 0  
0 6 2 7 - 1 99 * 0 6 2 7  1 4 . 0  o . 3  - 1 9  5 7  1 6  4 5 1 6 2 8  t:H 0 6 n - 1 9  t PKS 0 6 2 7 - 2 0 2  0 6 2 7  1 4 . 6  1 . 0  - 2 0  1 2  1 7  1 6  9 5  1 9  
T AALE 4 . 1  
P O S I T I ON ( 1 95 0 . 0 )  
M OL ONGLO 
C A T A LOGUE R . A .  RMS DEC . RMS S 4 0 8  RMS NO T E S  
NUM8ER ERROR E RROR ( MJY ) ERROR 
0 6 2 7 - 2 0 1 * 0 6 2 7  5 1 . 6 0 . 3 • - 2 0  0 7  4 7  4 • 4 7 7  2 6 +  I N T E G •  f I G l O .  N O T E 6  
0 6 2 8- 2 0 0  .. 0 6 2 8  3 3 . 3 o . 3  - 2 0  0 3  0 4  5 4 0 1 2 4  
0 6 2 8 - 2 0 2  0 6 2 8  3 8 . 8  } . 1 + - 2 0  1 5  5 0  1 7  9 0  1 9  M I S S E D  B Y  PROGRAM 
0 6 2 8 - 2 0 1 * 0 6 2 8  5 5 . 9  o . 3  - 2 0  0 7  5 0  5 3 4 5  2 3  
0 6 2 9 - 2 0 2  0 6 2 9  4 9 . 2  0 . 1  - 2 0  1 6  2 8  1 2  1 34 1 9  
0 62 9 - 2 0 5  .. 0 6 2 9  5 1 . 8  0 . 3  - 2 0  3 1  0 2  5 3 5 3  2 3 +  N O T E  5 
0 6 3 0 - 2 0 3  0 6 3 0  3 4 . 9  i . o .. - 2 0  2 2  4 9  1 6  9 6  1 9 M I SSED B Y  PROGRAM 
0 63 1 - 1 9 9 0 6 3 1  3 2 . 7  0 . 1  - 1 9  5 7  3 3  l l  1 4 0  1 9  
0 6 3 2 - 2 0 1 0 6 3 2  0 1 . 0  o . 8  - 2 0  0 6 4 7  1 3  1 1 9 1 9  
0 6 3 5 - 2 0 3 0 6 3 5  1 2 . 3  i . o  - 2 0  1 8  0 8  1 6  1 0 1  1 9  
0 6 3 6 - 1 9 8 {) 6  36 o s . 3  0 � 9  - 1 9  5 1  0 8  1 4  1 1 0  1 9  
0 6 3 8 - 1 99 * 0 6 38 2 6 . 0  0 . 3  - 1 9  5 7  2 0  4 4 7 2  2 6  
T A BL E  4 . 2  
POS I T I ON < 1 9 5 0  . o )  
MOLONGLO 
C A T A L OGUE R . A .  R M S  DEC .  RMS 5 4 0 8  RMS N O T E S  
NUMi3ER ERROR ERROR ( MJY ) E RRO� 
1 34 5 - 2 0 2  * 13 4 5  4 2 . 5  o . 4  - 2 0  1 4  56 6 2 9 5  2 2  
1 34 5 - 2 0 3  1 3  4 5  4 3 . 7  0 . 8  - 2 0  2 0 4 2  1 3  1 1 8 1 9  
1 34 7 - 1 9 7  1 3 4 7  36 . 8  o . 6  - 1 9  4 5 2 9  1 0  1 55 1 9  
1 34 9 - 2 0 1 1 3 49 4 0 . 4  l · O •  - 2 0  0 8  5 8  1 6  9 6  1 9  M I S SE D  B Y  PROGRAM 
. 1 35 2 - 1 9 7  * 1 3 5 2  0 1 . 1  0 . 2  - 1 9  4 6  5 0  4 7 6 2  36 
1 35 2- 2 0 4 A  * 1 3 5 2 3 9 . 9  o . 5  - 2 0  26 0 9  8 2 1 9  2 0  
1 35 2 - 2 0 4 8  1 3 52 .'5 9 . 0  0 . 6  - 2 0  24 0 5  1 1  1 5 3  1 9  
1 35 2 - 1 9 9  .. 1 3  52 5 9 . 7  l .  l - 1 9  56 57 1 8  8 8  1 9  
1 35 6 - 1 9 9 "  .. 1 3 56 1 2 . 8  o . 3 - 1 9  5 7  54 5 4 3 4  25 
1 35 6 - 2 0 1 1 3 56 54 . 2  0 . 1  - 2 0  0 9  2 8  1 2  1 3 1  1 9  
1 4 0 1 - 2 0 2  1 4 0 1  0 4 . 4  l .  0 .. - 2 0  1 2  0 8  1 7  9 3  1 9  M l S SE U  BY PROGR AM 
1 4 0 2- 1 9 8  1 4  1) 2  1 2 . 0  1 . l  - 1 9  s o  4 3  1 7  9 1  1 9  
1 4 0 2- 2 0 2  1 4 0 2  26 . 7  0 . 1  - 2 0  1 4  2 8  1 2  1 35 1 9  
1 4 0 3 - 2 0 3  1 4 0 3  46 . 0  o . a  - 2 0  2 3  3 9  1 3  1 25 1 9  
1 4 04 - 1 9 9 1 4 0 4 1 0 . 4  0 . 4 +  - 1 9  S b  5 1  6 +  2 9 0  2 2 +  ! NTEG • NOTE l 
1 4 0 5 - 1 9 8  1 4 0 5  2 1 . 4  o . 7  - 1 9  49 5 5  1 1  1 5 1  1 9  
1 40 7 - 2 0 2  1 4 0 7  5 3 . 2  o . s  - 2 0  l o  5 8  8 2 1 0  2 0  
1 4 0 8- 2 0 2  1 4 0 8  2 7 . 2  0 . 8  - 2 0  1 7  4 8  1 3  1 1 8 1 9  
1 4 1 1 - 2 0 2  1 4 1 1  4 0 . 3  0 . 4 - 2 0  1 3  3 2  6 2 7 3  2 1  
1 4 1 1 - 1 9 8  1 4 1 1  5 0 . 2  0 . 6  - 1 9  4 9  0 5  1 0  1 6 5  1 9  
1 4 1 7 - 1 99 1 4  1 7  3 5 . 4  o . 6  - 1 9  5 8  4 8  9 1 8 2  2 0  
1 4 1 8 - 1 98 8  14 H l  1 4 . 8  1 .  l - 1 9  4 8  3 3  1 7  9 1  1 9  
l 4 1 8 - 1 9 8 A  1 4 1 8  5 4 . 7  0 . 3  - 1 9  4 8  0 1  5 3 4 8  2 3  
1 4 1 9- 2 0 0  1 4 1 9  25 . 6  o . 6  - 2 0  0 5  3 3  9 1 7 8 2 0  
1 4 1 9- 2 0 1  1 4 1 9  2 7 . 8  0 . 4  - 2 0  l l 0 0  6 2 6 8  2 1  
1 42 1 - 1 9 8  1 4 2 1  4 "1 . 3  l . O  - 1 9  5 1  3 7  1 6 1 0 0  1 9  
1 4 2 1 - 2 0 0  1 4 2 1  55 . S  0 . 1  - 2 0  o �  5 1  1 2  1 3 1  1 9  F I G  1 1 
1 42 2- 2 0 0  1 4 2 2  2 4 . 8  0 . 9 +  - 2 0  0 4  4 1  1 4 •  1 1 3  1 9 +  F I G  1 1 . NOTES 4 , 5  
1 4 2 4- 1 9 9 1 4 24 0 2 . 5  0 . 8  - 1 9  56 0 8  1 2  1 29 1 9  
1 42 4- 1 9 8 1 4 24 4 .3 , 0  0 . 1  - 1 9 4 8  3 6  1 1  1 39 1 9  
T AB L E'. 4 . 2  
P OS I T I ON ( 1 9 5 0 . 0 )  
MOLONGLO 
C A T AL OGUE R . A .  R M S  DE C .  RM S  S 4 0 8  R M S  NO TE S  
NUMBER ERROR ERROR ( MJ Y l  E R R OR 
1 42 5 - 1 9 8  1 4 25 0 9 . 5  0 . 4 - 1 9  5 1:!  2 0  6 2 6 8  2 1  
1 42 5 - 2 0 4  1 4 25 2 11 . 0 Q . 4 - 2 0  2 6  3 5  6 2 9 7  2 2  
1 42 5- 1 9 7  * 1 4 25 4 9 . 3 o . 5  - 1 9  4 5  25 8 2 1 5  2 0  
1 4 2 6 - 2 0 2  1 4 2 6  3 1 . l  0 . 9  - 2 0  l o  1 5  1 5  1 0 6 1 9  
1 4 2 7 - 1 99 * 1 4 2 7  2 8 . 2 0 . 4 - 1 9  5 8  0 5  6 3 3 1 2 3  
1 42 9 -2 0 1 1 4 2 9  1 6 . 4  o . 9 • - 2 0  1 0  2 8  1 4  1 1 0 1 9  M I S S E D  B Y  PROGRAM 
1 43 0 - 2 0 4  1 4 3 0  0 3 . 3  0 . 9  - 2 0  2 5  3 3  1 4  1 1 2 1 9  
1 4 3 1 -2 0 2  * 1 4 3 1  2 3 . 9  o . 3  - 2 0  1 4  5 2  4 5 1 4 2 7  
1 4 3 3 -2 0 1  * 1 4  3 3  4 8 . 4  0 . 2 • - 2 0  1 0  2 8  4 +  7 5 6  3 5 +  I NT E G • F I G 1 2 .  NOTE 6 
1 4 34- 2 0 1 1 4 3 4  3 5 . 4  o . s  - 2 0  0 9  4 2  8 2 0 7  2 0  
1 434- 2 0 3  * 1 4 34 3 7 . 0  0 . 3  - 2 0  2 2 1 0  5 442 25 
1 43 7 - 2 0 38 1 4 3 7  2 1 . s  o . 8 •  - 2 0  2 1  2 0  1 2  1 30 1 9  N O T E S  5 . 1 s 
1 4 37 - 2 0 3 A  1 4 3 7  4 2 . S  o . s +  - 2 0  1 9  4 2  8 2 1 8  2 0  NOT E S  s . i s  
1 43 8 - 1 98 * 1 4 3 8  3 2 . 0  0 . 4  - 1 9  s;: 0 2  6 2 75 2 1  
1 44 1 -2 0 0  * 1 4 4 1  s 1 . o  0 . 3  - 2 0  0 1  4 7  5 3 7 5  24 
1 44 3 - 1 9 8  * 1 4 4 3  5 8 . 6  0 . 2  - 1 9  5 1  0 4 3 9 8 0  4 3  
1 44 4- 2 0 0  * 1 4 44 1 0 . 9  0 . 4  - 2 0  0 5  2 3  6 3 1 2  2 2  
1 44 4 - 1 99 .. 1 4  44 2 3 . 4  o . 3  - 1 9  S b  4 3  4 4 7 0  2 6  
1 444-2 0 3  1 4 44 26 . 9  o . 5  - 2 0  2 0  1 5  8 2 1 4  2 0  
1 445- 1 97 * 1 4  4 5  0 0 . 3  o . 5 - 1 9  4 6  1 6  7 2 2 7  2 0  
! 44 6- 2 0 2  1 4  46 1 5 . 4  l . l +  - 2 0  1 7  4 8  1 7  9 1  1 9  M I S SE D  B Y  PROGRAM 
1 44 6 - 1 9 8  1 4  46 55 . 9  0 . 7  - 1 9  5 1  0 1  l l 1 4 9  1 9  
1 4 5 0 - 2 0 4  1 4 5 0  4 3 . l 0 . 9  - 2 0  2 5  1 3  1 5  1 0 7 1 9  
1 45 0 - 2 0 0  1 4 5 0  4 8 . 4  0 . 6  - 2 0  0 0  1 3  1 0  1 65 1 9  
1 455- 1 98 1 4 55 0 1 . 0  0 . 6  - 1 9 4 1:1  24 1 0 1 59 1 9  
1 4 59- 1 9 7  * } 4 59 34 . l  0 . 3  - 1 9 4 6  0 4  5 443 25 
1 45 9- 2 0 2  1 4 59 4 3 . 4  o . 5 •  - 2 0  1 3  1 9  8 +  1 95 2 0 • I NTEG • NOTE 7 
1 5 0 0- 2 0 2  * 1 5 0 0  1 5 . 8  0 . 3  - 2 0  1 2  1 7  5 369 23 
1 50 1 - 1 98 1 5 0 1  O Q . 3  o . 5  - 1 9  4 9 1 9  7 2 3 1  2 0  
1 5 0 7- 2 0 3  * 1 5 0 7  3 6 . 9  0 . 3  - 2 0  2 1 4 7  4 6 1 0  3 0  
1 50 8- 1 9 9  * 1 5 0 8  0 2 . 8  0 . 5  - 1 9  5 9  3 3  8 2 0 3  2 0  
1 50 9- 1 98 1 5 0 9  5 2 . 9  0 . 8  - 1 9  52 5 6  1 3  1 24 1 9  
1 5 1 0- 2 0 3  * 1 5  1 0  4 8 . 6  0 . 4  - 2 0  2 1  4 9  6 3 0 2  22 1 5 1 1 - 2 0 4  1 5 1 1  0 3 . 2  0 . 6  - 2 0  2 6  3 3  1 0  1 64 1 9  
1 5 1 5- 2 0 1 1 5 1 5  4 8 . l o . 6  - 2 0  1 1 1 1  1 0  1 6 7  1 9  
1 5 1 6- 2 0 2  1 5 1 6  3 9 . 2  0 . 9 - 2 0  1 3  0 6  1 5  1 03 1 9  
1 52 3- 2 0 2  1 5 2 3  0 5 . 6  0 . 8  - 2 0  1 6  5 0  1 3 1 2 3  1 9  
1 52 3 - 2 0 313 1 5 2 3  0 8 . 8  0 . 1  - 2 0  2 3  1 2  1 2  1 33 1 9  
1 52 3- 2 0 3 A  } 5 2 3  3 0 . 0 0 . 6  - 2 0  1 8  52 1 0  1 6 2  1 9  
1 52 4- 2 0 1 * 1 5 2 4  0 8 . 3  0 . 3  - 2 0  0 8  l l 4 6 8 5  3 3  
1 52 7 - 1 9 8  1 5 2 7  5 7 . l 0 . 1  - 1 9  s o  0 6  1 1  1 4 8  1 9  
1 52 8 - 1 Q9 1 5 2 8  1 3 . 3  0 . 9  - 1 9  5 4  3 1  1 5  1 0 6 1 9  
1 52 8- 2 0 3  * 1 5 28 1 6 . l o . 3  - 2 0  2 2 5 0  5 4 3 6  2 5  
1 53 0 - 1 99 1 5 3 0  0 8 . 7  i . o - 1 9  54 1 0  1 6  9 8 1 9  
1 53 0 - 20 4  1 5 3 0  1 1 .  7 1 . 0 - 2 0  2 5  4 8  1 6  9 8  1 9  
1 53 2 -2 0 0  * 1 5 3 2  1 2 . 8  0 . 2 - 2 0  0 0 1 1  4 7 2 7  3 4  
1 5 3 2 - 2 0 3  1 5 3 2  2 6 . 7  0 . 9  - 2 0  2 2  4 7  1 5  1 05 1 9  
1 53 5 - 2 0 2  *U 1 5 3 5  5 0 . 4  0 . 7  - 2 0  1 4  0 3  1 1  1 43 1 9  
1 53 6 -2 0 0 1 5 36 0 2 . 2  0 . 1 - 2 0  0 0  45 1 1  1 4 0  1 9  1 53 7 - 2 0 0  * 1 5 3 7  1 0 . 0  0 . 3 +  - 2 0  0 3  4 7  5 +  3 6 1 2 3 + F I G  1 3 • NOT E S  4 . 5  
1 53 8 -2 0 2  1 5 38 4 2 . l 0 . 6  - 2 0  1 2  5 7  1 0  1 5 8  1 9  
1 54 2 - 2 0 �  1 5 4 2  5 6 . l o . 3  - 2 0  2 7  0 5  s 4 0 3  24 1 54 3- 1 98 1 5 4 3  3 6 . l  o . 5  - 1 9  5 3 2 6  1 2 2 9  2 0  
1 544- 2 0 2  1 5  44 1 6 . 6  0 . 7  - 2 0  1 2  5 9  1 2  1 3 2  1 9  
1 544- 2 0 1 1 5  44 2 9 . 4 0 . 9  - 2 0  0 6  4 7  1 4  1 1 0  1 9  
TA BLE 4 . 2  
P O S I T I ON ( 1 95 0 . 0 1  
M O L ON G L O  
C AT AL OGUE R . A .  R MS DE C .  RMS 540 8  R M S  NO T E S  
N U M B E R  E R R O R  E RR O R  ( M JY l ERROR 
1 54 5 - 2 0 2  1 5 4 5  0 3 . 9  o . s  - 2 0  1 5  2 2  8 2 0 4  2 0  
1 54 7 - 2 0 4  1 5 4 7  0 7 . 1 0 . 1  - 2 0  2 4  2 0  1 1  1 44 1 9  
1 55 3 - 2 0 0 9  1 5 5 3  0 2 . 1  0 . 6 +  -2 0  0 0  3 7  9 +  1 74 1 9 +  N O T E  9 
1 55 3- 2 0 0 A  *U 1 5 5 3  54 . 5  o . 5  -2 0  0 1  0 3  7 2 3 4  2 0 + N O T E  5 
1 55 4 -2 0 1 * 1 5  54 0 1 . 2  0 . 4 - 2 0  0 7  4 2  7 248 2 1  
1 55 4- 2 0 3  1 5 54 2 5 . 6  o . 3 •  - 2 0  2 0 4 1  5 +  434 2 5 + I N TE G •  F IG 1 4  • 
1 55 7 - 1 99 1 5 5 7  l 5 . ..  o . 6  - 1 9  59 34 1 0  1 5 8  1 9  
1 5 5 8 - 1 9 8  1 5  5 8 1 11 . 0  o . 9  - 1 9  5 2  3 0  1 4  1 1 1  1 9  
1 55 9 - 2 0 2  1 5  59 1 1 . 1  o . 4 - 2 0  1 7  49 6 2 9 6  2 2  
1 55 9 - 2 0 3  1 5  59 3 2 . 8  l . O  -2 0  2 2  54 1 6  9 8  1 9  
1 6 0 0- 2 0 1 1 6  0 0  4 8 . 6  1 .  l - 2 0  0 7  3 7  1 7  9 1  1 9  
1 6 0 0 - 1 99 1 6  0 0  4 9 . 8  o . s  - 1 9  S4 54 7 2 2 7  2 0  
1 6 0 1 -2 0 3  1 6 0 1  2 0 . 1  o . s  - 2 0  1 9  4 8  1 4  1 1 6 1 9  
1 6 0 1 -2 0 1  * 1 6 0 1  46 . 3  0 . 4  - 2 0  0 8  3 7  6 3 2 7  2 2  
1 6 2 1 - 1 9 8  1 6 2 1  5 0 . 3  o . 4  - 1 9  5 0  3 1  1 245 2 1  
1 62 5 - 1 98 1 6 2 5  0 8 .  l 0 . 1  - 1 9  5 3  3 1  1 1  1 4 1  1 9  
1 62 6 - 2 0 3  1 6 2 6  0 6 . 4  o . 5  - 2 0  2 0  2 4  8 2 1 7  2 0  
1 62 6 - 1 98 1 6 2 6  0 9 . 5  o . 6  - 1 9  49 34 9 1 72 1 9 
1 6 28 - 2 0 2  1 6 2 8  1 0 . l  0 . 4 - 2 0  1 5  54 6 2 8 5  2 1  
1 635- 2 0 3  * 1 6 3 5  0 8 . 6  0 . 3  - 2 0  l b  0 6  5 3 9 0  2 4  
1 6 35 - 2 0 2  1 6 3 5  24 . 4  0 . 1  - 2 0  1 2  2 9  1 2  1 35 1 9  
1 63 6- 2 0 1 1 6 36 0 7 . 4  0 . 9  - 2 0  0 7  1 4  1 4  1 1 2  1 9  F I G l S .  
1 63 6 -2 0 0  * 1 6 36 3 2 . 0 o . 5 • - 2 0  0 2  1 5  7 +  2 2 9  2 0 + I NT E G •  F I G l S . N O T E 6  
1 63 8 • 2 0 2  1 6 3 8  2 5 . 6  0 . 4 -2 0  1 6  1 9  7 2 6 2  2 1  
1 6 3 8 - 2 0 4  1 6 3 8  3 7 . 9 0 . 2 - 2 0  2 4  2 1  4 7 5 7  35 
1 6 39 - 2 0 0 * 1 6 3 9  0 4 . 6  0 . 2 +  - 2 0  0 0  0 0  3 +  896 4 0 •  I NT EG . F I G 1 6 .  N O T E 8  
1 63 9 - 2 0 2 1 6 3 9  0 4 . 6  o . 9  - 2 0  1 6  4 0  1 4  1 1 0  1 9  
1 64 1 - 2 0 4  1 6 4 1  34 . 8  0 . 8  - 2 0  2 9  5 3  1 3  1 1 9 1 9  
1 64 3 - 2 0 0  1 6 4 3  4 0 . 8  0 . 4  - 2 0  0 3  0 5  1 248 2 1  
1 64 6 - 2 0 1 1 6 4 6  4 2 . 5  o . 8 •  - 2 0  0 6  2 6  1 3 + 1 24 1 9 +  N O T E  1 0  
1 64 7 - 2 0 0  .. 1 6 4 7  1 3 . 6 o . 3 •  - 2 0  0 5  0 0  5 +  4 2 7  2 5 +  N O T E  1 0  
1 64 7 - 2 0 2  .. 1 6 4 7  3 6 . 4  0 . 3  - 2 0  1 2  46 5 3 6 3  2 3  
1 64 8- 1 9 8'3 1 6 48 P l . 4 0 . 4 +  - 1 9  5 1  3 2  6 +  3 0 0  2 2 + I NTEG • F I G  1 7 .  
l 648 - l 9 d A  1 6 48 5 1 . 4 o . 3  - 1 9  5 1  5 8  4 6 8 9  3 3  
1 64 9 - 2 0 0  1 6 49 1 1 . s 0 . 2  -2 0  0 2  4 0  4 744 3 5  
1 65 1 - 2 0 5  1 6  5 1  3 0 . 7  o . s  -2 0  3 0  1 4  8 2 0 1  2 0  
1 65 2 - 2 0 2  1 6  S2 0 8 . 0  0 . 1  - 2 0  1 2  4 1  1 1  1 44 1 9  
1 65 2 - 2 0 4  1 6  5 2  4 3 . 7  i . o +  - 2 0  2 7  1 4  1 6  1 0 0  1 9  M I SSED B Y  PROGRA M  
1 65 2 - 1 99 1 6 5 2  5 0 . 2  o . 8  - 1 9  S b  0 1  1 3  1 24 1 9  
1 65 2 - 1 98 1 6  5 2  5 2 . 0  0 . 2  - 1 9  5 0  0 1  4 7 3 0  34 
1 65 4- 2 0 0  1 6  54 3 6 . l 0 . 4 - 2 0  0 0  0 1  6 3 0 3  2 2  
1 65 7 - 2 0 3  1 6  5 7  2 3 . S  0 . 2  - 2 0  2 0  3 9  3 86 5  3 9  
1 65 8 - 2 0 0  1 6  5 8  3 7 . 9  0 . 3  - 2 0  0 3  4 0  4 5 3 3  28 
1 70 1 -2 0 0  1 7  0 1  2 1 . 1  0 . 1  - 2 0  0 0  2 1  1 1  1 46 1 9  
1 70 1 -2 0 3  1 7  0 1  3 3 . l o . 5  - 2 0  1 9  0 7  8 2 0 4  2 0  
1 70 3 - 2 0 1 1 7 0 3  0 1 . 2  0 . 1  - 2 0  0 1  4 8  1 1  1 4 3  1 9  
1 70 3 - 2 0 3  1 7  0 3  2 8 . 8  0 . 4 - 2 0  1 9  5 0  6 3 2 2  2 2  
1 7 0 5- 1 98 1 7  O S  49 . 4  0 . 9 +  - 1 9 5 0  1 9  1 5  1 0 8  1 9  M I SS E D  B Y  PROGRAM 
1 70 7 - 1 9 9  1 7 0 7  5 9 . 6  o . a  - 1 9  5 9  0 2  1 2  1 28 1 9  
1 1 1 1 -2 0 0  1 7  1 1 4 0 . 3  0 . 1  - 2 0  0 3  4 0  1 2  1 33 1 9  F I G  l l:l  
1 7 1 2- 2 0 1 1 7  1 2  0 3 . 4  i . o  - 2 0  0 7  2 3  1 7  9 2  1 9  
1 7 1 2- 2 0 0  1 7 1 2  2 3 . 9  0 . 4 + - 2 0  0 1  2 3  7 +  2 4 8  2 1 + I NT E G • F I G 1 8 .  N O T E6 
1 7 1 2- 1 9 8  p 1 2  5 3 . 9  o . 4 •  - 1 9  5 3  2 8  1 +  244 2 1 + N O T E  4 
1 7 1 3 - 2 0 4  1 7 1 3  4 7 . 3  0 . 1  - 2 0  2 0  1 2  1 1  1 5 2  1 9  
1 7 1 3- 1 99 1 7  1 3  5 0 . 3  o . s  - 1 9  56 2 7  8 1 9 8  2 0  
1 7 1 9 - 2 0 5  1 7  1 9  l 0 . 5 o . s  - 2 0  3 0  4 7  8 2 1 4  2 0  
T A A L E  4 . 3  
POS I T I ON { 1 95 0 . 0 1  
MOLONGLO 
C A T ALOGUE R . A .  R M S  DEC . RMS 5 4 0 8  R M S  NO T E S  
NUMBER ERROP E R ROR { MJ Y >  E RROR 
1 82 5 - 6 1 6  1 8 2 5  5 2 . 5  o . 9  - 6 1  4 0  0 7  7 1 99 2 0  
1 825 - 6 1 5 1 8 2 5  5 9 . l  I .  1 -6 1 35 0 4  9 1 6 0  1 9  
1 82 7- 6 1 6  1 8 2 7  1 2 . 2  1 · 4  -6 1  4 0  4 3  1 1  1 20 1 8  
1 82 7 - 6 2 2  1 8 2 7  4 4 , 3  1 . 2  -6 2 l o 2 0  9 1 4 9  1 9  
1 82 9-6 1 9 1 8 2 9  0 5 . 9  1 . 4 - 6 1  55 32 1 1  1 2 3  1 9  
1 82 9 - 6 2 0  1 8 2 9  4 0 . 6  o . 6  -62 0 0  5 4  4 4 5 6  2 6  
1 83 1 -6 1 8  1 8 3 1  2 8 . 0  1 .  1 - 6 1  5 0  2 7  9 1 6 2  1 9  
1 83 2 - 6 1 7 1 8 32 2 9 . 2  } . 3 -6 1  4 6  l l 1 0  1 33 1 9  
1 83 5 - 6 1 5  1 8 35 3 0 . 8  o . s  - 6 1  3 4  4 7  4 6 6 3  32 
1 8 3 5 - 6 2 0  1 8 3 5  3 2 . 0  o . 5 • - 6 2  0 5 26 4 • 59 1 30 + I NTEG • NOTE 1 3  
1 83 5 - 6 1 9  1 8 3 5  3 9 . 4  0 . 1  -6 1  5 5  0 6  5 3 1 4  2 2  
1 83 7 -6 1 8  1 8 3 7  1 1 . 8  i . o  - 6 1  5 1  4 8  8 1 8 0  1 9  
1 837- 6 1 9  1 8 3 7  1 4 . 2  1 . 7  -6 1  59 2 6  1 3  1 0 1  1 8  
1 83 9 - 6 1 5  1 8 39 1 3 . 9  0 . 6  -6 1  35 4 7  5 3 3 7  2 2  
1 85 9 - 6 2 1 1 8 59 l 0.  l 0 . 9  - 6 2  0 7  0 1  7 2 0 4  2 0  
1 9 0 2- 6 2 3  1 9 0 2  1 0 . 0  o . 8  -62 l o  0 1  6 24 1 2 0  
1 9 0 2-6 1 8  } 9 0 2  5 2 . 5  0 . 1  -6 1  4 9  0 7  6 265 2 1  
1 90 5 - 6 2 1 1 9 O S  0 4 . 0  0 . 8  -62 06 4 3  6 2 4 3  2 0  
1 9 1 0 -6 1 6  } 9 1 0  2 9 . 7  0 . 9  - 6 1  3 9  4 7  7 2 1 3  20 
1 9 1 0 -6 2 1 1 9 1 0  36 . 3  0 . 1 . -6 2  1 0  2 9  5 +  2 8 S  2 1 + I N T E G •  F I G 1 9 .  
1 9 1 8 -6 1 8 } 9  1 8  4 0 . 7  1 . 0 +  - 6 1  5 2  S 3  8 +  1 69 1 9 + I N TE G • F I G2 0 . NO T E 1 6  
1 93 0 - 6 2 3  1 9 3 0  1 5 . 4  1 . 5 - 6 2  1 1:!  5 5  1 2  1 1 0 1 >I 
1 94 0 -6 1 8  1 9 4 0  0 3 . 3  1 . 9 - 6 1  S J  3 2  1 5  8 6  1 8  
1 94 S - 6 2 1 1 9 4 S  4 5 . l  1 . 7  -6 2  0 9  0 3  1 4  9 8  1 8 
1 94 9 - 6 2 2  1 9 49 4 5 . 9  1 . 4 +  -6 2  1 4  4 2  1 2 +  1 1 7 1 8 + F I G  2 1 . NOTE S 4 , 5 
l 9S l -6 1 6  1 9 5 1  4 0 . 8  l . l -6 1 3 9  44 9 1 6 1  1 9  
1 95 2 - 6 1 9  1 9 S 2  1 7 . S  o . s  -6 1 55 2 1  4 S 2 0  2 7  
l 9S 8 - 6 2 1  1 9 S 8  o o . e  1 . 2  -6 2  1 0  0 9  1 0  1 4 0  1 9  N O T E  5 
2 0 0 8- 6 1 8  ? 0 0 8 l l  . S  o . s . -6 1  5 1 33 4 +  5 5 6  2 9 + I NTEG • F I G 2 2 . NO T E 1 3 
2 00 9-6 1 6  2 0  0 9  1 6 . 6  1 . 5 -6 1  3 8  4 0  1 2  1 1 3  1 8 
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NOTES TO TABLES 4 . 1 ,  4 . 2  and 4 . 3  
1 .  Extended in both right ascension and declination . 
2 .  Extension primarily in right ascension . 
3 .  Extension primarily in declination . 
4 .  Probably extended , but integrated flux density 
not used . ( Section 3 . 3  ( i i ) ) 
5 .  Flux density obtained manual ly from the line 
scans . ( Section 3 .  3 ( iv ) ) 
6 .  Position given is  an approximate centroid for two 
close peaks which are not resolved , by the criterion 
of Section 3 . 3  ( i ) . 
7 .  Position obtained manually from the line scans . 
8 .  Integrated flux density includes a small unresolved 
source . 
9 .  Uncertainties in position and flux density increased 
due to variation in background level . 
10 . Sources 1646-201 and 1647- 200 appear to be connected 
by a low level bridge , or to have a third source 
between them . 
1 1 . Declination obtained manually from the l ine scans . 
12 . Integrated flux density includes a small unresolved 
source . The pos ition given is  that of the stronger 
component . 
13 . Posi tion obtained manually from contour map . 
14 . Possibly extended , but integrated flux density not used . 
(Extension less significant than for Note 4 ) . 
15 . Very c lose to another catalogued source , but still resolved 
(Section 3 . 3  ( i ) ) 
16 . Right ascension obtained manually from the contour map . 
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Figure 1 - Source 013 2-204 . Contour interval 15 mJy . 
Zero leve l contour omitted . 
F igure 2 - Source 0153-201 . Contour interval 2Q mJy . 
Zero level contour omitted . 
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Figure 3 - Sources 0210-206 , 0211- 206A and 0 2 11-206B . 
Contour interval 3 0  mJy . 
Figure 4 - sources 033 7-202 and 0 3 3 7-20 3 . 
Contour interval 30 mJy . 
Zero level contour omitted . 
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Figure 5 - Source 0340-201 . Contour interval 20 mJy . 
First contour plotted i s  at 40 mJy .  
Figure 6 - Source 0348-19 9 . Contour interval 2 0  mJy . 
Zero level contour omitted . 
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Figure 7 - Source 0420-203 . Contour interval 15 mJy . 
Zero level contour omitted . 
Figure 8 - Source 0424-20 2 .  Contour interval 2 0  mJy . 
The hatched area is due to the s tronger 
source 0424-203 . 
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Figure 9 - Source 0523-20 2 . Contour interval 40 mJy . 
First contour plotted is at 2 0  mJy . 
Alternate contours above the fourth one 
plotted have been omitted . 
Figure 10 - Source 0627- 201 . Contour interval 3 0  mJy . 
Zero level contour omitted . Alternate 
contours above the fourth one plotted have 
also been omitted . 
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Figure 13 - Source 1537-200 . Contour interval 30 mJy . 
Figure 14 - Sdurce 1554-20 3 . Contour interval 3 0  mJy . 
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Figure 15 - Sources 1636-200 and 1636-201 .  
Contour interval 1 5  mJy . 
Zero level contour omitted . 
Figure 16 - Source 1639-199 . Contour interval 60 mJy . 
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Figure 17 - Source 1648-198B . Contour interval 2 5  mJy • 
. Zero level contour omitted . 
Figure 18 - Source s  1712- 200 and 17 11-200 . 
Contour interval 30 mJy . 
Zero level contour omitted . 
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Figure 19 - Source 1910-62 1 .  Contour interval 15 mJy . 
Zero level contour omitted . 
Figure 2 0  - Source 1918-618 . Contour interval 15 mJy . 
Zero leve l contour omitted . Declination 
s cale uncertain due to computer fault . 
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Figure 2 1  - Source 1949-62 2 .  Contour interval 2 0  mJy . 
Zero level contour omitted . 
Figure 2 2  - Source 2008-6 18 . Contour interval 3 0  mJy . 
Alternate contours above the fourth have been 
omitted . 
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Figure 2 3  - Source 2 046-621 . Contour interval 1 5  mJy . 
Alternate contours above the third have been 
omitted . 
Figure 2 4  - Sources 2 109-618A and 2 10 9-618B . Contour 
interval 20 mJy . Alternate contours above 
the fourth in the s tronger component have 
been omitted . 
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Figure 25 - Source 2 2 3 5-6 2 1 .  Contour interval 15 rnJy . 
Zero level contour omitted .  
CHAPTER 5 
ERROB, ANALYSIS 
For any survey of radio sources ,  the importance of a careful error 
analysis for the flux densities is now well established . (e . g .  Murdoch , 
Crawford and Jauncey , 197 3 ;  and Jauncey , 1975 ) . In particular , a knowledge 
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of the error distribution is required t o  properly correct the number- flux 
density counts . When confusion errors are signi ficant , as in the present 
surveys , one needs to find the actual shape of the error distri bution , not 
'simply the rms error . A knowledge of the flux dens ity errors is also required 
in order to set a lower limit to the catalogued flux densities ,  and to evaluate 
the completeness and reliability of the catalogues . 
This Chapter deals with the emp irical determination of errors in flux 
density and position , with the emphasis on the former . A variety of methods 
are employed ,  of which the principal one is the use of artificial Monte Carlo 
sources .  The separate contributions due to noise and confusion are found , 
and the results compared with other work at Molonglo ( for noise ) and some 
theoretical estimates ( for confusion ) . The variation of the noise error with 
declination is examined ; it is theoretically expected to decrease at southern 
declinations . Other topics covered include the contribution of sidelobes to 
confusion , and the magnitude of random calibration errors in the mea sured flux 
densities and pos itions . New definitions are given for the completeness and 
reliability of a survey ; these are applied to the present deep surveys . The 
derivation of count corrections from the error distributions is given in 
Chapter 6 .  
5 . 1  Monte Carlo Analysis of Flux Dens ity Errors 
(a)  Introduction and Method 
The Monte Carlo method for error analysi s  involves the insertion o f  
synthetic "Monte Carlo " sources into the actual recorded survey data . The 
resulting record is then analysed with the same source fitting program as 
used for the actual survey records . The synthetic sources are of course 
inserted with a known amplitude ; thus one can obtain the distribution of 
errors to which real sources are subj ect from the distribution of flux densities 
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fitted to the Monte Carlo sources .  This i s  because a Monte Carlo source 
superimposed upon the background of noise and confusion will be subject to 
the s ame error ( i . e .  difference between true and observed flux density ) as 
would a real source at the same position . The error distribution obtained in 
this way al lows for the e ffects of nois e , confusion ( including obscuration ) 
and any mean bias in the flux densities introduced by the source fitting 
program , but it cannot show any calibration error because the calibration 
must be assumed in order to insert the Monte Carlo sources . 
To ensure that the resulting error distributions lead to accurate 
count corrections , it is important that the Monte Carlo sources be treated 
in a manner as s imilar as pos sible to the cata logue sources ;  for example the 
criterion of Section 3 . 3 { i )  was used to decide if a Monte Carlo source was 
obscured . 'I'he Monte Carlo source s  used in this work represented unbroadened 
sources - i . e .  they had a shape identical to the beamshape of the telescope ; 
and in the source fitting analysis only point source flux densities were used . 
Section 6 . 2c discusses the l ikely e ffects o f  some real sources being broadened , 
and the use of integrated flux densities for some of these . In fact no 
significant errors in the counts are introduced in this way . 
The beamshape used was obtained emp�rically from the actual response 
of the telescope to four of the stronger calibration sources of the deep 
survey observing session . Thus it was not neces sary to assume any particular 
functional form for the beamshape ; the only assumption made was that the 
beamshape could be described as the product of right a scension and declination 
beams . Only the main beam response was included - thi s  was allowable chiefly 
because the program used for source fitting only fitted to the main beam . 
Another simplification was made in that the Monte Carlo sources were not 
inserted at random positions , but went through a regular pattern , on and half­
way between each declination beam except the edge beams , and also were altern­
ately centred on or between 3-second s amples in right ascension . (The source s  
were spaced i n  right ascension and declination to ensure that they did not 
interfere with each othe r ,  either directly or through the background assess­
ment} . The random nature of noise and confusion was adequate to randomise the 
sample of results obtained . This procedure simplified the j ob of storing in 
a computer program the beamshape for the Monte Carlo sources . All programs 
for the insertion of Monte Carlo sources were written by the author . It was 
decided not to modify the source fitting program , as would be required if it 
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were to be included in a master program which inserted source s  and then analysed 
them . Instead , the approach adopted was to read in (from magnetic tape ) the 
actual record , add the Monte Carlo sources to the data , and then write this 
on to an output tape . The l atter had exactly the s ame format as any norMal 
data tape , and could thus be used as input to the source fitting routine . 
After source fitting there followed the tedious task of identifying the Monte 
Carlo sources among the real sources in the output ,  and construction of a 
histogram from their results . This procedure required the source fitting 
program to find the Monte Carlo sources as well as fit them; thus testing the 
source finding routine . The true flux density with which the sources were 
inserted was constant for all the Monte Carlo sources added in a given run . 
Other flux densities could be used (on the s ame data if required ) in later 
runs . Further runs with a particular true flux density could be made by plac­
ing the Monte Carlo sources at right ascensions interleaved with those previous­
ly used , thus giving an independent set of results . To facilitate the 
identi fication of the Monte Carlo source s  among the output of the source fitting 
program , a second output tape was produced for every Monte Carlo run , in which 
all time and date information etc . was identical , but the Monte Carlo sources 
were added to a background of constant " data" instead of the real data . 
Analysis of this second run provided the true positions for the sources ,  allow-
ing properly for the v�rying e ffects of precession , nutation and aberration 
along the record . Thes e  noise- free sources were very well fitted by the 
program , showing that the Monte Carlo source s  adequate ly represented real 
( unbroadened) sources .  The entire right a scens ion and declination range of 
all three surveys (except for the excluded area s )  was used for these tests . 
Following the recommendation of Murdoch , Crawford and Jauncey ( 19 7 3 , 
hereafter referred to as MCJ ) , a large number of Monte Carlo sources were 
added at e ach of a few chosen ( true ) flux densities . Table 5 . 1  lists the 
numbers of synthetic source s  used and their flux densities . Only by analysing 
such l arge numbers of Monte Carlo sources can the error distributions be 
obtained with adequate accuracy , particularly where there is  a s ignificant 
tail due to confusion . 
5 . 1  (b)  Notation and Analysis 
Us ing the notation of MCJ , let S represent the true flux density of a 
source , and F. its observed flux density . The errors are described by the 
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function P tF l s ) , such that P (F ! S ) dF is  the probability that a source of true 
flux density S will be observed a s  F to F+dF . Where confusion is significant , 
we require also that the specified source is the stronges t  one contributing 
to the observed flux density . If it is not ,  the source is classed as obscured , 
and doe s  not contribute to P (F l s >  at all . For this reason , the integral of 
P (F l s >  over all values of F i s  less than unity . This i s  expected , and indeed 
leads to the component of the count corrections which allows for obscuration . 
For e ach value of S the histogram of Monte Carlo results (number of sources 
vs F ) , when appropriately normalised , represents within s tatistical fluctuations 
the P (F l s )  d i stribution for that value of s .  
Table 5 . 1  
Numbers of Monte Carlo Sources used for 
finding Flux Density Errors * .  --- '�- �--�----
True Flux Dens ity (mJy ) 
Survey 100 150 l 200 
-20° , 01h - 06h 357  356  
-20° I 13
h - 17h 129  3 7 0  
- 2 0° , Total 486 7 2 6  
-62° 494 245 498 
300 
356 
6 3  
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*This Table does not include the Monte Carlo source s  used to 
examine errors in confusion-free data (Section 5 . 2a ) . Those 
used to assess position errors (Section 5 . 4 ) were a subset 
of those listed here . 
The error distributions for the two sections in right ascension at -20° 
showed no significant differences ,  so they have been combined in all further 
error analysis . 
Some of the Monte Carlo sources with the lowes t  value o f  S ( 100 mJy ) 
were not found by the source fitting program . This s ituation was studied by 
first plotting a correlation diagram of the observed flux dens ity for a Monte 
0 Carlo source of S = 200 mJy ( for -20  } vs that for the S = 100 mJy source 
at the same pos ition . Where the source had been found in both cases , the 
correlation of flux densities was very good , or in other words the error F-S 
was very similar for the two values of S (as one would expect ) .  This tight 
correlation allowed an e stimate to be made of the "observed" flux densities 
of mis sed Monte Carlo sources frqm the observed flux dens ity o f  the s tronger 
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synthetic source at the same position . In this way it was found that at -20° , 
of the 28%  of S = 100 mJy sources which were missed , 14% were below the 
discrimination level for source fitting and so ought to . have been "missed " . 
The remaining 14% above the discrimination level ought not to have been missed; 
however the real catalogue sources in the appropriate range of flux density 
( 88- 100 mJy ) have an almost identical probability of being missed . Since the 
real sources missed by the program were recovered from the inspection of line 
scans , the correct procedure was to recover the missed Monte Carlo sources as 
wel l ,  and the prediction using the corresponding S = 200 mJy source was a s imple 
0 and e fficient way of doing this . At -62 only 14% of the S = 100 mJy Monte 
Carlo sources were mis sed , however none of the real sources in the c atalogue 
.were missed by the source fitting program , and in addition , the discrimination 
level for the program was considerably lower than for -20° . Thus it appears 
that the source fitting program had greater difficulty finding a Monte Carlo 
source than a real source at -62° . (The fitting of Monte Carlo sources was quite 
adequate - see above ) . This made recovery of the missed Monte Carlo sources 
des irable again . The same method was used , except in this case the sources used 
for prediction of the flux densities had s = 150 mJy . 
5 . 1 ( c )  Results 
The P (F l s > distributions as obtained from the �onte Carlo analysis are 
shown in Figures 5 . 1  to 5 . 6 .  Each Figure shows a peak region {due to noise and 
smal l  confusion errors)  and a smal l  tail due to occasional larger confusion 
errors . In each case a Gauss ian function provided a good fit to the peak 
region ; a least squares procedure was used , with the fitting process truncated 
where the tail became appreciable , to avoid obtaining a biased fit* • 'I' able 5 .  2 
gives the parameters of the Gaussian distributions so fitted . The corresponding 
curves have been plotted on the Figures . The assignment of the means requires 
some explanation ; ideally the peak of each distribution would be centred at an 
observed flux density equal to the true flux density . Any displacement of the 
peak from this location represents a flux density bias . The values of bias 
found ranged from 0 to 5 mJy with an uncertainty of about 1 mJy . They are 
too small to requ ire alteration of the catalogued flux densities , but they do 
have a marginally significant effect on the count corrections . Because the 
values were small , it was adequate to use at e ach declination zone a s ingle 
average bias , independent of true flux density , when analysing the distributions . 
*The Gaussian fitting functions were integrated over the histogram bin 
widths , thus allowing for the equivalent of Sheppard ' s  correction for 
grouped data . 
Figures 5 . 1  - 5 . 6  
Distributions of noise and confusion errors as obtained 
by �nalysis of Monte Carlo sources .  The declination zone 
and the true flux density used are indicated on each Figure . 
The left hand ordinate scale shows P (F l s } , as discussed in 
the text . The right hand scale shows the number of Monte 
Carlo sources represented by each point . 
In the tail regions an empirical fit to the observed 
points has been made ; in most cases it varies smoothly with 
flux density . In Figures 5 . 2 ,  5 . 3 , 5 . 5  and 5 . 6  thi s  fit 
includes a low level tail o f  constant height . In Figures 
5 . 2  and 5 . 3  the latter extends beyond the flux dens ity range 
plotted - to 360 and 580 rrJy respectively ; thi s  was necessary 
to represent a few source s  with flux densities beyond the 
plotted range . 
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Table 5 . 2  
Gauss ian Curves fitted to Monte Carlo Distributions . 
All vaiues in mJy . 
-20° Survey -62° Survey 
True 100 2 00 300 100 150 200 Flux Density 
Mean* 9 7 . 9  197 . 9  297 . 9  9 7 . 8  147 . 8  197 . 8  
S tandard I I 1 7 . 6  18 . 8  1 7 . 0  I 15 . 6  2 0 . 4  17 . 6  I Deviation . I ± 0 . 6  ± 0 . 7  ± 0 . 8  ± 0 . 6  ± 1 . 0  i ± 0 . 6  I I l I I 
*See text . 
Its value was 2 . 1  rnJy underestimation at -20° ·  and 2 . 2  mJy underestimation at 
-62° . Having adopted an average bias for each zone , the correct procedure 
was then to make the final Gaussian fits with the constraint of a common bias . 
A second computer program was written to do this , whi le still truncating the 
fits where the tails became appreciable .  An independent standard deviation 
was fitted for e ach distribution , because the standard deviation can be 
expected to vary somewhat with true flux density , through its confus ion 
component . Figures 5 . 1  to 5 . 6  also show the empirical fits to the tail 
regions that were used when these distributions were employed for the computat­
ion of count corrections . It is apparent that even with the large number of 
Monte Carlo sources that have been used , the statistical accuracy in the 
tails is poor . (This is why crude empirical f its to the tails were sufficient) • 
However the large relative uncertainty in the tails is  in part due to their 
low amplitude , which i s  itsel f  desirable . The e f fect o f  the tails on the count 
corrections will be dealt with in Chapter 6 .  
The results in Table 5 . 2  show that the standard deviation of the 
Gaussian part of the distribution varies little with true flux density for 
0 the - 2 0  survey . The average standard deviation is  18 mJy . The tail is  almost 
negl igible at S = 100 mJy (Figure 5 . 1) ; thus the standard deviation of the 
fitted Gaussian curve can be used to examine the s ignal to noise ratio of the 
0 catalogued source s .  This i s  5 . 0  at the lower l imit of 8 8  mJy for the -20 
catalogue . 
. 6 In the case of the -62 zone , the standard deviation shows a 
s ignificant variation with true flux density .  Some increase with flux density 
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is  to be expected in the confusion component of the rms error . This i s  
because a source is  classed as obscured rather than confused if blended with 
another source stronger than itself . Thus a greater population of source s  is  
available to confuse a strong source than a weak one . However the large rms 
error at S = 150 mJy is a lmost certainly a chance fluctuation . It complicates 
0 the setting of a lower l imit for the -62  catalogue ; however the value used 
(84 mJy) is at or above five times the rms error for any reasonable fit to 
the rms error as a function of flux density . ( The tail is  again small at 
S = 100 mJy , allowing the rms error of the Gaussian fit to be used in this 
way ) . This variation of the rms error i s  taken into account in the calculation 
of count corrections in Chapter 6 .  A comparison of the lower l imits obtained 
· at the two zones is given in Section 5 . 2d .  
5 . 2  P artitioning the Noise and Con fusion Errors 
Although the error distributions described above provide enough 
information to set the lower l imits and derive count corrections , it was 
des irable to find the separate contributions of noise and confusion to the 
total rms error . This partitioning of the errors allowed an evaluation of how 
closely the present surveys approach the confusion limit of the Molonglo Cross 
and hence what s cope remains for even deeper surveys with this instrument . 
In addition , the evaluation of the component due to noise alone enabled a 
check to be made on how much improvement was gained from the longer integration 
time at -62° . 
5 . 2  ( a )  Monte Carlo Sources in Confusion- free Data 
The principal method used to obtain the separate contributions of noise 
and confusion began with the preparation of data records that were formed 
from the original records by subtraction instead of addition . In this way 
the e ffects of all sources and confusion were removed , whi le the random noise 
was unaffected . Monte Carlo sources were then inserted into these records and 
analysed as before . The true flux density used is  not important , since the 
noise errors should be independent of true flux density . In the -20° zone 
356 synthetic sources were used , at a true flux density of 150 mJy . The 
resulting distribution was well fitted by a Gaussian curve , with a standard 
deviation of 14 . 6  ± 0 . 6  mJy ; this then is the rms error due to noise alone . 
Assuming that the total variance is  the sum of the variances due to noise and 
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0 confusion , the rms error due to confusion alone (at - 2 0  ) was 10 . 9  ± 1 . 3  rnJy , 
for sources in the vicinity of 100 - 200 rnJy . This figure refers only to the 
Gaussian part of the error distribution , and shows that confusion effects 
broaden this peak as wel l  as producing the tai l . 0 For the -62 survey , 247 
Monte Carlo sources were inserted with a true flux density of 200 mJy . They 
showed the error due to noise alone to be 1 3 . 1  ± 0 . 7  mJy . Using the total 
standard deviation found at 200 mJy , this leads to a confusion error of 12 . 4  ± 
1 . 1  rnJy for sources of S � 200 mJy . Again this re fers only to the Gaussian 
part of the distribution . In addition , the uncertainty given is  purely a 
formal value , because of the variation of total error with true flux density . 
The above results show that the rms errors due to noise and confusion 
in the fully averaged records are comparable , and thus that the confusion l imit 
of the telescope has been approached but not reached by the present surveys .  
(Some remarks on the feasibility of still deeper surveys are g iven in Chapter 
10) . Confusion e ffects are not expected to be severe , because the number o f  
beam solid angles per source is  quite high , e . g .  74 a t  - 2 0° . ( Integration of 
the normalised power pattern over the main beam only has been used to calculate 
the beam solid angle ) . 
Another interesting point i s  a comparison of the confusion contributed 
by the main beam with that from the sidelobes , which are expected to make an 
increasing contribution at lower flux densities ,  due to the flattening of the 
source count curve ( e . g .  Figure 8 . 3 ) . Appendix 6 gives a calculation based 
on the observed percentage amplitudes of sidelobes in the excluded areas of 
0 the -62  survey . The result is  approximate , but shows that s idelobes contri-. 
bute about half the total confusion near the lower limit of the catalogue . 
0 This would apply for the -20 survey also . 
5 . 2  (b ) Theoretical Es timates of the Confusion Error 
A number of theoretical calculations of the rms error due to confusion 
have been published . Mills and S lee ( 1 95 7 )  gave a formula applicable to 
confusion caused by weak sources with a Euclidean source count distribution . 
Their argument was easily general ised to apply to a general power law distrib­
ution of the form 
where N i s  the number of sources of flux dens ity greater than S ;  K and y are 
constants . A law of thi s  type does in fact fit the deep survey counts over 
the range 100- 300 mJy quite well (Chapter 8 ) ; with a value of 0 . 86 for y . 
Sources in the range from about 10-100 mJy would be the most important for 
confusing the sources of the deep survey . It is  thus necessary to assume 
47  
some form for the source count law at these lower flux densities . A reasonable 
assumption is that the same slope continues to very low flux densities .  Thi s  
is  supported by the Cambridge 5C2 and SCS counts ( Pearson , 1 9 7 5 )  and t o  some 
extent by the requirement that the slope y asymptote to a value less than 
unity as S approaches zero (to ensure convergence of the integrated background 
radiation) . The result i s  
where Qc is  the integral of the square of the normalised antenna power pattern , 
and a represents the rms error due to sources ,of flux density less than Sc . 
This formula gives ( for the -20° survey ) rms errors of 6 . 9  mJy for Sc = 88 mJy , 
7 . 4  at Sc = 100 , and 11 . 0  mJy at Sc = 200 mJy . The empirical value was 10 . 9  
mJy ± 1 . 3  mJy for sources in the vicinity of 100-200 mJy . ( I t  is reasonable 
but by no means essential to identify Sc wi th the flux density at which the 
error is  required ) . It can be seen that the theoretical and experimental 
values are in reasonable agreement . However there are a number of important 
limitations in the theoretical derivation which must be considered : 
( i )  I t  i s  necessary to assume the form o f  the source count law at flux 
densities well below the lower l imit of the catalogue . 
( i i )  The e ffects o f  s idelobes are not adequately included , even i f  the integ­
ral giving Qc extends over the sidelobes . This is c lear because the 
integration to form the confusion variance is  limited to sources of flux 
density less than Sc ; whereas sidelobes wil l  make s ignificant contrib­
utions for sources up to 50 or 100 times Sc . 
(iii ) Point sources are assumed in the analysis , whereas a certain fraction of 
the real sources are broadened . 
( iv )  The s imple calculation o f  a variance ignores the complexities inherent 
in the source fitting procedure - for example the assessment of base levels 
near the source mus t  involve some error , and the type of fit (point source 
or integrated flux density)  must also influence the actual error . 
This i s  not to s ay that the theoretical e stimate i s  not useful ; in fact it 
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gives a useful guide to the confusion error one may expect . 
A derivation of confusion error by Hoglund ( 1 96 7 )  leads to the same 
formula as above , while that of von Hoerner ( 19.6 1 )  uses the normal beam solid 
angle Q instead of Qc ; for a Gaussian beamshape his estimate o f  rms confusion 
is therefore higher by a factor of /2 . A thorough discus sion of confusion 
errors is given by Condon ( 19 7 4 ) ; he derives an e ffective sol id angle which is 
equal to neither Q nor nc , but involves the source count exponent y . However 
his formulae do not apply for values of Y less than 1 .  As far a s  the present 
work is concerned , it was decided to place the emphasis  on experimental estim­
ates of the confusion error rather than theoretical calculations ,  for the 
reasons j ust given . 
5 . 2  ( c )  Noise Estimates by Reobservation of Sources 
A second method of finding the errors due to noise is to compare the 
flux densities obtained from two independent observations of each source , as 
was done for the MCl-4 catalogues . This method doe s  not include the effects 
of confus ion , because the two observations are sub j ect to exactly the same 
confusion error . However , it doe s  (partially ) include random calibration errors ,  
unl ike the Monte Carlo method . This reobservation method was used to provide 
a check on the Monte Carlo analysis and an estimate of .the random calibration 
errors . 
For thi s  work use was made of data records that were not fully averaged ; 
( s tep ( iv )  of Section 3 . 1  had not been carried out ) . Two independent records 
were thus available for each point in the surveys , and each record contained 
nominally 6 averaged observations of each source . This analys is was carried 
out only on the O lh - 0 6h section of the - 2 0° survey . The source fitting 
program was run on both of the independent record s , for each dec lination number ,  
and the difference between the two flux density e stimates for each source was 
noted . It was assumed that the rms error CJ is g iven by a relation of the form 
(52 A2 s2 = + p 2 p2 
where F is the observed flux density , and A and B are constants . The first 
term is  due to noise and the second to random calibration errors . In us ing 
the data to assess the constants A and B ,  the f lux dens ities were divided into 
four ranges .  Within each range the variance of the differences of flux density 
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was calculated and divided by the square of the appropriate ' mean ' flux density 
for the range . This was then graphed as a funtion of l/p2 , and a least squares 
method was used to fit a straight line , as suggested by· the above formula . 
Sources with flux densities less than 107 mJy were omitted from the fit because 
below thi s  value about 40% of sources were not found on both records (because 
noise fluctuations can carry one of the observations below the detection l imit) 
and for these sources the difference could not be found . This would lead to 
a bias in the variance for that group , because such sources tend to be the 
ones with a large difference between the two observations . It was thus necess­
ary to confine the analysis to flux dens ities at which all sources were found 
in both records . Source s  for which the catalogue lists integrated flux dens-
. ities were also omitted . A total of 152 sources was finally used . 
The straight l ine fitted the data adequately , allowing for the statist­
ical uncertaintie s . The parameter A could be obtained from the slope of 
this l ine , and B from the intercept . It was then necessary to s cale these 
results to allow for the fact that the variance of the difference between two 
quantities drawn from the same parent distribution is twice the parent var­
iance ; there was also a factor of two due to the use of raw data containing 
nominally 6 observations of each source instead of 12 . The resulting rms 
error due to noise alone , applicable to the fully averaged data , was 11 . 9  ± 
1 . 7 mJy , in reasonable agreement with the figure of 14 � 6  ± 0 . 6  mJy from the 
Monte Carlo analysis . The estimate of random calibration error obtained was an 
rms value of 4 . 0% ± 1 . 2 % ;  this applies only to gain variations on a time scale 
of a few days or less . It is  similar to the values obtained in previous 
surveys with the Molonglo telescope ( e . g .  3 . 9% for MCl ) . A calibration error 
of this·  magnitude has a negligible e ffect on the source counts ( Section 6 . 2c ) . 
0 0 5 . 2  (d )  Comparison of Errors at -62 and -20 
The sens itivity of the Molonglo telescope is  expected to increase at 
declinations we ll south of the equator , because the greater transit time at 
these declinations leads to increased integration time for each source . Only 
the noise error is reduced in this way ; and it is expected to show a (cos o ) �  
dependence on declination . For the two declinations used in the present work , 
0 the rms error due to noise alone should be higher by a factor 1 . 3 5 at -20 , 
relative to its value at -62° . This figure includes a slight cancell ing of the 
0 advantage at -62 , due to differing positions on the gain vs declination curve 
(Section 2 . 1 ) . Taking the results for rms noise derived from fitting Monte 
Carlo sources in the subtracted data , we find the ratio i s  only 1 . 12 .  Thus 
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the full increase i n  sensitivity a t  -62° doe s  not appear to have been achieved . 
The statistical s ignificance of this result will be discussed below.  
This discovery of a higher than expected noise level at -62° was 
examined first by comparing the rms sample-to-sample noise ( i . e .  the noise on 
a s ingle datum point ) at the two declinations . This procedure i s  completely 
independent of the source fitting program . The subtracted records were again 
used , to e liminate the e ffects of confusion ; means and variances were calculat­
ed for 10 minute intervals ( i . e .  batches of 200 sample s )  for each of the eleven 
beams . Sufficient statistical accuracy was obtained using the fully averaged 
h . h 0 record o f  one dec lination number of the 0 1  - 0 6  section of the -20 survey , 
and s imilarly one of those for the -62° survey . The average variance for each 
survey was obtained from a histogram of the variances of individual 2 00 
sample batches . This allowed rejection of the few batches affected by inter­
ference , etc . The expected relation between the rms sample-to-sample errors 
for the two surveys involves only a small factor from the gain vs declination 
curve - there is no effect due to transit time s ince sources are not being 
considered . Experimentally , the sa.�ple-to-sample noise was higher than expect­
ed at -62° by a factor 1 . 0 3 9  ± 0 . 015 , relative to its value at -20° . This 
difference is  not highly significant ; if  real , it  could easily be explained by 
uncertainties in the exact form of the gain vs declination curve , which are 
taken as about 5% by Hunstead ( 1972a ) . This result shows that the failure of 
the noise for sources to decrease as expected at -62° cannot be ascribed to the 
sample-to- sample noise alone . 
Returning to the rms noise error for sources , i f  we allow for the 
0 greater . sample-to-sample noise , then the rms error ·at -62 was greater than 
expected by a factor of 1 . 16 .  In assessing the statistical s igni ficance of 
this result , it was not sufficient to use the uncertainty derived from a 
conventional error propagation calculation , with the assumption of a Gaussian 
distribution . This is  because the distribution o f  a ratio of Gaussian variates 
can deviate markedly from normality (Kendall and Stuart , 196 3 , p268 ) . Instead 
the s ignificance was assessed using the F test with 
F 
( 0'-6 2 ) 2 
= 0'- 20 obs . 
( 0'- 2 0  \2 
0'-62 } theor . = 1 . 35 
The program used to make the least squares fits of a Gaussian function to the 
histogram of Monte Carlo flux dens ities provided an estimate o f  the uncertainty 
of the fitted o in each case . From this the effective number of degree s  of 
freedom was calculated , based on the formula 
a { er )  
for a Gaussian distribution . This leads to 
\I = L (  () } 2  1 eff � cr ( a )  - · 
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This value of v was preferred to the conventional v = N - 1 because the uncert­
ainty of a assigned by the program was larger than o//:2N . The value of v 
used leads to a more conservative final s igniflcance level . The values of Veff 
were 351 at - 2 0° and 155 at -62° . For such large values available tables of 
the F-distribution were not adequate . The approximation described by Kendall 
and Stuart ( 1963 ) p381 was used instead . The result was that the observed 
value of F is significant at the 1 . 2 % level*  . .  This establishe s  with reasonable 
certainty that the full improvement has not been obtained . It means that the 
source fitting procedure was unable to take ful l  advantage of the increased 
transit time . One poss ible reason would be the presence of dri fts in the data 
baselevels , L e .  increased noise at very low frequencies . Clarke (1974 ) found 
0 in surveying the Magellanic Clouds ( o  "' - 7 0  ) that the noise level was higher 
than expected relative to more northerly declinations . He suggested di fferent 
methods of confirmation of sources as the caus e ,  but it is unl ikely that this 
could entire ly explain the e ffect . He investigated the possibility of base­
level drifts by performing a power spectrum analysis of a record taken with 
the telescope directed at the South Pole . (Such a record contains no confusion , 
because of the infinite transit time ) . Although suggesting that such drifts 
were not important , the results were not conclus ive , because no calcul ation 
was made of the amount of power at low frequencies that would be required to 
disturb source fitting . Further evidence for the presence of baselevel drifts 
emerged in the analys is of errors in position (Section 5 . 4d) . Note that 
although baselevel drifts would contribute to the sample-to-s ample noise values 
mentioned above (because calculations were made in 10 minute batche s ) , one does 
not expect them to give rise to a higher sample-to-sample noise value at -6 2° . 
This i s  because baselevel drifts of the same rms amplitude at the two declin­
ations wil l  cause greater errors in fitting the sources of longer trans it time 
* Note that this is  a single-tailed test - i . e .  1 . 2% is  the probability 
of observing a value of F � 1 . 3 5  on the hypothesis that the full 
expected improvement has occurred . 
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at -62° . 
The results given above regarding the variation - with declination of 
the error due to noise alone are consistent with the observed variation of the 
total error due to noise and confus ion , although there is  some uncertainty 
because of the change with flux density of the total error at -62° . The lower 
limit of 84 mJy for the -62° catalogue is not much less than that for the - 2 0° 
catalogue ( 88 mJy) ; this is  partly due to the failure of the noise component 
to diminish as much as expected , partly because of the confusion component 
which is not reduced by increased integration time , and also because a safe 
value was used in connection with the flux density dependence of error at -62° . 
5 . 2  ( e )  Comparison of Errors with the MCl Catalogue 
The deep surveys were made with the obj ect of reaching significantly 
fainter sources than those of the MCl-4 surveys ;  thus it is of interest to 
check that the expected improvement has been obtained . The MCl survey l ies at 
0 the same declination as the -2 0  deep survey - · the comparison will be confined 
to these two , eliminating all declination-dependent effects . The MCl survey 
was noise limited , so the standard errors given in that work (Davies , Little 
and Mill s , 19 7 3 )  can be taken as the errors due to noise . Although integrated 
flux densities were used for the source counts from MCl , the standard error of 
the point source flux densities was used in this calculation , to make possible 
a direct comparison with the deep survey results . The most uncertain factor 
in the comparison is the expected improvement due to the installation of low 
noise preamplifiers on the North-South antenna . 
The rms noise quoted for the MCl survey was 38 mJy for the mean of 
two observations , while the rms error due to noise alone in the -20° deep 
survey was 14 . 6  ± 0 . 6  mJy (Section 5 . 2a } . Assuming an improvement factor of 
12 from the duplicate observation of each declination number , and /2 from the 
three beams in right ascension ( see Appendix 1 ) , the results are consistent if 
the improvement due to the preamplifiers was 1 . 30 ± 0 . 08 ,  an entirely reason­
able figure . We can thus conc lude that the expected reduction in noise has 
0 been achieved for the -20 survey . The fractional reduction in total rms error 
is less , because of the significant confusion error in the deep surveys , which 
is  not reduced by averaging records . 
0 A comparison of the rms errors of the - 2 0  deep survey was also made 
with the rms error found during planetary observations by W . B .  McAdam (Private 
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Communication) . In making the comparison it was necessary to consider separ­
ately the contributions due to noise and confusion , and to allow for the 
correlation of noise on adj acent declination beams (Appendix 1 ) , as well as 
the repeated observations of the deep s urvey . The resulting agreement was very 
good , providing further support for the values of rms noise and confusion for 
the deep survey . 
5 . 3 Completene s s  and Reliability o f  the Catalogues 
( a )  Completenes s  
For any survey o f  radio sources , particularly one in which the lower 
· limit i s  imposed by experimental errors in the flux densities , it i s  desirable 
to have an estimate of the completenes s  of the catalogue . The defini tion of 
completenes s  given by Dixon and Kraus ( 1968 ) has been used by a number of 
authors , but it is  unsatisfactory for calculating the completeness above the 
lower l imit of a survey . Thi s  is  because Dixon and Kraus extend the integrat­
ion for completenes s  below the flux density l imit by about two standard deviat­
ions . This allows a significant number of sources not in the catalogue (but 
which should be , based on their true flux densitie s )  to be s till counted towards 
the completenes s ,  in violation of the commonly understood meaning of complete­
nes s . Sources lost because of finite angular resolution ( i . e .  obscured ) are 
also still counted towards the completenes s . This is a matter of preference , 
but it seems desirable that obscuration should be included as a cause of 
incompletenes s .  
The definition adopted here i s  that the completenes s  above a flux 
density' l imit 2 is equal to the number of sources ( in a stipulated solid angle ) 
having both F � 2 and S � 2 ,  divided by the number of sources of S � 2 .  That 
i s , the number of sources that both are in the catalogue above the l imit and 
should be so , based on their true flux densities , divided by the number that 
should be above this limit . This definition gives lower but more meaningful 
values of completeness . Since the true flux dens ities of catalogued sources 
are of course unknown , the completene s s  must be e stimated using the error 
distributions to relate F and S .  Any effect which is included in the error 
distributions wil l  thus be allowed for . The calculation i s  outlined in 
Appendix 7 .  
The results are presented in Table 5 . 3 .  Values are given separately 
for the cases in which obscuration is or is not counted as a cause of 
incompletenes s .  This has been done because obscuration has a s igni ficant 
(but well defined ) e ffect , due to the relatively large �eparation required 
for two sources to be catalogued separately (Section 3 . 3 ) . 
Table 5 . 3  
Completeness of the Catalogues above given 
Flux Density Limits 
Values in percent 
I Allowing for -r All�wi;;;;-for , 
. I noise , confusion noise and I �d obscuration confu�ion on=-�
----·---l l 87 . 6  ± o .  7 .I 9 2 . 2  ± 0 . 2  I 9 1 . 2  ± 0 . 5  94 . 1  ± 0 . 2  � 
·-- ----+------:
9
_
2
_: :-:-:·-�-:---- 1 :: : : : :: �J 
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It is  thus useful to give the values due to noise and confus ion alone . The 
value s given do not allow for the pos sible loss of a few considerably broadened 
0 weak sources .  The values at the lower limit of the - 6 2  catalogue ( 84 mJy ) 
are sl ightly higher than those at 88 mJy for the - 2 0° catalogue , providing 
further evidence for the safety of the lower l imit at - 6 2° . ( 88 mJy represents 
five times the rms error at - 2 0° ) . 
. For comparison with the right hand column of Table 5 . 3 ,  the completeness 
of a catalogue subj ect to pure Gaussian noise , with no obscuration , and from 
a source population obeying a Euclidean source count law was calculated . It 
is  9 2 %  for a lower limit at five times the rms noise and 9 5 . 5 % at ten times 
the rms noise . 
5 . 3 (b)  Rel iability 
A second important property of a catalogue is  its reliabil ity , that is , 
the fraction of sources included that are real . A definition of reliability 
is given by Dixon and Kraus ( 19 6 8 )  but it has some shortcomings . Their formal 
definition does not give an explicit meaning to the term "real source" , a 
matter which is by no means trivial . Their definition of approximate total 
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reliability classes a source as real if it is found in an ideal comparison 
survey - however some sources with observed flux densities many times greater 
than their true flux dens ities can still be classed as real in this way . It 
would seem more reasonable to regard such source s  as spurious . In addition , 
the neces sity for a comparison survey of markedly superior s ensitivity and 
resolution makes this definition difficult to apply in practice . 
The definition used here is  that a source is real if its observed flux 
dens ity F is  no greater than twice its true flux density s .  This is arbitrary 
but reasonable .  The reliabi lity of a catalogue above a l imit Q, is then 
defined as the number of sources ( in a stipulated solid angle ) having both 
F � Q, and S � �F , divided by the number of sources of F � Q, • That i s , the 
number of sources that are observed above Q, and are real , divided by the 
number that are observed above Q, • Because S i s  unknown for the catalogued 
sources , calculation of the reliabil ity must again use the error distributions . 
Thi s  means that the calculated reliability will allow for spurious sources 
caused by noise and confusion , but not for those due to interference or side­
lobes .  This limitation is  unavoidable in the absence o f  a superior comparison 
survey . The calculation is  difficult because the only sources contributing 
to unrel iabi lity are those of F > 2S , in and beyond the tail regions of the 
error distributions (Figures 5 . 1  - 5 . 6 ,  Section 5 . lc ) . The minimum over­
e stimation required to give a spurious source ( for the . -20° catalogue ) is  
4 4  mJy , with the true flux density be ing also 44 mJy . An estimate of the 
probability of such an overestimation can be obtained from the error distrib­
ution for S = 100 mJy , since the width of the distribution changes little 
with true flux density . Figure 5 . 1  shows that overestimations of 44 mJy or 
more are very rare , a consequence of the high s ignal to noise ratio for the 
catalogue s . The tail portion of the distribution does not contribute as much 
probability of obtaining a spurious source as this Figure would suggest , 
because the tail is  not a slowly varying function of S .  In fact P (F ! s >  
vanishes for F greater than 2 S  ( e . g .  F > 88 , for S = 4 4 )  in the case o f  a 
{noise- free ) blend of two sources . This is  because a further increas e  in 
flux density of the confusing source results in the test source being obscured . 
However , triple and higher order blends (which are not revealed by the Monte 
Carlo tests) , or an occas ional undetected sidelobe , perhaps blended with 
another source , are s till able to contribute to P (F j s ) . Since this survey 
is not dominantly resolution l imited , and sidelobes and interference have been 
care fully eliminated , the number of such spurious sources should be very small ,  
and the catalogue highly rel iable , e specially above about 100 mJy . A s imilar 
0 argument applies for the -6 2  catalogue . 
5 . 3 ( c )  A Note on Lower Limits for Surveys 
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A rule of thumb that has been used for some years is that the lower 
l imit of a survey should be at least five times the rms flux density error . 
Adherence to this rule has produced catalogues o f  good re liability.  Murdoch , 
Crawford and Jauncey ( 1 9 7 3 )  have shown that it is  soundly based , for the case 
of noise limited observations from a population of sources following a Euclidean 
law .  I t  should be noted , however ,  that the quantities o f  fundamental importance 
such as completene s s  and reliability also depend on the underlying source count 
curve , even for no ise l imited observations .  (Appendix 7 shows this for the 
case o f  completene s s ) . Since high sens itivity surveys are now reaching values 
of flux dens ity where the source count s lope is s ignificantly flatter than 
before , it may be desirable to set the lower limit by using quantitie s such 
as completenss and reliability . A consistent quality a t  the lower limit could 
then be maintained independent of the source count s lope . There would be the 
additional advantage that the qual ity o f  confusion limited surveys could be 
directly compared with that of noise l imited surveys , in spite of the skew 
nature of the confusion error distribution (due to the tai l )  , which renders 
rms errors less meaningful . 
5 . 4  Estimation o f  Errors in the Source Positions 
( a )  Introduction and Methods o f  Analysis  
There are four principal types o f  random errors in  the source positions . 
The first two are the errors due to noise and confusion ; thes e  increase for 
weaker sources ,  whose positions are of course more seriously affected by the 
background . Secondly , we have random calibration errors which can arise from 
phase instabilities in the local oscillator line s , and also from disturbances · 
in the ionosphere which lead to varying ionospheric refraction . These e ffects 
were discussed in Section 3 . 5b .  They lead to position errors which are indep­
endent of the flux density of the source . The total error i s  then given by a 
relation o f  the form 
where the first term is due to noise and confus ion , and the second term to 
the random calibration errors . Note that this section doe s  not deal with 
systematic calibration errors ( see Section 3 . Sb and c ) . 
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The Monte Carlo sources can b e  used t o  a s s e s s  the pos ition errors , 
s ince the true positions of the synthetic sources are known . This method 
responds to noise and confusion errors , but not to calibration errors . The 
reobservation method can also be used - it responds to noise but not confusion ,  
and to calibration errors with a time scale o f  a few days or les s . 
5 . 4  ( b )  Evaluation and Results 
The reobservation analysis was carried out with 170 sources in the 
Olh - 06h section at - 2 0° and with 80 sources at - 6 2° . Considerably extended 
sources were omitted from this analysis . The sources were grouped into five 
ranges of flux den sity , and the variance of the di fference in positions was 
plotted as a function of l/F2 . A straight l ine was fitted by least squares to 
each plot of this type , as suggested by the functional relation adopted above . 
In each case a straight line fitted the five points adequately . The parameters 
A and B were obtained from the s lope and intercept , and scaled (as in Section 
5 . 2c )  to apply to the fully averaged data . 
Monte Carlo analysi s  was carried out on 183 sources of S = 2 0 0  mJy in 
the 1 3h - 17h section of the - 2 0° survey , and 1 9 3  sources of S = 100 mJy in 
0 the - 6 2  survey . All the results for position errors are given in Table 5 . 4 .  
Also included are the e stimates o f  the error due to confusion alone , derived 
by assuming the variances due to noise and confusion can be added to produce 
the total flux density dependent variance . 
5 . 4  ( c )  Discussion 
The random calibration error was not accurately determined by the 
above analysis , chiefly because it i s  a very smal l  error . I t  has been discussed 
above ( Section 3 . 5b , c ) in connection with the l arge scatter for calibration 
sources observed at night . It was found that the calibration errors for the 
survey sources were cons istent with the presence of larger errors at night , 
but due to the large relative uncertainties they could not prove the existence 
of these larger e rrors .  In fact , the strong calibration sources are much 
better suited to observing the e ffects o f  cal ibration errors than are the weaker 
survey sources .  For the calculation o f  the rms errors printed in the 
( 1 )  
( 2 }  
( 3 )  
( 4 )  
TABLE 5 . 4  
RMS Position Errors . 
All values are in arc sec . 
-2 0° Survey - 6 2° 
R . A .  Dec . R . A .  Dec . 
Noise and confusion ; 1 3 . 2  15 . 4  11 . 5  1 3 . 0  
Monte Carlo analysis . ± 0 . 7  ± 0 . 8  ± 0 . 6  ± 0 . 7  
For 100 mJy. 
Noise only ; 9 . 1  10 . 2  8 . 8  7 . 6  
re-observation analys is . ± 1 . 0  ± 1 . 0  ± 1 . 0  ± 1 . 0  
For 100 mJy . 
Confus ion only ; derived 9 . 6  11 . 5  7 . 4  10 . 6  
from ( 1 )  and ( 2 )  . ± 1 . 4  ± 1 . 4  ± 1 . 5 ± 1 . 1  
For 100 mJy . 
Calibration ; 2 . 3  � 1 . 9  � l .  7 1 . 9  
re-observation analysis , ± 0 . 9  ± 0 . 8  
Notes : 
( a )  The results for the - 2 0° survey are derived from the 1 3h - 17h 
I 
section in row ( 1 ) , and from the O lh - 06h section in rows ( 2 )  and ( 4 ) . 
( b )  All flux density dependent errors are given for a flux density o f  
1 0 0  mJy . The Monte Carlo results at - 2 0  0 have been doubled , s ince 
the true flux density used was 2 0 0  mJy . 
( c )  In two cases the calibration error gave a formal value of zero ; 
the lo upper limit is then given . 
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catalogue s , it was decided t o  u s e  the s lightly pes s imistic value of 3 a r c  s e c  
rms f o r  all pos ition cal ibration errors . 
Table 5 .  4 shows that noise and confu.sion make comparable contributions 
to the position errors , as one would expect from the s imilar result for flux 
density errors . 
In using the rms errors given in this table , it should be borne in 
mind that the distribution i s  not strictly Gaus s ian , and there i s  a somewhat 
enhanc ed probabil ity of occasional large errors , due to confusion or abnormal 
ionospheric e f fects . 
5 . 4  ( d }  Comparison o f  Pos ition Errors at - 6 2° and - 2 0° 
In comparing the errors at the two declination zone s , we restrict the 
analys i s  to the errors due to noise alone , because it is this component which 
is expected to vary s igni ficantly . 
The results given in Table 5 . 4  show that [ 0- 2 0  l 
0- 6 2  observed 
= 
{ l . 03 ± 
1 .  34 ± 
0 . 16 for right ascension 
0 . 22 for declination 
The corresponding expected values were calculated allowing for the transit time 
difference , the declination dependence o f  gain and o f  the beamwidths , and also 
for the s lightly greater than expected sample-to-sample noise at -62° ( Section 
5 . 2d ) . The values are [ 0- 2 0  ] 
0- 6 2  expected 
= 
{ 1 .  3 1  
1 . 2 1 
for right ascension 
for declination 
. 0 Thus in dec l ination the full expected improvement has been achieved at - 6 2  , 
whereas in right ascension there was almost no improvement . In assess ing the 
statistical significance of the latter result the variance ratio method outlined 
in Section 5 . 2d was again used . In thi s  case the values o f  the e ffective 
number of degrees of freedom were 4 0  at - 2 0° and 3 8  at -62° , while the value 
of F was 1 . 61 .  Interpolation o f  tables o f  the F-distribution shows that this 
corresponds to a s ignificance level of 7 % . Although the numerical lack o f  
improvement i s  quite marked , i t s  statistical significance is marginal , in 
compari son wi th the value for flux density ( 1 % ) . This is probably because many 
more Monte Carlo sources were analysed for f lux dens ity errors than for position 
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error s , giving more precise values for the standard deviations . 
Thes e  results give further support to the suggestion that base level 
drifts may be the reason for the lack of full improvement in both flux dens ity 
and right ascension errors at - 6 2°. Such drifts could easily affect right 
ascension (which is recorded as a function of time ) without affecting declinat­
ion . This would require that the drifts originated before the declination 
multibeaming occurred , and were thus ide ntical for all 11 beams . 
It i s  interesting to note that the mean o f  the observed improvement 
ratios for both co-ordinates ( 1 . 19 )  is clos) to the observed improvement for 
f lux density ( 1 . 12 ) . This is again consistent with the suggestion tha t the 
problem for flux density errors lies in the properties of the data as a 
function o f  right ascension . 
CHAPTER 6 60 
COUNT CORRECTIONS FOR THE DEEP SURVEYS 
It is now we ll known that the raw number- flux density counts o f  a 
survey cannot be directly compared with the predictions o f  cosmo logical models 
- the e f fects o f  experimental errors must first be allowed for . Murdoch , 
Crawford and Jauncey (MCJ , 197 3 )  have shown that corrections to the counts 
may be required even at quite high ratios of flux density to error. 
It should be stated at the outset that the corrections for the deep 
s urveys are not large ; in fact the most s ignificant correction is of 7 %  which 
is less than the statistical ( /N  ) uncertainty . It was expected that the 
corrections would be small ;  nevertheless an effort was made to use the bes t  
pos s ible methods to obtain them . I n  particular , the e ffects o f  confusion on 
count corrections have not been fully described in the literature - Sect.ion 6 . lb 
contains an original derivation o f  methods for dealing with this type of error . 
Other numerical methods , given in Section 6 . lc ,  were also developed by the 
author . 
The evaluation o f  the count corrections is described in the three parts 
of Section 6 . 1 ,  and is based on the error distributions obtained from Monte 
Carlo sources . The corrections thus al low for noise , confusion , obscuration 
and any bias .in the observed flux dens ities .  In principle there are further 
corrections due to effects such as partial resolution of s l ightly extended 
sources ;  these are included in the discuss ion ( S ection 6 . 2 )  and shown to be 
negligible . 
6 . 1  Evaluation o f  the Count Corrections 
( a }  Introduction and Notation 
The paper by MCJ discussed in detail the count corrections for surveys 
in which the errors in flux density are due to Gauss ian noise a·lone , and showed 
that corrections are easily made in this c ase . However i f  there are significant 
errors due to confusion , as in the present deep surveys , then it is necess ary 
to use Monte Carlo sources to find the error distributions . As well as noise 
and confusion this method also responds to the obscuration o f  weak sources by 
s tronger sources ,  and any bias in the observed f lux dens ities .  The general 
approach to the treatment of confusion errors has been outlined ·by MCJ , but 
there remained a number of practical problems which had to be solved in the 
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detailed application of the method . These matters will be discussed in Part (b}  
o f  this section . 
The error distributions have a significant tail due to confus ion errors 
( Figures 5 . 1  - 5 . 6 ) , and a large number of Monte Carlo sources were required 
to obtain even moderate statistical accuracy in the tail s . In fact over 1000 
Monte Carlo source s  were inserted and analysed at each decl ination zone , but 
the resulting distributions still have considerable relative uncertainty in 
the tail region . However this is in part due to the low amplitude of the 
tail s ,  which is itself desirable for finding accurate corrections . 
All counts will be considered in the differential form ; since the work 
o f  Jauncey ( 196 7 , 1975)  it has been c lear that integral counts smooth out any 
sharp changes and are also unsuitable for application of statistical arguments 
in the comparison of observed counts with those from cosmological models . 
Grouped counts are used here instead of the ungrouped model-fitting 
approach adopted by MCJ , because the latter would not allow display and 
examination of the counts over the entire flux dens ity range ( about 0 . 1  - 100 Jy) . 
As before , s represents the true flux dens ity o f  a source , and F its 
observed flux density . These quantities are related by the error distribution 
P (F l s > . Let P (S )  and P (F )  be respectively the true and observed probability 
. distributions (or differential counts ) . * From the nature of probabil ity it 
follows that · 
P (F )  = J00 P (F , S )  P (S )  dS 
0 
( 6  . 1 ) 
With the use of finite interval s  and differential counts , the ratio o f  the 
number of source s  expected in the ith f lux density interval in the presence 
o f  e rrors to that in the absence of errors is given by x . /y .  where l. l. 
= f P (F / S )  P (S )  dS dF 
0 
( 6 . 2 )  
*Note that in reality P (S )  and P (F )  are two different functions of 
the s ame variable , which i s  simply ·flux density . However ,  this 
is the conventional notation and will be used until it is necessary 
to replace it in Part ( c ) . 
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and fF iu 
P (S )  dS 
F i l  
( 6 .  3 )  = 
Fi l  and Fiu are the lower and upper boundaries respectively o f  the _!.th interval . 
These relations were given by Mill s , Davies and Robertson ( 1 9 7 3 ) . I f  xi and 
Yi can be found for each interval , then the observed counts can be corrected 
by multiplying by y . /x . •  l. l. 
P (S )  is o f  course unknown , s ince it is the function we wish to obtain . 
S ince the corrections were small ,  however , it was quite adequate to as sume a 
form for P (S ) , derived from the uncorrected counts . For the deep surveys , it 
was found that a power l aw of the form 
P (S )  dS = K S- (Y+ l )  dS ( 6 . 4 )  
was a good fit over the relevant flux dens ity range o f  about 8 0  ·- 400 rnJy ; 
0 0 the exponents Y used were 1 . 079 at - 2 0  and 0 .  9 3 9  at - 6 2  • 'rhe sensitivity 
o f  the count corrections to reasonable variations in the form assumed for P ( S )  
was tested ; this i s  discussed in Section 6 . 2b .  
The first s tep in calculation o f  the corrections was to choose a 
number o f  values of F for which the inner integral of equation 6 . 2  was to be 
evaluated . The values 100 , 1 2 5 , 150 , 17 5 ,  2 0 0 , 2 5 0  and 3 00 mJy were used at 
both declination zones . The additional value o f  80 mJy was used at - 6 2° . For 
each value of F the integrand P (F l s >  P (S )  was plotted as a function of S/F . 
These are the � curves o f  MCJ . As an example , Figure 6 . 1  shows the � curve 
for F = 1 2 5  mJy for the - 2 0° survey . Basically , it shows the relative probab­
ilities of various values of true flux density be ing observed as F = 1 2 5  mJy . 
Note that large overestimation s  o f  the flux density correspond to sma l l  values 
of S/F . 
Given the practical restriction on the total number o f  Monte Carlo 
sources ,  MCJ recommend that a large number of such sources be inserted at each 
of a few chosen value s of true f lux density . The result is a reasonably 
accurate determination of P (F l s >  as a function of F ,  but for only a few fixed 
values of S .  The values of S used for the Monte Carlo source s  were 100 , 2 0 0  
0 . 0 and 300 mJy at - 2 0  and 100 , 1 5 0  and 2 0 0  mJy at - 6 2  • Thus interpolation o f  
.P CF j s )  with respect t o  S was required in constructing the � curve s .  The form of 
P (F l s >  i s  such that the probability of obtaining a given error E ( i . e .  F = s+E )  
varies little with S ;  i . e .  the value of P (F = S+E j S) is not a rapidly varying 
function of s ,  at least in the vicinity of the peak of the distributions . 
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This is equivalent to saying the standard deviation a of the error distributions 
changes little with S ;  in the limit of pure Gaussian noise there is no change 
of a with s .  This property of P (F l s ) allows interpolation to be carried out 
on a plot of P (F = S+E l s > vs S ,  for a given value of E .  
2 
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Figure 6 . 1  - The integrand P (F I S ) P (S )  as a function of the 
ratio of true to observed flux density . This curve is for 
an observed flux density of F = 125 mJy , for the -20° deep 
survey . The symbols distinguish different methods of fitting 
on the P (F = S+E l s )  vs s plots ( see text ) : O - normal three 
point fit ; X - constrained fit ; - value from . 100 mJy 
distribution alone . 
6 . 1  (b )  Construction of the � Curves ;  the Effects of Confusion 
Three values of s were used at each declination zone ; thus there were 
three data points on the P (F = S+E I S )  vs S plots . A computer program was used 
to calculate the values of P (F l s > at these points for the given values of E .  
�t used the functional forms for P (F j S )  a s  shown i n  Figures 5 . 1  - 5 . 6 ,  namely 
Gaussian curves with empirical fits to the tail regions . As discussed in 
Section 5 . lc a common value for the small flux density bias as a function of 
S was used . Figure 6 . 2  illustrates the processes involved in calculating one 
point on one of the � curve s .  About 2 0  points were calculated for each � 
curve ; this was sufficient to allow an accurate smooth curve to be drawn by 
hand . 
Figure 6 . 2  - I l lustrating the processes used to obtain the $ curves ( not 
to scale ) .  
( a) Suppose one wishes to 
f ind the <I> curve for F = 1 2 5  
mJy ; and the parti cular point 
S/F = 0 . 9 ,  i. e .  S = 1 1 2 . 5  mJy , 
E = F - S = 1 2 . 5  mJy . 
0 . 9  1 S/F 
Using the P ( F j S) distributions for the three values of S ,  read off 
P ( F ! S) for E = 1 2 . 5  mJy : 
{ b }  s 1 0 0  mJ 
1 0 0  1 1 2 . 5  
F {mJy ) 
( e )  One then plots these 3 
values as a function of S ,  
f i ts a straight line , and 
reads o f f  the value at 
s = 1 1 2 . 5 :  
This g ives the appropr iate 
value of P ( F j S); it is then 
multiplied by P ( S) and forms 
one point on one $ curve , 
as in Figure ( a) above. 
( c) S = 2 0 0  mJv 
2 0 0  2 1 2 . 5  
F (mJy) 
• 
d s 
1 0 0  1 1 2 . 5 2 0 0  
S ( mJy) 
3 0 0  mJv 
3 0 0  3 1 2 . 5  
F (mJy) 
3 0 0  
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In the cases where the error E was large enough to move into the 
confusion tail region of the P (F l s )  distributions this procedure was varied , 
because of the poor statistical accuracy of the tails . This problem is 
mentioned by MCJ but no further discussion is  given . In fact when multiple 
blending is negligible it is possible to apply a useful constraint to the 
interpolation of P (F j s )  for the values of E at which the tails are dominant . 
The constraint is  based on the use of a priori knowledge of the error distrib­
utions ; namely that although the Gaussian portion of each distribution varies 
little with S ,  the tails are expected to be considerably less significant at 
low values of S .  Consider large positive values of E where F = S+E is almost 
equal to 2S . Usually the only way such large errors can arise is through the 
confusion tails , and as explained in Section 5 . lb ,  a source confused by a 
single interfering source cannot be overestimated by more than S ,  because it 
would then be classed as obscured . This means that only higher order blending 
can cause such overestimations . Multiple blending is in fact negligible in 
the deep surveys , because the number of beam areas per source is still quite 
high , e . g .  74 for the -20° survey (Section 5 . 2a ) . The basis of the constraint 
is that the error distributions carry almost no information about multiple 
blending , yet apart from noise , it is the only way overestimations of F = 2S 
can be obtained . Thus for any overestimation error that could not be obtained 
by noise ( i . e .  if the confusion tails dominated ) the constraint P (F = 2s l s )  = 0 
was imposed • .  This removed much of the statistical uncertainty in making the 
interpolations of P (F = S+E j s )  vs s ,  by providing another point , with zero 
formal error ,  in the relation . The constraint is applicable in the region of 
low true flux density because it is  here that large overestimations are 
required to bring the true flux density up to the value of observed flux 
density being considered . This is fortunate because it is in just this region 
that any uncertainties are magnified because P (F l s >  is multiplied by large 
values of P (S )  (equations 6 . 2  and 6 . 4 ) . 
In making the least squares fit on the P (F = S+E j S )  plots the line was 
forced to pass through the appropriate point when the constraint was applicable . 
This had the effect of causing the � curves to approach a limit of zero at 
S/F = 0 . 5 .  In Figure 6 . 1  different symbols have been used to distinguish the 
points resulting from the different fitting procedures .  A third type of symbol 
is  also u.sed on this Figure - the reason for this will  now .be described . 
In drawing the � curves for low values of F ,  points with S/F less than 
a certain value corresponded to a value of S less  than the lowest value used 
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for the Monte Carlo sources , which was 100 mJy . This meant that the value to 
be read from the fitted line on the plot similar to Figure 6 . 2e represented 
an extrapolation rather than an interpolation . It was not possible to insert 
and analyse Monte Carlo sources at low enough values of S to avoid this  
problem . This was chiefly because for values of S less than the lower limit 
of the catalogue , difficulties would be encountered in making consistent 
decisions on whether Monte Carlo sources w�re found , missed or obscured . 
For moderate values of the error E ,  i . e .  near the peak of the error 
distribution , this  extrapolation could be carried out with little error . 
However ,  if  any of the points on the P (F = S+E l s >  plot was due to the tail 
region of its error distribution , then it was much less certain , and extra­
polation was not warranted , particularly because the correct functional form 
for this plot was not known . This was dealt with by simply using the value 
of P (F j s )  from the lowest value of S available , i . e .  100 mJy . 
This extrapolation problem is not of great importance , because the 
lowest value of S used for the Monte Carlo sources was close to the lower 
limits of the surveys . The resulting modifications to the � curves are in 
fact very small .  The constraint mentioned previously overrode this extrapol­
ation criterion for values of E large enough to make the tails do�inant 
(rather than j ust significant) in determining the P (F = S+E j s )  points . This 
meant that in practice .the extrapolation criterion only applied for a narrow 
range of values of S/F (e . g .  Figure 6 . 1 ) . 
For just one of the � curves (F  = 80 mJy at -62° ) a further variation 
of the procedure was required . At this low value of F (slightly below the 
lower limit of the catalogue itself)  it was possible for overestimations having 
F � 2S to occur due to noise alone - thus the constraint mentioned above could 
not be applied . It was nevertheless undesirable to use the tails of the 
observed distributions , because as described above the tails  are expected to 
be considerably less important for low values of s .  Hence for this � curve 
the tails were omitted in finding the P (F l s )  values . This  should give a better 
estimate than if the tails were retained ; there will however be a slightly 
greater uncertainty for this point . 
When the � curves had been drawn , it was then necessary to find the 
area under them and hence the value of the inner integral of equation 6 . 2 .  A 
simple scaling and change of variable was required . Planimetry �as used as a 
convenient method of finding the areas . 
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6 . 1  (c) Conclusion of the Evaluation 
At this point it is desirable to make a change in the notation . In 
making the count corrections it is necessary to compare P (S )  and P (F )  over the 
same ranges of flux density .  As mentioned in a footnote in Part (a) , they are 
two different functions of the same variable , so it is best to write them as 
P8 ( s )  and PF ( s )  to emphasize this . The variable s is  s imply flux density . 
The result of integrating each � curve is a value for PF . The method 
used for preparing this data for the next integration (equation 6 . 2 } was to 
vs log s .  This  enables the variation of PF with s to be most 
clearly seen . Figure 6 . 3  shows the resulting graphs for both declination 
zones . Because PF and P are quite similar (i . e .  the corrections are small )  ' s 
these plots show the scatter due to small random errors in the preceding steps ; 
the high sensitivity of this presentation is  clear from the ordinate scale . 
The smooth curves shown were fitted by eye . The upturn at low s is 
due to the increasing importance of the overestimation due to the population­
law effect ( see Section 6 .  2a)  . 'I'hese fitted curves were used as the input to 
the next stage of the evaluation , thus reducing the effect of the random errors 
and enabling much closer spacing (in s }  of the points for the succeeding 
analysis . 
The next step was to perform the outer integration of equation 6 . 2 .  
The precision required in making this integration was considerably relaxed by 
arranging to evaluate j ust the error term in x . /y . , rather than x . /y .  itself . 1 · i  1 1 
(Again , this  was possible because the corrections were small ,  i . e .  the x . /y .  1 1 
were close to unity) . Using the definition 
e: ( s }  = 1 -
there follows 
x . 1 1 -= 
Yi 
PF ( s )  
P s ( s )  
iu 
e: ( s )  r Sil . 
riu 
SiJ. 
P8 ( s )  
PS ( s )  
(6 . 5 )  
ds 
( 6 . 6 )  
ds 
i . o o ( a )  
0 . 9 8 
0 . 9 6 
• 
0 . 9 4 
0 . 9 2 
9 0  1 0 0  
1 .  0 4  
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It was convenient to use logarithmic integration in the numerator ; this  gives 
ln 10 
= 1 -
flog s .  l.U 
log Sil 
l.U 
s e: (s )  P5 ( s )  dq 
JS .  P5 ( s )  ds Sil 
( 6 . 7 )  
where q = log s .  Moderate accuracy in the evaluation o f  the integrals was 
then sufficient . Planimetry was used for the numerator , while analytic 
integration was possible for the denominator , since the assumed form for PS 
was a s imple power law.  
The final values of x . /y .  are included in Table 8 . 1 .  The flux density 1. l. 
intervals used for the deep survey catalogues are logarithmic ,  corresponding 
to a ratio of /2 , except for the lowest intervals ,  for which in both cases 
h . . 2� t e ratio is • 
6 . 2  Discussion 
(a )  General 
The values of x . /y .  for the deep surveys , given in Table 8 . 1 ,  are less l. l. 
. than unity , showing that ·the counts in the presence of errors were underestim-
ated with respect to the error-free counts . This is in contrast to the 
overestimation obtained due to the population-law effect when noise alone is 
significant ( see e . g .  Murdoch and Large , 1968 , or MCJ ) . This  difference is  
largely explained by the effects of obscuration and the small flux density 
bias ; the former has a relatively large (but well defined) effect due to the 
safety criterion adopted to decide whether a source was obscured or resolved 
(Section 3 . 3 ) . In addition , the overestimation due to the population-law effect is 
not large , because the source counts are considerably flatter in this range 
of flux density than in the higher ranges used in most previous surveys . 
Further ,  the ratio of flux density to error is quite high in the deep survey 
catalogues . 
6 . 2  (b )  Uncertainties in the Corrections 
The error distributions which form the data for the evaluation of the 
corrections do of course have statistical uncertainties , which in turn lead to 
uncertainties in the final correction factors .  Because a large number of Monte 
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Carlo sources were used to obtain each distribution , it was expected that 
such uncertainties would be small .  They were nevertheless checked as follows . 
The description given above of the evaluation of the corrections shows 
the complex sequence of operations which start with the error distribution 
data and lead to the values of the x . •  The effort in carrying an error l. 
propagation calculation through this sequence would be prohibitive . There 
was however a s imple method of estimating the uncertainty . If the tails  of 
the error distributions are ignored , then the distributions can be characterised 
by their fitted Gaussian curves .  A common bias was used for the three distrib­
utions , so a.t each declination zone there were seven parameters specifying the 
error distributions : three standard deviations , one location parameter and 
three normalization parameters . (The P (F j S ) curves were not normalized to 
unity because of the effect of obscuration) .  The uncertainties in these 
parameters were easily calculated from standard formulae . As far as statistical 
uncertainites are concerned , it is possible to consider each final x .  as a l. 
function of just these seven parameters . It is quite reasonable to assume 
that the partial derivatives of such a function exist and are continuous , 
because the pr'.)cesses involved in the evaluation have nowhere ·introduced discont­
inuities . Use was then made of the formula for approximate calculation of a 
variance {e . g .  Eadie et al . ,  1971) . 
Var (z . )  l. ( 6 . 8 )  
where the z .  are the seven parameters , and µ .  is the mean of z . •  A computer l. l. l. 
program was written to carry out the calculation of the count corrections , 
given specified values for the sevenparameters characterising the distributions . 
It was then possible to vary by a small amount the values used for these 
parameters , and hence obtain estimates of the partial derivatives in the above 
equation . The results showed that the x .  are uncertain by only about l� - 2% l. 
due to statistical uncertainties in the Monte Carlo data . The analysis was 
0 carried out only for the -62 survey ; however it is  expected that the values 
for the - 2 0° survey would be similar . 
There is a small additional uncertainty when the tails of the error 
distributions are included . A calculation using a modified version of the 
computer program mentioned above suggested that this  should not be larger than 
about 1% . Some uncertainty was also introduced in making the fits by eye on 
Figure 6 . 3 ;  the computer program did not take account of this . It was also 
less than 1% . 
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Finally , it was necessary to find the effects of the assumption of a 
particular form for PS in making the corrections . Two methods of changing the 
assumed PS were tried , and the changes in the resulting corrections noted . 
Firstly , another power law was used , with a slope different to the original 
slope by about one standard deviation (8Y = 0 . 11 ) . In other words this 
represented a quite probable error in the s lope . The corresponding change 
in the corrections was less than �% . Secondly , the original slope was used 
down to a flux density of 70 mJy , and below this radically steeper or flatter 
s lopes were tried (y  = 1 . 5  and 0 . 3 ) . This produced a maximum change in the 
corrections of 0 . 7% .  Thus no significant uncertainty has been added by the 
use of an assumed form for PS . 
It is suggested that the total uncertainty in the count corrections is 
about 3% . As one would wish , this is considerably less than the statistical 
errors of the counts themselves , the smallest of which is 7 % . 
6 . 2  ( c )  Other Effects on Counts 
As well as the effects allowed for by the above derivation of count 
corrections , there are in principle further systematic effects , from a variety 
of causes . 
Perhaps the most obvious case to be examined is  the occurrence of flux 
density errors due to the partial resolution of slightly extended sources . 
Recall that point source flux density estimates were used for most sources in 
the catalogues ; only significantly extended sources were given an integrated 
flux density ( Section 3 . 3 ) . This  was because the much lower rms error of point 
source estimates allowed the surveys to reliably reach lower levels of flux 
density . Sources which are partially resolved , but not sufficiently so to 
have been allotted an integrated flux density , are thus subject to a slight 
underestimation of their flux density . If  the Monte Carlo sources had the same 
distribution of angular sizes as the real sources ,  the effects of this error 
on the counts would be automatically removed in the count corrections . However 
it was of course impossible to do the Monte Carlo tests in this way , and in 
fact all the synthetic sources were unbroadened . Thus there is in principle a 
residual systematic error in the counts . 
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The magnitude of this error was investigated by making use of  width 
parameters provided by the source fitting program . Two parameters , known as 
the right ascension and declination relative widths , were computed from the 
fit of a broadened Gaussian profile to the observed response . The product of  
the right ascension relative width and the square root of the declination 
relative width is known as the total relative width . For a noise-free point 
source this parameter has the value unity . A histogram of the values of the 
total relative width for the sources of the Olh - 06h section of the -20° 
survey is shown in Figure 6 . 4 .  It can be expected that the distribution of  
total relative widths will  show the effects of both real extensions of sources ,  
and random errors due to noise and confusion . The few sources with values 
beyond about 1 . 25 almost certainly have genuine broadening . On the other hand 
those with widths in the range from about 1 . 0  to 1 . 2  may be broadened , or may 
only be affected by random errors . For an individual source it is not possible 
to distinguish between these alternatives without further observations . I f  
we have a large number of sources however , then it should be  possible to detect 
s tatistically the presence of a sub-population of such extended sources ,  if  
in  fact it exists . The likely effects would be an enhanced number of sources 
with widths from 1 . 0  to 1 . 2 .  Figure 6 . 4  shows no such effect - in fact there 
is  an almost significant dearth of sources in this  range . The Gaussian curve 
shown was fitted to the data up to a width of 1 . 3 ,  and has a mean of 0 . 9943 
and standard deviation of 0 . 091 . The mean differs from unity by less than one 
standard error of the mean . If  there were significant numbers of slightly 
extended sources the mean would be greater than unity . 'l'he distribution for 
101 sources of the 13h - 17h section also shows no excess in the range 1 . 0  - 1 . 2 ,  
and a mean slightly less than unity . The conclusion is that there is no 
significant population of slightly extended sources ,  and hence that errors in 
the counts due to partial resolution are negligible . 
Additional support for this view can be obtained from higher resolution 
observations with other instruments . For example , the Cambridge 5C5 aperture 
synthesis survey was made at 408 MHz (Pearson , 1975 ) , with a beam area 31% of  
that of the Molonglo telescope . Still only 18 out of 230  ( 8% )  of catalogued 
sources were extended , and most of these were listed as slightly extended . 
A related systematic effect on the counts arises from the imposition of 
the lower limits of the catalogues in terms of the point source flux density 
instead of the integrated flux density (Section 3 . 3 ) . Because an integrated 
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Figure 6 . 4  - A h i s togram of the values of tota l r e l a t ive width for the sources o f  
the 0 1h - 0 6 h s urvey . A total o f  1 8 3  s ource s are represented ; th i s  i s  l e s s  than 
the 2 3 2  catalogued in this region , because o f the omi s s i o n  of 11 s ources whi ch were 
mi s sed by the s ource f i tt i ng program , and 12 for wh ich i n tegrated f lux d en s i t i e s  
w e r e  u s e d  i n  t h e  cata l ogue . A'  further 2 6  sources were omi tted because they were 
not a s s i gned a dec i inat ion width by the s ource f i tt i ng program . This occurred ma i n ly 
for weak source s ,  and i f  there i s  any correlation with the angu lar s i z e o f  s ource s ,  
i t  wou ld be i n  the s e n s e  that extended sources wou l d  t end not to be omi tted . The 
Gau s s ian curve was f i tted to 1 7 9  sources up to a r e l a t ive width o f  1 . 3 .  
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flux density was not used unless it exceeded the point flux density by at least 
50 mJy , the lower limit for integrated flux densities was 50 mJy higher than 
the normal lower limit of the catalogue ; i . e .  138 mJy at -20° and 134 mJy at 
-62° . Hence some sources between 88 (or 84 ) mJy and 138 (or 134 )  mJy could 
have been omitted . However the number of such sources would be considerably 
less than the number of sources for which integrated flux densities were used 
and were between 138 and 1000 mJy . The latter sources were in the catalogue , 
and represented 5% of the total number (Section 3 . 3 ) . Thus only a very small 
number of sources are likely to have been missed in this way , and no correction 
to the counts is required ,  in view of the statistical uncertainty of the counts 
themselves .  
A third point which should be mentioned here concerns the blending of 
sources in the "resolution area" surrounding each source . Section 3 . 3  
described the criterion by which two peaks were integrated together as one 
source unless they were separated by more than a certain angle . It is possible 
then to imagine a "resolution area" surrounding each source in the survey - l.f 
another source were to fall inside this ar2a (strictly , sol id angle ) then it 
would be classed as unresolved and integrated into the first source . It may 
be asked what the number of resolution areas per source implies about the 
quality of the catalogues . 
For the -20° surveys the resolution area is 3 . 84 x lo-6 sr for flux 
density ratios between one and two , and 5 . 15 x lo-6  sr for ratios from two to 
five . The corresponding numbers of resolution areas per source are 14 . 0  and 
10 . 5 ,  with an effective value for the actual catalogue somewhere between these 
figures . If  these were values of the number of half-power beam areas per 
source , they would indicate a heavily confused and probably unreliable catalogue . 
Consider first the obscuration which occurs if  a source falls within the 
resolution area surrounding a stronger source . This does occur as often as 
the above figures would indicate ; however the frequency of  obscuration is well 
defined because sources near the critical separation were accurately fitted , 
and the criterion itself  was a well defined quantity . The Monte Carlo sources 
were affected in the same way as real sources and thus gave rise to a component 
of the count corrections to· allow for this obscuration . Independent calculation 
shows that this  correction is about 8% at 88 mJy , reducing to 3% at 200 mJy . 
We now consider the effect on a given source of  the weaker source ( s )  
within its resolution area . The effect is not nearly as great as for a catalogue 
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of  about 12 half-power beam areas per source . This is because weaker sources  
were not deliberately integrated into the test source unless their point flux 
densities were greater than the lower limit . Thus only those sources between 
the lower limit and the flux density of the test source could interfere with 
the latter . This greatly reduces the frequency of contamination of sources , 
especially near the lower limit of  the catalogue* .  The insignificance of 
blending due to deliberate integration of separate responses is apparent from 
the small number of cases in which this process was performed for the catalogue 
sources .  For example , in the -20° catalogue only 13 sources out of 373  ( 3 . 5% )  
are blends of two separate responses . 
If a contaminating source is close enough to the test source to directly 
affect the fitting process then the above argument does not apply . However 
this is  simply the normal confusion error , which has been allowed for by the 
Monte Carlo tests , and occurs at a frequency appropriate to the number of 
actual beam areas per source , which is about 74 . Thus no undesirable effects 
have been introduced by the use of the resolution areas . 
Monte Carlo sources do not respond to the effects of random calibration 
errors ; hence it is possible that a separate count correction might be required 
to allow for them . Appendix 8 discusses the effects of such errors on the 
counts ; for errors with an rms value of  4% (Section 5 . 2c )  and assuming a source 
count slope of Y = 1 ,  the count correction is a negligible 0 . 08% . 
All the corrections or systematic effects discussed so far have been 
amenable to direct empirical analysis , without reference to any cosmological 
model .  '!'here are however a number of more fundamental aspects which should be 
considered in the . detailed comparison of experimental counts with predicted 
model counts . One example is the cataloguing of multiple sources .  The use 
of source counts is  based on the principle that members of a well defined 
population of obj ects (the radio sources ) can be recognised at widely differing 
flux densities . Although there is not a good correlation between flux density 
and distance , in practice this also means recognising the sources  at widely 
*Ideally the Monte Carlo sources would automatically allow for all such 
blending effects . However for technical reasons sources within the 
r�solution area of a Monte Carlo source were not integrated into it ; 
point source flux densities were always used for the Monte Carlo 
sources , which thus do not allow for this blending . 
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differing distances .  Sources with two or more physically associated regions 
of emission present the problem that because of the finite resolution of any 
telescope , they may be catalogued as one source when distant , but when nearby 
may be resolved and catalogued separately . This  has the effect of varying the 
definition of the population under study as a function of distance , and thus 
introducing an error into the interpretation of the counts . This  problem was 
mentioned by Mills ( 1961 ) , who suggested that multiple components should be 
counted as one source if they appeared to be physically associated . This was 
not possible in the deep surveys because there was no way to be sure whether 
given emission regions were associated or not , since the relatively high 
surface density of sources would produce a number of chance associations . 
Detailed and complete optical identifications could help , but were not avail­
able for these surveys . 
Even if sufficient information is not available to make this  decision 
for individual sources , it may still be possible to allow for the effect 
statistically . �'his is one of a number of effects which might be considered 
either as count corrections or as modifications to the theoretical model counts . 
In general we prefer to make a correction to the experimental counts for effects 
which are instrumental in origin , to facilitate the comparison of counts from 
different observatories . Although allowance for the effects of multiple sources 
does involve the instrumental resolution , it also involves the cosmological 
model ,  which is needed to predict the angular separations of the sources as a 
function of distance . Thus the case of multiple sources 9oes not fall clearly 
into either category . Although a thorough treatment of this problem remains 
to be made , Appendix 5 presents some information on the number of physically 
associated double sources .  It is most unlikely that the effects on the counts 
are as large as the statistical uncertainties , and thus they may be ignored 
without serious error . 
Variability of some sources at 408 MHz has been established by Hunstead 
( 1972c ) . While definite variations were published for only four sources , it 
is possible that a s ignificant fraction of sources may be variable , if only 
with a low amplitude . Until more information becomes available it will not be 
possible to attempt an apprqpriate count correction (or model alteration) .  
I f  the fractional variations had a normal distribution , the count correction 
would be similar to that due to random calibration errors {Appendix 8 ) . 
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CHAPTER 7 
AN ALL-SKY CATALOGUE OF STRONG SOURCES 
7 . 1  Introduction 
In making comparisons of experimental source counts with the predictions 
of theoretical models , it is of course desirable to have counts covering as 
great a range of flux densities as possible , in order to provide the maximum 
amount of information about the suitable models . The deep surveys which form 
the maj or part of this thesis were undertaken to extend the source counts to 
low flux densities ; the counts are given in the next Chapter .  Also in Chapter 
8 are the counts from the Molonglo Mel , 2 and 3 surveys , which cover the range 
0 . 3  - 10 Jy , and preliminary plotted counts from the ' l  Jy ' catalogue , over 
the range l - 10 Jy . Above about 10 Jy the accuracy of the number-flux density 
relation is limited by statistical uncertainties due to the small number of 
· available sources ,  even if  the whole sky is surveyed . The aim of  this Chapter 
is to reduce these uncertainties to a minimum by providing a catalogue which 
includes sources of 10 JY and over from the largest possible solid angle of  
sky . It covers both hemispheres ,  while maintaining a uniform flux density 
scale and the best possible accuracy for individual flux densities . Such a 
compilation of data covering the whole sky had not previously been published . 
It was of course necessary to use finding surveys . from both hemispheres 
to cover all declinations . Existing surveys covering a large solid angle of 
sky include : MSH (Mills et al . ,  1958 , 1960 , 1961 )  which covers the declination 
0 0 0 0 range +10 to -80 at 86 MHz ; 3CR (Bennett , 1962 ) which covers -5  to +90 at 
178 MHz ; and the Parkes catalogue (Bolton et al . ,  1964 ; Price and Milne , 1965 ; 
Day et al . ,  1966 ; Shirrunins et al . ,  1966 ; combined catalogue , Ekers 1969 )  which 
covers +20° to -90° at 408 MHz . Almost all 3CR sources have been reobserved 
with greater resolution and sensitivity at other frequencies (Kellermann , 
Pauliny-Toth and Williams , 1969 , hereafter referred to as KPW) , thus providing 
a more accurate version of the 3CR catalogue . In addition , the structures 
of 3CR sources have been investigated using aperture synthesis (Macdonald et 
al . ,  1968 ;  Mackay , 1 969 ) . Flux densities for a considerable number of the 
stronger sources in the Parkes catalogue were also available from observations 
at 408 MHz made with the Molonglo telescope . The present strong source 
catalogue makes use of all these programs of reobservation . 
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7 . 2  Selection of Sources 
(a )  Southern Region 
For the sky south of declination +20° , sources were initially selected 
from the combined Parkes catalogue (Ekers , 1969 ) but the initial flux densities 
were obtained on the scale used in the original zone surveys , by removing the 
scaling factors given by Ekers . Wyllie ( 1969b) has shown that this results in 
agreement with his scale , which is the flux density scale adopted in the 
present work . 
The completeness  of the Parkes catalogue decreases steadily below about 
4 Jy , but there is  no definite lower limit . However ,  the all-sky catalogue 
presented here is confined to sources stronger than 10 Jy , for which the Parkes 
catalogue is essentially complete . Nevertheless , in a number of cases the 
latter gives flux densities at 1410 and/or 2650 MHz but not at 408 MHz .  lJ.. 
list of about 30 such sources was compiled , which should not have excluded any 
sources stronger than 10 Jy at 408 MHz . Information about these sources at 
408 MHz was obtained from Hunstead ( 1972a) , sci1ilizzi and McAdam (1975 ) , and 
a short progran1 of observations at the Molonglo Observatory carried out by 
the author .  
These observations were made i n  October 1971 , with the fan beam o f  the 
East-West arm of the aerial . At this time only one East-West beam was available 
(the Centre beam) . Chart recording was used instead of digital techniques 
because accurate positions were not required . The fan beam had a half-power 
width of 4° . 3  in declination and l ' . 5  in right ascension (or 1 '  . 9  if a tapered 
apertur� grading was used ; both tapered and detapered beams were available 
simultaneously ) . Because the beam was much broader in declination than any of 
the sources to be studied , integrated flux densities of extended sources were 
easily obtained from the area under a total-power record . The background 
level under each source response was fitted by eye , and the area found by 
planimetry . Flux density calibration was performed by including with the 
record of each transit the response due to a noise diode calibration signal . 
In addition , fifteen calibration sources from the list compiled by Hunstead 
( 19 72a) were observed in the same session . They were unbroadened sources ,  
most having flux densities in the range 5-10 Jy . Clarke et al . ( 1969 ) found 
that the rms error for fan beam observations was 0 . 3  Jy , in which the main 
contribution was due to confusion . Comparison with the calibration sources 
showed that this value of rms error was achieved for sources which were not 
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significantly broadened . In addition , there was an rms calibration uncertainty 
of 5% . In the case of extended sources ,  variations in the background level 
under the response were more trouble�ome , and uncertainties ranging up to about 
20% in some cases were assigned by inspection of the scans . As expected , the 
" majority of sources observed in this session were weaker than 10 Jy ; only four 
were above this limit . 
7 . 2  {b) Northern Region 
In the declination zone north of +20° , the initial selection was taken 
from the source list of KPW, which includes all 3CR sources in the northern 
. region covered by this catalogue . Flux densities at \! = 178 , 750 and 1400 MHz 
were taken from the list , and second-degree (parabolic ) interpolation in the 
log S - log \! plane was used to give a flux density at 408 MHz , which was then 
increased by a scaling factor of 10% to bring· the result on to the Wyllie scale . 
The relatively narrow range of frequencies involved meant that parabolic 
fitting was quite accurate for most spectra . Inspection of a number of spectra 
over a wider frequency range suggested that a random interpolation error of 
±5% be adopted . The uncertainties in the three observed flux densities of 
each source , as given by KPW, were combined in the appropriate error propag-· 
ation formula (e . g . Bevington , 1969)  to give the equivalent uncertainty at 
408 MHz , which was combined in quadrature with the interpolation error . 
The above procedure resulted in a source list selected from the 3CR 
178 MHz survey , but with flux densities at 408 MHz . It was thus essential 
to consider whether this list was complete to the desired limit at 408 MHz . 
As the ·3CR survey is complete to 9 Jy at 178 MHz while the lower limit of 
the present catalogue at 408 MHz is 10 Jy , incompleteness could arise from 
sources of less than 9 Jy at 178 MHz but more than 10 Jy at 408 MHz , i . e .  only 
for inverted spectrum obj ects , which are rare in surveys made at low frequencies 
such as 178 or 408 MHz . The sources missed occupy a triangular region in the 
a - log s178 plane , where a is  the spectral index . To obtain an estimate of 
the density of sources in this region , a power-law distribution was assumed 
for the number-flux density relation at 178 MHz ,  and spectral data were obtained 
from the sample of all 306 extragalactic 3CR sources . The incompleteness 
naturally depended on the inverted spectrum tail of the spectral index distrib­
ution , where only 4 of the 306 sources occurred ; hence the statistical 
uncertainty was large . A simple numerical integration showed that the fraction 
missed was �% ± �% ,  and hence th� incompleteness incurred in the transfer from 
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1 78  to 408  MHz was negligible . 
7 . 3  Sky Coverage of the Catalogue · 
In common with all catalogues to be used for source counts , the all­
sky catalogue was intended to include only extragalactic obj ects ; hence it 
was necessary to exclude a certain region along the galactic plane , where 
optical obscuration makes it impossible to systematically identify and 
eliminate all galactic sources .  The few galactic sources well away from the 
plane were easily distinguished . The identification data for the 3CR sources 
given by KPW was used to find the variation in numbers of galactic , extra­
. galactic and unidentified sources as a function of galactic latitude . These 
statistics suggested b = ±10° as suitable exc:lusion limits . The 3CR catalogue 
itself has no excluded region along the galactic plane , hence these limits 
were easily adopted in the northern zone by omitting all sources with j b j  � 10° . 
The Parkes catalogue , however ,  does exclude parts of the galactic plane , 
including small areas having j b j  > 10° , as shown in Figure 1 of Ekers ( 1969 ) . 
It was thus not possible to obtain a uniform exclusion of only the region 
j b l  � 10° . The actual excluded region for the present work is shown on an 
equal areas plot in Figure 7 . 1 . It is bounded either by ! b i  = 10° or by the 
Parkes survey boundary , whichever is further from the galactic plane . The 
excluded regions for the Magellanic Clouds are the same as those given in the 
Parkes catalogue . The Clouds have been excluded primarily because they are 
believed to form a triple system with our ovm galaxy , and hence are not truly 
"extragalactic" in the sense required for source counts . It could of course b•� 
contended that this argument requires one to exclude members of the local group 
of galaxies ,  and so on . In this  work the exclusion has been extended only to 
the Magellanic Clouds . Fortunately , this problem has no significant effect 
whatever on the source counts . The Andromeda galaxy (M31 )  had to be excluded 
from the catalogue , because its flux density is very poorly determined . It 
was excluded from the 3CR catalogue because the emission covers some 10° x 6° . 
Figure 7 . 1  also shows the position of  each source in the catalogue . 
The solid angle covered by the catalogue was found to adequate accuracy using 
graphical methods , and is 10 . l  sr . This is 80% of the whole sky . 
7 . 4  Flux Densities 
The choice of flux density scale was discussed in Section 3 . Sa ,  with 
the conclusion that use of the Wyllie scale is well justified . 
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Figure 7 . 1  - Sky coverage of the strong source catalogue on an equal areas 
plot , with the position of each source marked and the excluded area indicated 
by shading .  
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The flux density of each source was taken from the single best 
measurement available , for reasons given later in this Section . Integrated 
flux densities were used where necessary . The various catalogues and observat­
ional programs used for obtaining flux densities were as follows : 
( 1 )  Hunstead (1972a) . Accurate peak flux densities of 43  sources were obtained 
from this catalogue . Only those sources with little or no detected 
extension were selected in order to avoid an underestimation of their flux 
densities . Confusion and noise errors are negligible , while the overall 
calibration error is taken as ±6% , a slightly pessimistic estimate . 
( 2 )  Wyllie ( 1969b) . Integrated flux densities of four moderately extended 
sources were obtained from these fan beam observations at Molonglo , other 
sources in Wyllie ' s  list being covered by ( 1 )  above . The confusion error 
is ±0 . 4  Jy and the calibration error is ±5% .  
( 3 )  Schilizzi and McAdam ( 1975 ) . Integrated flux densities of 21  extended 
sources were available from results obtained with the Molonglo telescope 
by Schilizzi .  The error in the measurements is ±6% .  
(4 )  Condon , Niell and Jauncey (1971 ) . This paper gives accurate relative 
flux density measurements at 318 and 606 MHz , made at Arecibo . Integrated 
flux densities were used where specified , and linear interpolation of the 
( logarithmic )  spectra was employed to give flux densities at 408 MHz , of 
which eight are included here . Measurements at 111 . 5  MHz were also given 
but these have greater uncertainties , while the narrow frequency range 
between 318 and 606 MHz allowed little error in linear interpolation . 
Co�parison with 18 sources observed at Molonglo showed that the flux 
density scale used had to be raised by 13% to agree with that of Wyllie . 
Flux density errors were carefully investigated by Condon et al . and both 
fixed (confusion and noise )  and proportional ( calibration) errors were 
given . These , in conjunction with the random interpolation error and 
uncertainty of the scaling factor , lead to a confusion and noise error 
of ±0 . l  Jy and total calibration error of  ±7%  at 408 MHz . Finally , these 
results were used only north of declination +10° to minimize errors due 
to observations at large zenith angles . 
( 5 )  Munro ( 197la , 197lb ,  1972 ) . Flux densities of  five sources were obtained 
from these observations of 4C sources at Molonglo . Only sources with no 
detected broadening were used . The error in the measurements is ±10% . 
{ 6 )  Cameron { 197la , 197lb ) . Integrated flux densities of s ix sources were 
obtained from these observations of bright galaxies made at Molonglo . 
The estimated uncertainties are ±10% . 
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( 7 )  Kellermann , Pauliny-Toth and Williams ( 1969 ) . Flux densities of  51  sources 
were obtained by interpolation and scaling from these observations . The 
0 full range of declinations north of  -05 was used (rather than north of 
+20° , where this catalogue provided the initial source selection) .  
( 8 )  Molonglo fan beam . Integrated flux densities of four of the sources 
listed in the Parkes catalogue as confused , uncertain , or without a flux 
density measurement at 408 MHz were obtained from the author ' s  observations 
at Molonglo (Section 7 . 2a ) . 
( 9 )  Parkes catalogue . Flux densities o f  1 8  sources were obtained from this 
catalogue . A comparison of Parkes flux densities and those of Hunstead 
( 1972a)  for 58 sources showed that the original Parkes scale was consis­
tent with the Wyllie scale , as noted in Section 7 . 2a above , and that the 
uncertainties in the Parkes measurements could be taken as ±1 . 5 Jy ±7% . 
Each source selected by the process described in Section 7 . 2  was 
allotted its flux density from the first catalogue of the above listing in 
which it appeared , i . e .  the above numbers ( l )  to ( 9 )  indicate the order in the 
hierarchy of catalogues . This order was generally based on the standard errors 
of the flux densities although , where appropriate , preference was given to high 
resolution observations . In addition , some of the catalo�ues were mutually 
exclusive owing to their restrictions on declina. tion or source extension . .  
This procedure naturally introduced some inhomogeneity to the flux 
densities as a clas s ,  yet it was impossible to eliminate all such effects for 
a catalogue covering all declinations and a wide range of angular sizes of 
sources .  The alternative procedure of using weighted mean flux densities was 
investigated,  but was found unworkable chiefly because of the marked bias in 
favour of low values which occurs when the standard errors are proportional 
to the measurement itself .  The broadness of the error classes . in  KPW presented 
a further difficulty . The homogeneity of the flux densities would in any case 
be scarcely improved by the use of weighted means . For these reasons the 
s ingle best  measurement of each flux density was used . 
In  some cases a source initially chosen from the Parkes or KPW 
catalogues as being above the 10 Jy limit would be below this  limit when 
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assigned its best flux density value . Such sources were of course omitted from 
the final catalogue , but to prevent any systematic error arising from this 
procedure , all the 11 correcting" catalogues were searched for sources strong-er 
than 10 Jy , which were listed as weaker than 10 Jy in the appropriate selection 
catalogue . Although the correcting catalogues are obviously not complete , 
selection of sources in them was not strongly dependent on flux density , and 
hence the above procedure is  allowable . Any residual uncertainties in the 
counts arising from this  effect are considerably less than the statistical 
uncertainties . 
While it may appear somewhat inhomogeneous ,  the final catalogue is in 
fact more suitable for number-flux density counts than the original 3CR or 
Parlces catalogues . This is simply because all replacements of flux densities 
have been by a n�re accurate value . Thus the corrected number-flux density 
relation should lie between the initial and true relations . 
7 . 5  · The Catalogue of Strong Sources 
The final catalogue of 160 strong radio sources is given in Table 7 . 1 . 
'l'he first column gives the Parkes-type designation of the source . For sources 
with declinations south of +27° , this was obtained from the Parkes catalogues 
(the zone +20° to +27° being covered by Shirnmins and Day , 1968 ) . North of 
this limit a Parkes-type number was simply constructed from the positions 
quoted here . For some highly extended northern sources this  number is 
somewhat arbitrary . 
The second column lists the number given to the source in the 3CR 
catalogue (Bennett , 1962 ) . 
The next quantities  given are the right ascension and declination and 
the reference for the position . The abbreviations used for the latter are 
given in Table 7 . 2 .  Positions were taken from a single preferred measurement , 
in approximately the hierarchy given in the leftmost column of  Table 7 . 2 .  It 
must be emphasized that the positions are included only for convenience and 
are not a homogeneous set . The catalogues of H ,  AG , and FM give accurate 
positions for point sources , which are here rounded to O . ls in right 
ascension and l"  arc in declination . The catalogues of  S and MC provide 408 
MHz centroids , and positions from M are also at 408 MHz . However , many of 
the positions given in the Parkes catalogues refer to 1410 MHz , and hence 
could differ from the 408 MHz centroid for extended sources .  For northern 
PKS TYPE 3CR 
NUMBER 
000 3 -00 2 
0023 - 26 
0034-01 15 
00 35 -02 17  
003 8+09 18 
003 9 -41+ 
0040+ 5 1  2 0  
0043 - 42 
0045-25  
0055 -01 29 
0101.�+ 32 31 
0105 -16 
OlOE/+13 33  
0114-21 
0117-15 
0123 -01 40 
0131-36 
01 33+20 47 
0134+3 2  4 8  
015 4+2 8 55  
0210+86 6 1 . l  
0213-13 . 2  
0218-02 6 3  
0219+42 6 6  
0 2 35 -'19 
0240-00 71 
0241- 5 1  
0245 - 5 5  
0252 -71 
025 5+05 75 
0 305+03 7 8  
0307+16 79 
0 31S+t�l 83 . l  
0316+41 84 
0 320-37  
TABLE 7 . 1  
THE CATALOGUE OF STRONG SOURCES 
POSITION( l950 . 0 )  
RA 
h m s 
00 0 3  49 . 0  
00 2 3  18 . 9  
00 3 1.i 30 . 6 
00 35 4 7 . 1  
00 3 8  14 . 6  
00 39 46 . 9  
00 40 19 . 7  
00 43 55 . 8  
00 45 06 . 1  
00 55 01 . 0  
0 1  04 42 
01 05 48 . 8  
01 0 6  15 
01 14 2 5 . 8  
01 17 59 . 8  
01 23 26 . 0  
01 31 43 . 2  
01 33 40 . 5  
01 3 4  49 . 9  
0 1  5 4  19 . 4  
02 10 45 
0 2  1 3  11 . 6  
02 18 21.  9 
0 2  19 . 8 
0 2  35 2 4 . 9  
. 02 40 0 7  . 1  
0 2  4 1  5 3 . 6  
0 2  45 2 9 . 3  
0 2  52  19 
0 2  5 5  04 . 9  
0 3  05 48 . 9  
0 3  0 7  11 . 5  
0 3  15 13 
03 16 2 9 . 7 
0 3  20 4 8  
DEC . 
0 I II -00 21 10 
-26 18 5 2  
-01 25 4 5  
- 0 2  24 0 8  
+09 L�6 56  
-44 30 2 9  
+ 5 1  47 0 7  
-42 2 1+ 06 
-25 33 34 
-01 39  35 
+32  0 7  36  
-16 20 ·21  
·1-13 04 2 7  
. -21 0 7  52  
-15 35 5 7  
-01 35 47 
- 36 44 29 
+ 20 42 10 
+ 32 5 4  21 
+2 8 37  04  
+ 86 05 0 7 
- 13 13 2 4  
- 0 2  10 3 4  
+42 47 
-19 45 29 
-00 13 31 
-51 22 3 4  
- 5 5  5 4  0 7  
- 71 17 . 2  
+05 50 41 
+0 3 55  1 8  
-1·16 54 3 8  
+ 4 1  40 0 7  
+ 4 1  19 5 2  
- 3 7  2 3  09  
POS . 8 40 8 RE F . ( Jy )  
AG 10 . 0  
H 16 . 5  
H 10 . 7  
H 15 . 7  
FM 13 . 2  
H 10 . 1  
AG 2 7 . 8  
PK 21 . 0  
MC 16 . 2  
PK 11 . 6  
Cl 12 . 3  
H 12 . 0  
Cl 32 . 2  
H 10 . 6  
H 13 . 8  
s 18 . 9 
s 17 . 2  
Cl 13 . 7  
AG 39 . 6  
AG 10 . 4  
Cl 19 . 6  
H 11 . 9  
H 11 . 8  
Cl 2 3 . 7  
H 13 . 0  
H 11 . 8  
s 11 . 2  
PK 12 . 2  
PK 14 . l  
PK 15 . 5  
AG 13 . 9  . M4 16 . 8 
Cl 19 . 4  
AG 36 . 7 
MC 259  
8 1.�0 8  68 408 NOTES 
RE F . ( % )  
M 11 
H 6 
H 6 
H 6 
M 11 
H 6 
K 8 
PK 10 
MC 10 1 
K 8 
K 8 2 
w 6 
A 7 2 
H 6 
H 6 
s 10 
s 7 
A 7 2 
K 8 
K 8 
K 8 3 
PK J.lJ. 
H 6 
K 8 4 
H 6 
H 6 
s · 7  
PK 14 
PK 12 
K 8 
K 8 
M 11 
K 8 2 
K a 5 
MC 10 6 
P08ITION { l950 . 0 )  
PK8 TYPE 3CR RA DEC . POS . 840 8 840 8 68408 NOTES NUMBER RE F . ( Jy )  REF . ( % )  
h m s 0 I Ii 
0 32 5+02 8 8  0 3  25  1 8 . 9  +02 2 3  2 3  s 11 . 2  s 7 
0 331-01 89 0 3  31 42 . 6  -01 21 29 AG 10 . 9  M 11 
03'+9-llj. 0 3  49 09 . 7  -14 3 8  18 PK 11 . 5  PK 15 
0 349 - 2 7  0 3  4 9  31 . 9 - 2 7  5 3  2 4  s 13 . 7:  s 7 
0350-07 0 3  .50 05 . 3  -07 19 48 H 10 . 0  H 6 
0 356+10 9 8  0 3  56  11 +10 17 17 C2 2 7 . 9  A 7 2 
0404+03 105 04 OlJ. 44 . 3  +03 33  19 s 12 . 7  s 7 
040 8-65  04 0 7  5 8 . 1  - 6 5  52  49 H 50 . 8  H 6 
0410 - 75 04 09 5 8 . 9  - 75 14 5 7  H 38 . l  H 6 
0410+11 109 04 10 55 . 1  +11 04 in AG 11 . 9  K 8 
0420-62 04 20 19 . 0  -62 30 41 H 10 . 7 H 6 
0427-5 3  0 4  2 7  4.9 . 9 - 5 3  56  11 s 13 . 0  s 7 
0433+29  1 2 3  0 4  33  5 5 . 4  +29  34 13 AG 121 . 2  K 8 
0 442 - 2 8 0 4  42 36 . 7 - 2 8  15 12 PK 22 . 0  PK 10 
0453-20 04 5 3  14 . 1  - 20 38 56 H 10 . 9  H 6 
0518+16 13 8 05 18 16 . 7 +16 35 27 H 17 . 3  H 6 
0518-45 0 5  18 . 20 . 8  -45 49 31 s 135· s 7 7 
0521-36 : 05  2 1  12 . 9  - 36 30 17  H 37 . 6  H 6 
052 8+06 142 . 1  05  2 8  48 . 0  +06 28 16 FM 12 . 6  M 10 
06 3lJ.-20 06 3 lj. 24  -20 34 12 s 22 . '7. s 15 
0651+54 1 71 06 51 10 . 9  + 5 4  12 so AG 10 . 3 K 8 
0 802+24 192 0 8  02 3 11- +24  18  50  C2  13 . l  K 8 3 
0 806-10 0 8  06 29 . 9  -10 19 10 H 11 . 6  w 6 
0 809+48 196 08 09 5 9 . 4  +48  22 08  AG 40 . 2  K 8 
0 8 34-19 08 34 5 5 . 9  -19 41 2 2  H 10 . 4  H 6 
0 842- 75 0 8  42 10 . 7  -75 29 36 H 12 . 7  H 6 
0 85 9 - 2 5  0 8  59  36 . 3  -25  43  29  H 17 . 6  H 6 
0906+43 2 16 0 9  06 17 . 6  . +43  06 oo AG 11 . 5  K 8 
0 915 - 11 0 9  1 5  41 . 3  -11 5 3  0 5  PK 132 . 0  PK 7 8 
0917+45 2 19 0 9  17 50 +45 5 1  4 8  C l  2 4 . 3  K 8 2 
09 3 1+ 8 3  220 . 3  09 31 11. 6  + 8 3  2 8  5 4  FM 10 . 5  K 13 
0939+14 . 2}225  0939+14 . 0  0 9  39  30 . 6  +14 01 2 4  s 11 . 1.  s 7 
0945+07 2 2 7  0 9  45  0 8 , lJ. +07 39 2 2  M4  20 . l  K 8 
0949+00 230 09 49 2 5 . 3  +00 12 35 AG 11 . 8  FB 12 
PKS TYPE 3CR 
NUMBER 
0 9 5 1+69 2 31 
095 8+29 2 3 4  
100 5+0 7 2 3 7  
101 8-42 
1030+ 5 8  2 44 . l  
1136- 1 3  
lllt0+ 22 2 6 3 . 1  
1142+19 2 6 4  
115 1-34 
115 7 + 7 3  2 6 8 . 1  
12 15- 45 
12 16 + 06 2 70 
1222+13 2 72 . l  
12 26+02 2 73 
122 8+ 12 2 74 
12 39-Qlj. 2 75 
1245 - 4 1  
12�2- 12 
12 5 3-05 
125 4+ 4 7  2 80 
130 2 - 49 
130 9 - 2 2  
1318-43 
1322 - 42 
132 8+25 2 87 
132 8+30 2 86 
1 3 3 2 - 3 3  
1 3 3 3- 3 3  
133 4- 3 3  
1 3 3 6 + 3 9  2 88 
1350+ 3 1  2 9 3  
135 5- 41 
140 9 + 5 2  2 9 5  
1416+06 2 9 8  
1420+19 300 
POSITION ( l9 50 . 0 )  
RA 
09 h5 1  m4 3 �0 
09 5 8  5 7 . 1  
10 0 5  2 2 . 0  
10 1 7  5 6 . 2  
10 30 19 . 4  
11 36 3 8 . 5  
11 40 49 . 2  
11 42 3 1 . 0  
11 5 1  49 . 3  
11 5 7  45 . 5  
12 15 2 7 . 3  
12 16 50 . 1  
12 2 2  3 1 . 5  
12 26 3 2 . 6  
12 2 8  18 . 3  
12 39 44 . 8  
12 46 0 3 . 1  
12 52 00 . 1  
12 5 3  3 5 . 7  
12 5 l} 41 . 4  
13 02 3 3 . l  
13 0 8  5 7 . 5  
13 1 8  16 . 3  
13 2 2  2 4  
1 3  2 8  16 . 2  
13 2 8  49 . 7 
13 32 5 2 . 7  
13 33 43 . 3  
13 34 45 . l  
13 36 3 8 . 2  
1 3  5 0  02 . 9  
13 55 56 . 8  
14 09 3 3 . 3  
14 16 3 8 . 8  
llt 20 40 . g 
DEC . 
o I II 
+ 6 9  5 4  5 9  
+ 2 9  0 1  3 7  
+0 7 44 5 8  
- 4 2  36 2 2  
+ 5 8  30 16 
- 13 3 1+ 0 7  
+ 2 2  2 3  3 7  
+19 5 3  2 8  
- 3 4  48 4 9  
+ 7 3  1 7  2 8  
-45 43 4 8  
+06 06 09 
+13 09 46 
+02 19 3 5  
+12 39 49 
-04 29 5 5  
- L�l 0 2  2 2  
- 12 17 0 7  
-05 31 06 
+ 4 7  3 6  3 3  
-49 11 5 3  
-2 2  0 0  42 
-43 2 6  1 8  
- 42 45 . 0  
+ 2 5  2 4  3 7  
+ 30 45 5 9  
- 3 3  3 7  2 3  
- 3 3  42 4 1  
- 3 3  5 3  5 5  
+ 39 06 2 7  
+ 31 41 4 3  
-41 3 8  17 
+ 5 2  2 6  13 
+06 42 19 
+19 49 09 
POS . 84o a 8408 
t'lS40 8 NOTES RE F . (Jy ) RE F .  ( % )  
FM 13 . 3  K 8 
AG 17 . 9  K 8 
H 16 . 6  H 6 
H 12 . 4  H 6 
AG 11 . 8  K 8 
H , 11 . 2  H 6 
FM 10 . 3  K 8 
AG 15 . 7  A 7 
H 10 . 7 H 6 
FM 15 . 0  K 8 
H 10 . 0  H 6 
PK 35 . 3  MC 10 l 
Cl 13 . 2  A 7 
H 6 3 . 0  H 6 
Cl 5 19 M C  10 9 
H 10 . 3  H 6 
MC 12 . 0  MC 10 1 
PK 17 . 6  PK 11 
H 1 4 . 3  H 6 
AG 13 . 4  K 8 
MC 12 . 6  MC 10 1 
H 2 1 . 2  H 6 
s 10 . 0  s 7 
PK 2 740 PK 2 0  10 
AG 13 . 2  K 8 
AG 2 3 . 8  K 8 
n 30 . 8  s 7 
AG 10 . 6  K 8 
AG 10 . 5  K 8 
H 12 . 9  w 6 
AG 5 7 . 4  K 8 
H 2 5 . 7  H 6 
AG 10 . 3  A 7 
POSITION ( l9 5 0 . 0 )  
PKS TYPE 3CR RA DEC . POS . s4o 8 5408 li S40 8 N OTES 
NUMBER REF .  ( Jy )  REF . ( % )  
1421-49 14 21 14 -49 01 . 4  PK 12 . 7  FB 6 
lll-51-36 14 51 2 2 . 4  - 3 6  2 7  5 6  PK 11 . 5 PK 15 
11+5 8+71 309 . l  14 5 8  5 7 . 0  + 71 5 2  10 FM 16 . 6  K 8 
1502+ 2 6  310 15 0 2  49 + 2 6  11 15 C2 30 . 4  K 8 4 
1 5 0 8+ 0 8  3 13 15 0 8  3 3  +0 8 0 3  15 Cl 11 . 8  K 8 2 
15 11+26 3 15 15 11 30 . 9  +26 18 35 AG 11 . 9  A 7 
15 14+0 7 3 1 7  15 14 1 7 . l  +07 12 16 H ' 2 4 .  9 H 6 
15 4 7- 79 15 47 39 . 2 - 7 9  3 1  1{2 H 10 . 4  H 6 
15 5 3+ 20 3 2 6 . 1  15 5 3  5 7 . 4  +20 13 00 FM 10 . 8 K 9 
1559+02 3 2 7  15 5 9  5 8 . 6 +02 06 2i+ s 2 5 . 0  s 7 
1602+01 3 2 7 . l  16 0 2  12 . 9  +01 2 6  0 2  FM 13 . 8  K 8 
16097· 6 6  3 30 16 09 14 +66 04 2 2  Cl 17 . 2  K 8 2 
16 2 6 f 39 3 3 8  16 2 6  5 5 . 8  + 3 9  39 34 AG 2 1 . 2  K 8 
163 4+ 6 2  343 16 3 4  Ol . t+ + 6 2  51 4 3  F M  11 . 2  K 8 
16 3 7- 77 16 3 7  02 . 9  - 77 09 5 7  PK 13 . 5  P K  13 
16 3 7 + 6 2  3 43 . 1  16 3 7  5 5 . l  +6 2 40 3 4  FM 11 . 8  K 8 
16 4 8+05 3 4 8  16 48 ttQ . 8 +05 04 3 6  PK 169 . 5  K 8 11 
1717-00 3 5 3  17 17 5 6 . 6  -00 5 5  49 M 2  142 . 8  K 8 
173,3 - 5 6  17 3 3  2 3  - 5 6  3 2  0 4  s 20 . 2  s 7 
175'4-59 1 7  5 4  3 8 . l  - 5 9  46 45 H 12 . 4  H 6 
1814-5 1  1 8  lL+ 0 7 . 8  - 5 1  5 9  2 2  H 1 3 . 6  H 6 12 
1814'- 6 3  18 14 4 6  . 1  ·-6 3  47 01 H 34 . 7  H 6 
1817 - 6 it 1 8  17 2 7  - 6 4  00 . 9  PK 10 . 5  FB 6 
182 7-36 18 2 7  3 7 . 0  -36 04 45 H 2 5 . 8  H 6 
182 8+48 3 80 1 8  2 8  13 . 6  + 4 8  42 4 4  AG 3 6 . 7  K a 1 3  
1833+32 3 82 ' 18 3 3  12 + 3 2  39 16 Cl 11 . 8  A 7 4 
1 8 39 - 4 8  1 8  3 9  2 6 . 7  - 4 8  3 9  4 3  P K  12 . 0  PK 14 
1842 + 45 3 8 8  1 8  42 3 4 . 6  +45 30 2 8  AG 16 . 2  K 8 
1 8 45+ 79 3 90 . 3  1 8  45 3 3  + 79 4 3  21 Cl 2 7 . 8  K 8 2 
1859 - 2 3  1 8  5 9  47 . 4  - 2 3  3 4  1 8  P K  11 . 7 PK 15 
193 2 -46 19 3 2  18 . 9  -46 2 7  2 4  H 36 . a  H 6 12 
1 9 3 8-15 19 3 8  2 4 . 6  -15 31 3 5  FM 15 . 2  FB 6 
193 9+60 401 19 39 3 8 . 8 +60 34 3 3  AG 1 3 . 4  K a 
1949+02 403 19 49 LP� . l  +02 2 2  42 H 15 . 6  w 6 
195 4- 5 5  19 54 19 . 7  - 5 5  17 40 PK 14 . 8  P K · 12 
P KS TYPE 
NUMBER 
2006- 5 6  
2 0 3 2 - 3 5  
2041- 6 0  
205 8- 2 8  
2 10 l�-2 5  
2 10 4+ 76 
2 12 1+ 2 4  
2 13 5 - 14 
2 140-- 43 
2 1L�l- 81 
2 15 2- 6 9  
2 1 5 3+ 3 7  
2 2 11- 1 7  
2 2 12+13 
2 2 2 1-02 
2 22 3-05 
2 2 43+39 
2250-41 
2 2 5 1+15 
2 3 13+03 
2 3 3 1- 41 
2 3 35+26 
2 3 5 6 - 6 1  
3CR 
42 7 . l  
433 
438 
442 
445 
45 2 
45 4 .  3 
459 
46 5 
RA 
h m s 20 06 2 2 . 9  
20 3 2  3 7 . 2  
20 41 18 . 0  
2 0  5 8  39 . 5  
2 1 04 2 6 . 5  
2 1  04 45 ."9 
21 21 30 . 7 
2 1  3 5  00 . 6  
2 1  40 2 3 . 9  
2 1  40 41 . 9 
2 1  5 3  02 . 3  
2 1  5 3  45 . 5  
2 2  11 42 . 5  
22 12 19 . 4  
22 2 1  15 . 5  
2 2  2 3  11 . 0  
2 2  L�3 32 
2 2  5 0  12 . 3  
22 51 2 9 . 6  
2 3  14 02 . 4  
2 3  31 45 . 4  
2 3  36 
23 5 6  2 4 . 6  
DEC . 
0 // 
- 5 6  35 5 6  
- 3 5  04 30 
-60 29 5 6  
- 2 8  13 15 
- 2 5 39 02 
+ 7 6  2 1  05 
+ 2 4  5 1 2 3  
-14 46 2 7  
- l�3 2 6  32 
- 81 46 . 6  
- 6 9  5 5  1 7  
+ 37 46 l!� 
- 17 16 3 4  
+ 1 3  35 50 
-02 21 16 
-05 12 19 
+ 3 9  2 5  3 0  
- 4 1  13 44 
+15 52 56 
+03 48 5 7  
- 4 1  42 0 3  
+ 2 6  45 
-61 11 26 . 
POS . 
RE F .  
s 
H 
H 
s 
s 
FX 
AG 
PK 
PK 
PK 
s 
AG 
H 
s 
s 
H 
Cl 
H 
H 
H 
H 
Cl 
s 
840 8 . 
( Jy )  
10 . 7  
16 . l  
11 . 0  
15 . 3 
2 8 . l  
13 . 6  
3 5 . 3  
10 . 0  
10 . 0  
10 . 0  
6 7 . 6  
2 5 . 4  
3 1 . 3  
10 . l  
18 . 9  
12 . 8  
3 3 . 6  
13 . 9  
12 . 5  
16 . 3  
15 . 3  
2 3 . 8  
6 1 . 2  
s 
H 
H 
s 
s 
K 
K 
PK 
PK 
PK 
s 
K 
PK 
s 
s 
H 
K 
H 
H 
H 
H 
K 
s 
tis408 N OTES 
{ % )  
10 
6 12 
6 
7 
7 
8 
8 
1 7  
1 7  
1 7  
7 
8 
8 
7 
7 
6 12 
8 3 
6 
6 12 
6 
6 
8 
7 
TABLE 7 . 1 :  NOTES ON PART ICULAR SOURCES 
1 .  Cameron ( 19 7 la ) .  
2 .  Mean posit ion of double s ource . 
3 .  Mean posit ion of complex s ource . 
4 .  Approximate mean pos it ion of comp le x  s ource . 
5 .  S ource variable at 7 5 0  and 1400 MHz ; epoch 1 9 6 7 . 0 .  
6 .  C ameron ( 19 7 lb ) .  
7 .  P ictor A .  
8 .  Hydra A .  
Virgo A ;  C ameron ( 19 7 lb ) . 9 .  
10 . Centaurus A ;  flux dens ity from C ooper , Price and Cole 
( 19 6 5 ) ,  arb itrary standard error . 
1 1 . Hercules A .  
12 . Source may be variable at 4 0 8  MHz ( Hunste acl , 1 9 7 2 c ) ;  
epoch 196 9 . 5 .  
. 1 3 . Source variable at 1400 MHz ; epoch 1 9 6 7 . 0 .  
POS . 
REF . 
H 
AG 
FM 
s 
Ml 
M2 
M4 
PK 
Cl 
C2 
MC 
TABLE 7 . 2  
Abbreviations for Position and Flux Density 
References ;  and Hierarchy for Positions . 
REFEREN<;:'.E 
H Hunstead ( 1972a) 
Adgie and Gent ( 1966 ) 
Fomalont and Moffet ( 1971 )  
s Schilizzi and McAdam ( 1975 )  
l I Munro ( 1971a )  ' J M Munro (197lb )  l Munro ( 1972 ) 
PK Parkes : Bolton , Gardner and Mackey ( 1964 ) 
Price and Milne ( 1965 ) 
I 
Day et al . ( 1966)  
Shinunins et al . ( 1966 ) · 
Cambridge : Macdonald , Kenderdine and Neville 
Mackay ( 1969 ) 
I MC Cameron ( 197la ,b )  
w I Wyllie ( 1969b) A Arecibo : Condon , Niell and Jauncey (1971 )  
K Kellermann , Pauliny-Toth and Williams ( 1969 ) 
FB Molonglo fan beam (Section 7 .  2a)  
' 
l I 
( 1968) 
I 
I I 
I 
I 
__J 
81 
sources of considerable angular extent , the approximate centroid of the 
emission was found from the maps given in references Cl and C2 , and these 
should be consulted if more detailed_ information is required . Where positions 
are approximate , they are given to lower precision in the table . 
The next two columns give the flux density of the source , and the 
reference from which it was obtained . Abbreviations for the latter are also 
given in Table 7 . 2 .  
The next column gives the percentage standard error in the flux 
density .  
'fhe final column gives reference numbers to notes at the end of  Table 
7 . 1 . 
7 . 6  Discussion of Instrumental Effects 
(a )  Accuracy of Flux Densities 
We now consider whether there are any significant count corrections 
due to random calibration errors , noise , confusion , or source extensions . Such 
problems are minimal in this  catalogue , due mainly to the high flux densities 
involved and the relatively large statistical uncertainties which render 
precise corrections futile . Both the Parkes and 3CR surveys were employed 
for selection of sources at flux densities well above their lower limits , thus 
considerably increasing their relative accuracy . In particular , this  results 
in a very large number of beam areas per source , thus minimising confusion 
effects . For the final composite catalogue , which contains results from 
observations with widely differing resolutions , the concept of beam areas per 
source is somewhat less useful but the effective value obviously lies between 
the extremes of about 400 for the Parkes beamwidth and about 10 5 for the 
Molonglo pencil beam , and indicates that blending and obscuration are negligible 
for these sources . There will still be small errors in some flux densities 
due to confusion , but these can be adequately described by a Gaussian distrib­
ution of errors . The restriction to strong sources well above the lower limit 
of the surveys also means that noise errors are small , and the ratio of flux 
density to total error is better than 10 : 1  for almost all sources .  
I t  is necessary to distinguish here between the two categories of 
errors in flux density : those that are fixed ( for a given instrument) ,  such 
as noise or confusion , and the calibration errors that are proportional to 
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flux density . The effects of fixed errors which can be described by a Gaussian 
distribution are dealt with by MCJ . Such errors cause a systematic overestim­
ation of counts which is more pronounced at low flux densities ; hence there is 
a concomitant steepening of the log N - log S curve . The effect of errors 
proportional to flux density is to cause a constant fractional overestimation 
of the counts for any flux density range , with no change in the slope of the 
source count curve . This result , and the quantitative values of the overestim­
ation , are derived in Appendix 8 .  I t  i s  also shown there that the effects of 
proportional errors are considerably less than those of fixed errors of the 
same signal to noise ratio . This is of considerable importance for the present 
.strong source catalogue , for which the bulk of the errors are of proportional 
type . When both types of error are present , the net overestimation factor is 
equal to the product of the separate factors , because the two errors for any 
one source are independent and the overestimation due to proportional errors 
is independent of flux density . 
For the composite catalogue presented in this Chapter the errors 
proportional to flux density are predominant , and have an effective (rms ) value 
close to 9% . A detailed analysis  of the source by source distribution of errors 
has not been undertaken . Instead it will suffice to find an upper limit to 
the effects of the errors by taking a pessimistic estimate of ±10% ±1  Jy for 
each source . The overestimation due to the fixed error is given in Table 2 
of MCJ , as a function of the signal to noise ratio and the slope y of the 
integral source counts . The counts are given in the next Chapter ;  they are 
not very well fitted by a power law in this region , but values of 1 . 5  to 1 . 8  
for Y will illustrate the range of possible corrections . At 10 Jy the total 
differential count overestimation is 5 . 7% ( or 7 . 3% )  if Y is 1 . 5  (or 1 . 8 ) . 
Even for the lowest flux density interval used in the counts ( 10 . 0  - 14 . l  Jy) 
the actual figure would be substantially less because the finite width of the 
interval takes in sources of higher signal to noise ratio , for which the over­
estimation is considerably less . In addition , most sources have a fixed error 
considerably less than 1 Jy . The statistical uncertainty for the count in 
this interval is 11% ; thus the errors can safely be ignored . 
7 . 6  (b)  Effects of Source Extensions 
Errors in the catalogue due to resolution of sources should be negligible 
because the two surveys used for selection were both carried out with quite 
83 
low resolution , and only objects of  very low surface brightness could have been 
missed . For the weaker sources  in the catalogues , the approximate upper limits 
for angular size are 2 0 ' arc for Parkes , while the 3CR survey employed a rising 
flux density limit from about 1 0 ' arc to 1° , with complete cutoff beyond 1° 
( see Fig . l  of Bennett , 1962 ) . As a check on completeness for extended sources , 
the MSH catalogue was searched for sources stronger than 7 0  Jy at 86 MHz , and 
which did not appear in the Parkes catalogue . Only 7 were found from a total 
of  103 ,  and each of these was classified in MSH either as doubtful or with an 
integrated flux density considerably greater than its peak flux density and so 
was probably a background variation . Additional information was obtained from 
the high frequency observations in one of the Parkes surveys (Bolton et al . ,  
196 4 )  where only 2 0  out of 2 9 7  sources were noted as broadened and hence had 
angular sizes greater than about 3 '  arc at 2650 MHz . Allowing for the expected 
steep decrease in numbers with increasing size , this again supports the view 
that only one or two sources are likely to have been missed . 
No problems due to source extensions arise in the use of the correcting 
catalogues since these fall into one of the following categories .  Low 
resolution : K ,  PK; integrated flux densities : S ,  W ,  A ,  MC , FB ; and selected 
point sources :  H ,  M (using the abbreviations defined in Table 7 . 2 ) . 
Lastly , the possibility of errors in counting double or multiple sources 
remains . Again , the wide beams of 3CR and Parkes mean that almost all 
associated doubles have in fact been catalogued as one source .  Bridle et al . 
( 19 72 ) find that even with a narrower beam than Parkes , only about 4 true 
doubles in 330 strong sources have been catalogued as two obj ects , and hence 
this  error is again negligible compared with s tatistical errors . The case of 
two unrelated sou�ces being catalogued as one is an aspect of confusion , and 
has been dealt with above . 
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CHAPTER 8 
MOLONGLO NUMBER-·FLUX DENSITY COUNTS 
As mentioned in the previous Chapter ,  it is desirable to have source 
counts covering as wide a range of flux densities as possible . This  Chapter 
presents the counts from the deep surveys , the MCl , 2  and 3 catalogues and 
the all-sky catalogue of strong sources .  Together ,  these works cover 
flux densities from 0 . 084 Jy to over 40  Jy . Preliminary counts from the ' l  Jy ' 
catalogue are also included , on the graph of source counts . A comparison of 
the deep survey counts with those from the Cambridge and Bologna surveys is 
given , a s  well as a preliminary discussion of the form of the counts . The 
fitting of theoretical model counts to the observed data will be dealt with · 
in the next Chapter . 
8 . 1  Counts from the Deep Surveys 
Table 8 . 1  gives the counts for all the work described in this Chapte r , 
except the ' l  Jy ' catalogue . The first three groups of the table list the 
results for the deep surveys . The solid angle (f.l) covered is shown for each 
group . Coluwn 1 gives .s . ,  the logarithmic centre of the flux density range . 1. 
Column 2 gives the actual number of sources catalogued in the appropriate 
interval . Colu.'lln 3 gives tne factor x .  /y . ,  which , in the case of the deep J. J. 
surveys , was derived in Chapter 6 .  Where no value is given , the correction 
is not significant . Where an asterisk is  given , the correction is discussed 
in the text below . Column 4 gives the corrected number of sources per 
steradian , while Column 5 gives t.N/6N0 , the ratio of the corrected count to 
the count expected in a static Euclidean model ,  ih which P (S )  dS = K s - 2 · 5 dS . 
The normalisation for the latter was K = 1354 sources sr- 1 ( for s given in Jy) 
as in Mills , Davies and Robertson (1973 , hereafter referred to as MDR) . The 
Olh - 06h and 13h - 17h sections at -20° showed s imilar source count curves 
and almost identical total source densities , so they have been combined in 
Table 8 . 1 .  The corrected counts 6N/t.N0 for the two deep survey zones are 
graphed in Figure 8 . 1 .  
At this stage it is worth mentioning some points about this method of 
plotting counts . Firstly , as mentioned in Section 6 . la ,  it is very important 
that differential counts be used . It is convenient to use logarithmic flux 
(a) 
Deep Survey 
0 -62 zone 
Q = 5 . 51x10- 3sr . 
( b )  
Deep Survey 
0 -20 zone 
Q = 0 . 0201 sr . 
( c )  
Amalgamated . 
Deep Surveys 
Q = 0 . 0256 sr .  
(d) 
MCI catalogue 
corrected 
n = 0 . 160 sr .  
(e ) 
MCI , 2 and 3 
catalogues 
n = 0 . 400 sr .  
( f )  
Strong Source 
catalogue 
n = 10 . 1  sr.  
TABLE 8 . 1  
Source Counts 
(See text for explanation of symbols)  
( 1 )  
s .  (Jy ) 1 
0 . 092 
0 . 119 
0 . 168 
0 . 2 38 
0 . 337 
0 . 476 
0 . 673  
0 . 096 
0 . 125 
0 . 176 
0 . 249 
0 . 352  
0 . 498 
0 . 704 
0 . 096 
0 . 125 
0 . 176 
0 . 249 
0 . 352 
0 . 49 8  
0 . 7 04 
0 . 372 
0 . 526 
0 . 743  
1 . 051 
1 . 487 
2 . 102 
2 . 9 7 3  
4 . 205  
5 . 946 
8 . 409 
1 1 . 89  
16 . 80 
2 3 . 75 
3 3 . 64 
All s >40 . 0  
(2 } 
llN b . o s , 1  
12 
26 
16 
20 
8 
6 
6 
59  
96 
75  
57  
37  
21 
21  
71  
122 
91 
77 
45 
27  
27 
244 
186 
155 
72 
5 3  
88 
43  
20  
13 
9 
84 
2 8  
2 0  
14 
14 
( 3 )  
0 . 95 
0 . 94 
0 . 95 
0 . 99 
0 . 94 
0 . 93 
0 . 94 
0 . 97 
* 
* 
* 
* 
1 . 08 
1 . 16 
1 . 14 
1 . 12 
1 . 11 
* 
* 
* 
* 
* 
( 4 )  
llN . corr, 1  
Q 
2302 
5044 
3046 
3666 
1452 
1089 
1089 
3 10 2  
5100 
3959 
2909 
1837 
1043 
1043 
2911 
5048 
3739  
3045 
1745 
1042 
1038 
1457 
1028 
848 
401 
298  
215 
104 
4 8  
3 1  
2 1  
( 5 )  
AN . corr , 1  
llN0 
0 . 27 2  
0 . 436 
0 . 443 
0 . 897 
0 . 59 7  
0 . 753 
1 . 268 
0 . 391 
0 . 473 
0 . 616 
0 . 762 
0 . 809 
0 .  772 
1 . 298 
0 . 367 
0 . 468 
0 . 582 
0 . 797  
0 . 768 
0 . 771  
1 . 292 
0 . 696 
0 . 826 
1 . 145 
0 . 912 
1 . 140 
1 . 380 
1 . 124 
0 . 876 
0 . 956 
1 . 104 
8 . 3  0 . 719  
2 . 8  0 . 403 
2 . 0 0 . 484 
1 . 4  0 . 570 
( "Equivalent 0 .  389 
Point" )  
0 · 3 
0 · 03 
• -20° D E E P  S U R V E V  
A - 6 2° D E E P  S U R V E  V 
0 · 1 0 · 3 1 · 0  
S ( J y ) 
Figure 8 . 1  - Differential counts for the two deep survey 
zones . The ratio of the corrected count to that expected 
in a static Euclidean universe is plotted . 
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density intervals ,  thus giving equally spaced points on the log S axis . The 
number of weak sources in any interval �S is much greater than the number of  
strong sources in  an  interval of the same width - the use of  logarithmic 
intervals reduces this disparity somewhat , and so maintains more nearly 
constant statistical uncertainties for the points . Finally , the normalisation 
of the corrected count by that expected in a static Euclidean model is of 
great assistance to visual appreciation of the counts . In graphs without this 
normalisation , the changes in form with flux density are overshadowed by the 
general trend for the numbers to increase with decreasing flux density (e . g .  
Gower ,  1966 ) . Gower used integral counts ; the effect would be even more 
pronounced for differential counts , which are steeper . (For an integral slope 
of Y ,  the differential slope is Y+l ) . Although the static Euclidean model is 
of no special significance at other than very high flux densities , it 
effectively removes the maj or part of the trend in the counts , leaving the 
details for examination . This  is more important for plots over a wide flux 
density range , such as Figure 8 . 3 .  
The intervals of flux density in the Table and Figures correspond to 
a ratio  of /2 , except for the lowest intervals  for the deep surveys , for which 
in both cases the ratio is 2� . Although the lower limit of both catalogues 
is at or above five times the rms error , the source counts in these lowest 
intervals are regarded as tentative , for safety . Figure 8 . 1  shows that these 
points clearly continue the trend of the counts in the range 0 . 1 - 0 . 7  Jy , 
showing ( as expected) that there is no significant incompleteness near the 
lower limits of these catalogues . The counts from the two deep surveys show 
good agreement ; thus it was possible to amalgamate them in order to present 
the results as clearly as possible . This was done by using each point of the 
-62° count to predict a count at the abscissa of the nearby -20° point . It 
was necessary to assume a value for the source count slope between each pair 
of points , but the difference in flux densities between them was so small that 
no significant uncertainties were introduced .  The composite counts were then 
found , and are given in group { c )  of Table 8 . 1 .  The values of AN b . given o s , i  0 0 in this  case are simply the sum of the values at -62 and -20 , and are 
relevant only for finding the statistical uncertainties . The values of AN/AN 0 
have been calculated from the appropriate weighted combination of the individual 
{corrected) terms , and the values of L'iN ·. ;n have in turn been found from corr , 1  
AN/AN • No figures need be given for x . /y . in this case . 0 J_ J_ 
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The counts for the amalgamated deep surveys are graphed in Figure 8 . 2 .  
The differential counts from the combined Cambridge 5C2 and 5C5 aperture 
synthesis surveys (Pearson , 1975 ) and the Bologna B2 survey (Colla et al . ,  
1973 )  are also shown , normalised to the same Euclidean law ,  and adjusted to 
the Wyllie scale of flux densities . The comparison of these counts will be 
discussed in Section 8 . 3 .  
8 . 2  Counts from the MCI ,  2 and 3 Surveys , and the Strong Source Catalogue 
Group (d)  of Table 8 . 1  contains the counts from the lower flux density 
ranges of the MCl Catalogue . They are not the same as in MDR because the scale 
for the integrated flux densities used in the MCI counts has been found to 
be overestimated by 5 . 5 %  compared with the point source flux densities* . The 
factors x . /y .  have been adjusted to allow for this error ; to make the 1 J. 
adjustment (without altering the flux density intervals used) it was necessary 
to assume a value for the source count slope over the intervals - any additional 
uncertainty introduced in this way is no greater than about 1% . The adjustments 
were increases of  x . /y .  by a factor 1 . 06 for the intervals up to 0 . 526 Jy , 1 . 08 J. J. 
at 0 . 74 3  Jy and 1 . 09 for all higher ranges .  The MCI count in the interval 
0 .  22 - ·  0 .  3 1  Jy has been omitted , because it involves sources with a ratio of 
flux density to rms error of less than five . The Euclidean law used for 
calculation of fl.N0 was . normalised (in MDR) to make fl.N/fl.N0 equal to unity for 
the point at · l . 05 1  Jy . Since the counts have now been revised , this point no 
longer has a value of unity ; the same Euclidean law has been retained for 
convenience . 
The counts in the range 2-10 Jy for the MCl catalogue were subject to 
large statistical uncertainties due to the small number of sources ;  the 
publication of the MC2 and 3 catalogues (Sutton et al . ,  1974 ) has enabled the 
solid angle covered to be extended from 0 . 16 sr to 0 . 40 sr ,  with a consequent 
reduction in the uncertainties . Count corrections were not available for the 
MC2 and 3 surveys , hence their results were used only above 1 . 77 Jy , where 
the corrections would be negligible . The right ascension ranges used were 
llh 28m - 18h 20m and 20h oom - Olh 2 3m for MC2 and 1 3h 3lm - 18h 28m and 
h m h m o 20 12  - 04  13  for MC3 ,  thereby excluding all sky with l b l < 10 . 
*This effect was found by Prof . B . Y .  Mills , in a comparison of the point 
and integrated flux densities for the stronger sources : The precise 
value of 5 . 5% was found by the author from a histogram of the ratio 
of point to integrated flux densities for 400 of the sources . 
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Figure 8 . 2  - Normalized differential counts of the amalgamated deep surveys , 
the combined Cambridge 5C2 and 5C5 surveys , and the Bologna B2 survey . 
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Point source flux densities have been used for the counts from the MC2 and 3 
catalogues - consequent errors in the counts due to resolution of  a few 
sources are considerably less than the statistical uncertainties . The portion 
of the count due to MCl has been corrected for the scale error ; no corresponding 
corrections were applied for MC2 and 3 . *  The counts are given in group (e ) . 
Murdoch ( 1976 ) has compared the source densities above 0 . 97 J'y for part of 
the MC2 and 3 surveys with MCl ,  and found that the count for MC2 and 3 is 
higher by a factor of about 1 . 4 .  This is  only marginally significant and 
could not invalidate the incorporation of these counts in the present work , 
because the difference in density is confined to flux densities less than 
about 3 Jy ; only the point at 2 . 97 Jy has been raised by the addition of the 
MC2 and 3 count . 
Group ( f )  of Table 8 . 1  gives the counts from the all-sky catalogue of  
strong sources , described in  the previous Chapter . No corrections are required 
for these counts . The flux density intervals used for the MCl , 2 , 3  and all-sky 
catalogues have a width corresponding to a ratio of /2 , and are aligned to 
the exact value of 10 . 0  Jy , the lower limit of the all-sky catalogue . 
Above 40 Jy there is a total of only 14 sonrces ;  thus no significant 
information about the slope of the source counts can be obtained in this 
region . In the interval 40 - 56 . 6  Jy an "equivalent number" has been plotted 
- it represents all the sources stronger than 40 Jy , for an assumed integral 
slope of y = l .  5 ,  which is the limiting slope at very high flux densities for 
all cosmologies . The equivalent number is given by 
or 
where �N is the number of sources expected with flux densities between s1 and 
s2 ( s1< s2 ) ,  N is the total number of sources with flux densities above s1 , 
Q is  the solid angle covered by the survey , and K is  the normalisation constant 
for 6N0 (Section 8 . 1 ) . This equivalent number carries information about the 
*Murdoch ( 1976 )  has shown that the point source flux de�sity scale 
for the MC2 and 3 surveys may be too high by 3%  ± 2 % . '!'his is  not 
statistically significant however , and does not warrant a correction . 
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total number of very strong sources , but no information about the slope . 
Figure 8 . 3  shows the collected counts for the amalgamated deep 
surveys , MCl ,  2 and 3 catalogues and the strong source catalogue . Also shown 
are the preliminary counts from 2 . 79 sr of the ' l  Jy ' catalogue (declinations 
-10° to -40° , excluding the galactic plane region } . These counts have not 
been given in Table 8 . 1  because changes may be made to the flux density 
calibration in the final catalogue . In addition , there remain some small 
areas not covered by the survey (an assumed incompleteness of 2% has been 
allowed for in plotting the counts ) .  However neither of these effects is 
likely to have significantly altered the relationship of the ' l  Jy ' counts 
to the others shown in Figure 8 . 3 . (Any calibration error in the flux 
densities is probably less than 5% ) . The ' l  Jy ' catalogue is pa:::-ticularly 
useful in the region 2-10 Jy , because of its smaller statistical uncertainties . 
8 . 3  Discussion 
The. deep survey counts show a slope very similar to the Cambridge 
results in the region of overlap (Figure 8 . 2 ) , thus confirming the reality of 
the so-called convergence of counts at very low flux densities (Pooley and 
Ryle , 1968 ) . There is , however , a differen.ce in the absolute numbers , with 
the Cambridge counts being lower .  Power-law models of the same slope (the 
mean of the individual · values )  were fitted to the three Cambridge points of 
highest flux density , and the five lowest points of the amalgamated deep 
surveys .  In this way it was found that the counts differ by a factor of 1 . 29 .  
This i s  significant at about the 1% level , allowing only for statistical 
uncertainties . However , the result can be regarded as only marginally 
significant in view of possible systematic differences due to causes other 
than true anisotropy of counts . For example , Condon and Jauncey (197 3 )  have 
raised doubts regarding some of the Cambridge surveys ( including 5C2 ) . 
Further ,  the survey areas for both 5C2 and SCl (which partly overlaps 5C5 ) 
were preselected to contain no intense sources ; Jauncey (1975 }  believes they 
are not necessarily representative areas of  weak sources .  It is thus too 
early to make any conclusion about a possible anisotropy in the counts . 
At higher flux densities the Cambridge counts are not available in 
differential form . Figure 4 of MDR gives a ·comparison of the integral counts 
from Molonglo and Cambridge , and shows that there is no signific.ant difference 
between the counts , although Jauncey ( 1975 ) warns that systematic flux density 
A N 
.6. No 
3 II-
1 r-
0 · 3 11-
t 
+ 
+ � f + 
+ 
l I 
-
... 
� t 
l . y t 
y • • + 
... 
t f t t 
0· 1 a-...--�--------------a..--------------......_ _____________ __ 
0 ·1 1 1 0  
S ( J y) 
Figure 8 . 3  - Normalized differential counts from the various programmes at Molonglo . 
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The filled circles at low flux density are from the amalgamated deep surveys ; the open 
circles are from the MCl , 2  and 3 surveys ; the filled circles between l and 10 Jy are from 
the ' lJy ' catalogue , while those above 10 Jy are from the strong source catalogue . 
89 
errors make the Cambridge counts unreliable in the range 4-10 Jy . In the 
region above 10 Jy agreement is only to be expected , because most of the sky 
is cove�ed by both catalogues . 
The Bologna counts in F'igure 8 . 2  show no significant difference with 
the deep surveys in the range of overlap .  These counts must be treated with 
some caution , because Colla et al . ( 1973 )  do not appear to have applied to 
the counts any corrections for the effects of flux density errors . There is  
also some uncertainty in  the relation of the Bologna and Molonglo flux density 
scales ; in preparing Figure 8 . 2  the Bologna scale was increased by 6% . 
The collected counts in Figure 8 . 3  show that no single power law model 
fits the counts over the entire flux density range . At high flux densities 
the slope is not significantly different from the Euclidean value which occurs 
as the limit in all cosmologies . At intermediate flux densities the counts 
from the ' 1  Jy ' catalogue show a broad maximum, involving however a substantial 
range of flux densities (about 0 . 6-6 Jy) in which a power law with the 
Euclidean slope is again a reasonable fit , but with a source density about 
twice that at the high flux density end . At low flux densities the deep 
surveys show that the counts flatten off significantly . 
The appearance of a plateau at inte_rmediate flux densities is 
considerably more marked in the case of the MCl ,  2 and 3 counts . The difference 
can largely be accounted for by the statistical uncertainties ; there could 
also be a contribution from the effects of anisotropy (Section 9 . 8 ) .  That the 
effect could be due to uncertainties was shown by fitting a power law to the 
MCl , 2 , 3  and strong source catalogue data , over the range 2 . 5-40 Jy . An 
integral slope of - 1 .  9 gave the best fit , with a probability of about 35% that 
the observed numbers could arise by chance from such a distribution . Thus the 
sudden drop near 10 Jy is not statistically significant . It is  however 
unnecessary to make a subjective decision about the form of the counts at 
intermediate flux densities - the final criterion must be the acceptable fit 
of some kind of  model to the data , whether it be based on uniform relativistic 
models , or local fluctuations in radio source numbers , or the like . 
The discrepancy between the high and intermediate flux dens ity regions 
is clearly significant , and was the cause of the steep slopes found in early 
surveys (when smoothed out by the use of integral counts ) .  
The convergence of the counts at low flux densities is of interest  
because i t  is easy to  show that the counts must flatten off  to  Y<l at  very 
90 
low f lux densities ,  to avoid Olber ' s  paradox . In fact Pooley and Ryle ( 1968 )  
have shown that t o  keep the theoretical temperature due t o  the integrated 
background of sources to a value within the measured limits , it is necessary 
for the counts to continue with Y< l  below the observed range of flux densities . 
A power law gives an acceptable fit to the lowest five points o f  the 
amalgamated deep surveys ( 88-419 mJy ) , with Y = 0 . 86 ± 0 . 12 .  The mathematical 
convenience o f  a power law fit makes it useful for a number of studie s , such 
as the calculation of rms confusion in Section 5 . 2b .  
CHAPTER 9 
ANALYSIS OF THE SOURCE COUNTS 
This chapter examines the cosmological implications of the source 
counts .  I t  begins with an introduction to the assumptions underlying the 
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interpretation of source counts , and then reviews the conclusions reached in 
previous studies .  The greater part of the chapter concerns the ca lculation of 
counts from relativistic model universes , with . and without evolution of the 
properties of the sourc es ,  and the fitting of such models to the observed 
'Molonglo counts . In the cases where evolution was allowed , both parametric 
and free form methods were used ; for the latter , a s imple new method of 
calculating the evolution function was developed . The characteristic s  of the 
evolutionary mode ls are examined , and compared with data for redshifts and 
luminosities .  The e ffects of irregularities in the d i stribution of sources are 
considered briefly . The chapter ends with a discu s s ion of a frequently 
misunderstood topic, the slope of the source counts for unidenti fied source s .  
9 . 1  Preliminaries 
An introduction to the use of radio source counts in cosmological 
investigations was given in Section 1 . 1 .  The present section d i s cus s e s  some 
assumptions made in the calculations of theoretical model counts . 
( a) The Redshifts of Quasi-Stellar Obj e cts 
The first question is whether the redshifts of the quasi- stellar 
obj e cts are cosmological or not . This of course has a dire ct be aring on how 
quasars should be treated in the calculation of model counts . 
The cosmological interpretation of the redshi ft appears to be on firmer 
ground than it was some years ago . The large energy outputs required o f  
quasars were originally used a s  a n  a rgument against the cosmological hypothesis ; 
it now appears that the requirements can be met from the gravitational binding 
energy of a mas sive object . A further argument against the cosmologi cal 
hypothes i s  was the lack of corre lat ion of observed parameters with redshift , 
implying an extremely wide dispersion in intrins ic properties such as radio 
and optical powe r , if the redshifts were cosmological .  However careful 
inve stigations have shown that there are some corre l ations with redshift . 
Miley ( 19 7 1 )  has found that the largest angular size of quasars having steep 
spectra and no low frequency cutoff is well correlated with redshift , and in 
addition shows a continuity from the values for radio galaxies .  
9 2  
The other important correlation sought has been the magnitude-redshift 
or Hubble relation . Hubble diagrams constructed from early lists of quasars 
showed no clear correlation of redshift and magnitude . However Setti and 
Woltjer ( 1 9 7 3 )  constructed Hubble diagrams separately for quasars with steep 
and flat radio spectra , and found a clear Hubble relation existed for the 
former , thus supporting the cosmological interpretation of the redshift for 
these  sources at least .  Bahcall and Hills ( 1 9 7 3 )  found a clear Hubble relation 
when only the brightest quasar in each interval of redshift was plotted . This 
method was based upon the suggestion of Mccrea ( 19 7 2 ) that in spite of the 
large variation in the absolute powers of quasars , the maximum power reached 
during the lifetime of each quasar might be roughly constant.  More recently , 
Lang et al . ( 1975 ) have compiled composite Hubble diagrams for a large number 
of normal galaxies , radio galaxies and quasars . They find that the scatter 
for quasars is in fact no larger than for normal galaxies when calculated for 
a similar ranga in magnitude . The Hubble relation fitted to the quasars is 
consistent with that expected in a homogeneous , isotropic world model . 
Other arguments against the cosmological interpretation of the red­
shifts have centred on apparent associations of quasars with galaxies of lower 
redshifts , and periodicities in the redshift distributions ( see Burbidge , 
197 3 ,  for a review) . Both these points have been seriously questioned (Knight 
et al . ,  1976 ; Noerdlinger , 1975) . 
It is not appropriate to give here a detailed review of this question ; 
the reader is referred to reviews by Rowan-Robinson ( 19 7 6 )  and Rees ( 19 7 2 ) . 
Although the controversy is by no means settled , it seems reasonable at the 
present time to accept the cosmological interpretation as a working hypothesis , 
and this will  be done in the seque l .  
9. 1 {b) The Cosmological Principle 
The cosmological models to be used in this  chapter are based on the 
assumption of homogeneity and isotropy of  the universe ,  as are almost all 
investigations of this type . It is  worthwhile to review briefly the reasons 
for this . 
This assumption i s  known a s  the cosmological principle ; its chief 
virtue i s  that i t  makes tractable the calculation o f  the properties of 
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general relativistic mode l s , leading (with the further assumption of negligible 
pres s ure ) to the wel l  studied Friedmann mode l s . There is some argument as to 
how wel l  observations support the cosmological principle . A strong argument 
in its favour i s  provided by the i sotropy o f  the microwave background radiation 
{Peebles ,  1 97 1 ) . Further ,  S andage , Tammann and Hardy ( 197 2 ) found no deviation 
f rom the uniform Hubble expans ion expected ·in a homogeneous universe . On the 
other hand thi s  principle has been vigorously attacked by de Vaucouleurs ( 19 7 0 ) . 
I t  i s  perhaps best at the pre sent time to regard the cosmological principle 
a s  a reasonable working hypothes i s . 
The model s  to be discussed b elow assume in addition that radio sources 
are uniformly distributed in spac e , apart from the e ffects o f  evolu tion as a 
function o f  cosmic time . (It i s  quite poss ible that anisotropic distributions 
of radio sources could be consistent with a homogeneous and isotropic world 
mode l , if the anisotropy were due only to a local fluctuation , as indeed c lusters 
of galaxies lead to ani sotropy) .  The que s tion of uniform distribution of 
sources will be taken up again i n  Section 9 . 8 .  
9 . 2  Review o f  Previous Work on Model-fitting 
This section summarizes previously published work on fitting theoretical 
model s  to the observed count s . Most o f  the papers to be discussed assume 
Friedmann model s  and cosmological s ignificance for the redshifts of quas ars . 
Dis senting views will he mentioned later , in relation to the steady state 
cosmology (Section 9 . 4 ) , and the que stion of local fluctuations ( Section 9 . 8 ) . 
One o f  the early papers on thi s  work was by Longair ( 1966 ) . The data 
available at that time did not cover wel l  the region of convergence at low 
flux densities .  Longair ' s  principal conclu sion was that it was necessary for 
the intrinsically powerful sources to evolve with epoch , in the sense that 
there were much greater numbers o f  powerful sources at earlier epochs , by a 
factor o f  about 1 0 3 . It was necessary however to halt the increase at a 
redsh i ft o f  about 3-4 . This work was continued by Doroshkevich , Longair and 
Zeldovich ( 1970 ) • Counts extending to 1 0  mJy at 408 MHz were then available . 
These authors found that the requirement that the evolution be restricted to 
the intrins ically powerful sources still held ; this class of sources includes 
the quasars , but could include powerful radio galaxies also . In all work to 
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this time a particular functional form for the evolutionary increase in 
co-moving source density as a function of look-back time or redshift had been 
assumed,  usually of the form ( l+z ) n where z is  the redshift and n�6 is  an 
adj ustable parameter . It was partly the form of the assumed evolution , with 
its divergence at large redshi fts , that necessitated the redshift cutoff . 
Doroshkevich et al . showed that evolutionary forms in which the co-moving 
density levelled off at some finite value as the redshift increased were also 
acceptable ; in other words the requirement was for a slackening of the increase 
at redshifts of about 3 - it was not possible to show that an actual decrease 
was require d . This paper also included some ideas about how the required 
evolution might be related to the astrophys ics of the sources themselves , in 
terms of the formation rate , l ifetime and changes in power output . No firm 
conclusions could be reached . 
A different approach to the model fitting was taken by Davidson and 
co-workers ( Davidson , Davies and Cox , 197 1 , and references therein ) .  They 
attached greater importance to the increase of the median power of sources 
with redshift than to the e ffect on the total density of sources ; in other 
words they stressed luminosity evolution rather than dens ity evolution . The 
papers by Zotov and Davidson ( 197 0 , 1973 , 197 6 )  concentrated on the evolution 
of the quasars , again s tressing luminosity evolution . The 1973  paper by these 
authors presented plots of absolute magnitude vs redshift for 2 2 9  quas ars . 
The pronounced increase o f  median lumino sity as a function of redshift was 
taken as evidence that luminosity evolution , at least for quasars , was important . 
However ,  no calculations were given to demonstrate that this correlation was 
not due to a straightforward selection e ffec t ;  namely that the highly luminous 
source s  are much rarer (per unit volume ) than the less luminous , and the 
volumes of space out to a given redshift increase rapidly with redshift ( e . g .  
V « z 3 for Euclidean space ) .  The general form o f  the correlation plot (Figure 
l of Zotov and Davidson , 197 3 )  can be explained by these two facts ; in other 
words one expects source s  of a g iven luminosity to be observed mostly near 
the redshift at which they approach the detection l imit , which of course 
increases as the lumino sity increases . This argument does not show that 
luminosity evolution doe s  not operate , rather that the correlation diagram 
given by Zotov and Davidson _does not directly demonstrate its existence . 
S chmidt ( 19 7 2a , b , c ) dealt separately with the counts o f  quasars and 
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radio galaxie s . H e  fitted the data for quasars using pure density evolution , 
but for radio galaxies he used luminos ity - dependent density evolution , in 
the s ense that the evolution was more marked for highly luminous sources . The 
primary source count data used by S chmidt was the count at 408 MHz due to 
Pooley and Ryle ( 1968) . 
All the investigations mentioned so far used predetermined functional 
forms for the evolution , e . g .  ( l+ z ) n , with free parameters to be adj us ted to 
obtain a fit to the data . Thi s  is  a reasonable procedure in that it i s  
poss ible t o  fit the counts i n  this way , and the counts provide insufficient 
data to fix all the details of the evolution . However this procedure does 
have the danger that what is found depends to some extent on what is assumed -
the case of the redshift cutof f  mentioned above is  an example . It is  c learly 
preferable to solve for the evolution function without making prior assumptions 
about its form , provided one recognises the uncertainties invo lved . Such a 
method is  said to allow free form evolution . The disadvantage is the mathemat­
ical difficulty of finding the evolution function , since thi s  requires solution 
of an integral equation . 
This approach was taken by Ringenberg and McVittie ( 1970) , who gave 
details of a method of solving for the evolution function , and applied it to 
the counts at 1 78 1".tHz .  This frequency was chosen because it was the one at 
which mos t  determinations of the radio luminosity function had been made (see 
Section 9 . 3  for a definition of this function ) .  However the counts at this 
frequency were from the 4C and North Polar surveys (Gower , 1966)  and extended 
only to 0 . 2 5 Jy ; the convergence of the counts is only j ust apparent at thi s  
level . This data was supplemented t o  some extent b y  the use of the background 
temperature , which is due to faint unresolved sources .  Although not used as 
input data , the 408 MHz counts 9f Pooley and Ryle ( 19 6 8 ) , when translated to 
178 MHz , were compared with the model counts . Unfortunately , as Davidson et 
al . ( 19 7 1 )  point out , the translation o f  flux densities from 408 MHz to 1 7 8  .MHz 
was made incorrectly , and the resulting models are in fact not consistent with 
the data at low flux densities .  Thus only tentative results can be drawn from 
this work . 
The principal cosmological models used by Ringenberg and McVittie were 
the Einstein - de S itter model (� = cr0 = � )  and Milne ' s  model (q0 = a0 ::::: 0 ) . 
I t  was again necessary to preferentially evolve the more luminous sources . No 
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definite redshift cutoff was found , but nevertheless the models all required 
either a levelling off or decrease in the evolution function beyond redshifts 
of about 2-4 . The strength of the evolution was comparable to the results of 
previous studies , with an increase in the co-moving density of about 10 3- 10 4 , 
relative to the local value , for the most luminous sources .  Finally , the 
models given by these authors predict substantial average redshifts , particul­
arly for sources of low flux density ; for example in the Einstein - de Sitter 
model , 2/3 of sources over 0 . 25 Jy (at 178  MHz )  are predicted to have redshi fts 
g·reater than 2 . 1 .  Some further discussion of this paper wi ll be given below , 
in a comparison with calculations to be outlined in this chapter .  
A general reassessment of the fitting o f  evolutionary models to the 
counts was given by von Hoerner ( 1 9 7 3 ) . He emphasized the importance of the 
form of the radio luminosity function ( RLF ) , and the uncertainties in the 
model s  produced by imperfect knowledge of this function . Von Hoerner showed 
that the type o f  evolution required depends on the form assumed for the RLF . 
He attached considerable significance to the fact that the observed RLF has a 
( logarithmic )  slope close to - 2 .  5 through several decades of luminosity . Thi's 
i s  a " critical " slope for Euclidean cosmolo9y , in that source s  of all redshifts 
can then make equal contributions to the counts , implying in turn that the 
flux dens ity wi ll not be a distance indicator . However the critical slopes 
for relativistic cosmologies are not equal to - 2 . 5 .  Model calculations to be 
presented in Section 9 . 6c wil l  show that the redshift distributions of sources 
at a given flux density are wide , but not unreasonably so . 
S everal of the evolutionary models given by von Hoerner exhibit what 
he terms a " reverse Hubble re lation" , in that the expectation value of the 
redshift does not rise monotonically as the flux density decrease s , but instead 
shows a maximum in the range of observed flux densitie s . This is  taken to 
mean that the source counts have little bearing on cosmology near the stationary 
point in average redshift . A final point made in this paper is  that for every 
model the average redshift as a function of flux density should be calculated 
and compared with the data which is available at high flux dens ities . It i s  
important that a model does not conflict with such redshift data a s  is  available . 
Further discussion of the above and other points wili be given later . 
In a brief review o:f the counts and their s ignificance , Longair ( 19 7 4 )  
s tressed the point that experimental counts should b e  compared with the predict­
ions of proper cosmo logical models , not the simple static Euclidean model 
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(unles s  one assumes that redshifts are not cosmologica l ) . This is  because the 
flattening of the source count curve due to the recession of the source s  i s  
quite marked even a t  redshifts less than unity . 
The final papers to be mentioned here are four reviews . Kellermann 
( 19 7 2 ) examined the general s ignificance of the data from radio source counts , 
angular s izes and radio spectra . He concluded that the data may not be 
cosmologically relevan t ;  in particular , that the redshifts of quasi-ste llar 
obj ects may not be distance indicators . The evidence for evolution given by 
the source counts i s  then much weakened . S cheuer ( 1965 ) reviewed the results 
to that time and derived a number of general properties and formulae concerning 
the model counts . The relation of the steady state theory to the observed 
counts was examined in detail . In a review of observational cosmology , Longair 
( 19 7 1 )  included a discussion of the basics of relativistic model universe s ,  and 
summarized the results regarding the fitting of models to the source counts . 
Ree s  ( 19 7 2 ) gave a general review of the cosmological information to be obtained 
from quasars and radio galaxies . 
9 . 3 Radio Luminosity Functions 
Before describing the detailed model fitting , it wi ll be helpful to 
outline the nomenclature , data and mathematical forms used for the RLF . 
The RLF n ( z , P ) is  here defined so that n (z , P ) dPdV is the number of 
sources with luminosities between P and P+dP (W Hz- l  sr- 1 ) in physical volume 
dV , at a distance corresponding to the redshift z .  The local RLF is then 
given by n (O , P )  and for any model in which source s  are conserved as a function 
of cosmic time , 
n (z , P )  = n (O , P )  ( l+z ) 3 • 
This equation expres ses the fact that sources whose dens ity is  preserved in 
co-moving co-ordinates wil l  have been more densely packed in the past in 
proper co-ordinates .  If evolution of the radio source population as a function 
of z and/or P is to be incorporated , an evolution function will be used to 
multiply the right hand side . 
Observational data on the RLF have been collected by von Hoerner ( 197 3 ) ; 
his Figures 4 and 5 show the data derived from eight papers ,  covering the 
range of luminosities from normal galaxies , through radio galaxies to the 
highly luminous quasars . The data have been scaled to apply to a frequency of 
178 MHz . For use in the computation of mode l counts , mathematical forms are 
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required to represent the RLF . A number of different forms will be used , to 
test the effect on the model s  of uncertainties in the RLF . The first of these 
is  a piecewise l inear fit , referred to hereafter as the standard piecewise 
RLF . Thi s  has been given by Fomalont et al . ( 19 74 ) , but i s  based on the data 
collected by von Hoerner . (A s light adjustment to the RLF , made by Fomalont , 
has a negligible e ffect on its fit to the data ) . Fo�alont et al . scaled the 
luminosity axis to 1400 MHz using a spectral index of 0 . 7 ,  and used a value 
of 75 km s- 1 Mpc- 1 for the Hubble constant H0 . These quantities were rescaled 
to 408 MHz and H0 = 50 km s- 1  Mpc- 1 , the value used throughout the present 
work (Sandage and Tammann , 1975) . The conversion for H0 arises because the 
observational data for any graph of the RLF take the form of flux dens ities 
and redshi fts . The derivation of luminosities from such data requires a 
value o f  H0 . The luminos ities given by Fomalont et al . were also converted 
from units of w Hz- 1 to W Hz- 1 sr- 1 . The s tandard piecewise form is shown 
in Figure 9 . la ;  it is made up of four segments cons isting of power laws of 
different slopes . 
For all the forms shown in Figure 9 . 1  the RLF has been mult iplied by 
P - this gives plots analogous to the frequently used presentation of the RLF 
in terms of the number of source s  per unit magnitude ( i . e .  using logarithmic 
intervals ) and results in a reduction of unity in the s lope of any power law 
RLF . Thi s  enables the . form of the curves to be more easily appreciated . The 
uncertainties of the RLF are well illustrated by the spread of points in von 
Hoerner ' s  Figures ,  there being a range of about one decade in the various 
values of n (O , P )  at each P .  This large uncertainty makes precise fitting of 
the data impossible , and means that even the conversion for different values 
of H0 is barely s ignificant . 
Also shown in Figure 9 . la are steep and flat piecewise luminos ity 
functions , which are introduced in Section 9 . 6d .  The vertical scales of all 
luminosity functions in the Figure have been arbitrarily normalized , because 
of their large uncertainties .  As a result , the model source counts have also 
been arbitrarily normalized . 
The final RLF form shown in Figure 9 . 1  i s  the parabolic form . It i s  
described i n  the paper by von Hoerner ;  and is  a parabola o n  a graph o f  
log ( P  5/2 n ( 0 ,  P )  ) v s  log P .  Such a curve in· fact fits the data well over the 
entire observed range of luminositie s . The luminosity axis of tµe function given 
by von Hoerner for 178 MHz was scaled to 408 MHz using a spectral index of 0 . 7 .  
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Figure 9 . 1  - Forms of the radio luminosity function as used in this 
work . ( a )  Standard piecewise ( solid curve ) ; flat piecewise (upper 
broken curve ) and steep -piecewise forms . ( b )  Parabolic form . ( The 
curve as shown here is not a parabola because the ordinate is P n ( O , P )  
rather than p S/z n ( O , P ) ) .  The vertical scale has been arbitrarily 
normalized in al l cases . 
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Conversions were again made t o  H = 50 km s- 1  Mpc- 1 and to units of w Hz- 1 s r- 1  0 
for P .  The equations for all the abovementioned RI,F forms are included in 
Appendix 9 .  
9 . 4  Source Conserving Models 
Thi s  section begins the description o f  the model fitting carried out 
using the Molonglo 408 MHz counts as data . The material in thi s  chapter 
constitutes the first detailed analysi s  of the counts in di fferential form 
at this frequency . 
The cosmological model on which almost all of this work is based is  
the Einstein - de Sitter model (deceleration parameter q0 = �, density 
parameter a0 = � '  cosmological constant A = 0 )  The choice of model is in 
fact less important than the evolution required (e . g .  Rees , 1972 ) . Two 
fundamental equations are required in order to derive the expression for 
source counts in a model : the relationship of luminosity; flux density and 
redshi ft , and the express ion for the e lement of physical volume due to an 
increment in radial co-ordinate ( e . g .  redshift ) .  These equations were 
obtained from McVittie ( 1965 ) . Appendix 9 gives the derivation of the equation 
for source counts in the Einstein - de S itter mode l .  The initial formulation 
is a double integral , over both luminos ity and redshift , and gives the 
integral count . This can be differentiated (Ringenberg and McVittie , 1970)  
to give an expression for the differential count as a s ingle integral , over 
either luminosity or redshi ft , the latter being used here because it is much 
more convenient for computation , and more illustrative . 
In deriving relativistic models such as the Einstein-de Sitter cosmology , 
it is  assumed that the matter in the universe is  smoothly distribnted , i . e .  
that the cosmological principle holds on all s cales . However this is dbvious ly 
not true on the scale of galaxies or c lusters o f  galaxies ,  thus such models 
neglect the pos s ible effects of these local inhomogeneities on the intensity 
of radiation from distant sources .  Dyer and Roeder {197 2 )  have shown that the 
e ffects o f  c lumpines s  of mas s  on angular diameters are quite marked , but that 
there is  little e ffect on the intensity of radiation . For example the i r  
results show that the luminosity distance i s  increased by 4% at a redshift o f  
0 . 5  for a q0 = a0 = 0 . 5  model in which all mas s  is  concentrated i n  discrete 
obj ects such as galaxies .  Hence there should be l ittle error in the model 
counts from this e ffect . The pre sent model s  also assume that all sources have 
power law spectra , with the same spectral index a .  The value used for a in 
this section was in general 0 . 7 .  A�though there i s  in reality a dispersion 
of spectral indices ,  thi s  is unlikely to s ignificantly affect the results . 
In later sections the value 0 . 9  i s  used for a - it is  more representative of 
sources at 408 MHz (Murdoch , 1976 ) . A value of the Hubble constant H equal 0 
to 50 km s- 1 Mpc- 1 (Sandage and Tamrnann , 1975)  has been used throughout . 
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The source conserving models are those in which the RLF varies with 
redshift in such a way as to give a constant dens ity of source s  per unit 
co-moving volume (Section 9 . 3 ) . The predicted' counts for some such models are 
shown in Figure 9 . 2  in the form o f  �N/�N0 , and plotted against the background 
of the collected Molonglo counts of Figure 8 . 3 .  The curves have been arbitrar­
i ly normalized to pass through the observed points (at a flux den.si l:y of 0 .  56 
Jy) . Thi s  has been done because of the large . uncertainty in the absolute 
normal ization of the RLF ( about a factor of 10 ) . 
In addition to the piecewise and parabolic luxninosity functions , 
curves are also shown for three truncated power law luminosity functions . 
They are used here , as by von Hoerner ( 19 7 3 ) ,  as a means of finding the e f fects 
of radically different luminos ity functions . The forms cons ist of s ingle 
power laws between the range of 4 x 10 2 1  to 5 x 10 2 7  W Hz- 1 s r- 1 , and with 
logarithmic slopes of -2 . 0 , -2 . 5  and - 3 . 0 .  
Figure 9 . 2  also shows the predicted count for a low dens ity model 
universe , with q0 = a0 = 0 . 028 . This is the model with zero cosmological 
constant and a density approximately equal to that of observable matter in 
the universe (Longair , 1 9 7 1 ) . This of course represents only a lower l imit to 
the true density . The equations for this model are given in Appendix 10 . The 
parabolic RLF has been used with thi s  mode l � 
It is  apparent from Figure 9 . 2  that although the various curves have 
a considerable range of slope s , none has enough curvatu re to fit even the low 
and intermediate flux density region of the counts , leaving the drop at high 
flux densities out of consideration . All source conserving models with A = 0 
have this problem . Because of the uncertainties in the absolute normalization 
of the RLF it is not possible to s ay whe ther the discrepancy between thes e  
model s  and the experimental data consists of a n  excess of weak sources o r  a 
deficiency of strong sources .  It has been argued that i f  the latter view i s  
taken , only a relative ly small number of source s  are missing over the whole 
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Figure 9 . 2  - Differential counts for source conserving models . See Figure 8 . 3  for details 
of the plotted data points . Curve (d) is from the Cio = cr0 = 0 . 02 8  model , with the parabolic 
RLF. All other curves use the Einstein - de S itter universe , with the following luminosity 
functions : ( a )  truncated power law of slope -3 , and {b) slope of -2 . 5 ;  ( c )  standard piece­
wise RLF ;  ( e }  parabolic RLF ;  ( f }  truncated power l aw  o f  s lope -2 .  
sky , and that this could be due to a purely local fluctuation . This will be 
discussed in Section 9 . 8a .  The question o f  normal ization o f  the counts will 
also be taken up later , in connection with the evolution o f  sources . 
I f  the cosmological constant is  allowed to take non-zero value s , one 
obtains a number of new models . Petrosian ( 1974 ) showed that of these only 
the Lemaitre models are important . In such models the expans ion of the 
universe is almost halted for a long period . For sources o f  a single 
luminosity class in a Lemaitre model it is possible to obtain a source count 
steeper than the Euclidean slope over a small range of flux densities ,  a s  
required for fitting the drop of counts a t  high flu� densities .  However 
Petrosian shows that when a realistic RLF is used , this property is lost . 
Although unable to fit the counts over the entire range , the Lemaitre models 
are able to fit the low and intermediate flux density regions quite well , in 
contrast to . the other source conserving models examined above . However 
Petros ian points out that the existence of quasars of redshift greater than 
2 . 5  is strong evidence against Lemaitre models . 
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we now consider brie fly the steady state model of the universe . I t  
was shown by S cheuer ( 1965)  that the source counts for this model cannot be 
steeper than for the Euclidean case , for any reasonable spectral index of the 
sources .  Thus the strict steady state model faces the problem of explaining 
the drop in �N/�N at high flux densities as a local fluctuation . Thi s  point 0 
i s  discussed further in Section 9 . 8a .  The exi stence of the 3°K microwave 
background radiation appears to be strong evidence against the steady state 
theory . Controversy continues regarding the viability of this theory , but it 
was decided to restrict the present investigation to the general relativistic 
mode l s . 
9 . 5  Parametric Source Evolution 
The technique of finding the evolution function by fitting parameters 
within the framework of an assumed functional form was introduced in Section 9 , 2 .  
The present section describes attempts to fit the collected Molonglo counts 
in this way , using the Einstein - de S itter world model . A spectral index of 
0 . 9  has been assumed . Some of the problems will be discussed , as an intro­
duction to the more extensive work on free form evolution to follow . 
'l'he general equation for the differential source count in a model 
incorporating evolution of the sources is given in Appendix 9 .  The method of 
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calculating the count as a single integral over z has the advantage that the 
redshift distribution of sources contributing to the counts at any given flux 
density can be seen by plotting the integrand . Further , it is simple to 
calculate expectation values for quantities such as redshift and luminos ity ,  
as shown in Appendix 9 .  
The first evolution scheme examined followed one given by von Hoerner 
( 19 7 3 ) . The parabolic RLF was used ; the modifications to it as a function of 
redshift included parameters to control the degree of density evolution , 
luminosity scale evolution and luminosity range evolution . A redshift cutoff 
parameter was also used . For any evolution parameters which gave even a 
reasonable fit to the general shape of the counts it was found that the counts 
were unreal istically dominated by the contribution near the redshift cutoff . 
This was probably due to the form of the RLF used , as will be seen later . 
The second evolution scheme used was based on that given by Fomalont 
et al . ( 19 74 ) . In thi s  case the density of sources at redshift z was increased 
above that due to the local 
E ( z )  e = ( l+z ) for 
= ( l+zc )
e for 
= 1 
RLF by a 
O<z<zc } z>z c 
factor 
P>Pc 
P<P c 
E ( z )  , where 
This scheme a�plie s density evolution for sources above a certain luminosity . 
It is  s impler than the previ�us s cheme , having only three parameters e ,  Pc and 
zc . The redshi ft cutof f  is applied in a les s  abrupt fashion , with the density 
being constant beyond zc , rather than zero . With the parabolic RLF it was still 
not possible to obtain any model fits that were not dominated by the contri­
bution j ust before zc , with consequent high redshifts at all flux dens itie s . 
At this stage the s tandard piecewise RLF (described in Section 9 . 3 )  
was introduced . Although nominally a fit to the s ame data as the parabolic 
RLF ,  it produced different results in the model f itting . Most importantly , 
the dominance of redshifts j ust below zc was removed , thus allowing a realistic 
variation of average redshift with flux density . A reasonable fit to the 
counts was obtained with e = 5 ,  zc = 3 and Pc = 4 . 5  x 10
2 6 w Hz- 1 sr- 1 , and is  
shown in Figure 9 . 3 .  Arbitrary normalis ation has again been allowed because 
of the uncertainties in the absolute scale of the RLF . The average redshifts 
of this model show a monotonic decrease from 4 . 0  at 0 . 1  Jy to 0 . 25 at 50 Jy . 
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Figure 9 . 3 - A model count obtained using a parametric evolution s cheme . Details are 
given in the text . The experimental points are from Figure 8 . 3 .  
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The observational values of average redshift are available only at 
high flux density , because optical identifications approach full completenes s  
only a t  these levels . Only the 3CR c.atalogue ( Bennett , 1962 ) has been 
exhaustively s tudied for identi fications and redshifts . Von Hoerner ( 19 7 3 )  
g ives the average redshifts for the extragalactic source s  from this catalogue ; 
for sources with 2 5  < s 1 7 8 < 100 Jy the redshifts are 9 3 %  complete and have a 
mean value of 0 . 22 ± 0 . 06 .  The median flux density of thi s  range , translated 
to 408 MHz with a spectral index of 0 . 7  is 2 2  Jy . The redshifts are 100% 
comp lete for s 1 7 8 > 100 Jy (median s 4 0 8  = 177 Jy ) and have a mean value of 
0 . 06 ± 0 . 03 .  The uncertainties of the average ·redshifts will in practice be 
somewhat larger than those given , because of the translation to 408 MHz and 
( for the first value ) the slight incompletenes s  o f  the redshifts . The model 
fit shown in Figure 9 . 3  has a mean redshi ft of 0 . 4 2 at 2 2  Jy , rather higher 
than the value given by the 3CR data , but not unreasonably so . This discrepancy 
could no doubt be reduced by further experimentation with the evolution 
parameters . This model wil l  however be left as it stands , s imply as an 
illustration of the type of evolution which approaches a reasonable fit to 
the counts and redshifts . 
I t  i s  interesting to note the large effect of changing the form of the 
RLF , in that it allowed a suitable fit to be obtained . This i s  one illustrat­
ion of the sensitivity of the required evolution to the assumed form of the 
RLF . Thi s  topic will be examined further with the use of free form evolution 
functions . 
9 . 6  Fr�e Form Evolution 
( a )  Introduction 
Appendix 9 shows that the differential count in the general case with 
an evolution function E (z , P )  i s  given by an expression o f  the form 
:: ( S )  = K I: RLF ( P )  E ( z , P )  H ( z )  dz 
where K is a constant and H ( z )  is  an algebraic function of z ,  given explicitly 
in Appendix 9 for the case of the Einstein - de S itter cosmology . P i s  the 
value of luminos ity which gives rise to a flux density of S at a redshift of 
z .  " RLF {P ) " represents the local luminos ity function . Finding the evolution 
function pre sents basically the problem of solving this integral equation . 
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The parametric methods described in the previous section represent a trial and 
error approach , while the free form method attempts a direct solution . 
In principle one might allow E the full freedom as a function · of two 
variables , thus covering all possible modi fications of the RLF as a function of 
redshi ft . However in view of the limited amount of information provided by the 
counts and available redshift data , this procedure appears impractical at the 
present time . The approach taken here was to allow E the full freedom as a 
function of redshift , but to l imit the dependence on luminosity to a s imple 
turn on at a given lu.minosity Pc , i . e .  E ( z )  = l for P < Pc . This then allows 
free form density evolution of the stronger sources ,  and is of course only one 
of many ways one might deal with the question of the luminosity dependence of 
the evolution . The results to be presented will thus illustrate some possible 
ways to fit the counts , but do not exclude many other schemes . 
Although it might seem that the free form method allows too much freedom 
in the evolution , this is not so provided the results are interpreted care fully , 
recognis ing the uncertainties . The particular advantage of this method is  that 
it can show what the data alone imply about the evolution . This is valuable 
for instance in studying the redshift cutoff in the evolution , which was assumed 
to be an abrupt cutof f  in most parametric s cheme s . The use of such an 
arbitrary function for the evolution doe s  not imply that a solution can be 
found for any arbitrary choice of RLF , cosmological mode l and data ; in some 
cases the procedure for solving the integral equation may fail to converge . 
9 . 6  {b)  Procedure for Finding the Free Form E\rolut ion 
The study o f  free form evolution to be described here uses the Einstein­
de S itter model universe , and a value of 0 . 9  for the spectral index . It would 
be desirable to try other cosmologies also , for example Milne ' s  model (a = q = 0 0 
0 )  which is  the limiting case of low density expanding universes . However it 
is well known that the e f fects of geometry of the universe are less important 
in determining the counts than the evolution . For this reason it is  usual to 
assume a geometry and study the required evolution . 
One approach to solving the integral equation for E (z , P )  was given by 
Ringenberg and McVittie ( 1970 ) . Their method used a transformation to an 
equation s imilar to a Fredholm equation o f  the second kind . An iterative 
solution then arises naturally , since the evolution function occurs both inside 
and outside the integral . It is however a very complex scheme . 
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The method used here for finding E (z )  is also an iterative scheme , but 
i s  very much s impler . For purposes of computation , a logarithmic scale was 
used for redshifts , with the evolution function E (z )  being specified at 100 
equally spaced points along the log z axi s , covering the range from log z = 
- 3 . 5  to 1 . 5 .  The ith element of this array of 100 i s  E ( z . ) .  l. The first step 
was to decide precisely the form of source count curve to be used as data for 
the scheme . A smooth curve was fitted to the observed data to eliminate much 
of the stati stical uncertainty , particularly the rapid fluctuations .  Figure 
9 . 4  shows the adopted curve , which was fitted by eye . Also shown is an exten-
· s ion to lower flux densitie s ,  to be discussed in Section 9 . 6c .  For input to 
the computer program , 15 values were read from thi s  curve at points S j spaced 
at intervals of 0 . 25 in log S ,  covering the range from s 1 = 17 . 8  rnJy to 
815 = 5 6 . 2 Jy . 
Suppose we s tart with an assumed evolution function E1 ( z ) ; for any S j 
we can then compute the predicted count , and compare it with the observed 
data . The ratio of the observed count to the predicted count is a scaling 
factor , which , i f  applied to E ( z )  for all z ,  would result in a predicted count 
equal to the observed count at that S . •  
J 
The computation of this type at each 
S .  will give a different value by which to scale the evolution function . 
) 
problem i s  to decide how to use the scaling factors required at each s .  to 
J 
modify E1 at each zi . The method of solution depends on the fact that the 
The 
integrand for calculating the counts has in general a peak at some redshift , 
and that the location of this peak changes with flux density . Thi s  provides 
a degree of associa�ion between particular flux densities and redshifts . To 
find E2 { zi ) ,  the element E1 ( zi ) is  thus s caled by the weighted mean of the 
scaling factors at each S . ,  weighted to favour those S .  which derive their J ) 
greates t  contribution to the count from z . •  The detai ls and formulae are l. 
given in Appendix 11 . The restriction of evolution to sources of absolute 
power greater than P was easi ly implemented by ignoring E (z )  {in the calculation c 
o f  predicted counts )  at redshifts such that P < Pc ( at each given S j ) and by 
allowing the comparison of observed and predicted counts at S .  to make no J 
contribution to the scaling of E ( z )  at redshifts for which P < P • c 
Thi s  procedure is clearly suited to iteration ; in most cases 15 
iterations were sufficient to obtain a very good fit to the data . Some 
exceptions will be mentioned later . To monitor the convergence of the process 
a goodnes s  of fit parameter was calculated at each iteration , equal to the sum 
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Figure 9 . 4  - A smooth fit to the experimental counts of Figure 8 . 3 ;  this curve was 
adopted as the input data for the models with free form evolution functions . The broken 
portion is the extension using y = 0 . 86 ,  and is discussed in Section 9 . 6c .  
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(over the S . )  of squares of deviations of the model from the data on a J 
logarithmic plot such as Figure 9 . 4 .  It was found that this parameter was 
without exception decreased by succes sive iterations , showing that the iteration 
procedure does improve the fit in the way that is intuitively correct . For 
satis factory fits , this parameter decreased by typically four orders of 
magnitude between E1 and E15 , with the greatest ( fractional ) decrease occurring 
within the first five or so iterations . 
Convergence could be obtained for a wide variety of assumed forms for 
E1 ; the main requirement being that models based on E1 should have a redshift 
distribution roughly similar to the final distribution . The mode l counts from 
E1 could differ greatly from the data . The form most ofter1 used was E1 ( zi ) = 
lOi . This is  simply a form which gives a maximum value of 1000 at the 
maximum redshift , and which increases with redshift . 'I'he iteration procedure 
was not able to begin correctly from E1 ( z )  = 1 ,  because the redshifts were then 
too low . The normal ization of the model counts was again taken as arbitrary , 
as discussed in Section 9 . 4 .  
9 . 6  ( c )  Results - with Standard P iecewise Luminosity Function 
A very good fit , with a predicted count indistinguishable from the 
curve shown in Figure 9 .  4 ,  was obtained using t.he standard piecewise RLF 
(Section 9 . 3 ) with P = 4 . 5  x 102 6 W Hz- 1 sr- 1 • The value of P could be c c 
varied by at least a factor of two without s igni ficantly degrading the fit . 
However the process would not converge if P = O ;  thi s  demonstrates the need c 
for evolution to be res tricted to the s tronger sources .  The ability of a 
plausible evolution scheme to fit the observed counts shows that the drop at 
high flux densities i s  not unreasonably sharp ( at least as it i s  fitted in 
Figure 9 . 4 ) and is not evidence against evolution . 
F igure 9 . 5  shows the resulting function E (z ) . I t  is  presented in the 
form of log E vs log { l+z ) to fac ilitate a comparison with the ( l+z) n parametric 
evolution forms . In its overall shape , the evolution function shows an increase 
somewhat s imilar to ( l+ z ) 5 up to a redshift of about 3 ,  and then a flattening 
off . It thus resembles the successful parametric model using the same RLF and 
the same value of P ( Section 9 . 5 ) . The evolution function produces a maximum c 
in the (normalized ) counts by overriding the e ffect of the geometry at 
intermediate flux densitie s , but allowing it to dominate at low flux densities ,  
causing the convergence of the counts . One cannot attach physical significance 
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data ; Red - us ing in addition an extens ion to lower flux dens ities ( see text ) ; 
law function ( l+z ) s .  
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to the individual steps and j umps produced in the evolution function , s ince these 
will be influenced by the assumption of a particular RLF , cosmological model ,  
and constant spectral index . There i,s also clearly some e ffect due to the 
sampling interval s  of the evolution function . Nevertheless , the free form 
method doe s  readily find a plausible s cheme of evolution , given the assumptions 
made . 
Figure 9 . 5  shows that E {z )  reaches � maximum of order 10 3 , in general 
agreement with previous studies . The flattening off at a redshift of about 
3 shows that the redshi ft " cutoff11 does appear naturally . It i s  however not 
possible to say whether an actual decrease in E ( z )  is  required , rather than 
::;imply a flattening off . Thi s  is  because E (z )  i s  very uncertain at high 
redshifts , as indeed one would expect , because redshifts above about 6 make 
very l ittle contribution to the model counts . The only firm conclusion is  
that the rapid rise of E must cease . Related ·to this uncertainty we find that 
in thi s region E ( z )  is considerably influenced by the form of the assumed E1 . 
The evolution function obtained using ohly the Molonglo data , without 
the extens ion to low flux densitie s ,  is also shown in Figure 9 . 5 .  It differs 
only at higher redshifts , as expected from the high average redshifts at low 
flux densities ( see below ) . It also predicts a somewhat smaller maximum value 
of the evolution function . The extension of the count _data (Figure 9 . 4 ) was 
used to help define the suitable models more accurately . It is  based in general 
upon the results of the 5C2 and 5C5 surveys , viz . that in this region the counts 
continue to decline relative to the Eucl idean prediction , with a power law 
dependence . The extension was however made by extra�olating the power law of 
Y = 0 . 86 fitted to the lo�est five poinfs of the .�m�lgamated deep surveys 
(Section 8 . 3 ) . A second form , u sing the s lope of the 5C2 and 5C5 data ( y  = 
0 . 77 )  was also tried - the differences in the results were negligible . Any 
results from the models in thi s  region of low flux density must of course be 
regarded as less certain than those in the region of the actual Molon�lo data.  
We now consider the predicted redshifts for the models . One of the 
quantities calculated at each s .  for each iteration was the expectation value 
J 
of the redshift , <z> . Figure 9 . 6  shows the dependence of <z> on flux density 
for the various models cons idered in this section . It include s  the two points 
derived from identifications of sources in the 3CR catalogue , and discussed 
in Section 9 . 5 .  Concentrating for the moment on the curve of <z> for the 
s tandard piecewis e  RLF, we see that there i s  reasonable agreement with the 
< z >  
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Fi gure 9 . 6  - The expectation value o f  the red s h i f t  a s  a funct ion o f  f l ux den s i ty , for 
models with d i fferent luminosity f unction s . The two points represent observational data 
( see text ) . 
data at high flux density , and <z> increases monotonically from 0 . 17 at 56 Jy 
to 5 . 0  at 18 mJy . The prediction o f  substantial redshi fts at low flux 
densities is common to most of the models to be discussed in this chapter . 
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It is  interesting to note that only one o f  the models shows any 
evidence o f  the reverse Hubble relation referred to by von Hoerner ( 19 7 3 ) . 
This is  probably because the evolution s cheme described here re lies chiefly 
on dens ity evolution , while luminosity evolution plays a minor role . It has 
been pointed out by Davidson et al . ( 19 7 1 )  and von Hoerner ( 197 3 )  that strong 
luminosity evolution can readily produce a maximum in <z> as a function o f  
f lux density . The present results show that such a reverse Hubble re lation i s  
not an essential feature of plausible model s . 
Figure 9 . 7  shows the plotted integrands which gave rise to the mode l 
counts at flux densities of 0 . 1  Jy , 1 Jy and 56 Jy . They were computed with 
a programmable calculator , using the evolution function E ( z )  as found by the 
free form program . The differential counts computed by integration of these 
curves confirm that the model does fit the count data accurately . Such curves 
give useful ins ight into the detai l s  of the model s . For example , one can 
recognise the smooth portion of the integrand for which E ( z )  = 1 at low red­
shift , and the less regular portion above the redshi ft corresponding to P , c 
there be ing also a sudden rise in the integrand at this point . As one would 
expect , the curves at low flux densi ty are much more dominated by the " evolut­
ionary" contribution of P > Pc than is the curve at high flux density . No 
physical significance should be attached to the detailed " spiky " structure o f  
the portions where evolution operates ,  as noted above for the evolution function 
itse l f . 
Thes e  curves are of course the redshif t distributions for this partic­
ular model at the given flux densities .  Von Hoerner ( 19 7 3 )  has claimed that 
the luminosity function is extremely " critical " in s lope ,· leading to very wide 
redshift distributions . The graphs o f  Figure 9 . 7  demonstrate that this is  not 
a universal property for pos s ible model s . The rel atively narrow redshift 
distributions at low flux densities are due largely to the domination by the 
evolutionary portion . I f  the turn on in the evolution at P were more gradual , c 
one could e xpect the distributions to be somewhat broader ,  and . le s s  markedly 
bimodal . 
We now consider the average luminos ity o f  the sources contributing to 
the model counts , as a function o f  flux density . The luminosity distribution 
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Figure 9 . 7 - Integrands for calculation of d i fferential counts u s ing the s tandard piecewise 
RLF , a s  a function of redshi f t , for three values o f  f lux d en s i ty . ( The integrand i s  def i ned 
in Appendix 1 1 . }  These funct ions show the d is tribution o f  redshi f t s  for sources contr i bu t ing 
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at a flux density S ( to be distinguished from the luminosity function ) is  
defined as the distribution of luminosity among sources contributing to the 
counts at s .  Thi s  definition is similar in principle to that g iven by Longair 
( 1966 ) , however Longair considers the distribution of luminos ity for sources of 
flux density greater than S ,  since he was dealing with integral counts . 
Extensive data on the observed luminosity distribution are unfortunately not 
available . The requirement for optical identification restricts the unbiased 
samples to high flux densities .  For the purpose of a s imple compari son with 
model predictions it will suffice to use the luminos ity distribution plotted 
" by Longair ( 1966)  from the data of Longair and Scott ( 1965 ) at 178 MHz . 
In all cases the luminosity distribution covers several decades of 
luminosity - it i s  thus preferable to use as a location parameter not the mean 
luminos ity , but either the median or the mean of the logarithms . The latter 
has been used here , since < log P> was eas i ly evaluated during the computations , 
and should di ffer insignificantly from the median luminosity , considering the 
uncerta inty of the data . 
Figure 9 . 8  shows <log P> as a function of flux dens ity for the various 
mode l s . The curve for the standard piecewise RLF exhibits a pronounced 
maximum at about 2 . 5  Jy . It has been stated in the l iterature that most sources 
of low flux density are likely to be intrins ical ly weak and of low redshi ft . 
The plots o f  <z> and <log P> al low this question to be investigated for the 
present models . Although it is  true that with the standard piecewise RLF the 
sources of low flux dens ity are intrinsically weaker ,  it is by no means true 
that they are of low redshi ft , as shown by Figure 9 . 6 .  This may appear para­
doxical ; however a reduction in <log P> at low flux dens ity s imply implies 
that <z> must increase more slowly with decreasing flux density than it other­
wise would . Note that a decrease of <log P> at low flux densities does not 
imply that the (median ) luminosity of sources at a given redshift decreases 
with redshift ; in fact a steady increase of E (z )  is sufficient to ensure that 
the (median ) luminosity will have been greater at earlier epochs . 
The point plotted on Figure 9 . 6  shows the approximate logarithmic mean 
of the experimental data given by Longair , scaled to 408 MHz . Since Longair 
considered the luminosity distribution integral in flux density , the point has 
been plotted at the median flux dens ity of the contributing sources , for 
comparison with the distributions used here . The error bars giv� the standard 
error of the mean; however they do not take account o f  uncertaintie s in the 
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scaling to 4 0 8  MHz , nor the use of the median as the effective flux density . 
There is also an additional uncertainty due to the omis s�on of four (out of 4 2 )  
unidentified sources . Thus the curve . for the standard piecewise RLF i s  not 
regarded as being seriously in conflict with the data . The comparison of 
< log P> with the data appears to be quite a sens itive test for the models , 
because of the wide disparity of the predicted value s . Further work on the 
experimental luminosity distribution would clearly help here . 
9 . 6  (d )  Results - with othe r Luminosity Functions 
It is clearly desirable to find how sensitive the evolution function is 
to the exact form of the luminos ity function . 'I'o this end , new piecewise 
luminosity functions were examined , in which the s lope in the range of luminos­
itie s from 3 . 4  x 1 02 2  to 5 . 8  x 1 02 7 w Hz- 1 sr- 1 was altered , while retaining 
the s ame s lope in the other three ranges ,  and continuity of the function between 
ranges .  The range altered includes the radio galaxies and most quasars , and 
makes the main contribution to the source counts . The degree o f  alteration of 
the slope was decided from the data given by Figure 4 of von Hoerner { 197 3 ) . 
"Worst fit" slopes were found for the appropriate range , corresponding to 
significant but pos sible deviations from the best fit s lope ( about two standard 
deviations ) .  The s lopes were di fferent to the bes t  fit value (- 2 . 3 6 )  by ±0 . 30 .  
I t  was found that for the RI .• F with the steeper slope { - 2 . 6 7 )  E ( z )  did 
not converge to a function giving a good fit to the source counts , for any 
value of P • c Thi s  was however due solely to difficulty in fitting in the range . 
from 18 mJy to 56 mJy . This result shows at least some critical nature in the 
slope of' the RLF . A further RLF was then proposed , with a slope in the 
appropriate region of - 2 . 50 ,  i . e .  steeper than the best fit value by 0 . 14 .  
This wil l  be referred to as the steep piecewise RLF , while that with the slope 
of -2 . 07 ( flatter by 0 . 2 9 )  will be referred to as the flat piecewise RLF . A 
good fit to the counts was obtained with the latter , using P = 4 . 5  x 10 2 6  W c 
Hz- 1 sr- 1  as be fore . The evolution function is illustrated in Figure 9 . 9 ,  
which shows it is  not substantially different to that for the s tandard piece­
wise RLF . 
The behaviour of <z>  and < log P> as a function of flux density is  
shown in Figures 9 . 6  and 9 . 8  respectively . It is  clear that the alteration of 
the s lope of the RLF has caused significant changes in both these functions . 
The flatter RLF has resulted in domination of the counts by the sources of high 
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luminos ity , with consequent high redshifts (the average redshift i s  10 . 6  at 
18 mJy ) . This model gives significant discrepancies with respect to the points 
derived from observational data , particularly for luminos ity . 
The steep piecewise RLF gave a model which fitted the counts wel l  at 
all except the lowest point { 18 mJy ) , where it was 15% high . This is still an 
adequate fit considering the uncertainty of the extrapolated data at low flux 
dens ity . The value of P was again 4 . 5  x 102 6  w Hz- 1 sr- 1 . Figure 9 . 9  shows c 
that again the evolution function i s  not greatly altered , while Figures 9 . 6  and 
9 . 8  show considerable changes in the predicted redshifts and luminositie s . 
This time the counts are dominated by the source s  of low luminosity , with 
consequent low redshifts . There is a reverse Hubble relation for this model 
at low flux densities - the maximum value of <z>  is  2 . 0  and occurs at a flux 
density of 0 . 2  Jy . This model shows good agreement with the observational data 
for both redshi ft and luminosity . 
The above results show that the standard piecewise RLF was critical in 
the s·ense that moderate changes caused large changes in the predicted redshi ft,s 
and luminosities , but the changes in the evolution function were not great . 
We now consider the models using the parabolic RLF (Section 9 . 3 ) . The 
best fit was obtained using a value of P which was a factor of ten less than c 
be fore , viz . 4 . 5  x 10 2 5  w Hz- 1  sr- 1 • The fit to the counts was good , but not 
perfect;  the point at 18 Jy was higher than the data by 10% . In othe r words 
this mode l experienced some difficulty in fitting to the abruptness of the 
drop at high flux densities .  
The evolution function for this model was included in Figure 9 . 9 .  It 
shows a re::narkc..bly rapid increase at low redshifts , reaching a density multip­
lication of 400 at' a redshift of only 0 .  5 .  It is s imilar to ( 1  +z)  1 5  in this 
range . Such an increase is  implausibly rapid . It i s  not clear why the required 
evolution function is so different to that for the standard piecewise RIJF , since 
both were intended as "best fit" forms to repres ent the data . The flat and 
steep piecewise luminosity functions incorporated del iberate alterations and 
yet gave evolution functions with only s light differences to that of the 
standard piecewi se RLF . 'l'he answer lies partly in the requirement of a lower 
value for P in this case , automatically introduc ing evolution at a lower c 
redshift . It is  not however c lear why the lower P is required . A corollary . c 
o f  the r;1pid rise of the evolution function at low redshift is  that the " cut.off 
redshift" , although still appearing naturally , i s  o f  the order 0 . 5  - 1 . 0  for 
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this model . 
Thi s  graph of the evolution function shows clearly why no success ful 
models with the parabolic RLF were found using the parametric evolution method . 
The required increase is  so unusually steep that no models of this type were 
examined . The free form method has an obvious advantage in cases such as thi s . 
The predicted average redshifts at high flux density are in reasonable 
agreement with the redshift data (Figure 9 . 6 ) . At intermediate and low flux 
densities this mode l gives the lowest redshifts of any of the four (except for 
· the reve:rsal for the steep piecewise case ) . It is thus of interest if one i s  
reluctant t o  accept high redshifts a t  low flux densitie s . However the l ow 
redshifts are obtained because of the extreme ly rapid increase of the evolution 
function ,  which is implausible . 
The graph of < log P>  against flux density for this model (Figure 9 . 8 ) 
shows a discrepancy with the experimental point great enough to be evidence 
against the model .  
In summary , use o f  the parabolic RLF has i llustrated that supposedly 
small changes in the RLF can cause a large change in the evolution function . 
However the situation is  unclear because this .  result is  in contrast to that 
obtained with the flat and steep piecewise luminos ity functions . 
9 . 7 Absolute Normal ization of Model Counts 
All mode l counts discussed so far have been arbitrarily normalized , 
that is the models have fitted to the shape of the source count curve but not 
the absolute density of sources per steradian . This was done because the RLF 
i s  knovm only wi th cons iderable uncertainty . When evolution is  employed to 
obtain a fit to the counts , it emphas izes the contribution due to sources of 
high redshi ft , and causes an inevitable increase in the absolute areal density 
of s ources , above that predicted by source conserving models . Investigation of 
the absolute normalization of the model counts therefore holds in principle the 
pos s ibility o� ccnfirmiug that evolution is required . 
Calculations of the absolute normalization showed that the predicted 
areal density for the mode ls with evolution agreed within a factor of two 
with the observed dens ity ; this is  good agreement considering the uncertainty 
of the HLF . The source conserving models give densities lower b¥ about a 
factor o f  two to ten (depending on the flux dens ity ) . However a factor of 
about 102 would be required before one could claim evidence against source 
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conserving models on thi s  basis . The absolute density of the sources is 
therefore consistent with evolution , but does not provide further evidence for 
it . 
The calculations can be verified s imply by inspection o f  the plotted 
integrands of Figure 9 . 7 .  The smooth portion of the integrand , at P < P ,  i s  c 
identical to that for a source conserving model ,  because E (z )  = 1 in this range . 
It is  c le ar that the integral of the portion where evolution is  present i s  no 
greater than two to ten times that for the source conserving portion . 
9 . 8  Irregularities in the Distribution of Radio Sources 
This section gives a review of two related topics having an important 
bearing on the construction of model counts .  Both involve deviations from the 
assumption of perfect homogenei ty and isotropy of the sources .  
( a ) The Effects of Inhomogeneities on Source Counts 
Almost as soon as the steepnes s  of e arly source counts was discovered , 
it was pointed out that the results could be consistent with the steady state 
model or source conserving relativistic models if the steepnes s  was due to a 
local de ficit of strong sources .  {e . g . Hoyle and Narlikar , 196 1 ;  Hanbury 
Brown , 1962 ) . It i s  generally agreed that uncertainties in the luminos ity 
function make .it impossible to decide whether the shape of the source count 
curve i s  due to an exces s  of weak sources or a deficit of s trong sources . In 
the latter case only a relatively small number o f  strong sources need be 
missing over the whole sky (the exact number depend s on which type of mode l  
the data are compared with ) . Thus the de ficit might be s imply a fluctuation 
in the source distribution , and not of true cosmological s igni ficance . 
It has been pointed out that even at high flux densities a considerable 
fraction of the source s  ha.ve s ignificant redshifts . Thus the deficit cann01: 
be truly local ( see e . g. LOnga.ir and Ree s , 197 2 ;  Longair , 197 1 ) . I f  it i s  
necessary t o  propose a deficit which extends t o  the highest redshifts o f  
observed radio sources ,  one obtains a "pseudo-evolutionary" model ,  which can 
never be distinguished from a conventional evolutionary model by radio source 
counts alone ( Scheue r , 1965 ) . Such a "pseudo-evolutionary" model i s  unsatis­
factory in the sense that the deficit .is cosmological rather than local . In 
other words the variation of source density becomes a function of epoch (or 
redshift)  instead of location . This of course leads directly back to the 
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evolutionary models normally studied as a function of redshift . 
Just how far the deficit must in fact extend i s  not certain . Detailed 
study of specific inhomogeneous models would help here . The required extent 
of the deficit i s  of course reduced if the redshi fts of quasi-stellar obj ects 
are not cosmological in origin . 
The question of a local de ficit is  closely related to the isotropy of 
observed sources ,  because there is  no reason why we should be located near the 
centre of a proposed fluctuation in source density . Significant anisotropy 
would thus be expected . There is  in fact some suggestion of anisotropy in 
the sources stronger than 10 Jy (see below) • I t  is unfortunate that because 
of the relatively small numbers of strong sources it wi ll never be pos sibl£ 
to e stablish thei r  degree of i sotropy with great preci sion . For the inter­
mediate and weak sources there is much scope for further study of anisotropy , 
but the results do not directly bear on the distribution for the strong sources 
exhibiting the drop in normalized counts . (There should nevertheles s be some 
connection , because the wide spread in absolute powers of sources precludes 
any rapid variation of such properties with flux density ) . It would clearly 
be des irable to find whether any specific inhomogeneous models are able to 
reproduce the source counts without giving rise to more anisotropy than is 
observed . 
It is  worth noting that inhomogeneities are of course also relevant 
to the study of models with evolution of the sources . It is pos sible that 
the differences between the observed source counts and the predictions of 
source conserving models could be due partly to evolution and partly to 
inhomogeneities . S ince inhomogeneities lead to anisotropie s  (except in the 
case of an irregularity that i s  spherically symmetric about the observe r ) , 
observational studies of the isotropy o f  radio source s  will help to show the 
relat ive importance o f  these two effect s . The present status of such 
observations is discus sed below. 
Until more i s  known about pos s ible anisotropies and inhomogeneitie s , 
it is  reasonable to assume the cosmological principle in analysing the source 
counts , as has been done in the models desc ribed in this chapter . 
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9 . 8  (b)  Anisotropy of Source s  
The isotropy of radio sources on the celestial sphere i s  o f  interest 
because it can be examined dire ctly from observations . I f  definite anisotropies 
in the di stribution were found , the implications would depend on the average 
redshift of the sources involved . I f  this were low , it could indicate merely 
a local fluctuation . I f  the redshifts were substantial , anisotropies could 
argue against the use of the cosmological principle in the derivation of the 
relativistic model universes . ( In either case the interpretation of source 
counts would have to be revised , to at least some extent ) . The remarkable 
isotropy of the 3K background radiation strongly supports the assumption o f  
isotropy i n  the early univers e . However the redshift t o  which this observation 
app lies is uncertain ; it depends upon the assumed density and degree of 
ionisation of the universe ( Sc iama , 197 1 ) . This redshift can be as high as 
1000 , leaving significant scope for the d�velopment of inhomogeneities at later 
epochs , or it can be as low as 7 in the case of a fully ioni sed high density 
universe ( Sciama , 1973 ) . 
At present the experimental position regarding anisotropies is  unclear . 
Various examinations of the Cambridge 4C survey have been made ( e . g .  Holden ,  
1966 ; Pearson , 1974 ; Webster , 197 6 ) . In all cases the sources have been found 
to be uni formly and randomly di stributed .  On the other hand anisotropies have 
been claimed in the Green Bank survey (Mas lowski et al . ,  19 73 ; Maslowski , 197 3 ;  
Machalski e t  al . ,  1974 ) and i n  the Parkes 2 70 0  MH z  survey (Wall , 197 4 ) . A 
thorough analysis by Webster ( 1976)  has shown that there is in fact no deviation 
from i sotropy in the Green Bank survey . Webster has also shown that sources in 
the Molonglo MCl survey are randomly distributed . Yahil ( 1972 } reported that 
different s lopes are obtained for the radio source counts in the two galactic 
hemispheres ,  for the 3CR and Parkes 408 MHz surveys .  However in a detailed 
study Pearson ( 19 7 4 )  found no such effect in e ither the 3CR or 4C survey . 
More recently , an apparent anisotropy has been discovered from the 
Molonglo surveys .  The source density above 1 Jy for the MC2 and 3 surveys at 
dec linations + 1 1° and +17° is s ignificantly greater than for the MCl survey 
at - 2 0° (Mills , 1976 ) . Although the e ffect is  formally s ignificant and cannot 
be explained by typical calibration uncertainties ,  it must be regarded as 
tentative until a de finitive calibration program can be undertaken .  
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No detailed search for ani sotropies in the distribution of sources 
within the deep surveys has been made , because the small size of the catalogues , 
the very limited declination coverage and the exclusion o f  many sections o f  
right ascension preclude any sens itive test for grouping . I t  i s  nevertheless . 
pos s ible to carry out a s imple x2 tes t ;  B . Y .  Mills (Private Communication) 
has counted the numbers o f  sources in 3 minute intervals ( avoiding the excluded 
areas)  in the - 2 0° surveys . The results show some evidence for a non-random 
distribution o f  sources , at a significance level o f  1 % . It i s  quite pos sible 
however that thi s  is due s imply to the resolution of some physically associated 
sources into separate components , and need not reflect any large scale 
clustering of sources .  If the result i s  due to pairing , the e f fect on the 
counts i s  small ( Se ction 6 . 2c and Appendix 5 ) . I f  it is due t? large scale 
clustering , further study of the nature and redshifts of the inhomogeneities 
would be required to understand the full implication s . The source counts of 
the - 2 0° and -62° deep surveys were shown to agree within statistical uncert­
ainties {Figure 8 . 1 ) . A difference in source density relative to the 
Cambridge 5C2 and 5C5 surveys was pointed out in Section 8 . 3 ,  but cannot be 
considered as firm evidence o f  anisotropy because of pos s ible differences i n  
cal ibration . 
The all- sky catalogue of strong sources has also been investigated for 
grouping . The large scale distribution was checked by comparing the numbers 
of source s in 12 areas of 0 . 52 sr each { B . Y .  Mills , Private Communication } .  
Taking all sources o f  greater than 10 Jy , the distribution appears non-random 
at a s igni ficance level of 7 % , while for sources o f  between 10 and 20 Jy ( at 
whi ch the deficit appears ) the s ignificance level i s  5 % . I t  must be noted 
however that there is some evidence for physica l  pairing of nearby sources 
(Mil l s , 1976 ) and thi s  reduces the s ignificance of the above result by 
reducing the number of independent obj ects on the sky . For example a 
calculation using the compound Poisson distribution ( Eadie et al . ,  197 1 )  shows 
that i f  one in 17 obj ects i s  catalogued as two source s , then the significance 
level changes from 5% to 10% . The result i s  there fore inconclusive and 
is likely to remain so , because the statistical errors due to the limited 
number of strong sources preclude a test of high precision . 
I t  i s  c learly important that detailed investigations o f  the isotropy 
of sources at all f lux density levels should continue . As mentioned above , it 
i s  reasonable to assume the cosmological principle in model fitting at least 
until the experimental position is clarified. 
9 . 9  The Steep S lope for Counts of Unidenti fied Sources 
The compilation of sep�rate source counts for galaxies and quasars is 
c learly of considerable cosmological importance . One problem that arises 
immediately is that even with the use of the largest optical te lescope s , the 
obj ects corresponding to some radio source s  are too faint to be seen , and 
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such sources thus remain unidentified . One i s  therefore faced with three 
classes of source : galaxies , quasars and unidenti fied sources . This section 
will be concerned only with sources of intermediate to high flux density ( above 
10 Jy at 178 MHz ) because only at this leve l are identi fications even moderately 
complete . It is in this f lux density range ( above about 5 Jy at 408 MHz ) 
that the decrease in the normalised counts occurs (Figure 8 . 3 ) . Thus source 
counts give a s lope steeper than the Euclidean value , and considerable interest 
has centred on whether thi s  steepness can be ascribed primarily to one class 
o f  source . 
I t  has been recogni sed for some time that the s lope for the unidentified 
sources is considerably s teeper than that for either the galaxies or quasars . 
However this i s  expected to be so , due to an important selection e ffect , which 
is s imply that weak sources wil l  tend also to be faint optically , and therefore 
the fraction of unidentified sources will rise as the flux density decreases .  
This e f fect was pointed out by Munro ( 197ld) • However a number o f  authors 
have overlooked it , and attached cosmological s ignificance to the counts of 
unidentified sources .  They include Hoyle ( 1968) , Yahil ( 19 72 ) , and Burbidge 
and Narlikar ( 19 7 6 ) . The latter authors in particular take the steep s lope 
of the unidentified sources to imply that only these sources give evidence for 
evolution . It is the aim of this section to show conclusively that the above 
selection e ffec t  can be entirely responsible for the observed steepnes s  of 
the count o f  unidentified sources . 
The first task was to demonstrate that a s igni ficant correlation 
exists between the apparent magnitude and flux density of identified sources , 
i . e .  that weak sources tend to be optically faint and hence harder to identify . 
The observationa.l material used i s  based on the 3CR catalogue at 178 MHz 
( Bennett , 196 2 )  because exhaustive programs o f  optical identifications have been 
carried out for this catalogue . Moreoever , this is the sample considered by 
Burbidge and Narlikar . A recent compilation of the identification data by 
Smith et a l .  ( 19 7 6 )  was used in thi s  work and was also used by Burbidge and 
Narlikar . 
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Figure 9 . 10 shows histograms o f  the apparent magnitudes of identified 
sources ,  in four logarithmically spaced intervals of flux density . The sources 
selected were those above ·10 Jy at 178 MHz , and more than 8° from the galactic 
p lane . The limit for optical identification is at about 20m ; the effect o f  
thi s  cutoff i s  apparent i n  Figure 9 . lOa . The median magnitude i s  shown i n  
each case . It i s  quite c lear that the s tronger sources have o n  average 
brighter identific ations . Figure 9 . 11 graphs thi s  variation , with e rror bars 
shown . The latter have been derived from the intervals on either side o f  the 
median which contain ffl/2 sources ( Condon and Jauncey , 1974 ) . A x2 tes t  
confirms that the variation is signi ficant a t  the 2 %  leve l ;  this result 
would be even more significant were it not for the bound at about 2 0rn which 
biases the median magnitude for low flux densities towards smaller values . 
It has thus been e stablished that there i s  a s igni ficant variation of apparent 
ma.gnitude with flux dens ity . 
The histograms o f  Figure 9 . 10 give a good pictur� o f  the approximate 
fraction of unidenti fied sources at each flux dens ity , s ince the latter are 
s imply those obj ects fainter than about 2 0m . Clearly a much larger fraction o f  
sources w i l l  b e  unidentified a t  low flux densities than a t  high flux densities . 
The second task was to show that this e f fect i s  suffic ient to explain 
the s teep s lope for unidentified sources .  To thi s  end truncated Gaussian curves 
were fitted to the histograms of Figure 9 . 10 ,  the fitting being made over the 
interval 6m - 2 0m , to avoid bias from unidentified sources .  Such curves allow 
prediction o f  the number of unidentified sources at each flux density . The 
comparison of the predictions with the actual nurr.bers i s  most conveniently made 
in terms o f  Y ,  the source count exponent .  For the count of all sources ,  
y = 1 . 8  ± 0 . 1 ; for the identified sources of Figure 9 . 10 thi s  is flattened to 
y 1 . 4  ± 0 . 1  (by the loss o f  unidentified sources ) .  The predic ted cou�t for 
unidentified sources ,  using only the information of Figure 9 . 10 ,  has Y = 3 . 9  ± 
0 . 5 ,  whi le the actual value i s  y = 3 . 4  ± 0 . 4 .  (The remarkable s teepnes s  o f  
these counts i s  due to the paucity o f  unidentified sources a t  high flux 
densities )  • We thus conclude that the selection e ffect can entirely account 
for the s teepnes s  of the co�nt for unidentified sources . 
Thi s result invalidates the conc lusion by Burbidge and Narlikar ( 1976)  
that only the unidentified sources give evidence for evolution . Valid 
cosmological conclus ions regarding the source count s lope for subsets o f  the 
catalogues can be drawn only for obj ects whose definition does not depend 
N 
N 
30 
20 
10 
( a )  10 . 0- 1 5 . 9  Jy 
tN = 7 2  
o L-....a:a__Jill.fililla..tlli�el2Llill�L__J 
10 
8 10 1 2  1 4  1 6  1 8  20 2 2  
magnitude 
( c )  2 5 . 1 - 3 9 . 8  Jy 
tN = 1 5  
o '---'---...L.--.Lij1Wll]]l���t:tl�EL--J 
8 10 1 2  1 4  1 6  1 8  20 2 2  
magnitude 
30 
20 
N 
10 
(b ) 1 5 . 9 - 2 5 . 1  Jy 
tN = 43 
o L-......t��--...lZ���ww�����........1 
1 0  
N 
8 l O  1 2  14  1 6  1 8  20 2 2  
magni tude 
( d )  3 9 . 8 - 6 3 . 1  Jy 
tN == 1 7  
0 L......1-.--1iillll2Eil2!±illili2�2Et::;rmL--t... .....J 
8 10 1 2  1 4  1 6  1 8  20  2 2  
magni tude 
Figure 9 . 10 - Histograms of the apparent magnitudes for identified sources of the 3CR catalogue 
in four ranges of flux dens ity ( at 1 7 8  MHz ) . The number of sources in each class i s  given . The 
arrow indicates the median magnitude in each case . 
1 9  
1 8  
Q) 
'd 
1 7  ;::; ..., 
...... c: t:ri Oj s 
c: Oj ·r-l 1 6  'd (}.) � 
1 5  
1 4 
t 
1 0  2 0  
8 11s ( Jy ) 
3 0  4 0 5 0  6 0  
Figure 9 . 1 1 - Median magnitude as a function of 178 MHz flux density , 
for identi fied sources o f  the 3CR catalogue . 
directly on flux density ; for example the quasars and radio galaxies . Even 
for these classe s , it is e ssential that the unidentified sources be included 
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in e ach class in the appropriate proportion ( e . g . Munro , 197 ld , and Wall , 197 2 ) . 
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CHAPTER 10 
CONCLUDING REMARKS 
10 . l  Pos s ibilities for Further Deep Surveys with the Molonglo Telescope 
'!'hi s  section notes some ways in which deep survey observations with 
the Molonglo telescope could be extended .  Firstly , the solid angle covered 
could be cons iderably increased , even with the restriction to declinations 
near the peaks of the sensitivity curve (Figure 2 . 2 ) . This would increase the 
nuirher of sources available for counts and identifications . 
Secondly , there remains some s cope for still deeper surveys with this 
instrument . The error analys is of Chapter 5 showed that noise and confusion 
make comparable contributions to the total rms f lux density error . •rhus the 
lower l imit of the catalogue could be decreased by a reduction in either of 
these errors . 
'11here has in fact been a decrease o f  10% in the noise level s ince the 
19 7 3  observing se s sion (A . G .  Little , Private Communication ) , due to correct.ion 
of an error in the delay between the North-South and East-West arms o f  the 
teles cope . 
A s ignificant reduction of the noise (by a factor o f  about 1 .  2 )  appears 
to be pos s ible if one employs a source fitting program which takes into account 
the correlation of noise between the adj acent declination beams . However 
difficu.1,ties arise if the same proce s s  is applied in fitting strong sources ,  
or extendEd source s (Appendix 1 )  . 
The noi se could a lso be reduced by further repetition o f  the observations ,  
. a l though at the expense o f  considerably increased telescope time . Another 
reduction might be achieved by omitting the s ignal from the centre module of 
the aeri al . Th:i.s could be helpful in reducing the base level drifts which 
were found to be troublesome in the - 6 2° survey (B . Y . Mill s , Private Communic­
ation ) . 
The confusion error could also be reduced somewhat for future surveys , 
beca.use about one half o f  thi s  error i s  contributed by s idelobes (Appendix 6 ) . 
A careful rephasing o f  the aerial , to reduce the North-South s idelobes to a 
minimum, would probably result in a use ful decrease in the total rrns error . 
Depending on the degree of suc ce s s  o f  such an operation , one expects the 
ultimate confus ion l imit of the telescope to be somewhat less than 55 mJy . 
( Th i s  i s  a Sa lower limit , derived from the data o f  S ection 5 . 2a ;  however for 
confusion dominated errors it is e ssential to consider the error distribution 
in detail ,  e . g . Condon , 1974 ) . 
The confusion errors due to s idelobes are l ikely to prevent the use 
o f  the P (D) method for extending the source counts to very low flux densities 
(e . g . Wal l  and Cooke ,  1975 ) . 
The proposed conversion o f  the Molonglo telescope to an aperture 
synthes i s  instrument (Mills , Little and Jos s ,  1976 ) would of course result in 
a great improvement in resolution and sensitivity , although the observations 
would then be made at a frequency of about 800 MHz , and could not be directly 
comb ined with the 408 MHz results for intermediate and strong sources .  
10 . 2  �xtension of Cosmological Model-fitting 
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The discuss ion in the previous chapter has pointed out many facets o f  
the model·· fitting problem which would bene fit from further observational o r  
theoretical work . A t  the · most fundamental leve l , the questions of cosmological 
redshifts and homogeneity and isotropy of the universe remain to be settled . 
With further observational studies o f  the isotropy o f  the source distribution , 
it should eventually be possible either to show that anisotropies are negligible , 
or to characterize them in detai l and allow for their e ffects on the counts . 
Another maj or need i s  for more extensive redshift data , particularly for sources 
of lower flux density . Thi s  would help to de fine the radio luminosity function 
more precisely , as wel l  as providing data for comparison with the predicted 
redshift and luminosity distributions . Such extended redshift information 
should gradually become · available , with the use of highly sensitive spectro­
graphic equipment on l arge telescope s . 
A. great advance towards finding the correct geometry for the universe 
could of course be made if the evolution function for the radio source 
population could be determined independently , from a comprehensive theory o f  
the formation and dynami c s  of individual sources .  Such a development appears 
unlikely in the near future . 
The model-fitting described in Chapter 9 could be extended in a number 
of ways : 
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( i )  A more sensitive cowpari son o f  the predicted redshifts and luminosities 
with the observed data could be made if the full distributions were used 
instead of merely the expectation values . 
( i i )  A more sophisticated model would be obtained i f  the dispersion o f  
spectral indices were taken into account . I n  addition , it would be 
desirable to a llow for the greater fraction of flat spectrum source s  to 
be found at higher frequencies ,  s ince at high redshifts these are the 
sources observed at 408 MHz . Indeed the results at low flux densities 
(high redshi fts ) for the model s  described in Chapter 9 must be regarded 
as tentative for thi s  reason . 
( i i i ) The dependence of the evolution on luminosity could be made more gradual ;  
it might even be worthwhile to a llow a free form dependence . 
( i v )  E\irther work on the data for the radio luminos ity function (RLF )  would be 
valuable . The compilation by von Hoerner ( 197 3 )  has been derived 
principally from surveys at 178 MHz , and thus gives a smaller fraction 
of quasars than would be observed at 408 MHz . Moreover , it is not clear 
in compilations such as this whether all contributing data have been 
reduced to common assumptions regarding the evolution function and the 
value o f  the Hubble constant H . It should in fact be possible to 0 
c ircumvent entirely the need for a value o f  H in calculating the model 0 
count s . 'Ihis i s  because the actual data used for finding the RLF takes 
the form of complete samples of flux densities and rcdshi fts , and it i s  
the numbers of sources as a function o f  these two quantities which are 
required in the calculations . The use of absolute powers in the RLF 
aris e s  theo::::etically as the fundamental method of spec ifying thi s  
information , ·  but it i s  n o t  ideal practically , because o f  the uncertainty 
in H • Schmidt ( 19 7 2b )  has made use o f  a method with some s imilarities 0 
to thi s  approach . 
Further studies o f  the e f fect o f  the RLF on the evolution would 
be use ful , particularly to e lucidate the peculiar behaviour of the 
parabolic RLF . 
(v) Other cosmo logical model s  could be used as the framework for calculation 
of the count s . Milne ' s  mode l , as the l imiting case of low density 
universe s , would be particularly interesting . The information derived 
from a comparison of results u sing d i fferent cosmological model s  wil l  
of course b e  difficult t o  interpret while the evolution function remains 
the dominant unknown quantity . 
(vi ) Reliab le counts are now available at a number o f  different frequencies . 
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Ideally , a single model o f  the radio source population should be able to 
reproduce all these results . 
(vi i )  Consideration o f  the angular s i z e s  (as wel l  as the numbers ) of sources 
as a function of flux dens ity would lead to more comprehensive mode l s . 
The cosmological evolution o f  angular s iz e s  has been considered by 
Fanarof f  and Longair ( 197 2 )  and Kapahi ( 19 7 5 ) ;  however a caution re gard­
ing the e ffects of the c lumping of mass in the universe has been given 
by Roeder ( 19 7 6 ) . 
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J\PPENDIX 1 
CORRELATIONS OF NOISE BETWEEN THE PENCIL BEAMS 
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The pencil beams of the Molonglo telescope are spaced at half bea.mwid�h 
intervals , in both the North-South and East-West d irections . This leads to 
a correl ation in the receiver noise between nearby beams . Intuitively , one 
can see that such a correlation must exist beause it is not possible to form 
two independent beams pointing in the s ame dire ction from one antenna . 
( a )  Correlations between the Eleven Declination Beams 
The correlation coe fficient of the noi s e  between any two adj acent 
declination beams is 0 . 668 ; for alternate beams it is 0 . 1 8 6 , and for beams 
separated by three beam spacings it is 0 . 02 4  (D . F .  Crawford , Private Commun­
ication ) . The same correlations apply for merged data , with the exception 
that the compos ite records constructed from alte rnate dec lination numbers 
( Step ( i i i )  of Section 3 . 1 ) have zero noise corre lation for beams whose separ­
ation straddles beam pos ition +':i , bec ause two independent records were used . 
The noi s e  correlations for the final deep survey records wil l  thus be dimi nished 
in the vicinity of beams 0 and + l .  
The e ffects o f  the noise corre lations were discussed b y  Munro ( 19 7 1c ) . 
Of particular interest here i s  the e ffect. on the noise in flux density e stimates 
of fit ted sources .  'I'he correlation causes an increase in the noise because it 
diminishes the amount of independent data gathered from each source transit . 
The increase i s  even greater if the correlation i s  neglected i n  the source 
f itting proce s s , as it was in the program used to process the deep survey data . 
This was done for two ma.in reasons . Firstly , there would be di fficulties in 
fitting sources well above the lower limit . To allow for the correlation in 
such cases would require knowledge of the telescope beamshape to greater 
accuracy than is experimentally pos s ible . Thi s  problem could be alleviated 
by making the allowance for correl ation only for weak sources . However there 
is a second and more difficult problem : allowing for the correlation involves 
in e ssence the subtraction of the de f le ctions on the minor declination beams 
from the peak de fle ction , using appropriate weights . I f  the source i s  exten-
ded , the result will be a marked underestimation of its flux density . ('l'her<.:; 
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is only a sl ight undere stimation when the correlation is ignored and a point 
source model is fitted ( see Section 3 . 2 ) ) .  For a noticeably extended source 
one could obviously alte r  the procedure ; however for sources with real but 
undetected exte ns ions a de finite bias would be introduced .  'l'his would a f fect 
weak sources most , because detection of extensions is hardest for such source s . 
For point sources ,  the increase in noise caused by neql ect o f  the 
correlation ranges from a factor o f  1 . 11 to 1 .  25 , depending on the position 
of the source relative to the declination beams . 
the calculation of these figures } .  
(D . F .  Crawford assisted in 
( b )  Correlatiops between the Earl¥.> Centre and Late Beams 
The correlation coefficients given above apply also to the three 
beams separated in right ascension . However in this case the source transit 
occurs at different times in the three beams , and thus when the transits have 
been aligned for merging of the records , the three noise values in a given 3 
second s ample are no longer corre lated . The corre lation now . appears between 
data samples separated by an interval equal to the trans it time difference 
between the beams , i . e .  6 seconds at o = - 2 0° and 12 seconds c::.t -62° . The 
corre lation thus reduces the amount o f  independent data gathered as a function 
of right ascension . '£he source fitting program neglected this correlation ; 
D . F .  Crawford (Private Communication ) has shown that the merged data will thus 
have a s ignal to noise ratio by a factor o f  1 . 40 relative to that for a 
s ingle East-West beam , compared with the factor o f  13 = 1 .  7 3  which would be 
obtained in the absence of correlation . 
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APPENDIX 2 
EFFECTS OF SEQUEN'rIAL D IGITA� REC<2!IDING 
For each 3 second sample the digital recording system of the Molonglo 
telescope logs 45 data channe ls , each of 12 bits . These include specification 
of the sidereal time , date , dec lination number ,  etc . as well as the digital 
readout of the s ignal from each of the beams of the te lescope . 
An interval o f  40 ms i s  required to record each channel on to the 
magnetic tape . The recording is sequential , thus the starting time for the 
3 second s ignal integration is different for the various beams of the telescope . 
The source fitting program used to process the survey data did of course allow 
for this e f fect ; however the program was written for 11 beam data , whereas the 
actual observations consisted of 3 3  beam data . It was thus necessary to make 
a systematic correction to the catalogued right ascensions . 
The relevant channel numbers are as follows : channel s  9-19 record the 
Centre beams , in the order - 5  to +5 ; channe ls 20-22 record the three total 
power fan beams ; channel s  2 3 - 3 3  contain the Early beams and channel s  3 4-44 the 
Late beams , again in the order -5 to +5 . Relative to the Centre beams , the 
Early and Late beams are sampled 0 . 560 s and 1 . 000 s late , respectively . When 
the Early , Centre and Late beams have been merged to form one set of 1 1  beams 
( Step ( i )  of Section 3 . 1 ) , the source responses will be delayed by (0 + 0 . 56 + 
1 . 00 ) /3 � 0 . 52 s re lative to the Centre beam alone . Thi s  was the pointing 
correction applied to the right ascensions f:r:om the source fitting program. 
The delay .in the responses from the Early and Late beams will also 
cause a broadening of the source responses in the merged data - this was 
inves tigated in Section 3 . 1  and shown to have a negligible e ffect on the flux 
den sities .  
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APPENDIX 3 
INTEGRATED FLUX DENS ITIES 
Thi s  Appendix outlines the procedure used to obtain integrated flux 
densitie s  from the plotted line s cans . Figure 3 . 1  includes a ( reduced ) example 
of the type of l ine s cans u sed . The integrated flux density of a source can 
be obtained from the total ' volume • under the aerial response as a function o f  
both right ascension and dec lination ( e . g .  Schilizzi ,  197 2 ) . The conventional 
method is to plot contour diagrams of the aerial response ( such as Figures 
1- 2 5  o f  Chapter 4 )  and to c ai culate the volume from the areas of the contours .  
Thi s  method suf fers from thA l arge uncertainty in finding the contribution due 
to the par t of the respor1se between the background level and the first plotted 
contour ( S chilizzi , 1972 ) . A mori:� serious problem c an arise i f  the background 
level for the contouring ha.s been assessed in a region where it is not equal 
to the backgro•.;nd near the source - in this case a considerable error can be 
introduced in the calculation of the integrated flux density . It is for thi s  
reason that the contour maps given i n  Chapter 4 are not suitabl e  for the 
. calculation of f lux cfonsi tie s . 
The use of line s cans instead o f  contour maps alleviates both these 
difficulties . In particular , l ine scans present explicitly the maximum amount 
of information avail able about the local background leve l s . I t  i s  a s imple 
matter to draw by hand background leve l s  under the response ; one can even allow 
quite well for gradients and curvatures in the background in this way . The 
volume under the aerial response i s  obtained from a set o f  l ine scans s imply 
by sunu:ning the areas unde r the responses on the appropriate dec lination beams . 
The truth of this s tatement is not self-evident ; it has been demonstrat�d 
empirically in the following way . Any b rightnes s  distr ibution eue to a source 
can he '\tisualized as the sum of poi nt source response s  of c ertain flux densities 
and positions , and the sum of the areas under any particular decl ination beaxn 
due to the various "point scurce s "  is equal to the total area for that beaJn .  
I f  a point source gives a surn o f  line s c an areas that i s  independent o f  its 
position relative to the declinc.tion beams , then so will any arbitrary source , 
and a corre spondence to the volume under the response c an be e s tabl ished , a s  
asserted . 
The invariance of the sum of areas for a point source was tested 
numerically , assuming a Gauss ian beamshape in declination , and declination 
beams spaced at hal f  beamwidth intervals .  In this case the sum of areas 
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varies by 0 . 0003% as the source i s  moved from between declination beams to a 
pos ition lying on a beam . The invariance i s  thus not a true identity , but i s  
more than adequate f o r  the present purpose . The proces s  of sununing the values 
of a function at equally spaced intervals is analogous to numerical integration ; 
in thi s case the interval spacing i s  quite wide , but the smooth behaviour of 
the Gauss ian function makes the accuracy remarkably good . 
'l'o give a formula for the calculation o f  integrated flux densities 
from the plotted line scans , the following quantitie s are needed : 
s = F lux density , Jy 
p :;:: Peak response on a dec lination beam to a source centred 
on that beam , cm 
(C-L) = Diffe rence between responses due to calibration signal 
and thermal load , in recorded digital units . 
C = Amplitude of calibration s ignal at the appropriate s 
declination , Jy 
G = Vertical scale of line scans , digital units/cm 
R = Hor izontal s cale of line s cans , min/cm 
o - ' Standard Deviation ' for Gauss ian right ascension 
beamshape , cm 
o = Declination of source 
l.A = Sum of areas under all line scans that have a 
s igni ficant contribution due to the source in 
question , cm2 
Consider a point source centred on a certain declination beam; the 
peak response is then given by 
p S (C-L) -··---
Cs G 
(A3 . 1 )  = 
Assuming a Gauss ian beamshape o f  FWHM == 2 '  . 62 in the right ascension 
direction , and us ing the relationship FWHM = 2 . 3 5 5  o ,  we f ind that o ( in cm) 
is given by 
(J = 2 . 6 2  1 5  x 2 . 35 5  R coso 
The area under the line s can with peak response equal to P i s  
A =  cr fu P 
(A3 . 2 )  
{A3 . 3 )  
The above calculations o f  the sum o f  line s can areas for a point source 
1 3 5  
showed that the total area i s  2 . 12 9  ( i . e .  Nln 2 )  times greater than the area 
under the beam on which the source is centred . Thus 
EA = 2 . 12 9  cr fu P 
Substituting from equations A3 . l  and A3 . 2 ,  
s = 
1 5  x 2 . 3 5 5  EA R G cos o Cs 
2 . 129 x 2 . 6 2  fu (C-L) 
{A3 . 4 )  
(A3 . 5 )  
'I'he above calculation neglects the e f fect of the smoothing function used in 
preparing the data for p lotting , becau se the decrease it causes in the peak 
response is compens ated by an increase in the width , i . e .  the function 
preserves the area under a response . 
The factor QG/Qe f f  has been inserted to a llow for the deviation o f  the 
actual beamshape , o f  effective solid angle Qeff ' 
from the a.ssumed Gaussian 
beamshape of solid angle QG
. ( See Schi lizzi , 197 2 , for further detail s ) . The 
value of this factor was checked by applying the formula A3 . 5  to nine strong 
point sources in the survey area , whose flux den s ities were accurately known 
from the so�rce fitting program . Schilizzi found the ratio QG/ne ff to be 
equal to 1 . 2 2 for point sources , while Clarke ( 1 9 7 4 )  used the value 1 . 1 3 .  
However the above check gave values ins ignificantly different from 1 . 00 ;  viz . 
0 . 98 ± 0 . 02 at - 62° and 1 . 007 ± 0 . 0 1 7  at - 2 0° . The factor nG;ne f f  was 
therefore neglected in all calculations of integrated flux densities for sources 
in the deep survey catalogues .  In principle QG/Qe f f  depends on the angular 
size of the source , due to the e f fects o f  s idelobes .  Thi s  dependence was also 
neglecte d ;  thi s  may increase somewhat the uncertainties of the integrated 
flux densitie s .  
The areas under the line scans were found by planimetry , and converted 
to f lux dens ities by the use of equation A3 . 5 .  Although derived for a point 
source centred on a declination bea.m , this equation is valid for any 
brightness distribution , as shown by the argument given above . 
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APPENDIX 4 
THE EFFECTS OF WEDGE REFRAC"f.'ION ON DECLINATION MEASUREMENTS 
The conventional form of the Molonglo dec lination correction ( Section 
3 . 5c )  takes account of the instrumental pointing correction and the uniform 
spherical component of ionospheric refraction . The latter correction was 
obtained from a formula given by Kome saroff ( 1960) ; however this formu l a  
incl1.ides another correction term, due t o  refraction by horizontal gradients 
(wedges )  iD the ionosphere . 'l.'his tenn is 
-c sec 2 z o ( f� } () qi  
where C i s  a parameter depending o n  ionospheric properties (but i s  much less 
variable than the parameter B in the term allowing for the spherical component 
of :refraction) • As before , f is the critical frequency of the ionosphere , c 
q, is the l.atJ_tude of the observatory , and z is the zenith angle . 
Thi s  wed ge term can be larger than the spherical refractlon term but 
Hunstead ( 19 7 2 a , b )  ignored it when formulating the correction , on the bas is 
that it will be responsible only for random shifts in pos ition . Indeed , he 
obtained good fits without the use of thi s  term. In fact , however ,  there is 
a systematic increase of f towards the equator , where the average insolation c 
is great.er . ( See for example the diagrams of fc for the F 2 
layer versus 
geomagn�tic latitude and local time , given by Martyn , 1954 ) . One can thus 
expec t  a refraction towards the north from this term ( for observations in the 
southern hemisphere } .  'l.'his means that the wedge and spherical components 
wil l  both refract sources towards the north for observat ions south of the 
zenith , but will oppose each other north o f  the zenith . Thus a proposed 
wedge component which varies with dec lination only through the sec2z factor 
is a<:Jain unable to produce a calibration curve having a trend of the observed 
form (Figure 3 . 5 ) . 
Only by invoking a wedge in which the derivative factor increases 
sub stantially towards northern dec linations can the experimental data be 
sat i sfactorily fitted . There i s  some inoependent evidence that this may occur ; 
Slee and Lee ( 19 74 )  studied ionospheric refraction at 8 0  MHz and found that 
during summer the refraction was nearly independent o f  zenith angle - this 
requires a wedge component in which the derivative factor increases towards 
the north , to counteract the increase in the spherical component due to its 
tan z factor . Although the present observations were made in spring , thi s  
i s  still a suggestive result , considering the highly variable nature o f  the 
ionosphere . S lee and Lee also found that a ( f  2 ) / 3 4>  wa.s strongly correlated c 
with f 2 for observations at one location at various time s . I f  we assume c 
this i s  true for all locations then the correlation will exist for different 
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locations at any given time and we can infer that since f 2 generally increases c 
towards the equator , so should 3 ( f 2 ) /3 <fi .  Calculation shows that the rays for c 
sources at z = ± 4 5° pass through the ionosphere at places with latitudes 
diffe ring by about 6° - 10° . This i s  probably sufficient for there to be 
signific ant di fferences in f and especially in f 2 , thus making plausible the c c 
concept o f  a variable wedge term .  I t  i s  thus quite poss ible that such an 
e ffect might give rise to a declination calibration curve of the form observed . 
APPENDI X  5 
STRUCTURED SOURCES AND CHANCE ASSOCIATIONS 
The relatively high surface density of sources in the deep survey 
catalogues implies that a certain number of the source s  showing resolved 
s tructure may in fact be chance associations of independent sources . This 
Appendix gives approximate calculations o f  the numbers of such chance blends . 
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For purposes of illustration , we consider the combined - 2 0  catalo<;:;ues ;  
s imilar conclusions would hold for the -62° catalogue . Consider a solid angle 
Q which contains N point sources .  Take a test source , with a small solid angle 
Q* surrounding it ; if another source falls within Q *  a blend will be formed . 
I f  the average number of sources falling within Q *  i s  much less than unity , then 
only the case with a s ingle source in f:G* ( i . e .  a two source blend) is important , 
and the probability of obtaining a source in Q* i s  
P ( 1 ,  S6* ) :::: ( N- 1 )  rl* Q 
Thi s  argument applies to each o f  the N sources in the area , thus the mean number 
o f  paired sources i s  N P ( 1 ,  ri* )  and the mean number of pairs i s  half of thi s , 
i . e .  
N p 
== 
N (N- 1 )  Q *  
2Q 
Cons ider the case in which Q *  takes the form o f  an annulus about the 
test source , of outer radius e and inner radius e . . Let e correspond to the 0 1 0 
separation at which two sources are considered resolved by the criterion o f  
Section 3 . 3 { i ) ; 4 ' . 0  i s  a. suitable average value to cover a l l  f lux density 
ratios . Let e .  be the separation at which two sources are j ust detectable as 1 
two on the contour maps . I t  i s  e stimated that this occurs when there i s  a 
minimum between the two peaks equal to 9 5 %  o f  the peak value . For a Gaussian 
beamshape , thi s  implies a separation of 0 . 99 times the beamwidth . Taking an 
' average ' beamwidth of 2 ' . 8 at - 2 0° ( in reality the right ascension and 
declination beamwidths are different ) we then have e .  = 2 ' . 8 ,  and N � 7 . 5  
0 1 p for N = 3 7 3 . Thus in the -20 catalogues chance blends probably account for 
about 7 of the 13 sources that were seen as two peaks but integrated together . 
Another case o f  interest concerns sources which are seen as extended , 
but not resolved into two peak s . The chance rate can be computed using the 
sepa:ration which j us t  gives two peaks ( 2 ' . 8 ) as e ; the value for 8 .  can be 0 i 
the minimum separation for noticeab l e  broadening ( about l ' . 2 ) or it c an be 
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zero - its e ffect on Np i s  small .  For N = 3 7 3  a s  before , the result i s  N � 6 .  p 
In the catalogues ,  7 sources were given integrated f lux densities but were not 
seen as two peaks , while 14 sources were noted as probably extended , but not 
sufficiently so to be given an integrated f lux dens ity . 
I t  is worth noting in this context the different ways in which the 
numbers of chance associations and phys ical associations vary with separation 
from the test source . The former increase rapidly in number with separation , 
due s imply to the larger values of Q>� ,  while the number of physical associations 
is expi:i cted to be g reatest for small separations , because in any cosmological 
model there are greater numbers of sources at large distances from the observer . 
I t  i s  thus possible that a considerable f raction of the above 7 sources with 
integrated flux dens ities coul d  be due to chance blends , because if they are 
formed from blends of two components , such sources will tend to have larger 
separations than those merely noted as probably extended . 
Finally , we �ons ider the e ffect on the source counts produced by the 
resolution of some physical doubles into separate catalogued sources ( SE,ction 
6 . 2c ) . Consider the 1 3  sources in the - 2 0° catalogues which were observed as 
two peaks b ut integrated togethe r .  It was shown that o f  these about 7 are 
l ikely to be chance associations , leaving rv6 out of 3 7 3  ( 1�% )  as physical 
doubles . For larger separations , the number o f  associated doubles wil l  fall , 
while that of chance blends will increase rapidly , as noted above . Thus it i s  
highly unlike l y  that the counts will be in error b y  more than a few percent 
due to the cataloguing of physica.l doubles as two sources . ( The different ial 
e ffect as the flux density is varied would be even smaller ) .  The converse 
case o f  the cataloguing of two unrelated sources as one was discussed in 
S ection 6 . 2c .  
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APPENDIX 6 
THE CONFUSION ERROR DUE TO SIDELOBES 
'I'he availability of the ' 1  Jy ' catalogue has made poss ible not only 
the e limination of strips where North-South sidelobes could occur (Section 3 . 4 )  
but also a study o f  the distributions o f  amplitudes for the observed s idelobe s . 
This Appendix gives the results for such a study , and goes on to calculate 
approximate l y  the numbers of sidelobes compared with the numbers of sources , 
at the flux density levels which are important in causing confusion errors in 
the deev surveys . 
Thi s  inves tigation was carried out only for the -62° survey - however 
s imilar re�;ults would hold for the - 2 0° zone . Only North-South s idelobes need 
be considered , because of their much greater numbers ( Section 3 . 4 ) . During 
the proces s  of s idelobe removal a l ist of strong sources near the deep survey 
decli7l.ation zone was compiled . Seventeen of the s tronges t  of the se sources 
were selected , with flux densities ranging from 1 . 5  - 1 1  Jy . 
The plotted line scans of the deep survey areas were then searched for 
s idelobe s at the appropriate right ascensions .  (Su ch s idelobes of course 
occurred in the exc luded areas of the survey ) . A total o f  78 s ide1obes was 
found , ranging in amplitude from about 1% to 7% of the f lux dens ity of the 
parent source . The percentage ampl itude x is here defi ned as 
x = R 100 -· s 
where R is the apparent f lux density of the side lobe , and S i s  the f lux 
density of the source . The e f fects o f  the envelope due to the East-West arm 
are thus included in x .  
Figure A6 . l  shows a histogram o f  the ampl itudes o f  the s idelobe s ,  
plotted on logarithmic scale s . The ordinate /::,M//J.x i s  the average number of 
s idelobes { from one sourc e )  with percentage amplitudes from x to x + !;,x , 
divided by !;,x . Both pos itive and negative s idelobes have been counted , s ince 
both are active in causing confus ion errors . { I n  other words the abscissa is 
in real ity l x l > ·  Below x ""  2% the completene s s  of the data falls o f f , because 
many of the re sulting s idelobes were then too weak to be detected and measured 
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Figure A6 . l  - A histogram of the ampl itudes of North-South 
side lobe s ( see text) . 
on the l ine scan s . S ince the s idelobes have been measured on the scans of 
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the fully averaged data , any e ffects o f  the merging pro�ess on the a.�plitudes 
will be allowed for ( such as partial cancelling o f  the s idelobes in the 
averaging o f  records from adj acent dec l ination numbers ) .  
The distribution o f  Figure A6 . l. has been fitted by a power law as 
shown , with 
6M 
tix = M (x )  
'I'his law wil l  be assumed valid only over the range l. <x<7% . The precision o f  
the f i t  i s  of course l imited by the relatively small number o f  s idelobes 
included;  however it wil l  suffice for the present purpose . 
We now proceed to calculate the number o f  s idelobe s as a function of 
their apparent flux den s ity .  Let the differential count (per steradian} for 
real sources be given by the function N (S ) . The cumulat ive distribution Q (R* ) , 
the number o f  s idelobes per steradian with mod�lus of apparent flux dens ity 
greater than R* , i s  then given by 
Q (R* ) = 
J
oo 
J
oo 
N (S )  M (x )  dS dx . 
x=O lOOR* S=--x 
The integration covers the region o f  the ( S , x) plane for which I R l > R* . Since 
M (x }  is independent of S ,  we have 
Q ( R* )  
!(J"" 
N (S )  
S=lO�_!l* 
dx . M (x) as = 
The term in brackets i s  s imply the integral source count . The results to be 
derived here are approximate ; thus it will suffice to use for the integral ,-­
count a s imple fit to the Molonglo and Cambridge results o f  Figure 4 in Mills , 
Davies and Robertson ( 19 7 3 ) . The forms used were power law f its ; 1519 s- 0 • 9 1 9 
for S < 0 . 408 Jy and 902 . 4  s- 1 • 5 for S > 0 . 408 Jy . The fit doe s  not need to take 
into account the drop at high flux densitie s . 
Evaluating Q (using l<x<7 only ) we find that there are rvl . 5  x 1 0 5 
s idelobes sr- 1 stronger than 10 xnJy , compc.:t:ed with 1 .  1 x , 1 0  5 real sources ,  
142 
L e .  the ratio o f  the areal dens ity of s idelobes to that of sources is 1 . 4 .  
I f  the same equation i s  applied for R* = 20 and 30  mJy the corresponding ratios 
are 1 . 1 and 0 . 9  respective ly , reflecting the e f fect of the flattening of the 
source count curve at low flux densities . However the l atter figures are 
overestimated , because at thes e  levels the removal of strips in the s idelobe 
elimination proces s  ( Section 3 . 4 )  begins to decrease the numbers of side lobes 
able to affect c atalogued sources .  For x � 1% , the larges t  value of S involved 
.in the integral for Q (R* ) is 1 , 2  or 3 Jy for R* ::::: 10 , 20 or 30 mJy respectively . 
The sidelobe elimination proces s  begins to remove s trips due to sources when 
S exceeds 1 .  2 5  (Jy ( there i s  also a dependence on the angular separation ) .  Thus 
the calculation of Q (R* } is unaf fected for R* = 10 mJy , but the e ffective 
density of s idelobes would be sharply reduced for R* = 2 0  or 3 0  mJy . 
Thi s  e l imination process also provides s or.ie j ustification for ignoring 
s idelobe s of x < 1% ; for example if x == !z% and· R* = 10 mJy , the parent source 
has S :::> 2 Jy . Strip elimination has been performed for most sources of this 
flux density within the appropriate range of declination . The j ustification 
for ignoring the part of the distribution beyond x = 7% is that although the 
Jow values of M {x) are multiplied by large values of f N ( S )  in this region , the 
product of these factors does decrease at large values o f  x because the integral 
count exponent y is less than 2 . 1 . Thus the integral for Q (R* } i s  dominated by 
the low x end o f  the distribution . 
An explicit derivation o f  the rms confusion error due to the s idelobes 
has not been made . Instead we s imply note t hat " sources "  with flux dens ities 
in the range from about 10 - 30 mJy will be the mos t  important for causing 
errors for sources near the lower l imits of the deep surveys , and that for 
these f lux densities the number of s ide lobes is roughly equal to the number o f  
real sources .  Thus the contributions to the · confusion e rror are approximate ly 
equal . 
APPENDI X  7 
CALCULATI ON OF COMPLETENES S  FOR THE DEEP SURVEYS 
Using the definition given in Section 5 . 3a ,  we have the following 
fundamental equation for C ( t ) , the completenes s  above a flux density l imit i :  
c ( 9., )  Nm ( t )  Dn ( .!!, ) = 
(ro fro P (S )  P (F I S )  dF dS J .!!, 9., 
J: ;v P (S )  dS 
(A7 . l }  
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where Nm and Dn repre sent s imply the numerator and denominator ; P (S )  and P (F l s >  
have the same meaning a s  before ( e . g . Chapter ·6 ) . I f  P (F l s >  i s  a Gaussian 
function represEmting pure noise , and a power law form i s  assumed for P (S ) , 
this expres s ion i s  readi ly evaluated by numerical integration , and the proces s  
wil l  not b e  described here . 
I n  ord(�r to evaluate the completenes s  for the deep surveys , the empirical 
P (F l s )  distributions ( Figures 5 . 1  - 5 . 6) were used . Power laws were used for 
p ( S ) : 
P {S )  dS = K s- (y+ l )  as (A7 . 2 )  
The values o f  y are given in Section 6 . la .  The denominator i s  easily evaluated. 
in this case . In evaluating the numerator , we note firstly that it is more 
convenient to integrate P (F l s )  from F :.::: 0 to .!!, , rather than from !l to 00• It 
i s  then possible to avoid the integration over the uncertain tail regions of 
the P (F l s >  curves . Making this change o f  course requires a value for the 
integral over all values o f  F ,  but this i s  easily obtained { see below ) . One 
thus obtains 
Nm ( Q.)  -- J: p ( S )  J00 P {F j s )  dF dS - fro P (S )  
0 9., 
J.11, P (F l s )  dF dS 
0 
{A7 . 3 ) 
I f  there were no obsc:uration the integral of P CF ! s >  from F == 0 to 00 ( in the 
first term) wculd be unity . Data on the frequency o f  obscuration as a function 
of true flux density were available from the Monte Carlo tests . It is also 
poss ible to write a theoretical equation for the fraction of sources obscured , 
based on the values of the critical separation for resolution (Section 3 . 3 {i ) ) ,  
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and the assumed form for P (S ) . However such an equation cannot readily take 
into account the e f fects o f  f lux densi ty errors , i . e .  the distinction between 
F and s .  The approach adopted was therefore to plot the three data points 
( for the integral of P (F l s )  over all F) as derived from the Monte Carlo test s , 
and then to fit them with a curve having the functional form suggested by the 
theoretical analysis . The result was 
f" p (F I S )  dF 
0 
(A7 . 4 )  
'fhi s  form gave a good fit to the data points ; the constants were A = 1 . 0071 
and B = 14 . 1  at - 2 0° , and A = 1 .  0056 and B = 5 .  69 at -62° (for s in m,Jy) • It 
was then possible to evaluate analytically the first term in the equation A7 . 3 .  
Calculation o f  the second term began with the construction of plots 
of P (:E' j S) as a function of F ,  for various values of S .  A computer program 
was used to calculate interpolated values o f  P (F ! s >  from the Monte Carlo dat a ,  
as outlined in Figure 6 . 2 . Suf ficiently small intervals o f  F were used to 
a1 low an accurate curve to be drawn ; it was not necessary to plot the tai l 
regions because of the range of the integratio n .  Each curve was then 
integrated by planimeter up to the value o f  . i  being considered . The values o f  
Q, used are given in Table 5 . 3 . In each c a s e  this inne r  integral was evaluated 
for about 6'•8 values , of S ;  this was sufficient to allow a smooth curve to be 
drawn for the integrand of the outer integral . P lanimetry was then used to 
evaluate thi s . 'I'he final results are given in Table 5 . 3 .  
The above calculation gives values of completeness in which obscuration 
i s  counted as a c ause o f  incompletene ss . As described in Section 5 . 3a it i s  
also useful t o  give values for the case when thi s  i s  not so . Thi s  i s  easily 
achieved by replacing the expre s s ion for Dn ( .2, }  by 
Dn .. ( Q, )  (A7 . 5 ) 
This i s  equal to the firs t  term in equation A7 . 3 ;  its evaluation was des cribed 
above . 
The uncertainties quoted in Table 5 . 3  were c alculated from the known 
uncertainties o f  the parameters o f  the Gaussian fits to the Monte Carlo 
distributions , and , in the cases where obscuration was counted as a cause o f  
incompletene s s , there was a further contribution from the statistical 
uncertainties of the numbers of Monte Carlo sources obscured .  For the - 6 2° 
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catalogue , allowance was made for the greater uncertainties due to the variation 
of the rms flux density error with flux density . 
We now go on to show that the comp letene s s  depends on the form o f  P (S ) , 
even when the observations are noise l imited ( S ection 5 . 3c ) . For this purpose 
we may take P (S )  to be a power law as before , whi le a Gaussian function will 
be used for P (F j s ) : 
P (F j S ) = 1 
a& 
exp [- (::��1 (A7 . 6 ) 
It is in fa.et clear from the form o f  A7 . l  that the completene s s  will depend 
on Y ,  because Y affects the weighting o f  the integrand for Nm ( !l ) . 
However , the dependence can be demonstrated explicitly ( and without 
the need for nurner:i cal integration ) in the case .'l>>a , L e .  for high signal to 
noi se ratios . ( It is neverthele s s  true for all values o f  9,,/a)  • Substituting · 
A7 . 2  and A7 . 6  into A7 . 1  we have 
C ( t )  - y x,Y J: s -(y+l ) (� + � AG (S�!l-) ) dS (A7 . 7 )  
where l-i.G ( z )  i s  the integral o f  the normalized Gaussian function between ±zcr 
(AG ( z )  = erf ( z/h) ) .  The function AG approaches unity wt�en S exceeds Q, by 
"v5a ;  the integrand then rapidly asymptotes to s- (y+l ) . It i s  then pos s ible 
to write the integrand as the sum of two terms ; one is s - (Y+ l )  and the other 
approach'7!s ��ero when S-· !l  9 5 o .  I f  t>>a , the fractional change o f  S over the 
interval .i to Q, + ·�sa is negligible , and the factor s- (Y+l )  in the second o f  
th t b . t d b  0 -· (Y+l ) . 1·h lt · · e se erms may e approxima e y x, ' e resu i s  
c (Q,)  l y 2 t  1 - A (
S-2::_) dS G cr ('P.7 . 8 )  
This equation is exact i n  the limit t/o + ro .  The dependence o n  Y i s  now 
explicit ; as one would expec t  the completenes s  is lower for steep source counts , 
because the region near S = _Q, {where the loss o f  source s  occurs ) is then 
empha sized . 
APPENDIX 8 
THE COUNT CORRECTION DUE TO RANDOM PROPORTIONAL ERRORS IN FLUX DENSITIES 
Fol lowing the notation of Chapters 5 and 6 ,  the observed count P (F )  
i s  related to the true count through the e rror distribution P (F ! s >  i n  the 
equation 
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P {F )  = J00 P (F I S )  P (S )  dS 
0 
(A8 . l )  
'l'he model assumed for P ( S )  i s  a power law a s  before : 
P (S )  dS K S- ( y+l )  dS (AS . 2 )  
Strictly speaking , i t  i s  necessary to assume a cut.off i n  P (S )  at some low 
value o f  S ( i f  Y � l )  to ensure convergence of the integral i n  A8 . l .  Thi s  has 
no e ffect on the result s .  
Random proportional (or calibration ) errors can be described by a 
log-normal d i s t ribution , which gives equal probabilitie s  o f  over- or under­
e stimating a flux density by a g iven factor , irre spective of the absolute 
value : 
I P (F ! S } = 
1 1 f£-n ( F/ s ) ) 2 } 
2 l--X -J (A8 . 3 )  
The magnitude o f  the proportional error i s  specified by x ,  the standard 
deviation of £,n ( F/S ) . At this stage it is des irable to introduce the variable 
s ( simply flux density )  and to denote P (F )  by PF ( s )  and P (S )  by P8 ( s ) , as in 
Section 6 . lc .  Substituting A8 . 2  and A8 . 3  in A8 . l  and integrating via several 
changes of variable , there follows 
PF { s )  
::::: K s- ( Y+l )  exp < � x2Y 2 ) ( A8 . 4 }  
For moderate errors thi s  i s  wel l  approximated by 
P
F
( s )  = K s- ( y+l )  c 1  + l:i x2Y2 > (A8 . 5 )  
Proportional errors are gene rally given not as a factor , but as a ( s lightly 
ambiguous )  additive term , e . g .  ±10% . In this case 
X = in (1 + e )  ( A8 . 6 ) 
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where E would be 0 . 1  in thi s  example . 
The term K s - ( y+ l )  in equation A8 . 5  i s  o f  course the error- free count 
P8 . I t  i s  c lear from thi s  equation that the obse rved counts are overestimated 
by a factor which depends on j us t  X and Y .  Hence if tr.e true source count i s  
adequately described b y  a power l aw ,  this type of error w i l l  c ause no change i n  
the s lope o f  the counts . 
I t  i s  interesting to compare the magnitude o f  this overestimation with 
that due to fixed errors { i . e .  noise and confusion) at the same s ignal to 
noise ratib . A.s an example , take Y == l and a s ignal to noi s e  ratio of 5 .  
E'or this purpos e  i t  i s  a llowable to consider the distribution of errors due 
to noise and confusion as being Gaussian . Table 2 of Murdoch , Crawford and 
Jauncey ( 197 3 )  shows that the counts are overestimated by 16% in thi s case . 
For proportional e rrors , we have X == 1/5 and a count overestimation of only 
2 % . Qualitatively , this difference i s  due to the vari ation with S of the 
effective o for the proportional error case . ( I f  the s catter in F/S i s  
constant , then the absolute errors are smalle r  a t  smaller f lux densitie s ) . 
Relative to the case of fixed errors , we thus have at any given value o f  F 
fewer sources being scattered upwards from lower values o f  S ,  because er is 
less there . The overe stimation i s  thus reduce d .  
APPENDI X  9 
CALCULATION OF MODEL S OURCE COUNTS 
This Appendix wil l  deal only with the differential counts from relat­
ivistic mode l  universes employing the cosmological principle . A general 
evolution function will be employe d ;  particular forms of evolution , or source 
conserving model s ,  can then be found as special case s . 
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We begin with the assumption that for any given luminos ity P (W Hz- l 
sr- 1 } and flux density S (W m- 2  Hz- 1 ) there is a unique redshift z .  Some models 
in which A f' 0 and refocussing occurs are thus excluded . I t  i s  also necessary 
to make an assumption regarding the spectral properties of the source s , since 
the emitted frequency is s ignificantly higher 'than the observed frequency for 
sources with substantial redshi fts . The assumption made in this work is that 
all sources have power law spectra with the same spectral index a ,  where a. i s  
def ined i n  the sense 
(A9 . l )  
and v i s  the frequency . Let D be the luminosity distance , as defined by 
McVittie ( 1965 , Section 8 . 6 ) . The luminosity ,  flux density and redshift a.re 
then related by 
P = o2 s ( 1  + z ) a.-
l 
( A9 . 2 } 
where p ' is the luminosity at the s ame frequency at which the f lux density S is 
observed . This formula allows for the e f fects o f  redshift on both the band­
width and the spectrum . 
The radio luminos ity function ( RI,F ) was defined in Section 9 .  3 .  For 
the general case with evolution n (z , P )  may be writ.ten as n (O , P )  E (z , P )  ( l+z ) 3 .  
The expres s ion for the e lement o f  physical volume due to an increment of the 
radial co-ordinate w is given by McVittie ( 1965 , equation 8 . 7 0 1 ) : 
(A9 . 3 )  
( l;k is used here to denote McVittie ' s  Y' k ) . R (t )  i s  the expansion factor of the 
model universe , calculated at cosmic time t .  l;k i s  a function whose form 
depends on the curvature parameter k .  The expres s ion for the number o f  sources 
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in physical volume dV at radial co-ordinate w and having lumino sities P '  � P 
i s  
J: 4nR3 ( t )  i';� ( w )  d w  n {O , P ' ) E (z , P ' )  ( l+z ) 3 dP ' (A9 . 4 }  
I f  we denote the expansion function evaluated at the present time by R , then 0 
= ( l+z ) 3 (A9 . 5 )  
Substitution o f  this relation into equation A9 . 4  and integration over all 
values of the radial co-ordinate up to the horizon w ( corresponding to z -- 00) m 
gives the total nuwber o f  sources stronger than flux density S ,  L e .  the 
integral count N (S ) : 
N (S )  == fwm 4·1rR� r;� ( w )  I
P
"° 
n (O , P ' ) E {z , P ' )  dP '  dw 
w=O 
(A9 . 6 ) 
Differentiation with respect to S (using Leibnitz ' s  rule ) gives the differential 
count : 
dN , ) -- ,s dS Jw m a- 1 0 i';� ( w )  n (O , P )  E (z , P )  D2 ( l+z ) dw (A9 . 7 )  
A similar equation has been given by Ringenberg and McVittie ( 19 7 0 ) . McVittie 
( 19 6 5 ) gives the re lation of w to z ,  and the forms of the . functions r;k and D ,  
for the various relativistic mode l s .  For any particular model these relations 
may be used to recast A9 . 7  in the form 
dN ( S )  
dS = K J"" n (O , P )  E (z , P }  H ( z )  dz 0 {A9 . 8 )  
where the nature o f  H ( z )  depends en the particular model . I n  this and other 
equa tions P is the luminosity which leads to a f lux density S at a redshift 
of z .  The expectation value for any quantity F (z )  which is a function of 
redshi ft at a given flux density , such as redshift itse l f , or luminosity ,  may 
be evaluated from the rel ation 
<F { z }> = 
J
oo 
n (O , P )  E (z , P )  H (z )  F (z )  dz 
0 
J"" n (O , P )  E (z , P )  H ( Z )  dz 0 
(A9 . 9 )  
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Such an expectation value i s  of course a function of S .  
We now consider the Einstein-de Sitter mode l ;  in thi s  case A9 . 7  becomes 
dN ( S )  
d S  
64n [�or I: n ( O  , P) E ( z , P ) a,- 1 5 ( l+z )  • G (z )  dz (A9 . 10 )  
. h . . h . h ( ) a.- 1 . 5 where c i s  t e velocity o f  l ig t ,  H i s  t e Hubble constant: and l+z 0 
G (z )  repre sents H ( z ) . Defining x = l+z , G (z )  i s  given by 
G (z )  :::: � -� 1 x - 4x + 6 - 4x + x- • ( A9 . ll)  
For computations it i s  preferable to use logarithmic integration in 
the evaluation o f  A9 . 10 ,  because the integrand i s  then more regular and better 
suited to numerical integrat ion . Logarithmic integration i s  introduced through 
the equation 
Jz l F (z )  dz z 0 J
log z 1 
ln 10 
log z0 
z F (z )  dZ (A9 . 12 )  
where F (z )  i s  any function , and Z = log z .  The mode l count i n  an Einstein.­
d e  Sitter universe i s  thus finally given by 
dN ( S ) 
dS 
= n (O , P )  E {z , P )  a.- 1 5 { l+ z )  • • z G ( z )  dZ (A9 . 13 )  
where C i s  a constant . The equation for the luminosity (A9 . 2 )  i s  in this case 
(A9 . 14 )  
Source conserving model s  are o f  course obtained by setting E ( z , P )  = 1 .  
Two further points regarding the evaluation are worth noting . Firstly , 
the large numerical values o f  P make i t  more convenient to work with a s caled 
variable , p = P/P , where P i s  a ny suitable value of luminosity in the range 0 0 
o f  interes t ;  the value 1 02 5 w Hz- 1 sr- 1 was used in mos t  o f  thi s  work . Secondly , 
both equations A9 . ll and A9 . 14 involve the subtraction o f  nearly equal 
quantities as x + l ( i . e .  z � O ) , causing s igni ficant e rrors in calculations 
made on a calculator or computer .  To maintain adequate accuracy it was thus 
neces s ary to change over to power series expans ions in z for this region . 
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The details of the luminos ity functions used in thi s  work will now be 
given . The standard piecewise RLF i s  
0 log p < 12 . 63 
Kl p- 1 1 2 . 6 3  < log p < 20 . 82 
K2 p-1 · 8  2 0 . 82 < log p < 2 2 . 5 3  n {O , P ) = p-2 · 3 6 (A9 . 14 )  K3 2 2 . 5 3  < log p < 2 7 . 76 
K4 p- 5 · 1 8 2 7 . 7 6  < log p < 2 8 . 6 3  
0 2 8 . 6 3  < log p 
where the constants K .  are chosen to ensure continuity ; the overall normaliz-J. 
ation i s  arbitrary* . Note that the graph of thi s  RLF in Figure 9 . la omitted 
the part below log P = 16 , which covers the weaker normal galaxies and make s  
a n  insigni ficant contribution to the source counts . For the flat piecewise 
RLF the exponent of range 3 was changed from - 2 . 36 to - 2 . 07 ,  with appropriate 
changes in K3 and K4 • For the steep p iecewise RI,F the exponent in range 3 was 
- 2 . 50 . 
where 
The parabolic RLF i s  given by 
n (O , P ) = K p-2 · 5  exp (-� x2 ) 
X = (ln  P - 5 7 . 57 ) /3 .  
(A9 . 15 ) 
(Jl.9 . 16 )  
*In Section 9 . 7  an approximate absolute normalization was used , 
derived from the work of M . J .  Cameron on bright galaxies (Mon . 
Not . R .  astr . Soc . ( 197 1 )  152 , 4 2 9 ) . 
APPENDIX 10 
SOURCE COUNTS FOR MODELS WITH qo 
= cr
o 
< 0 . 5  
This class covers the relativistic model s  with insufficient density 
to close the universe , and with a cosmo logical constant equal to zero . The 
formula for the differential counts in this family of models can be found by 
suitably specialis ing equations A9 . 2  and A9 . 7 ,  using the expres s ions for w ,  
i:;k and D given by McVittie ( 1965 ) . The assumption of a constant spectral 
'index a thus applies to the following equations .  The differential source 
count is given by 
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dN ( S )  
dS 
= s� l 
(w) n { O , P )  � ( z , P )  D 2 z 
2-Ct. 2 � dZ (AlO . 1 )  ( l+ z )  { l+z+e: ) 
where C i s  a constant , Z = log z as before , and 
= 
= 
a. = 
e: = 
n2 = 
2 2 � 2 � e: {l + a  e: ) - ae: ( l  + e: ) 
H 2 q 4 0 0 
r q z + < q ·.- 1 > { c 1 + 2q z > 1.:z - 1 }] 2 L o  o o 
(Al0 . 2 ) 
(Al O . 3 )  
(AlO . 4 )  
(Al0 . 5 } 
(Al0 . 6 ) 
P i s  again found from A9 . 2 ,  with D2 given by Al0 . 6 .  Power series expansions 
in terms of z were again required in the region of low redshi fts , for the 
functions i:;: 1 (w) and P (z ) . The model mentioned in Section 9 . 4  used q = a = 0 0 
0 . 028 , E (z , P )  ::: l and the parabolic luminosity function . 
APPENDIX 1 1  
DETAILS O F  THE PROCEDURE FOR FINDING THE FREE FORM EVOLUTION 
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The basi s  of the solution method was g iven in S ections 9 . 6a , b  and will 
not be repeated here . Re ference should also be made to the s e  Sect ions for the 
definitions of some of the quantities to be used below . 
A smooth fit to the normalized d i fferential source counts {Figure 9 . 4 )  
was used to provide the input dat a ;  thi s  function i s  denoted by N ( S ) . S ince n 
the dependence o f  the evolution on luminosity is restricted to a s imple turn 
on above a certain luminosity P , it is pos s ible to write E as a function o f  c 
redshift only . Let Ek ( z )  denote the �th function in the sequence of iterations . 
The expres s ion for the diffe rential count in the Einstein-de S itter model was 
given in equation A9 . 13 ;  let I represent the integrand : 
I (z , S )  
a.-1 . 5  = n { O , P )  E ( z )  (l +z )  z G ( z )  (Al l .  l )  
where the dependence o n  S comes through P ( equation A9 . 14 ) , and E (z )  = 1 for 
P < P . S ome examples of I (z , S )  were graphed in Figure 9 . 7 .  We also define c 
(Al l .  2 )  
where Z = log z .  Thus J (S )  g ive s ,  apart from a constant factor , the model 
source count at S ,  for any given evolution function . 'l'herefore KJ (S . ) S . 2. • 5 
J J 
(where K i s  a normalization constant) i s  an approximation to the data point 
N ( S . )  for any s . .  n J J 
I f  Ek (z ) were replaced by 
1\' ( z )  = 
N ( S . )  n J 
KJ ( S  . ) S . 2 • S J J 
(All. 3 )  
for all values o f  z ,  then the new value of KJs 2 · 5 would agree exactly with the 
data N at S = S n j .  { Ignoring for the .moment the effect of P ) • As explained c 
in Section 9 . 6b Ek ( zi ) i s  in fact s caled by a weighted mean o f  the scaling 
factors derived for each S . :  J 
IJ. 
N ( S  . ) W . •  
n J 1.J 
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= 
KJ ( S . }  S .  2 •  S J J (Al l .  3 )  
Th e  weights w . .  are chosen to emphasize the scaling factors from those s .  which 1.J J 
derive their greatest contribution to the count from z . : 1 
W . .  = l.J (Al l . 4 }  
I t  can b e  shown that the s ame equation (All . 3 ) i s  obtained whether one takes 
a weighted mean of multiplicative scaling factors or of additive correction 
terms . 
The setting of E (z )  = 1 for P < P was implemented directly in equation c 
All . l ,  whi l e  in All . 4 W . . l.J was set equal to zero for those ( z . , S . ) pairs 1 J 
corresponding to P < P • c Thi s  ensured that the use of P c 
consistency of the iterative s cheme . 
did not upset the 
The question of normalization i s  a l ittle more complex here than for 
the source conserving or parametric models , because of the introduction of 
iteration . There are in f act a number of ways " arbitrary'·' normalization of 
the model can be applied . The method used in the present computations was to 
calculate K before the first iteration ( i . e .  using the assumed E 1 ( z ) ) from the 
condition that the model count agree with the data at S = 0 . 1  Jy . •rhis value 
of K was not recomputed for e ach iteration - to do so would force the final 
model count to agree with the data at this point , whereas it i s  preferable for 
the iteration process itself to find the best poss ible overall fit to the 
counts . After the first iteration , the evolution function can absorb any small 
res idual normalization factor . 
fixed at unity for P < P ) . c 
( It cannot absorb a large factor because E i s  
Another possible way t o  calculate K i s  as a n  average of the values 
required for agreement between the model count (using E 1 ( z } ) and the data at 
each S . •  This was tried in two case s , with the standard piecewise RLF and the J 
parabolic RLP . The resulting models differed only s l i ghtly from those using 
the adopted calculation of K ;  for the piecewise RLF the fit was slightly worse , 
while for the parabolic RLF i t  was s lightly better - neither change was 
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significant . The E•volntion functions did differ in absolute scale by factors 
of about 2 r11 5 from the results using the normal calculation of K ,  due to 
absorption into E { z )  of the difference between the two values of K .  The shape 
of E ( z )  was uncl:ianged in both cases . 
The goodnes s  of fit parameter (GFP ) mentioned in Section 9 . 6b was 
calculated after each iteration from the formula 
GFP = \ ( log ( KJ (S . ) S . 2 • 5 ) - log N ( S . ) ) 2 • l J J n J j 
(All . 5 )  
It would in fact be desirable to <livide the parameter calculated in this way 
by the maximum value of j ;  the interpretation o f  GFP would then be unaffected 
by changes in the number of S .  data points employed . 
. J 
Thl:1 expec tation value s  <z> and < log P> were computed ei.t each S .  , based 
J 
upon the equation A9 . 9 ,  but using logarithmic integration as for the calculation 
of J .  For each iteration the values of KJs 2 · 5 ( L e .  the model count ) , <z> and 
<log · P> were printed for each value of S . .  The value of GFP was also printed. 
J 
after each iteration . 
Some runs were made us ing a spectral index of 0 . 7  i nstead of the usual 
value of O .  9 .  The. results were not s ignificantly different . A te st was also 
made using a wEdghting function w . .  = I/J instead o f  (I/J ) 2 .  'fhis caused only 
1.J 
a very small change ; the final model was a marginally poorer fit to the data . 
