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La valutazione clinica della funzionalità renale fa parte della pratica medica
di routine per gli adulti ed è essenziale per valutare la salute generale, oltre a
permettere di rilevare, valutare e monitorare le malattie renali acute e croniche.
Il tasso di filtrazione glomerulare (Glomerular Filtration Rate, GFR) è consid-
erato il miglior indice complessivo di funzionalità renale in condizioni di salute e
malattia e indica la velocità con cui i nefroni (unità filtranti dei reni) smaltiscono
le scorie. Tuttavia, il GFR non può essere misurato facilmente nella pratica
clinica: richiede infatti tecniche complesse, invasive e costose (sia in termini
economici che di tempo), possibili solo su pazienti ospedalizzati.
Per questo motivo, nella popolazione generale si usano delle approssimazioni:
viene calcolata una stima del tasso di filtrazione glomerulare (estimated
Glomerular Filtration Rate, eGFR), considerando il livello di creatinina sierica
o plasmatica (SCr) - ottenuto con un semplice prelievo di sangue - l’età, l’etnia,
il sesso e la corporatura dei pazienti (Levey et al., 2009).
1.1 La funzionalità renale in letteratura
Ad oggi, l’equazione più usata per stimare il tasso di filtrazione glomerulare è la
cosiddetta Chronic Kidney Disease Epidemiology Collaboration (CKD-Epi), che
esprime l’eGFR in funzione di creatinina, età, etnia e sesso dei pazienti (Levey
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L’unità di misura di eGFR è mL/min/1.73m2, mentre l’età è misurata in anni.
Questa formula è stata sviluppata studiando persone con caratteristiche cliniche
diverse: il campione includeva sia individui sani sia malati e copriva una larga
scala di valori di GFR. Nonostante ciò, il problema - tipico degli studi fatti finora
su questo tema - è che il campione non era rappresentativo della popolazione
generale. Infatti, solo pochi partecipanti avevano un GFR particolarmente ele-
vato e relativamente pochi partecipanti avevano più di 70 anni o appartenevano
a minoranze etniche. In particolare, nello studio erano coinvolte principalmente
persone di origine centro Europea o Afroamericana, nessuna o pochissime per-
sone di origine asiatica o centro-sud americana, e così via - quindi la performance
di queste formule di stima è per lo pìù ignota in tali gruppi. Inoltre, gli Africani
sono la categoria a maggior rischio di malattia renale cronica. Di conseguenza,
il principale limite di questa formula è l’imprecisione sistematica della stima di
GFR quando viene misurato a valori più alti, cioè per persone sane.
In generale, formule diverse tendono a concordare su valori bassi di GFR stimato
(proprio perchè di solito le formule vengono sviluppate in pazienti clinici), ma
possono divergere per valori elevati di GFR (quando le persone stanno bene).
Anche se la CKD-Epi ha incluso nello sviluppo diverse persone sane, non è
comunque riuscita a risolvere il problema.
1.2 Obiettivo dello studio
L’obiettivo di questo elaborato è studiare la funzionalità renale della popolazione
generale, cioè considerando sia persone sane sia malate, la cui insufficienza re-
nale, se osservata, è ancora silente (in stadio preclinico). Più in particolare,
si vuole studiare l’associazione tra la funzione renale e un fattore di rischio Z
in una popolazione generale. Per farlo si useranno dei modelli di regressione
lineare classici e loro estensioni.
Attualmente, quando si studia la relazione tra l’eGFR (stimato con la CKD-Epi)
e un fattore di rischio Z, tipicamente viene adattato un modello di regressione
lineare del tipo
eGFR = β0 + β1sex+ β2age+ β3Z + ε, (1.2)
con ε termine di errore. Ricordando che eGFR è funzione di creatinina, età,
etnia e sesso dei pazienti, si osserva che le variabili che descrivono l’età e il sesso
delle persone coinvolte vengono inserite nel modello come variabili esplicative,
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nonostante esse siano già considerate nella formula (1.1) usata per calcolare
l’eGFR.
La maggiore conseguenza di questo “doppione” è che la distribuzione dei residui
del modello (1.2) risulta sensibile alla distribuzione dell’età e del sesso nel cam-
pione studiato, e quindi la normalità non è sempre garantita. Ci si chiede
inoltre se il doppio aggiustamento per età e sesso abbia impatto sulla varianza
dell’errore ε o degli stimatori dei coefficienti di regressione β e in quale modo. In
particolare, è di interesse capire se l’accuratezza e la precisione dello stimatore
del coefficiente β3, quello che descrive il fattore di rischio di interesse Z, siano
diverse a seconda della distribuzione di età e sesso.
Infine, visto che la stima dell’eGFR calcolata con la CKD-Epi è precisa per
valori bassi del tasso di filtrazione glomerulare e imprecisa per valori elevati, è
probabile che modelli come l’(1.2) introducano eteroschedasticità dei residui.
In questo elaborato verrà quindi sviluppato e convalidato un modello di regres-
sione che mantenga la stessa accuratezza del modello attualmente utilizzato per
valori bassi di GFR, ma che fornisca risultati più accurati per valori di GFR più
elevati. Si tratta quindi di un modello che dà risultati affidabili per ogni tipo di
paziente. Tale modello è il seguente:
SCr = γ0 + γ1sex+ γ2age+ γ3Z + η, (1.3)
con η termine di errore e Z fattore di rischio, scelto per analizzare le variazioni
della funzione renale in un ambito più vasto come quello della popolazione gen-
erale. Per semplicità, verrà analizzato un gruppo Europeo, ma il campione
scelto sarà comunque rappresentativo della popolazione generale, come spiegato
nelle analisi esplorative che seguono.
I due modelli di regressione lineare - quello attualmente utilizzato (1.2) e quello
proposto in questa tesi (1.3) - verranno messi a confronto, e verrà derivata una
formula per risalire al coefficiente β3 e al suo errore standard s.e.(β3) a partire
da γ3 e dal suo errore standard s.e.(γ3). Così facendo, si potrà usare il modello
(1.3) per condurre analisi statistiche più efficaci e per effettuare test d’ipotesi,
e si potrà risalire al coefficiente β3 tramite una semplice trasformazione, in





I modelli di regressione permettono di studiare come una o più variabili esplica-
tive (o indipendenti, o covariate) x1, ..., xp influenzano la distribuzione della
variabile risposta (o dipendente) Y . Più nello specifico, si desidera determinare
se e come i diversi valori delle concomitanti xij per le varie unità statistiche
i = 1, ..., n, influenzano la distribuzione della variabile risposta Y .
Date n osservazioni per una variabile risposta, che si assumono realizzazione
di una variabile casuale Y , e per p variabili esplicative (x1, ..., xp), i modelli di
regressione multipla hanno la seguente forma
Yi = β1xi1 + β2xi2 + ...+ βpxip + εi, i = 1, ..., n, (2.1)
con εi termine di errore, mentre i parametri β = (β1, ..., βp) sono gli ignoti coef-
ficienti di regressione. Tali modelli vengono detti di regressione lineare normale
se assumono:
• linearità: E(Yi) = µi = β1xi1 + β2xi2 + ...+ βpxip, per i = 1, ..., n;
• normalità, indipendenza e omoschedasticità: εi ∼ N(0, σ2) indipen-
denti, per i = 1, ..., n;
• indipendenza lineare tra le variabili esplicative: i vettori xj ∈
Rn, j = 1, ..., p, sono linearmente indipendenti.
Di solito, si pone xi1 = 1 ∀i per includere l’intercetta nel modello (Grigoletto et
al., 2017; Salvan et al., 2020).
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2.1 Due modelli a confronto
In questo capitolo verrà approfondito lo studio della relazione tra la funzionalità
renale e un fattore di rischio Z, adattando due diversi modelli di regressione
lineare, ovvero
eGFRi = β0 + β1sexi + β2agei + β3Zi + εi, (2.2)
con eGFRi stimato con la formula CKD-Epi (Levey et al., 2009) e εi termine
di errore, e
SCri = γ0 + γ1sexi + γ2agei + γ3Zi + ηi, (2.3)
con ηi termine di errore. Si ricorda che il modello (2.2) è quello attualmente
usato in letteratura, mentre il modello (2.3) è quello proposto in questa tesi.
Gli elementi coinvolti nella regressione sono quindi:
• la variabile risposta, che nel modello (2.2) è data dalla stima della velocità
di filtrazione glomeruale eGFR mentre nel modello (2.3) è il valore della
creatinina rilevato nel sangue SCr ;
• l’intercetta (β0 nel modello (2.2) e γ0 nel modello (2.3)), che indica il
valore della variabile risposta quando tutte le covariate sono nulle;
• la covariata dicotomica sex, che indica il sesso dei pazienti;
• la covariata numerica age, che indica l’età dei pazienti;
• il fattore di rischio Z ;
• i termini di errore (εi nel modello (2.2) e ηi nel modello (2.3)), che vengono
assunti indipendenti ed identicamente distribuiti per ogni paziente (i =
1, ..., n), secondo una N(0, σ2), dove σ2 è un ignoto parametro di scala.
2.1.1 Scelta del fattore di rischio Z
Nel contesto di questa tesi, il fattore di rischio Z che si ritiene più adatto per un
campione casuale da popolazione generale è il volume renale (KVol). Maggior
volume renale implica un maggior numero di nefroni (le unità di filtraggio dei
reni), quindi il tasso di filtrazione glomerulare è maggiore, mentre il livello
di creatinina è minore. Si tratta di una misura che permette di valutare le
variazioni della funzione renale in un ambito di normalità, adatto quindi nella
popolazione generale che comprende sia persone sane sia malate.
Per questi motivi, nel seguito verranno analizzati i seguenti modelli:
eGFRi = β0 + β1sexi + β2agei + β3KV oli + εi, (2.4)
e
SCri = γ0 + γ1sexi + γ2agei + γ3KV oli + ηi. (2.5)
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Il primo obiettivo è cercare una relazione tra il coefficiente di regressione di KVol
nella (2.4), cioè β3, e lo stesso coefficiente nella (2.5), cioè γ3, e di conseguenza
tra i loro standard error. Il confronto dei modelli viene poi esteso ai residui delle
regressioni, per verificare se le proprietà dei residui della (2.4) siano “migliori”
(in termini di normalità, simmetria, ecc.) dei residui della (2.5).
Questa dimostrazione contribuirà a suggerire ai nefrologi di usare il modello
(2.5), che usa la creatinina (SCr) come variabile risposta, e i suoi coefficienti
di regressione γ per gli studi, e successivamente risalire ai coefficienti β tramite
una semplice trasformazione, per interpretare i risultati in termini di eGFR,
sulla scala che si è abituati a usare.
In seguito, ai modelli (2.4) e (2.5) verrà aggiunta un’ulteriore variabile concomi-
tante comorb, che indica se il paziente considerato è sano o malato. I modelli
considerati saranno quindi:
eGFRi = β0 + β1sexi + β2agei + β3KV oli + β4comorbi + εi (2.6)
e
SCri = γ0 + γ1sexi + γ2agei + γ3KV oli + γ4comorbi + ηi. (2.7)
L’obiettivo dell’adattamento di questi modelli è valutare se essi hanno un com-
portamento diverso a seconda dello strato di popolazione considerato. Ci si
aspetta infatti che entrambi i modelli siano buoni nel gruppo di pazienti malati
- perché le formule di stima del GFR sono precise nelle persone con bassa fun-
zione renale - ma che il modello (2.7), che usa la creatinina come variabile
risposta, sia più preciso nel gruppo di pazienti sani - perché nei sani e giovani
le formule di stima del GFR non funzionano altrettanto bene.
2.2 Applicazione a dati reali
I modelli descritti in precedenza verranno adattati ai dati raccolti nell’Ospedale
Brotzu di Cagliari (Piras et al., 2020), che fanno parte di un importante progetto
di raccolta dati longitudinali in Sardegna, il SardiNIA Project. Si nota che il
gruppo di persone selezionate per lo studio è stato assunto indipendente.
Tutte le analisi svolte in questo elaborato sono state effettuate utilizzando il
software RStudio (versione 1.4.1106).
2.2.1 Le variabili
Il dataset completo contiene 78 variabili rilevate su 4519 pazienti. Le variabili
di interesse per lo sviluppo di questo elaborato sono:
• AGE, variabile quantitativa continua che indica l’età del paziente in anni
compiuti al momento della prima visita;
CAPITOLO 2. MODELLO DI REGRESSIONE LINEARE NORMALE 10
• SEX, variabile dicotomica che vale F se femmina, M se maschio;
• CREATININE, variabile quantitativa continua che indica il livello di
creatinina nel sangue dei pazienti, in mg/dl. In particolare tale variabile
contiene i valori della creatinina sierica (SCr), misurata con un test cinetico
alcalino picrato (Biosystem A25) da campioni di sangue raccolti mediante
prelievo venoso dopo un digiuno notturno di almeno 12 ore;
• eGFR, variabile quantitativa continua che stima la velocità di filtrazione
glomerulare, calcolata con la formula CKD-Epi (Levey et al., 2009).
L’unità di misura è mL/min/1.73m2, poiché si assume una superficie
corporea media di 1.73m2;
• KVol, variabile quantitativa continua, una misura del volume renale in
cm3 rilevata tramite ultrasuoni;
• comorb, variabile dicotomica che indica se la persona considerata è sana
o malata. Tale classificazione viene fatta in base allo stato di salute comp-
lessivo dei soggetti, in particolare un paziente viene classificato come sano
in assenza di diabete, obesità, sindrome metabolica o ipertensione. Tipi-
camente, questi sono fattori rischio per l’insufficienza renale o comorbidità
(malattie concomitanti) dell’insufficienza renale.
Nelle tabelle 2.1 e 2.2 viene data una prima visione d’insieme dei dati studiati.
Tabella 2.1: Statistiche descrittive (minimo, primo quartile (Q1), mediana, me-
dia, terzo quartile (Q3), massimo e deviazione standard) delle variabili quanti-
tative
Variabile Min Q1 Mediana Media Q3 Max Sd
AGE 18.00 38.90 50.50 51.48 63.20 99.90 16.51
CREAT 0.29 0.59 0.69 0.71 0.81 2.17 0.18
eGFR 26.72 92.39 103.92 102.95 115.70 162.07 18.19
KVol 93.90 229.63 273.29 282.18 323.62 842.22 73.47
Tabella 2.2: Suddivisione del campione secondo le variabili SEX e comorb
VARIABILI Malati Sani TOT
Femmine 920 1664 2584
Maschi 949 986 1935
TOT 1869 2650 4519
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2.2.2 Analisi esplorative univariate
In questa sezione verranno svolte delle analisi preliminari sulle singole variabili
usate nello studio.
AGE
L’età dei soggetti coinvolti nello studio era compresa tra 18 e 100 anni. Il cam-
pione può essere considerato rappresentativo della popolazione generale, perché
la distribuzione della variabile età è abbastanza omogenea su tutto l’intervallo
di valori assunti. In particolare, il 50% dei pazienti aveva età compresa tra 39 e
63 anni e il 25% aveva età superiore ai 63 anni, quindi anche le fasce d’età più



























Figura 2.1: Boxplot e istogramma della variabile AGE
CREATININE
Generalmente, i valori normali per il livello di creatinina variano da 0.6 a 1.2
mg/dl (milligrammi per decilitro di sangue). Se vengono riscontrati valori su-
periori significa che il rene non è stato in grado di depurare adeguatamente il
sangue dalla creatinina (Creatinine, 2017).
Nel campione coinvolto nello studio, i valori della creatinina variano da un
minimo di 0.29mg/dl a un massimo di 2.17mg/dl. Dai grafici in figura 2.2
si vede come tale variabile abbia una distribuzione fortemente asimmetrica: in
particolare, il 75% dei pazienti ha valori di creatinina <0.8 mg/dl, mentre il
restante 25% ha valori più alti.
eGFR
I valori normali di eGFR variano in base all’età del soggetto ma, in
linea generale, l’intervallo di riferimento deve essere compreso tra i 90-
120mL/min/1.73m2: più il valore scende, maggiore è il rischio di incorrere in
un danno renale (Estimated Glomerular Filtration Rate (eGFR), 2020). Più































Figura 2.2: Boxplot e istogramma della variabile CREATININE
in particolare, un valore di eGFR < 60 definisce la presenza di insufficienza
renale, mentre per eGFR < 30 l’insufficienza è grave.
Nelle persone coinvolte nello studio analizzato in questo elaborato, il tasso
di filtrazione glomerulare stimato assume valori compresi tra 26.72 e 162.07
mL/min/1.73m2 con media e mediana pari a 103 mL/min/1.73m2 circa, valore
centrale rispetto ai valori standard di eGFR. Inoltre, i soggetti con eGFR < 60,
quindi con insufficienza renale, sono 104 (il 2.3% del totale), quelli con eGFR <
45 sono 30 (0.7%) e quelli con eGFR < 30 (insufficienza grave) sono 4 (0.1%).
Questi valori di eGFR indicano che il campione studiato è tendenzialmente sano




























Figura 2.3: Boxplot e istogramma della variabile eGFR
Dai grafici in figura 2.2 e 2.3, si nota la differenza tra la misura della creatinina
(SCr) e quella della velocità di filtrazione glomerulare stimata (eGFR), che è
una funzione della prima (si ricorda che eGFR è una stima di GFR, ottenuta
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con la CKD-Epi). Le due variabili hanno unità di misura diverse, quindi i range
di valori che assumono non sono confrontabili, ma si può notare che eGFR ha
una distribuzione simmetrica, mentre la creatinina è caratterizzata da una forte
asimmetria a destra. Questo però non è un problema rilevante: sarà sufficiente
applicare una trasformazione logaritmica alla variabile che descrive il livello
di creatinina nel sangue dei pazienti per ottenere una distribuzione simmetrica.
Infatti, il grafico in figura 2.4 relativo alla variabile log(creatinina) ha una forma
































Figura 2.4: Boxplot e istogramma della variabile log(CREATININE)
KVol
La variabile KVol, che indica il volume renale dei pazienti, varia da 93.9 a































Figura 2.5: Boxplot e istogramma della variabile Kvol
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2.2.3 Analisi esplorative bivariate
In questa sezione verranno svolte delle analisi preliminari per ogni coppia di
variabili usate nello studio.
AGE vs SEX
La distribuzione dell’età è molto simile per maschi e femmine: la variabilità
è comparabile (infatti la deviazione standard è pari a 16.5 circa in entrambi
i gruppi), e anche età media e mediana sono abbastanza simili, attorno ai 51
anni. Il test t di Student per due campioni conferma quanto detto sopra: l’età















































Figura 2.6: Distribuzione per genere della variabile AGE
AGE vs CREATININE
Dal diagramma di dispersione in figura 2.7 si nota che le variabili che descrivono
l’età e il livello di creatinina dei pazienti sono leggermente correlate postivamente
(0.189); infatti i valori più alti di creatinina si registrano per età avanzate.
L’ipotesi di nullità della correlazione viene rifiutata con p-value < 0.01.
Ricordando che valori alti di creatinina (>1.2 mg/dl) indicano un malfunziona-
mento del rene, si può concludere che tra i pazienti coinvolti nello studio, quelli
con maggiori problemi di funzionalità renale erano i più anziani.
AGE vs eGFR
Il diagramma di dispersione rappresentato in figura 2.8 indica una correlazione
negativa pari a -0.78 tra l’età e la velocità di filtrazione glomerulare stimata.
Questo significa che al crescere dell’età il valore di eGFR diminuisce, e più questo
valore scende, maggiore è il rischio di incorrere in un danno renale. Quindi come
per l’analisi tra età e creatinina svolta sopra, si può concludere che i pazienti
con maggiori problemi di funzionalità renale erano i più anziani.
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Figura 2.7: Diagramma di dispersione dei punti (age, creatinine)












Figura 2.8: Diagramma di dispersione dei punti (age, eGFR)
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AGE vs KVol
La correlazione tra il volume renale e l’età dei pazienti è praticamente nulla
(p-value < 0.01).
AGE vs comorb
Dal boxplot in figura 2.9 si vede che i pazienti sani (comorb=1) erano più giovani
di quelli malati (comorb=0). In particolare, i due gruppi di pazienti avevano età
mediane molto diverse: 62.4 anni per il gruppo dei malati, 43.6 anni del gruppo
dei sani. Si nota anche che il primo quartile della distribuzione dei malati, pari a
52.2 anni, è molto vicino al terzo quartile della distribuzione dei sani, pari a 52.7
anni. Questo significa che ben 3/4 dei sani contro solo 1/4 dei malati avevano
età inferiore ai 52 anni. Quanto visto graficamente viene confermato dal test di













































Figura 2.9: Distribuzione della variabile AGE nei sani e nei malati
SEX vs CREATININE
I due boxplot in figura 2.10 hanno una forma abbastanza simile, ma quello
dei maschi è spostato leggermente verso l’alto rispetto a quello delle femmine.
Infatti, la deviazione standard è 0.14 per le femmine e 0.17 per i maschi, ma
il livello mediano di creatinina è di 0.6 per le femmine e di 0.8 per i maschi.
Ricordando che il livello di creatinina è considerato nella norma se compreso
tra 0.6 e 1.2 mg/dl, si osserva che nelle donne incluse nel campione il livello di
creatinina è abbastanza basso. La differenza in media del livello di creatinina
nei due gruppi viene confermata dal test di Welch che rifiuta l’ipotesi nulla con
p-value < 0.01.




















































Figura 2.10: Distribuzione per genere di CREATININE
SEX vs eGFR
I due boxplot in figura 2.11 hanno forma e posizione quasi identiche: in en-
trambi i gruppi (maschi e femmine) il livello mediano della velocità di filtrazione
glomerulare stimata eGFR è di 104mL/min/1.73m2 circa e la deviazione stan-
dard è pari a 18. L’uguaglianza in media di eGFR in maschi e femmine viene





















































Figura 2.11: Distribuzione per genere di eGFR
CAPITOLO 2. MODELLO DI REGRESSIONE LINEARE NORMALE 18
SEX vs KVol
Il volume renale è molto diverso tra maschi e femmine: in figura 2.12 si può
osservare che nelle donne il volume renale varia da un minimo di 93.9 a un
massimo di 681.5 cm3, e solo il 25% dei soggetti di genere femminile ha volume
renale maggiore di 286.3cm3 (terzo quartile della distribuzione del volume renale
nelle donne pari a 286.3). Negli uomini invece, il volume renale va da 126.1 a
842.2 cm3, e il 75% dei soggetti di genere maschile ha volume renale maggiore
di 271.3 cm3 (primo quartile della distribuzione del volume renale negli uomini
pari a 271.3). Anche l’ampiezza delle scatole rappresentate è diversa, infatti la
deviazione standard è pari a 57 nelle femmine e 74 nei maschi. Il test di Welch
conferma quanto visto graficamente, infatti rifiuta l’ipotesi nulla di uguaglianza


















































Figura 2.12: Distribuzione per genere di KVol
SEX vs comorb
Dal diagramma a barre in figura 2.13 si vede che i 4519 pazienti sono suddivisi
come segue: 920 (35.6%) donne e 949 (49%) uomini sono stati classificati come
malati, mentre 1664 (64.4%) donne e 986 (51%) uomini erano sani. Il test X2 di
Pearson rifiuta H0 con p-value < 0.01. Le due variabili sono quindi dipendenti.
CREATININE vs eGFR
Il diagramma di dispersione in figura 2.14 a sinistra rappresenta la relazione tra
creatinina e eGFR: livelli bassi di creatinina corrispondono a livelli alti di eGFR
e, al crescere della creatinina, eGFR decresce. Le due variabili sono quindi legate
da una discreta correlazione negativa (-0.66, p-value < 0.01). Inoltre, si notano
due sottogruppi dovuti al sesso: i punti neri e rossi hanno infatti due andamenti
che ricordano due esponenziali parallele. La stessa interpretazione può essere
applicata al grafico di destra, ma in termini di log(creatinina).












Figura 2.13: Diagramma a barre per le variabili sex e comorb


























Figura 2.14: Diagramma di dispersione dei punti (creatinine, eGFR) e
(log(creatinine), eGFR)
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CREATININE vs KVol
La correlazione tra la creatinina e il volume renale è pari a 0.077, ma il test di
nullità della correlazione viene rifiutato con p-value < 0.01. Dai diagrammi di
dispersione in figura 2.15 (scala orginale a sinistra, scala logaritmica a destra) si
osserva che, a parità di livello di creatinina, i maschi tendono ad avere volume
renale maggiore delle femmine, come si era visto anche in figura 2.12.






























Figura 2.15: Diagramma di dispersione dei punti (creatinine, KVol)
CREATININE vs comorb
La forma delle scatole in figura 2.16 nei due gruppi è simile, ma il livello di
creatinina è leggermente inferiore nei sani (si ricorda che la creatinina assume
valori alti in caso di malfunzionamento del rene). Si nota che i grafici sono
stati creati usando la traformazione logaritmica della creatinina e questo ne
ha reso più semplice l’interpretazione. Per valutare se la differenza osservata
graficamente fosse significativa, è stato effettuato un test di Welch che ha portato
al rifiuto dell’ipotesi di ugualianza in media dei valori di creatinina nei sani e
nei malati (p-value < 0.01).



























































Figura 2.16: Distribuzione di CREATININE nei sani e nei malati
eGFR vs KVol
Le variabili che indicano la velocità di filtrazione glomerualare stimata eGFR
e il volume renale KVol hanno leggera correlazione positiva, pari a 0.15: al
crescere di una variabile, crescono anche i valori dell’altra. L’ipotesi di nullità
del coefficiente di correlazione viene rifiutata con p-value < 0.01.
In figura 2.17 vengono riportati il diagramma di dispersione dei punti (KVol,
eGFR) e alcune curve di lisciamento LOWESS (Locally Weighted Scatterplot
Smoothing) per diversi valori del parametro di lisciamento f (aumentando f
si ottiene maggiore lisciamento). Si tratta di un metodo non parametrico per
adattare una curva ad un diagramma di dispersione, che permette di valutare
la relazione tra le variabili analizzate (Cleveland, 1981). In questo caso si nota
che per valori alti di f la curva LOWESS non si adatta bene ai punti in basso
a sinistra, cioè per valori bassi di eGFR e KVol, mentre diminuendo il valore
di f , l’adattamento migliora. In ogni caso, la curva cresce velocemente fino a
raggiungere il centro della nuvola di punti e poi ha un andamento piatto. Questa
forma della curva LOWESS indica una relazione quadratica tra le variabili eGFR
e KVol, sopprattutto per valori bassi di entrambe le variabili. Per questo motivo,
nella sezione 2.3 verranno adattati anche dei modelli di regressione con variabile
risposta eGFR che includano delle potenze di KVol tra le esplicative.
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Figura 2.17: Diagramma di dispersione dei punti (KVol,eGFR) e lowess smooth-
ing
eGFR vs comorb
La velocità di filtrazione glomeruale stimata eGFR ha distribuzione diversa nel
gruppo di pazienti sani rispetto a quella nei malati. Infatti, il primo quartile nei
sani (100.02 mL/min/1.73m2) è circa pari al terzo quartile nei malati (104.93
mL/min/1.73m2), quindi la distribuzione di eGFR nei sani è spostata verso
l’alto rispetto a quella dei malati. Anche il test di Welch conferma quanto visto
graficamente in figura 2.18, rifiutando l’ipotesi nulla di uguaglianza in media di
eGFR nei sani e nei malati con p-value < 0.01.
KVol vs comorb
La deviazione standard è maggiore nei malati (84.99 cm3) rispetto al gruppo
dei sani (62.18 cm3), e questo si riflette sulla forma delle due scatole in figura
2.19. Il test di Welch rifiuta l’uguaglianza in media del volume renale in sani e
malati con p-value < 0.01.










































































































Figura 2.19: Distribuzione di KVol nei sani e nei malati
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Il grafico in figura 2.20 riassume il discorso relativo alla correlazione tra le vari-
abili quantitative continue di interesse, di cui si è parlato coppia per coppia nelle
analisi svolte sopra. Si vede come le variabili maggiormente correlate siano l’età
con la velocità di filtrazione glomerulare stimata (forte correlazione negativa
pari a -0.78) e la creatinina, anch’essa con la velocità di filtrazione glomerulare
stimata (discreta correlazione negativa pari a -0.66). Le coppie di variabili (età,
creatinina) e (eGFR, KVol) sono legate da leggere correlazioni positive (0.19 e
0.15 rispettivamente), mentre il volume renale ha correlazione quasi nulla con
l’età e il livello di creatinina dei pazienti. Si ricorda che tutti i p-values dei
test di nullità della correlazione sono < 0.01, quindi tutte le correlazioni sono
































Figura 2.20: Grafico delle correlazioni tra le variabili quantitative
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Nelle tabelle 2.3 e 2.4 vengono raccolte le statistiche descrittive delle variabili
analizzate, suddivise rispettivamente per genere e in sani e malati.
Tabella 2.3: Statistiche descrittive delle variabili, suddivise per
genere
Variabile Min Q1 Mediana Media Q3 Max Sd
Maschi
AGE 18.00 39.10 51.10 51.90 64.15 96.80 16.56
CREATININE 0.34 0.69 0.78 0.80 0.89 2.17 0.17
eGFR 26.72 92.37 103.77 102.98 115.06 158.88 17.95
KVol 126.15 271.34 315.20 322.10 364.65 842.22 74.01
Femmine
AGE 18.20 38.80 50.10 51.17 62.80 99.90 16.48
CREATININE 0.29 0.53 0.62 0.63 0.71 1.70 0.14
eGFR 28.55 92.43 104.18 102.93 116.05 162.07 18.36
KVol 93.90 212.47 247.05 252.28 286.30 681.46 57.02
Tabella 2.4: Statistiche descrittive delle variabili, in sani e malati
Variabile Min Q1 Mediana Media Q3 Max Sd
Malati
AGE 19.30 52.20 62.40 61.87 72.30 99.90 14.77
CREATININE 0.29 0.61 0.72 0.74 0.85 2.17 0.20
eGFR 26.72 84.46 95.11 93.80 104.93 162.07 18.39
KVol 93.90 234.93 287.38 296.46 345.96 842.22 84.99
Sani
AGE 18.00 34.20 43.60 44.15 52.70 93.00 13.46
CREATININE 0.29 0.57 0.67 0.68 0.77 1.70 0.15
eGFR 41.94 100.02 110.21 109.41 119.78 158.88 15.00
KVol 125.88 227.21 266.06 272.10 311.52 543.02 62.18
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2.3 Sviluppo dei modelli e analisi dei residui
In questa sezione verranno adattati e commentati i modelli descritti in prece-
denza, svolgendo anche una breve analisi dei residui.
Modello (2.4)
Tabella 2.5: Coefficienti di regressione (con rispettivi standard er-
ror e p-values) del modello (2.4)
Stima s.e. p.value
(Intercept) 139.0634 0.8987 0
SEXM -1.3457 0.3837 0
AGE -0.8487 0.0102 0
KVol 0.0289 0.0026 0
Tutti i coefficienti di regressione sono significativamente diversi da zero (vedi
p-values in tabella 2.5), quindi tutte le covariate incluse nel modello hanno un
effetto statisticamente significativo sulla variabile risposta eGFR.
Il valore del coefficiente di determinazione R2 = 0.618 indica che tale modello
spiega il 62% della variabilità della risposta.











































Figura 2.21: Analisi grafiche dei residui per il modello (2.4)
In figura 2.21 sono riportati il grafico dei residui rispetto ai valori previsti
(ŷi, ei) e il qq-plot dei residui del modello, che contiene anche il p-value del
test di Shapiro-Wilk effettuato sugli stessi per verificarne la normalità. Da
questi grafici si nota che l’assunzione di normalità è rifiutata (p-value < 0.01),
mentre l’assunto di omoschedasticità è rispettato, in quanto la nuvola di punti
non mostra andamenti sistematici.
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Il modello che viene attualmente usato negli studi di nefrologia, quindi, sp-
iega abbastanza bene la variabilità della risposta ma non rispetta l’assunto di
normalità.
Visti i risultati dell’analisi esplorativa tra le variabili KVol e eGFR sono stati
adattati anche i seguenti modelli
eGFRi = β0 + β1sexi + β2agei + β3KV oli + β4KV ol2i + εi (2.8)
e
eGFRi = β0 + β1sexi + β2agei + β3KV oli + β4KV ol1/2i + εi. (2.9)
Il coefficiente β4 risulta statisticamente diverso da zero in entrambi i modelli,
il coefficiente di determinazione R2 resta pari a 0.62 in tutti i modelli e le
analisi dei residui portano a conclusioni equivalenti (assunto di omoschedasticità
rispettato e ipotesi di normalità rifiutata con p-value < 0.01, come in figura
2.21), ma l’indice di Akaike (AIC) è minore per il modello (2.9), quindi questo
è preferibile.
Per concludere, è stata effettuata una selezione backward per capire se e quali
interazioni tra le covariate includere nel modello, e si è osservato che nessuna
interazione è significativa, quindi si continua a usare il modello (2.9).
Modello (2.5)
Tabella 2.6: Coefficienti di regressione (con rispettivi standard er-
ror e p-values) del modello (2.5)
Stima s.e. p.value
(Intercept) 0.6478 0.01187 0
SEXM 0.1969 0.00507 0
AGE 0.0018 0.00013 0
KVol -0.0004 0.00003 0
Anche in questo modello tutti i coefficienti di regressione sono significativamente
diversi da zero (vedi tabella 2.6), ma il valore del coefficiente di determinazione
R2 = 0.2839 è più basso rispetto a quello precedente. La diminuzione di varianza
spiegata (da oltre il 62% per il modello con eGFR al 28% per quello con la crea-
tinina) è dovuta al fatto che la stima di GFR ottenuta con la CKD-Epi contiene
già età e sesso nella propria definizione, quindi gran parte della correlazione è
indotta.
Per questo motivo, in tabella 2.7 viene confrontato il contributo alla varianza
spiegata da parte del fattore di rischio KVol nei due modelli, in proporzione.
Nella seconda riga vengono riportati i valori del coefficiente di determinazione
corretto R2adj nei modelli (2.4) e (2.5), mentre nella prima riga ci sono i valori
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di R2adj negli stessi modelli, a cui è stata tolta la variabile esplicativa KVol. La
terza riga è la differenza tra le prime due, mentre l’ultima indica l’incremento
relativo di R2adj dovuto all’aggiunta del fattore di rischio KVol nei due modelli.
Tabella 2.7: Contributo alla varianza spiegata da parte del fattore di rischio





Contributo di KVol 0.010 0.023















































Figura 2.22: Analisi grafiche dei residui per il modello (2.5)
Il qq-plot in figura 2.22 ha una forma diversa da quello in figura 2.21: anche in
questo caso l’assunzione di normalità dei residui (p-value<0.01) viene rifiutata,
ma probabilmente il motivo è diverso. Per il modello (2.4) infatti, il grafico 2.21
mostra un allontanamento dalla bisettrice su entrambe le code, a indicare la
presenza di code pesanti della distribuzione dei residui; mentre per il modello
(2.5) in esame, il grafico di destra della figura 2.22 mostra un allontanamento
solo sulla coda destra, e questo è causato dalla distribuzione asimmetrica della
variabile risposta. Per questo motivo, in seguito si adatterà lo stesso modello
ma applicando una trasformazione logaritmica alla variabile risposta.
Per quanto riguarda l’interazione tra covariate, in questo modello l’interazione
tra SEX * AGE non è significativa, mentre il coefficiente dell’interazione SEX
* KVol è significativamente diverso da zero, quindi viene inclusa nel modello.
Questo modello ha R2 = 0.2849 rispetto a R2 = 0.2839 del modello senza
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interazioni e anche l’analisi grafica dei residui è equivalente. L’indice di Akaike
(AIC) è minore per il modello con l’interazione, quindi questo è preferibile.
In questo modello non vengono inserite come esplicative le potenze di KVol,
come fatto per il modello (2.4), perché la curva LOWESS adattata al dia-
gramma di dispersione (creatinine, KVol) mostra una relazione lineare tra le
due variabili.
Modello (2.6)
Tabella 2.8: Coefficienti di regressione (con rispettivi standard er-
ror e p-values) del modello (2.6)
Stima s.e. p.value
(Intercept) 136.1961 1.1574 0.000
SEXM -1.2861 0.3833 0.001
AGE -0.8227 0.0121 0.000
KVol 0.0309 0.0026 0.000
comorb1 1.6126 0.4112 0.000











































Figura 2.23: Analisi grafiche dei residui per il modello (2.6)
Aggiungere la variabile esplicativa comorb al modello (2.4) non porta grandi
miglioramenti, nonostante sia significativa con p-value < 0.01: la variabilità
spiegata è sempre attorno al 62% (R2 = 0.6196), tutti gli altri coefficienti restano
significativi ma l’analisi dei residui conferma il rifiuto dell’ipotesi di normalità.
Anche la stima del coefficiente di regressione relativo alla variabile KVol resta
invariato, e questo suggerisce che comorb e KVol siano indipendenti.
La forma del qq-plot in figura 2.23 suggerisce l’applicazione di una regressione
robusta, che verrà applicata nel capitolo 3.
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Modello (2.7)
Il coefficiente della variabile esplicativa comorb è significativo (p-value < 0.01),
ma l’aggiunta di questa variabile al modello (2.5) non porta nessun migliora-
mento in termini di residui. Come per il modello (2.6), si conclude che comorb e
KVol sono indipendenti quindi si preferisce continuare a usare il modello senza
comorb.
2.3.1 Trasformazione logaritmica
Anzichè modellare direttamente le variabili creatinina e eGFR, è anche molto
comune modellare log(creatinina) e log(eGFR). Nel caso della creatinina, dalle
analisi esplorative si è osservato come essa abbia una distribuzione fortemente
asimmetrica, quindi la trasformazione logaritmica si usa per normalizzarne la
distribuzione. Per la velocità di filtrazione glomerulare stimata invece, la trasfor-
mazione logaritmica viene usata sia perchè tende a ridurre gli effetti degli out-
liers, sia perché la CKD-Epi include molti esponenti, quindi potrebbe essere
più facile lavorare sul log(eGFR). In seguito verranno quindi adattati i seguenti
modelli:
log(eGFRi) = β0 + β1sexi + β2agei + β3KV oli + εi (2.10)
e
log(SCri) = γ0 + γ1sexi + γ2agei + γ3KV oli + ηi. (2.11)
La variabile comorb non viene usata come esplicativa del modello, vista
l’indipendenza dal fattore di rischio di interesse KVol osservata in precedenza.
Modello (2.10)
Tabella 2.9: Coefficienti di regressione (con rispettivi standard er-
ror e p-values) del modello (2.10)
Stima s.e. p.value
(Intercept) 4.9780 0.01044 0
SEXM -0.0173 0.00446 0
AGE -0.0089 0.00012 0
KVol 0.0004 0.00003 0
Usando log(eGFR) come variabile risposta si ottiene un modello che ha tutti i
coefficienti delle esplicative significativamente diversi da zero (vedi tabella 2.9),
ma rispetto al modello (2.4) che modella eGFR su scala originale, si osserva
una riduzione del coefficiente di determinazione R2, da 0.62 a 0.57. L’analisi
dei residui sembra peggiorata, poiché la nuvola di punti suggerisce leggera
omoschedasticità dei residui (che prima non era evidenziata) e i qq-plot mostra
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Figura 2.24: Analisi grafiche dei residui per il modello (2.10)
forte asimmetria dei residui, mentre quelli del modello (2.4) erano simmetrici.
L’ipotesi di normalità viene rifiutata per entrambi i modelli.
L’interazione SEX * KVol è significativa, ma solo l’indice di Akaike (AIC) indica
di includerla nel modello, mentre R2 e residui sono equivalenti nei modello con
e senza interazione.
Modello (2.11)
Tabella 2.10: Coefficienti di regressione (con rispettivi standard
error e p-values) del modello (2.11)
Stima s.e. p.value
(Intercept) -0.4427 0.01612 0
SEXM 0.2773 0.00688 0
AGE 0.0021 0.00018 0
KVol -0.0006 0.00005 0













































Figura 2.25: Analisi grafiche dei residui per il modello (2.11)
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In termini di bontà di adattamento non si evidenzia nessun miglioramento
rispetto al corrispondente modello con variabile risposta su scala originale (mod-
ello (2.5)): i coefficienti di regressione restano significativamente diversi da zero
(vedi tabella 2.10) e l’indice R2 è equivalente (pari a 0.29). Ciò che cambia è
la distribuzione dei residui: dal diagramma di dispersione in figura 2.25 si os-
servano due gruppi distinti, mentre il qq-plot indica un leggero allontanamento
dall’ipotesi di normalità, non più per asimmetria (come per il qq-plot in figura
2.22) ma probabilmente a causa di code pesanti della distribuzione. Questo
suggerisce di applicare una regressione robusta ai dati (Capitolo 3). Successiva-
mente, come ulteriore alternativa, verrà assunta una distribuzione Skew-Normal
per il termine di errore ε del modello (Capitolo 4).
Per questo modello quindi l’adattamento dei residui risulta molto soddisfacente,
soprattutto perché il qq-plot in figura 2.25 si scosta di poco dalla bisettrice e
indica una distribuzione simmetrica dei residui.
Per quanto riguarda le interazioni, vale lo stesso discorso fatto per il mod-
ello (2.10): solo l’interazione SEX * KVol è significativa, ma il modello con
l’interazione è equivalente a quello senza interazione.
Confronto dei modelli (2.10) e (2.11)
Nella tabella 2.11 viene effettuato un confronto tra i modelli (2.10) e (2.11) in
termini di:
• normalità dei residui dei due modelli, valutata tramite un test di Shapiro-
Wilk (di cui viene riportato il p-value);
• t-value per la variabile esplicativa KVol nei due modelli;
• varianza spiegata dalla variabile esplicativa KVol, calcolata per ogni mod-
ello come differenza di R2adj se si include o esclude KVol come esplicativa.
Tabella 2.11: Confronto tra i modelli (2.10) e (2.11)
Modello log_eGFR log_CREATININE
p-value S-W 0.0000 0.0000
t-value di KVol 11.9320 -12.4187
Varianza spiegata da KVol 0.0135 0.0240
2.3.2 Analisi nel sottogruppo dei sani
In questo paragrafo i modelli (2.4), (2.5), (2.10) e (2.11) vengono adattati con-
siderando solo il sottogruppo di pazienti classificato come sano (comorb=1). Nei
modelli che usano eGFR e la sua trasformata logaritmica come variabile risposta
si osserva da una riduzione di R2, dal 62% circa di varianza spiegata per l’intero
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campione al 50% circa per il sottogruppo dei sani. Questa forte diminuzione
è dovuta al fatto che eGFR stima bene il vero valore di GFR nei pazienti os-
pedalizzati, ma è meno preciso se si considerano solo soggetti sani. Nei modelli
con Scr e log(SCr) invece R2 aumenta leggermente, ma il coefficiente della vari-
abile AGE perde significatività, quindi nel gruppo dei sani l’età dei pazienti non
influenza il livello di creatinina ma continua a influenzare eGFR.
Per quanto riguarda l’analisi dei residui, i modelli con variabile risposta eGFR e
log(eGFR) hanno residui molto simili nel campione completo e nel sottogruppo
dei sani, mentre per i modelli (2.5) e (2.11), che modellano SCr e log(SCr)
rispettivamente, si ottengono risultati diversi. In particolare, analizzando solo il
gruppo di pazienti sani, i residui evidenziano la presenza di due sottogruppi in
maniera ancora più forte di quanto non facessero nel campione completo. Infine,
per tutti i modelli si rifiuta l’ipotesi di normalità dei residui, ma il modello
(2.11) applicato al gruppo dei sani mostra un qq-plot molto migliore di tutti
quelli precedenti: infatti, si osserva un leggero scostamento dalla normalità solo
sulle code della distribuzione.
Il leggero miglioramento dell’adattamento dei residui per i modelli (2.5) e (2.11)
potrebbe essere dovuto al fatto che dal campione sono stati esclusi alcuni pazi-
enti con creatinina elevata per cause diverse dalla funzionalità renale, come ad
esempio il diabete.
2.3.3 Analisi nel sottogruppo dei malati
Nel sottogruppo di pazienti classificati come malati, il coefficiente di determi-
nazione R2 si riduce in tutti i modelli rispetto al valore che aveva negli stessi
modelli adattati al campione completo. Nei modelli con eGFR e log(eGFR)
come risposta, il coefficiente dell’esplicativa SEX perde significatività, e le anal-
isi dei residui mostrano gli stessi risultati che si osservavano nel campione com-
pleto.
2.4 Conclusioni
Dai modelli analizzati in precedenza emerge che se la variabile risposta è la cre-
atinina, si rifiuta l’ipotesi di normalità dei residui per asimmetria, mentre se la
variabile risposta è eGFR oppure log(creatinina), tale ipotesi viene rifiutata per
le code pesanti della distribuzione. Altre trasformazioni della variabile risposta
(inversa e radice quadrata) non portano a miglioramenti dei residui.
In termini di R2 i modelli migliori sono quelli con eGFR come risposta, ma la
diminuzione di varianza spiegata (da oltre il 62% per il modello con eGFR al
28% per quello con la creatinina) è dovuta al fatto che la stima di GFR ottenuta
con la CKD-Epi contiene già età e sesso nella propria definizione, quindi gran
parte della correlazione è indotta.
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In tutti i modelli considerati, aggiungere i termini di interazione non porta a
miglioramenti significativi, quindi nel seguito si procederà con i modelli senza
interazioni.
Analizzando solo il gruppo di pazienti sani, si osserva che la differenza tra eGFR
e SCr come variabile risposta si riduce rispetto ai rispettivi modelli adattati
all’intero campione, nel senso che nei modelli con eGFR si riduce la bontà di
adattamento (infatti eGFR funziona bene per funzionalità renale ridotta, ma
nei sani perde efficienza) mentre in quelli con SCr si osserva un miglioramento
dell’analisi dei residui. Analizzando solo il gruppo di pazienti malati, invece,
l’analisi dei residui non mostra variazioni significative in nessun modello.
In conclusione, il modello di regressione lineare classico con il miglior adatta-
mento è quello con log(SCr) come variabile risposta. Nel seguito verranno anal-
izzate due estensioni del modello classico, ossia la regressione robusta e quella




In questo capitolo, dopo aver brevemente introdotto il concetto di robustezza,
verranno presentate alcune tecniche di regressione robusta, tra cui in particolare
gli stimatori di tipo M per l’inferenza sui parametri di regressione. In seguito,
tali tecniche verranno applicate ai dati in analisi (Heritier et al., 2009).
3.1 La robustezza
Molte procedure classiche di inferenza, soprattutto in ambito parametrico, sono
vincolate alla validità delle ipotesi formulate, e risultano molto sensibili a piccole
deviazioni della distribuzione dei dati dal modello assunto. Sotto ipotesi di nor-
malità, le procedure inferenziali parametriche sono le più efficienti, ma quando
la distribuzione normale è solo approssimata, oppure in presenza di osservazioni
anomale nei dati, tali procedure parametriche non sono robuste. Per questo
motivo risulta necessario usare metodi statistici affidabili in un qualche intorno
del modello: una procedura statistica (uno stimatore, una statistica test, ecc.)
viene detta robusta quando è poco sensibile a piccole o moderate deviazioni in
un qualche intorno del modello ipotizzato.
In questo contesto si concentra l’attenzione sulla robustezza rispetto a valori
anomali (osservazioni che sono molto al di fuori della distribuzione prevista).
Questi dati anomali possono essere causati da errori di rilevazione o di cod-
ificazione, ma anche determinati da una lieve eterogeneità della popolazione,
riconducibile a distribuzioni con code pesanti.
Per formalizzare il concetto di robustezza, sia y = (y1, ..., yn) un campione di
dimensione n indipendente e identicamente distribuito (i.i.d.) da un modello
35
CAPITOLO 3. MODELLO DI REGRESSIONE ROBUSTO 36
parametrico
Fθ = F (y; θ), θ ∈ Θ ⊆ Rp, p ≥ 1, (3.1)
con θ vettore di parametri. Quando si parla di errata specificazione di un
modello, si intende che il processo generatore dei dati sta in un intorno di Fθ.
La definizione di intorno viene specificata come Fε = (1 − ε)Fθ + εG, con G
distribuzione arbitraria e 0 ≤ ε ≤ 1. La statistica robusta permette di fare
inferenza su Fθ quando il processo generatore dei dati è in realtà Fε, con ε
piccolo. Obiettivo dell’inferenza resta comunque il parametro θ.
Dopo aver identificato un modello (3.1) che si adatti alla maggioranza dei dati
osservati, l’obiettivo della statistica robusta è quindi salvaguardare rispetto a
eventuali scostamenti dalle ipotesi statistiche assunte, ossia fornire stimatori
e statistiche test consistenti ed efficienti quando gli assunti del modello sono
leggermente errati (misspecification). Più precisamente, tali procedure sono
necessarie per prevenire perdite di efficienza se i dati provengono esattamente
dal modello ipotizzato, ma sono robuste rispetto a piccole e moderate deviazioni
dal modello.
Si nota che tipicamente, quando l’assunto di normalità è dubbio, vengono us-
ati metodi non parametrici. I metodi robusti però possono essere una scelta
migliore, nel senso che hanno minor perdita di efficenza rispetto ai metodi para-
metrici e hanno maggior potenza dei test non parametrici.
3.2 Stimatori di tipo M
Un’importante classe di stimatori legata a funzioni di stima robuste è quella
degli stimatori di tipo M (M-estimators), introdotta da Huber (Huber, 1964).
Si tratta di una generalizzazione degli stimatori di massima verosimiglianza
(maximum likelihood type estimators), da cui deriva il nome.
Gli stimatori di tipo M forniscono un buon compromesso tra robustezza ed




ψ(yi; θ) = 0, (3.2)
con ψ(·) funzione nota scelta in maniera opportuna.
Sotto condizioni di regolarità, gli stimatori di tipo M sono consistenti e ap-
prossimativamente normali θ̂∼̇Np(θ, V (θ)) con V (θ) varianza asintotica dello
stimatore θ̂. Di conseguenza, l’inferenza robusta per θ si basa su statistiche alla
Wald (θ̂ − θ)TV (θ̂)−1(θ̂ − θ) che hanno distribuzione asintotica χ2p (Farcomeni
& Ventura (2012)).
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3.3 Regressione robusta
I modelli di regressione lineare introdotti nel Capitolo 2 assumono che il termine
di errore, indicato con ε nel generico modello (2.1), segua una distribuzione
gaussiana con media nulla (εi ∼ N(0, σ2)).
Le stime classiche dei parametri del modello (2.1) sono ottime quando vegono
rispettati gli assunti della regressione classica, ma vengono fortemente influen-
zate da piccoli scostamenti dal modello ipotizzato. Anche le conclusioni tratte
dai test di significatività dei coefficienti possono essere fortemente influenzate da
leggeri scostamenti dalle ipotesi del modello di regressione classico, per questo
motivo nel seguito verranno confrontati test classici e robusti.
Nella regressione robusta esistono molti stimatori per β, ma in questo contesto









con ri i-esimo residuo del modello, s(·) e ψ(·) funzioni note e wβ(·) funzioni di
pesi appropriate. Quindi a differenza del modello di regressione lineare classico,
nel modello di regressione robusta viene assegnato un peso a ciascuna osser-
vazione dando meno importanza alle osservazioni anomale.
Dalle equazioni di stima di tipo M (3.2) si ottiene anche uno stimatore per
il parametro di scala σ: il più usato è il MAD. La stima simultanea di β e
σ si ottiene con i minimi quadrati pesati iterati (Iteratively Reweighted Least
Squares, IRLS) (Salvan et al., 2020).
Siccome gli stimatori di tipo M sono asintoticamente normali, per testare la
significatività dei coefficienti di regressione β (H0 : βj = 0 vs H1 : βj ̸=
0, j = 1, ..., p) si possono usare test alla Wald del tipo z = β̂j
se(β̂j)
, confrontan-
done il valore con i quantili di una distribuzione normale standard N(0, 1). In
alternativa, dalle equazioni di stima robuste si possono derivare delle funzioni
di verosimiglianza robuste che vengono usate per costruire dei test log-rapporto
di verosimiglianza robusti (LRT).
Con i dati analizzati in questo elaborato, le distribuzioni delle variabili dipen-
denti nei modelli di regressione lineare adattati in precedenza, cioè le dis-
tribuzioni di eGFR, SCr e le loro trasformazioni logaritmiche, presentano molti
valori anomali. Per questo motivo, sono stati adattati gli stessi modelli della
sezione 2.3 (ad esclusione dei modelli (2.6) e (2.7), che si sono rivelati inefficienti
nella regressione lineare), ma usando la teoria della regressione robusta.
Le stime dei coefficienti (con i rispettivi standard error e p-values dei test di
nullità dei coefficienti) vengono riportate in tabella 3.1.
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3.3.1 Analisi dei residui
Un aspetto importante dell’analisi del modello è il controllo delle assunzioni
su cui è costruito. Questo controllo può essere effettuato tramite l’analisi dei
residui standardizzati stimati ri = (yi − xTi β̂)/σ̂ con β̂ e σ̂ stimatori classici o
robusti.
Inoltre, come nei modelli di regressione lineare classici, è possibile usare una
misura riassuntiva della bontà di adattamento di un modello, cioè il coefficiente
di determinazione robusto R2r . Si tratta di un indice normalizzato, compreso
tra 0 e 1, quindi confrontabile con R2 dei modelli di regressione lineare clas-
sici. Esistono anche le versioni robuste delle tecniche di selezione del modello,
ad esempio una versione robusta dell’indice di Akaike (AIC) è data da RAIC
(Heritier et al., 2009).
In tabella 3.1 vengono confrontati i coefficienti di regressione nei modelli classici
e robusti, con i rispettivi standard error e p-values dei singoli test di nullità dei
coefficienti. Inoltre, vengono confrontati gli indici di Akaike e i coefficienti di
determinazione classici e robusti.
Per quanto riguarda l’indice di Akaike, RAIC > AIC per tutti i modelli, ma
la differenza tra RAIC e AIC non è sufficientemente grande da permettere di
trarre una conclusione univoca a favore di un modello o l’altro. Si preferisce
quindi basare la scelta del miglior modello sulla differenza dei coefficienti di
determinazione: si osserva che il coefficiente di determinazione robusto R2r è
sempre maggiore del corrispondente R2 classico, a indicare che i modelli robusti
riescono a spiegare maggior varianza rispetto ai modelli classici.
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Tabella 3.1: Confronto coefficienti di regressione (con rispettivi
standard error e p-values), R2 e AIC nei quattro modelli con re-
gressione classica e robusta
Classica Robusta
Modello Stima s.e. p.value Stima_r s.e._r p.value_r
(2.4)
Intercept 139.0634 0.898659 0 139.9026 0.797891 0
SEXM -1.3457 0.383651 0 -1.4863 0.336883 0
AGE -0.8487 0.010171 0 -0.8087 0.010574 0




Intercept 0.6478 0.011868 0 0.6719 0.011163 0
SEXM 0.1969 0.005067 0 0.1904 0.004909 0
AGE 0.0018 0.000134 0 0.0010 0.000141 0




Intercept 4.9780 0.010439 0 4.9714 0.007021 0
SEXM -0.0173 0.004457 0 -0.0144 0.00302 0
AGE -0.0089 0.000118 0 -0.0074 9.1e-05 0




Intercept -0.4427 0.016119 0 -0.4207 0.016197 0
SEXM 0.2773 0.006881 0 0.2784 0.006935 0
AGE 0.0021 0.000182 0 0.0017 0.000202 0
KVol -0.0006 4.6e-05 0 -0.0006 4.9e-05 0
R^2 0.2926 0.3015
AIC -1642.8534 -1639.3238
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I seguenti grafici (figure da 3.1 a 3.4) sono:
• grafico dei valori osservati vs valori previsti dal modello robusto;
• grafico dei residui vs valori previsti dal modello robusto;
• QQ-plot dei residui per valutarne la normalità;
• grafico dei pesi dello stimatore robusto.
L’analisi del modello robusto (2.4) in figura 3.1 è molto simile a quella del mod-
ello classico (vedi figura 2.21): la nuvola di punti dei residui vs valori stimati
non mostra nessun andamento sistematico e il qq-plot dei residui mostra un al-
lontanamento dall’ipotesi di normalità soprattutto sulla coda sinistra. Il grafico
dei pesi mostra che ad alcune osservazioni viene assegnato un peso praticamente
nullo: si tratta di quelle osservazioni che anche nel grafico res vs fitted sono
distanti dagli altri punti, che quindi sono anomale rispetto alla distribuzione
assunta per la maggioranza dei dati. Anche per gli altri modelli si può dire che
l’analisi dei residui è simile nei modelli classici e robusti.















































Figura 3.1: Analisi dei residui del modello (2.4) robusto
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Figura 3.2: Analisi dei residui del modello (2.5) robusto


















































Figura 3.3: Analisi dei residui del modello (2.10) robusto
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Figura 3.4: Analisi dei residui del modello (2.11) robusto
3.4 Conclusioni
L’analisi di regressione robusta conferma che il modello da preferire è il (2.11)
con variabile risposta log(CREATININE), che continua a essere quello che si
adatta meglio ai dati. La versione robusta di questo modello di regressione è da
preferire al modello classico.
Capitolo 4
Distribuzione Skew-Normal
La distribuzione Skew-Normal (SN) è un’estensione della distribuzione normale
(Gaussiana) che permette la presenza di asimmetria (Azzalini, 2021).
Sia X una variabile casuale con funzione di densità
f(x) = 2ϕ(x)Φ(αx), (4.1)
dove α è un parametro, ϕ(·) denota la funzione di densità normale (gaussiana)
standard e Φ(·) la sua funzione di ripartizione.
La trasformazione lineare
Y = ξ + ωX (4.2)
ha distribuzione Skew-Normal di parametri (ξ, ω, α), ossia
Y ∼ SN(ξ, ω2, α), (4.3)
con ξ parametro di posizione, ω parametro di scala e α parametro di forma. Il
parametro α determina l’asimmetria della distribuzione, in particolare
• per α = 0 si ottiene la normale classica Y ∼ N(ξ, ω2);
• per α > 0 si osserva asimmetria a destra;
• per α < 0 si osserva asimmetria a sinistra;
• al crescere di α in valore assoluto, l’assimetria cresce.
In figura 4.1 viene rappresentata la funzione di densità della distribuzione Skew-
Normal per diversi valori di α (“a” nella legenda), con ξ = 0 e ω = 1 fissati.
43
CAPITOLO 4. DISTRIBUZIONE SKEW-NORMAL 44





















Figura 4.1: Densità della distribuzione Skew-Normal
4.1 Regressione Skew-Normal
La variabile CREATININE dei dati in analisi in questo elaborato è caratter-
izzata da una forte asimmetria a destra (vedi figura 2.2) e anche i residui del
modello (2.5) che usa questa variabile come risposta sono caratterizzati da una
forte asimmetria (vedi figura 2.22). Per questo motivo nella sezione 2.3.1 è
stata modellata la trasformazione logaritmica della creatinina (modello (2.11)),
ottenendo un modello con delle buone proprietà (vedi figura 2.25). In questo
capitolo verrà invece applicato un modello di regressione sotto assunzione di
distribuzione Skew-Normal per gli erorri del modello.
In tabella 4.1 vengono riportati i coefficienti di regressione stimati e una stima
del parametro di simmetria α (con i rispettivi standard error e p-values dei test
di nullità) dei modelli di regressione Skew-Normal con risposta CREATININE
e log(CREATININE).
In figura 4.2 e 4.3 sono riportati i grafici dei residui dei modelli (2.5) (variabile
risposta: creatinina) e (2.11) (variabile risposta: log(creatinina)) sotto assun-
zione di distribuzione Skew-Normal. Il grafico a sinistra rappresenta i residui
del modello vs il valori previsti dal modello, quello centrale è un istogramma dei
residui a cui è stata sovrapposta la curva stimata dal modello mentre il grafico
a destra è un qq-plot dei residui del modello di regressione Skew-Normal.
I residui del modello con risposta CREATININE mostrano ancora una
forte asimmetria dei residui, mentre quelli del modello con risposta
log(CREATININE) sono simmetrici, anche se il qq-plot evidenzia un leg-
gero scostamento dalla bisettrice sulla coda destra.
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Figura 4.2: Analisi dei residui del modello di regressione Skew-Normal con
risposta CREATININE



























































Figura 4.3: Analisi dei residui del modello di regressione Skew-Normal con
risposta log(CREATININE)
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Tabella 4.1: Coefficienti di regressione, standard error e p-values per la regres-
sione Skew-Normal
Modello Stima s.e. p.value
CREATININE
Intercept 0.5184 0.01142 0e+00
SEXM 0.1785 0.00476 0e+00
AGE 0.0011 0.00013 0e+00
KVol -0.0004 0.00003 0e+00
alpha 2.3220 0.11580 0e+00
log(CREATININE)
Intercept -0.3443 0.02529 0e+00
SEXM 0.2772 0.00688 0e+00
AGE 0.0022 0.00019 0e+00
KVol -0.0006 0.00005 0e+00
alpha -0.6827 0.16846 1e-04
4.2 Conclusioni
Assumendo distribuzione Skew-Normal per gli errori del modello (2.11) con
variabile risposta log(CREATININE) si ottiene un buon adattamento ai dati,
ma i residui mostrano leggera assimetria. Il modello di regressione robusta con
le stesse variabili risposta e esplicative, invece, ha residui simmetrici, quindi si
conclude che il modello migliore è la versione robusta del modello di regressione
(2.11).
Capitolo 5
Relazione tra eGFR e
creatinina
In questo capitolo verranno sviluppate delle relazioni per trasformare i risultati
ottenuti con la regressione robusta su log(creatinina) in termini di eGFR, per
interpretare e valutare la funzionalità renale sulla scala che si è abituati ad usare.
L’equazione (1.1) è la Chronic Kidney Disease Epidemiology Collaboration

























si analizzano quattro possibili scenari:
• maschi con livello di creatinina SCr ≤ 0.9
• maschi con livello di creatinina SCr > 0.9
• femmine con livello di creatinina SCr ≤ 0.7
• femmine con livello di creatinina SCr > 0.7
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Nel campione ci sono 1506 soggetti maschi con creatinina ≤ 0.9, 429 maschi
con creatinina > 0.9, 1886 femmine con creatinina ≤ 0.7 e 698 femmine con
creatinina > 0.7.
Successivamente sarà necessario ricombinare questi quattro strati che dipendono
dal sesso dei soggetti e dalle soglie k: per farlo, viene definita una variabile
casuale categoriale X con quattro livelli che individuano i quattro scenari. In
particolare il fattore X viene definito come segue:
X =

A se maschio con SCr ≤ 0.9
B se maschio con SCr > 0.9
C se femmina con SCr ≤ 0.7
D se femmina con SCr > 0.7.
Tale fattore viene inserito nel modello
log(SCr) = γ0 + γ1age+ γ2sex+ γ3Z + η, (5.2)
e viene considerata l’interazione tra X e age. Sapendo però che la variabile X
determina il genere dei soggetti, è necessario togliere la covariata sex dal mod-
ello. Si prenda, ad esempio, il livello X = A come riferimento. Di conseguenza,
il modello (5.2) diventa:
log(SCr) =γA0 + γB0 XB + γC0 XC + γD0 XD+
+ γA1 age+ γB1 XBage+ γC1 XCage+ γD1 XDage+













1 se X = D
0 altrimenti.
Il modello (5.3) è stato adattato ai dati usando sia la regressione classica, sia la
regressione robusta.
In tabella 5.1 sono riportate le stime dei coefficienti di entrambi i modelli con i
rispettivi standard error e p-values dei test di nullità dei singoli coefficienti. Non
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tutti i coefficienti sono significativamente diversi da zero: per quanto riguarda
l’età, il coefficiente γA1 è statisticamente uguale a zero, mentre i coefficienti delle
interazioni sono diversi da zero (tranne γC1 nella regressione robusta).
I grafici dei residui contro i valori stimati mostrano quattro nuvole di punti
distinte, che rappresentano i quattro livelli del fattore X, mentre i qq-plot si
allontanano dalla bisettrice sulle code ma sembrano simmetrici, risultando nel
complesso abbastanza simili a quelli del modello (2.11) senza il fattore X, i cui
residui della regressione classica sono in figura 2.25 e della regressione robusta
in figura 3.4. Il valore di R2 aumenta di molto rispetto al modello senza il
fattore X, infatti da R2 = 0.3 del modello (2.11) otteniamo R2 = 0.65 per il
modello (5.3). Questo incremento probabilmente è dovuto al fatto che il fattore
X dipende anche da SCr, quindi la correlazione aggiuntiva è indotta. Anche
in questo caso, come per il modello (2.11) senza il fattore X, R2 del modello
robusto è leggermente maggiore di quello del modello classico (R2 = 0.65 vs
R2r = 0.6725).
Tabella 5.1: Coefficienti di regressione, standard error e p-values per la regres-
sione classica e robusta del modello (5.3)
Classica Robusta
Stima s.e. p.value Stima_r s.e._r p.value_r
Effetti marginali
(Intercept) -0.2264 0.01614 0.00 -0.2160 0.01583 0.00
AGE -0.0003 0.00023 0.23 -0.0002 0.00024 0.32
XB 0.1748 0.02536 0.00 0.1906 0.02044 0.00
XC -0.3062 0.01645 0.00 -0.2979 0.01711 0.00
XD -0.0710 0.02153 0.00 -0.0729 0.01758 0.00
KVol -0.0002 0.00003 0.00 -0.0002 0.00003 0.00
Interazioni
AGE:XB 0.0029 0.00044 0.00 0.0020 0.00041 0.00
AGE:XC 0.0006 0.00031 0.04 0.0005 0.00033 0.16
AGE:XD 0.0026 0.00038 0.00 0.0021 0.00034 0.00
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Figura 5.1: Analisi dei residui del modello (5.3) classico
































Figura 5.2: Analisi dei residui del modello (5.3) robusto
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In alternativa, è anche possibile considerare non solo l’interazione tra X e age
ma anche quella tra il fattore X e il fattore di rischio Z, che nel dataset in esame
è KVol. In tal caso si ottiene il seguente modello:
log(SCr) =γA0 + γB0 XB + γC0 XC + γD0 XD+
+ γA1 age+ γB1 XBage+ γC1 XCage+ γD1 XDage+
+ γA3 Z + γB3 XBZ + γC3 XCZ + γD3 XDZ + η.
(5.4)
L’adattamento del modello (5.4) si può vedere in tabella 5.2, mentre nelle figure
5.3 (regressione classica) e 5.4 (regressione robusta) sono riportati i grafici dei
residui.
Rispetto al modello (5.3), nel modello (5.4) il coefficiente del fattore di rischio
perde leggermente significatività (resta diverso da zero al 5% ma non all’1%)
mentre i coefficienti delle interazioni non sono significativi tranne γC3 . Per questo










































Figura 5.3: Analisi dei residui del modello (5.4) classico

































Figura 5.4: Analisi dei residui del modello (5.4) robusto
Tabella 5.2: Coefficienti di regressione, standard error e p-values per la regres-
sione classica e robusta del modello completo
Classica Robusta
Stima s.e. p.value Stima_r s.e._r p.value_r
Effetti marginali
(Intercept) -0.26650 0.02002 0.00 -0.25025 0.01983 0.00
AGE -0.00030 0.00023 0.19 -0.00027 0.00024 0.26
XB 0.17766 0.04139 0.00 0.18428 0.02992 0.00
XC -0.20650 0.02809 0.00 -0.20711 0.02838 0.00
XD -0.02338 0.03816 0.54 -0.03184 0.03074 0.30
KVol -0.00011 0.00005 0.03 -0.00011 0.00005 0.04
Interazioni
AGE:XB 0.00294 0.00044 0.00 0.00205 0.00041 0.00
AGE:XC 0.00058 0.00031 0.07 0.00041 0.00033 0.21
AGE:XD 0.00260 0.00039 0.00 0.00216 0.00034 0.00
XB:KVol -0.00001 0.00010 0.94 0.00003 0.00008 0.76
XC:KVol -0.00034 0.00008 0.00 -0.00032 0.00008 0.00
XD:KVol -0.00015 0.00011 0.16 -0.00013 0.00009 0.15
5.1 Definizione del modello nei quattro scenari
e relazioni con il modello attuale
Dopo aver definito e analizzato il modello (5.3) si vogliono definire le relazioni
tra il modello proposto in questo elaborato e il modello attualmente utilizzato
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in letteratura, che si ricorda essere
log(eGFR) = β0 + β1age+ β2sex+ β3Z + ε, (5.5)
con sex variabile dicotomica che assume valore 1 se il soggetto è di genere
maschile, 0 altrimenti.
In ognuno dei quattro scenari definiti in precedenza, si cercano quindi delle
relazioni per trasformare in termini di eGFR i risultati ottenuti con la regressione
su log(creatinina), in modo da interpretare e valutare la funzionalità renale sulla
scala che si è abituati ad usare.
Maschi con SCr ≤ 0.9












mentre il modello (5.5) diventa
log(eGFR) = β0 + β2 + β1age+ β3Z + ε. (5.7)
Applicando il logaritmo alla (5.6), si ottiene















+ age · log(0.993).
(5.8)
Considerando SCr ≤ 0.9, la formula si semplifica ulteriormente e diventa





− 1.209log(1) + age · log(0.993) =
= log(141) − 0.411[log(Scr) − log(0.9)] + age · log(0.993) =
= 4.905 − 0.411log(Scr) − 0.007age.
(5.9)
A questo punto, il modello (5.7) può essere visto come
4.905 − 0.411log(Scr) − 0.007age = β0 + β2 + β1age+ β3Z + ε (5.10)
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da cui si ottiene che
log(Scr) = 10.411(4.905 − β0 − β2 − (0.007 + β1)age− β3Z − ε). (5.11)
Riparametrizzando si ottiene il modello di regressione lineare
log(SCr) = γA0 + γA1 age+ γ3Z + η, (5.12)
con
• γA0 = (4.905 − β0 − β2)/0.411
• γA1 = −(0.007 + β1)/0.411
• γ3 = −β3/0.411
• η = −ε/0.411.
Il modello (5.12) è esattamente il modello (5.3) applicato al gruppo di soggetti
di genere maschile con livello di creatinina ≤ 0.9, ossia per X = A.
In questo modo, la relazione tra i modelli (5.5) e (5.11) è fissata sia in termini
di valore atteso dei parametri che di varianza per via dell’effetto di scala sui
residui.
Ora, dopo aver svolto le analisi statistiche con il modello (5.3), per interpretare
e valutare la funzionalità renale sulla scala che si è abituati ad usare è sufficiente
applicare una semplice trasformazione ai coefficienti di regressione stimati, del
tipo:
• β0 = 4.905 − 0.411γA0 − β2
• β1 = −0.007 − 0.411γA1
• β2 = 4.905 − 0.411γA0 − β0
• β3 = −0.411γ3
• ε = −0.411η.
Maschi con SCr > 0.9
Si considerino ora i maschi con SCr > 0.9. La formula (5.3) diventa





+ age · log(0.993) =
= log(141) − 1.209[log(Scr) − log(0.9)] + age · log(0.993) =
= 4.821 − 1.209log(Scr) − 0.007age,
(5.13)
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mentre il modello (5.3) diventa
log(SCr) = γA0 + γB0 + (γA1 + γB1 )age+ γ3Z + η. (5.14)
Con gli stessi passaggi effettuati in precedenza, si possono ottenere i coefficienti
del modello (5.5) con le seguenti relazioni:
• β0 = 4.821 − β2 − 1.209(γA0 + γB0 )
• β1 = −0.007 − 0.1209(γA1 + γB1 )
• β2 = 4.821 − β0 − 1.209(γA0 + γB0 )
• β3 = −1.209γ3
• ε = −1.209η.
Femmine con SCr ≤ 0.7












il modello (5.5) diventa
log(eGFR) = β0 + β1age+ β3Z + ε, (5.16)
mentre il modello (5.3) diventa
log(SCr) = γA0 + γC0 + (γA1 + γC1 )age+ γ3Z + η. (5.17)
Considerando SCr ≤ 0.7, e applicando il logaritmo alla formula (5.14), questa
diventa
log(eGFR) = log(141) − 0.329[log(Scr) − log(0.7)] + age · log(0.993) + log(1.018) =
= 4.849 − 0.329log(SCr) − 0.007age.
(5.18)
Di conseguenza, i coefficienti di regressione del modello (5.16) possono essere
scritti come segue:
• β0 = 4.849 − 0.329(γA0 + γC0 )
• β1 = −0.007 − 0.329(γA1 + γC1 )
• β3 = −0.329γ3
• ε = −0.329η.
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Femmine con SCr > 0.7
Si considerino infine solo le femmine con SCr > 0.7. In questo gruppo si ha
log(SCr) = γA0 + γD0 + (γA1 + γD1 )age+ γ3Z + η. (5.19)
e
log(eGFR) = log(141) − 1.209[log(Scr) − log(0.7)] + age · log(0.993) + log(1.018) =
= 4.535 − 1.209log(SCr) − 0.007age.
(5.20)
Di conseguenza, il modello di regressione lineare (5.16) ha coefficienti pari a:
• β0 = 4.535 − 1.209(γA0 + γD0 )
• β1 = −0.007 − 1.209(γA1 + γD1 )
• β3 = −1.209γ3
• ε = −1.209η.
Si vuole ora valutare se i valori dei parametri stimati con il modello (5.3) sono
coerenti con quelli ottenuti per log(eGFR) con il modello (5.5), usando le re-
lazioni definite in precedenza nei quattro diversi scenari.
Nella prima colonna della tabella 5.3 vengono riportate le stime dei coefficienti
del modello (5.5), mentre le successive quattro colonne contengono i valori degli
stessi coefficienti calcolati usando le relazioni definite sopra nei quattro scenari,
a partire dai coefficienti stimati del modello (5.3). Si osserva che i valori sono
coerenti, quindi si può concludere che le relazioni trovate possono essere utili se
si decide di fare inferenza con il modello (5.3), migliore in termini di adattamento
rispetto al modello (5.5), ma si preferisce riportare i risultati ottenuti in termini
di eGFR per facilitare l’interpretazione clinica.
Tabella 5.3: Confronto coefficienti di regressione stimati con
log(eGFR) e trasformati secondo le relazioni trovate
Stima TrasfA TrasfB TrasfC TrasfD
(Intercept) 4.97800 4.99805 4.88344 5.02424 4.89452
AGE -0.00885 -0.00689 -0.01016 -0.00712 -0.00980
KVol 0.00036 0.00010 0.00028 0.00008 0.00028
Capitolo 6
Conclusione
Le analisi svolte in questo elaborato permettono di concludere che il modello su
log(SCr) ha un miglior adattamento ai dati rispetto a quello attualmente usato
in letteratura, che usa log(eGFR) come variabile risposta.
Con questa nuova variabile risposta si possono usare modelli di regressione clas-
sici, robusti o Skew-Normal, ottenendo sempre un buon adattamento dei residui.
Il modello da preferire per le analisi statistiche, però, è il modello di regressione
robusta su log(SCr), che oltre ad avere un buon adattamento dei residui ha an-
che un coefficiente di determinazione R2 maggiore rispetto alla versione classica
dello stesso modello.
Dopo aver svolto le analisi statische usando log(SCr) come variabile risposta,
si ritene necessario trasformare i risultati ottenuti in termini di log(eGFR), per
permettere di valutare la funzionalità renale sulla scala attualmente utilizzata.
Tuttavia, l’analisi svolta nel presente lavoro, in particolare nel capitolo 5, di-
mostra la difficoltà di definire in forma chiusa una relazione tra i coefficienti
del modello su log(SCr) e su log(eGFR) per un determinato fattore di rischio
Z. In questo elaborato è stata proposta come possibile soluzione quella di usare
modelli come il (5.3) e (5.4), che però mostrano un adattamento dei residui non
ottimale, dovuto all’introduzione nel modello di un fattore di stratificazione su
sesso e livello di creatinina dei soggetti (variabile risposta).
In conclusione, sembra opportuno suggerire che la valutazione della funzionalità
renale venga effettuata analizzando la log(SCr) per scopi inferenziali, seguita da
un’analisi di confronto su log(eGFR) al solo fine di facilitare l’interpretazione
clinica dei coefficienti stimati. Tale approccio garantirebbe la massima flessibil-
ità nell’esplorazione di modelli alternativi a quello lineare, come i modelli robusti
e Skew-Normal esplorati sopra, favorendo quindi un approccio statistico esaus-
tivo pur mantenendo l’attuale interpretazione dei risultati.
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