Statistical design of experiments is widely used in scientific and industrial investigations. An optimum orthogonal array can extract as much information as possible at a fixed cost. Finding (optimum) orthogonal arrays is an open (yet fundamental) problem in design of experiments because constructing (optimum) orthogonal arrays or proving non-existence becomes intractable as the number of runs and factors increase. Enumerating orthogonal arrays is equivalent to finding all feasible solutions to a class of inherently symmetric constraint satisfaction problems. The inherent symmetry implies that the solutions remain feasible under the action of a group permuting the variables. This causes the number of feasible solutions to be huge. We develop algorithms for enumerating orthogonal arrays that call the Margot (2007) isomorphism pruning algorithm and bring the enumeration of OA(160, k, 2, 4) for k = 9, 10 and OA(176, k, 2, 4) for k = 8, 9, 10 within computational reach. A catalog of the newly found optimum orthogonal arrays obtained using our algorithms is also presented.
Introduction
This interdisciplinary work tailors and whets some state-of-the-art Operations Research methods to find solutions in a fundamental class of problems in design of experiments. Our exact algorithms call the Margot (2007) integer linear programming (ILP) solver for enumerating orthogonal arrays (OAs) or finding optimum OAs. We make comparisons to the efficient constraint programming (CP) with isomorphism rejection OA enumeration algorithm of Schoen, Eendebak and Nguyen (2010) and exploit equivalence of orthogonal designs (ODs) to speed up our exact algorithms.
Orthogonal Arrays and the GMA Criterion
A factorial design Y with N runs and k factors each having s-levels is an orthogonal array of strength t, 1 ≤ t ≤ k, denoted by OA(N, k, s, t), if each of the s t level combinations appears exactly N/s t times when Y is projected onto any t factors. Clearly, an OA(N, k, s, t) is also an OA(N, k, s, d) for d < t. The index λ of an OA(N, k, s, t) is defined as N/s
t . An OA(N, k, s, t) is universally optimal for estimating the model containing all main effects and all interactions having ⌊t/2⌋ factors or less; see Cheng (1980) and Mukerjee (1982) . When s is a prime power, regular fractional factorial designs (also known as linear codes), constructed by solving a linear system of equations over the field GF(s), are examples of OAs. Since a regular fractional factorial design is the solution set of a linear system of equations over GF(s), the number of runs it contains must be a power of s. Such a restriction does not apply to all OAs. There is a vast literature on the construction and existence of regular fractional factorial designs (see Hedayat, Sloane and Stufken (1999) ), but not as much is known about all OAs.
The design obtained by permuting factors or runs as well as levels in a subset of factors in an OA(N, k, s, t) is also an OA(N, k, s, t). Let such operations be called isomorphism operations. Two OA(N, k, s, t) are called isomorphic if one can be obtained from the other by applying a sequence of isomorphism operations. Assuming the hierarchical ordering principle (see Section 3.5 of Wu and Hamada, 2000) , two OA(N, k, s, t) are compared under model uncertainty using the generalized minimum aberration (GMA) criterion developed in Xu and Wu (2001) . Let Y = [y ij ] be a 2-level design with entries ±1 having N runs and k factors, and l = {i 1 , i 2 , · · · , i r } ⊆ Z k := {1, · · · , k} be a nonempty subset of r factors. The GMA criterion is based on the concept of the J-characteristics
introduced by Tang and Deng (1999) . Note that 0 ≤ |J r (l)| ≤ N and larger values |J r (l)| imply a stronger degree of aliasing among the factors in l. An average aliasing among all subsets of r factors is
and the sequence GWP(Y ) :
is called the generalized word length pattern (GWP) of Y . The GMA criterion selects designs that sequentially minimize the GWP. A design with the same first non-zero GWP entry as a GMA design is called a weak GMA design.
In general the GWP for s-level designs is computed as follows. Let d ij (Y ) be the number of columns at which the ith and jth rows of Y differ, and define
the components of the GWP and vice versa; the direct relationships provided in Xu and Wu (2001) are:
are the Krawtchouk polynomials. When computing the Krawtchouk polynomials, the recursion
with initial values P 0 (x, s, k) = 1 and
is useful. It is well known that a factorial design Y with N runs, k factors, and s levels is an OA(N, k, s, t) if and only if
this is equivalent to J r (l) = 0 for all l ⊆ Z k and r = 1, 2, · · · , t). Hence, for a fixed N, k, s combination the GMA criterion seeks an OA(N, k, s, t) with the largest possible t.
Finding GMA Designs
In general, finding GMA designs is a very difficult problem. Butler (2003 Butler ( , 2004 theoretically constructed 2-level GMA designs. Butler's proofs for establishing that the constructed designs are GMA involved finding lower bounds for the GWP of 2-level designs for certain number of runs and factors. Xu (2005) derived lower bounds for the GWP using linear programming in infinite precision and also found 2-level factorial designs based on the Nordstorm-Robinson code that achieve the bounds. Bulutoglu and Kaziska (2010) improved the lower bounds of Xu (2005) using ILP in infinite precision developed by Espinoza (2006) and Applegate et al. (2007) .
Another way of finding GMA designs is by classifying all non-isomorphic OAs. If two OA(N, k, s, t) are isomorphic, they are indistinguishable under the GMA criterion. On the other hand, there are non-isomorphic OA(N, k, s, t) with the same GWP. Classifying all nonisomorphic OA(N, k, s, t) allows the best to be found with respect to the GMA or any other ordering criterion that remains invariant between isomorphic designs. Many have studied the problem of classifying all non-isomorphic OA(N, k, s, t) (e.g., Stufken and Tang 2007; Bulutoglu and Margot 2008; and Schoen, Eendebak and Nguyen (2010) . Bulutoglu and Margot (2008) showed that finding all OA(N, k, s, t) is equivalent to finding all nonnegative integer solutions to a symmetric ILP with binary coefficients. Two solutions are defined to be isomorphic if they correspond to isomorphic OAs, so finding all non-isomorphic solutions is equivalent to finding all non-isomorphic OA(N, k, s, t). Branchand-cut algorithms (see Padberg and Rinaldi, 1991 ) are a standard technique for solving ILPs. However, a presence of symmetry in an ILP requires extending the basic branch-andcut algorithm to avoid resolving isomorphic subproblems. Such an extension developed by Margot (2002 Margot ( , 2003ab, 2007 was used by Bulutoglu and Margot (2008) to find all isomorphism classes of OA(N, k, s, t) for many (N, k, s, t) combinations.
Schoen, Eendebak and Nguyen (2010) provided a thorough review of theoretical and computational OA enumeration literature and developed the Minimum Complete Set (MCS) algorithm for enumerating OAs up to isomorphism. MCS is a CP algorithm with isomorphism rejection. Schoen, Eendebak and Nguyen (2010) used the MCS algorithm to find all non-isomorphic OA(N, k, s, t) for many (N, k, s, t) combinations-including all those in Bulutoglu and Margot (2008) -and mixed level OAs where all factors do not have the same number of levels. The MCS algorithm is up to 3 orders of magnitude faster than the other algorithms in the literature.
In Section 2, we introduce four algorithms based on ILP and ILP with isomorphism pruning developed by Margot (2007) . These algorithms sequentially enumerate non-isomorphic OA(N, k, s, t) for k = t, t + 1, · · · , f (N, s, t), where f (N, s, t) is the largest k for which an OA(N, k, s, t) exists. Our methods require finding all non-isomorphic solutions to sequences of symmetric ILPs.
The fastest of our algorithms is at least three orders of magnitude faster than the MCS algorithm for enumerating OA(N, k, 2, 4) when 160 ≤ N. This enabled us to enumerate all non-isomorphic OA(160, k, 2, 4) for k = 9, 10 and OA(176, k, 2, 4) for k = 8, 9, 10 for the first time. A catalog of the new GMA OAs based on our enumerations is documented in Section 4. The new GMA designs are available upon request.
Extension Algorithms for Enumerating OA(N, k, s, t)
For k = t, · · · , f (N, s, t), let n k be the number of non-isomorphic OA(N, k, s, t) and
Algorithm 1 (Basic Extension). Input: N, k, s, t, and T k−1 . Set l := 1.
1. Obtain a set M l of OA(N, k, s, t) such that the first k − 1 columns are the same as Y l ∈ T k−1 and exactly 1 representative from each isomorphism class (OD equivalence class when s = 2) of such OA(N, k, s, t) is included. Let the factor levels of an OA(N, k, s, t) be coded 0, · · · , s − 1. Lemma 2 (which follows directly from the definition of an OA(N, k, s, t)) and Definition ?? are used to formulate the ILP feasibility problem resulting from extending an OA(N, k − 1, s, t) to an OA(N, k, s, t).
Lemma 2. Let Y be an N run, k factor, s-level factorial design with columns {y 1 , 
for any q columns {y
Let Y ′ as in Lemma 2 be a solution to the system of 
for each pair of replicated run indices 1 ≤ i ′′ < j ′′ ≤ N in the input design and for any q − 1 columns y
as in Lemma 2 with the last (s − 1) columns of
has a corresponding OA(N, k, s, t). Take M l to be the set of all such OA(N, k, s, t).
constraints in ILP (2) with right hand sides N/s q for q = 1, · · · , t imply that any projection of t columns which includes the new column will be a s t full factorial design replicated λ times. Fixing the first run of the new factor at the low level by setting x 1,1 = 1 and ordering factor levels in the new column over replicates within the input design by requiring r m=1 (x i ′′ m − x j ′′ m ) = 0 for r = 1, · · · , s − 1 boosts speed by reducing |M l |. The objective function 0 was a convenience, so we could apply the ILP solvers provided by Professor Francois Margot. Also, using 0 instead of other objective functions resulted in a faster algorithm.
For 
1 ≤ x 1 , x ∈ {0, · · · , p max } k for q = 0, · · · , t and for each subset of q indices {i j 1 , i j 2 , · · · , i jq } ∈ {0, · · · , s − 2} q using the group G s,k from Bulutoglu and Margot (2008) to prune the enumeration tree. Compute p max by solving the ILP in Lemma 5 in Bulutoglu and Margot (2008) . Output: T k .
The group G s,k in ILP (3) maps a solution x corresponding to an OA(N, k, s, t) to that of an isomorphic OA; this implies that the branch-and-cut algorithm with isomorphism pruning returns the unique OA(N, k, s, t) that is lexicographically minimum in rows in the orbit of G s,k per isomorphism class. The constraint 1 ≤ x 1 is valid for the sought after isomorphism class representatives, and its inclusion boosts speed.
Next, an extension version of Algorithm 4 is defined. It reduces the number of variables from s k to hs, where h ≤ N is the number of distinct runs in the input OA(N, k − 1, s, t) being extended. Let the rows of input design Y be ordered lexicographically so that repeated runs appear next to each other. Let r i for i = 1, 2, · · · , s k−1 be the number of times the ith row of D (4) and x h(s−1) be the resulting vector with h(s − 1) entries after all the entries of x that do not appear in the constraints of the ILP below are deleted. Find all solutions or all non-isomorphic solutions using the group H s,k for isomorphism pruning to ILP: min 0 subject to:
and for any q − 1 columns {y
Each solution x h(s−1) to ILP (4) has a corresponding OA(N, k, s, t). Take M l to be the set of all such OA(N, k, s, t).
The validity of Algorithm 5 is theoretically justified in Section Appendix A.2. Empirically, Algorithm 5 was the most efficient out of those tested in Section 4 when extending OA(160, 7, 2, 4) to OA(160, 8, 2, 4) and OA(176, 7, 2, 4) to OA(176, 8, 2, 4).
A major improvement in the speed of Algorithm 5 is achieved if the larger group G s,k is used for isomorphism pruning. However, using G s,k would only be valid if all OA(N, k, s, t) that were lexicographically minimum in rows in the orbit of G s,k were extensions of OA(N, k − 1, s, t) that were lexicographically minimum in rows in the orbit of G s,k , but this is not the case.
3. Using OD-equivalence for Enumerating OA(N, k, 2, t) Theorem 6 is the basis for a data compression that makes more enumerations possible. Its proof is in Section Appendix A.3. Let Y 1 and Y 2 be 2-level, k-factor factorial designs whose levels are ±1. Theorem 6. Let t be even, k 1 < k 2 , and Y be an OA(N, k 1 , 2, t) that extends to an OA(N, k 2 , 2, t). If Z is an OA(N, k 1 , 2, t) that is OD-equivalent to Y , then Z also extends to an OA(N, k 2 , 2, t). For s = 2, Step 1 of Algorithm 1 and optionally Algorithm 4 finds a set of all non-OD-equivalent OA(N, k, 2, t). This is done as follows. First, a column of 1s is added to each OA(N, k, 2, t) in M l or T k . Second, each resulting design is converted to the graph defined by McKay (1979) . Third, the set of resulting graphs is reduced to a subset of nonisomorphic graphs by using the shortg utility in nauty, see McKay (2013) . (At this point Algorithm 4 converts the resulting graphs to designs and quits). In Step 3, isomorphism reduction is applied to the graphs in M by using shortg again. Finally the resulting nonisomorphic graphs are converted to a set of all non-OD-equivalent OAs. For s = 2, the major improvement here is implementing OD-equivalence reductions in Step 1 and Step 3 instead of OA-isomorphism reductions. This greatly reduces the number of ILPs that need to be solved at each extension step. Also, a set of all non-isomorphic OA(N, k, 2, t) can be extracted from a set M of non-OD-equivalent OA(N, k, 2, t) as follows.
For each design Y ∈ M, compute
, where y i is the ith column of Y and u⊙v = (
T . 2. Convert each resulting design to the graph defined in Ryan and Bulutoglu (2010) after deleting its column of all 1s. 3. Reduce the resulting set of graphs to a subset of non-isomorphic graphs by using the shortg utility of nauty McKay (2013). 8
Convert each graph back to its corresponding design as defined in Ryan and Bulutoglu (2010).
We do not report the CPU time needed to extract all non-isomorphic OA(N, k, 2, t) from a set of non-OD-equivalent OA(N, k, 2, t) as this is insignificant compared to the time needed to obtain a set of all non-OD-equivalent OA(N, k, 2, t).
Comparison of the Algorithms
We used the algorithms in Sections 2 and 3 to extend the known OA(N, k, 2, t) catalog; summaries are in Tables A.1 and A.2. The ISOP1.1 version of the Margot (2007) solver that calls the CPLEX12.5.1 libraries was used. In Table A .1, we report the number of ODclasses only in cases where we used OD-equivalence reductions. In such cases Steps 1-4 of Section 3 were necessary to obtain all non-isomorphic OA(N, k, 2, t)s from the enumerated ODs. In all the algorithms isomorphism pruning was turned off if the size of the symmetry group was strictly less than 4. Whenever the isomorphism pruning was turned off ILPs were solved by interactive CPLEX12.5.1. (Settings in CPLEX were optimized by N = 160 and 176 on a small subset of the corresponding ILPs.) In Table A .1 enumerations, isomorphism pruning in Algorithm 3 was always turned off. Jobs were run on Intel(R) Xeon(R) 3.10GHz processors, except the CP-based times in Table A .3 are those reported by Schoen, Eendebak and Nguyen (2010).
An issue was determining the most efficient algorithm to produce a given row in Table  A .1 and A.3, or else the job might not finish. For small k, Algorithm 4 was fast. For the more time consuming problems with moderate and large k, we typically tested each extension algorithm on the same small subset of OA(N, k − 1, s, t) and then used the fastest to finish the full job. With large k, Algorithm 3 was the most efficient because many of the ILPs had |H k−1 s | = 1, so use of isomorphism pruning was an unnecessary computational overhead. This, however, was not true for small or moderate k.
As N gets larger compared to k, the CP-based algorithm suffers from the exponential growth of the search space and cannot compete with the best ILP-based algorithm. However, when N is small and the number of non-isomorphic OA(N, k − 1, s, t) is large, the CP-based algorithm is the most efficient algorithm; see Table A. 3. This happens for two reasons. 1) As the number of variables increases solving LP relaxations can detect infeasibilities higher in the enumeration tree compared to the consistency checks of the CP algorithm. This makes the computational burden of solving LP relaxations worthwhile. In fact, this phenomenon becomes more pronounced as the number of variables increases.
2) The CP-based algorithm does not find all non-isomorphic extensions of each non-isomorphic OA(N, k − 1, s, t) in M l to OA(N, k, s, t), but only those that are lexicographically minimum in columns. This eliminates many designs that are otherwise produced by the ILP-based algorithms. Using the group G s,k in Algorithm 5 would get rid of this inefficiency, but, as stated in Section 2, this does not result in a valid algorithm. Table A .3 times for ILP formulations are based on an earlier version of the Margot (2007) solver. This solver is built on Bcp/stable/1.1 and uses the LP solver CLP1.7; see http://www.coin-or.org/projects/Bcp.xml. We observed this solver to be more than 6 9 times slower than CPLEX12.5.1 when its isomorphism pruning utility is turned off, so the ILP-based times in Table A .3 are conservatively high. In spite of this, the superiority of ILP over CP at large N is the trend in Table A. 3. We remind the reader that the caveat with Table A .3 comparisons is that they are indirect to begin with because the CP times were taken from Schoen, Eendebak and Nguyen (2010), so we did not see the need to rerun these long ILP jobs on a faster solver. Instead, we compiled a copy of the CP algorithm of Schoen, Eendebak and Nguyen (2010) on our system and used the resulting executable to directly address some fundamental research questions. One question is whether OA(160, k, 2, 4) enumerations could have been completed by using the CP-based MCS algorithm together with OD-equivalence reductions. To answer this question we extended 1, 000 randomly chosen OA(160, 8, 2, 4) to OA(160, 9, 2, 4) using the MCS algorithm and Algorithm 3. Algorithm 3 was more than 3 orders of magnitude faster. So, Algorithm 3 was essential in this enumeration. Another question is whether isomorphism pruning was essential in our ILP-based enumerations. To answer this question we turned off isomorphism pruning in Algorithm 5. This resulted in a one order of magnitude slow down for the extensions to OA(160, 8, 2, 4) , and the nauty step of the extensions to OA(176, 8, 2, 4) failed because the 64 GB of disk space mounted on the /tmp directory was filled. One last question is whether we could have enumerated the new cases if we had not had the isomorphism pruning solver of Margot (2007) . To answer this question we tested the MCS algorithm for cases in which we had to use isomorphism pruning. The extension of all non-OD-equivalent OA(160, 7, 2, 4) to all non-OD-equivalent OA(160, 8, 2, 4) was 4.64 times slower with the MCS algorithm. We estimated the extension from OA(176, 7, 2, 4) to OA(176, 8, 2, 4) to be about 11 times slower. This estimate was based on 20 randomly selected extensions. Hence, our computational experiments suggest that the use of Margot (2007) solver becomes more crucial in enumerating OA(N, k, 2, 4) as N increases. Our results suggest Algorithm 4 when k = 5, 6, 7, Algorithm 5 when k = 8, and Algorithm 3 when k > 8 should be used with OD-equivalence reductions to enumerate OA(192, k, 2, 4).
Discussion
ILP-based algorithms with isomorphism pruning enumerated OA(N, k, 2, 4) with N = 160 and 176 and established GMA designs with the properties in The indicator variables for the ILP with s k variables for finding all OA(N, k, s, t) are indexed with the s k full factorial design. The action of G s,k on the full factorial design defines the action of G s,k on the indicator variables. All elements in G s,k are viable to use in isomorphism pruning, except those that produce a different OA(N, k − 1, s, t) input design when G s,k 's action is restricted to the first k − 1 factors. This is true since the elements that are not viable send a feasible solution (i.e., a feasible extension of the input design) to an infeasible solution (i.e., a design whose first k − 1 factors are not fixed to the input design). The elements that are viable to use in isomorphism pruning send a run that appears r i times in the input design to a run that appears the same number of times. These elements form the group H s,k . 
for some j ∈ {1, 2, · · · , k 1 }. If Y is isomorphic to Z there is nothing to prove. (Isomorphic OA(N, k, s, t) extend to the same maximum number of factors k max as OA(N, k max , s, t)s.) Hence, assume Y is isomorphic toZ. SinceZ and Y are isomorphicZ extends to an OA(N, k 2 , 2, t) 
