ABSTRACT. Efficient stencil operations are essential in explicit schemes for evolutionary PDEs. In particular, for conservation and balance laws, the solution will in many cases have non-constant values only in a portion of the grid. We present novel methods that through simple observation of the stencil and the distribution of conserved quantities, reduce both the memory footprint and the computational burden by only computing in cells in which the solution changes. To this end, we utilize sparse updating of grid cells, in which data values are not stored before they actually contribute in the simulation. This is motivated by the need to perform simulations over very large domains to model real-world dam breaks and various flooding scenarios. The methods are applied to a high-resolution shallow water simulator, but are also applicable to other stencil-based explicit solvers.
INTRODUCTION
The graphics processing unit (GPU) has over the last decade been introduced into highperformance computing (HPC) because of its unprecedented floating-point performance for highly parallel code [1, 3] . Today, three of the top five supercomputers in the world utilize GPUs to accelerate computations [6] . Over the past decade, the focus has shifted from simply getting an algorithm to run correctly on the GPU to fully utilizing the GPU hardware and to algorithmic development in general. This shift came as a natural consequence of the maturation of GPU computing as a research field, the increasing adoption of GPU hardware within both research-and HPC-communities, and the availability of tools and libraries. CUDA [7] is of special significance in this regard, which our work is based on.
Numerous papers has been published on GPU implementations of explicit schemes for conservation and balance laws, in particular for the shallow water equations, see Brodtkorb et al. [2] and references therein. Most of these approaches perform computations on all cells and do not exploit that large parts of the domain typically do not require any computations for (long) periods of the simulations. Brodtkorb et al. [2] present, to the best of our knowledge, the first attempt to utilize sparsity of cell updates, and the work presented here is a continuation of this work. We present two novel algorithms; both have increased performance and one conserves memory as well. The algorithms are also applicable to other explicit schemes.
We start in Section 2 by introducing the shallow water equations and our simulator. Section 3 details our algorithms for utilizing sparsity of cell updates. Results are given in Section 4 before we conclude with a short summery. 
SHALLOW WATER SIMULATION
The shallow water equations are derived by depth-averaging the Navier-Stokes equations, and are used to model flows where the horizontal scale is much larger than the vertical scale. The equations describe gravity-induced motion, and can capture many naturally occurring phenomena, e.g., tsunamis, inundations, and flash floods. In two dimensions, the shallow water equations with bottom shear stress can be expressed as
in which h is the water depth and hu and hv are the discharges along the abscissa and ordinate, respectively. Furthermore, g is the gravitational constant, B is the bottom topography measured from a given datum, and C z is the Chézy friction coefficient.
Based on this model, we have developed a simulator that has been successfully verified against analytical solutions and validated against real-world dam breaks [2] . We use a second-order, semi-discrete, finite-volume scheme developed by Kurganov and Petrova [5] for the spatial discretization, and solve the resulting ODEs by simple first-order Euler integration or by a second-order, total-variation diminishing Runge-Kutta method. The scheme supports dry zones and is particularly well suited for implementation on the GPU.
The numerical scheme is implemented using four CUDA kernels that perform flux calculations, compute the size of the timestep, do time integration, and apply boundary conditions, respectively. This partitioning of the application was found by minimizing the number of kernels while still obeying the data dependencies of the numerical scheme. The flux-calculation kernel computes fluxes and source terms, and determines the largest eigenvalues of a portion of the grid. This is the most compute intensive kernel, comprising over 80% of the total runtime. The timestep kernel performs a standard parallel reduction of the local maximum eigenvalues and then uses the global maximum eigenvalue to determine the size of the timestep to be used by the time-integration kernel to advance the solution in time. Last, the boundary-condition kernel can be executed to update the boundary cells according to given boundary conditions. Structured grids fit the execution model of the GPU perfectly; one CUDA thread treats one cell in the structured grid (see Figure 1) . A CUDA kernel is executed using thousands or millions of threads organized in a 2D grid. This grid is further partitioned into 2D blocks, each containing a certain number of threads chosen at runtime, in our case 16×12 threads. When solving hyperbolic (and parabolic) PDEs, explicit methods can be applied because the propagation of the solution is finite and bounded by a CFL-condition. In conjunction with initial perturbations that do not cover the whole domain, this means that it is not necessary to compute all the cells in the domain every timestep of the simulation. This is what enables the algorithms described in this paper, which are motivated by the need for increased performance and domain size.
SPARSE CELL UPDATES
To exploit sparsity of cell updates, we need to know which cells contributed to the solution in the previous timestep. The time-integration kernel marks all cells in which the conserved quantity is larger than some predefined ε as wet. A parallel reduction is then performed per block, and if the block has one or more wet cells, the whole block is marked as wet in a 2D boolean map of all the blocks composing the domain. Since we do not know a priori whether the solution will propagate over a block boundary during the next timestep, we have to include all neighbors of contributing blocks as well (each block has overlapping local ghost cells shared with its four neighbors in the x-and y-directions). This is done at the granularity of blocks since cancelling out single cells would not fit the execution model of the GPU. Likewise, cells in which the fluxes are perfectly balanced with the source terms are also excluded, meaning that a lake-at-rest will not be updated before some disturbances are introduced.
Brodtkorb et al. [2] proposed an early exit of blocks that did not contribute to the solution in the previous timestep. Early exit is implemented in the flux and the timeintegration kernels by marking wet blocks in the time-integration kernel, and then using the 2D boolean map of wet blocks as input to the flux kernel in the next timestep. Before doing any computations, the flux kernel checks whether the current block and all its neighbors were marked as wet in the previous timestep. If neither the block nor any of its neighbors were marked as wet, all threads in the block exit before performing any computations. There are some penalties to pay for using early exit: (i) the extra reading and writing to the 2D boolean map and (ii) the shared memory, parallel reduction in the timeintegration kernel, both adding additional latency to each timestep. The size of the map used for storing each block's state is (domain width/block width)×(domain height/block height) and is typically only a fraction of the size of the total domain. Hence the added memory usage is negligible.
While the early exit technique leads to a significant reduction of computational costs for many real-world cases, it does not reduce memory consumption. To this end, there are three points we can improve upon: Since one CUDA thread is launched per cell in the full grid, we are launching unnecessary threads every timestep for all blocks that will exit early, since they do not contribute to the current timestep, and while thread switching is inexpensive on the GPU, there is a significant latency connected to launching blocks. At the same time we are wasting memory bandwidth since all these blocks must read from GPU global memory before performing the early exit test. Last, we are wasting memory as the full domain is stored in memory. A natural next step would be to only launch the number of blocks that are actually necessary in each timestep; the wet blocks and their neighbors. Diagonal neighbors are not necessary to include because such connections are not considered in the stencil of our chosen numerical scheme. We have implemented two versions of this sparse update algorithm: sparse compute and sparse memory. Sparse compute. In this version, the flux and time-integration kernels launch just the necessary number of blocks needed to correctly capture the next timestep by using a onedimensional look-up map that is updated after every timestep. The look-up map is needed because we now decouple the logical domain and numerical grid from the CUDA grid. The underlying data structures are, however, not changed in any way. Wet blocks are marked in a 2D boolean map by the time-integration kernel, as in early exit. This 2D map of wet blocks is now used as input to a new kernel, the grow kernel, that computes which blocks need to be included in the next timestep (the wet blocks and all neighbors of wet blocks) and writes the indices of these blocks to the look-up map. We call this set of blocks for active blocks (see 1 -2 in Figure 2 ). By resetting the 2D map of active blocks (to dry) before each timestep, active blocks may become inactive again, although this will rarely happen in practice for the numerical scheme we have chosen. Two copies of the look-up map are needed since the grow kernel outputs one value for every block in the full CUDA grid regardless: the linear index for active blocks and -1 for all other blocks. This first array is then compacted using CUDPP [4] , and we get a second array in which the first contiguous elements are the indices of all active blocks (see 3 in Figure 2 ). CUDPP also outputs the number of elements in this compacted array, which is the number of active blocks, and thus the number of blocks we need to launch in the next timestep for the flux and time-integration kernels. In the current implementation we launch a one-dimensional CUDA grid as wide as the number of active blocks. This limits the number of active blocks to 65535 because of constraints in CUDA, and if more blocks are needed, an extension to a 2D CUDA grid would be necessary. The compacted look-up map from the previous timestep is used to find the corresponding data values in memory for all active blocks and contains the linearized 2D index of each active block. Using simple formulas we calculate the 2D coordinates of each active block before loading data in the flux and time-integration kernels. Sparse memory. This version conserves memory at the cost of some extra complexity in the algorithm. This is achieved by decoupling the logical domain and numerical grid from the underlying data structures. While the logical domain remains the same, the conserved quantities are now stored in a block-linear fashion in which the height of the allocated memory is the same as the height of a block, and the width equals the block width times the number of blocks. If the full domain does not fit in the GPU's global memory, it is possible to allocate all available memory and stop the simulation when all allocated memory is in use. This enables simulation of cases that would otherwise not fit in GPU memory. We will now need an additional mapping in order to locate a block's neighbors in the logical full domain. Introducing two more one-dimensional arrays compared with the sparse compute algorithm makes this possible. In this algorithm, wet blocks are not ejected should they become dry again. The complete bathymetry is still loaded at startup, as it only constitutes less than 10% of the data values stored per cell. By loading the bathymetry on-demand from the CPU (after the grow kernel has completed) additional memory could be freed up, but this would be at the expense of performance as the data would have to travel through the PCI Express bus. The time-integration kernel marks wet blocks by the same criteria as before, but now stores the linearized 2D index of each wet block in a 1D array. Next, the grow kernel adds all new active blocks (new wet blocks and their neighbors) needed in the next timestep by using the array of wet blocks produced by the time-integration kernel, and the 2D map of all active blocks accumulated from all previous timesteps. Blocks that are not already active, and either are wet themselves or have at least one wet neighboring block, are added to an array of new active blocks. This array is then compacted using CUDPP (see 1 -2 in Figure 3 ). If no new active blocks are added, the current timestep is complete. When new active blocks are added, two mappings need to be updated (see 3 -4 in Figure 3 ): First, a dedicated kernel updates the 2D map of accumulated active blocks. This kernel adds the block-linear memory offsets of the new active blocks in the correct position in the 2D map of all active blocks, relative to the logical domain. The block-linear memory offsets are easily found by iterating from the number of currently active blocks to the number of currently active blocks plus new active blocks. Second, the compacted array of new active blocks that were added in the current timestep is appended to an accumulated map of all active blocks, i.e., the first index in this map contains the linearized 2D coordinates of the first data block stored in memory, and so on.
Prior to a new timestep, the CUDA grid sizes for the flux, time-integration, and timestepsize kernels are adjusted, so the newly added blocks will be included. In the flux kernel, we now need to find each block's neighbors to include the local ghost cells (see Figure 1 ). This is done by first finding the block's coordinates in the 2D map, by looking up in the one-dimensional map of all active blocks using CUDA's blockIdx.x variable as index, and then use the 2D map to get the block-linear memory offsets of the block's four neighbors (see Figure 4) . Two rows or columns are then read from each neighbor, depending on its relative position. The time-integration kernel has no inter-block dependencies and can thus simply load the number of currently active blocks from memory, starting with zero offset.
RESULTS
An idealized circular dam break is used as a benchmark to demonstrate the performance of the described algorithms. The domain size is 100m by 100m, and the initial conditions are a circular dam in the center of the domain with a radius of 6.5m and a water height of 10m, whereas the rest of the domain is dry. At timestep zero the dam is removed. The simulation is stopped at 2s, at which point 53% of the cells in the full domain are wet.
The left part of Figure 5 compares the performance between the different algorithms implemented in our simulator as a function of grid resolution. All the algorithms perform better as the number of grid cells is increased and the GPU is saturated with enough threads to efficiently hide latencies and overheads. The performance is close to constant after this happens. As expected, the sparse compute algorithm performs better than the sparse memory algorithm, which requires more bookkeeping. The right part of Figure 5 shows the performance as the simulation progresses in time and water covers an increasing part of the domain. The sparse memory algorithm becomes slower than early exit at approximately 35% wet cells. If we consider a real-world example, such as the Malpasset dam break case [2] , there are still only 30% wet cells in the domain after one hour into the simulation.
From these results we can conclude that sparse compute yields the highest performance increase compared to computing the full domain. On the other hand, if conserving memory is important, then sparse memory should be used, and this algorithm will also give a performance increase over the simple early exit strategy.
SUMMARY
We have presented two novel algorithms for sparse cell updates that are applicable to explicit PDE solvers. The efficiency of the algorithms is demonstrated to be excellent for domains which are largely dry, as is the case in many real-world scenarios, such as dam breaks and inundations near riverbanks and coastal regions. 
