Abstract Originally developed in 1954, positive bases and positive spanning sets have been found to be a valuable concept in derivative-free optimization (DFO). The quality of a positive basis (or positive spanning set) can be quantified via the cosine measure and convergence properties of certain DFO algorithms are intimately linked to the value of this measure. However, it is unclear how to compute the cosine measure for a positive basis from the definition. In this paper, a deterministic algorithm to compute the cosine measure of any positive basis or finite positive spanning set is provided. The algorithm is proven to return the exact value of the cosine measure in finite time.
generalised pattern search [4] , grid-based methods [8, 9] , generating set search [15] , mesh adaptive direct search [1, 3, 5 ,?] and implicit filtering [14] .
A handful of papers have focused on the theory behind positive bases and their characterization [11, 17, 21] . Davis established that the maximal size s of a positive basis is s = 2n [11] . A shorter proof of this result was published in 2011 by Audet [2] . Also, it is straightforward to show that the minimal size s of a positive basis is s = n+1 [11] . Minimal and maximal positive bases are now wellunderstood and their structure can be rigorously characterized [21] . A few results on intermediate positive bases (n + 1 < s < 2n) can be found in [19, 20, 22, 23] .
With regards to DFO, the key instrument to measure the quality of a positive basis is called cosine measure [15] (see also [24] ). In general, having higher cosine measure is preferable and can be thought as covering the space more uniformly with the vectors contained in the positive basis. However, no methods have been proposed thus far to calculate the cosine measure for a given positive basis (or a given positive spanning set).
This paper provides a deterministic algorithm to compute the cosine measure of any given positive basis (or any finite positive spanning set). The algorithm is proven to return the exact value of the cosine measure in finite time. Hence, this paper provides a procedure to compare positive bases to each other. This paper is organized as follows. In Section 2, fundamental material on positive spanning sets, positive bases and background results are presented. In Section 3, the algorithm and a proof that it returns the exact cosine measure for any finite positive spanning set are presented. Section 4 examines the complexity of the algorithm and demonstrates that the algorithm can be shortened for minimal positive bases and maximal positive bases. Lastly, Section 5 summarizes the main achievements of the paper and proposes some directions to explore in a near future.
Preliminaries
In this paper, it will be convenient to regard a set of vectors as a matrix whose columns are the vectors in the set. The vector space R n is assumed for the entire paper. The span of a set S in R n is denoted span(S).
Definition 1 (Positive span and positive spanning set of R n ) The positive span of a finite set of vectors
A finite positive spanning set of R n of size s, denoted P n s , is a set of s nonzero vectors such that pspan(P n s ) = R n .
To define a positive basis of R n requires the concept of positive independence.
Definition 3 (Positive basis of R n ) A positive basis of R n of size s, denoted D n s , is a positively independent set of s vectors whose positive span is R n .
Equivalently, a positive basis of R n can be defined as a set of nonzero vectors of R n whose positive span is R n , but for which no proper subset exhibits the same property. The following theorem describes the structure of maximal positive bases. The cosine measure of a set, the cosine vector set and the active set is defined next.
Definition 6 (Cosine Measure) The cosine measure of a positive spanning set P n s is defined by
Definition 7 (The cosine vector set) Let P n s be a positive spanning set of R n . The cosine vector set of P n s , denoted cV(P n s ), is defined as
Definition 8 (The active set of vectors) Let P n s be a positive spanning set of R n and let u * ∈ cV(P n s ). The active set of u * in P n s , denoted A(u * , P n s ), is defined as
Note that given any finite positive spanning set P n s where n ≥ 2, the cosine measure is bounded by 0 < cm(P n s ) < 1. To prove these bounds, next recall a theorem that helps to prove the lower bound. 
. Then the cosine measure of P n s is bounded by
Proof Without loss of generality, assume that d i are unit vectors for all i ∈ {1, 2, . . . , s}. Since P n s is a positive spanning set of R n , the cosine measure of P n s must be positive by Theorem 9. Consider the upper bound. Since P n s is a finite set of vectors, there exist a nonzero unit vector u such that u = d i for all i ∈ {1, 2, . . . , s}. Since the dot product of unit vectors is equal to 1 if and only if the two vectors are equal, it follows that u ⊤ d i < 1 for all i ∈ {1, 2, . . . , s} and so max d ∈ P n s u ⊤ d < 1. Therefore the cosine measure cm(P n s ) < 1.
⊓ ⊔ Note the fact that P n s is a positive spanning set is not used for the upper bound, only the fact that P n s is a finite set. Lastly, the definition of Gram matrices and two lemmas that are helpful in Section 3 are introduced.
. . , d s with respect to the dot product, denoted G(S), is an s × s real matrix where the entry G(S) i,j is defined as
be the vector having all its entries equal to one. Then there exists a unit vector u B ∈ R n such that u
Note that the unit vector u B such that u
n } is a set of n linearly independent vectors. Also, note that γ B < 1 whenever n ≥ 2.
In fact, the positive value of the n equal dot products is unique whenever u is a unit vector and {d 1 , . . . , d n } is a set of linearly independent vectors.
Proof It suffices to show α > 0 is unique, so that Lemma 12 implies it must be the value γ B . Suppose there exists two distinct unit vectors, say u and u ′ such that
Since B is a basis, it follows that α = α ′ and there exists ρ 1 , . . . , ρ n ∈ R such that n i=1 ρ i d i = u. Multiplying both sides by by u ′⊤ , shows that
Similarly, since B is a basis, there exist β 1 , . . . , β n ∈ R such that
β i and multiplying this by u ⊤ and u ′⊤ , yields
Applyingρ = 1/α andβ = 1/α ′ into the second equality yields
Main results
In this section, an algorithm that calculates the cosine measure for any finite positive spanning set P n s of R n (or any positive basis D n s of R n ) is provided. After introducing the algorithm, it is shown that the algorithm returns the exact value of the cosine measure. To prove that the Algorithm 1 returns the exact cosine measure of a positive spanning set for any size s ∈ {2, 3, . . . } requires the following lemma. 
Proof
Since
it follows that u + ǫv = 1 if and only if 2ǫu ⊤ v + ǫ 2 = 0. Since ǫ = 0, the first result follows. Considering u + ǫv < 1, notice that
which implies the second result.
⊓ ⊔
The previous lemma is used in the following proposition.
Proposition 17 Let P n s be a positive spanning set of R n and let u * ∈ cV(P n s ). Then
Proof Without loss of generality, assume that all vectors d in P n s are unit vectors. Suppose that span(A(u * , P n s )) = R n , i.e., the rank of A(u * , P n s ) is strictly less than n. This implies that the kernel of A(u * , P n s ) is nonempty. Let v be a unit vector in the kernel of A(u * , P n s ). This means that
Consider the vector u * + ǫv. Then there exists an ǫ such that 0 < ǫ < | − 2u ⊤ * v| and 
where u * is a unit vector. By Lemma 13, it follows that
.
. Therefore, by definition of the cosine measure, min
where B is a basis of R n contained in P n s . ⊓ ⊔
Complexity
The complexity of an algorithm is a count of the number of floating point operations (flops) required to complete the algorithm. As noted above, the maximum number of iterations required by the algorithm for a finite positive spanning set P Note, the complexity above could be improved slightly if more advanced matrix inversion methods are used [13] . However, the complexity of constructing the Gram matrix will remain O(s 2 n), so little is gained by doing this.
Algorithm 1 can be shortened for minimal positive bases (s = n + 1) and maximal positive bases (s = 2n). 
It follows that u 
⊓ ⊔
A consequence of the previous two theorems is that it is not necessary to compute p B , andp B in Algorithm 1. This means that step (1.3) and step (1.4) can be deleted from Algorithm 1. The cosine measure (step (2.1)) and the cosine vector set (step (2.2)) can be found by simply setting cm(D 
Conclusion and open directions
This paper has presented a deterministic algorithm to compute the cosine measure of any positive basis in R n . In fact, the algorithm can be applied to any finite positive spanning set of R n . One weakness of the algorithm, and a topic to explore, is that the algorithm needs to investigate s n sets of vectors and decide if the set is a basis. Indeed, as s increases, this number becomes extremely large. Hence, creating a computationally inexpensive technique, by exploiting the structure of positive bases, to decide if the set of n vectors is a basis, could speed up the algorithm significantly.
It was found that the algorithm can be slightly shortened when considering a minimal positive basis (s = n + 1) or a maximal positive basis (s = 2n).Thereafter, an example was provided demonstrating that the abridged version of the algorithm is not valid for intermediate positive bases.
Moreover, it was showed that a maximal positive basis contained 2 n bases of R n and a minimal positive basis contained n + 1 bases of R n . The maximal number of bases contained in a positive basis of intermediate size (n + 1 < s < 2n) would be valuable to investigate. A better understanding of the structure of intermediate positive bases will certainly help to answer this question.
In 2018, it was rigorously showed, with concepts of matrix algebra, that a maximal positive basis (s = 2n) has maximal cosine measure 1/ √ n and a minimal positive basis (s = n + 1) has maximal cosine measure 1/n. The positive bases attaining these upper bounds have also been characterized [18] . However, finding the positive basis of intermediate size with maximal cosine measure is still an open question [12, 18] . Hopefully the algorithm provided in this paper will be useful to answer this question. The algorithm presented in this paper could also be used to find, employing a numerical approach, the maximal cosine measure for a positive spanning set of 2n vectors (the maximal cosine measure for a positive basis of size 2n is 1/ √ n, but this value could be wrong if we consider all the positive spanning sets of size 2n instead, as discussed in [12] ).
