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ABSTRACT
FREE WAKE POTENTIAL FLOW VORTEX WIND TURBINE
MODELING: ADVANCES IN PARALLEL PROCESSING
AND INTEGRATION OF GROUND EFFECTS
FEBRUARY 2014
NATHANIEL B. DEVELDER, B.A., BOSTON UNIVERSITY
M.S.M.E., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Matthew A. Lackner
Potential flow simulations are a great engineering type, middle-ground approach to model-
ing complex aerodynamic systems, but quickly become computationally unwieldy for large
domains. An N-body problem with N2 interactions to calculate, this free wake vortex model
of a wind turbine is well suited to parallel computation. This thesis discusses general trends
in wind turbine modeling, a potential flow model of the rotor of the NREL 5MW reference
turbine, various forms of parallel computing, current GPU hardware, and the application
of ground effects to the model. In the vicinity of 200,000 points, current GPU hardware
was found to be nearly 17 times faster than an OpenMP 12 core CPU parallel code, and
over 280 times faster than serial MATLAB code. Convergence of the solution is found to
be dependent on the direction in which the grid is refined. The “no entry” condition at the
ground plane is found to have a measurable but small impact on the model outputs with
a periodicity driven by the blade proximity to the ground plane. The effect of the ground
panel method was found to converge to that of the “method of images” for increasing ground
extent and number of panels.
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CHAPTER 1
INTRODUCTION
The research presented in this thesis is motivated by three distinct but related factors.
Firstly, wind energy systems have the potential to reduce energy-sector greenhouse gas
emissions significantly and should be studied in depth to lower the technical barriers to
widespread deployment. Secondly, wind turbine models using potential flow methods can
give much better results than models using momentum balance without the computational
cost of a full computational fluid dynamics simulation. Lastly, potential flow methods are
of the same class of N-body calculations common to astrophysics and electrostatics, and as
such, suffer from N-squared slow-down as the solution domain grows. Increased attention
to algorithms and parallel processing techniques can improve performance immensely.
1.1 Wind Energy and Climate Change Mitigation
According the Intergovernmental Panel on Climate Change’s (IPCC) 2007 Synthesis Report
(AR4) the energy production sector is responsible for emitting 25.9 percent of global an-
thropogenic green-house gas emissions, the highest of any sector studied by the IPCC [25].
Over 85 percent of global energy production is fossil-fuel based [26]. Population growth
and economic growth will drive world electricity demand, according to the International
Energy Agency’s (IEA) ’World Energy Outlook 2011’ new policies scenario, from 17,200
terawatt-hours in 2009 to over 31,700 terawatt-hours in 2035[2]. Studies have shown that
the global technical potential for wind energy is higher than the 2035 global energy demand,
in some cases by several multiples [26]. Given this massive potential, it is important that
we find ways to surmount the significant challenges to wind energy deployment, such as
technical barriers (especially floating offshore), public acceptance, cost, and policy. It is
estimated that wind energy could meet in excess of 20 percent of global energy demand
by 2050, should we decide to seriously limit greenhouse gas emissions and address other
barriers to wind turbine deployment[26]. This thesis aims to make a contribution to the
study of wind turbine modeling, with the hope that such models will lower the technical
barriers to widespread wind turbine deployment.
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1.2 Advantages Inherent to Potential Flow Models
Historically, Blade-Element Momentum Theory (BEM) has been the design and analysis
standard in the wind turbine industry. BEM is a method in which conservation of mo-
mentum and sectional airfoil properties are used to calculate blade loading and the flow
field. BEM is generally considered accurate under conditions where the wind is steady,
uniform, and normal to the turbine’s rotational plane[20]. BEM has many variations, and
empirical corrections have been developed to account for phenomena such as 3D blade tip
effects and complex rotor-wake interactions. In contrast, potential flow methods require
fewer aerodynamic modeling assumptions and corrections and are much less complicated
and computationally intensive than a full computational fluid dynamics (CFD) solution.
This research will examine the use of potential flow methods, employing lifting line theory,
free vortex filaments, and N-body solution methods.
1.3 Increasing Computational Efficiency
N-body problems model the interactions of groups of particles. Each particle affects all the
other particles as a function of distance. The direct solution of N-body problems involves
looping through all particles and calculating a sum of influences of all other particles. This
requires O(N2) operations and is generally considered too slow for most engineering ap-
plications [52]. Algorithmic improvement is often focused on clustering and approximation
such as Appel’s method [7], the Barnes and Hut Treecode [8], and fast multipole methods
[17] wherein computational order ranges from O(NlogN) to O(N). Specialized hardware
can also have a profound effect on computational time. The GRAvity PipelinE (GRAPE)
processor was specially designed for N-body type simulations, but is limited to such sim-
ulations. Multi-core central processing units (CPUs), graphics processing units (GPUs),
and the newly developed Intel coprocessors are examples of general purpose hardware that
can be leveraged for parallel computation. This research primarily considers parallel pro-
gramming on GPU hardware, commonly referred to as general purpose GPU or GPGPU
computing, and approaches algorithmic improvement as an important discussion topic and
necessary future step for code development.
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1.4 Thesis Goals
The goal of this thesis is to increase operational understanding, usability, and applicability
of the model code known as the Wake Induced Dynamics Simulator (WInDS), and then
to utilize this code to investigate the aerodynamics of wind turbines, in particular the
wake behavior of floating wind turbines in the presence of a no-entry boundary i.e. the
ground. As a relatively new code, WInDS has not been evaluated in terms of convergence
properties, which is examined here. The application of parallel computing to WInDS is
addressed. Increases in computational speed, as a result of this parallelism, directly increase
the possible simulation length, discretization, and user related efficiency of the WInDS
code. Computational speed-up also allows for the modeling of additional physical effects,
in particular the impact of the ground. Taken together, these improvements will inform the
use of WInDS such that it becomes a more useful engineering design and analysis tool.
1.5 Thesis Summary
With these goals and motivations in mind, this thesis discusses the computational speedup
options for N-body potential flow methods, and presents results of code parallelism of
potential flow aerodynamic simulations of wind turbines that have brought processing times
down to acceptable levels, which can then be used to model and simulate additional physical
effects. Chapter 2 is a background of wind turbine fundamentals, modeling approaches, and
the Wake INduced Dynamics Simulator (WInDS) code. Chapter 3 provides background on
the implementation of ground effects into the WInDS model. Chapter 4 is an assessment
of current and future computational choices along with background on GPU processing
and a summary of preliminary work on the GPU implementation of WInDS. Chapter 5
concludes the thesis with computational speedup, convergence, and ground effect results.
In the vicinity of 200,000 points, current GPU hardware is found to be nearly 17 times
faster than an OpenMP 12 core CPU parallel code, and over 280 times faster than serial
MATLAB code. Convergence of the solution is found to be dependent on the direction in
which the grid is refined. The “no entry” condition at the ground plane is found to have a
measurable but small impact on the model outputs with a periodicity driven by the blade
proximity to the ground plane. The effect of the ground panel method is found to converge
to that of the “method of images” for increasing ground extent and number of panels.
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CHAPTER 2
BACKGROUND
This chapter describes the history of wind energy, the basics of wind turbine construction
and geometry, the basics of fluid flow and aerodynamics as related to wind turbines, past
and current modeling approaches, potential flow theory, and the inner workings of the
aerodynamic code used in this research.
2.1 History
For millennia, humans have recognized and harnessed the power of the wind for transport,
mechanical work, and pleasure. Some of the oldest depictions of sails on water craft come
from ancient Egypt around 3200 B.C [27]. The first known historical reference to a wind-
mill comes from Hero of Alexandria in or around the 1st Century A.D [37]. Vertical axis
windmills were used as early as 644 A.D. in what is now Eastern Iran [37]. It is generally
considered unclear how both the geographical and technological transitions from these early
turbines took place. Horizontal-axis wind turbines (HAWTs) appeared as early as the 9th
century A.D. in northern Europe [37]. These northern European windmills were used exclu-
sively for mechanical tasks such as grinding, milling, and pumping. It would take another
millennium before electricity was generated by a wind turbine.
In the early 19th century, George Pocock is know to have patented a kite-powered carriage
documented in his “A treatise on the æropleustic art” but for seemingly obvious reasons, it
never took off as a method of transport. Electrical generators appeared in the later years of
the 19th century, and the most notable early example of a generator married to a windmill,
as pictured in figure 2.1, was created by Charles Brush in 1888 [37].
Many designs and prototypes for turbines followed in the early 20th century. These early
turbines started at nameplate capacities of around 50kW, which grew to over 1MW by the
1940s. This was followed by a lull in development during the middle of the century, which
was followed by a resurgence in the late 1960s [37]. Since then, many technical barriers have
been overcome, and nameplate capacities have continued to grow. As of this writing, the
largest model of wind turbine built to date is the Enercon E-126 which has a rotor diameter
of 126 meters and a nameplate generation capacity of 7 megawatts (MW). The next great
challenge for the industry is to develop a reliable and cost effective floating wind turbine
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Figure 2.1: Charles Brush’s Wind Turbine [48]
to take advantage of steadier and stronger offshore winds, and avoid the public outcry that
often impedes development of onshore and nearshore turbines.
2.2 Wind Turbine Fundamentals
At their most basic level, wind turbines are machines that function because lifting or drag-
ging bodies are put into a flow-field of moving air. These bodies, impelled by pressure forces,
start to move, and this motion can be harnessed into (most often) electricity or mechanical
work. Despite the simple core conceptualization, modern wind turbines are increasingly
large and complex machines, a complete understanding of which requires knowledge that
spans the scientific disciplines. This section will discuss the different types of modern wind
turbines, their constituent parts, and associated design considerations.
2.2.1 Types of Wind Turbines
As alluded to above, there are two major categories of wind turbine, those that use aero-
dynamic lift, and those that use aerodynamic drag. Lift and drag as physical concepts will
be discussed in detail in section 2.3 on wind turbine aerodynamics.
Lift machines are generally classified into two major subcategories, vertical-axis wind tur-
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bines known as VAWTs, and horizontal-axis wind turbines known as HAWTs. A VAWT’s
rotational plane is parallel to the plane of the ground, while a HAWT’s rotational plane in
orthogonal to the plane of the ground. VAWT lift machines often look similar to Darrieus-
type machines which have a central tower and slender sweeping blades that attach at both
the root and tip of the tower. HAWT lift machines often look similar to airplane propellers,
and usually have two or three slender blades.
(a) Drag machine (b) Lift machine
Figure 2.2: Types of wind turbines
Drag machines often look more like sails or hollow cylinders cut in half and attached at
opposing ends. Due to rather obvious inefficiencies, drag machines have taken a back seat
to lift machines in the design and deployment of modern utility-scale wind turbines.
Figure 2.2 shows examples of each of these types. Combinations and variations of these
basic types have been proposed, but ultimately all designs are subject to the use of either
lift or drag forces to produce power. On the whole, the wind turbine industry has gravitated
toward the use of lifting force 3-bladed HAWTs. For the remainder of this paper, it can be
assumed that any wind turbine discussed is of the two or three bladed HAWT type.
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Figure 2.3: Diagram of wind tur-
bine components
2.2.2 Wind Turbine Components
In the interest of developing a shared vocabulary, Figure
2.3 and the list below describe the major components of
a modern wind turbine along with any constituent parts.
• The rotor comprises the blades and hub of the wind
turbine
• The drive train commonly refers to the shaft(s), gear-
box, supporting bearings, and brake.
• The control system could be considered the “brain”
of a wind turbine and is made up of sensors, controllers,
actuators, and an information processing device such as
a computer or micro-controller. Yaw systems and the
blade pitching systems are both examples of control sys-
tem components.
• The generator transforms the mechanical energy of the
rotor/drive train into electrical power.
• The nacelle is the housing around the drive train, con-
trol system, and generator.
• The tower keeps the rotor aloft, and provides the struc-
tural support needed to offset loads produced by the rotor
as well as those due to gravity.
• The foundation also serves to support the loads of the
rotor, nacelle, and tower. For on-shore turbines, this is
usually a fixed base, whereas offshore, foundations can be
either fixed to the sea bottom or floating.
Each of these components provides an integral part of
a wind turbine, and each represents a series of design
choices that need to be made and analyzed.
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2.2.3 Rotor Design Parameters
For the purposes of this thesis, design considerations related to the control system, drive
train, generator, and structure will not be addressed. The rotor is discussed in depth, given
that air-rotor interaction drives power extraction from the wind. In general, the hub is
simply the attachment point for the blades, and so it is disregarded in favor of discussing
the blades. Hubs can be rigid or movable, and this choice can have a significant effect on
the aerodynamics of the rotor.
Blades are defined by the following parameters:
• Blade chord is defined as the distance from leading edge to trailing edge of an airfoil
section.
• Blade twist is the changing rotation of airfoil sections whilst moving from hub to
tip of a blade.
• Blade sweep is defined as the span-wise offset of sectional chord orthogonal to the
rotor plane.
• Blade thickness is defined as the distance from top to bottom of an airfoil at the
quarter-chord point.
• Airfoil sections are the main driver behind lift forces of a blade, and will be discussed
in depth in the aerodynamics section. In simple terms, they are the geometrical cross-
section of a blade. In moving from hub to tip on a typical wind turbine blade, multiple
types of airfoil sections are used.
• Blade material and lay-up are considered when constructing blades, but will not
be addressed in this thesis.
General rotor design parameters are as follows:
• The number of blades can have a profound impact on wind turbine performance
and 2-3 blades is most common.
• Solidity of the rotor is defined as the ratio of the planform area of the blade to the
total swept are of the rotor. Solidity has a direct correlation to the number of blades.
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• Tip speed ratio is defined as the ratio of the velocity at the tip of the blade to the
velocity of the free-stream wind.
• Pre-cone angle is defined as the angle at which blades are offset from vertical to
prevent contact with the tower caused by blade bending.
• Rotor orientation is the placement of the rotor relative to the nacelle, and is defined
as upwind or downwind relative to the incoming free-stream wind.
Given this common set of language defining the parameters of a rotor, a discussion of the
aerodynamic analysis of wind turbine rotors can begin.
2.3 Fundamentals of Wind Turbine Aerodynamics
Aerodynamics is an engineering discipline that encompasses the study of airflow-body in-
teractions and has traditionally focused around problems involving human flight. Wind
turbines function on many of the same principles as the vehicles of flight, and these core
principles are given in the form of fluid dynamics equations. This section explores the fun-
damental concepts and equations of fluid dynamics, the interaction of fluids with airfoils,
and the assumptions and elements that define potential flow modeling.
2.3.1 Airfoil Fundamentals
The power production of a wind turbine is entirely dependent on the interaction of the air
with the blades, and the blades are nothing more than lines of airfoils oriented in such a
way so as to optimally turn the shaft connected to the generator. Generally speaking, an
airfoil’s shape is the primary driver of circulation around the blade, without which, no lift
would be produced. The Aerodyn theory manual claims that errors in airfoil data are often
the single largest source of error in rotor and performance predictions of wind turbines [39].
This section briefly describes the fundamentals of airfoil theory.
2.3.1.1 Airfoil Terminology
In an examination of airfoil theory, it is important to first gain a common ground in the
description of airfoils. The figure below shows a common airfoil and its constituent termi-
nology.
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Figure 2.4: Terminology of a standard airfoil
An examination of airfoil design fundamentals will not be undertaken here, but it is impor-
tant to note that camber, thickness, and chord can all have significant effects on the forces
induced by an airfoil section in a flow [1][5].
2.3.1.2 What is Circulation?
Circulation can be thought of as a measure of vorticity, or fluid particle rotation, over a
finite area or volume of fluid particles in a flow. Circulation has a strict mathematical
formula given by [5]:
Γ ≡ −
∮
C
V · ds (2.1)
Given Stokes’ Theorem, we can rewrite circulation in terms of vorticity ω[5]:
Γ = −
∫∫
S
(∇×V) · dS = −
∫∫
S
(ω) · dS (2.2)
Note that circulation is not the actual physical rotation of fluid particles, it is more a measure
of the strength of the tendency of a fluid particle to rotate in the flow circumscribed by a
given boundary.
2.3.1.3 Circulation related to lift
In the introductory chapter of “Fundamentals of Aerodynamics,” John Anderson approaches
the fundamentals of aerodynamic forces in a very practical way. He notes that these forces
are caused by two phenomena only: pressure distribution over the body surface, and shear
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stress distribution over the body surface [5]. Take the example of an object whose shape
or orientation in a flow field is such that the flow around that object is non-symmetric.
That non-symmetric velocity field results in an imbalanced pressure field and therefore a
pressure force on the object. That non-symmetry of the velocity field is also representative
of fluid particle rotation, or vorticity. Circulation is the mathematical tool for quantifying
that vorticity flux around a closed curve enclosing the object.
Independent of each other, M. W. Kutta in 1902, and N. E. Joukowski in 1906, discovered
that lift force is directly proportional to circulation and acts in a direction normal to the
free stream [30]. The formal equation is as follows [30][5][28]:
L = ρ∞V∞Γ (2.3)
2.3.1.4 Lift curves of airfoils
Figure 2.5: Example of a lift curve of the NACA 2412
When considering airfoils, it is also
important to understand the lift-
ing characteristics of each shape
of airfoil as a function of angle
of attack. Various organizations
have completed rigorous testing of
many types of airfoil. Figure 2.5
is an example of a lift curve pro-
duced by NACA (the forerunner of
NASA) in 1945 [1].
Thin airfoil theory provides an
analytical way to calculate a lift
curve, center of pressure, and aero-
dynamic center for a given airfoil. Regardless of airfoil shape, thin airfoil theory predicts a
lift curve slope of 2pi, which is quite close to the slope in Figure (2.5). Thin airfoil theory
however, is only valid for a small range of angles of attack (i.e. in 2.5 between -10 and 10
degrees) due to flow separation at larger angles of attack [5].
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2.3.1.5 The Kutta Condition
In order to solve for the flow pattern around an airfoil using potential flow methods (dis-
cussed below) we need a condition that limits the infinite number of valid theoretical solu-
tions [5]. The Kutta condition is summarized by Anderson as follows:
• An airfoil at a given angle of attack must have a circulation strength around the airfoil
that results in the flow leaving the airfoil’s trailing edge smoothly.
• Given a finite angle leading to the trailing edge of an airfoil, the trailing edge must
be a stagnation point (velocity = 0)
• Given a cusped trailing edge, the flow velocity leaving the top edge must be exactly
the same as flow velocity leaving the bottom edge
Regardless of the type of trailing edge, when using potential flow methods, the circulation
strength at the trailing edge must be zero.
2.3.2 Potential Flow
When considering problems in fluid dynamics, the common starting point is Navier-Stokes,
given by the following equation:
ρ
Du
dt
= −∇p+ ρf+∇ · (2µ[S]− 2
3
µ∇ · u[I]) (2.4)
However, in solving d’Almbert’s Paradox, Prandtl found that viscous effects are confined to
very thin boundary layers, and that flow outside this region behaved almost exactly like the
inviscid equations [55]. It is with this understanding that we can describe the fundamental
assumptions of potential flow theory.
The first major assumption is that the flow is incompressible. In the case of wind turbine
modeling, this assumption is fully valid in that flow-field mach numbers are much smaller
than 1, and usually less than 0.25. This assumption can be given in the form of the
continuity equation:
∇ · u = 0 (2.5)
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The second major assumption is that the flow is irrotational, which is also valid when
considering the external flow over a wind turbine. This condition is given in terms of the
following equation:
∇× u = 0 (2.6)
The third assumption is that the flow is inviscid. Given the high Reynolds number of flows
around wind turbines, it is safe to assume that inertial forces are much greater than viscous
forces and that the assumption is valid.
The crux of potential flow methods is that the velocity vector can be rewritten as the
gradient of a scalar function (often called a potential function) [55].
u = ∇φ (2.7)
This potential function can then be reinserted into the continuity equation (2.5), the result
of which is Laplace’s equation, a linear partial differential equation that allows for the
superposition of solutions.
∇2φ = 0 (2.8)
Certain fundamental solutions to equation (2.8) have been formulated to simulate flow
patterns in fluid dynamics, and are often referred to as uniform flow, potential vortices,
sources/sinks, and doublets. Solid boundaries in the flow are often simulated by fundamen-
tal solutions that result in closed streamlines, though any streamline can be considered a
solid body [55]. These fundamental solutions, and their equations, are discussed in-depth in
section 2.4.4 of this thesis. The current WInDS model makes use of uniform flow, vortices,
and doublets.
2.4 Comparing Modeling Approaches
In creating and analyzing engineering models of complex systems, it is important to have a
complete understanding of the strengths and weaknesses of different modeling approaches.
This section explores the Blade Element Momentum Theory, Traditional Computational
Fluid Dynamics, and Vortex Methods, and discusses each model in terms of challenges,
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core assumptions, and applicability.
2.4.1 Blade Element Momentum Theory
Several authors have detailed explanations of the equations and algorithms of Blade Element
Momentum Theory (BEM), as attributed to Betz and Glauert (1935) [16] [23] [37]. The
industry standard wind turbine analysis code, FAST, uses the Aerodyn code, which uses
BEM for the aerodynamics of rotor simulations [39]. BEM works well in axial, steady flows,
and can handle some elements of more advanced models with the addition of empirical
corrections, but isn’t suited for unsteady or skewed flows [39].
The general algorithm for BEM is as follows[39]:
Data: Airfoil tables and flow characteristics
Result: Blade loads per blade section
1 foreach Blade section do
2 Initialize a and a prime
3 Compute estimated inflow angle φ
4 Compute local angle of attack α
5 Read in lift and drag coefficents from table
6 Determine thrust coefficient
7 (Optional)Add tip and hub loss corrections
8 (Optional)If element is highly loaded, use Glauert correction
9 Calculate a and a prime
10 (Optional)Add skewed wake correction factor
11 Repeat if not converged to some tolerance
12 end
Figure 2.6: Blade Element Momentum Theory as implemented in Aerodyn
2.4.2 Generalized Dynamic Wake Theory
Generalized dynamic wake method (GDW) is based on a potential flow solution to Laplace’s
equation (2.8) and is an extension of the Pitt and Peters model [46]. It solves for pressure
distibutions in the rotor plane based on an infinite series. GDW’s advantages over BEM
include include inherent modeling of tip losses, skewed wake, and dynamic wake effects [39].
GDW assumes a lightly loaded rotor, and as such becomes unstable at low wind speeds
when a turbulent wake state is approached[39]. In Aerodyn, this is avoided by switching to
BEM at such states.
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2.4.3 Computational Fluid Dynamics
This thesis considers methods that solve the full Navier-Stokes equations over a discretized
mesh to be methods of computational fluid dynamics (CFD). CFD methods are the most
computationally intensive and complex of all fluids methods surveyed here.
Full CFD simulations often involve the following steps (generalized from [36]):
• Specification of the geometry, flow conditions and goals of the simulation.
• Choice of governing equations to be used. In certain cases, the full Navier-Stokes need
not be solved if the goal of the simulation does not require it.
• Choice of models. Turbulence plays a large part in many aerodynamic simulations,
and must be modeled wisely. Given the depth and complexity of modern turbulence
research, turbulence will not be discussed here.
• Specification of boundary conditions. Different equations require different boundary
conditions. Boundary types and locations can also have a profound effect on the
development of the solution. Figure 2.7 shows the pressure solution of an S809 air-
foil, wherein each mesh has a roughly equivalent discretization, but with the outlet
boundary moved farther downstream from the airfoil. Notice how the pressure solu-
tion doesn’t fully develop when the outlet boundary is close by (1 and 5 chord lengths
away). This condition resulted in significant error in calculating the coefficient of lift.
• Choice of meshing strategy and numerical method. Examples of grid types include
structured, unstructured, hybrid, composite and overlapping. Numerical methods in
full CFD can be broadly classified as finite difference, finite volume, finite element, or
spectral.
• Solution and Post processing/analysis. It is important to be able to quantify the error
in the solution, and be able to pinpoint its sources.
It is with the complexity of this procedure in mind that potential flow methods were chosen
as an “engineering-level” middle ground between CFD and BEM. The next section discusses
potential flow modeling in-depth.
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Figure 2.7: Pressure distribution over an S809 airfoil with outlet boundary at varying distances
downstream
2.4.4 Potential Flow Methods
Potential flow methods are superpositions of the fundamental solutions of Laplace’s equation
(2.8) such that with careful placement of these solutions, resultant streamlines represent
solid bodies, flow boundaries, and the flow itself. This solution procedure results in a
velocity field which, by means of the Bernoulli equation, can be resolved into aerodynamic
loads[30]. Particular attention will be given to the solution called a potential vortex, as
this solution inherently accounts for circulation. Specifically, an understanding of vortex
methods will allow for a fuller understanding of the Wake Induced Dynamic Simulator,
a free wake vortex method discussed in section 2.5. Free wake vortex methods are an
excellent alternative to BEM in that they inherently account for non-linearities in skewed
wake conditions, turbulent wake states, and flow asymmetry[20].
2.4.4.1 Potential Vortex
The potential vortex is one of the fundamental solutions to Laplace’s equation, and is
very useful for modeling circulation in potential flow. Even though figure 2.8 appears
rotational, the irrotational assumption of potential flow it satisfied because all the vorticity
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φ(θ, r) =
Γ
2pi
θ (2.9)
Figure 2.8: Potential Vortex Plot and Potential Equation
is concentrated at a singularity point at the center of the vortex.
In unsteady flow, the potential vortex equation can be reformulated to include effects such
as vortex core growth and vortex diffusion. These effects are known primarily from empirical
observation of natural vortices. A number of researchers have developed models for vortex
core growth and diffusion, and often these vortex models give more physically realistic
results, given that they emulate the viscous effects of the flow [51].
2.4.4.2 Vortex Filaments
Vortex filaments are, in effect, lines of concentrated vorticity that act as solutions to
Laplace’s equation. They can also be thought of as the extrusion of a potential vortex
in three-dimensional space. The figure below illustrates a vortex filament and the resultant
induced velocity at a point P.
Figure 2.9: Vortex filament and induced velocity
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2.4.4.3 Biot-Savart Law
The Biot-Savart Law shows up many places in applied physics (electrostatics, gravitation,
etc.) but in potential flow methods, it is used to calculate the induced velocity on a point
in space as acted upon by a vortex filament. The Biot-Savart Law is derived through the
application of Green’s theorem to the Poisson equation and is given below[51].
dU = − Γ
4pi
(r1 − r2)× dl
|r1 − r2|3 (2.10)
The figure below is a graphical representation of a single vortex filament inducing velocity
on a single point. This is illustrative of how the Biot-Savart law works.
Figure 2.10: Biot-Savart Velocity Induction[51]
It was shown by Widnall[54] that a smoothing factor δ can be added to Equation 2.10 to
remove the potential flow singularity (as P gets closer to the filament, induced velocity goes
to ∞) This smoothing factor is integrated into the altered Biot-Savart equation below.
Sebastian shows how the induced velocity equation may be rewritten in terms of r1, r2, and
L [51].
dU = − Γ
4pi
(r1 − r2)× dl
(|r1 − r2|2 + δ2) 32
(2.11)
In WInDS, the constant δ smoothing factor as a percentage of filament length in the Biot-
Savart law was found to be unstable and therefore unacceptable for use at higher simulation
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sample rates. After this instability was uncovered, all simulations were run with the Lamb-
Oseen core radius model as given in Sebastian’s doctoral thesis [51]. This instability will
be explored in further work on the WInDS project.
2.4.4.4 Helmholtz theorem
The governing equation for vorticity is presented below.
Dω
Dt
= (
∂
∂t
+U · ∇)ω ≡ ω · ∇U (2.12)
Helmholtz’s vortex theorems are a consequence of Equation 2.12 [51] and are given below.
• A vortex filament must have constant circulation strength along its length
• Vortex filaments must form a closed path or extend to the domain boundaries
• An irrotational fluid element remains irrotational
These theorems inform the use of Prandtl’s lifting line theory which will be discussed below.
2.4.4.5 Lifting-line Theory
The development of lifting line theory is attributed to Ludwig Prandtl during the period
of 1911-1918 [5]. Lifting line theory drives the domain setup and computation of the free
wake vortex method WInDS, to be described in the next section. Figure 2.11 represents
the fundamentals of modern lifting line theory.
Figure 2.11 shows several superimposed “horseshoe vortices,” each consisting of a bound
vortex filament that runs coincident to the quarter-chord of the blade, and two trailing
vortex filaments that run perpendicular and out from the quarter chord of the blade. The
bound portion of the horseshoe vortex represents the circulation around the blade at that
section, and the trailing vortex filaments represent the difference in circulation between each
bound segment. According to the Helmholtz theorems, the bound vortex cannot simply
start or end in the domain, and as such, it is connected through the trailing filaments to a
parallel far-field starting vortex that is equal in strength. As the solution marches in time,
subsequent changes to bound circulation are similarly “shed” into the wake, and Kelvin’s
theorem, Equation 2.13, is held.
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Figure 2.11: Lifting line theory implemented along a blade [33]
DΓ
Dt
= 0 (2.13)
Kelvin’s theorem states that circulation must remain constant over the solution domain.
It is important to note that there are limitations to Prandtl’s classical lifting-line theory.
LLT is not applicable for wings with significant sweep due to self-induction issues on the
bound vortices. LLT also is not applicable to low aspect ratio wings. These cases need a
more complicated treatment such as a vortex surface [5].
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2.4.4.6 Summary
Given all of the above tools, we can now see how everything fits together to form a solution
method. Figure 2.12 below shows the progression of a typical solution.
Figure 2.12: Solution of lifting line vortex method with advancing time[51]
At some initial time, a starting vortex is created equal and opposite in circulation strength
to that around the blade. At each time step, all nodes are convected based on the total
local velocity field, which is comprised of the free stream flow and the induced velocity from
the bound, trailed, and shed vortices. Each node is considered to be a “Lagrangian marker”
representing a fluid particle, and each marker serves as a starting and ending connection
point for shed and trailing vortex filaments. Note that the bound filaments have circulation
according to LLT, shed filaments reflect equal and opposite changes in bound circulation,
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and trailing filaments have a circulation according to that timestep’s distribution of spanwise
circulation strength.
2.5 WInDS Model Description
WInDS is a free wake vortex method solver for a wind turbine rotor initially developed
by Dr. Thomas Sebastian at the University of Massachusetts Wind Energy Center [51].
The WInDS model takes inputs of platform motion, air flow-field, and turbine geometry
and returns key wind turbine performance metrics and a 3D model of wake development
for every time step. The following is a discussion of the algorithmic structure, numerical
methods, and key strengths and weaknesses of the code.
2.5.1 WInDS Algorithm
The WInDS algorithm generally follows the description of vortex methods given in the
previous section. The figure below is the algorithm given by Sebastian in his doctoral thesis
(with slight modifications for figure numbers etc.)[51]
Data: Turbine geometry and load conditions
Result: Turbine loads and wake geometry/flow
1 Import turbine geometry and load conditions
2 Determine position of blade nodes via rotation sequence
3 Compute velocity of blade nodes due to platform, turbine, and rotor motions
4 Determine initial spanwise Cl and Γbound using BEM
5 foreach timestep do
6 Compute Γshed and Γtrail
7 Compute vortex core size and filament strain
8 Compute induction at all wake nodes using Biot-Savart Law
9 Convect wake nodes using numerical integration
10 Compute new Γbound using Kutta-Joukowski solver
11 end
Figure 2.13: WInDS model as described by Dr. Thomas Sebastian[51]
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2.5.2 Numerical Methods
2.5.2.1 Integration
In dealing with numerically driven fluid dynamics problems, the “integration step” is im-
portant in determining the overall stability and accuracy of the computation. For the
preliminary work on this thesis, WInDS was used with a second-order accurate Runge-
Kutta integrator [51]. Sebastian examines the accuracy and stability of this method, and
as such, this will not be examined here. Figure 2.14 gives the algorithmic representation of
this method.
Data: Positions and velocities at current time step, t
Result: Positions and velocities at next time step, t+ ∆t
1 Use forward Euler as predictor: xt+∆t = xt +Ut∆t
2 Compute velocities at newly-predicted locations (for WInDS, induction via
Biot-Savart law): Ut+∆t = f(xt+∆t)
3 Calculate new bound vorticity with the Kutta-Joukowski iteration
4 Correct the original prediction: xt+∆t = xt +
∆t
2
(Ut+∆t +Ut)
Figure 2.14: RK2 as used in WInDS
WInDS currently contains options for fourth order Runge-Kutta as well as third and fourth
order Adams-Bashforth. Results for each of these methods is shown in the convergence
results section.
2.5.2.2 Kutta-Joukowski
For finding the solution to the Kutta-Joukowski theorem, WInDS provides two options,
fixed-point iteration or a hybrid method bounded by the Dekker-Brent method. More
information can be gathered on these methods in any standard numerical methods textbook,
or from Sebastian’s doctoral thesis[51].
2.5.3 Preliminary Validation
Sebastian completed several validation cases using a step change in pitch of an elliptical
wing, a constant chord rotor, PIV measurements from the MEXICO experiment and Delft
University experiments[51]. Figure 2.15 shows good agreement between experimental PIV
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data on tip vortex locations and a simulation in WInDS [51].
Figure 2.15: WInDS and PIV comparison from Delft University study [51]
2.5.4 Strengths and Weaknesses
As with all modeling codes, WInDS has certain things it does well, and certain things that
could be improved. Below are short comparative lists that address these concerns.
Strengths
• Inherent aerodynamic flexibility as compared to BEM
• Second order accuracy [51]
• Core modeling
• Easy to compare to FAST modeling code
Weaknesses
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• Structural positions and velocities are computed a priori and as such, cannot react
to the aerodynamic loading or structural dynamics. It is assumed that one would like
to examine the wake given a set of platform motions.
• Written in MATLAB and the N2 calculation is very slow.
• As of now, tower effects are minimally implemented, and ground effects are in devel-
opment. Without these features, comparisons with experimental data might be less
favorable.
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CHAPTER 3
GROUND EFFECTS
Wind turbine rotors exist within the complex geometries of the physical world. Consider the
significant differences between an open field, a wooded forest, a calm lake, or a raging ocean.
These varied environmental contexts and the boundary layer flows that they create, can
substantially affect a wind turbine rotor’s wake development and therefore characteristics
of performance. Two ways to model the ground plane will be considered in this thesis, the
“method of images” and a ground panel method, referred to by Griffiths and Leishman [18]
as the “surface singularity method.”
3.1 Flow in the Proximity of Solid Boundaries
There are two significant physical behaviors relevant in the study of an aerodynamic flow-
field near solid boundaries. The first, which is the primary focus of this thesis, is often
referred to as the ”no-flow” boundary condition. In the qualitative sense, this is the rather
obvious notion that fluid cannot penetrate a non-porous solid boundary. In a mathematical
sense, taking V as the velocity vector near a boundary, and nˆ and tˆ as the boundary unit
normal and tangential vectors respectively, we can write:
V = vnnˆ + vttˆ (3.1)
where vn and vt are the magnitudes of the velocity vectors in the normal and tangential
directions. Due to our “no entry” condition, vn must be zero at the solid boundary giving:
V · nˆ = vn = 0 (3.2)
and
V = vttˆ (3.3)
The second physical behavior, which will not be considered in this thesis, is often called
the “no-slip boundary condition” in which we find that tangential velocity goes to zero, i.e.
vt = 0, at solid boundaries when we account for the effect of friction. This behavior causes
what is called “boundary layer flow” or “sheared flow,” an example of which is in the figure
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below. Note how the velocity increases from zero to the free stream value with the distance
above the surface. Also note that vorticity ω decreases with distance above the surface.
Figure 3.1: Sheared Flow: Power Law Example α = 1/7
Sheared flow, in the context of wind turbine modeling, is commonly represented by one of
two mathematical models. Manwell et al. [37] give a derivation of the first, known as the
“logarithmic law,” the end result of which is stated in equations 3.4 and 3.5.
V (z) =
V ∗
k
ln(
z
z0
) (3.4)
V ∗ =
√
τ0
ρ
(3.5)
In these equations, V (z) is the velocity at a given height z, ρ is the density of air, τ0 is
the surface value of shear stress, k = 0.4 is Von Karman’s constant, and z0 is the surface
roughness length given for specific terrains (i.e. calm sea = 0.20mm and a forest = 500mm)
[37].
The other mathematical model commonly used for shear modeling is the “power law” and
is stated in equation 3.6
V (z)
V (zr)
=
(
z
zr
)α
(3.6)
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In this equation, V (z) is the wind speed at height z and V (zr) is the wind speed at some
reference height zr. There are many constants and equations for the power law coefficient,
α that account for various features of the flow and the environment. It was shown that
α = 1/7 for flat pate flow [37] but that in practice the accuracy of an α value depends on
empirical calculation at specific sites for specific environmental variables [37].
WInDS provides options for modeling sheared flow using these equations, but their appli-
cability has not yet been evaluated. In applying sheared flow in a potential flow model, one
needs consider that shear could be implemented in two different ways. One method might
be to use a simple velocity profile dependent on the log or power law equations. Another
might be to insert vortex particles into the solution at strengths that would mimic the
desired log or power law. A discussion of these methods is not a part of this thesis, and is
relegated to future work on the WInDS code.
3.2 Modeling the “No-Flow” Boundary Condition
3.2.1 Method of Images
Ground effect is of the utmost importance to the modeling of aircraft and rotorcraft be-
havior, being that these machines operate near ground for takeoff and landing. As such,
much of the research on ground effect has been carried out in these disciplines. Knight and
Hefner [32] are considered to have written the first paper on ground effect modeling, using
the method of images, as a publication of the National Advisory Committee for Aeronautics
(NACA).
The method of images involves making induced velocity calculations not only on existing
blade and wake elements, but on the mirror image of blade and wake elements as reflected
through the ground plane. In so doing, the no entry condition is enforced at the ground
boundary, resulting in strictly tangential flow. As an illustration, figure 3.2 shows that, hy-
pothetically, if a fluid particle were to flow away from the main wake, the induced velocity
from the mirror image wake in the direction normal to the ground plane would be suffi-
cient to keep that particle from flowing though the boundary. Equation 3.7 is a simplified
representation of the method for calculating induced velocity used the “method of images.”
Uind = Uind(z,Γ) +Uind(−z,−Γ) (3.7)
28
Figure 3.2: Conceptual illustration of the “method of images”
The implementation of this method is remarkably easy in that the mirror image of the wake
is produced by flipping the sign of both the z-component of wake domain positions and
the circulation strength. No separate matrices (and therefore computer memory locations)
must be created. However this approach does double the number of points at which a
particle must compute induced velocity, which increases computation time.
As easy as the method of images is to implement, the applicability is limited to models of
expansive, flat ground planes. This may be representative of landing pads and runways of
rotorcraft and airplanes, but can only be applied to wind turbines in open fields or open
calm water. As shown in the following section, the ground panel method can easily account
for surface irregularities in a way that the method of images cannot. However, the method
of images is certainly useful as a comparison tool to validate the use of the ground panel
method found in the results section later in this thesis.
3.2.2 Ground Panel Method
The ground panel method involves placing a grid of “panels” along the ground plane, each
“panel” consisting of four vortex filaments and a control point. The circulation strength
associated with each panel is solved such that the requirement for solely tangential flow
(V · nˆ = 0) is satisfied at each control point. Given a fine enough spatial resolution of
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panels, any number of shapes, gradients, or other ground deformations may be modeled
using this method, making it a much more useful tool than the “method of images.”
The implementation of the ground panel method considered here follows closely with the
ground effects work done by Griffths and Leishman [18]. As stated in their paper, the total
induced velocity at a control point of a ground panel is a summation of the induced velocity
of the rotor and wake with the induced velocity from other ground panels.
Vcontrolpoint = Vrotor +Vwake +Vpanels (3.8)
Therefore to enforce flow tangency at the ground plane, the normal component of ground
panel induced velocity must be the negative equivalent of the normal component of induced
velocity produced by the rotor and wake. This can be calculated using the Biot-Savart Law
at each control point using the rotor and wake domain as inputs, and subsequently taking
the dot product with the panel’s normal vector.
Vpanels · nˆ = −(Vrotor +Vwake) · nˆ (3.9)
At this point, we know the value that induced velocity must take to prevent flow through
boundary, but we still need to know the influence of all other ground panels at each control
point. The influence coefficient matrix represents the influence of every panel on the control
point of every other panel, and is therefore dependent on geometry alone [18]. A sum of
induced velocity of each panel’s four filaments (calculated with the Biot-Savart Law) is used
to calculate these influence coefficients. Once [A] is known, the panel strength (Γ) can be
calculated using the inverse of the influence coefficient matrix [A].
~Γ = [A]−1Vpanels (3.10)
Once ~Γ is known for all panels, those panels can be added to the wake induction calcula-
tion thereby affecting wake development. The full algorithm for the WInDS ground panel
method is printed in figure 3.4.
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Figure 3.3: All panels influence all other panel’s control points, but this influence is only dependent
on the geometric layout of the panels
Data: Ground Extent and Number of Panels
Result: Influence coefficient matrix and induced velocity
1 Calculate the influence coefficient matrix [A] using the Biot-Savart Law between
ground control points and ground panel filaments
2 Take the inverse of [A] and store the result
3 foreach Induced Velocity Calculation in the Main WInDS Loop do
4 Compute induced velocity at ground control points due to rotor and wake
5 Compute Γ at each panel using induced velocity and the inverse of the influence
coefficient matrix
6 Compute induced velocity at all rotor and wake nodes due to ground panels using
Biot-Savart Law
7 Add induced velocity from ground panels to induced velocity of rotor and wake
8 end
Figure 3.4: Algorithm for inclusion of ground panel induced velocity in WInDS
It should be noted that the “foreach” section of this algorithm also takes place inside
the Kutta-Joukowski iteration such that the bound vorticity calculation also takes into
account the influence of the ground panels. The results section of this thesis contains more
information on the effect of ground panel methods on wake development, and a comparison
of ground panel methods with the method of images.
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CHAPTER 4
COMPUTATIONAL CHOICES
In their 1977 paper[47], Reddy and Newell describe eight levels at which optimizations can
be made to a computational problem.
• Technology: Hardware itself i.e chips, memory
• Architecture: Organization of hardware
• System software: Operating system’s interaction with hardware
• Program Organization: How the program is structured
• Algorithm Analysis: How the computation is carried out
• Program Implementation: Analysis and re-implementation of problem areas
• Knowledge Sources: Learning more about the problem can inform the program
• Heuristics: Trading of completeness for speed
In considering the continued development of WInDS, and its usefulness as a modeling tool,
it is important to analyze the computational choices made thus far, and identify strategic
goals and directions for future improvements. In the spirit of the list above, programming
language and portability, algorithmic optimization, and parallel computation were chosen
as important ways to increase the usefulness of WInDS. This chapter includes discussions
on each of these initiatives, as well as a comprehensive look at Graphics Processing Units
for general purpose computation.
4.1 Prototyping and Programming Language
The initial development of WInDS was carried out by Sebastian for his doctoral thesis [51]
in MATLAB, a computing environment developed by the Mathworks. MATLAB’s high
level of language abstraction lends itself to the straightforward prototyping of software.
MATLAB’s language compares closely to Fortran, with the exception that it is weakly
typed, and polymorphic [3]. A discussion of language typing will not be undertaken here,
as computer science references exist on the subject [45].
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Generally speaking, MATLAB compares unfavorably with lower level languages (such as
C, C++, and Fortran) in terms of execution speed [3]. This idea is reinforced by research
to-date conducted for this masters thesis. Even the highly optimized vector operations of
MATLAB cannot compete with simple loops in C. Fortunately, the MATLAB environment
allows for the creation of files called Matlab EXecutables (MEX files) which enable the inter-
face of functions, written in either C or Fortran, with any MATLAB script. In Sebastian’s
initial development phase, he found that one particular function, the Biot-Savart Law, was
consuming 85 to 90 percent of total wall-clock computation time [51]. The current devel-
opment phase has focused on using the MEX file interface to re-write this function using
parallel processing techniques with C and NVIDIA’s Compute Unified Device Architecture
(CUDA).
4.2 Algorithm Optimization
When considering computational problems, algorithmic choices are often as important as
choices in hardware and parallelism. In general, N-body problems involve a number of
operations equal to the square of the problem size, written as O(N2) operations. For N-
body algorithms, the mid 1980’s were a very productive time for reducing that operation
count [7][8][17]. Appel’s method, the Barnes and Hut Tree-code, and Greenguard’s Fast
Multipole Method (FMM) could be considered the foundations for modern computation of
N-body problems.
4.2.1 Appel’s Method
Appel was the first to suggest that N-body problems could be solved in O(N logN) by
splitting the computational domain into a tree-like structure, and approximating far-off
“clumps” rather than computing all N2 interactions directly[7].
4.2.2 Barnes and Hut Tree-code
Barnes and Hut set out to build on Appel’s method, but avoid the arbitrary nature of
his tree structure and avoid complications and errors due to tree tangling and unphysical
grouping [8]. Their solution involved recursively dividing the entire domain into child cells
exactly one eighth the size of the parent cell until the lowest level of the tree contained one
body per cell[8]. Body interactions on a point p would then be approximated by traversing
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the cells. Starting at the root cell, the ratio of l, the cell length, and D, the distance
from the cell center of mass to p, would be compared to an accuracy parameter θ. If
l
D < θ then that cell’s total interaction would be accepted, otherwise, that cell’s children
would be traversed in the same manner. The series expansion that represents a cell can
be monopole or contain multiple poles for higher accuracy [10]. More recently, researchers
have successfully implemented tree codes for both fluids and electrodynamics simulations,
some taking advantage of parallel computing [6][13][34][35][38][49].
4.2.3 Fast Multipole Methods
Greenguard and Rohklin’s Fast Multipole Method (FMM) is similar to the Barnes and Hut
tree-code in that the domain is subdivided into an octree[17]. Unlike Barnes and Hut how-
ever, FMM then takes several steps to calculate and shift around multipole expansions such
that cell-cell interactions can be computed. Terms computed in these multipole expansions
control the accuracy of the algorithm[10]. Due their complexity, FMM methods will not be
further discussed in this document. In very recent years, researchers have used FMM with
graphics processors with success [12][19][58][56][59][57].
4.3 Parallel Processing
In simple terms, parallel processing is the concurrent use of multiple computational resources
to solve a problem. Flynn, in his seminal 1966 paper “Very high-speed computing systems”
categorized high performance computing systems in four ways[15]:
• Single Instruction Single Data (SISD): A single stream of data is worked on by
a single processor
• Single Instruction Multiple Data (SIMD): Multiple processors execute the same
instruction set on multiple streams of data
• Multiple Instruction Single Data (MISD): Multiple processors execute multiple
instruction sets on the same data stream
• Multiple Instruction Multiple Data (MIMD) Multiple processors execute mul-
tiple instruction sets on multiple streams of data
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SISD computation is simply commonplace serial computation. Modern multi-core personal
computers are capable of MIMD or SIMD computation. Graphics processing units function
on the SIMD principle, but often the acronym SIMT is used (Single Instruction Multiple
Thread). Most modern supercomputers, network clusters, and distributed grids can be
considered MIMD computation.
With the advent of off-the-shelf multi-core CPUs and their implied speed increases, parallel
computing has recently become widespread, but researchers have been pondering research
possibilities since the late 1960s. In 1967, Amdahl posited that maximum parallel speedup
is predictable according to the following law, where s is the serial compute time, p is the
parallel compute time. and P is the number of processors[4]:
ScaledSpeedup =
1
(s+ p/N)
(4.1)
In 1988, Gustafson argued that Amdahl’s law wrongly contained the implicit assumption
that p was independent of P and reformulated the following alternative to Amdahl’s law[21]:
ScaledSpeedup = P + (1− P )s (4.2)
Practically speaking however, speedup is often highly dependent on a number of factors,
not limited to programming aptitude, the suitability of mapping the problem to parallel
processors, and the hardware used.
Parallel processing can be thought of as taking three different forms:
• Host Parallelization: A single machine with multiple CPUs
• Device Parallelization: A single machine that offloads the computation to a parallel
device
• Distributed Parallelization: Multiple machines share instructions and informa-
tion over a local or remote networks, each using either host or device parallelization
individually
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4.4 Host Parallelization (CPU)
Parallel code on the host CPU(s) can be written with one of two programmatic extensions,
the OpenMP API or the Posix Threads (Pthreads) API. Pthreads affords a fine level of
thread control, but is a much lower level code than OpenMP. OpenMP can be compiled
into any C, C++, or Fortran code, and will be ignored by the compiler if conditions for
compiling OpenMP are not met (correct flags, environment variables, include file etc) [11].
OpenMP compiler directives are often as simple as adding “parallel do” above a do loop.
OpenMP will be used in the benchmarking task described later in this document.
4.5 Distributed Parallelization (CPU and/or GPU)
Distributed parallel computing can take many forms. It can be implemented on a local
cluster using a communications protocol such as the Message Passing Interface (MPI). The
Condor workload management system, unlike a formal cluster, simply distributes jobs to
workstations that may be sitting idle. The University at California, Berkeley has developed
the Berkeley Open Infrastructure for Network Computing (BOINC) that allows millions
of remote workstations to receive compute instructions from a central server whilst those
workstations are in screen-saver mode. This thesis will not consider distributed parallelism
unless WInDS is rewritten in a lower level language.
4.6 Device Parallelization (GPU)
Parallel programming on a “device” refers to any parallel code that offloads computation to
a processor that is not a component of the CPU/memory subsystem of the host computer.
Currently, commercial options for parallel computational devices are limited to GPUs, but
Intel’s Xeon Phi coprocessor[24] is on its way to market soon. As such, this research fo-
cuses on the implementation the free wake vortex method on GPUs alone. In the GPGPU
market, there is a choice between using OpenCL and CUDA as the programming interface
to the graphics card. As of this writing, few comparisons have been made between the
two interfaces [14][29][31]. In a recent comparison, Fang et al found that OpenCL gener-
ated more than double the arithmetic Parallel Thread Execution (PTX) assembly language
instructions than an equivalent kernel in CUDA.
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4.6.1 Understanding GPU Hardware
In order to fully capitalize on the parallel functionality of a GPU, it is critical to first
understand GPU hardware. As a relatively new technology, GPU programming using the
Compute Unified Device Architecture (CUDA) lacks many of the levels of abstraction com-
mon to OpenMP and MPI. As many programmers might attest, this can be both a blessing
and a curse. The learning curve is rather steep, but the level of control of a GPU using
CUDA is quite impressive. Vocabulary necessary to understand the following section is
given below:
• Processor: A hardware unit that can “operate” on data
• RAM: Random Access Memory
• Cache: A buffer zone between the processor and RAM
• Thread: A single line of execution in parallel code
• Block: A group of threads sent together to a processor
• Warp: A group of 32 threads
• Kernel: A set of computational instructions that all threads follow.
4.6.1.1 History
Graphic operating systems such Microsoft Windows started to become popular in the late
1980s and early 1990s, and in doing so, launched a market for add-on processors that
accelerated graphics [50]. Through the mid 1990s, immersive first person games helped
further this market. The release of NVIDIA’s GeForce 256 marked the first time transform
and lighting computations could be performed directly on the GPU [50]. In the early 2000s,
researchers began to experiment with passing data through the color and texture processors
on the GPU [50]. 2006 marked the first GPU, the GeForce 8800 GTX, built with the CUDA
API and G80 architecture [50]. Since that time, CUDA has been available on all NVIDIA
GPU releases, and has evolved as an interface.
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4.6.1.2 System Overview
As NVIDIA GPUs have been chosen to further develop our potential flow free-wake vortex
model of a wind turbine, the NVIDIA Fermi architecture will be used to describe the
components of a graphics card. Fermi graphics processing units are made of a bus interface
to the host computer, multiple streaming processors, multiple blocks of global memory
(DRAM), an L2 cache, and a scheduling device. See figure 4.1 for a graphical representation
of the architecture. Note that each of the green columns is one streaming processor made
up of many cores.
Figure 4.1: Fermi GPU components[40]
4.6.1.3 Streaming Multiprocessors
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Figure 4.2: Fermi GPU streaming multiprocessor[40]
Streaming multiprocessors (SM)
are the workhorses of the GPU. In
a Fermi GPU, each SM contains
32 CUDA processors. Each pro-
cessor has an arithmetic logic unit
(ALU) and a floating point unit
(FPU) with the FPU implement-
ing the IEEE 754-2008 floating-
point standard [40]. Each pro-
cessor also contains 16 load/store
units that can calculate source
and destination addresses in cache
or DRAM. Four special function
units (SFU) are also included, and
can compute transcendental func-
tions such as sine, cosine, reciprocal, and square root [40].
4.6.1.4 Cache
In simple terms, a cache on a processing unit is an intermediary location for data between
the processor, which has a fast clock speed, and the main (global) memory, which has a
slow clock speed. When caches are functioning well, they can recognize access patterns
from the CPU to main memory, and make an educated “guess” at what data the processor
will need next. After that guess is made, but while the processing unit is still busy with
other computations, the caching system will move that data closer to the processor, thereby
cutting down on the time it takes to read. Modern processors generally have between 1 and
3 levels of cache, known as the L1, L2, and L3 cache. L1 is “closest” to the processor, often
times on the same chip, and is therefore the fastest.
4.6.1.5 Memory
When programming on GPUs, understanding the memory space is of utmost importance.
Physically, GPUs have multiple types of memory:
• Register memory: Closest to the processor, very fast and very limited. Used to
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store data such as loop indexes.
• Shared or L1 Cache memory: Also close to the processor, slower than register
memory, but much faster than global memory. In the Fermi architecture, this memory
is configurable and can be shared among threads in a block, or left alone to act as a
normal L1 cache
• L2 Cache Memory: Faster than global memory, acts as buffer between processors
and global memory
• Global Memory: Same as common RAM in the host computer, slow but very
plentiful.
Logically speaking this memory is, as of the Fermi generation, in a unified address space
and can be thought of using the following hierarchy[41]:
• Local memory: Only accessible to an individual thread
• Shared Memory: Available to all threads in a block
• Global Memory: Available to all threads in all blocks
Additionally, there are two other types of memory that are available[43].
• Constant memory: Read-only memory that resides in the global device RAM, but
is piped through the constant cache[43].
• Texture Memory: Read-only memory that also resides on the global device mem-
ory, but that is piped through the texture cache which is optimized for 2D spatial
locality[43]
4.6.1.6 Scheduling
A warp, as implemented in the Fermi architecture, is a collection of 32 threads. The Fermi
scheduler works at two levels. In the a global context, it distributes blocks of threads to
the streaming multiprocessors. In the processor context, each warp scheduler controls the
distribution of its 32 threads to each core.
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4.6.1.7 Bus System
A “bus” in computing terms is a pathway for data and instructions to go from one place
to another, in this case, from the host CPU/memory system to the device GPU/memory
system. Modern personal computers use the PCI Express bus as a common interface to
GPUs and other add-on cards.
4.6.2 GPU Performance Metrics
In order to discuss GPU performance, certain performance metrics must first be defined.
In this section, speed, speed-up, occupancy, and data transfer rates are discussed.
4.6.2.1 Speed
Speed can be quantified using various units, but the most commonly used unit in scientific
applications is FLOPS, or float point operations per second. Processing units often have a
rated or calculable theoretical maximum number of FLOPS. In practice, true FLOPS are
dependent on data transfer rates, algorithm, and processor occupancy.
4.6.2.2 Speed-up
Speedup is the most straightforward of the performance metrics, and is easily quantified.
Speedup =
GPU Compute T ime
Reference Compute T ime
(4.3)
It is important to note that CUDA kernel functions are asynchronous, and therefore return
back to the CPU thread before finishing computation. As such, timings must be made with
care, using synchronize functions provided in the CUDA API [42]. Also, multiple kernels
may execute simultaneously based on scheduling considerations, thereby complicating the
picture even further. Timing from the CPU may involve sorting these streams with multiple
synchronization points, but these points in effect “stall” the processing pipeline, negativeliy
effecting performance [42]. The CUDA API also provides timing functions that get measured
on the GPU clock, and as such, may be more flexible than CPU timing [42].
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4.6.2.3 Occupancy
Occupancy is a measure of how “busy” the GPU is, and is defined as ratio of the number
of active warps (sets of threads executing the kernel) to the number of possible active
warps (defined in the hardware specifications) [42]. Higher occupancy doesn’t necessarily
correlate with higher performance, but in general, low occupancy will make it difficult for
the scheduler to hide memory latency [42].
4.6.2.4 Data Transfer Rates
Data transfer happens at many steps during the process of parallel computing on a GPU.
Data is transferred from host RAM to device RAM over the PCI Express bus, data is
transferred from device RAM to caches or to the processors, and all this happens at varying
speeds. Each of these speeds is referred to as bandwidth from one component to the other,
and are reliant primarily on the specifications of the hardware. Bandwidth from device
memory can be in the hundreds of gigabytes per second, whereas the PCI Express bus
(PCIe x16 Generation 2) is 8 GB/s [42]. From a best practices standpoint, it is necessary
to analyze data transfer patterns, and minimize transfers over slow bandwidth connections,
or given that the problem is suited to compute and transfer happening simultaneously, try
to “hide” the slow transfer by running computations concurrently [42].
4.7 GPU Parallelized Computation of the Biot-Savart Law
Graphics processing units, as discussed in the previous chapter, are developing at a rapid
pace, and new competitors, such as Intel’s Xeon Phi[24], will potentially introduce even
more change to the world of commodity parallel processing hardware. For this research, it
was decided that a proof of concept was necessary before making the full commitment to
graphics hardware. The NVIDIA GTS450, a Fermi graphics card with 192 processing cores
and 1GB of global memory, was chosen as a suitable first step. This chapter includes a
discussion our experience integrating this card with the WInDS model, including MATLAB
integration, multiple approaches kernel design, and preliminary results.
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4.7.1 Matlab Integration
MATLAB has a parallel computing toolbox that, for a licensing fee, will give you high-level,
abstracted access to GPU computing. Unfortunately for this research, it was too limited
in functionality to be useful. The Accelereyes Company produces a commercially available
GPU/MATLAB integration named “Jacket” which did provide the needed functionality,
but did not provide acceptable levels of speed-up or fine-grained control. The obvious next
step was to write the Biot-Savart integration in-house, which was carried out by leveraging
MATLAB’s Matlab EXecutable (MEX) interface. MEX executables can be built in C,
C++, or Fortran, and must use the following boilerplate gateway routine:
1 #include "mex.h"
2 /*
3 * This is a MEX-file for MATLAB.
4 */
5 /* The gateway function */
6 void mexFunction( int nlhs, mxArray *plhs[],
7 int nrhs, const mxArray *prhs[])
8 {
9 /* variable declarations here */
10
11 /* check inputs */
12
13 /* create output mxArrays */
14
15 /* call computational routine */
16 }
The MEX system uses a compatible compiler for Fortran or C, and calls it in such a way
that it returns an executable that can be called as a function from inside of any MATLAB
script.
The procedure was quite different for integrating CUDA code however, because NVIDIA
requires the use their compiler NVCC. Fortunately, NVCC has an option to compile not to
an executable, but to an intermediary C++ file. Figure 4.3 depicts the finalized compile
flow. This involves a “precompile” step with NVCC, then a compile of the resultant C++
file using the MEX interface.
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Figure 4.3: Compile and Run of MEX/CUDA system
4.7.2 Kernel Design
The CUDA kernel generally followed previous work on N-body parallelism in CUDA [53]
[44] and was split into two approaches. The first, which is considered a “naive” or direct
approach, assigns each thread to a Lagrangian marker, and loops over all the vortex fil-
aments to get the total induced velocity. The second, considered the shared memory or
tiled approach, first loads a “tile” of filament data into shared memory, and then loops
through the tiles during computation. It is very important to remember when looking at
the following code that each thread is executing all the instructions.
4.7.3 Approach 1: Naive Kernel
The code below illustrates the “naive” kernel:
1 __global__ void BiotSavart_naive(double2 *p, double1 *pz, double2 *fx, double2 *fy,
double2 *fz, double2 *rg, double2 *uind, double1 *uindz)
2 {
3 //Create an index for source filaments
4 int k;
5 //Get thread’s global index
6 int idx = blockIdx.x * blockDim.x + threadIdx.x;
7 //Check to make sure thread is actually calling a particle in the domain
8 if(idx<dev_np){
9 //Loop over all source filaments
10 for(k=0; k < dev_nf; k++){
11 //Call the computational routine
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12 biot_p2p(fx[k], fy[k], fz[k], rg[k], p[idx], pz[idx], &uind[idx].x, &uind[idx].y,
&uindz[idx].x);
13 }
14 }
15 }
Note that the computational routine is not printed here, but is available in the appendix
A.
4.7.3.1 Approach 2: Shared Memory Kernel
The code below shows the shared memory kernel.
1 __global__ void BiotSavart_sh(double2 *p, double1 *pz, double2 *fx, double2 *fy, double2
*fz, double2 *rg, double2 *uind, double1 *uindz)
2 {
3 //Create the filament variables in shared memory
4 __shared__ double2 shFx[tpb];
5 __shared__ double2 shFy[tpb];
6 __shared__ double2 shFz[tpb];
7 __shared__ double2 shRg[tpb];
8
9 //Get thread’s global index and create indexes
10 int k,i,j,tile;
11 int gid = blockIdx.x * blockDim.x + threadIdx.x;
12 int tilesize = blockDim.x;
13 int tileloc = threadIdx.x;
14
15 //Create local variables
16 vector3 myUind;
17 int fid, tileid;
18
19
20 //Loop over all tiles of source filaments (tile size = block size)
21 for(k=0, tile=0; k < dev_nf; k+= tilesize, tile++){
22 //Get position in tile
23 tileid = tile*tilesize+tileloc;
24 fid = tile*tilesize+k;
25
26 shFx[threadIdx.x] = fx[tileid];
27 shFy[threadIdx.x] = fy[tileid];
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28 shFz[threadIdx.x] = fz[tileid];
29 shRg[threadIdx.x] = rg[tileid];
30
31 // Syncronize threads before using shared memory
32 __syncthreads();
33
34 if(gid<dev_np){
35 for(i=0; i<tilesize; i++){
36 fid = tile*tilesize+i;
37 if(fid<dev_nf)
38 myUind = biot_p2p_sh(shFx[i], shFy[i], shFz[i], shRg[i], p[gid], pz[gid], myUind);
39 }
40 }
41 __syncthreads();
42 }
43 uind[gid].x = myUind.x;
44 uind[gid].y = myUind.y;
45 uindz[gid].x = myUind.z;
46 }
Of note in the above code is the significant additional complexity required to program the
use shared memory.
4.7.4 Preliminary GPGPU Results
As expected, both rewriting the Biot-Savart Law as a function in C, and adding a CUDA
kernel resulted in significant computational speed-up. Figure 4.4 shows the wall clock
timings, as taken by the MATLAB profiler, of WInDS cases run soley in MATLAB, with
the MEX interface but without the GPU, and with the MEX interface with the GPU.
Note that in Figure 4.4, simulation time represents the size of the domain of the simulation,
and that above 30 seconds, the domain was too large to store in memory. This is a result
of the programming style employed during the initial development of WInDS, whereby all
variables for all timesteps are kept in memory for the lifetime of the simulation. Memory
consumption would be greatly reduced if unnecessary variables were written to disk and
cleared from memory at each timestep. Also note that timing of the CPU case (MEX w/o
GPU) was made under serial computation only. A parallel version of the CPU code, using
OpenMP and multi-core hardware, would certainly have seen a greater magnitude of speed-
up. Whether this speed-up would be as pronounced as is shown with the GPU is yet to be
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Figure 4.4: Comparitive plot of WInDS case timings
seen. This comparison is part of the following section of proposed work.
Figure 4.5 is a plot of the speed-up time of both the CPU code and GPU code over the
baseline MATLAB code.
4.8 CPU Parallelized Computation of the Biot-Savart Law
In order to properly compare the speed-up of various GPU versions WInDS, a CPU-parallel
version of the code was created using OpenMP. OpenMP was chosen for its ease of integra-
tion with the existing C code. The simple nature of this approach is shown in code listing
4.1. Note that a single thread is instantiated for each particle, thereby making each thread
responsible for looping through all the filaments in the domain.
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Figure 4.5: Comparitive speed-up of WInDS case timings
Listing 4.1: OpenMP Implementation
1 #include <omp.h>
2 ...
3 ...
4 void BiotSavart_nogpu(...){
5 int ompthreads;
6 ompthreads = omp_get_max_threads();
7 omp_set_num_threads(ompthreads);
8 omp_set_dynamic(1);
9 ...
10 // Loop over all particles
11 #pragma omp parallel for if(runomp == 1) private(myUind,j,k)
12 for(j=0; j < n; j++)
13 {
14 ...
15 //Loop over all source filaments
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16 for(k=0; k < f_n; k++)
17 {
18 ...
19 }
20 }
21 }
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CHAPTER 5
RESULTS
Building on the proof of concept for GPGPU integration in WInDS, tasks were carried out
regarding hardware setup, methods of parallelization, increased domain resolution, numer-
ical method comparison, convergence, and the integration of the two ground effect models.
These tasks increase the usefulness of the WInDS model from the perspectives of usability,
accuracy, physical applicability, and general understanding of the solution space, and pro-
vide insight into the convergence characteristics of the code, as well as the use of ground
effect models.
5.1 Computational Results
5.1.1 Hardware Improvements
Dedicated computing hardware was purchased to continue development of the parallel ver-
sion of WInDS. The table below lists the specifications of the hardware currently in use.
Note that both the NVIDIA GTS450 and NVIDIA GTX580 are consumer grade graphics
cards, re-purposed here for computation. These hardware improvements drive significant
improvements in the computational speed of WInDS, thereby facilitating longer simulations
and more finely discretized domains with additional modeling possibilities.
CPU GPU GPU GPU
“Blackbird” NVIDIA GTS450 NVIDIA GTX580 NVIDIA Tesla K20c
12 Intel E5-2620
Cores @ 2.0Ghz
32GB RAM
192 Cores @ 1.566Ghz
1.5GB Non-ECC RAM
PCIe 2.0
512 Cores @ 1.54Ghz
3GB Non-ECC RAM
PCIe 2.0
2496 Cores @ 0.71Ghz
5GB ECC RAM
PCIe 3.0
5.1.2 Benchmarking
Timings are compared for a single call to the Biot-Savart kernel using MATLAB code only,
a serial version of the MEX function, an OpenMP Parallel version of the MEX function, a
CUDA Parallel version of the MEX function using the NVIDIA GTS450, a CUDA Parallel
version of the MEX function using the NVIDIA GTX580, and a CUDA Parallel version
of the MEX function using the NVIDIA Telsa K20. Each kernel was run at two domain
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sizes, 48600 points and 194400 points and run-time for each case was averaged over two
runs with timing being provided by the tic/toc functions in MATLAB. Unfortunately, due
to time constraints and the slowness of the serial versions of the code, this benchmark
could not be run for more than two iterations. As such, it can be considered a decent
representation of relative speedup, but without averaging a greater number of case runs it
cannot be considered completely accurate.
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Figure 5.1: Comparison of Computational Methods for the Biot-Savart Law
If taking the MATLAB code as the baseline, figure 5.1 shows that the NVIDIA Tesla K20
is nearly 282 times faster for a single calculation of the Biot-Savart Law. If we take a more
“fair” comparison, and only look at parallel methods, we see a much closer result as in
figure 5.2. Taking OpenMP as the baseline, the NVIDIA Tesla K20 is almost 17 times
faster. Given that the Biot-Savart Law is called multiple times per timestep, this difference
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becomes very significant at larger domain sizes.
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Figure 5.2: Comparison of Parallel Computational Timings for the Biot-Savart Law
5.1.3 Assess Shared Memory Usage vs. L1 Cache Usage
“Fermi” and later GPU architectures make use of the L1 cache in much the same manner
as a do-it-yourself shared memory kernel for the Biot-Savart function. As a result, wall
clock timing comparisons are very similar. Given the current problem and set of hardware,
the shared memory version was not found to be advantageous given the extra programming
effort involved. However, given a problem wherein the compiler could not figure out how
to use the L1 cache effectively, the speed-up of shared memory usage would be worth the
extra effort. Figure 5.3 shows a comparison of timings for the two methods.
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Figure 5.3: Comparison of ”Naive” and Shared Memory Kernel Timings for the Biot-Savart Law
5.1.4 Examine memory access patterns
Earlier in the WInDS development process, an attempt was made to optimize memory
access patterns by packing arrays into double2 data structures which, it was thought,
should result in optimal memory access by the GPU. Upon further exploration of the CUDA
documentation, it turns out that this was an incorrect approach. The following section of
the “CUDA C Best Practices Guide” explains how to ensure that memory loads and stores
are aligned:
“Memory allocated through the CUDA Runtime API, such as via cudaMalloc(), is guar-
anteed to be aligned to at least 256 bytes. Therefore, choosing sensible thread block sizes,
such as multiples of the warp size (i.e., 32 on current GPUs), facilitates memory accesses
by warps that are aligned to cache lines.” [42]
To examine the behavior of the code with these alignment considerations in mind, a bench-
mark using the same case sizes was completed using the NVIDIA GTS450. The cases
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considered are code without packing into double2 data structures and a block threadcount
of 256 labeled as “unpacked,” code with packing into double2 data structures and a block
threadcount of 256 labeled as “packed,” and code without packing and a block threadcount
of 259 labeled as “misaligned.” Each case was computed three times and then averaged.
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Figure 5.4: Comparison of Effect of Data Structures and Cache Misalignment on Computation
Time Using the NVIDIA GTS450
As can be seen in figure 5.4 the packed and unpacked cases show approximately a 2.5 percent
difference while the misaligned case shows an over 11 percent difference. In simulations
where the domain size is low, this misalignment might not have a significant impact on
computation time. However, in running larger domains with multiple calls to the Biot-
Savart kernel per timestep, it is clear that block threadcount misalignment is more important
than data structure packing in its effect on computation time.
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5.1.5 Code Optimization
As discussed in Chapter 4, preliminary work was carried out on a computer/GPU with less
than adequate resources, and at that time, the WInDS code was not written to minimize
memory usage. This translated to a maximum domain size of around 50,000 points, after
which either the GPU or the CPU ran out of memory. To remedy this, memory requirements
were calculated based on the matrix sizes of all requisite variables at double precision, and
the following plots were produced:
(a) Memory Requirements for Store-Wake
Option in WInDS
(b) Memory Requirements Without Store-
Wake Option in WInDS
Figure 5.5: Memory Requirements For WInDS
The store-wake option in WInDS needed nearly three orders of magnitude more RAM in
larger cases! The strong imperative to move from the scenario in figure 5.5a to the scenario
in figure 5.5b is clear, and as such, a version of WInDS was developed that stores only
the necessary timestep(s) for the chosen numerical integration scheme, and exports wake
domain files to disk for visualization purposes.
In addition to the rewrite of WInDS to lower memory usage, the hardware improvement
budget was granted, as well as the receipt of an in-kind donation from the NVIDIA Corpora-
tion’s Academic Partnership Program. These hardware improvements, discussed previously,
enable simulations of longer time periods, with significantly improved grid resolution. To
this end, our simulations are commonly in the vicinity of 200,000 points per GPU.
It was decided that the rewriting of WInDS in the C or C++ programming language, thereby
enabling computational runs on a multi-GPU supercomputer such as Forge or Keeneland,
was too large a task and better left for future work on the project.
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5.2 Stability and Convergence
The theoretical stability of the second order Runge-Kutta method used in WInDS has al-
ready been addressed by Sebastian in his doctoral dissertation [51]. Convergence, however,
has not been fully assessed. Bhagwat and Leishman examine convergence of various nu-
merical methods used in their own free vortex code, [9] and a similar path is taken in this
research. Convergence is approached using the output of WInDS, both by comparing the
effects of changes in time-step resolution/span-wise resolution of blade control points/nu-
merical methods and induced velocity cut-off distance, as well as a discussion of the relation
of the Kutta-Joukowski iteration.
5.2.1 WInDS Grid
To begin to explore the convergence characteristics of WInDS, we must first understand
how the grid is defined. Span-wise discretization describes the stations along the length of
the wind turbine blade. Time-wise discretization is input to the model as a sample rate (i.e.
10 hz) and is dependent on both the radial velocity of the turbine blade, and the velocity
with which the airflow leaves the trailing edge of the blade. This airflow velocity is in turn
dependent on the free-stream velocity, as well as any of the turbine characteristics related
to the momentum change of the flow.
The numerical methods used for the integration step in WInDS are straightforward imple-
mentations of third order Adams-Bashforth, fourth-order Adams-Bashforth, second order
Runge-Kutta, and fourth order Runge-Kutta. The sample rates considered are 5hz, 10hz,
and 20hz. At an 11.4m/s freestream wind, the rotor spins at approximately 12.1 rpm, so
the time-wise discretization can be taken in spatial terms as (approximately) the angles
14.515◦, 7.257◦, and 3.629◦ respectively. Along the blade, 14 and 27 spanwise stations are
considered, denoted by “original” and “double” respectively. Outputs of both rotor thrust
and rotor power are used to illustrate properties of the solution.
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Figure 5.6: Illustration of the discretization in WInDS
5.2.2 Stability
As a starting point, figure 5.7 shows the predicted aerodynamic power output of the WInDS
model. From this zoomed-out view, it is clear that the power solution reaches a generally
steady-state value within around 60 seconds of simulation time. No major instabilities
appear to affect the solution within the simulation time.
For a closer look, approximate relative percent error, given by equation 5.1, is consid-
ered first. Approximate relative error quantifies the percent change between consecutive
timesteps, and gives a better sense than figure 5.7 for whether the solution is settling in to
a stable trajectory.
 = 100 ∗ current approximation− previous approximation
current approximation
(5.1)
In Figure 5.8, 5hz cases are colored in blue, 10hz cases are green, and 20hz cases are
red. Clearly, a decreasing trend is visible in all cases, but this trend is significantly clouded
by the variability at later simulation times.
The trends in figure 5.8 are hard to pick out, and are more clearly represented in a plot
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Figure 5.7: Aerodynamic Power Solution in WInDS
of the normalized and time-averaged approximate percent error of figure 5.9. In this plot,
the approximate percent error in aerodynamic power has been normalized by the timestep
frequency and then averaged over 20 seconds of simulation time (10 seconds before and after
each point). Normalization by the timestep frequency eliminates comparative differences
between the 5hz, 10hz, and 20hz cases due to the lower incremental change in the power
solution resultant from decreasing the timestep. Initially it was expected that decreasing
the timestep would result in significantly lower approximate error. However, around the 50
second mark in figures 5.8 and 5.9, we see deviations from the expected result. It is likely
that these deviations are a result of increasing the number of filaments, which increases the
complexity of the wake, therefore increasing the number of downstream chaotic interactions
between filaments and particles.
A more complete picture of figure 5.9 is found by calculating the standard deviation of the
normalized, time-averaged approximate error about the time-averaged mean, as is shown
in figure 5.10. From this figure, it is clear that there is a trend of decreasing deviation of
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Figure 5.8: Approximate relative percent error in the power solution
approximate relative percent error in the WInDS power solution with increasing simulation
time, which again implies that WInDS is reaching a bounded solution despite the chaotic
nature of the wake as the solution progresses in time. Though the 90 second mark in figure
5.10 looks like a minimum, it is likely that the variability after 90 seconds will hover between
10−3 and 10−4 with differing degrees of variation. Future work with longer simulation
lengths will verify this point.
Figures 5.9 and 5.10 generally confirm that WInDS follows a trend of decreasing approx-
imate relative error with solution progression and therefore implies a stable result at any
of the tested discretization levels. This apparent stability does not however confirm that
the solution is convergent. To examine convergence we next look at what happens to the
solution with grid refinement.
59
Figure 5.9: The percentage change in the aerodynamic power solution is normalized by the timestep
frequency and then time-averaged over 20 seconds
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Figure 5.10: Deviation, over 20 second intervals, of the percentage change in the aerodynamic
power solution which has been normalized by the timestep frequency
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5.2.3 Convergence
Convergence is broadly defined as a trend of decreasing error with increased grid refinement.
Without looking more closely at the solution behavior in contrast to variations in grid size,
inferences cannot be made at the convergence properties of the model.
Figure 5.11: Zoomed-in view of predicted aerodynamic power in WInDS
Figure 5.10 shows that the standard deviation of the running average at higher grid re-
finements exhibits a higher degree of variability relative to the timestep size. Figure 5.11
confirms this result as we see that moving from 5hz to 20hz results in both a tighter range
in predicted power between all the numerical methods, but a solution that seems to vary
more in time (i.e. the 20hz curve is less smooth).
To compare convergence characteristics, researchers often use the L2 or vector magnitude
norm to provide a single measure for comparison. The L2 norm is defined in equation 5.2
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where ei is the magnitude of the error at between a “true” answer and the model predicted
answer at a single timestep.
‖E‖ =
√√√√ n∑
i=1
ei2 (5.2)
For this analysis, two L2 error norm cases are compared for patterns that hint at the
convergence of the solution. The first case considers the 20hz, 27 blade station case to be
the “true” result. Figure 5.12 shows a clear decrease in error magnitude when moving from
5hz to 10hz, but when moving from 10hz to 20hz, span-wise discretization seems to play a
more significant role.
Figure 5.12: L2 Error Norm in the WInDS Aerodynamic Power Solution vs. a 20hz-double case
The second case considers a constant value of 5.297MW as the “true” answer. This value
is given as the aerodynamic power output of the wind turbine in the National Renewable
Energy Laboratory’s (NREL) definition of a 5MW reference turbine at rated conditions.
The wind turbine modeled in WInDS uses all the same geometric and flowfield parameters as
the NREL 5MW reference turbine, and as such the comparison is considered appropriate.
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Note that the WInDS tends to over-predict power as compared to the NREL definition
because NREL used the FAST modeling software in design of the turbine. FAST accounts
for aerodynamic drag on the airfoils and blade root cylinders whereas WInDS does not,
and drag serves to reduce rotor thrust and therefore power output. Figure 5.13 shows that
using a constant value as the “true” answer presents a significantly different picture than
figure 5.12. The L2 error norm in this case is increasing with time-wise discretization, but
decreasing with span-wise discretization.
Figure 5.13: L2 Error Norm in the WInDS aerodynamic power solution vs. 5.297MW, the aero-
dynamic power output of the NREL 5MW reference turbine
In looking at the error magnitude in figures 5.12 & 5.13, there is a clear contradiction
between them. The power solution in figure 5.11 plainly shows that the solutions are be-
ing pulled in opposite directions by the span-wise and time-wise refinement. Span-wise
refinement causes a reduction in power while time-wise refinement on average results in
an increase in power. One of these refinements must necessarily be increasing the solution
error while the other is decreasing it, and for this reason, the results in 5.13 are more believ-
able. This outcome is not particularly surprising due to the significant difference between
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the “role” of filaments in the time-wise direction, and those in the span-wise direction.
Filaments extending out from the span-wise nodes have a circulation strength equal to the
difference in circulation strength between bound filaments. The filaments added in the time-
wise direction are the direct result of the per-timestep iteration on the Kutta-Joukowski
equation, representing the difference between the bound circulation at the current and pre-
vious timesteps. Simply increasing the number of Kutta-Joukowski iterations might explain
the additional variability at higher time-wise grid resolutions. In so doing, the circulation
strength of the shed filaments is necessarily decreased, and if small enough, might get muted
out by floating point windowing in the Biot-Savart summation.
5.2.4 NREL 5MW Comparison
In order to inform the use of the NREL 5MW reference turbine power output in figure 5.13,
a comparison of WInDS and FAST outputs is considered. As stated before, the FAST model
includes the contribution of aerodynamic drag in the solution, thereby lowering predicted
output as compared to WInDS. In making this comparison, true percent relative error can
then be defined as:
T = 100 ∗ Accepted value − Approximate V alue
Accepted value
(5.3)
where the accepted value is 5.297MW, and the approximate value is that of the WInDS
solution. Figure 5.14 plots the relationship from equation 5.3 and shows between 7-8%
percent agreement within approximately 70 seconds of simulation time. This result is
encouraging given that these simulation methods are entirely different. Notice also the
similar “banding” of the solutions along the lines of spanwise discretization.
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Figure 5.14: Percent error as compared to FAST outputs for the NREL 5MW reference turbine
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5.2.5 Numerical Methods
Neither the power output plots nor the L2 error plots show significant variability between
numerical methods at any discretization level. Figure 5.15 shows the standard deviation of
a 5 second running average for all four numerical methods as a percentage of total power.
This gives a measure to how much variation is seen between numerical methods. Note that
none of these methods produce results that have a standard deviation of more than 0.5%.
Figure 5.15: Standard deviation as a percentage of aerodynamic power of all numerical methods
at particular levels of discretization
The result in figure 5.15 may indicate that the wake convection step in WInDS has less of
an impact on the evolution of the wake than do the induced velocity and bound vorticiy
calculations.
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5.2.5.1 Convergence Case Timings
Also of interest are the relative computational times for each of the methods in the con-
vergence study. Of the numerical methods, clearly fourth order Runge-Kutta is the slowest
and third order Adams-Bashforth is the fastest for any given discretization level. Taken
in light of the convergence results, especially the lack of variability between the numerical
methods shown in figure 5.15, it would seem that the added computational effort expended
in the Runge-Kutta methods does not affect the solution in a way that rewards the extra
effort.
Figure 5.16: Computational timings for the convergence study
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5.3 Ground Effects Integration
As discussed in the ground effects section earlier in this thesis, the no-entry boundary con-
dition may be an important physical model to include in WInDS, especially for floating
wind turbines experiencing rotor motion. Two methods were employed to model ground
effects, the “method of images” and the “ground panel method.” Two major questions
became apparent after the integration of ground effect modeling in WInDS. The first ques-
tion addresses the relationship between the two methods and the validity of the ground
panel method. Does the ground panel method solution for induced velocity converge on the
“method of images” solution by increasing the extent of the panels, increasing the number of
panels, or both? The second question deals with the significance of ground induced velocity
in the context of wind turbine modeling. Does ground effect have a measurable impact on
wake velocity, given the significant height of most modern wind turbines?
5.3.1 Ground Panel Convergence
To test for agreement between the “method of images” and the ground panel method,
multiple extents of ground grid and number of panels were chosen with the idea that larger
number of panels and larger ground extents would more closely mimic the “method of
images.” Parameters for the exploration of this question are given in figure 5.17. Note that
the rotor is 126m in diameter with the rotor disc oriented in the y-z plane.
Parameter Values
Ground Extent (m)
Name:(xmin,xmax,ymin,ymax)
Small:(-100,1000,-200,200)
Medium:(-500,1500,-500,500)
Large:(-1000,3000,-1000,1000)
Number of Panels 100,1600,6400
Figure 5.17: Parameters for the exploration of ground panel method convergence to the method
of images
Figure 5.18 shows a plot of the wake at the final timestep of a 120 second simulation with
a wake length of approximately 1200 meters. The ground panels are entirely covering the
turbine/wake area except in the “small” case where the end of the wake is missing around
200 meters of ground.
Figure 5.19 shows the percentage agreement in the power solution between 9 different panel
discretizations and the “Method of Images.” Clearly, the 100 panel cases (in blue) and the
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Figure 5.18: Wake diagram at final timestep with a wake that extends approximately 1200m
Figure 5.19: Ground Panel Convergence To “Method of Images”
cases using the “Small” ground extent (triangle marker) are in less agreement than the cases
with a larger extent and larger number of panels. It is unclear whether this agreement is
dependent on the ratio of ground extent to number of panels, but for the purposes of this
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thesis, agreement is good in all cases, and the convergent trend illustrates the validity of
the ground panel method.
Also of note in the power solution, occurring in all of the ground effect cases, is the ap-
pearance of an oscillation that matches the 3P period. 3P is the period with which the
blades pass a fixed point in the rotor plane (i.e. the tower) which happens 3 times per rotor
revolution. For our simulation:
3P =
1min
12.1rev
∗ 60sec
1min
∗ 1rev
3blades
= 1.65sec/blade (5.4)
Though the magnitude of the 3P oscillation is small relative to the magnitude of the power
solution, on the order of 0.1%, figure 5.20 shows that the ground induced velocity does
affect the solution in a measurable and intuitive way.
Figure 5.20: 3P oscillation in the power solution as a result of ground effects
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5.3.2 Ground Effects Relevance
To further examine the significance of the effect of a ground plane on a wind turbine rotor,
cases with the following parameters are considered:
Parameter Values
Wind Speed (m/s) 11.4
Platform Type Monopile, Spar Buoy
Ground Effect Method Ground Panels, None
Figure 5.21: Parameters to compare the magnitude of the effect of ground panels on both fixed
and pitching rotors
Note that the “Spar Buoy” case is one in which the foundation is pitching to mimic offshore
floating motion, driven by a sinusoid with an amplitude and frequency representative of
cases run in FAST. Figure 5.22 plots the results of these case runs. In these conditions, the
ground effects model tends to increase the predicted power output of the turbine, but never
more than 2%, falling as low as 0.1% in the monopile case as the wake develops. Ground
effects in the pitching case are shown to be more significant, with an added response at the
pitching period. Likely this effect results from the significant deflections experienced by the
rotor.
One way to verify the validity of the 3P period of the previous ground effects plots is to
look at the coefficient of lift at the tip of the blade. The blade tip passes most closely to
the ground plane, and should therefore show a significant effect from the ground plane.
This effect should also show a 1P or once-per-revolution periodicity as we view the solution
from the perspective of the blade. Figure 5.23 shows exactly this result, and figure 5.24
shows similar trends to the previous plots concerning the magnitude and time evolution of
ground effect. Note that the percentage difference between the ground effect/no ground
effect is slightly smaller in looking at the coefficient of lift, but that integrating over all
blade sections and blades gets you the larger percentage difference of figure 5.22.
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Figure 5.22: Percent difference between cases run with ground effects and without
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Figure 5.23: “cl” at the blade tip showing 1P period ( 5 seconds) due to ground effect
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Figure 5.24: Difference between ground effects and no ground effects in “cl” at the blade tip
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5.4 Conclusions
The computational speed-up afforded through parallel processing using GPGPU processors
is essential to the usefulness and applicability WInDS. This speed-up enables grid refine-
ment, longer simulations, and the possibility for additional modeling, which in turn give
more informative solutions.
The WInDS solution is reaching a steady value, but convergence, and therefore accuracy,
based on increasing grid refinement is less clear. Moving from 5hz to 10hz results in solu-
tions that are in better agreement with the 20hz cases, but moving from 10hz to 20hz seems
to be driven in significant part by the span-wise discretization. The L2 error in figure 5.12
tells us that the solution indeed tends in the direction of the 20hz cases with grid refine-
ment, but not whether the solution is converging to an objectively “correct” value. The L2
error in 5.13 shows that, compared to the NREL 5MW reference turbine, the solution tends
towards convergence with span-wise refinement, but not with time-wise refinement. Given
both these interpretations and solution behavior generally, it may be that the increase in
time-wise refinement causes numerical inconsistencies in the induced velocity calculation,
or that the existence of more points introduces more chaos into the far wake.
The solutions given by the chosen numerical methods used for wake convection show similar
convergence properties when compared to the solution with the most highly refined grid.
Likely this behavior occurs because of the different “roles” of span-wise and time-wise fil-
aments, and the dominating impact of the Kutta-Joukowski solution, though further work
will be needed to verify this claim.
The ground panel method does converge on the “method of images.” Given that the magni-
tude of the percent difference of each convergence case was within one percent of all others,
there may be a worthwhile trade-off between error and computation time. Ground induced
velocity has a measurable, albeit small, impact on the solution outputs of WInDS, with
rotor deflection causing a greater effect. These solutions are periodic in nature with the
periodicity driven by the proximity of the blade to the ground plane.
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5.5 Future Work
Explore the role of Kutta-Joukowski Iteration in Convergence Properties It is
likely that the computation of bound circulation has a significant impact on the convergence
properties of the solution. Given a smaller timestep, we would expect to see less change in
bound circulation per timestep, and therefore much smaller values for circulation strength
on the shed filaments. Without a binning mechanism to sort circulation strength across the
orders of magnitude in the Biot-Savart calculation, these small values might get swallowed
up in floating point windowing, thereby sending the solution in increasingly erratic direc-
tions. Cases with varied Kutta-Joukowski parameters should be examined over multiple
timestep resolutions to quantify these impacts.
Further Validation
Sebastian provided favorable validation results for the initial development of WInDS against
elliptical wing cases, an analytic solution to a constant chord rotor, PIV measurements in
the Model Rotor EXperiments In COntrolled conditions (MEXICO) project, and a Delft
University two-bladed rotor experiment [51]. Despite these favorable results, to encourage
wider adoption of WInDS as a wind turbine analysis and design tool, it will be necessary
to further validate WInDS against experimental data, such as from the Unsteady Aerody-
namic Experiment at the Nasa-Ames wind tunnel [22].
Quantify CUDA optimizations
The performance of WInDS could be optimized by properly taking advantage of the GPG-
PU/CUDA infrastructure. One significant direction would be to program WInDS such that
the data is kept on the GPU for more of the simulation, and in concert, take advantage
of the newer kernel spawning other kernels feature. To gauge the amount of total possi-
ble speed-up, it would first be necessary to quantify the amount of transfer between host
and GPU during a simulation. At this time, WInDS makes no attempt to optimize data
transfers, needing the entire domain to be transferred for every call to Biot-Savart.
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APPENDIX
BIOT-SAVART COMPUTATIONAL KERNEL
.
1 // CUDA kernel for Biot-Savart Particle Interaction (Direct Sum Version)
2 __device__ vector3 biot_p2p_corad(double f1x, double f1y, double f1z, double f2x, double
f2y, double f2z, double r, double gamma, double px, double py, double pz)
3 {
4
5 double r1, r2, len, ldr, cmn, cnu, ldx, ldy, ldz, pxx1, pxx2, pyy1, pyy2, pzz1,
pzz2, r1dr2,ubar, r1tr2, den;
6
7 vector3 tempuind;
8
9 tempuind.x = 0.0;
10 tempuind.y = 0.0;
11 tempuind.z = 0.0;
12
13 ldx=f2x-f1x;
14 ldy=f2y-f1y;
15 ldz=f2z-f1z;
16
17 pxx1=px-f1x;
18 pxx2=px-f2x;
19 pyy1=py-f1y;
20 pyy2=py-f2y;
21 pzz1=pz-f1z;
22 pzz2=pz-f2z;
23
24 cmn = cored;
25
26 r1 = __dsqrt_rn(pxx1*pxx1+pyy1*pyy1+pzz1*pzz1);
27 r2 = __dsqrt_rn(pxx2*pxx2+pyy2*pyy2+pzz2*pzz2);
28
29 if((r1<cutoff) || (r2<cutoff))
30 {
31
32 ldr = (ldx*pxx1 + ldy*pyy1 + ldz*pzz1);
33 ldr = ldr * ldr;
34 len=ldx*ldx + ldy*ldy + ldz*ldz; //L^2
35 r1dr2=pxx1*pxx2+pyy1*pyy2+pzz1*pzz2;
36 r1tr2=r1*r2;
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37
38 cnu = (r1*r1)-(ldr/len);
39 cnu = cnu * pow((pow(r,cmn)+pow(cnu,cmn)),(-1.0/cmn));
40
41 den=fourpi*(r1tr2*(r1tr2 + r1dr2));
42
43 ubar= cnu*gamma*(r1+r2);
44 ubar = ubar/den;
45
46 if(isfinite(ubar))
47 {
48 tempuind.x = ubar*(pyy1*pzz2-pzz1*pyy2);
49 tempuind.y = ubar*(pzz1*pxx2-pxx1*pzz2);
50 tempuind.z = ubar*(pxx1*pyy2-pyy1*pxx2);
51 }
52
53 }
54
55 return tempuind;
56
57 }
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