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The goal of medical imaging is to acquire and display images of hu-
man anatomy and function such that they can be optimally interpreted by
a trained observer, e.g., a radiologist. Start-of-art medical image quality is
measured by the performance of an observer on a given clinical task. Since
psychophysical studies are resource intensive, model observers are widely used
as a surrogate in task-based assessment of image quality. Model observers
are typically designed to detect at most one abnormality, e.g., a single lesion.
However, in clinical practice, there may be multiple abnormalities in a sin-
gle set of images, which can have a significant impact on treatment planning
and outcomes. For example, patients with multifocal and multicentric breast
cancer (MFMC), i.e., the presence of two or more tumor foci within the same
breast, are more likely to undergo mastectomy rather than breast conservation
vii
therapy. Detecting multiple breast tumors is challenging because the preva-
lence of tumors varies significantly across breast regions, and radiologists do
not know the number or location of tumors a priori.
The vision of this dissertation is that digital breast tomosynthesis (DBT)
has the potential to improve the detection of MFMC, and may offer advantages
such as fewer false-positive findings, lower cost, and better accessibility. This
dissertation focuses on the design and applications of a model observer to op-
timize DBT system geometries for detection of multiple breast tumors. This is
significant and innovative because prior efforts to optimize DBT image quality
only considered unifocal breast cancer scenarios. We highlight the following
two main aspects of contributions in this dissertation: (1) We have developed
a novel model observer that detects multiple abnormalities in anatomical back-
grounds. (2) We have employed the extended 3D multi-lesion model observer
to identify DBT system geometries that are most effective for the detection of
MFMC. Our results demonstrate that the presence of more than one tumor
present distinct challenges to DBT optimization, and that DBT geometries
that yield images that are informative for the task of detecting unifocal breast
cancer may not necessarily be informative for the task of detecting MFMC.
We are validating the clinical relevance of our model observer studies with an
ongoing human observer study with experienced breast imaging radiologists.
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Chapter 1
Introduction
1.1 Background & Significance
The objective of medical imaging research is to create imaging sys-
tems and image presentation methods to achieve accurate, safe, timely, and
cost-effective diagnosis and treatment of disease. Accurate interpretation of
medical images is imperative for successful patient treatment. Hence, the
state-of-the-art definition of medical image quality is task-based: how well
can the information necessary for a given task of clinical interest be extracted
from the images? [61]. Specifically, medical image quality is measured by the
average performance of multiple observers in conducting the task.
In the development and evaluation of imaging systems, there are many
modality-specific parameters (e.g., projection angular increments in digital
breast tomosynthesis (DBT)) that impact the observers ability to extract di-
agnostic information from the image. When designing new imaging systems,
these parameters must be adjusted to optimize observer performance. Like-
wise, when there are proposed changes to existing image acquisition, process-
ing, and display methods, an assessment regarding the efficacy of the potential
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innovations is desired. Both scenarios require a task-based assessment of the
image quality. However, it is expensive in terms of both money and effort
to conduct such studies with human observers (e.g., radiologists), especially
when the goal is to study the effects of multiple variables on image quality.
Model observers are widely used as surrogates in task-based assessments and
optimizations of medical image quality (e.g., [119, 78, 160, 102, 104, 101]).
A typical example of using model observers in medical imaging research is
given by Reiser et al. [119], in which the authors used a model observer to
examine the effects of scan parameters on lesion detectability on DBT (e.g.,
with a fixed angular span, detection performance with different numbers of
projection views was ranked). Moreover, well-designed simulation studies are
essential complements to bench testing and clinical studies because simula-
tions are flexible and cost-efficient for evaluating many system configurations
(e.g.,[119, 56, 158]). This can help narrow down parameter spaces that require
further evaluation. Similar studies are usually difficult if not infeasible to con-
duct with physical phantoms or patients since those designs are limited to a
modest number of images. In addition, physical phantoms can lack realism
or variation, and some studies could put patients at risk (e.g., x-ray exposure).
Most existing model observers are designed to detect at most one abnor-
mality [61]. Previous model observers for detecting multiple signals rely heav-
ily on unrealistic assumptions. For example, Popescu [115] derived the signal
specificity function from likelihood ratio tests for detecting multiple signals,
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but under the assumption that the scores for the signals and noise features were
independent and stationary. Banerjee et al. [7] used a visual search human-
model observer for a multitarget tumor localization task, but the channelized
non-pre-whitening discriminant in the analysis stage of the model assumed
that background was known exactly. Such assumptions are rarely satisfied in
real medical images. For example, studies (e.g., [110, 87, 120]) have shown
that local breast density differs significantly across breast subregions, and the
distribution of radiodense breast tissue is spatially autocorrelated. Thus, it is
critical for model observers to account for these factors. This would facilitate
assessment and optimization of image quality for improving human readers’
interpretation of cases with potential multiple abnormalities.
Multifocal (MF) breast cancer is commonly defined as two or more tu-
mor foci within a single breast quadrant. Similarly, multicentric (MC) breast
cancer is defined as two or more tumor foci within different quadrants of the
same breast. The prevalence of MF and MC breast cancers (MFMC) has been
reported to range from 9% to 75%, due to a lack of consistent assessment
methods [167, 95, 39]. In the largest study of 8,935 breast cancer patients
[155], the disease incidence was 20.8% (79.2% of the patients had a unifocal
disease, 15.6% had MF tumors, and 5.2% had MC tumors). MFMC can re-
sult from intra-mammary spread from a single primary tumor, or multiple
synchronous primary tumors with inter-tumoral heterogeneity [41, 3, 91]. A
diagnosis of MFMC significantly impacts treatment planning. For instance,
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patients with MFMC are more likely to undergo mastectomy (i.e., the whole
breast removed) than breast-conserving therapy (i.e., only the tumor and some
surrounding tissue removed). Though the impact of MFMC on prognosis is
still an ongoing controversy, MFMC is generally more aggressive than unifocal
breast cancer (e.g., higher recurrence and metastatic rate [167, 95, 155]). It is
desirable to locate all of the lesions in the breast prior to the commencement
of treatment as the objective is to remove all of them at the same time.
Detecting multiple breast tumors is challenging as MFMC breast can-
cers are relatively uncommon, and the number and location of tumors isn’t
known a priori. The prevalence of tumors also varies across breast regions
(e.g., almost half of breast cancers are detected in the upper outer quadrant
of the breast [80]). It is usually the case that the more conspicuous lesion is
found first, and so finding the second lesion is more difficult as it will probably
be smaller or in other ways less obvious. Cytology studies (e.g., [20, 43, 88])
have shown that the prevalence, and conspicuity of a particular type of tar-
gets may lead to missing subtle, smaller targets. Fleck et al. [53] showed
in a multi-target search study that readers missed low-contrast targets more
often when a high-contrast target was detected than on trials in which the low-
contrast target was presented alone. Additional factors, such as bias about the
expected number of tumors [53], satisfaction of search (i.e., detection of one
target makes detection of subsequent targets less likely)[13, 125, 12], may also
impact the process of finding the second tumor. Women with breast cancers
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often undergo magnetic resonance imaging (MRI) to check for the presence of
additional foci of disease that may be occult on mammography. While MRI
is very sensitive for detecting MFMC, it has low specificity (37%− 86% [82]).
Thus, pre-operative MRI can lead to additional breast imaging, additional
breast biopsies, and/or overtreatment, e.g., false-positive findings can result
in women undergoing mastectomy rather than breast conserving therapy.
DBT may improve the diagnosis of MFMC. DBT is a new 3D mammog-
raphy, first approved by US Food and Drug Administration in 2011, formed by
sweeping an x-ray beam in an arc over a limited angular range [127]. A series of
low-dose projection images (usually 9-30) are acquired at different angles, and
then reconstructed into a stack of 2D slices by shifting and adding the individ-
ual projections [127, 128]. DBT reduces tissue overlap relative to conventional
mammography, and thus has the potential to improve breast cancer detection
(i.e., higher sensitivity), decrease false alarms (i.e., higher specificity), and
more accurately characterize lesions (e.g., [109, 59, 141, 22, 97]). A few clini-
cal studies have suggested that DBT has the potential to improve the detection
of MFMC relative to MRI. For example, Wasserman et al. reported a case in
which multiple foci were occult on MRI, but correctly identified on DBT [144].
These studies suggest that the potential sensitivity of DBT for MFMC may
be equivalent to or higher than that of MRI, although no large comparison
study has been published to date. DBT is expected to have a significantly
higher specificity than MRI because the major cause of false positives on MRI
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(e.g., non-mass enhancement caused by factors such as mastopathic changes,
fibrocystic changes due to hormonal stimulation [92]) is not relevant in x-ray
imaging such as DBT. There are ongoing clinical trials (e.g., TOMODIAG in
France [143]) that aim to investigate the potential of DBT in MFMC diagnosis.
Overall, DBT may offer advantages over MRI in terms of fewer false-positive
findings, lower cost, and better accessibility. In addition, DBT may be a
better alternative than ultrasound when MRI is contraindicated; for example,
Clauser et al. found a 23% increase in detecting additional lesions with second-
look DBT relative to ultrasound [37]. However, prior efforts to optimize DBT
system geometry for image quality only considered unifocal breast cancer sce-
narios (e.g., [127, 119, 66, 57, 130, 50]). DBT system geometries that yield
images, that are informative for the task of detecting unifocal breast cancer,
may not necessarily yield images that are ideally informative for the task of
detecting MFMC. For example, a lesion seen in the specific section of recon-
structed images is in focus, but the out-of-focus blurring of the lesion in the
depth direction may affect the detectability of another lesion, depending on
its size and its distance from the in-focus lesion (e.g., [109, 89]). Lee et al.
[81] also showed that the detectability of small masses on DBT images varied
across different breast regions in both in-plane and depth directions. Such fac-
tors have not been considered in prior optimization efforts with unifocal cases.
Thus, optimizing DBT image quality for the detection of MFMC is important
to enhance the potential clinical value of DBT.
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Different DBT system designs can yield different image characteristics
such as spatial resolution [66, 165], lesion detectability [119, 40, 32], contrast-
to-noise ratios [84] and observers’ preference [57]. There are two key design
choices in image acquisition [127] that we are particularly interested in: 1)
narrow- or wide-arc geometry (i.e., small or large angular span); and 2) a
large or small increment of projection angles. An optimal DBT acquisition ge-
ometry can be obtained by balancing tradeoffs between and interaction effects
of these two factors among many different geometry parameters. For instance,
a larger angular span usually improves the depth perception of the breast, but
it also decreases in-plane spatial resolution (e.g.,[119, 86]). On the other hand,
using a larger number of projection angles improves angular sampling. How-
ever, at a fixed total x-ray exposure and a fixed angular span, it also increases
the amount of quantum noise in the reconstructed images [130]. In addition,
we are interested in the impact of distribution of projection views. Differ-
ent projection-view distributions affect the degrees of in-plane and inter-plane
blurring in opposite ways [84]. Increasing the angular span and the number
of projection angles generally leads to a longer total scan time that may re-
sult in increased motion artifacts [57]. Moreover, considering multiple tumors
for DBT quality assessment raises new questions. For example, as tumors in
MF cases are physically closer to each other than in MC cases, would higher
in-plane resolution lead to higher lesion detectability? Would the anatomical
variations in local breast regions as in MC cases cause less stable detection
performance? These questions remain to be answered.
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1.2 Dissertation Contributions
This dissertation is divided into two parts. The first part of this disser-
tation is focused on the model observer design for detecting multiple abnor-
malities in a single set of images. As described earlier, existing model observers
can typically detect at most one signal, and previous studies involving multi-
ple signals rely heavily on unrealistic assumptions. Moreover, the background
of medical images is usually non-stationary due to the presence of anatom-
ical structures, and such variations across image regions may influence the
observer performance. Hence, our first contribution is a novel model observer
that overcomes these limitations, and addresses multiple-signal detection tasks
[151, 150, 152]. Without prior knowledge of image backgrounds and signals,
our multi-signal model observer not only incorporates interactions among sig-
nals, but also accounts for variations in local anatomical background by ad-
justing the decision-making rule accordingly. We develop and deploy novel
channelization approaches to estimate efficient channels that capture signifi-
cant discriminant image information, such as local background statistics, signal
characteristics,and signal prevalence across locations. The evaluation studies
with synthetic 2D mammograms demonstrate that the model observer is able
to detect multiple breast lesions, making accurate image-level and location-
specific detection decisions. This shows the potential of the model observer
as a broadly applicable tool in medical image quality assessments of realistic
clinical situations. This would greatly facilitate the task-based optimization
of imaging systems.
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The second part of this dissertation is focused on optimizing DBT image
quality for the detection of MFMC breast cancer. The motivation is that with
proper selection of system parameters, DBT may be a less expensive, more
accessible, and more reliable alternative to breast MRI for detecting MFMC.
However, as described earlier, previous DBT system optimization studies are
based on unifocal breast cancer scenarios, and no study has sought to op-
timize DBT for detecting multiple breast tumors, or to investigate how the
presence of more than one tumor would influence DBT system design. Our
first contribution in this part of the dissertation is that we extend our 2D
multi-signal model observer into a 3D model observer that works effectively
with volumetric DBT imaging data [153, 149]. The proposed 3D multi-lesion
(ml) channelized Hotelling observer (CHO) considers 3D DBT reconstructed
image data as a single object to be examined, and makes detection decisions
regarding the presence of lesions upon the overall information from both indi-
vidual slices and their correlations. In the evaluation studies with simulated
DBT images of MFMC cases (i.e., digital breast phantoms with multiple em-
bedded synthetic breast lesions were scanned by a simulated DBT scanner), we
demonstrate that the 3D ml-CHO could achieve high detection performance
with a small number of channels. We also show that incorporating locally
varying anatomical backgrounds and their correlations as in the design of 3D
ml-CHO is beneficial for making multi-lesion detection decisions. Moreover,
our second contribution is that we employ the 3D ml-CHO model observer to
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identify DBT system geometries that are most effective for the detection of
MFMC [153, 148]. We have shown that the consideration of multiple breast
lesions may present distinct challenges to DBT system optimization. We have
demonstrated that DBT system geometries, especially wide-arc geometries
versus narrow-arc geometries, may not be equally effective for detecting MF
or MC lesions. We have also shown that the rank orders of the geometries
for MF and MC cases and for unifocal cases are different. Thus, our model
observer evaluation studies highlight that the optimal geometry of DBT may
vary when the task of clinical interest changes, and a given DBT system geom-
etry may not yield images that are equally informative for detecting MF, MC,
and unifocal breast cancers. Our final contribution is an ongoing human ob-
server study with experienced breast imaging radiologists [147], through which
we will validate the clinical relevance and significance of our model observer
studies. The radiologists perform the mimicking task of MFMC detection by
interpreting simulated DBT images acquired with different imaging geome-
tries. They score each image according to their confidence of the presence of a
lesion at each of the potential lesion locations. It is hypothesized that the rank
ordering of DBT systems by the human observer performance would generally
agree with the performance trends shown in our model observer studies. Over-
all, all these conclusions are significant and constructive because they could
potentially help enhance the clinical values of DBT, and improve cancer man-
agement of MFMC.
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1.3 Dissertation Outline
The remainder of this dissertation is organized as follows. In Chapter
2, we briefly review existing work on model observers and their applications
in medical imaging research. In Chapter 3, we present a novel model observer
for detecting multiple abnormalities in anatomical background images. In
Chapter 4, we present background materials on MFMC breast cancer, and
the potential of DBT in improving the detection of MFMC. In Chapter 5, we
present an extended 3D model observer that detects multiple breast lesions
from volumetric DBT imaging data. Chapter 6 presents a model observer
study in which we identify DBT system geometries that are most effective for
the detection of MFMC. In Chapter 7, we present an ongoing human observer
study with experienced breast imaging radiologists in which we will validate
the clinical relevance of the model observer studies. In Chapter 8, we conclude
this dissertation with pointers to interesting areas for future work.
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Chapter 2
Model Observer in Medical Imaging Research
2.1 Overview
In this chapter, we briefly review the fundamentals of model observers,
and their applications in medical imaging research (Section 2.1). One of the
main objectives of this chapter is to emphasize the limitations of existing model
observers due to their lack of abilities in detecting multiple abnormalities from
a single image set (Section 2.3). Such drawbacks have motivated us to de-
velop a practical multi-signal model observer in this dissertation. Section 2.2
reviews the key aspects of detection tasks in Section 2.2.1, CHO in Section
2.2.2 and 2.2.3, channelization approaches in Section 2.2.4 and extended CHOs
for volumetric imaging data in Section 2.2.5. Moreover, we introduce a num-
ber of frequently used notations that will be used throughout this dissertation.
The objective of medical imaging research is to create imaging sys-
tems and image presentation methods to achieve accurate, safe, timely, and
cost-effective diagnosis and treatment of disease. Accurate interpretation of
medical images is imperative for successful patient treatment. Hence, the
state-of-the-art definition of medical image quality is task-based: how well can
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the information necessary for a given task of clinical interest be extracted from
the images? [61]. Specifically, medical image quality is measured by the aver-
age performance of multiple observers in conducting the task. Clinical tasks
can be roughly grouped into three categories: 1) detection tasks, such as a
task of finding a tumor in the image, 2) estimation tasks, such as a task of
estimating the size and location of a tumor, or 3) classification tasks, such as a
task of classifying detected tumors into benign or malignant. As an invaluable
component of medical image science, task-based image quality assessment is
based on the fundamental idea of using mathematical and statistical theories
to represent the clinical tasks as equations to be solved [11, 9, 10]. There
are four key elements that must be carefully considered when conducting such
task-based assessment in research or applications: a task of clinical interest,
a specification of the population, an appropriate observer, and a figure-of-
merit (FOM) [61]. For instance, the quality of screen mammograms could be
represented by the performance of an observer, either a real radiologist or a
mathematical model, in the well-controlled diagnostic task of making a binary
detection decision regarding the presence of any sign of breast cancer. An
ensemble of mammograms from normal and abnormal patients serves as the
population. The area under a receiver operating characteristics (ROC) curve
is estimated as the FOM.
In the development and evaluation of medical imaging systems, there
are many modality-specific parameters (e.g., projection angular increments in
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DBT) that impact the observer’s ability to extract diagnostic information from
the image. When designing new imaging systems, these parameters must be
adjusted to optimize observer performance. Likewise, when there are proposed
changes to existing image acquisition, processing, and display methods, an as-
sessment regarding the efficacy of the potential innovations is desired. Both
scenarios require a task-based assessment of the image quality. However, it
is expensive in terms of both money and effort to conduct such studies with
human observers (e.g., radiologists), especially when the goal is to study the
effects of multiple variables on image quality. Model observers are widely used
as surrogates in task-based assessments and optimizations of medical image
quality (e.g., [119, 78, 160, 102, 104, 101]). A typical example in imaging
research practice is given by Reiser et al. [119], in which the authors used a
model observer to examine the effects of scan parameters on lesion detectability
on DBT (e.g., with a fixed angular span, detection performance with different
numbers of projection views was ranked). There are a large number of such
applications of model observers in both hardware and software system opti-
mization. Different designs of model observer may be desirable for these two
general purposes. For hardware optimization (e.g., investigating how different
system parameters affect tumor detection in the presence of noise), a model
observer that extracts as much statistical information as possible from the
images is needed (e.g., [2, 58]); while for software system optimization (e.g.,
comparing image rendering algorithms), a model observer that predicts human
observer performance when given the task of interest in a consistent manner
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is needed (e.g., [133, 142, 33]).
2.2 Channelized Hotellling Observer
2.2.1 Binary Detection Task
In a binary detection task, there are two possible hypotheses for a
given image: signal present (e.g. tumor present) or signal absent (e.g. normal
tissue). Mathematically, if we denote s as the signal to be detected, b as the
noise-less image background, and n as the measurement of noise in the image,
the image data g under the signal-present H1 and signal-absent H0 hypotheses
are given by:
H0 : g = b + n,
H1 : g = b + n + s,
A task is called a signal-known-exactly task if the signal s is known
exactly. Similarly, there are signal-known-statistically, background-known-
exactly and background-known-statistically tasks.
2.2.2 Hotelling Observer
A linear observer applies a linear template w to an image data vector
g to obtain the value of a scalar test statistic t:
t = w′g
The values of the test statistic t determines whether the hypothesis H0 or H1
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are more likely to be true: the larger t is, the higher the probability of signal-
present. The signal-to-noise ratio (SNR) is often used as a FOM to assess
the ability of a linear observer in differentiate between classes of images [25],
where SNR is defined as:
SNR =
< S >H1 − < S >H0√
1
2
(σ2H0 + σ
2
H1
)
where < S >Hi (i = 0, 1) is the mean of the decision variable under H1 or H0,
and σ2Hi(i = 0, 1) is the variance of the decision variable under Hi.
The Hotelling observer (HO) is the optimal linear observer in terms of
maximizing SNR [61]. The basic idea is to use the mean and covariance of
image data in its decision strategy to classifying the two classes. Its decision
template wHO is computed:
wHO = K
−1
g gs
where gs is the mean difference signal, and Kg the average covariance matrix
of signal-present and signal-absent images [25, 114]. It is a common practice
to use separate datasets to train and test the HO.
2.2.3 Channelized Hotelling Observer
Due to the high dimensionality of image data, the computational bur-
den of calculating the covariance matrix and its inverse is extremely high.
Channelization is one of the most widely used approaches to solve this prob-
lem, and the resulting model observer is called channelized Hotellling observer
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(CHO) [61]. A channelized image U can be represented as:
U = Tg
where g is the image with or without the signal, T is an Nc × Np matrix
that represents a set of carefully designed channels for extracting relevant
image information, and U is an Nc×1 channelized image. Nc is the number of
channels used to reduce the dimension of the image data and Np is the original
dimension of the image data. Generally, Nc is much less, even several orders of
magnitude less than Np. The scalar test statistic t of the linear discriminant
is in the form of:
t(U) = wTUU
where wU is the data space template in the form of:
wU = K
−1
U Us,
Us = U1 −U0, Uj = E[U|Hj], j = 0, 1
KU =
1
2
[KU,0 + KU,1],KU,j = E[(U−Uj)(U−Uj)T |Hj], j = 0, 1
Here, Us is the mean difference channelized signal, and KU the average covari-
ance matrix of signal-present and signal-absent channelized images [25, 114].
There are two main categories of channels: anthropomorphic and ef-
ficient, where anthropomorphic channels are derived from the characteristics
of human visual system, and efficient channels are called efficient when the
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channelized observer (e.g., CHO) approximates the performance of the corre-
sponding unconstrained observer (e.g., HO) [61].
(i). Anthropomorphic channels: There are a large number of anthropo-
morphic channel designs (e.g., difference-of-Gaussians channels [1], Ga-
bor channels [162]) that have been shown to be highly correlated with
human observer performance. Spatial-frequency selective mechanism is
one of the most commonly modeled characteristics, as human visual sys-
tem is selectively sensitive to various ranges of spatial frequencies [123].
(ii). Efficient channels: Efficient channels are mainly used to estimate the
unconstrained observer performance while reducing the image data di-
mension with as few channels as possible [61]. Factors such as physics of
the imaging system, signal and background data statistics should be in-
corporated when designing a set of efficient channels for the given task.
Practically, a finite number of basis functions are often chosen from
a complete set of basis functions to approximately describe the high-
dimensional matrices (e.g., an image ensemble [154], an HO template
[54]). This could help remove redundant information in the images, es-
pecially when the information is not relevant to the task. Some of the
widely used efficient channel design include Laguerre-Gauss (LG) chan-
nels [54], partial least squares (PLS) channels [154], and singular vectors
(SV) channels [106].
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2.2.4 Choosing Efficient Channels
In this dissertation, we are particularly interested in efficient channels
that consider signal and background data statistics in the task. Among pos-
sible choices for channelization, we describe two sets of the most promising
efficient channels (i.e.,LG channels and PLS channels) as well as their advan-
tages and disadvantages.
(i). Laguerre-Gauss channels [54]: LG channels,as the product of La-
guerre polynomials and Gaussian function, are often used in task-based
assessments of medical image quality (e.g., [32, 158]). One key advantage
of LG channels is that LG channels are based on an analytical expression,
so the quality of LG channels is independent of the number of available
training samples [61]. To make LG channels efficient for the CHO, it is
important to adjust the parameters of LG channels, including the Gaus-
sian width and the number of LG channels to be used. Prior studies
have shown that the Gaussian width need to be large enough to cover
the speared of the signal [54, 103, 160] and the optimal number of LG
channels varies as the background and signal statistics changes [61, 154].
However, LG channels only work well with rotationally symmetric sig-
nals (e.g., circular Gaussian functions) because they naturally formulate
an orthornamal basis for rotationally symmetric square-integrable func-
tions (i.e., the correlation structure of the background has no preferred
orientation) [61].
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(ii). Partial least squares channels [154]: PLS channels have been shown
to effectively extract relevant information for signal detection tasks and
approach the performance of an ideal observer (e.g., [161, 107, 101]). The
idea of the PLS approach is to seek a small set of channels that maximize
the covariance between the image data and the decisions/truth labels
[154]. As PLS channels are estimated directly from the images (without
prior knowledge of the background or the signals), they are adaptive
to complex image backgrounds and signal statistics. This is one of the
main advantages of PLS channels over other choices of efficient channels.
However, the quality of PLS channels highly depends on the number of
available channel training images [154].
2.2.5 CHO for Volumetric Imaging Data
Given the increasing use of consecutive cross-sectional medical imag-
ing modalities in clinical practice (e.g., computed tomography (CT), DBT),
advanced multi-dimensional CHO models have been recently developed, and
applied to imaging research. For example, Platisa et al. [114] compared three
designs of multi-slice CHO, and a volumetric CHO for the task of detecting
3D signals in volumetric images. Park et al. [104] developed a 3D-projection
HO that incorporated spatial correlation between the angular projections of a
DBT scan through concatenating different angular projections. Kim et al. [72]
showed that a volumetric CHO using 3D channels significantly outperformed
2D CHO observers in detecting tumors from the whole-body PET imaging.
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Chen et al. [35] proposed a volumetric CHO design that first uses a 2D CHO
for each slice and each view of simulated SPECT myocardial images, then
integrates all the resulting test statistics for the final test statistics. The key
difference among these extensions of CHO models is how the models integrate
information from multiple slices of the volumetric imaging data, and how the
overall information is used to make a detection decision.
2.3 Lack of Multi-Signal Model Observer
Most existing model observers are designed to detect at most one ab-
normality [61]. However, in clinical practice, there may be multiple abnormal-
ities in a single set of images (e.g., MFMC breast cancer, multiple pulmonary
nodules in chest CT scans), and the presence of more than one abnormality
can have a significant clinical impact on treatment planning. For instance,
patients with MFMC breast cancer are more likely to undergo mastectomy
rather than breast conservation therapy [95]. Detecting multiple abnormal-
ities is challenging as the prevalence of abnormalities can vary substantially
across image regions (e.g., almost half of breast cancers are detected in the up-
per outer quadrant of the breast [80]), and human observers do not know the
number or location of abnormalities a priori. New imaging techniques, such as
DBT, have the potential to improve multiple-signal detection. For example,
Wasserman et al. [144] reported a case in which multiple foci carcinomas were
occult on breast MRI, but correctly identified on DBT. Thus, it is essential to
develop a practical model observer for detecting multiple abnormalities in the
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same image set.
Previous model observers for detecting multiple signals rely heavily on
unrealistic assumptions. For example, Popescu [115] derived the signal speci-
ficity function from likelihood ratio tests for detecting multiple signals, but
under the assumption that the scores for the signals and noise features were
independent and stationary. Banerjee et al. [7] used a visual search human-
model observer for a multitarget tumor localization task, but the channelized
non-pre-whitening discriminant in the analysis stage of the model assumed
that background was known exactly. Such assumptions are rarely satisfied in
real medical images. For example, studies (e.g., [110, 87, 120]) have shown
that local breast density differs significantly across breast subregions, and the
distribution of radiodense breast tissue is spatially autocorrelated. Thus, it is
critical for model observers to account for these factors. This would facilitate
assessment and optimization of image quality for improving human readers’
interpretation of cases with potential multiple abnormalities.
In the next chapter, we present a novel model observer for detecting
multiple abnormalities in anatomical background images. Our multi-signal
model observer is designed to overcome the aforementioned limitations of ex-
isting model observers. Simulation studies with synthetic mammograms are
present to demonstrate the potential values of the multi-signal model observer
in medical imaging research.
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Chapter 3
Multi-signal Model Observer
3.1 Introduction
In this chapter, we present a novel model observer for detecting multiple
abnormalities in anatomical background images 1,2,3. The model observer is
designed to perform a multiple-signal detection task, making both image-level
decisions (i.e., at-least-one signal-present versus signal-absent) and location-
specific decisions (i.e., how many signals are present at the given possible signal
locations). Novel implementations of PLS and LG have been developed to es-
timate different sets of efficient channels that potentially help approximate
the performance of ideal observers. The PLS channels capture interactions
1Gezheng Wen, Mia K. Markey, and Subok Park. Model observer design for detecting
multiple abnormalities in anatomical background images. SPIE Medical Imaging, 9787:
97870S, 2016. (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey and Subok Park helped with
the study design and manuscript revisions.)
2Gezheng Wen, Mia K. Markey, and Subok Park. Influence of local anatomical vari-
ations on detection of multifocal and multicentric breast cancer. Medical Physics, 43(6):
3817, 2016. (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey and Subok Park helped with
the study design and manuscript revisions.)
3Gezheng Wen, Mia K. Markey, and Subok Park. Model observer design for multi-
signal detection in the presence of anatomical noise. Physics in Medicine and Biology, 62(4):
1396, 2017. (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey and Subok Park helped with
the study design and manuscript revisions.)
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between signals and the background that provide discriminant image informa-
tion. Linear decision templates are employed for generating both image-level
and location-specific decision variables regarding the presence of signals. Sim-
ulation studies with synthetic 2D mammograms and two sets of lesions were
conducted to evaluate the model observer in terms of the accuracy of making
detection decisions, efficiency in the number of channels needed, and robust-
ness with respect to variations in image backgrounds. In the preliminary ver-
sions of this study presented and published in the proceedings of SPIE Medical
Imaging 2016 [151], and AAPM Annual Meeting 2016 [150], we presented the
initial design of the model observers, and an evaluation study with synthetic
MF cases and circular Gaussian signals. In the extended journal manuscript
published in Physics in Medicine and Biology [152] in 2017, we further ex-
plored the generality of the model observers, focusing on synthetic MC cases
in which local background statistics are different across possible signal loca-
tions. The evaluation results highlight performance with realistically shaped
signals. In all these three works, Gezheng Wen developed the methods, per-
formed the analysis, and prepared the manuscript. Mia K. Markey and Subok
Park helped with the study designs and manuscript revisions.
This chapter is organized as follows: Section 3.2.1 briefly summarizes
the multi-signal detection task to be performed by the model observer; Sec-
tion 3.2.2 presents the simulated image dataset; Section 3.2.3 to Section 3.2.6
describes the model observer design, and Section 3.2.7 covers the FOMs for
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evaluating the model observer.
3.2 Materials and Methods
3.2.1 Multi-signal Detection Task
There were three key assumptions on images and signals: 1) One or
more signals may be present in an image; 2) There were a finite/small number
of possible, pre-defined signal locations; 3) The prevalence of signals varied
across the signal locations. The number of signal locations in Assumption 2
is carefully chosen to reflect the average number of localized areas that hu-
man observers may pay more attention to during visual search of the images
(e.g., [76, 75, 77, 62]). For example, Nodine et al. [96] showed that during
holistic search of a mammogram, there were four regions of attention on which
radiologists spent more than 1000 milliseconds of dwell time. These regions
overlapped with the suspicious locations, from which the positive findings of
breast cancer were reported.
The task of the model observer is to perform a multiple-signal detection task
and make:
(i). Image-level decision: An image is called signal-present if there is at least
one signal whereas an image is called signal-absent if there is no signal.
H0 : g = b + n
H1 : g = b + n + s
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Table 3.1: Notation of image data and response
Notation Dimension Comments
N scalar Number of images
Np scalar Number of pixels in each image
Nl scalar Number of possible signal locations
X Np ×N Image data
YL Nl ×N Location-specific truth labels
YI 1×N Image-level truth labels
where g is image data, b is image background, n is the noise, s is the
signal(s) to be detected, and Hi(i = 0, 1) are signal-absent and signal-
present hypotheses, respectively.
(ii). Location-specific decision: For each possible signal location, a binary
decision on signal presence is made.
H0(j) : g = b + n
H1(j) : g = b + n + sj, j = 1, 2, ...Nl
where sj(j = 1, 2, , Nl) is the signal to be detected at the j
th signal loca-
tion, and Hi(j)(i = 0, 1) are signal-absent and signal-present hypotheses,
respectively.
Table 3.1 summarizes the notation used in the study. The image dataset has
a total of N images, and each image has a total of Np pixels. Each column of
the image data matrix X represents one image, and each column of response
YL is the location-specific truth labels of the image. YI is the image-level
truth label, and it is derived from YL (i.e., YI is 1 if at least one element of
YL in the same column is 1; otherwise, YI is 0),
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Figure 3.1: (a) Illustration of MFMC breast cancer (red dots indicating the
tumors), and the breast is divided into 4 quadrants. (b) Illustration of signal
locations and their corresponding prevalence. (c) Signal-only image shows the
four pre-defined signal locations with circular Gaussian signals. (d) Signal-
only images with four irregular shaped signals that mimic real lesions. The
degree of irregularity is 3, 5, 8 and 10, respectively.
3.2.2 Image Dataset
3.2.2.1 Image background
Clustered lumpy backgrounds (CLB) are commonly used in model ob-
servers studies to generate synthetic mammograms (e.g., [16, 28, 5]). By sum-
ming over sets of randomly positioned lumps centered around randomly posi-
tioned clusters [16], we simulated a dataset of CLB using Matlab (Math-
Works, Natick, MA). We assumed that Nl was 4, which mimics the fact
that radiologists usually report the location of a detected lesion using the
breast quadrant notation (i.e., lower inner quadrant, lower outer quadrant,
upper inner quadrant, upper outer quadrant) [131]. The signal locations
were sampled from a prevalence distribution: {ROI1(lower inner quadrant),
ROI2(lower outer quadrant), ROI3(upper inner quadrant), ROI4(upper outer
quadrant)} = { 1
12
, 2
12
, 4
12
, 5
12
} (Figure 3.1(b)). The distribution was chosen to
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mimic the typical incidence of breast lesions detected in different breast regions
(e.g., [80, 100, 15]). For example, primary tumor sites of 305,443 patients by
breast quadrant was {8.7%, 13.7%, 22.6%, 55%} [8].
(i). For multifocality, only one breast quadrant is involved, and the distance
between tumors is usually less than or equal to 5 cm [95](Figure 3.1(a)).
Given the close proximity of the signals, we assume that the regions of
interest (ROIs) containing each signal location have similar background
characteristics (e.g., local breast density, spatial correlations among the
breast tissues). A sufficiently large ROI, covering all 4 possible signal
locations, was directly extracted from a single run of CLB simulation as a
synthetic multifocal case (Table 3.2). We used power law coefficient β of
anatomical noise power spectrum (NPS) [34, 90] and spatial covariance
K of image background to describe the variations of the image texture in
both frequency and spatial domains. Previous studies (e.g., [34, 79, 118])
show that β increases with larger fraction of fibroglandular tissue, and
K complements β by depicting the distribution of linear structures (e.g.,
ducts, vessels lead to highly-correlated points that show as lines in K).
(ii). For multicentricity, two or more quadrants are involved, and tumors
are more physically separated (Figure 3.1(a)). The ROIs representing
each signal location tend to have different local background statistics
[110, 120, 87]. To generate synthetic multicentric cases, we varied the
parameters of CLB simulations, and extracted 4 ROI ensembles that
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Table 3.2: CLB parameters: K¯ is the mean number of clusters, N¯ is the mean
number of blobs in each cluster, Lx and Ly are the characteristic lengths in x
and y direction, a, b and σφ are adjustable coefficients. The ratio of
Lx
Ly
, and
the value of b has a small effect on the slope of NPS (i.e., β), while the value
of a has a direct impact on the slope: the larger a, the smaller the slope. They
are set to control the degree of fibrous appearance of the image.
cases K¯ N¯ Lx Ly a b σφ
multifocal 150 20 5 2 2.1 0.5 12
multicentric
ROI1 80 10 4 4 2.5 0.5 10.5
ROI2 100 12 3 6 2.3 0.5 11
ROI3 125 15 4 3 2.3 0.5 11.5
ROI4 150 20 5 2 2.1 0.5 12
differ in β and K (Figure 3.2(a)-(d)). The spatial distributions of pixel
intensity within each of the ROIs, and the correlations between the pix-
els were noticeably different. Among the ROIs, ROI 1 had the short-
est correlation length, but the largest variation in intensity along the
dominant direction of intensity changing, while ROI 4 had the most
smoothly-distributed intensity, but the longest and strongest correla-
tions. ROI 2 and 3 were in between, closer to ROI 1 and 4, respectively
(Figure 3.3). The parameters (Table 3.2) were chosen to mimic the typ-
ical appearances of mammograms, ranging from fatty to dense breasts
regions.
3.2.2.2 Synthetic breast lesions
We simulated two types of signals as the lesions: 1) circular Gaussian
signals (Figure 3.1(c)), and 2) signals of realistic shapes (i.e., oval, lobulated,
and irregular) (Figure 3.1(d)). For the second set, we controlled the degree
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of irregularity, Ndeg, in signal shapes by adding Ndeg randomly weighted sinu-
soidal waves. The waves were of frequency 1 to Ndeg with random phases in
polar coordinates. Then we blurred the signals in Cartesian coordinates with
circular Gaussian masks. The contrast of the signals was set at approximately
10% relative to the mean background (i.e., the area under the receiver oper-
ating characteristic curve for an ideal observer to detect a single signal would
be slightly higher than 0.80 [145]). The number of synthetic lesions (signals)
in each image was sampled from a Poisson distribution, with a mean of 1. For
the negligible probability (0.0037) that the number of signals was over 4, we
treated these cases as 4-signals present. This truncated Poisson distribution
was similar to the typical distribution of the number of tumors detected in
patients with breast cancer [39]. As a result, each signal-present image has
one or more signals present, and each signal is at a randomly assigned location
chosen from the four pre-defined signal locations.
We simplified the problem by applying the model only to extracted
ROIs, as prior research (e.g., [113, 114, 25]) has shown that carefully chosen
ROIs reflect the relevant statistical properties of the images that are used for
detecting signals. Each dataset included 15000 images with the resolution of
96 × 96 pixels: 10000 images for training the model observer, and the other
5000 as the testing set for evaluations.
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Figure 3.2: (a) Example multicentric case with 4 ROIs generated from 4 dif-
ferent runs of CLB simulations: each ROI is of size 48 × 48 pixels and the
image is of size 96 × 96 pixels; (b) the NPS of the four ROIs; (c) Covariance
between the center pixel (24, 24) and all the pixels of ROI as a function of the
distance between the two pixels; (d) spatial correlations between the pixels
within the four ROIs. It can be observed that the ROIs differ in local back-
ground statistics in terms of density β and spatial covariance K. For example,
ROI1 had the lowest β of 3.46, while ROI4 had the highest β of 3.88. K of
ROI4 had relatively large (purple curve in (c)) and spread-out off-diagonal el-
ements (yellowish regions in (d)). K of ROI1 was rather concentrated around
the diagonal.
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Figure 3.3: Normalized mean pixel intensity of ROIs with the correlation be-
tween the pixel (24, 24) and other pixels as the colormap. It can be observed
that among the ROIs, ROI 1 had the shortest correlation length, but the
largest variation in intensity along the dominant direction of intensity chang-
ing, while ROI 4 had the most smoothly-distributed intensity, but the longest
and strongest correlations.
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3.2.3 Partial Least Squares Channels
The Hotelling observer, the optimal linear observer that maximizes the
SNR, uses the mean and covariance of the image data to obtain a scalar test
statistic as the decision variable [11]. Channelization is commonly used to
reduce the high dimensionality of medical imaging data to make the problem
solvable (e.g., [101, 114, 54, 107]). For this study, we are particularly interested
in efficient channels that consider signal and background data statistics in the
task. Among possible choices for channelization, PLS channels have been
shown to effectively extract relevant information for signal detection tasks and
approach the performance of an ideal observer (e.g., [154, 101, 107, 161]), in-
dicating potential to accurately estimate the trend of observer performance
for the multi-signal detection task being investigated. The idea of the PLS
approach is to seek a small set of channels T that maximize the covariance
between the image X and the decisions/truth labels Y [154]. As PLS chan-
nels are estimated directly from the images (without prior knowledge of the
background or the signals), they are adaptive to complex image backgrounds
and signal statistics. This is one of the main advantages of PLS channels
over other choices of efficient channels (e.g., LG channels only work with well
defined rotationally symmetric signals such as Gaussian functions can model
[61]).
SIMPLS is an implementation of PLS that works well with both uni-
variate label YI and multivariate label YL [42]. We adapt SIMPLS to de-
33
Algorithm 1 PLS channel generation
1: X0 = X− X¯; X0 = X′0
2: Y0 = Y − Y¯; Y0 = Y′0
3: S = X′0Y0
4: for i = 1, 2, ..., Nc do
5: compute ri: the dominant eigenvector of SVD of S
6: ti = X0ri
7: ti =
ti
||ti||
8: Ti =
ri
||ti||
9: vi = X0ti
10: for j=1,2,...i-1 do
11: vj = V{j}
12: vi = vi − (v′jvi)vj
13: end for
14: vi =
vi
||vi||
15: store vi into V as the i
th column: V{i} = vi
16: S = S− vi(v′iS)
17: S = S−V{1:i}(V′{1:i}S)
18: end for
velop a function, denoted as PLS, for generating PLS channels that are good
candidates as potentially highly efficient in terms of approximating the per-
formance of ideal observers in multiple-signal detection task [151]. The de-
tails of PLS are listed in Algorithm 1. With different input truth label Y
(i.e., image-level label YI, location-specific label YL and single-location label
YL(j), j = 1, 2, .., Nl), three sets of PLS channels (i.e., image-level channels
Timg, location-level channels Tloc, and single-location channels Tone loc) are
generated (Table 3.3). Example sets of the trained PLS channels with circular
Gaussian signals are shown in Figure 3.4. It can be observed that:
(i). Signal contrasts in Timg (Figure 3.4(a)) reflect signal prevalence at dif-
ferent locations.
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Table 3.3: Notation of PLS channels
Notation Dimension Comments
Timg Np ×Nc Timg = PLS(X,YI)
Tloc Np ×Nc Tloc = PLS(X,YL)
Tone loc Np ×Nc ×Nl For j = 1, 2, ..., Nl, Tone loc{j} = PLS(X,YL(j))
(ii). Tloc (Figure 3.4(b)) captures both signal prevalence and interactions be-
tween signal locations, which can be used as the common set of channels
to generate both image-level and location-specific decisions.
(iii). Tone loc (Figure 3.4(c)) is specific to one particular signal location, and
it does not incorporate the spatial correlations between the signals and
backgrounds.
Note that Tloc is of particular interest as it can be used to generate both image-
level and location-specific decisions, and it is universal to all possible signal
locations. This also leads to a key advantage of Tloc over Tone loc, because the
model observer with Tloc only uses
1
Nl
times the total number of channels used
with Tone loc.
3.2.4 Laguerre Gauss Channels
The model observer with the modified LG channels served as the bench-
mark. LG channels [54], the product of Laguerre polynomials and Gaussian
functions, are often used in task-based assessments of medical image quality
(e.g., [158, 32]). One advantage of LG channels is that LG channels are based
on an analytical expression, so the quality of LG channels is independent of
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the number of available training samples [61]. Inspired by the counterpart
PLS channels, we constructed three sets of modified LG channels. The width
parameter of the symmetric LG channels was chosen to fit the spread of signals
and correlation length of CLB [160, 54]..
(i). Timg: Four sets of LG channels centered at four signal locations were
added together then normalized as Timg (Figure 3.4(d)).
(ii). Tloc: Given Nl = 4 and at most one signal presents at each of the
locations, there were a total of 15 possible scenarios of signal-presence in
the image (i.e., 4 scenarios with one signal, 6 scenarios with two signals,
4 scenarios with three signals, 1 scenario with all four signals). We first
sorted the empirical probability p that each possible scenario occurred in
the training set. For each scenario with p > 0.025, we added LG channels
centered at each of the signal-present locations. Starting with 0th-order
LG channels, we looped over all scenarios, in the descending order of p,
before repeating the steps with 1st-order LG channels. An orthonormal
set of channels was extracted as the final Tloc by orthonormalization
(Figure 3.4(e)).
(iii). Tone loc: A set of LG channels centered at the j
th(j = 1, 2, , Nl) signal
location was denoted as Tone loc{j} (Figure 3.4(f)).
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(a) PLS Timg (b) PLS Tloc (c) PLS Tone loc{1}
(d) LG Timg (e) LG Tloc (f) LG Tone loc{1}
Figure 3.4: (a)-(c): First 25 PLS channels of Timg, Tloc, Tone loc{1}. (d)-(f):
First 25 LG channels Timg, Tloc, Tone loc{1}. For each subfigure, 1st row shows
the 1st (left) to 5th (right) channel, 2nd row shows the 6th (left) to 10th (right)
channel and etc.
3.2.5 wCHO Template
A linear discriminant is commonly used to separate two classes of ob-
jects [61]. Generally, the wCHO template w for computing a linear discriminant
is obtained by:
w = K−1V V¯ (3.1)
where V = TTX (T indicates transpose) is channelized image; V¯ = V¯1 − V¯0
is mean channelized signal(s); and KV =
1
2
(KV1 + KV0) is mean covariance
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Table 3.4: Notation of wCHO templates
Notation Dimension Comments
wIimg Nc × 1 wIimg = CHOtemp(Timg,X,YI)
wIloc Nc × 1 wIloc = CHOtemp(Tloc,X,YI)
wLloc Nc ×Nl wLloc = CHOtemp(Tloc,X,YL)
wLone loc Nc ×Nl For j = 1,..,Nl,wLone loc(j) =
CHOtemp(Tone loc{j},X,YL(j))
matrix of V1 and V0. With three sets of T, V are classified into V1 and V0
differently based on decisions of interest (i.e., YI or YL):
(i). For wIimg and w
I
loc, V1 are the columns of V that the corresponding
element of YI is 1 (i.e., the images with at least one signal), and V0 are
the columns that YI is 0.
(ii). For wLloc(j) and w
L
one loc(j), V1(j) are the columns that Y
L(j) is 1, and
V0(j) are the columns that Y
L(j) is 0, where j = 1, 2, .., Nl
Hence, CHOtemp as a function of T, X and Y trains four different sets of
w, shown in Table 3.4.
3.2.6 Decision Variables
Decision variables S for making detection decisions are computed: S =
wT (TTX). The higher the score is, the more likely the signal is present.
Specifically, with four different combinations of T and w, we have four sets of
decision variables for each image:
(i). SIimg = (w
I
img)
T (TTimgX)
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(ii). SIloc = (w
I
loc)
T (TTlocX)
(iii). SLloc = (w
L
loc)
T (TTlocX)
(iv). SLone loc = (w
L
one loc)
T (TTone locX)
For each image, SIimg and S
I
loc are scalars, representing image-level scores for
making image-level decisions. SLloc and S
L
one loc are vectors of Nl scores, rep-
resenting location-specific scores for making both image-level and location-
specific decisions. One extra step was used to convert SLloc and S
L
one loc into
scalar image-level scores, denoted as SIloc and S
I
one loc, respectively. The idea
was to apply a second-stage linear decision template [114]: SI = (wI)TSL,
where wI = K−1S S¯; S¯ = S¯1 − S¯0 is mean difference in S under signal-present
and signal-absent hypotheses; KS =
1
2
(KS1 + SV0) is mean covariance of S.
SL can be either SLloc or S
L
one loc.
3.2.7 Evaluations
3.2.7.1 Figure of merit
For image-level decisions, SNR was computed to quantify the ability
of the model observer in making binary decisions [61]. SNR is defined as:
SNR =
<S>H1−<S>H0√
1
2
(σ2H0
+σ2H1
)
, where < S >Hi (i = 0, 1) and σ
2
Hi
(i = 0, 1) is the mean
and variance of S under signal-present (H1) or signal-absent hypothesis (H0),
respectively. Corresponding receiver operating characteristics (ROC) curves
were also plotted to provide additional information for assessing image-level
detection performance.
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For location-specific decisions, location-specific SNRs were computed
to assess the accuracy of the model observer at each of the signal locations.
Moreover, an alternative free-response receiver operating characteristics curve
(AFROC) [30] was plotted. AFROC is befitting here as we assume that there
is no additional penalty for more than one false positive mark in a signal-absent
case [157]. A corrected localized signal was counted if the decision score at
a signal location was above the detection threshold, and a signal was indeed
present at that particular location. One false positive image was counted if
any of the four locations was a false positive, where a false positive was defined
as the score at a signal location was above the threshold, but no signal was
present at that location. The area under the curve (AUCAFROC) in the range
of [0, 1] was estimated as the FOM [30].
3.2.7.2 Benchmark single-signal CHOs
Two existing CHO models originally built for single-signal detections
were extended as the benchmark for multi-signal detection tasks. The two
models both used a two-stage design [114], but differed in the first stage for
computing ROI-specific scores: Model 1 only trained one CHO by mixing
all the four ROIs together, while Model 2 treated each ROI ensemble as one
dataset, and trained four CHOs separately (i.e., one set of PLS channels and
CHO template for each of the four ROIs). Hence, none of the sets of PLS
channels captured the interactions among the ROIs. The second stage of
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both Model 1 and 2 trained a CHO to convert ROI-specific scores into image-
level scores. We denoted the multi-signal model observers using PLS Tloc and
Tone loc channels as Model 3 and 4, respectively. Unlike Model 1 and 2, they
assess the entire image altogether and incorporate the interactions among local
statistics of the ROIs.
3.3 Results
In the pilot study [151], we have shown that for multifocal cases, the
model observers with a small number of channels could reliably detect multiple
circular Gaussian signals and their locations. In another pilot study [150], we
have shown that local anatomic variations may significantly affect the detec-
tion of multiple breast lesions on mammogram. In the extended study [152],
we further assess the efficacy of the model observers with the realism of signals
and complexity of background statistics. This section highlights the evaluation
results reported in [152], and is organized as follows: Section 3.3.1 reports the
FOM results with synthetic multicentric cases and irregularly shaped signals.
Section 3.3.2 shows the benefits of incorporating multi-location interactions.
Section 3.3.3 studies the impact of sample size on the model observer per-
formance. Counterpart results with circular Gaussian signals in multicentric
cases are summarized in Appendix A.2.
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Figure 3.5: (a) Image-level SNR: PLS (Tloc,w
I
loc); (b) AUCAFROC: PLS
(Tloc,w
L
loc); (c) Location-specific SNRs: PLS (Tloc,w
L
loc). These results show
that the model observers were able to perform the multi-signal detection tasks
with accuracy.
3.3.1 Results with Signals of Realistic Shapes
The FOM results validate that the model observers are able to perform
the multi-signal detection tasks with accuracy. For illustration, Figure 3.5
shows the FOMs with PLS Tloc channels as a function of Nc. With a larger
Nc, the image-level SNR (Figure 3.5(a)), AUCAFROC (Figure 3.5(b)), and the
location-specific SNRs (Figure 3.5(c)) all increased, and finally reached per-
formance plateaus when Nc is sufficiently large (e.g., AUCAFROC is close to 1
when Nc = 40 in Figure 3.5(b)). Similar but not exactly same performance
trends are observed with the other designs of the model observer (i.e., PLS
Timg channels, PLS Tone loc channels, LG channels) (Appendix A.1 Figure
A.1). The similarities and differences will be discussed in detail next.
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(a) PLS Timg (b) PLS Tloc
Figure 3.6: (a)-(b) shows the first 25 PLS channels of Timg, Tloc in multicen-
tric cases with realistic signals.The channels captured signal characteristics at
different locations.
3.3.1.1 PLS channels versus LG channels
The three sets of PLS channels (e.g., Timg in Figure 3.6(a), Tloc in Fig-
ure 3.6(b)) captured signal characteristics (e.g., shapes) at different locations,
while the counterpart LG channels (Figure 3.4(d)-(e)) failed to adapt to the
signals. Thus, the model observers with PLS channels significantly outper-
formed those with LG channels (e.g., image-level SNR with Tloc channels in
Figure 3.7(a), AUCAFROC with Tloc channels in Figure 3.7(c), and the corre-
sponding example ROC and AFROC curves achieved with Nc = 25 channels
in Figure 3.7(b)(d)). This difference reflects the limitation of LG channels that
they only work for stationary background and rotationally symmetric signals
[61]. The LG channels failed to capture all essential information for signal
detection when realistic signals and background were involved in the detection
tasks.
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Figure 3.7: (a) Image-level SNR: PLS (Tloc,w
I
loc) (red) versus LG (Tloc,w
I
loc)
(purple); (b) Example image-level ROC curves achieved with 25 channels
(i.e., Nc = 25): PLS (Tloc,w
I
loc) (red) versus LG (Tloc,w
I
loc) (purple); (c)
AUCAFROC: PLS (Tloc,w
L
loc) (blue) and LG (Tloc,w
L
loc) (yellow); (d) Example
AFROC curves achieved with 25 channels (Nc = 25): PLS (Tloc,w
L
loc) (blue)
and LG (Tloc,w
L
loc) (yellow); It can be observed that PLS channels significantly
outperformed the counterpart LG channels.
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3.3.1.2 Image-level decisions: SNR
When the number of channels Nc is small, Timg PLS channels are supe-
rior to Tloc PLS channels (Figure 3.8(a)). However, when the Nc is ≥ 60, the
SNR of Tloc is approximately the same as the SNR of Timg. Example ROC
curves achieved at Nc = 25 (Figure 3.8(b)) also shows the advantage of Timg
over Tloc when Nc is small. Whereas Timg only works for image-level decisions,
Tloc is versatile, and can be used to generate both image-level and location-
specific decisions. The SNRs of YL-trained T and w (blue and red curves in
Figure 3.8(c)) were similar to the SNRs of YI-trained T and w (purple and
yellow curves in Figure 3.8(d)), but a larger total Nc is required (e.g., a total
of Nc × 4 channels used in Tone loc).
3.3.1.3 Location-level decisions: AUCAFROC
The performance, measured using AUCAFROC, of Tloc PLS channels
is comparable to that of Tone loc PLS channels when Nc per location ≥ 40
(Figure 3.8(c)). This shows a huge reduction in the total Nc (e.g., using 40 Tloc
channels reached equivalent performance as using 160 Tone loc channels). This
is especially valuable when Nl is large (e.g., 20) in other multi-signal detection
tasks. Hence, when the total Nc to be used is limited (e.g., computational
power, memory), location-universal Tloc may perform considerably better than
location-specific Tone loc.
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Figure 3.8: (a) Image-level SNR: PLS (Timg,w
I
img) (blue) versus PLS
(Tloc,w
I
loc) (red). When Nc is small, Timg are superior to Tloc, but when
Nc is ≥ 60, the SNR of Tloc is approximately the same as the SNR of Timg.
(b) Example ROC curve achieved with 25 channels. As Nc = 25 is relatively
small, Tloc (red) slightly underperforms Timg (blue). (c) Image-level SNR: Y
I-
trained PLS (blue, red) versus YL-trained PLS (yellow, purple). The SNRs
of YL-trained were similar to the SNRs of YI-trained. (c) AUCAFROC: PLS
(Tloc,w
L
loc) (blue) versus PLS (Tone loc,w
L
one loc) (red). The AUCAFROC of Tloc
is comparable to that of Tone loc when Nc per location ≥ 40.
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3.3.1.4 Location-level decisions: location-specific SNRs
The location-specific SNRs of the model observer were significantly
different across the four signal locations (Figure 3.5(c)), when Nc is sufficiently
large (e.g., 50 per location of Tone loc PLS channels). This agrees with our
expectation that the four signal locations in multicentric cases with different
local background statistics (i.e., β and K) would lead to different levels of
detectability. Similarly, the model with Tloc used a much fewer channels than
Tone loc, thus will require less training for reaching the same level of location-
specific SNRs.
(i). Impact of β: For each of the four ROIs, we estimated the power law
exponent β from the NPS curves (Figure 3.2(b)). ROI1, with the lowest
β of 3.46, had the highest SNR, while ROI4, with the highest β of
3.88, has the lowest SNR (Figure 3.5(c)). This agrees with the general
performance trend found in prior ideal model studies (e.g., [27, 34, 118])
and human observer studies on 2D mammograms (e.g., [26, 85]): a higher
β of is associated with increasing breast density and decreasing lesion
detectability. This shows the potential of the model observers to adapt
to the variations in anatomical backgrounds.
(ii). Impact of K: The spatial covariance K of ROI4 had relatively large
and spread-out off-diagonal elements (Figure 3.2(d)), which implied long
correlation length and strong correlations among the pixels. K of ROI1
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was rather concentrated around the diagonal. Hence, ROI4 and ROI1
had the lowest and highest SNR, respectively (Figure 3.5(c)).
3.3.2 Interactions among Signal Locations
The model observers assess the entire image altogether, and incorporate
the interactions among ROIs. This is beneficial in multi-signal detection tasks,
as signal presence at one location may alter the detection at other locations
(e.g., concurrence), and local statistics of the ROIs (e.g., different β’s and K’s
as the result of CLB simulations) impacts the trends of observer performance
(Section 3.3.1). To demonstrate the benefits of such design, we compared the
performance of the four model observers (Section 3.2.7.2). Circular signals of
different sizes and contrasts were used.
(i). Model 3 and 4 were consistently good when compared to Model 1 and
2 (Figure 3.9(a)-(b)).
(ii). Model 1 (blue), measured by image-level SNR, significantly underper-
formed the other three models (Figure 3.9(a)). As 1st stage of Model 1
only trained one CHO by mixing all the ROIs together, the ROI-specific
scores were computed in a global manner, and failed to capture different
local background statistics of the ROIs.
(iii). Model 2 (red), measured by AUCAFROC, significantly underperformed
the other three models (Figure 3.9(b)). As Model 2 trained four separate
CHOs by treating each ROI ensemble as one dataset, the ROI-specific
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scores were computed locally (e.g., of different scales), and failed to
capture the global interactions among the ROIs.
(iv). Model 2 achieved higher location-specific SNRs than Model 1, but ap-
proximately equal SNRs as Model 3 and 4. This is because Model 2
trained one CHO for each of the ROIs, but Model 1 mixed all the ROIs.
The ROI scores by Model 2 were more specific for each ROI than those
from Model 1.
Similar results and performance trends were observed with LG channel (Ap-
pendix A.3 Figure A.3).
3.3.3 Sample Size Considerations
We assessed the model observer performance with various sizes of train-
ing sets. The goal was to understand how limited samples may be optimally
used in imaging research. For illustration, we focused on the model observer
using Tloc PLS channels, but similar trends were seen with other designs.
Irregularly shaped signals were used.
3.3.3.1 The number of PLS training images
We fixed the number of wCHO training and testing images at 5000, and
varied the number of PLS training images to one of {100, 200, 500, 1000, 2500,
5000, 10000}. Each setting was repeated for five times, and the templates
w were sufficiently trained for each setting. Despite the notable differences
in the absolute performance, the trend of image-level SNR (Figure 3.10(a))
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Figure 3.9: These results of multicentric cases with circular Gaussian signals
are shown to demonstrate the benefits of incorporating the interactions among
signal locations in multi-signal detection tasks. (a) image-level SNR curves
show that Model 1 (blue) significantly underperforms the other three. (b)
AUCAFROC curves show that Model 2 (red) significantly underperforms the
other three. This is because Model 1, only training one CHO by mixing all
the four ROIs together, computes the ROI-specific scores globally, while Model
2, training four separate CHOs, computes the ROI-specific scores locally.
and AUCAFROC (Appendix A.4 Figure A.4(a)) as a function of Nc was similar
across different numbers of PLS training images. Hence, PLS channels, esti-
mated from a limited number of training images, may still efficiently capture
useful discriminant information for predicting the trend of accuracy in making
detection decisions, even if the quality of the channels may not as good as they
could possibly be.
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3.3.3.2 The number of wCHO training images
Similarly, we fixed the number of PLS training and testing images at
5000, and varied the number of wCHO training images. For small numbers
(e.g., 100, 200), the image-level SNR significantly degraded at a large Nc (Fig-
ure 3.10(b)), and AUCAFROC was substantially lower with a larger variation
(Appendix A.4 Figure A.4(b)). This may be caused by inaccurate, and/or
instable estimation of the channelized covariance, when such a small number
of training images were used. Given that the quality of PLS channels was con-
sistently high, this suggests that the sample size of wCHO training may have
a larger impact on the performance trend. Thus, if the total sample size is
limited, a larger fraction of the images need be used to train the template w.
3.4 Discussion
We have constructed novel implementation of PLS channels and LG
channels for a multi-signal detection task. PLS channels are estimated di-
rectly from the images, and thus they naturally adapt to variations in signals
and backgrounds. This key advantage of PLS channels is evident as shown in
Section 3.3.1. However, unlike analytically derived LG channels, the quality
of PLS channels highly depends on the number of channel training images.
On the other hand, the results with circular Gaussian signals (Appendix A.2
Figure A.2) exhibit the effectiveness of LG channels. Fewer LG channels were
needed than PLS to reach the comparable perforance plateau. However, we
also need to admit the limitation of LG channels that they are only good
51
Nc
0 20 40 60 80 100
SN
R
0
0.5
1
1.5
2
2.5
3 SNR vs # of PLS Training Images
100
200
500
1000
2500
5000
10000
Nc
0 20 40 60 80 100
SN
R
0
0.5
1
1.5
2
2.5
3
SNR vs # of wCHO Training Images
100
200
500
1000
2500
5000
10000
(a) SNR vs no. of PLS training images (b) SNR vs no. of wCHO training images
Figure 3.10: Impacts of the number of training samples on the performance of
the model observers with Tloc PLS channels. (a)-(b) Plots of image-level SNR
as the number of PLS training images, and wCHO training images changes,
respectively. The performance trend as a function of Nc was similar across
different numbers of PLS training images. With smaller number of wCHO
training images, image-level SNR degraded significantly at large Nc.
for such rotationally symmetric signals. Consequently, there is a substantial
decrease in detection performance when realistic signals were involved in the
tasks (Figure 3.7). Thus, these tradeoffs need to be carefully considered when
choosing channels in practice. Moreover, other channelization methods (e.g.,
DoG channels, Gabor channels [61]) may be extended in a similar way as was
done for LG channels (Section 3.2.4).
Anatomical structures vary across images regions. Previous studies
(e.g., [154], [81]) have shown that image background is essential for efficient
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channel computations, and signal detections. The trends of FOMs (e.g., image-
level SNR and AUCAFROC) for multifocal cases [151]) and multicentric cases
were generally similar. The location-specific SNRs were the same for multi-
focal cases, but noticeably different for multicentric cases. This suggests that
local background statistics (e.g., β and K of a ROI) to an extent determine
the detectability within the ROI. In addition, the prevalence of signals and
the interactions among ROIs are also critical for making detection decisions
(Section 3.3.2). Hence, Tloc is highlighted as it captures all the aforementioned
information. However, being universal to all possible signal locations may de-
grade its ability to match Timg for image-level performance at small Nc, and
Tone loc for location-level performance at small Nc per location. This is more
evident when the sample size available for training is limited. Section 3.3.3
reveals that the allocations of channel training and wCHO training may greatly
impact the detection performance. Thus, the appropriate design of a model ob-
server depends on both the task of clinical interest and the available resources.
When compared to prior studies on multi-signal detection, our model
observers do not need assumptions of stationary or known background, or sig-
nal independence: they are adaptive to signals, and local background statistics.
However, one of the limitations of the study is that we assume there are only a
finite number of possible signal locations (e.g., Nl = 4), and these locations are
fixed. To overcome this pitfall, we could add the step, similar to the two-stage
design in [7], to search globally for suspicious candidate locations. Alterna-
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tively, we may simply use smaller ROIs, and increase Nl. However, how such
changes may impact the model training, and model performance requires fur-
ther investigations.
This study focuses on evaluating the model observer in the presence
of anatomic noise. This was motivated by the fact that the variability of the
anatomical background has been shown as the dominant distracting factor
for many detection tasks in breast imaging (e.g., [27, 17, 29, 67]). However,
prior studies (e.g., [124, 122, 119]) also suggest that quantum noise affects le-
sion detectability, especially for small-scale objects such as microcalcifiations.
As there is increasing concern on radiation dose reduction when designing
imaging system, it would be valuable to employ the model observer to inves-
tigate how increased quantum noise obtained at reduced dose may influence
multi-signal detection. The study could be potentially extended by two ap-
proaches: 1). Quantum noise at varying dose levels could be simulated and
added to anatomic image background. For example, the Anscombe transfor-
mation [19] converts object-dependent quantum noise in the spatial domain
into object-independent Gaussian noise in the Anscombe domain. Changing
the variance of Gaussian noise would lead to different quantum noise (i.e., dose
levels). Without modifying the model observer design, the evaluation proce-
dures could be repeated. 2) Covariance decomposition [158] that represents
the total variance as the sums of the variance due to quantum noise, noise in
the gain processes,electronic noise effects, and anatomical variations could be
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used. When dose level is changed, the components of total covariance affected
by the changed dose could be systematically computed. In this way, not all
model observer calculations have to be repeated. Therefore, either approach
would be able to accommodate quantum noise, and the model observer per-
formance at varying dose levels could be directly compared. This would also
highlight the benefits of well-designed simulation studies as they are flexible,
safe, and cost-efficient for evaluating many imaging system configurations.
3.5 Summary
We have presented a model observer that detects multiple signals and
their locations. We have shown that the model observer using PLS chan-
nels and benchmark modified LG channels could achieve high performance
with a small number of channels, but PLS channels significantly outperform
LG channels when realistic signals and complex backgrounds were involved
in the detection task. Rather than focusing solely on signals, it is essential
for making multi-signal detection decisions to also consider local background
statistics, signal prevalence, and the interactions among signal locations. We
have also discussed that the optimal design of the model observer should be
adjusted when the task of clinical interest changes, or when the resources such
as computational power or training data are limited. Together, these results
demonstrate that the model observer could be a useful tool in task-based as-
sessment of image quality for cases with multiple abnormalities. For example,
one of the practical applications of the model observers is with breast imag-
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ing modalities such as DBT. The model observer could be used to assess the
potential of DBT to improve the detection of multiple breast tumors. It could
help the optimization of DBT for diagnosis of MFMC breast cancer (e.g., de-
sign of system geometry, effective utilization of radiation dose).
In the next part of this dissertation, we present a series of studies with
DBT to demonstrate the applications of our multi-signal model observer. In
Chapter 4, we present background materials on MFMC breast cancer, and the
potential of DBT in improving the detection of MFMC. The objective is to
highlight the importance of including MFMC detection and diagnosis in the
optimization of DBT. In Chapter 5, we present an extended 3D multi-lesion
(ml) CHO model observer that detects multiple breast lesions from volumetric
DBT imaging data. Chapter 6 presents a model observer study in which we
employ the developed 3D ml-CHO to identify DBT system geometries that
are most effective for the detection of MFMC.
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Chapter 4
Digital Breast Tomosynthesis for Multifocal
and Multicentric Breast Cancer
4.1 Introduction
In this chapter, we present background materials on MFMC breast
cancer, and the potential of DBT in improving the detection of MFMC. The
focus of the chapter is to highlight the significance of including MFMC detec-
tion in the optimization of DBT. This chapter is organized as follows: Section
4.2 briefly summarizes the clinical significance of MFMC (Section 4.2.1), and
current roles of various medical imaging techniques in the detection of MFMC
(Section 4.2.2); Section 4.3 introduces the fundamentals of DBT (Section 4.3.1)
and its potential value in MFMC detection (Section 4.3.2).
4.2 Multifocal and Multicentric Breast Cancer
4.2.1 Clinical Significance of MFMC
Multifocality (MF) and multicentricity (MC) are commonly used in the
initial assessment of the extent of breast cancer. MFMC is defined as multiple,
simultaneous, physically separate, primary lesions when there are two or more
foci of tumors present in the same breast [121, 45, 24]. Practically, MF breast
cancer is defined as two or more tumor foci within a single breast quadrant
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while MC breast cancer is defined as two or more tumor foci within different
quadrants of the same breast [64]. There is no exact radiological definition due
to the difficulties in defining anatomically distinct borders between the breast
quadrants and in estimating the precise distance between lesions. However,
5 cm is the most frequently used threshold of distance between tumors for
distinguishing MF and MC (i.e., tumors are considered MF when the distance
between tumors is less than or equal to 5 cm, and MC when the distance is
more than 5 cm) [126]. The prevalence of MFMC has been reported to range
from 9% to 75%, due to a lack of consistent assessment methods [167, 95, 39].
In the largest study of 8,935 breast cancer patients [155], the disease incidence
was 20.8% (79.2% of the patients had a unifocal disease, 15.6% had MF tu-
mors, and 5.2% had MC tumors).
MFMC can result from intra-mammary spread from a single primary
tumor, or multiple synchronous primary tumors with inter-tumoral hetero-
geneity [41, 3, 91]. It is desirable to locate all of the lesions in the breast
prior to the commencement of treatment because the objective is to remove
all of them at the same time. Hence, a diagnosis of MFMC significantly
impacts treatment planning. For instance, patients with MFMC are more
likely to undergo mastectomy (i.e., surgery to remove the whole breast) than
breast-conserving therapy (i.e., surgery to remove only the tumor and some
surrounding tissue). The current TNM classification system [137] for staging
MF/MC breast tumors, as recommended by the American Joint Committee
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on Cancer and the International Union against Cancer, is to use only the di-
ameter of the largest focus [44]. As a result, the presence of additional tumor
foci is not considered, which frequently underestimates the aggregate tumor
burden [146]. Though the impact of MFMC on prognosis is still an ongoing
controversy, MFMC is generally more aggressive than unifocal breast cancer,
which usually leads to a higher recurrence rate, a higher metastatic rate, and
an increase in lymph node involvement [39, 167, 95, 155, 3].
4.2.2 Imaging for the Detection of MFMC
Detecting multiple breast tumors with medical imaging is challenging
as MFMC breast cancers are relatively uncommon, and the number and lo-
cation of tumors is not known a priori. The prevalence of tumors also varies
across breast regions (e.g., almost half of breast cancers are detected in the
upper outer quadrant of the breast [80]). It is usually the case that the more
conspicuous lesion is found first, and so finding the second lesion is more dif-
ficult as it will probably be smaller or in other ways less obvious. Cytology
studies (e.g., [20, 43, 88]) have shown that the prevalence, and conspicuity of
a particular type of targets may lead to missing subtle, smaller targets. Fleck
et al. [53] showed in a multi-target search study that readers missed low-
contrast targets more often when a high-contrast target was detected than on
trials in which the low-contrast target was presented alone. Additional factors,
such as bias about the expected number of tumors [53], satisfaction of search
(i.e., detection of one target makes detection of subsequent targets less likely
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[13, 125, 12]), may also impact the process of finding the second tumor.
The sensitivity of mammography for the detection of MFMC has been
reported under 50%, ranges from 15% and 45% [60, 99, 93]. Breast ultrasound
has been shown as a valuable complement imaging technique to mammog-
raphy, and as a method of detecting additional tumors [14, 63, 108]. For
example, the sensitivity for detecting MF lesions in [63] increased from 48%
to 63% after adding sonograms to mammograms. In current clinical practice,
women with breast cancers often undergo magnetic resonance imaging (MRI)
to check for the presence of additional foci of disease that may be occult on
mammography. Previous studies [64, 21, 126, 52] have shown that breast MRI
has a superior sensitivity of 94− 99% in detecting multiple tumors. This ad-
vantage is even more evident for patients with dense breasts. However, apart
from the drawbacks such as being time-consuming and expensive, the main
disadvantage of breast MRI is its low specificity (37%− 86% [60, 82]). Conse-
quently, pre-operative MRI can lead to additional breast imaging, additional
breast biopsies, and/or overtreatment, e.g., false-positive findings can result
in women undergoing mastectomy rather than breast conserving therapy.
4.3 Digital Breast Tomosynthesis
4.3.1 Fundamentals of DBT
DBT is a new “3D mammography”, first approved by US Food and
Drug Administration in 2011, formed by sweeping an x-ray beam in an arc over
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a limited angular range [127]. A series of low-dose projection images (usually
9-30) are acquired at different angles, and then reconstructed into a stack of 2D
slices by shifting and adding the individual projections [127, 128]. As a result,
a 3D picture of the breast tissue distribution is estimated. DBT is character-
ized with high in-plane spatial resolution (i.e., parallel to the detector), and
a relatively lower depth resolution (i.e., perpendicular to the detector) [127].
DBT reduces tissue overlap relative to conventional mammography, and thus
has the potential to improve breast cancer detection (i.e., higher sensitivity),
decrease false alarms (i.e., higher specificity), and more accurately characterize
lesions (e.g., [109, 59, 141, 22, 97]).
Different DBT system designs can yield different image characteristics
such as spatial resolution (e.g., [66, 165]), lesion detectability (e.g., [119, 40,
32]), contrast-to-noise ratios (e.g., [84]) and observer preference (e.g., [57]).
There are two design choices in image acquisition [127] that are of particular
interest: 1) narrow- or wide-arc geometry (i.e., small or large angular span);
and 2) a large or small increment of projection angles. An optimal DBT acqui-
sition geometry can be obtained by balancing tradeoffs between and interaction
effects of these two factors among many different geometry parameters. For
examples, a larger angular span usually improves the depth perception of the
breast, but it also decreases in-plane spatial resolution (e.g., [119, 86]). On
the other hand, using a larger number of projection angles improves angular
sampling. However, at a fixed total x-ray exposure and a fixed angular span, it
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also increases the amount of quantum noise in the reconstructed images [130].
Different projection-view distributions also affect the degrees of in-plane and
inter-plane blurring in opposite ways [84]. In addition, increasing the angular
span and the number of projection angles generally leads to a longer total scan
time that may result in increased motion artifacts [57].
4.3.2 DBT for MFMC Detection
A few clinical studies have suggested that DBT has the potential to
improve the detection of MFMC relative to MRI. For example, Wasserman et
al. reported a case in which multiple foci were occult on MRI, but correctly
identified on DBT [144]. These studies suggest that the potential sensitivity
of DBT for MFMC may be equivalent to or higher than that of MRI, although
no large comparison study has been published to date. DBT is expected to
have a significantly higher specificity than MRI because the major cause of
false positives on MRI (e.g., non-mass enhancement caused by factors such as
mastopathic changes, fibrocystic changes due to hormonal stimulation [92]) is
not relevant in x-ray imaging such as DBT. There are ongoing clinical trials
(e.g., TOMODIAG in France [143]) that aim to investigate the potential of
DBT in MFMC diagnosis. Overall, DBT may offer advantages over MRI in
terms of fewer false-positive findings, lower cost, and better accessibility. In
addition, DBT may be a better alternative than ultrasound when MRI is con-
traindicated; for example, Clauser et al. found a 23% increase in detecting
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additional lesions with second-look DBT relative to ultrasound [37]. How-
ever, prior efforts to optimize DBT system geometry for image quality only
considered unifocal breast cancer scenarios (e.g., [127, 119, 66, 57, 130, 50]).
DBT system geometries that yield images, that are informative for the task
of detecting unifocal breast cancer, may not necessarily yield images that are
ideally informative for the task of detecting MFMC. For example, a lesion seen
in the specific sections of reconstructed images is in focus, but the out-of-focus
blurring of the lesion in the depth direction may affect the detectability of
another lesion, depending on its size and its distance from the in-focus lesion
(e.g., [109, 89]). Lee et al. [81] showed that the detectability of small masses
on DBT images varied across different breast regions in both in-plane and
depth directions. Such factors have not been considered in prior optimization
efforts with unifocal cases. Moreover, considering multiple tumors for DBT
quality assessment raises new questions. For example, as tumors in MF cases
are physically closer to each other than in MC cases, would higher in-plane
resolution lead to higher lesion detectability? Would the anatomical variations
in local breast regions as in MC cases cause less stable detection performance?
These questions remain to be answered. Thus, optimizing DBT image quality
for the detection of MFMC is important to enhance the potential clinical value
of DBT.
In the next two chapters of this dissertation, we present a model ob-
server study for optimizing DBT image quality for the detection of MFMC
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breast cancer. An extended 3D multi-lesion model observer that detects mul-
tiple breast lesions from volumetric DBT imaging data is developed in Chapter
5, and then employed to identify DBT system geometries that are most effec-
tive for MFMC detection in Chapter 6.
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Chapter 5
3D Model Observer for Assessing DBT in
Multi-lesion Detection
5.1 Introduction
Given the importance of including MFMC detection in the optimization
of DBT as described in Chapter 4, it is essential to develop a practical model
observer for detecting multiple lesions in volumetric image data1,2. This would
also facilitate assessment and optimization of DBT image quality for improving
human readers’ interpretation of cases with potential MFMC lesions. In Chap-
ter 3, we present our contribution of developing a 2D multi-lesion (ml) CHO for
detecting multiple synthetic breast lesions in the presence of anatomical noise
in synthetic 2D mammograms [152]. Unlike other existing multi-lesion model
observers that rely heavily on unrealistic assumptions (e.g., stationary signal
1Gezheng Wen, Subok Park and Mia K. Markey, Digital breast tomosynthesis for
detecting multifocal and multicentric breast cancer: influence of acquisition geometry on
model observer performance in breast phantom images. SPIE Medical Imaging, 10136:
101360V, 2017. (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey and Subok Park helped with
the study design and manuscript revisions.)
2Gezheng Wen, Mia K. Markey, Tamara Miner Haygood, and Subok Park. Model
observer for assessing digital breast tomosynthesis for multi-lesion detection in the presence
of anatomical noise. in preparation (Gezheng Wen is the primary author who developed the
methods, performed the analysis, and prepared the manuscript. Mia K. Markey, Tamara
Miner Haygood and Subok Park helped with the study design and manuscript revisions.)
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[115], known background [7]), our 2D ml-CHO is adaptive to the characteris-
tics of lesions and local background statistics. Novel implementations of both
partial least squares (PLS) (Chapter 3.2.3) and LG channels (Chapter 3.2.4)
have been developed to estimate different sets of more efficient channels that
capture the correlations among signal locations, and help develop surrogate
model observers for reliable observer performance levels and trends. Corre-
sponding linear decision templates are employed to generate both image-level
and location-specific scores on the presence of lesions (Chapter 3.2.5, Chapter
3.2.6). Under realistic imaging assumptions, the ml-CHO using the PLS chan-
nels and modified LG channels achieved high performance with a reasonably
small number of channels (Chapter 3.3). We also show that the PLS chan-
nels outperformed the counterpart LG channels when realistic signal shapes
and complex background statistics are involved. Hence, we argue that the 2D
ml-CHO could be a reasonable starting point for us to modify for use in the
assessment of DBT images.
In this chapter, we extend our previously developed 2D ml-CHO into
a 3D volumetric ml-CHO that detects multiple lesions from volumetric DBT
imaging data. Similar to the multi-signal detection task described in Chap-
ter 3.2.1, the particular task of interest in the simulation study is to detect
multiple synthetic lesions on 3D DBT images and make: 1) an image-level
decision; and 2) a location-specific decision. In the preliminary version of this
study presented and published in the proceedings of SPIE Medical Imaging
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2017 [153], we presented the initial design of the 3D ml-CHO with the new
implementations of 3D LG and PLS channels. The preliminary comparison
results with multiple, identical spheres as simulated lesions showed that the
3D PLS channels outperformed the 3D LG channels chosen for the task. In the
extended journal manuscript in preparation for a peer-reviewed journal [149],
we further explore these questions with newly simulated, realistically shaped
breast lesions. The evaluation results highlight the performance trends of
the 3D ml-CHO in various clinical scenarios. Tests on factors that may con-
tribute to the observed performance differences (e.g., choice of channels, local
anatomical variations, and sample size) are also reported. In these two works,
Gezheng Wen developed the methods, performed the analysis, and prepared
the manuscript. Mia K. Markey, Tamara Miner Haygood, and Subok Park
helped with the study designs and manuscript revisions.
This chapter is organized as follows: Section 5.2.1 describes the sim-
ulation of the MFMC image dataset, including information on the simulated
DBT scanner in Section 5.2.1.1, digital breast phantoms in Section 5.2.1.2,
and synthetic breast lesions in Section 5.2.1.3. In Section 5.2.2, we describe
the model observer design and in Section 5.2.3, the strategies for evaluating
the 3D ml-CHO.
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5.2 Materials and Methods
5.2.1 Image Dataset
5.2.1.1 Simulated DBT scanner
The simulated DBT system has an ideal photon-counting flat panel
detector and a point x-ray source that moves along an arc trajectory in a step-
and-shoot mode [160]. The distance between the x-ray source and the detector
was 65 cm and the rotation center of the x-ray tube was 6 cm above the detec-
tor. When the x-ray source rotates, the detector moves along the x-y plane.
The x-ray scatter in photon transport was ignored, and only Poisson noise
was considered. A 20 keV monoenergetic x-ray spectrum with a fixed total
exposure at all scan settings was simulated. The total amount of exposure at
the detector was approximately 30 mR, which was matched with the exposure
level measured with real DBT scanners in similar scan settings (e.g., a mean
glandular dose of 1.6 mGy to a 4 cm thick breast as measured in [165]). For
imaging acquisition, we used a representative DBT system geometry that cov-
ered an angular span of 24 degrees, and obtained 9 projection views per scan.
This geometry of image acquisition (not including the detector configuration)
was similar to the GE SenoClair DBT system (General Electric Healthcare,
Milwaukee, WI) that uses 25-degree angular span and 9 projection views [127].
Reconstruction slice thickness was 1mm and the in-plane resolution was 125
µm. We used the conventional filtered back-projection (FBP) with a Hann
filter for reconstruction.
68
5.2.1.2 Structured image background
Digital breast phantoms mimic breast anatomy (e.g., shape of breast,
and texture within each breast), and random structural variations between
patients as needed to evaluate task-based image quality (e.g., [6, 65, 70]). We
used Bakic et al.’s 3D computational breast phantom [6], which uses a region
growing method to simulate basic breast anatomical components including
skin, adipose tissue, glandular tissue, and Coopers ligaments. 5000 lesion-free
phantoms were generated [153]. The breast phantom of size 204.5× 65× 51.5
mm3 with the isotropic voxel size 0.5 mm was set with a volume of 450 ml
(i.e., cup size B), compressed thickness of 51.5 mm, and volumetric glandular
fraction of 25%. To match the phantom voxel size with the finer detector
element size of 125 µm, a 3D linear interpolation was applied to up-sample
the phantoms by a factor of 4 following the approach in [119, 160, 55]. To
further improve the realism of the phantoms by simulating small-scale, high-
frequency anatomical structures, we followed the method that was generalized
by the method in [79]. The volumes of random 3D power-law noise of coefficient
3.0 were then binarized by global thresholding (i.e., voxels below and above
the chosen threshold of 0.45 were set to 0 and 1, respectively), and added to
a limited fraction of dense breast regions (i.e., 0.5 of the glandular fraction as
labeled for the phantom components) [79].
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5.2.1.3 Synthetic breast lesions
We simulated synthetic 3D breast lesions by analytically defining the
shape of each lesion using a set of basis vectors in spherical coordinates [138].
Adapted from the publicly available lesion database of [138], 32 combinations
of the radius Rb and the radial direction (θb, φb) were used to cover a range
of typical lesion shapes (e.g., oval, lobulated, irregularly shaped with spikes).
The voxelization process included two steps: 1) Compute the radial direction
(θ, φ) for each voxel in a 3D Cartesian grid (i.e., (x, y, z) with the origin at the
center of the lesion); and 2) Perform an interpolation on Rb in spherical do-
main to find the radius R(θ, φ) of the lesion in the given direction (θ, φ). The
resulting interpolated surface was then used as the enclosing boundary of a
solid 3D volume (i.e., a lesion). As the voxel spacing for these mathematically
defined lesions could be arbitrarily small, we set the voxel size of the lesions
to be 125 µm (i.e., the same voxel size of the breast phantom). The lesion
volumes had an approximate diameter of 6 mm ± 1 mm, and an approximate
volume of 80 mm3 ± 30 mm3. In addition, we simulated spiculated structures
using a modified version of the iterative fractal branching algorithm in Ref.
[135]. That is, a random set of spicules was created by recursively creating
continuing branches in the form of conical frustums (i.e., each of the branches
was characterized by a starting and an ending 3D location, a starting and
an ending radius, and length). Starting with an initial branch length of 0.08
mm and radius of 0.04 mm, the branch length and radius reduced at each
iteration, and the direction of extension changed slightly. To simulate the
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(a) (b) (c) (d)
Figure 5.1: The four types of simulated breast lesions used in the evalua-
tion study (i.e., the lesions to be detected by a model observer): (a)-(b):
mathematically defined, non-spiculated lesions, (c)-(d) spiculated lesions after
embedding spiculated structures to the well-circumscribed lesions
variations across different spiculated lesions, all the growing rules included a
set of random variables, which followed the pre-defined normal distributions
as follows: 1). the decrease ratio of branch length (i.e., fraction of the pre-
vious length) ∼ N(0.65, 0.1); 2). the decrease ratio of radius (fraction of the
previous radius) ∼ N(0.5, 0.2); 3). the angle change of branch extension (in
degrees) ∼ N(10, 5). The four types of lesions used in the evaluation study
(i.e., the lesions to be detected by a model observer) are shown in Figure 5.1.
Lesion-present breast phantoms were generated by embedding a ran-
dom number of breast lesions in the phantoms to mimic MF and MC cases
(i.e., replacing the affected voxels of phantoms by the voxels of the lesions).
We divided the breast into four quadrants (Figure 5.2(a)), and there were
four possible lesion locations across the breast (Figure 5.2(b) for MF cases
and Figure 5.2(c) for MC cases) . The lesion locations were sampled from a
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prevalence distribution { 1
12
, 2
12
, 4
12
, 5
12
} (Figure 5.2(d)). The number of lesions
was sampled from a truncated Poisson distribution with a mean of 1. All
the assumptions model the typical incidence and distribution of breast lesions
detected in different breast regions [80, 100, 15, 131], and how radiologists
usually report the location of a detected lesion.
(i). For MF cases, adjacent lesions were separated from each other by 30
mm (Figure 5.2(b)). The separation distance was selected such that all
the lesions appeared in the glandular region of one breast quadrant, and
there was also some correlation between the local volumes of interest
(VOI) containing lesions. Four local VOIs of in-plane size 20 mm × 20
mm at each lesion location (either lesion-present or lesion-absent) were
extracted, and then combined into a large 2×2 VOI, denoted as VOIMF
(Figure 5.2(e)).
(ii). For MC cases, lesions were located across different breast quadrants
(Figure 5.2(c)), which resulted in different local background statistics
[110, 120, 87]. Similarly, four local VOIs at each lesion location were ex-
tracted, and combined into a large 2×2 VOI, denoted as VOIMC (Figure
5.2(f)). This was done to simply the problem of detecting MC cases, but
the VOIMC still captures some of the potential spatial correlations be-
tween the four local VOIs.
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Figure 5.2: Example DBT reconstructed slices, and the corresponding whole
VOI slices of two MFMC cases. (a) shows the 3D schematic of four breast
quadrants, in which the thin dashed lines define the anatomical boundaries for
separating the breast into four quadrants. The two lesion-present phantoms in
(b) and (c) were scanned. (b) and (e) show an example MF case with 4 lesions
that are present in the same breast quadrant. (c) and (f) show an example
MC case with 4 lesions that are present in different breast quadrants. The
red dashed boxes in (b) and (c) indicate the extracted local VOIs centered
at the four possible lesion locations, where the red digits (i.e., 1-4) indicated
the local VOI indices. The black dashed lines are the quadrant boundaries.
(d) shows the schematic of local VOI locations in the whole VOI (i.e., VOIMF
or VOIMC), and the corresponding lesion prevalence. In (e) and (f), all four
lesions are contrast-enhanced for better visualization: the two lesions on the
top (i.e., local VOI 1 and 3) are non-spiculated lesions, while the two lesions
on the bottom (i.e., local VOI 2 and 4) are spiculated lesions. Lesion shapes
in the local VOIs of all the simulated MFMC cases were of the same order as
in (e) and (f).
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5.2.2 3D Model Observer for Multi-lesion Detection Task
We extended our previously developed 2D model observer and channel
approaches (Chapter 3) [152] to a volumetric observer, the 3D ml-CHO, for
detecting multiple lesions on DBT reconstructed image slices [153, 149]. The
main idea is to consider 3D DBT reconstructed image data (varying the num-
ber of slices Ns included the VOI) as a single object to be examined, and that
detection decisions regarding the presence of lesions are made upon the overall
information from both individual slices and their correlations [101, 114]. There
are three main steps for the 3D ml-CHO to generate the detection variables:
1) concatenate the stack of relevant reconstructed image slices together to rep-
resent the 3D DBT image data X; 2) compute the location-level 3D channels
Tloc [151, 152]; and 3) use the estimated Tloc channels in the 3D ml-CHO for
generating decision variables [114].
As stated in Table 5.1, each column of X is of length P × Ns, and it
represents the concatenated image data from Ns slices. Specifically, the j
th
column of X, Xj, is written as:
Xj = {fm}s2m=s1 , {fm} = {fm,i}Pi=1
where {fm} is the mth reconstructed image slice of P image pixels, and m
ranging from slice s1 to slice s2 indicates which subset of the slices is included
for the given detection task.
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Each 3D Tloc channel, as a stack of Ns 2D channels, captures correla-
tions within and between the slices. We computed both 3D PLS and modified
3D LG channels for comparisons as follows. First, the PLS channels were esti-
mated directly from training images (i.e., Tloc = PLS(X,Y
L), where PLS is
the PLS channel generating function (Chapter 3.2.3) that maximizes the co-
variance between X and the location-specific truth labels YL [152]). By design,
the PLS channels were naturally adaptive to complex anatomical backgrounds
and signal statistics. Second, following the approach we developed in Chapter
3.2.7.2, the counterpart LG channels were analytically derived based on the
empirical occurrence frequency p of lesion-presence patterns in the training
set (i.e., how many and where lesions appear at the same time: 4 scenarios
with one lesion, 6 scenarios with two lesions, 4 scenarios with three lesions,
1 scenario with all four lesions) [152]. For each scenario with p > 0.025 (i.e.,
to mimic a 95% confidence), we added 3D LG channels centered at each of
the lesion-present locations. The Gaussian widths of those 3D LG channels
along the x, y, and z directions were fixed at 6 mm, mimicking the size of the
simulated lesions. Starting with 0th-order LG channels, we looped over all sce-
narios, in the descending order of p, before repeating the steps with 1st-order
LG channels. An orthonormal set of channels was extracted as the final Tloc
by orthonormalization. One advantage of LG channels is that they are based
on an analytical expression, so the quality of LG channels does not depend on
the number of available training samples [152].
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The linear discriminant template wLloc , as a function of Tloc, X, and
YL, were trained for computing decision variables SLloc:
wLloc = K
−1
V V¯
SLloc = (w
L
loc)
T (TTlocX)
where V = TTlocX (
T indicates transpose) is the set of channelized images that
are classified into V1 and V0 based on Y
L (i.e., Vi(j) are the columns that
YL(j) is i, where i = 0 or 1, j = 1, 2, .., Nl), V¯ = V¯1 − V¯0 is the mean chan-
nelized signal(s), and KV =
1
2
(KV1 + KV0) is the mean covariance matrix of
V1 and V0 [61].
The higher the score is, the more likely the lesion is present. We note
that SLloc contained location-specific scores that were used for making both
image-level and location-specific decisions. For image-level decisions, a second-
stage linear decision template was used to convert SLloc into scalar image-level
scores [152, 114]. Table 5.1 summarizes the notation used in the 3D ml-CHO.
5.2.3 Evaluation
Similar to the evaluation strategies in Chapter 3.2.7.1 for 2D ml-CHO,
we used two FOMs to measure observer performance: 1). For image-level deci-
sion variables, a task SNR was computed to quantify the binary classification
performance [61]. 2). For location-specific decision variables, AFROC curves
were plotted, and AUCAFROC over [0, 1] was used as the other FOM.
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Table 5.1: Notation of image data and response for 3D ml-CHO
Notation Dimension Descriptions
N scalar number of images
P scalar number of pixels in each image
Nl scalar number of possible lesion locations
Ns scalar number of reconstructed DBT slices
Nc scalar number of 3D channels
X (P ×Ns)×N image data
YL Nl ×N location-specific truth labels
Tloc (P ×Ns)×Nc location-level 3D channels
wLloc Nc ×Nl linear decision template
SLloc Nl ×N location-specific decision variable
For each run of the evaluation experiment, we first embedded a ran-
dom number of lesions to be detected (i.e., ranging from 0 to 4 based on
the Poisson distribution of mean 1) into the 5000 lesion-free structured breast
phantoms. Then we randomly divided these simulated MFMC cases into three
non-overlapping phantom groups: 2000 cases for estimating the 3D PLS chan-
nels Tloc, 2000 for training the linear discriminant template w
L
loc, and the other
1000 cases for testing. Stratified random sampling [38] was used to assure that
the prevalence of lesion-presence scenarios in each of the three groups were ap-
proximately the same (i.e., 36.8% of lesion-absent cases, 36.8% of one-lesion
cases, 18.4% of two-lesion cases, 6.1% of three-lesion cases and 1.9% of four-
lesion cases). This was done by taking a random subset of cases from each
of the lesion-presence scenarios in a number proportional to its exact occur-
rence frequency. These subsets were then pooled to form the three groups
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accordingly. To investigate the impact of Ns on MFMC detection, the 3D
ml-CHO model was trained independently with six different sets of X (i.e., X
with Ns = 1, 3, 5, 7, 11, or 15), resulting in six different model observers. The
experiment was repeated for 20 runs, where each run used a different division
of the three groups. The average and two standard deviations of the task SNR
and AUCAFROC were reported to identify performance trends.
5.3 Results
5.3.1 3D Tloc Channels
Figure 5.3 shows example 3D Tloc PLS channels estimated for MF cases
(Figure 5.3(a)), and for MC cases (Figure 5.3(b)). In this example, each of
the VOIMF and VOIMC contained 5 slices (i.e., Ns = 5), but only the first 15
channels (i.e., Nc = 15) for the central slice of the whole VOI are plotted. For
both MF and MC cases, the following three observations could be made. First,
Tloc captured the characteristics of both non-spiculated and spiculated lesions
(e.g., the spiculated structures of the spiculated lesion in local VOI 2 were
clearly shown around the central volume of the lesion). Second, lesion contrasts
and lesion-presence patterns (i.e., which of the lesions were more likely to
be present together in the same case) in the Tloc channels reflected lesion
prevalence at different lesion locations, and the interactions between lesion
locations. Third, Tloc were adaptive to local background statistics. Hence,
Tloc were used as the common set of channels to generate both image-level and
location-specific decisions (Chapter 3.2.3)[152]. Figure 5.3(c) shows example
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(a) PLS: MF (b) PLS: MC
(c) LG: MF
Figure 5.3: (a)-(c) The first 15 columns of example 3D Tloc channels: 1
st
row shows the 1st (left) to 5th (right) channel, 2nd row shows the 6th (left)
to 10th (right) channel and etc. (a) PLS Tloc for MF cases; (b) PLS Tloc
for MC cases; (c) LG Tloc for MF cases. PLS Tloc in (a) and (b) captured
leison characteristics. Lesion contrasts and lesion-presence patterns in the
PLS channels also reflected lesion prevalence at different locations, and the
interactions between locations. LG Tloc in (c) reflected the possibility of lesion-
presence patterns.
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Figure 5.4: Task SNR trends for the detection of MF lesions as a function of
Nc for six different values of Ns using the 3D PLS channels. The SNR was
the highest when Ns = 5 (yellow). Increasing Nc did not necessarily lead to a
higher SNR.
3D Tloc LG channels for MF cases (i.e., counterpart to the PLS channels in
Figure 5.3(a)). These analytically derived symmetric LG channels reflected the
possibility of lesion-presence patterns (e.g., the scenarios with three present
lesions were the most possible empirically). However, they did not capture as
much local background, or lesion characteristics that are essential for the given
detection task as the PLS channels did given the same number of channels.
5.3.2 FOMs versus Ns and Nc
We investigated how the detection performance of the 3D ml-CHO
changed as the numbers of channels and reconstructed slices, Nc and Ns, were
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varied. Figure 5.4 shows the estimated values of mean task SNR as a function
of Nc for the case of MF lesions. The results with the 3D PLS channels
and six different Ns values were reported. When Ns = 5 (the yellow curve),
the SNR was the highest among all the Ns cases compared. This reveals that
including additional slices into the 3D ml-CHO model may not always improve
lesion-detection performance. Given the mechanism of the 3D ml-CHO model
that considers the stack of slices as a single object to be examined, the added
slices may play as irrelevant noise, resulting in less discriminating decision
variables for the given detection task. Across all Ns cases considered, the
SNR estimates tend to peak around Nc = 10 ∼ 20 and decrease/plateau as
Nc is increased to 50. This indicates that increasing Nc beyond 20 did not
necessarily lead to a higher SNR. This was likely due to the limited number
of training images available for accurately and stably estimating the 3D PLS
channels and decision templates w when Nc was relatively high. For example,
if 40 3D PLS channels were applied to a VOI of 5 slices (i.e., Ns = 5, Nc = 40),
the total number of elements in the channelized data was 40. As a result, the
size of channelized covariance matrix was 40×40, which was approximately the
same as the training sample size. More investigations of the effect of training
sample size on the 3D ml-CHO performance trends for the same detection
task are reported in Section 5.3.5. Similar overall performance trends were
observed with: 1) image-level detection performance (task SNR) for the MC
cases; 2) location-specific detection performance (AUCAFROC) for both MF
and MC cases; and 3) the 3D ml-CHO with the LG channels. Thus, for the
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rest of the Results section, we will report the DBT evaluation results with
Ns = 5 and/or Nc = 15, if Ns and/or Nc need be fixed for comparison.
5.3.3 PLS Channels versus LG Channels
Figure 5.5 presents the comparison between the ml-CHO with 3D PLS
channels and that with 3D LG channels. The estimated values of mean task
SNR and AUCAFROC for MF cases were reported, and similar trends were
observed for MC cases. Figure 5.5(a) and 5.5(b) shows the task SNR and
AUCAFROC with respect to varying Nc with the fixed Ns of 5, and Figure
5.5(c) and (d) shows the FOMs with respect to varying Ns with fixed Nc of
15. It is evident that the ml-CHO with the PLS channels (blue) outperformed
that with the LG channels (red) in all four scenarios. This advantage of PLS
channels could be explained by the fact that PLS channels were estimated di-
rectly from the images, and thus they were naturally adaptive to signal char-
acteristics and local background statistics (Figure 5.3(a) and (b)). In contrast,
analytically derived LG channels (Figure 5.3(c)) only reflected the possibility
of signal-presence patterns (e.g., the scenarios with three present lesions were
the most possible empirically). We set the widths of LG channels to mimic the
size of the lesions, but prior studies [160, 54, 103] have shown that the optimal
LG widths are affected by the background complexity. Potentially insufficient
tuning of the LG channels, especially for the 3D DBT image data in this study,
may have degraded the performance of ml-CHO with LG channels. We also
recognize that rotationally symmetric LG channels are most effective with ro-
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Figure 5.5: Example task SNR and AUCAFROC achieved by the 3D ml-CHO
with 3D PLS channels in Figure 5.3(a) and 3D LG channels in Figure 5.3(c):
a) task SNR with respect to varying Nc with fixed Ns of 5; (b) AUCAFROC
with respect to varying Nc with fixed Ns of 5; (c) task SNR with respect to
varying Ns with fixed Nc of 15; (d) AUCAFROC with respect to varying Ns
with fixed Nc of 15. The error bars indicated two standard deviation of the
FOM above or below the mean FOM. It shows that the PLS channels (blue)
outperformed the LG channels (red) in all four scenarios.
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tationally symmetric signals (e.g., spheres) [61, 81, 101]; hence, there would
be a substantial decrease in detection performance for complex detection tasks.
We observe that for both PLS and LG channels, increasing Nc (≥ 10)
did not necessarily improve the mean task SNR or AUCAFROC. As briefly
discussed in Section 5.3.2, this could be due to the limited number of training
images for accurately and stably estimating decision templates w when Nc
was relatively high. The estimation of the PLS channels may be limited by
the number of training images as well. This led to one of the key disadvan-
tages of PLS channels to LG channels as the quality of analytically derived
3D LG channels was independent of the number of channel training images.
The performance of the ml-CHO with both 3D LG and PLS channels may be
affected by the particular set of training images, as 1) the LG channels were
generated based on the empirical occurrence frequency of lesion-presence pat-
terns (Section 5.2.2), and 2) the PLS channels are generated from the training
images themselves. In addition, it is possible that beyond a certain range of
Nc, adding more channels would not capture any additional discriminant infor-
mation for the detection task, while hurting the stability of estimation of the
high-dimensional covariance in observer calculation. Similarly, increasing Ns
did not necessarily increase the FOMs. One of the possible explanations was
that including additional slices may add more of distraction rather than useful
discriminant information, as lesions may not appear in all of the used slices.
Given that 1) the trends of the task SNR as a function of Nc are different be-
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Figure 5.6: FOM comparisons between the ml-CHOs trained with (yellow,
purple) or without (blue, red) mixing the four local VOIs. 5 reconstructed
slices with 3D PLS channels were used by each of the ml-CHOs (i.e., Ns = 5).
The results show that mixing the local VOIs into one ensemble for ml-CHO
training significantly degraded the detection performance (yellow lower than
blue, purple lower than red). The ml-CHO performance for MF (yellow) and
MC cases (purple) were approximately identical.
tween PLS channels and LG channel, and 2) the task SNR values as a function
of Ns are higher with PLS channels than those with LG channel, we will report
evaluation results only with 3D PLS channels in the rest of the Results section.
5.3.4 Impact of Locally Varying Anatomical Background
The local VOIs in the MC cases were located in different breast quad-
rants, and hence local background statistics of the local VOIs may be signifi-
cantly different. In contrast, for the local VOIs in MF cases, they were close to
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each other, so spatial distributions of breast tissues within these local breast
regions were expected to be less dissimilar than in MC cases. To study the
impact of locally varying anatomical backgrounds on the detection of MF/MC
lesions, we compared the performance trends of 3D ml-CHO when the four
local VOIs were 1) handled separately as described in Section 5.2.2, and 2)
mixed into one single ensemble for training the 3D ml-CHO (i.e., the ml-CHO
assumed the local VOIs to be not statistically different from each other). The
second scenario was done by assigning random indexing on the local VOIs so
that there was no bias toward which local VOI was coming from which local
region of the breast. As a result, the 3D PLS channels and CHO template w
were in fact estimated using the four local VOIs (i.e., the ones forming VOIMF
or VOIMC) extracted from one identical distribution although the same DBT
image set as in Section 5.2.1 was used. In each of the subfigures in Figure 5.6,
the curves for MF (blue) and MC cases (red) are the ml-CHO performance
when the local VOIs were handled separately, and the curves for MF(mixed)
(yellow) and MC(mixed) (purple) are the counterpart results when mixing the
four local VOIs. The horizontal axis of the plots is the number of PLS channels
Nc used in the ml-CHO, and Ns was set to 5. It can be observed that:
(i). For both the task SNR and AUCAFROC, mixing the local VOIs for train-
ing the ml-CHO significantly degraded the detection performance of the
3D ml-CHO (yellow lower than blue, purple lower than red). This agrees
with our prior studies in Chapter 3.3.2 that incorporating correlations
among local anatomical background into the ml-CHO design is benefi-
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cial for multi-lesion detection tasks (e.g., the presence of one lesion may
alter the detection at other regions due to potential concurrence) [152].
Moreover, the performance trends of the ml-CHOs as a function of Nc
were different between the mixed and non-mixed VOI cases, more pro-
nounced in the case of MF lesions. For example, in Figure 5.6(a), the
task SNR for MF cases with the mixed VOIs (yellow) was highest when
Nc = 15, which was not true for the SNR without mixing the VOIs
(red).
(ii). Both performance levels and trends of the ml-CHOs were almost identi-
cal between the MF (yellow) and MC cases (purple) when the four local
VOIs were mixed together. The negligible gaps in the FOMs could be
due to the finite sample sizes that may lead to slightly different sample
statistics for the MF cases and MC cases.
5.3.5 Sample Size Consideration
We have shown in Section 5.3.2 that the 3D ml-CHO was able to make
accurate image-level and location-specific detection decisions with a small
number of channels. For example, it achieved a high mean task SNR of
1.37 with Ns=5 at Nc =10 (Figure 5.4(a)), which was significantly higher
than the SNR of 0.95 when the local VOIs were mixed (Figure 5.6(a)). How-
ever, increasing Nc or Ns did not always lead to a higher FOM, especially
for large Ns. To understand how the limited number of phantoms used in
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Figure 5.7: Observer performance trends versus Ns or Nc with four different
training sample sizes for the MF cases. Plots (a) and (b) are the task SNR
and AUCAFROC trends as a function of Nc when Ns = 5. Plots (c) and (d)
are the task SNR and AUCAFROC trends as a function of Ns when Nc = 15.
The trends of these FOMs as a function of Nc or Ns were similar across the
different training sample sizes. The plots indicate that 1) increasing Nc or Ns
did not always result in a higher task SNR or AUCAFROC; and 2) overall the
highest task SNR and AUCAFROC were achieved when Nc = 15 and Ns = 5.
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this study might have impacted the performance trends, we assessed model-
observer performance with various sizes of training sets. We fixed the number
of testing cases at 1000, and varied the number of training cases to one of
{2000, 4000, 6000, 12000}. One half of the training cases were used to estimate
the 3D PLS channels, and the other half were used to train the decision tem-
plates. As there were only 5000 independent breast phantoms, we sampled
the phantoms with replacements to achieve a larger sample size. Similarly, the
model observer experiment with each setting was repeated for 20 runs in order
to estimate the average and variance of model-observer performance.
As an illustration given in Figure 5.7, we focused on the MF cases, but
similar trends were seen for the MC cases as well. Despite the notable differ-
ences in the absolute performance, the trends of task SNR and AUCAFROC as
a function of the number of 3D PLS channels Nc (Figure 5.7(a), (b)) and as
a function of the number of reconstructed slices Ns (Figure 5.7(c), (d)) were
similar across the different numbers of training phantom cases considered. In-
creasing Nc or Ns did not always result in a higher SNR or a higher AUCAFROC.
Overall, the highest task SNR and AUCAFROC for all four training sample sizes
were achieved when Nc was approximately 15, and when Ns = 5 among the
Ns values considered, respectively. This was consistent with the performance
trends shown in Figure 5.4. Hence, with the limited number of breast phan-
toms, the 3D ml-CHO with 3D PLS channels may still efficiently capture useful
image discriminant information for predicting the trend of accuracy in making
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detection decisions, even if the quality of the channels and decision templates
may not be as good as they could possibly be with a larger training sample
size. Changing the number of training cases would not significantly alter the
qualitative conclusion of the study.
5.4 Discussion
We present a 3D volumetric ml-CHO model to detect multiple lesions
in simulated DBT reconstructed image slices. The 3D PLS channels were
estimated directly from the DBT image data, and they were adapted to vari-
ations in breast lesions and anatomical backgrounds. They also captured the
spatial correlations within and across the DBT slices. The 3D LG channels
were analytically derived, and their quality does not depend on the number
of channel training images. We have shown that the 3D ml-CHO with the
PLS channels was able to make creditably accurate image-level and location-
specific detection decisions with a small number of channels Nc (e.g., Nc = 10),
and it outperformed the counterpart ml-CHO with 3D LG channels. How-
ever, increasing Nc or Ns did not always lead to a higher mean task SNR or
AUCAFROC, especially for large Ns. It is possible that the trends as a function
of Nc or Ns would be clearer if a larger number of images were used to train the
PLS channels themselves as well as the 3D ml-CHO. We have shown in Section
5.3.2 that the highest task SNR was achieved with the combination of Ns = 5
and Nc = 15 (Figure 5.4), but we admit that the limitations of the model
observer (e.g., poorer quality of 3D PLS channels) may have contributed to
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the decreased performance at larger values of both Nc and Ns. One alternative
approach that may help improve the quality of PLS channels is to handle each
of the Ns slices separately (i.e., estimate individual sets of 2D PLS channels
for each slice), and then generate the corresponding channelized image of the
slice. The covariance and mean of the concatenated channelized images of the
Ns slices can be used to compute decision variables by incorporating the cor-
relation between the individual slices through the model observer mechanism
rather than through efficient 3D channels which are not yet identified.
We also recognize the following limitation of the simulation study. Only
four local VOIs, rather than the whole breast phantom, were extracted to rep-
resent the 3D DBT imaging data that was used in the model observer calcu-
lation. Factors such as the actual distances between lesions were not taken
into account in the decision variable estimation. This shortcoming may be
critical for MC cases in which lesions were more likely to be far apart from
each other. It may have made the task of detecting MC lesions easier than it
actually is, especially when the breast lesions were located in local anatomical
backgrounds that help them stand out (e.g., less dense regions, more uniform
distributed breast tissues). Moreover, when extracting the four local VOIs,
we always made each of the breast lesions located in the center of each local
VOI (i.e., the locations of the lesions (if any) were exactly known), However,
in clinical practice, this is rarely the case because lesion locations could vary
across patients, and lesions could be of significantly different characteristics
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(e.g., shape, size, symmetry). Hence, it would be helpful for the model ob-
server to include additional mechanisms for handling such characteristics as
lesion shape and location uncertainty (e.g., [7, 105, 116]).
All the images in the simulation study were scanned with the same DBT
system geometry, and then reconstructed using the same algorithm and set-
tings. There exist many other DBT system geometries, such as Hologic Selenia
DBT system (Hologic, Bedford, MA) that uses a 15-degree angular span and
15 projection views per scan, and Siemens MAMMOMAT system (Siemens
Healthineers, Erlangen, Germany) that uses a 50-degree angular span, and
25 projection views per scan. These different DBT system designs can result
in different image characteristics such as spatial resolution (e.g., [166, 66])
and contrast-to-noise ratios (e.g., [84]). Similarly, various reconstruction al-
gorithms, such as the simultaneous algebraic reconstruction technique (e.g.,
[84, 164]), and the total variation minimization method (e.g., [134, 48]), may
produce DBT images of various properties. Hence, more comprehensive eval-
uations that cover the key factors in DBT acquisition, processing and presen-
tation would be desirable to reach more definitive conclusions on the practi-
cability and robustness of the 3D ml-CHO model observer.
5.5 Summary
In this chapter, we present a novel 3D model observer that allows for
the evaluation of DBT in the detection of MF and MC breast cancers. The
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3D ml-CHO model observer was used to detect multiple lesions in simulated
3D DBT images of digital breast phantoms with multiple embedded synthetic
breast lesions. We have shown that the ml-CHO using 3D PLS channels could
achieve high detection performance with a small number of channels, and the
PLS channels significantly outperform the counterpart 3D LG channels. We
have also shown that incorporating locally varying anatomical backgrounds
and their correlations is helpful for making multi-lesion detection decisions.
We have also discussed that the optimal design of the model observer should
be adjusted when the task of clinical interest changes, or when the number
of training data are limited. Together, these results demonstrate that the 3D
ml-CHO could be a useful tool in task-based assessment of DBT image quality
for cases with multiple lesions. In the next chapter, we employ the 3D ml-CHO
to identify DBT system geometries that are most effective for the detection
of MFMC. We investigate whether the consideration of multiple breast lesions
may present distinct challenges to DBT system optimization.
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Chapter 6
Optimizing DBT for Detecting MFMC
6.1 Introduction
Chapter 4 highlights the importance of including MFMC detection and
diagnosis in the optimization of DBT. In Chapter 5, we present a practical 3D
volumetric ml-CHO model observer for detecting multiple lesions in volumetric
image data. In this chapter, the proposed 3D ml-CHO is employed to identify
DBT system geometries that are most effective for the detection of MFMC 1,2.
The task of the 3D ml-CHO was to detect multiple synthetic lesions on 3D
DBT images, and its detection performance was used to rank multiple DBT
system geometries. As the design choices of narrow- or wide-arc geometry,
and number of projections per scan are of particularly interest in image acqui-
sition [127], we simulated DBT scanners of four different geometries. Digital
1Gezheng Wen, Subok Park and Mia K. Markey, Digital breast tomosynthesis for
detecting multifocal and multicentric breast cancer: influence of acquisition geometry on
model observer performance in breast phantom images. SPIE Medical Imaging, 10136:
101360V, 2017. (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey and Subok Park helped with
the study design and manuscript revisions.)
2Gezheng Wen, Mia K. Markey, Tamara Miner Haygood, and Subok Park. Digital
breast tomosynthesis for multi-lesion detection in the presence of anatomical noise. in
preparation (Gezheng Wen is the primary author who developed the methods, performed
the analysis, and prepared the manuscript. Mia K. Markey, Tamara Miner Haygood and
Subok Park helped with the study design and manuscript revisions.)
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breast phantoms were scanned by each of these simulated scanners. Multiple
synthetic lesions were embedded into different breast regions to simulate MF
and MC cases. In the preliminary version of this study presented and pub-
lished in the proceedings of SPIE Medical Imaging 2017 [153], we presented
the preliminary results with multiple, identical spheres as simulated lesions.
We showed that the rank order for detecting MFMC may depend on the task
of clinical interest (i.e., image-level or location-level). In the extended journal
manuscript in preparation for a peer-reviewed journal [148], we further ex-
plored these questions with realistically shaped breast lesions. The evaluation
results highlight the performance trends of the 3D ml-CHO with different DBT
geometries. We compared the rank order of the DBT geometries for MF cases
to that for MC cases. We compared the rank order for detecting MFMC to the
rank ordering when only unifocal cases were considered. In these two works,
Gezheng Wen developed the methods, performed the analysis, and prepared
the manuscript. Mia K. Markey, Tamara Miner Haygood, and Subok Park
helped with the study designs and manuscript revisions.
This chapter is organized as follows: Section 6.2.1 describes the simu-
lation of MFMC image dataset, including information on the simulated DBT
scanners of different system geometries in Section 6.2.1.1, structured image
background in Section 6.2.1.2, and synthetic breast lesions in Section 6.2.1.3.
In Section 6.2.2, we briefly describe the employed 3D ml-CHO with PLS chan-
nels, and in Section 6.2.3, the strategies for comparing DBT system geometries.
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6.2 Materials and Methods
6.2.1 Image Dataset
6.2.1.1 Simulated DBT scanner
In this study, we employed the same simulated DBT system as de-
scribed in Chapter 5.2.1.1, which features an ideal photon-counting flat panel
detector and a point x-ray source. The x-ray scatter in photon transport
was ignored, and only quantum noise was considered. 20 keV monochromatic
x-ray energy with a fixed total exposure in all scan settings was simulated.
Reconstruction slice thickness was 1 mm and the in-plane resolution was 125
µm. To avoid the need to change too many different parameters from one
testing condition to another, we used the conventional FBP with a Hann fil-
ter. In the case of single-lesion detection under the assumption of station-
ary background statistics, the FBP with a Hann filter should be appropriate
for DBT optimization [160]. However, the impact of different reconstruction
algorithms on the detection of MFMC cancers still remains to be seen as
it is critical to consider the non-stationary nature of data statistics in such
cases. We briefly explored other alternative reconstruction algorithms, includ-
ing the maximum-likelihood method (e.g., [119]), the simultaneous algebraic
reconstruction technique (e.g., [84, 164]) and the total variation minimization
method (e.g., [134, 48]). The same evaluation procedures as discussed in the
following section 6.2.3 were used. The preliminary results, as the examples
shown in Appendix B.1, demonstrate that the FBP-based comparisons of the
geometries may generalize to DBT systems that employ different reconstruc-
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Table 6.1: List of four DBT system geometries compared in the study
Angular
span
(degrees)
Number of
projections
per scan
Angular
increment
(degrees)
DBT systems with similar
geometries
24 9 3 GE SenoClair system,
(AS25, Np9)
24 13 2 Planmed Clarity3D,
(AS30, Np15)
60 21 3 GE2 research unit,
(AS60, Np21)
60 31 2 Siemens MAMMOMAT,
(AS50, Np25)
tion algorithms.
As a starting point to optimize DBT for the detection of MFMC, we
investigated two key factors in the design of the acquisition process [127]: 1).
angular span, and 2) number of projections per scan. As given in Table 6.1, we
evaluated four DBT system geometries, two of which use a wide-arc geometry
(i.e., 60 degree of angular span) while the other two use a narrow-arc geometry
(i.e., 24 degree of angular span). Similarly, two of them use the uniform angular
increment of 2 degrees while the other two use the uniform angular increment
of 3 degrees. The geometries were represented in the format of (degree of
angular span, number of projections per scan) e.g., (AS24, Np9). As shown in
Figure 6.1, the acquisition is symmetric with respect to the central projection
angle, and the angular increment between two consecutive projection views
is constant. These four system geometries cover a representative range of the
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Figure 6.1: Schematic of DBT system geometries. The title of each subfigure
indicates the system geometry in the format of (angular span, number of pro-
jections per scan). The angular interval between two consecutive projections
(e.g., red dotted line and black dashed line) indicates the angular increment of
the geometry.
geometries of current clinical, prototype, and research DBT systems (e.g., [127,
66, 57, 130]) (Table 6.1). For example, the geometry (AS24, Np9) is similar to
the GE SenoClair DBT system (General Electric Healthcare, Milwaukee, WI)
that uses 25-degree angular span and 9 projection views [127].
6.2.1.2 Structured image background
As introduced in Chapter 5.2.1.2, digital breast phantoms mimic breast
anatomy, and random structural variations between patients. We adapted the
ensemble of 5000 lesion-free phantoms described in Chapter 5.2.1.2 [153, 149].
The breast phantom of size 204.5 × 65 × 51.5 mm3 with the isotropic voxel
size 0.125 mm was set with a volume of 450 ml (i.e., cup size B), compressed
thickness of 51.5 mm, and volumetric glandular fraction of 25%. The volumes
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of random 3D power-law noise were randomly added to certain local breast
regions to simulate small-scale anatomical structure [153]. Figure 6.2 shows
example reconstructed slices of the same breast phantom when scanned with
the four DBT system geometries as described in Section 6.2.1.1.
(a) AS24,Np9 (b)AS24,Np13 (c) AS60,Np21 (d)AS60,Np31
Figure 6.2: Example of reconstructed image slices of the same lesion-free breast
phantom as scanned by the four simulated DBT system geometries being in-
vestigated. The same total radiation exposure was used across the geometries,
and the images were displayed with the same window settings. (a) and (b) with
the narrow-arc geometries shows better in-plane resolution than (c) and (d)
with the wide-arc geometries, whereas (c) and (d) exhibit less tissue overlap
than (a) and (b).
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6.2.1.3 Synthetic breast lesions
We adapted the set of simulated synthetic 3D breast lesions as de-
scribed in Chapter 5.2.1.3. The voxel size of the lesions was set at 125 µm
(i.e., the same voxel size of the breast phantom). The central volumes of the
well-circumscribed lesions had an approximate diameter of 6 mm ± 1 mm,
and an approximate volume of 80 mm3 ± 30 mm3. We also embedded ran-
dom spicules into the simulated spiculated lesions. The four types of lesions
used in the evaluation study are shown in Figure 5.1.
The same approach as described in Chapter 5.2.1.3 was used to embed
a random number of breast lesions in the phantoms for simulated MF and
MC cases. The lesion locations were sampled from a prevalence distribution
{ 1
12
, 2
12
, 4
12
, 5
12
} (Figure 5.2(d)). The number of lesions was sampled from a
truncated Poisson distribution with a mean of 1.
(i). For MF cases, adjacent lesions were separated from each other by 30
mm (Figure 5.2(b)). Four local VOIs of in-plane size 20 mm × 20 mm
at each lesion location were extracted, and then combined into a large
2× 2 VOI, denoted as VOIMF (Figure 5.2(e)).
(ii). For MC cases, lesions were located across different breast quadrants
(Figure 5.2(c)). Similarly, four local VOIs at each lesion location were
extracted, and combined into a large 2 × 2 VOI, denoted as VOIMC
(Figure 5.2(g)).
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6.2.2 3D Multi-lesion CHO with 3D PLS channels
In Chapter 5, we present a 3D volumetric ml-CHO model observer that
is able to accurately detect multiple breast lesions on DBT reconstructed image
slices. In this study, we employed the 3D ml-CHO with 3D PLS channels for
assessing different DBT geometries [153, 148]. Following the model described
in Chapter 5.2.2, there were three main steps for the 3D ml-CHO to generate
the detection variables: 1) concatenate the stack of relevant reconstructed im-
age slices together to represent the 3D DBT image data X; 2) compute the
location-level 3D PLS channels Tloc [151, 152]; and 3) use the estimated PLS
Tloc channels in the 3D ml-CHO for generating decision variables [114].
We estimated 3D PLS channels directly from training images (i.e.,
Tloc = PLS(X,Y
L), where PLS is the PLS channel generating function
(Chapter 3.2.3)that maximizes the covariance between X and the location-
specific truth labels YL [152]). By design, the PLS channels were naturally
adaptive to complex anatomical backgrounds and signal statistics. Figure 6.3
shows example 3D Tloc PLS channels estimated for MF cases with the DBT
geometry (AS24, Np13) (Figure 6.3(a)), and for MC cases with the geometry
(AS60, Np31) (Figure 6.3(b)). In this example, each of the VOI contained 5
slices (i.e., Ns = 5), but only the first 15 channels (i.e., the number of channels
Nc = 15) for the central slice of the VOI are plotted. For both MF and MC
cases, the following three observations could be made. First, Tloc captured the
characteristics of both non-spiculated and spiculated lesions. Second, lesion
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contrasts and lesion-presence patterns (i.e., which of the lesions were more
likely to be present together in the same case) in the Tloc channels reflected
lesion prevalence at different lesion locations, and the interactions between lo-
cations. Third, Tloc were adaptive to local background statistics. Hence, Tloc
were useful as the common set of channels for the 3D ml-CHO to generate
both image-level and location-specific decisions [152].
The linear discriminant template wLloc (as a function of Tloc, X, and
YL, were trained for computing decision variables SLloc: w
L
loc = K
−1
V V¯, S
L
loc =
(wLloc)
T (TTlocX), where V = T
T
locX (
T indicates transpose) is the set of channel-
ized images that are classified into V1 and V0 based on Y
L (i.e., Vi(j) are the
columns that YL(j) is i, where i = 0 or 1, j = 1, 2, .., Nl), V¯ = V¯1− V¯0 is the
mean channelized signal(s), and KV =
1
2
(KV1 + KV0) is the mean covariance
matrix of V1 and V0 [61]. The higher the score is, the more likely the lesion
is present. We note that SLloc contained location-specific scores that were used
for making both image-level and location-specific decisions. For image-level
decisions, a second-stage linear decision template was used to convert SLloc into
scalar image-level scores [152, 114].
6.2.3 Evaluation
Adapting the evaluation strategies in Chapter 5.2.3 for 3D ml-CHO, we
used two FOMs to measure observer performance: 1) a task SNR for image-
level decision variables [61]. 2). AUCAFROC over [0, 1] for location-specific de-
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(a) PLS: MF(AS24, Np13) (b) PLS: MC(AS60, Np31)
Figure 6.3: The first 15 columns of example 3D PLS Tloc channels: For each
subfigure, 1st row shows the 1st (left) to 5th (right) channel, 2nd row shows the
6th (left) to 10th (right) channel and etc. (a) Tloc for MF cases with the geom-
etry (AS24, Np13); (b) Tloc for MC cases with the geometry (AS60, Np31).
PLS Tloc in (a) and (b) captured lesion characteristics. Lesion contrasts and
lesion-presence patterns in Tloc also reflected lesion prevalence at different
locations, and the interactions between locations.
cision. For each run of the evaluation experiment, we first embedded a random
number of lesions to be detected, ranging from 0 to 4, into the 5000 lesion-free
structured breast phantoms. Then stratified random sampling [38] was used
to randomly divided these simulated MFMC cases into three non-overlapping
phantom groups: 2000 cases for estimating the 3D PLS channels Tloc, 2000
for training the linear discriminant template wLloc, and the other 1000 cases
for testing. To investigate the impact of Ns on MFMC cancer detection, the
3D ml-CHO model was trained independently with six different sets of X (i.e.,
X with Ns = 1, 3, 5, 7, 11, or 15), resulting in six different 3D ml-CHOs. The
experiment was repeated for 20 runs, where each run used a different division
of the three groups. The average and two standard deviations of the task SNR
and AUCAFROC were reported to identify performance trends.
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We compared the rank orders for the detection of MFMC lesions to
those of unifocal lesions. The same ensemble of lesion-free phantoms as de-
scribed in Section 6.2.1.2 were used as the image background. We simulated
two sets of unifocal cases by choosing the local VOI 2 and VOI 4 of the MF
cases as the potential lesion locations, respectively (Figure 5.2(e)). The same
set of lesions as described in Section 6.2.1.3 was used, but each lesion-present
case only contained one lesion. To detect the unifocal lesion, a typical 3D
one-lesion CHO with 3D PLS channels [81, 114, 107] was used. This could be
considered as a special case of the 3D ml-CHO with the number of possible
lesion location Nl = 1 [152, 149]: 1) the channels T were estimated with the
binary truth label YI, 2) the decision template w was of size Nc × 1, and 3)
the decision variable S for each image was a scalar.
6.3 Results
6.3.1 FOMs for MF versus MC
Figure 6.4 shows comparisons of the 3D ml-CHO performance between
the MF and MC cases. The horizontal axis of the plots is the number of PLS
channels Nc used in the model observer. The number of reconstructed slices
Ns in the 3D image data X was set to 5. For the geometry (AS24, Np13),
both the task SNR (Figure 6.4(a)) and AUCAFROC (Figure 6.4(b)) for the MF
cases (blue) were higher than those for the MC cases (red). In contrast, for the
geometry (AS60, Np31), both the task SNR (Figure 6.4(c)) and AUCAFROC
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(Figure 6.4(d)) for the MF cases (blue) were lower than those for the MC
cases (red). These results suggest that the narrow-arc geometry may be more
effective for detecting MF lesions while the wide-arc geometry may be more
effective for MC lesions.
The aforementioned difference in the performance trends could be par-
tially explained by the fact that the local VOIs in the MC cases were located
in different breast quadrants, and hence local background statistics of the lo-
cal VOIs were more dissimilar in the MC cases than in the MF cases. Many
studies found that the power law exponent β of anatomical NPS was positively
correlated with breast density [34, 85, 90]. In order to describe the variations of
local background textures, we estimated β values of the lesion-free VOIs from
the 5000 phantom ensemble. As is typical in similar studies (e.g., [79, 34, 46]),
only the central slice of the local VOIs was used to compute the 2D NPS, and
β was estimated by fitting a power-law to the radially averaged 1D NPS. The
average and standard deviations of β from 2000 local VOIs were estimated
for all four DBT system geometries. The example results with the geometry
(AS24, Np13) in Table 6.2 shows that the variation in the estimated β values
for the MF cases was smaller than that of the MC cases. For the four local
VOIs in MF cases, all β values were approximately 2.4, while the local VOIs
in MC cases had significantly different β values. For example, the estimated
value of β for VOI 4 was 2.83, while the estimate value of β for VOI 1 was only
2.12. In addition, we measured spatial correlations between the voxels with
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Figure 6.4: FOM comparisons between MF cases and MC cases. 5 recon-
structed slices were used by the 3D ml-CHO. (a)-(b): The DBT geometry
(AS24, Np13) may be more effective for detecting lesions in MF cases (blue)
than MC cases (red). (c)-(d): The DBT geometry (AS60, Np31) may be more
effective for MC cases (red) than MF cases (blue).
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Table 6.2: The mean and standard deviations of β of NPS of local VOIs in
MF and MC cases using the images with the geometry (AS24, Np13).
VOI 1 VOI 2 VOI 3 VOI 4
MF cases 2.43± 0.13 2.32± 0.10 2.47± 0.16 2.42± 0.12
MC cases 2.12± 0.09 2.41± 0.15 2.63± 0.11 2.83± 0.23
the four VOIs of MF cases, and of MC cases. Figure 6.5 plots the example cor-
relation estimated with images of lesion-free phantoms acquired with the DBT
geometry (AS24, Np13). It can be observed that for MC cases shown in Figure
6.5(b), the spatial correlations within each of the local VOIs were noticeably
different. Among the four local VOIs, local VOI 1 had the shortest correlation
length, but the largest variation in intensity along the dominant direction of
intensity changing, while local VOI 4 had the most smoothly-distributed in-
tensity, but the longest and strongest correlations. Local VOI 2 and 3 were in
between, closer to local VOI 1 and 4, respectively. This suggests that as the
local VOIs were located in different breast regions, and well separated, local
anatomical noise in MC cases may be significantly different across the local
VOIs, affecting the difficulty of MC lesion detection tasks. In contrast, for MF
cases shown in Figure 6.5(a), the spatial correlations of the local VOIs of MF
cases were similar in terms of both the correlation intensity and length, which
suggests that spatial distribution of breast tissue were similar in these local
breast regions. Similar trends are observed with the other three geometries.
When comparing Figure 6.4(a) with Figure 6.4(c), and Figure 6.4(b)
with Figure 6.4(d), when Nc < 15, both MC and MF cases were better de-
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Table 6.3: Task SNR difference between (AS60, Np31) and (AS24, Np13) (i.e.,
SNR(AS60) − SNR(AS24)). When Nc < 15, for both MF and MC cases,
SNR of AS60 was higher with than that of AS24.
Nc = 5 Nc = 10 Nc = 15 Nc = 25 Nc = 35 Nc = 50
MF cases 0.06 0.10 -0.08 -0.19 -0.15 -0.14
MC cases 0.23 0.18 0.19 0.04 -0.02 -0.02
tected with the wide-arc geometry (AS60, Np31) than the narrow-arc geom-
etry (AS24, Np13). Table 6.3 summaries the difference in task SNR from
(AS24, Np13) to (AS60, Np31) with respect to Nc. When Nc < 15, the SNR
differences were positive for both rows (i.e., a higher SNR for (AS60, Np31)
than (AS24, Np13)). Comparing the magnitude of SNR differences for MF
cases (top row) and MC cases (bottom row), the wide-arc geometry (AS60, Np31)
improved the detection of MC cases much more than MF cases (e.g., for
Nc = 5, SNR increased by 0.23 for MC cases against 0.06 for MF cases).
This may have contributed to the reversal of detectability ranking between
the two cases. However, as shown in Table 6.3, for Nc ≥ 15, this was no longer
true because the uncertainty, introduced by factors such as the dimension of
covariance (e.g., 40×40 for Ns = 5, Nc = 40) and the limited sample size (e.g.,
2000), likely led to reduce the absolute performance levels of the 3D ml-CHO
while still maintaining performance trends.
6.3.2 FOMs for Different DBT Geometries
Figure 6.6(a)-(b) plot the FOM comparisons across the four DBT ge-
ometries for MF cases. 15 PLS channels (i.e., Nc = 15) were used by each
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Figure 6.5: (a)-(b) Spatial correlations between the pixels within the four
local VOIs of MF cases and of MC cases. The calculations were done on the
reconstructed slices of lesion-free phantoms acquired with the DBT geometry
(AS24, Np13). For the MC cases, the spatial correlations were noticeably
different across the local VOIs, while for MF cases, they were similar.
of the differently trained four model observers. Figure 6.6(c)-(d) plot the
counterpart results for MC cases. For both wide- and narrow arc-geometries
(AS60 and AS24), changing the number of projections Np changed the trends
of detection performance for MF cases. For example, in Figure 6.6(a) of task
SNR, the geometry (AS24, Np13) (red) has a higher SNR than the geometry
(AS24, Np9) (blue) when Ns = 5, but a lower SNR when Ns = 11. This dif-
ference could be explained by the fact that for the same angular span and the
same total amount of radiation exposure, increasing Np improves the angular
sampling, but also results in higher quantum noise due to the reduced dose for
each of the projections. Hence, with a relatively large Ns, the detection perfor-
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mance with the geometry (AS24, Np13) may have been significantly degraded
due to the overwhelming noise. However, this is not observed for MC cases:
changing Np did not noticeably change the trends of detection performance
(Figure 6.6(c)-(d)). For example, in Figure 6.6(c) of task SNR, the geome-
tries (AS60, Np21) (yellow) and (AS60, Np31) (purple) were approximately
overlapped. This could be explained as discussed in Section 6.3.1: locally
varying anatomical backgrounds in MC cases, rather than angular sampling
or quantum noise, have the dominating impact on the detection of MC lesions.
Moreover, the rank orders of the four geometries by the task SNR or
AUCAFROC may not be the same. This is observed with both MF and MC
cases. For example, for Ns ≥ 7, the geometry (AS60, Np21) (yellow) was sig-
nificantly better than the geometry (AS24, Np13) (blue) by task SNR (Figure
6.6(a)), but worse by AUCAFROC (Figure 6.6(b)). This was also closely related
to the discussions in Section 6.3.1, where we have shown that the wide-arc
geometries may better help improve the detection of MC cases. Although the
geometry (AS60, Np21) may be better for making detection decision at the
coarse image-level, it may lack the ability for accurate location-specific deci-
sions due to potentially affecting factors such as relatively higher anatomical
noise, lower in-plane resolution and etc. Therefore, the optimal DBT geometry
for MFMC detection may vary as the clinical task of interest changes (e.g.,
find at least lesion versus find the exact number of lesions).
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Figure 6.6: (a)-(b): FOM comparisons in MF cases across the four DBT
geometries. 15 PLS channels (i.e., Nc = 15) were used by each of the differ-
ently trained four model observers. (c)-(d): the counterpart FOM comparisons
in MC cases. For both wide- and narrow arc-geometries (AS60 and AS24),
changing Np changed the trends of detection performance in MF cases, but
not in MC cases. The rank orders of the four geometries may not be the same
by the task SNR or AUCAFROC in MF cases or MC cases.
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6.3.3 FOMs for MFMC versus Unifocal
Figure 6.7 shows the rank order of the four geometries when only uni-
focal cases were considered (i.e., at most one lesion was present). 15 3D PLS
channels was used in each of the differently trained one-lesion CHOs. From
the results shown in Figure 6.7, the following observations could be made:
(i). For each of the two chosen local VOIs, the unifocal SNR of AS60 (yellow
and purple) was higher than that of AS24 (blue and red). Hence, for
these particular settings, the wide-arc geometry may be consistently
better than the narrow-arc geometry, which was different from the rank
order of task SNR for MF cases (Figure 6.6(a)).
(ii). For each of the two chosen local VOIs, changing Np for a fixed angular
span did not influence the trends of detection performance. For example,
unifocal SNR for (AS60, Np21) (yellow) and for (AS60, Np31) (purple)
were overlapped in Figure 6.7(a). This differs from the trends of task
SNR for MF cases (Figure 6.6(a)).
(iii). The trend of unifocal SNR as a function of Ns was different for the two
local VOIs. In Figure 6.7(a) for VOI 2 of MF cases, all of the four
geometries achieved the highest SNR when Ns was 5, and increasing or
decreasing Ns led to a lower SNR. This was generally consistent with
the trend of task SNR for MF cases (Figure 6.6(a)). However, in Figure
6.7(b) for VOI 4 of MF cases, when Ns increased, the unifocal SNR
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Figure 6.7: (a)-(b): FOM comparisons in MF cases across the four DBT
geometries. 15 PLS channels (i.e., Nc = 15) were used by each of the differ-
ently trained four model observers. (c)-(d): the counterpart FOM comparisons
in MC cases. For both wide- and narrow arc-geometries (AS60 and AS24),
changing Np changed the trends of detection performance in MF cases, but
not in MC cases. The rank orders of the four geometries may not be the same
by the task SNR or AUCAFROC in MF cases or MC cases.
generally increased for AS60 (yellow and purple), but the SNR peaked
at Ns = 7 for AS24 (blue and red).
Thus, DBT geometries informative for unifocal cases may not be in-
formative for detecting MFMC breast cancer. Similarly, similar results and
trends as for MF cases are observed with MC cases: the rank orders for MC
cases and for unifocal cases may be different in terms of task SNR.
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6.4 Discussion
In this study, we used the 3D volumetric ml-CHO model with 3D PLS
channels to detect multiple lesions in simulated DBT reconstructed image
slices. We investigated two key factors in the design of DBT image acquisition:
angular span and the number of projections. We compared the effectiveness of
four representative DBT geometries for detecting MF and MC breast lesions.
It is evident from Sections 6.3.1 and 6.3.2 that MF and MC cases may raise
challenging questions in DBT system design because the rank order of the four
system geometries may depend on the task of clinical interest:
(i). The larger angular span of the wide-arc geometry (e.g., AS60) tends
to decrease the in-plane spatial resolution [127], and for the same total
x-ray exposure, the larger number of projections (e.g., Np31) resulted in
higher quantum noise in the reconstructed images [130]. However, the
finer angular sampling and higher depth resolution may offer benefits
in handing variations in the spatial distributions of breast tissues across
different local breast regions. This advantage may explain the relatively
larger improvement in the detection performance for MC cases than MF
cases when switching from narrow-arc geometry AS24 to wide-arc geom-
etry AS60 (Table 6.3). This is because the presence of anatomical noise
has shown to be the dominating factor that affects observer detection
performance levels and trends, which is particularly significant for caus-
ing performance difference among model observers when given the same
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amount of training of channels and observer (e.g., [81, 152, 101, 34]). As
a result of all these effects, wide-arc geometries may be more suitable for
MC cases than for MF cases as the lesions in MC cases are physically
separated from each other, and influenced by different levels of local
anatomical noise.
(ii). On the other hand, when multiple lesions, as in MF cases, are close
to each other, the appearance of one lesion may affect the detection of
another lesion. For example, out-of-focus blurring, or complex structures
of a spiculated lesion may superimpose with another lesion that is in
focus. Higher in-plane resolution may be required to distinguish fine
anatomical details inside a relatively small region of breast, hence the
narrow-arc geometries may have led to better detection accuracy for MF
cases than for MC cases.
In this study, the x-ray scatter in photon transport was ignored, and
only quantum noise was simulated. Prior studies (e.g., [83, 156, 129, 49])
have shown that scattered x-rays significantly degrade image quality of DBT
reconstructed images, including reducing the contrast, increasing noise, and
reducing the signal-difference-to-noise ratio of a lesion. They may also intro-
duce artifacts, and reduce quantitative accuracy of attenuation values. Hence,
including Monte Carlo simulations [18, 132] in the image acquisition would be
valuable to study whether scattering may influence lesion detection in MFMC
cases. This may also help improve the development of scatter correction algo-
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rithms. Moreover, in this study, we only chose one radiation exposure level that
matched with the exposure level measured with real DBT scanners in similar
scan settings. We have shown that different usage of the same radiation dose
(i.e., different Np for the same AS) may lead to different performance trends
for lesion detection in MFMC cases (Figure 6.2). In the combo acquisition
mode of 2D and 3D images, FDA-approved DBT systems use approximately
double the radiation dose of what is used in conventional 2D mammography.
However, the optimal radiation dose for a diagnostic DBT scans, and how
to efficiently use the limited available dose for best diagnostic image quality,
are still ongoing research questions (e.g., [51, 69, 140]). There is also increas-
ing concern about reducing radiation dose when designing imaging systems.
Hence, it would be valuable to investigate how increased quantum noise ob-
tained at reduced dose level may influence lesion detection in MFMC cases.
The study could be easily extended by changing the total number of x-ray
photons that the simulated x-ray source emits into the breast phantom. The
model observer performance at varying dose levels could be directly compared.
Overall, these potential extensions would also highlight the benefits of well-
designed simulation studies as they are flexible, safe, and cost-efficient for
evaluating DBT imaging system configurations.
We recognize the following limitation of this simulation study. The
3D ml-CHO only worked with the four extracted local VOIs, rather than the
whole breast phantom. Factors such as the actual distances between lesions
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were not considered in the decision variable estimation. This shortcoming may
be critical for MC cases in which lesions were more likely to be separated from
each other. It may have made the task of detecting MC lesions easier than it
actually is, especially when the breast lesions were located in local anatomical
backgrounds that help them stand out (e.g., less dense regions, more uniform
distributed breast tissues). Moreover, when extracting the four local VOIs,
we always made each of the breast lesions located in the center of the local
VOIs (i.e., the locations of the lesions (if any) were exactly known), However,
in clinical practice, this is rarely the case because lesion locations could vary
across patients, and lesions could be of significantly different characteristics
(e.g., shape, size, symmetry). Hence, it would be helpful for the model ob-
server to include additional mechanism for handling such lesion and location
uncertainty (e.g., [105, 116, 31]).
There exist many other system geometries, such as (AS15, Np15) in the
Hologic Selenia DBT system (Hologic, Bedford, MA), and other system pa-
rameters besides the number of projections and the angular span for the design
of DBT image acquisition. All of the four geometries in our study used uni-
form angular increment and equally distributed dose. However, prior studies
[57, 31] have shown that variable angular increment (i.e., projection sampling
is dense at the sides but sparse in the middle; or projection sampling is dense
in the middle but sparse at the sides) may improve contrast-to-noise ratio of
breast masses. Even for a fixed angular span and total number of projections,
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changing angular increment leads to a set of DBT geometries with significantly
different levels of readers’ perception of contrast-detail objects in DBT images
[57]. Variable dose distribution may also help, e.g., by enhancing microcalci-
fication detectability [40]. More comprehensive comparisons are necessary to
reach more definitive conclusions. Nevertheless, we emphasize that our overar-
ching clinical goal is to optimize DBT for the detection of MFMC lesions. This
study was the first to investigate how the presence of multiple tumors impacts
DBT system optimization. We have learned that a given DBT system geome-
try may not yield images that are equally informative for detecting MF, MC,
and unifocal breast lesions, i.e., it may be necessary to optimize DBT for these
separate tasks. Analogous to the use of different imaging protocols for clinical
CT scans of different body regions (e.g., abdomen, cardivascular, brain), our
study suggests that it could be valuable for a DBT system to support different
image acquisition modes for different clinical scenarios, especially in diagnostic
settings.
6.5 Summary
In this chapter, we present a model observer study that investigated
DBT system geometries for detecting MF and MC breast cancer. The 3D
volumetric ml-CHO model observer was used to detect multiple lesions in sim-
ulated 3D DBT images of digital breast phantoms with multiple embedded
synthetic breast lesions. We have shown that the consideration of multiple
breast lesions may present distinct challenges to DBT system optimization.
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The narrow-arc geometry may be generally more effective for detecting MF
cases than MC cases. In contrast, the wide-arc geometry may be generally
more effective for detecting MC cases than MF cases. For the same angular
span, changing the number of projections per scan may change the detection
performance of the model observer. We have also shown that the rank orders
of the geometries for MF and MC cases and for unifocal cases were different in
terms of task SNR. Hence, the optimal geometry of DBT may vary when the
task of clinical interest changes, and a given DBT system geometry may not
yield images that are equally informative for detecting MF, MC, and unifocal
breast cancers. The knowledge obtained through this and future studies may
help improve assessment methodology in regulatory decision making for and
utilization of DBT systems in the clinic.
In the next chapter, we present an ongoing human observer study with
experienced breast imaging radiologists [147], through which we will validate
the clinical relevance and significance of our model observer studies (Chapter
5 and 6). It is hypothesized that the rank order of DBT systems by the hu-
man observer performance would generally agree with the performance trends
shown in our model observer studies.
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Chapter 7
Human Observer Study of DBT Optimization
for MFMC Detection
7.1 Introduction
In this chapter, we present an ongoing human observer study1 to vali-
date the clinical relevance of our model observer studies reported in Chapter 5
and 6. The main motivation of the study comes from the fact that our previous
findings on optimizing DBT for MFMC detection, as we present in Chapter
6, were based on the performance of the 3D ml-CHO model observer under
certain imaging assumptions. As introduced in Chapter 5, the 3D ml-CHO,
as a potentially efficient observer, is designed to extract all available informa-
tion in DBT images for determining the presence of multiple breast lesions.
However, when a human observer (e.g., a radiologist) interprets a DBT case
in clinical practice, he/she may not be able to effectively utilize all the image
information toward his/her decision making process [159, 73, 74, 25]. For ex-
ample, normal anatomical structures in the images (e.g., fibroglandular tissue
1Gezheng Wen, Tamara Miner Haygood and Mia K. Markey, A human observer study
of multi-lesion detection in digital breast tomosynthesis. (to appear in) Medical Image
Perception Society Meeting XVII 2017 (Gezheng Wen is the primary author who develops
the methods, performs the analysis, and will deliver the oral presentation. Mia K. Markey
and Tamara Miner Haygood help with the study design and presentation preparations)
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in a mammogram, ribs in a chest radiograph) may camouflage abnormalities
of clinical interest, and hence the abnormalities may not well perceived by hu-
mans [73]. Hence, it is necessary to validate whether the performance trends
from the model observer study are consistent with the trends from the coun-
terpart human observer study.
This study focuses specifically on the impact of different DBT system
geometries on radiologists’ detection performance for MFMC. Particularly, we
simulate DBT images of synthetic MFMC cases with the four aforementioned
geometries (Chapter 6.2.1.1). Then we ask readers to perform a multi-lesion
detection task on each case of the DBT images (i.e., find all present synthetic
breast lesions). Human observer performance with each of the geometries is
measured from his/her accuracy and confidence, and then compared to study
whether the performance trends are consistent. The study has been approved
by the Institutional Review Boards of The University of Texas MD Anderson
Cancer Center and The University of Texas at Austin. In the preliminary ver-
sion of this study to be presented at Medical Image Perception Society Meeting
XVII in 2017 [147], we will present the preliminary comparison results. In the
extended journal manuscript in preparation for a peer-reviewed journal [148],
we further explore these questions with more comprehensive evaluations and
analysis.
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7.2 Materials and Methods
7.2.1 Image Dataset
7.2.1.1 Simulated DBT scanners
In this study, we investigate the same set of simulated DBT scan-
ners as described in Chapter 6.2.1.1, which includes four DBT geometries
(AS24, Np9), (AS24, Np13), (AS60, Np21) and (AS60, Np31). Again, the
x-ray scatter in photon transport is ignored, and only quantum noise is con-
sidered. 20keV monochromatic x-ray energy with a fixed total exposure in
all scan settings is simulated. Reconstruction slice thickness is 1 mm and the
in-plane resolution is 125 µm. The conventional FBP with a Hann filter is
used for reconstruction.
7.2.1.2 Structured image background
For simulating the structured image background, we use a new set
of patient-based, 3D anthropomorphic computational phantoms, based upon
the dedicated breast computed tomography imaging data of normal patients
[47]. The phantoms have been utilized in several previous studies of breast
imaging system optimization and/or evaluation (e.g., [71, 68, 117, 36, 117]).
With different spatial distributions of the six segmented breast tissue classes
(i.e., skin, adipose, and several fractional glandular densities), the phantoms
differ in volume, breast density, and local anatomical variations. The voxelized
phantoms are realistically compressed using a finite element model [139] and
deformed into a boundary mesh representation. 144 different breast phantoms
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Figure 7.1: Coronal views of four example phantoms of (a) 5 cm, (b) 6 cm,
(c) 7 cm and (d) 8 cm compressed thickness
(a) 5 cm (b) 6 cm (c) 7 cm (d) 8 cm
have been generated, and they are compressed into approximately 5, 6, 7, or
8 cm. The phantoms are processed to have an isotropic resolution of 250 µm.
Figure 7.2.1.2 shows the coronal views of four example breast phantoms of
different compressed thickness.
7.2.1.3 Synthetic breast lesions
We have simulated a new set of synthetic 3D breast lesions following
the framework in Ref. [135]. That is, a modified stochastic Gaussian ran-
dom sphere (GRS) model is used to generate a central tumor mass, and an
iterative fractal branching algorithm is used to add random complex spicule
structures for simulating spiculated lesions. Specially, the GRS is used first to
construct the shape of the central mass by defining a parametric surface using
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Figure 7.2: The four types of simulated breast lesions used in the study (i.e.,
the lesions to be detected by a human observer): (a)-(b): non-spiculated le-
sions, (c)-(d) spiculated lesions after embedding random spiculated structures
to the well-circumscribed lesions.
(c) (d)(a) (b)
the radial distance of the surface from the origin. Varying the statistics of
the GRS shapes, controlled by the maximum order of spherical harmonics and
the variance of radial distance, leads to different levels of surface irregularities.
Then, set of low-frequency modifications, denoted as “bumps” and “spikes”,
and high-frequency modifications denoted as a “fuzzy” surface texture, are
added to modify lesion surface for a greater degree of surface variations (e.g.,
lobulated surface, pointy surface), and hence better realism. For spiculated
lesions, an iterative fractal branching algorithm recursively creates a set of
segments based on a set of growing rules. Each of these segments is repre-
sented as conical frustums (i.e., characterized by a starting and an ending 3D
location, a starting and an ending radius, and length). To simulate the vari-
ations across different spiculated lesions, all the growing rules include a set
of random variables, such as bifurcation probability, direction of extension,
emerging density and etc. In this study, we use the example combinations
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of user-defined parameters as listed in Ref. [135] for simulating lesions. The
contrast between the lesion and the background is set to around 10± 0.4% to
simulate the typical appearance of a lesion embedded in normal breast tissues
[145]. The four types of lesions used in the evaluation study (i.e., the lesions
to be detected by a radiologist) are shown in Figure 7.2.
Using the similar approaches as described in Chapter 5.2.1.3 and 6.2.1.3
for simulating synthetic MF and MC cases, lesion-present breast phantoms are
generated by embedding a random number of breast lesions in the phantoms.
We divide the breast into four quadrants (Figure 5.2(a)), and there are four
possible lesion locations across the breast (Figure 7.3(a) for MF cases and
Figure 7.3(b) for MC cases). The lesion locations are sampled from a preva-
lence distribution { 1
12
, 2
12
, 4
12
, 5
12
} (Figure 5.2(d)). The number of lesions was
sampled from a truncated Poisson distribution with a mean of 1.
(i). For MF cases, adjacent lesions were separated from each other by 30
mm (Figure 7.3(a)). Four local VOIs of in-plane size 20 mm × 20 mm
at each lesion location were extracted, and then combined into a large
2× 2 VOI, designed as VOIMF (Figure 7.3(c)).
(ii). For MC cases, lesions were located across different breast quadrants
(Figure 7.3(b)). Similarly, four local VOIs at each lesion location are
extracted, and combined into a large 2 × 2 VOI, designed as VOIMC
(Figure 7.3(d)).
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(c) VOIMF (d) VOIMC
(a) MF (b) MC
12
34
1
2
3
4
Figure 7.3: Example DBT reconstructed slices, and the corresponding whole
VOI slices of two MFMC cases. The two lesion-present phantoms in (a) and
(b) were scanned. (a) and (c) show an example MF case with 4 lesions that
are present in the same breast quadrant. (b) and (d) show an example MC
case with 4 lesions that are present in different breast quadrants. The red
dashed boxes in (a) and (b) indicate the extracted local VOIs centered at the
four possible lesion locations, where the red digits (i.e., 1-4) indicated the local
VOI indices. All four lesions are contrast-enhanced for better visualization:
the two lesions on the top (i.e., local VOI 1 and 3) are non-spiculated lesions,
while the two lesions on the bottom (i.e., local VOI 2 and 4) are spiculated
lesions. Lesion shapes in the local VOIs of all the simulated MFMC cases are
of the same order as in (c) and (d).
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7.2.2 Experiment Design
7.2.2.1 Human observers
Five radiologists with specialty in breast imaging and experience with
DBT have been recruited from The University of Texas MD Anderson Cancer
Center to participate in the study. For each image, the task of the participants
is to read the DBT images for detecting multiple lesions, and to determine the
presence or absence of a lesion using a 0-6 ordinal scale (i.e., a score of 0 cor-
responds to the lowest and 6 the highest confidence of a present lesion). A
seven-point scale is a good balance between having enough points of discrim-
ination without having to maintain too many response options [98], and thus
has been widely used in medical imaging perception studies to quantify ob-
servers diagnostic accuracy (e.g., [159, 111, 112]). To reduce inter-participant
variation, an instruction sheet with verbal descriptions of the recommended
score levels is provided. At the beginning of the study, the readers have training
sessions (i.e., read 15 images not selected for the reader study) to familiarize
themselves with the interface, the detection task, and the rating scale. Instant
feedback is provided to the readers in the training sessions, and their perfor-
mance is monitored to guarantee that at the end of the training the readers
can generally follow the recommended scoring rules and achieve reasonable
accuracy in the detection task.
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7.2.2.2 Experimental interface
Figure 7.4 presents the schematic of the experimental interface of the
study. For each DBT image set, only the central slice of the VOI is shown to
the readers (i.e., Ns = 1). The 2D VOI is divided into four equal-size local
VOIs, and each local VOI may contain at most one lesion at the center. For
each local VOI, the participants need click the mouse within the local VOI
and report a confidence score in the 0-6 scale for the presence of a lesion in the
local VOI. A three-stage score-reporting system, similar to the one described
in [159], has been implemented (Figure 7.4 red dashed box). The motivation
is to encourage the readers to scrutinize the images carefully: start from a
rough decision and then refine their decision for a final score. This would help
improve the consistency of their scores. The reported scores at each local VOI
for each reader are automatically recorded and saved for analysis. There is
no particular order for reporting the four local VOIs, but the readers cannot
proceed to the next image until the scores for all local VOIs of the current
image are reported. There is a ‘VOI response’ window next to the image
window, showing the reader’s progress on the current image, where light gray
indicates that the score for the corresponding local VOI has been reported,
dark gray indicates the local VOI that the reader is currently scoring for, and
white indicates that the score for the local VOI has not been reported yet. A
lesion-only VOI, without structured background, is always displayed on the
left of the image to remind the readers of the typical appearance of lesions.
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Figure 7.4: Schematic of experimental interface with the three-stage score-
reporting system (red dashed box)
7.2.2.3 Data collection
All studies are being conducted with a mobile workstation (Dell Inc,
Round Rock, TX), and images are displayed on the built-in monitor of res-
olution 1440 × 900. The window level is chosen to display the variations of
background structures [57], and the window width is chosen to be narrow
enough to enhance the contrast of the lesions, but not so narrow as to make
the image noise distracting. There is no time limit to review each image. Each
radiologist needs to read a total of 400 DBT sets in four experimental sessions,
one session for each of the four DBT geometries. The images are randomized
so that each reader views the images in a different order. In each session, the
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reader reads 50 MF DBT sets and 50 MC DBT sets. Each DBT set takes on
average 15 seconds to read, and the whole experiment takes up to 2 hours for
each reader to complete.
7.2.3 Data Analysis
Data analysis of this study focuses on the rank orders of the system con-
figurations for MF versus MC. The observer performance is being evaluated as
follows: 1) image-level decisions are measured using the area under the ROC
curve (AUCROC). The score of the image is defined as the maximum score of
the four scores across the four signal locations. 2) location-specific decisions
are measured using AUCAFROC by plotting the empirical AFROC curve. For
each of the chosen decision thresholds, a lesion is counted as correctly-localized
if the score at the lesion location is above the threshold, and a lesion is actu-
ally present at that location. One false positive is counted if any of the four
locations in either a lesion-present or lesion-absent case is a false positive.
As a result, there are a total of four rank orders of the four DBT
geometries: (1) image-level rank order for MF cases; (2) image-level rank order
for MC cases; (3) location-level rank order for MF cases; and (4) location-level
rank order for MC cases. The optimal designs for MF cases and MC cases are
assessed by comparing the image-level rank order for MF cases (1) with the
image-level rank order for MC cases (2), and comparing location-level rank
order for MF cases (3) with the location-level rank order for MC cases (4). To
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understand if the DBT system design that is optimal for image-level decisions
is also optimal for location-level decisions, we compare the image-level rank
order for MF cases (1) with the location-level rank order for MF cases (3), and
compare image-level rank order for MC cases (2) with the location-level rank
order for MC cases (4).
7.3 Preliminary Result
Experimental data utilized in this preliminary analysis were acquired
with one board-certified radiologist (radiology faculty, male, 7 years of experi-
ence). Figure 7.5 shows the radiologist’s detection performance with the four
DBT geometries described above. The geometries are shown in the descending
order of the FOM (i.e., AUCROC in Figure 7.5(a) and (b), and AUCAFROC in
Figure 7.5(c) and (d)), and each geometry is indicated by a unique color. The
color patterns in the four subplots of Figure 7.5 are visually different, indicat-
ing that the four rank orders of these geometries are not consistent. First, when
comparing Figure 7.5(c) with (d), we observe that the geometries (AS24, Np9)
(blue) and (AS24, Np13) (cyan) have the lowest and highest AUCAFROC, re-
spectively, for detecting MF cases, whereas they have the highest and lowest
AUCAFROC, respectively, for detecting MC cases. These contradicting trends
suggest that the rank orders of DBT geometries may be different for detecting
MF and for detecting MC cases. Second, when comparing Figure 7.5(a) with
(c), we observe that the geometry (AS24, Np9) (blue) has the 2nd highest
AUCROC for image-level decisions, but the lowest AUCAFROC for location-
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Figure 7.5: Rank orders of the four DBT geometries by: (a) AUCROC in MF
cases; (b) AUCROC in MC cases; (c) AUCAFROC in MF cases; (d) AUCAFROC
in MC cases. The performance trends are not consistent when comparing the
rank orders: 1) for MF with for MC, and 2) by AUCROC with by AUCAFROC.
level decisions. In contrast, the geometry (AS24, Np13) (cyan) only has the
3rd highest AUCROC for image-level decisions, but the highest AUCAFROC for
location-level decisions. These conflicts suggest that the rank orders of DBT
geometries may vary as the task of clinical interest changes. Therefore, both
qualitative conclusions generally agree with those drawn from our model ob-
server studies (Chapter 6.5).
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7.4 Discussion
In this study, we simplify the task of detecting MFMC lesions from
DBT reconstructed slices into the task of finding lesions in the extracted 2D
VOIs. Such simplification may not reflect how DBT images are interpreted by
radiologists in their clinical practice. As the current stack-view presentation
approach for volumetric DBT imaging data requires radiologists to scroll back
and forth over multiple reconstructed slices in order to find a lesion if any, the
real clinical task would be more complicated. Moreover, reading DBT images
may be combined with other relevant tasks, such as reading a conventional
2D mammography image or a synthetic 2D mammographic view (e.g., C-view
image computed from DBT projections [136, 168]). However, one of the main
interests of this study is to examine the potential influence of multiple lesions
on DBT system optimization. We are confident that such a simplified detec-
tion task, as commonly used in the similar previous studies reported in the
literature (e.g., [159, 57, 4], is suitable for our study purpose.
It remains to be seen whether the overall performance trend of human
observers would agree with what we observed for our model observer. Here
we propose two approaches that may be helpful in future work should there
be discrepancies between the human observers and the model observer. 1)
The model observer could be modified to include an anthropomorphic mod-
ule to reflect the same internal noise as the human (e.g., [163, 23, 4])). For
example, user scores assigned by humans, instead of the Nl-dimensional bi-
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nary vectors of 0/1 truth, could serve as YL for generating PLS channels.
2). Intra-observer and inter-observer variability could be prospectively con-
sidered for interpreting the results of human observer studies. For example,
when assessing the differences between two observers’ scores, inter-observer
bias and limits of agreement could be calculated [94], which could be further
transformed into weighting factors when combining all observers’ scores.
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Chapter 8
Conclusions and Future Work
In this dissertation, we have advanced two active areas of research in
medical imaging. The first area is focused on the model observer design for
detecting multiple abnormalities in a single set of medical images. This is mo-
tivated by the limitations of existing model observers that they are typically
designed to detect at most one signal, and could not address variations across
background regions due to the presence of anatomical structures. Our novel
multi-signal model observer not only incorporates interactions among signals,
but also accounts for variations in local anatomical background by adjusting
the decision-making rule accordingly. We have developed novel channeliza-
tion approaches to estimate efficient channels (PLS and LG channels) that
capture significant discriminant image information, such as local background
statistics, signal characteristics, and signal prevalence across locations. The
evaluation studies with synthetic 2D mammograms have demonstrated that
the model observer is able to detect multiple breast lesions, making accurate
image-level and location-specific detection decisions with a small number of
channels. This shows the potential of the model observer as a broadly appli-
cable tool in medical image quality assessments of realistic clinical situations.
This would greatly facilitate the task-based optimization of imaging systems.
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The second part of this dissertation aims to optimize DBT image qual-
ity for the detection of MFMC breast cancer. As previous DBT system op-
timization studies are based on unifocal breast cancer scenarios, this is the
first series of studies that seek to investigate how the presence of more than
one tumor would influence DBT system design. First, we have extended our
2D multi-signal model observer into a 3D ml-CHO model observer that works
effectively with volumetric DBT imaging data. The 3D ml-CHO makes detec-
tion decisions regarding the presence of lesions upon the overall information
from both individual DBT slices and their correlations. In the evaluation stud-
ies with simulated DBT images of MFMC cases (i.e., digital breast phantoms
with multiple inserted synthetic breast lesions, scanned by a simulated DBT
scanner), we have demonstrated that the 3D ml-CHO could achieve high de-
tection performance with a small number of channels (especially with 3D PLS
channels). We have also shown that incorporating locally varying anatomical
backgrounds and their correlations as in the design of 3D ml-CHO is benefi-
cial for making multi-lesion detection decisions. Second, given these results
showing the potential of the 3D ml-CHO as a useful tool in task-based assess-
ment of DBT image quality, we have employed the 3D ml-CHO to identify
DBT system geometries that are most effective for the detection of MFMC.
We have shown that the consideration of multiple breast lesions may present
distinct challenges to DBT system optimization. We have demonstrated that
DBT system geometries, especially wide-arc geometries versus narrow-arc ge-
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ometries, may not be equally effective for detecting MF or MC lesions. We
have also shown that the rank orders of the geometries for MF and MC cases
and for unifocal cases may be different. Thus, our model observer evaluation
studies highlight that the optimal geometry of DBT may vary when the task
of clinical interest changes, and a given DBT system geometry may not yield
images that are equally informative for detecting MF, MC, and unifocal breast
cancers. Overall, all these conclusions are significant and constructive because
they could potentially help enhance the clinical values of DBT, and improve
management of MFMC.
As this dissertation is the first to investigate the impact of multiple
tumors on DBT system optimization, we have brought forward a number of
open research questions that need further investigations in the future. First,
it is necessary to validate the clinical relevance and significance of our model
observer studies. This is consistent with what our ongoing human observer
study with experienced breast imaging radiologists (Chapter 7) aims to ac-
complish. By measuring radiologists’ accuracy and reported confidence in
detecting synthetic MFMC lesions from simulated DBT images acquired with
different imaging geometries, we could rank the chosen DBT systems by the
human observer performance, hypothesizing that it would generally agree with
the performance trends shown in our model observer studies. On the other
hand, the multi-lesion model observer could be improved with an anthropo-
morphic module to reflect the same internal noise of the human. For example,
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user scores assigned by humans, instead of the Nl-dimensional binary vectors
of 0/1 truth, could serve as YL for generating PLS channels. Second, it is
valuable to further explore the realism of simulated MFMC cases. We have
only evaluated DBT geometries on cases in which the possible lesion locations
are finite and fixed, and lesions always appear in the center of local VOIs.
More investigations with varying lesion locations, types and shapes would be
valuable. Instead of only working with extracted local VOIs, the 3D ml-CHO
could be also extended to consider information from the whole breast, such as
the actual distances between lesions, in the decision making process. Third,
it has to be noted we have only investigated two key design factors in the
design of DBT acquisition process, and we have not exhaustively evaluated all
possible combinations of the two parameters. In order to achieve more defini-
tive conclusion on the optimal DBT design for MFMC detection, it would be
valuable to conduct more comprehensive studies that evaluate the impacts of
other DBT system parameters. For example, variable angular increment and
variable dose distribution in the acquisition process are two example factors
of interest. Fourth, as our vision in this dissertation is that DBT may offer
advantages over MRI in terms of fewer false-positive findings, lower cost, and
better accessibility. It would be interesting to directly compare the detectabil-
ity of MFMC lesions in DBT and MRI images. For instance, multi-modality
computational breast phantoms with synthetic breast lesions could be imaged
by a simulated DBT scanner, and a simulated MRI scanner. As a result, two
sets of images of simulated MFMC cases are generated, and similar model
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observe studies could be conducted on these images. Detection performance
of the multi-lesion model observers could be evaluated for comparing the ef-
fectiveness of DBT and MRI for MFMC detection.
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Appendix A
Chapter 3: Appendix
A.1 Results with realistic signals in multicentric cases
Figure A.1 shows the complete FOM results with realistic signals in
multicentric cases. Detailed discussion of the results are in Chapter 3.3.1.
A.2 Results with circular Gaussian signals in multicen-
tric cases
Figure A.2 shows the FOMs with circular Gaussian signals. The general
trends of FOMs with multicentric cases as a function ofNc were similar to those
reported with multifocal cases in [151].
(i). For image-level SNR, when Nc is small, Timg PLS channels was superior
to Tloc PLS channels, but Tloc starts to outperform Timg when Nc is
around 25 (Figure A.2(a)). Tloc is better than Timg as Tloc could be
used to generate both image-level and location-specific decisions.
(ii). The performance, measured using AUCAFROC, of Tloc PLS channels
matches that of Tone loc when Nc per location ≥ 25 (Figure A.2(b)).
As Tloc is universal to all signal locations while Tone loc is specific to one
location, there is a huge reduction in total number of channels used (i.e.,
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Nc for Tloc versus [Nc×Nl] for Tone loc). This is especially valuable when
Nl is relatively large (e.g., 20).
(iii). For both PLS and LG channels, location-specific SNRs were different
across the four signal locations, when Nc is sufficiently large (e.g., 50
Tone loc PLS channels per location). This agrees with our assumption
that different local background statistics in multicentric cases would lead
to different levels of detectability.
(iv). For all three FOMs, the performance trends for PLS channels and modi-
fied LG channels were approximately same. The maximum performance
with the PLS channels was as good as that with the counterpart LG
channels. As LG channels are derived analytically, they are better when
the number of training images is limited (i.e., estimated PLS channels
are relatively noisy). However, PLS channels are better when realis-
tic signal shapes and complex background statistics are involved in the
detection tasks. More results are reported in Chapter 3.3.1.
A.3 Interactions among signal locations (LG channels)
Figure A.3 shows the comparisons among the four model observers as
discussed in Section 3.3.2. The benchmark LG channels were used.
(i). Model 3 and 4 were consistently good when compared to Model 1 and
2 (Figure A.3(a)-(c)).
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Figure A.1: FOM results with realistic signals in multicentric cases. (a) Image-
level decision: SNR from (Timg,w
I
img) and (Tloc,w
I
loc), PLS channels versus LG
channels; (b) Example ROC curves achieved with Nc = 25 from (Timg,w
I
img)
and (Tloc,w
I
loc): PLS channels versus LG channels; (c) Image-level decision:
SNR from (Tloc,w
L
loc) and (Tone loc,w
L
one loc): PLS channels versus LG chan-
nels; (d) Example ROC curves achieved with Nc = 25 from (Tloc,w
L
loc) and
(Tone loc,w
L
one loc): PLS channels versus LG channels; (e) Location-level deci-
sion: AUCAFROC from (Tloc,w
L
loc) and (Tone loc,w
L
one loc), PLS channels versus
LG channels. (f): Location-specific SNRs from PLS (Tloc,w
L
loc) and PLS
(Tone loc,w
L
one loc).
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Figure A.2: FOM results with circular Gaussian signals in multicentric
cases.(a) Image-level decision: SNR from (Timg,w
I
img) and (Tloc,w
I
loc): PLS
channels versus LG channels; (b) Image-level decision: SNR from (Tloc,w
L
loc)
and (Tone loc,w
L
one loc): PLS channels versus LG channels; (c) Location-level
decision: AUCAFROC from (Tloc,w
L
loc) and (Tone loc,w
L
one loc): PLS chan-
nels versus LG channels. (d) Location-specific SNRs from (Tloc,w
L
loc) and
(Tone loc,w
L
one loc): PLS channels. (e) Location-specific SNRs from (Tloc,w
L
loc)
and (Tone loc,w
L
one loc): LG channels.
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Figure A.3: Subfigures (a)-(c) are shown to demonstrate the benefits of incor-
porating interactions among signal locations in multi-signal detection tasks.
The model observers used the modified LG channels. (a) image-level SNR
curves show that Model 1 (blue) significantly underperforms the other three.
(b) AUCAFROC curves show that Model 2 (red) significantly underperforms the
other three. (c) Location-specific SNRs from Model 2 (top right) are higher
than SNRs from Model 1 (top left), but are approximately equal to those from
Model 3 (bottom left) and 4 (bottom right).
145
Nc
0 20 40 60 80 100
AU
C
AF
R
O
C
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
AUCAFROC vs # of PLS Training Images
100
200
500
1000
2500
5000
10000
Nc
0 20 40 60 80 100
AU
C
AF
R
O
C
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
AUCAFROC vs # of wCHO Training Images
100
200
500
1000
2500
5000
10000
(a) varying number of PLS training (b) varying number of wCHO training
Figure A.4: Impacts of the number of training samples on the performance
of the model observers with Tloc PLS channels. (a)-(b) Plots of AUCAFROC
as the number of PLS training images, and the number of wCHO training
images changes. The performance trend as a function of Nc was similar across
different numbers of PLS training images. With smaller number of wCHO
training images, AUCAFROC was considerably lower with higher variations.
(ii). Model 1 (blue), measured by image-level SNR, significantly underper-
formed the other three models (Figure A.3(a)).
(iii). Model 2 (red), measured by AUCAFROC, significantly underperformed
the other three models (Figure A.3(b))
(iv). Model 2 (top right) achieved higher location-specific SNRs than Model
1 (top left), but approximately equal SNRs as Model 3 and 4 (bottom)
(Figure A.3(c)).
146
Nc
0 10 20 30 40 50
SN
R
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2 SNR vs # of PLS Training Images
100
200
500
1000
2500
5000
10000
Nc
0 10 20 30 40 50
AU
C A
FR
OC
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
AUCAFROC vs # of PLS Training Images
100
200
500
1000
2500
5000
10000
(a) (b)
Nc
0 10 20 30 40 50
SN
R
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
SNR vs # of wCHO Training Images
100
200
500
1000
2500
5000
10000
Nc
0 10 20 30 40 50
AU
C A
FR
OC
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
AUCAFROC vs # of wCHO Training Images
100
200
500
1000
2500
5000
10000
(c) (d)
Figure A.5: Impacts of the number of training samples on the performance
of the model observers with Tloc PLS channels. (a)-(b) Plots of image-level
SNR and AUCAFROC as the number of PLS training images changes. The
performance trend as a function of Nc was similar across different numbers
of PLS training images. (c)-(d) Plots of image-level SNR and AUCAFROC
as the number of wCHO training images changes. With smaller number of
wCHO training images, image-level SNR degraded significantly at large Nc,
and AUCAFROC was considerably lower with higher variations.
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A.4 Sample size considerations (realistic signals)
Figure A.4 shows the impacts of sample sizes on AUCAFROC. Irregularly
shaped signals were used. Despite the notable differences in the absolute
performance, the trend of AUCAFROC (Figure A.4(a)) as a function of Nc was
similar across different numbers of PLS training images. However, for small
numbers of wCHO training images, AUCAFROC at a large Nc was substantially
lower with a larger variation (Figure A.4(b)).
A.5 Sample size considerations (circular Gaussian sig-
nals)
Figure A.5 shows the impacts of sample sizes on the detection perfor-
mance. Circular Gaussian signals were used.
A.5.1 The number of PLS training images
We fixed the number of wCHO training images and testing images at
5000, and varied the number of PLS training images to one of {100, 200, 500,
1000, 2500, 5000, 10000}. Each setting was repeated for five times, and the
templates w were sufficiently trained for each setting. The trends of FOMs
(Figure A.5(a)-(b)) as a function of Nc were similar across different numbers of
PLS training images. Hence, PLS channels, estimated from a limited number
of training images, could still capture useful information for predicting perfor-
mance trend in multi-signal detection tasks, even if the quality of the channels
may not as good as they could possibly be.
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A.5.2 The number of wCHO training images
Similarly, we fixed the number of PLS training images and testing
images at 5000, and varied the number of wCHO training images to one of
{100, 200, 500, 1000, 2500, 5000, 10000}. For small numbers of wCHO training
numbers (e.g., 100, 200), it can be seen that the image-level SNR (Figure
A.5(c)) significantly degraded with a large Nc, and AUCAFROC (Figure A.5(d))
was substantially lower with a larger variation. This may be caused by inac-
curate, and/or instable estimation of the channelized covariance, when such a
small number of training images were used. Given the quality of PLS channels
was consistently high, this suggests that the sample size of wCHO training may
have a larger impact on the performance. Thus, if the total sample size is
limited, a larger fraction of the images need be used to train the template w.
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Appendix B
Chapter 6: Appendix
B.1 Reconstruction Algorithms
Though image acquisition decides what and how much information is
captured, there are different types of DBT reconstruction algorithms [128]
(e.g., linear and non-linear methods, iterative reconstruction) that impact re-
sulting DBT image properties (e.g., spatial resolution, noise level, contrast, and
artifacts). In Chapter 6, all the images were reconstructed by the FBP method
with a Hann filter. To verify if the choice of reconstruction algorithm would
affect the DBT system optimization for MFMC detection, we briefly explored
other alternative algorithms, including the simultaneous algebraic reconstruc-
tion technique (SART) (e.g., [84, 164]), the maximum-likelihood method (e.g.,
[119]), and the total variation minimization method (e.g., [134, 48]). Figure
B.1 and Figure B.2, as the counterparts of Figure 6.4 and Figure 6.6 respec-
tively, show the preliminary results with SART. The step size of the iterative
reconstruction was manually tuned to achieve a fast convergence of the cost
function while still being able to reach a stable solution. The iteration started
with an initial guess obtained with Back Projection, and the maximum num-
ber of iterations was set to 20. The same procedures of 3D ml-CHO training
and testing as described in Chapter 6.2.3 were used.
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(i). Similar to the results in Chapter 6.3.1, for the geometry (AS24, Np13),
both the task SNR (Figure B.1(a)) and AUCAFROC (Figure B.1(b)) for
MF cases (blue) was higher than those for MC cases (red). This sug-
gests that for the narrow-arc geometry, MC cases may be more diffi-
cult than MF cases to detect accurately. In contrast, for the geometry
(AS60, Np31), both the task SNR (Figure B.1(c)) and AUCAFROC (Fig-
ure B.1(d)) for MF cases (blue) was lower than those for MC cases (red).
This suggests that for wide-arc geometry, MF cases may be more difficult
than MC cases.
(ii). Similar to the results in Chapter 6.3.2, for both wide-arc geometry
(AS60) and narrow arc-geometry (AS24), changing the number of pro-
jections Np changed the trend of detection performance. For example,
in Figure B.2(a) of task SNR, the geometry (AS24, Np13) (red) has a
higher SNR than the geometry (AS24, Np9) (blue) when Ns = 5, but a
lower SNR when Ns = 11. Moreover, the rank orders of the four geome-
tries may be not the same by task SNR or AUCAFROC. For example, for
Ns ≥ 7, the geometry (AS60, Np21) (yellow) was significantly better
than the geometry (AS24, Np13) (blue) by task SNR (Figure B.2(a)),
but worse by AUCAFROC (Figure B.2(b)).
In conclusion, these results demonstrate that the FBP-based compar-
isons of the geometries could be generalized to DBT systems with a different
reconstruction algorithm.
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Figure B.1: FOM comparisons between MF cases and MC cases when SART
was used for reconstruction. 5 reconstructed slices were used by the 3D ml-
CHO. (a)-(b): The DBT geometry (AS24, Np13) may be more effective for
detecting lesions in MF cases (blue) than MC cases (red). (c)-(d): The DBT
geometry (AS60, Np31) may be more effective for MC cases (red) than MF
cases (blue).
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Figure B.2: (a)-(b): FOM comparisons in MF cases across the four DBT
geometries when SART was used for reconstruction. 15 PLS channels (i.e.,
Nc = 15) were used by each of the differently trained four model observers.
(c)-(d): the counterpart FOM comparisons in MC cases. For both wide- and
narrow arc-geometries (AS60 and AS24), changing Np changed the trends of
detection performance in MF cases, but not in MC cases. The rank orders of
the four geometries may not be the same by the task SNR or AUCAFROC in
MF cases or MC cases.
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