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Abstract: We live in an interconnected world where network valued data arises in
many domains, and, fittingly, statistical network analysis has emerged as an active area
in the literature. However, the topic of inference in networks has received relatively less
attention. In this work we consider the paired network inference problem where one is
given two networks on the same set of nodes, and the goal is to test whether the given
networks are stochastically similar in terms of some notion of similarity. We develop a
general inferential framework based on parametric bootstrap to address this problem.
Under this setting, we address two specific and important problems: the equality
problem, i.e., whether the two networks are generated from the same random graph
model, and the scaling problem, i.e., whether the underlying probability matrices of the
two random graph models are scaled versions of each other. The proposed methods has
advantages over other methods proposed in the literature, and works accurately under
a remarkable range of random graph models. We establish theoretical results for the
proposed methods under two popularly used models. We demonstrate the empirical
accuracy of the proposed method using paired networks sampled from a wide variety
of models as well as several well-known real-world paired network datasets.
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1 Introduction
A remarkable variety of complex systems consist of agents that interact with each other.
Examples of such agent-interaction systems include social networks [35], the world wide
web [25], power grids [38], and protein interaction systems [14], to name a few. Any
such system can be represented as a network or graph, where agents are represented
as nodes and their interactions as edges. Therefore, networks provide a natural and
powerful statistical framework that can be used for analyzing such systems. Fittingly,
statistical network analysis has rapidly emerged as an active area in the statistics
literature. The methodological literature has largely focused on random graph models
for network data and estimation under such models. In contrast, the topic of statistical
inference on networks has received relatively less attention. In this work, we aim to take
a step towards filling that gap by proposing an inferential framework for hypothesis
testing on paired networks.
Consider a set of n entities labelled as 1, . . . , n, and two undirected networks (with
no self-loops) representing binary interactions between them. This is represented by
two n-by-n symmetric adjacency matrices A1 and A2, where A1(i, j) = 1 if entities
i and j interact in the first network and A1(i, j) = 0 otherwise, and similarly for
A2. The statistical model is given by A1 ∼ P1 (and A2 ∼ P2), which is short-hand
for A1(i, j) ∼ Bernoulli(P1(i, j)) for 1 ≤ i < j ≤ n. We note that this is similar to
multilayer or multiplex networks that have been studied in the literature [40, 36, 26, 39].
Let τ(P ) represent a network feature of interest, i.e., a function of the probability
matrix and the model parameter of interest. The inference task is to test whether the
paired networks are similar in terms of the feature quantified by τ(·), i.e., whether
τ(P1) = τ(P2). This general setting covers a wide variety of paired network inference
problems. In particular, we concern ourselves with two inference problems: equality
and scaling. Under the equality problem we want to test whether A1 and A2 come
from the same probability distribution (is P1 = P2?). This is a very natural inference
problem to consider in paired networks, akin to the classical paired sample testing
problem for equality of means. However, equality might be too restrictive as a notion
of similarity. For example, consider a group of people who are connected via two
modes of communication, say emails and texts. Due to different nature of these modes
of communications, the whole group might be more active in the email network than
the text network, or vice versa, however the connectivity patterns are similar. This
notion of similarity can be tested via the scaling problem, i.e., testing whether P1 = cP2
for some c > 0. Note that equality is a special case (more restrictive version) of scaling.
The equality problem corresponds to τ(P ) = P and the scaling problem corresponds
to τ(P ) = P/||P ||F where || · ||F represents the Frobenius norm of a matrix.
These two questions arise in a wide range of important and interesting settings.
The two networks could represent social and professional connections between a group
of people, and the domain question of interest would be whether social and professional
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connections are similar. From an infectious disease perspective, the two networks could
represent social contacts on weekdays vs weekends. Other important application areas
include functional neuroimaging [18], EEG recordings [2], neuronal networks [57], and
protein protein interactions [9], to name a few.
We could like to call this problem as the paired network inference problem, to
emphasize upon the fact that, for any dyad (i, j), we have a pair of observations, namely
A1(i, j) and A2(i, j), and this enables us to adopt classical principles from paired
sample inference. On a somewhat semantic note, this nomenclature helps us distinguish
the current problem from at least three other closely related versions of the general
two-sample network inference problem, which are also important and interesting in
their own right. First, one could have several networks from both distributions, i.e.,
A1, . . . , Am1 ∼ PA and B1, . . . , Bm2 ∼ PB, which is closer to the classical two-sample
inference problem, studied in [18]. Second, one could have two networks A1 ∼ P1 and
A2 ∼ P2 from different sets of nodes, e.g., legislative co-sponsorship networks from
two different US Congresses with few or no intersections, or friendship networks in two
different schools. Third, we may not know which node in A1 corresponds to which node
in A2. The third version of the problem is closely related to the network alignment
problem which has been well-studied in the computer science literature [3, 29, 10]. In
the network alignment problem, the goal is to find which node in A1 corresponds to
which node in A2 by finding similarities in their connections to the other nodes. It
is interesting to note that, in some sense, the network alignment problem is opposite
to the paired network inference problem that we study in this paper. In our setting,
we seek to infer whether P1 and P2 are similar, under the assumption that the two
networks are paired or aligned, i.e., we know which node in A1 corresponds to which
node in A2. In the network alignment setting, one seeks to align the two sets of nodes,
i.e., find out which node in A1 corresponds to which node in A2, under the assumption
that a node will behave similarly in the two networks, i.e., P1 ≈ P2.
In related work, some valuable and important contributions have been made in
recent years. In [54] and [55], the authors studied the equality problem and the scaling
problem under the framework of random dot product graphs, and developed tests based
on a lower dimensional approximation of the adjacency matrix, called the adjacency
spectral embedding. In [17], the authors proposed a test based on the largest abso-
lute eigenvalue, and in [15, 16] the authors studied the problem from an information
theoretic perspective to derive minimax bounds.
In this paper, we propose a bootstrap based inferential framework for the paired
network problem based on Frobenius distance between estimated models from the two
networks. A key challenge towards carrying out paired network inference is how to
obtain an appropriate rejection threshold. We address this by developing a parametric
bootstrap strategy to approximate the sampling distribution of the test statistic under
the null. These methods can be applied to a broad range of random graph models,
and we demonstrate this from five well-studied models from the literature. We prove
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theoretical validity of the methods under two random graph models, and demonstrate
the improvements from the proposed method over current methods. Open source R
code for implementing the method is freely available on GitHub.
The rest of the paper is organized as follows. In Section 2, we formally state the
paired network inference problem and its equality and scaling versions, describe our
proposed method, and highlight its connections and differences from existing meth-
ods. In Section 3, we provide detailed formulation of the proposed method under five
random graph models. In Section 4, we prove theoretical results for the size and the
power of the testing methods. In Section 5, we report simulation results from five ran-
dom graph models, and in Section 6, we report results from case studies from several
network datasets. In Section 7, we conclude the paper with discussions and next steps.
Technical proofs are in the Appendix.
2 Problem statement and methodology
In what follows, we consider simple, unweighted, undirected networks with no self-
loops. Let A be the n-by-n adjacency matrix of such a network with n nodes, i.e.,
A(i, j) = A(j, i) = 1 if nodes i and j are connected, and A(i, j) = A(j, i) = 0 oth-
erwise. A ∼ P is shorthand for the statement that for 1 ≤ i < j ≤ n, A(i, j) ∼
Bernoulli(P (i, j)) independently. Consider a paired network inference problem with
n nodes, where A1 and A2 are the adjacency matrices, and the i
th node of A1 is matched
to the ith node of A2 for i = 1, . . . , n. Note that the paired network framework holds
only when the given networks are perfectly aligned, i.e., we know how to match the
nodes in A1 to the nodes in A2.
2.1 A general test of similarity for paired networks
For some given network feature τ(·), we are interested in the following hypothesis
testing problem:
H0 : τ(P1) = τ(P2) vs. H0 : τ(P1) 6= τ(P2).
For now, let us assume that τ(·) is a well-behaved function. Furthermore, we assume
that we know the class of models that P1, P2 come from (e.g., the class of stochastic
blockmodels, or the class of latent distance models, etc.), i.e., A1 ∼ P1 and A2 ∼ P2
and P1, P2 ∈ P where P is a known class of network models. We also assume that
there is a “good” estimation method for the class of random graph models in P , and
we can therefore estimate Pˆ1 ∈ P from A1 and Pˆ2 ∈ P from A2.
Then, a natural test statistic is given by
T (A1, A2) = ||τ(Pˆ1)− τ(Pˆ2)||F ,
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where ||M ||F =
√∑
i
∑
j |M(i, j)|2 denotes the Frobenius norm of a matrix, and when
τ is a vector instead of a matrix, we use the l2 norm instead. Given a suitable estimator
of the underlying model and a well-behaved function τ , it is reasonable to expect that
||τ(Pˆ1)− τ(P1)||F + ||τ(Pˆ2)− τ(P2)||F becomes small as n goes to infinity. If the null
hypothesis is true, then τ(P1) = τ(P2), which implies that
T (A1, A2) ≤ ||τ(Pˆ1)− τ(P1)||F + ||τ(Pˆ2)− τ(P2)||F ,
and therefore the test statistic is likely to take smaller values. On the other hand,
when the alternative hypothesis is true and ||τ(P1)− τ(P2)||F is large, we have
T (A1, A2) ≥ ||τ(P1)− τ(P2)||F −
(
||τ(Pˆ1)− τ(P1)||F + ||τ(Pˆ2)− τ(P2)||F
)
,
which implies that the test statistic is likely to take larger values. Therefore, a rejection
region of the form
T (A1, A2) > Kα
can be used to address the paired network inference problem, where α is the target
level of the test, i.e., we would like to ensure that under H0, Prob[T (A1, A2) > Kα] ≤ α
for large enough n, whereas under H1, Prob[T (A1, A2) > Kα]→ 1 for large enough n.
The key question is, how to determine Kα? A suitable choice for Kα would the
upper (1−α) quantile of the sampling distribution of T (A1, A2) under H0. One way to
determine the threshold would be to analytically formulate the (asymptotic) sampling
distribution of T (A1, A2) under H0, and compute the upper (1 − α) quantile of this
distribution. In [54] and [17], the authors pursued this approach under their specific
model settings to derive asymptotic rejection thresholds for their test statistics. How-
ever, the asymptotic threshold may not work well in finite samples, as reported by [54]
for their method, and verified through our simulation results (in Section 4.2) for the
method proposed in [17]. This becomes even more challenging if we want the inference
method to be applicable to a wide variety of model classes. Furthermore, the threshold
is likely to be different from one model class to another, leading to complications for
applied practitioners.
To address this issue, we propose a parametric bootstrap strategy [4, 52, 51] to
estimate the sampling distribution of T (A1, A2) under the null. For this, we need to
generate resampled data, in the form of paired networks, from a distribution under
the restriction specified by H0, i.e., τ(P1) = τ(P2). Recall that Pˆ1 is the estimate of
P1 using A1 and Pˆ2 is the estimate of P2 using A2. Even when H0 is indeed true, it
is unlikely to hold that τ(Pˆ1) = τ(Pˆ2). Therefore, we transform Pˆ1 and Pˆ2 to their
“null-restricted” counterparts, Pˆ 01 and Pˆ
0
2 , such that τ(Pˆ
0
1 ) = τ(Pˆ
0
2 ). When the null
hypothesis is true, Pˆ 01 and Pˆ
0
2 should be accurate estimates of P1 and P2. However,
when the alternative hypothesis is true, Pˆ 01 and Pˆ
0
2 should not be accurate estimates
of P1 and P2. Note that, in contrast, Pˆ1 and Pˆ2 should be accurate estimates of P1 and
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P2 regardless of whether the null is true or the alternative is true. Having obtained
Pˆ 01 and Pˆ
0
2 , we generate a large number of paired networks A
∗
1 ∼ Pˆ 01 , A∗2 ∼ Pˆ 02 , and
compute T (A∗1, A
∗
2) for each generated data. Then, we use the empirical distribution
of T (A∗1, A
∗
2) as a proxy for the sampling distribution of T (A1, A2) under the null. The
parametric bootstrap estimate of Kα is given by the upper (1 − α) quantile of the
empirical distribution function of T (A∗1, A
∗
2). In practice we do not actually have to
compute the estimate of Kα. We simply compute the p-value of T (A1, A2) with respect
to the empirical distribution function of T (A∗1, A
∗
2), and we reject H0 when the p-value
is less than some pre-specified α.
The steps involved are outlined in Algorithm 1. A key challenge is carrying out
Step 3, which consists of transforming the estimates Pˆ1 and Pˆ2 into their null-restricted
counterparts Pˆ 01 and Pˆ
0
2 . In addition, Pˆ
0
1 and Pˆ
0
2 should be accurate estimates of P1
and P2 under the null, but not under the alternative. It is challenging to come up with
a general recipe for doing this that works for any τ(·). In the next two subsections we
describe our proposed strategy for two specific and important cases of τ(·).
Another related question is, how do we compute Pˆ1 and Pˆ2? This is addressed
in Section 2.4, where we describe the estimation strategies under a wide variety of
statistical network models.
2.2 Test of equality for paired networks
In this case, we have τ(P ) = P , i.e., we want to test H0 : P1 = P2 vs. H1 : P1 6= P2.
If the null hypothesis is true, then Pˆ1 and Pˆ2 are two independent and identically
distributed estimates of P1 = P2, and they should be close to each other. On the other
hand, if the alternative hypothesis is true and P1 and P2 are sufficiently well separated,
then Pˆ1 and Pˆ2 should also be well separated from each other. If we look at
Tfrob(A1, A2) = ||Pˆ1 − Pˆ2||F , (1)
then Tfrob(A1, A2) should be small if the null hypothesis is true, and it should be large
if the alternative hypothesis is true. The remaining question is how to transform Pˆ1
and Pˆ2 into their null-restricted versions. Suppose H0 is true, and denote P = P1 = P2.
Then A1 and A2 are two i.i.d. networks sampled from P , and Pˆ1 and Pˆ2 are two i.i.d.
estimates of P . Consider the pooled estimate
Pˆ =
1
2
(Pˆ1 + Pˆ2). (2)
Then, under the null, Pˆ should be a good estimator of P , in fact it should be better
than either Pˆ1 or Pˆ2. Therefore, by putting Pˆ
(0)
1 = Pˆ , Pˆ
(0)
2 = Pˆ it tautologically follows
that τ(Pˆ
(0)
1 ) = τ(Pˆ
(0)
2 ), and therefore this gives us the null-restricted distribution for
bootstrapping. Suppose we sample a pair of independent networks A∗1, A
∗
2 from Pˆ , and
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Input : Paired networks A1, A2
Network feature τ(·)
Number of bootstraps B
Output: p-value for the test of similarity
Step 1: Compute Pˆ1 from A1 and Pˆ2 from A2
Step 2: Compute the test statistic T = T (A1, A2) = ||τ(Pˆ1)− τ(Pˆ2)||F
Step 3: Transform Pˆ1 and Pˆ2 to their “null-restricted” counterparts, Pˆ
0
1 and Pˆ
0
2 ,
such that τ(Pˆ 01 ) = τ(Pˆ
0
2 ).
Step 4: Parametric bootstrap: for i← 1 to B do
(a) Generate A∗1 ∼ Pˆ (0)1 , A∗2 ∼ Pˆ (0)2
(b) Compute Pˆ ∗i1 from A
∗i
1 and Pˆ
∗i
2 from A
∗i
2 .
(c) Compute T ∗i ← T (A∗i1 , A∗i2 )
end
Step 5: The p-value is given by p← 1
B
∑B
i=1 I[T ≤ T ∗i], and we reject if p < α,
where I is the indicator function.
Algorithm 1: Test of similarity for paired networks
estimate Pˆ ∗1 from A
∗
1 and Pˆ
∗
2 from A
∗
2. Then
T ∗frob(A
∗
1, A
∗
2) = ||Pˆ ∗1 − Pˆ ∗2 ||F (3)
is the parametric bootstrap version of Tfrob, and when Pˆ is close to P , the sampling
distribution of T ∗frob should be close to the sampling distribution of Tfrob. We can
approximate the sampling distribution of T ∗frob by sampling B pairs of networks from
Pˆ , where B is sufficiently large, computing T ∗frob for each network pair, and obtaining
the empirical distribution function of T ∗frob from these B observations. The steps
involved are outlined in Algorithm 2.
2.3 Test of scaling for paired networks
Next, for the scaling problem, the network function of interest is given by τ(P ) = P||P ||F ,
where || · ||F indicates the Frobenius norm as before. Note that this is equivalent to
testing whether there exists c > 0 such that P1 = cP2, which was studied in [54] under
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Input : Paired networks A1, A2, number of bootstraps B
Output: p-value for the test of equality
Step 1: Compute Pˆ1 from A1 and Pˆ2 from A2
Step 2: Compute the test statistic T ← Tfrob(A1, A2) using equation (1)
Step 3: Compute the pooled estimator Pˆ ← 1
2
(Pˆ1 + Pˆ2) using equation (2)
Step 4: Parametric bootstrap: for i← 1 to B do
(a) Generate A∗i1 , A
∗i
2 ∼ Pˆ
(b) Compute Pˆ ∗i1 from A
∗i
1 and Pˆ
∗i
2 from A
∗i
2 .
(c) Compute T ∗i ← T ∗frob(A∗1, A∗2) using equation (3)
end
Step 5: The p-value is given by p← 1
B
∑B
i=1 I[T ≤ T ∗i], and we reject if p < α,
where I is the indicator function.
Algorithm 2: Test of equality for paired networks
the RDPG model. We want to test
H0 :
P1
||P1||F =
P2
||P2||F vs. H1 :
P1
||P1||F 6=
P2
||P2||F , (4)
where || · ||F represents the Frobenius norm as before. Note that the test of equality
is a special case of the test of scaling. The idea for this test is very similar to that for
equality. The test statistic is the Frobenius norm of the scaled difference between Pˆ1
and Pˆ2, given by
Tscale(A1, A2) = || Pˆ1
ρˆ1
− Pˆ2
ρˆ2
||F , (5)
where ρˆ1 = ||Pˆ1||F and ρˆ2 = ||Pˆ2||F . Under H0, this statistic should be small and under
H1, it should be large. The rejection region is of the same form as before,
Tscale(A1, A2) > Kα. (6)
As before, we implement parametric bootstrap to estimate the p-value associated with
this test. Under the null, there could be a scaling difference between P1 and P2, which
means we cannot simply take the average of Pˆ1 and Pˆ2 to obtain the pooled estimator.
However, under the null, the scaled probability matrices are equal, i.e., P1||P1||F =
P2
||P2||F ,
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and let us denote this as H = P1||P1||F =
P2
||P2||F . Then, under the null, A1 ∼ ||P1||FH and
A2 ∼ ||P2||FH. We have to emulate this data generation process in our parametric
bootstrap strategy. Note that Pˆ1/ρˆ1 and Pˆ2/ρˆ2 should both be “good” estimators of
H, and a “better” estimator of H is given by
Hˆ =
1
2
(
Pˆ1
ρˆ1
+
Pˆ2
ρˆ2
)
. (7)
We can now construct individual null-restricted estimates of P1 and P2, given by
Pˆ
(0)
1 = ρˆ1Hˆ, Pˆ
(0)
2 = ρˆ2Hˆ. (8)
We independently sample a pair of networks A∗1 ∼ Pˆ (0)1 , A∗2 ∼ Pˆ (0)2 , and estimate Pˆ ∗1
from A∗1 and Pˆ
∗
2 from A
∗
2. Then
T ∗scale(A
∗
1, A
∗
2) = ||
Pˆ ∗1
ρˆ∗1
− Pˆ
∗
1
ρˆ∗2
||F , (9)
is the parametric bootstrap version of Tscale. As before, we obtain the empirical dis-
tribution of T ∗scale from B parametric bootstrap iterations, and compute the p-value of
Tscale(A1, A2) with respect to this empirical distribution function. The steps involved
are outlined in Algorithm 3.
2.4 Paired network inference under various models
So far we have formulated the methods under a general class of models, given by P ,
under the assumption that there is a “good” estimator Pˆ available under this class. We
now introduce six well-known random graph models from the literature and describe
the estimator under these models to illustrate the general applicability of our methods.
In implementing the paired network inference methods under a specific random graph
model, the corresponding estimator should be used step 1 and step 4(b) in Algorithm
2 and step 2 and step 5(b) in Algorithm 3, for both A1 and A2. Since these are well-
studied and well-documented models, we describe them very briefly in the interest of
space in this subsection, and we would like to refer interested readers to the papers
studying these models for more details.
• Chung-Lu model: Under the Chung-Lu model [7],
P (i, j) = θiθj,
where {θi}ni=1 are the degree parameters. We estimate P as
Pˆ (i, j) =
didj
2m
,
where di is the degree of the i
th node and m =
∑
i>j A(i, j) is the degree of the
network.
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Input : Paired networks A1, A2, number of bootstraps B
Output: p-value for the scaling test
Step 1: Compute Pˆ1 from A1 and Pˆ2 from A2
Step 2: Compute the test statistic T ← Tscale(A1, A2) using equation (5)
Step 3: Compute Hˆ ← 1
2
(
Pˆ1
ρˆ1
+ Pˆ2
ρˆ2
)
using equation (7)
Step 4: Compute individual null estimates Pˆ
(0)
1 ← ρˆ1Hˆ, Pˆ (0)2 ← ρˆ2Hˆ using (8)
Step 5: Parametric bootstrap: for i← 1 to B do
(a) Generate A∗1 ∼ Pˆ (0)1 , A∗2 ∼ Pˆ (0)2
(b) Compute Pˆ ∗i1 from A
∗i
1 and Pˆ
∗i
2 from A
∗i
2 .
(c) Compute T ∗i ← T ∗scale(A∗1, A∗2) using equation (9)
end
Step 6: The p-value is given by p← 1
B
∑B
i=1 I[T ≤ T ∗i], and we reject if p < α,
where I is the indicator function.
Algorithm 3: Test of scaling for paired networks
• Stochastic blockmodel: The stochastic blockmodel [24, 13] is probably the most
well-studied network model in the statistics literature. Under a stochastic block-
model with K communities,
P (i, j) = ωciωcj ,
where ω is a K-by-K symmetric matrix of community-community interaction prob-
abilities, and {ci}ni=1 are the communities of the nodes, with ci taking its value in
1, . . . , K. We use the regularized spectral clustering method [44, 42, 49] for estimat-
ing the communities {cˆi}ni=1, and estimate ωrs as
ωˆrs =
∑
i,j:cˆi=cˆj=r
A(i, j)
nr(nr − 1) when r = s, and ωˆrs =
∑
i,j:cˆi,cˆj=r
A(i, j)
nrns
when r 6= s.
where nr is the size of the estimated r
th community. We estimate P as
Pˆ (i, j) = ωˆcˆiωˆcˆj .
• Latent distance model: Under the latent distance model of [23], each node is
assumed to have a latent position in a d-dimensional space. Edge probabilities are
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determined by L2 distances between latent positions of the nodes, given by
logit(P (i, j)) = α + βX(i, j)− |zi − zj|
for 1 ≤ i < j ≤ n, where X(i, j) represents observed covariates, zi ∈ Rd is the latent
position of the ith, α is a parameter that controls overall sparsity, and β is a parameter
that controls the effect of covariates on edge probabilities. In our examples there are
no observed covariates and the model reduces to logit(P (i, j)) = α − |zi − zj|. We
estimate P by using the maximum likelihood estimation strategy described in [23]
as implemented in the R package latentnet [31].
• Random dot product graph model: Under the random dot product graph model
[59] of dimension d, we have
Pˆ = XX ′,
where Xn×d is a matrix of rank d such that [XX ′](i, j) ∈ (0, 1) for all pairs (i, j).
For estimation under this model, we use the adjacency spectral embedding [53] of
A, given by
Xˆ = UAS
1/2
A ,
where SA is the diagonal matrix of the d largest eigenvalues of (A
′A)1/2 and UA
is the n-by-d matrix whose columns consist of the corresponding eigenvectors. We
estimate P as
Pˆ = XˆXˆ ′.
• Degree-corrected stochastic blockmodel: The degree-corrected stochastic block-
model [28] is a generalization of the stochastic blockmodel that allows for flexible
degree distributions. Under this model with K communities,
P (i, j) = θiωciωcjθj,
where ω is a K-by-K symmetric matrix of community-community interaction prob-
abilities, and {ci}ni=1 are the communities of the nodes, and {θi}ni=1 are degree pa-
rameters. We use the regularized spectral clustering method with row-normalization
[42, 49] for estimating the communities {cˆi}ni=1, and estimate the remaining param-
eters as
ωˆrs =
∑
i,j:cˆi,cˆj=r
A(i, j), and θˆi =
di
δr
, where δr =
∑
i:cˆi=r
di
is the degree of the estimated rth community. We estimate P as
Pˆ (i, j) = θˆiωˆcˆicˆj θˆj.
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• Popularity adjusted blockmodel: The popularity adjusted blockmodel was pro-
posed by [50] for flexible modeling of node popularities in the presence of community
structure. Under this model with K communities,
P (i, j) = θicjθjci ,
where θir represents the popularity of the i
th node in the rth community, and {ci}ni=1
are the node communities. We use the extreme points method of [32] to estimate
communities, and estimate the popularity parameters as
θˆir =
∑
j:cˆj=r
A(i, j)√∑
i,j:cˆi,cˆj=r
A(i, j)
.
We estimate P as
Pˆ (i, j) = θˆicˆj θˆjcˆi .
Remark 2.1. We did not include the classical Erdo¨s-Reny´i model of [11], where P (i, j) =
p for all pairs (i, j), in our study. This is because the test of equality under the
Erdo¨s-Reny´i model reduces to the well-known two-sample test of equality of propor-
tions. Further, the test of scaling is not meaningful for Erdo¨s-Reny´i models since any
two Erdo¨s-Reny´i models P1 and P2 are scaled versions of each other.
3 Theoretical results
In this section we demonstrate the theoretical validity of our inferential methods under
two random graph models described in Section 2.4. Similar theoretical results can be
proved under some of the other models too, however in the interest of space we postpone
this to future research. Consider a test statistic Tn and a rejection region of the form
Tn > K for testing H0 against H1 at level α. We define this testing method to be
consistent if there exists K > 0 such that for any η > 0,
1. If H0 is true, then limn→∞ P (Tn > K) ≤ α + η, and
2. If H1 is true, then limn→∞ P (Tn > K) > 1− η
Throughout this section, our goal is to prove that our testing methods are consistent
as per this definition. We first consider the equality case and then the scaling case.
For each case, we are going to list some fairly mild conditions under which the corre-
sponding inferential method is consistent. All technical proofs are in the Appendix.
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3.1 The equality case
Recall that in the equality case we are given a pair of networks A1 ∼ P1 and A2 ∼ P2,
and we want to test
H0 : P1 = P2, vs. H1 : P1 6= P2.
The test statistic is Tfrob(A1, A2) = ||Pˆ1− Pˆ2||F and we reject when Tfrob > K for some
suitable K.
Chung-Lu model
First, we consider the case where both P1 and P2 belong to the Chung-Lu model
class, i.e., we can write P1(i, j) = θiθj and P2(i, j) = βiβj for 1 ≤ i < j ≤ n. Let
θ(1) = min1≤i≤n θi and β(1) = min1≤i≤n βi.
Theorem 3.1. Under the Chung-Lu model, the test of equality is consistent if the
following assumptions hold true:
1. For any α > 0,
min
(
nαθ(1)θ¯√
log(n)
,
nαβ(1)β¯√
log(n)
)
→∞.
2. The quantity
max
(∑
i θ
2
i
nθ¯2
,
∑
i β
2
i
nβ¯2
)
(10)
does not diverge to infinity.
3. Under H1, P1 6= P2 is in the sense that
||P1 − P2||F
n1/2+α
→∞ for any α > 0.
The first two assumptions enforce some mild regularity conditions on the model
parameters. The first assumption ensures that the networks are not too sparse and the
expected degrees are not too small. In particular, assumption 1 holds as long as the
smallest degree parameter θ(1) is of the order 1/(log(n))
k for any k < ∞. The second
assumption ensures that the network parameters do not vary too much. When H1 is
true, the third assumption provides a lower limit on the difference of the two models,
given by ||P1 − P2||F , such that the they can be told apart.
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RDPG Model
We now consider the case where both P1 and P2 belong to the RDPG model class, i.e.,
we can write P1 = X1X
′
1 and P2 = X2X
′
2 where X1 and X2 are n-by-d matrices. For
a matrix M with singular values σ1(M) ≥ σ2(M) ≥ ... and for a fixed d, we define the
following quantities:
δ(M) = max
1≤i≤n
n∑
j=1
Mji; γ1(M) = min
i≤d
σi(M)− σi+1(M)
δ(M)
; γ2(M) =
σd(M)− σd+1(M)
δ(M)
The definitions of γ1 and γ2 depends implicitly on a parameter d ∈ N. For a matrix
P = XXT of rank d, δ(P ) is simply the maximum expected degree of a graph A ∼
Bernoulli(P ), γ1(P ) is the minimum gap between the d largest eigenvalues of P ,
normalized by the maximum expected degree and γ2(P ) is just σd(P )/δ(P ). It is
immediate that γ1 ≤ γ2.
Theorem 3.2. Under the RDPG model, the test of equality is consistent if the following
assumptions hold true:
1. ∃ c0 > 0 such that min(γ1(P1), (γ1(P2)) > c0.
2. ∃  > 0 such that min(δ(P1), δ(P2)) > (log n)2+.
3. Under H1, P1 6= P2 is in the sense that
‖P1 − P2‖F
max(Γ1,Γ2)
→∞
where Γk = 3
√
rk + (dγ
−1
2 (Pk))
1/2 and rk = trace(Pk) for k = 1, 2.
The first assumption is an eigengap type condition that ensures that the singular
values are well separated. The second assumption ensures that the expected degrees
are not too small. The third assumption ensures that under the alternative hypothesis,
the two models are sufficiently well separated. These assumptions are similar to those
used in [54] and the structure of our proof of this theorem is similar to their proofs.
3.2 The scaling case
For the scaling case, we are given a pair of networks A1 ∼ P1 and A2 ∼ P2. Let
C = C(P2) denote the class of all positive constants c for which all the entries of cP2
belongs to [0, 1]. Then, we want to test
H0 : P1 = cP2 for some c ∈ C, vs. H1 : P1 6= cP2 for any c ∈ C.
In what follows, we will only write c > 0, but will always assume that c ∈ C, since the
problem is ill-posed otherwise. The test statistic is Tscale(A1, A2) = || Pˆ1ρˆ1 − Pˆ2ρˆ2 ||F where
ρˆ1 = ||Pˆ1||F and ρˆ2 = ||Pˆ2||F , and we reject when Tscale > K for some suitable K.
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Chung-Lu model
Recall the definitions prior to Theorem 3.1, which we do not repeat here in the interest
of space.
Theorem 3.3. Under the Chung-Lu model, the test of scaling is consistent if the
following assumptions hold true:
1. For any α > 0,
min
(
nαθ(1)θ¯√
log(n)
,
nαβ(1)β¯√
log(n)
)
→∞.
2. The quantity
max
(∑
i θ
2
i
nθ¯2
,
∑
i β
2
i
nβ¯2
)
(11)
does not diverge to infinity.
3. Under H1, P1 6= cP2 for any c is in the sense that
||P1
ρ1
− P2
ρ2
||F
n1/2+α
→∞ for any α > 0,
where ρ1 = ||P1||F and ρ2 = ||P2||F .
The assumptions are similar to those for Theorem 3.1 and carry the same interpre-
tations.
RDPG Model
Recall the definitions prior to Theorem 3.2, which we do not repeat here in the interest
of space.
Theorem 3.4. Under the RDPG model, the test of scaling is consistent if the following
assumptions hold true:
1. ∃ c0 > 0 such that min(γ1(P1), (γ1(P2)) > c0.
2. ∃  > 0 such that min(δ(P1), δ(P2)) > (log n)2+.
3. Under H1, P1 6= P2 is in the sense that
‖ 1
ρ1
P1 − 1
ρ2
P2‖F →∞
where ρ1 = ||P1||F and ρ2 = ||P2||F .
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The assumptions and their interpretations are similar to those for Theorem 3.2.
Remark 3.1. In this section, we have provided theoretical justification for the inferential
methods under two of the six models outlined in Section 2.3. It is also important
to theoretically study the inferential methods under the four remaining models. We
consider this endeavour as an important next step beyond the scope of this paper.
Remark 3.2. In these theorems, we established that there is some K such that a rejection
region of the form Tn > K makes the test asymptotically valid. In practice one needs
to obtain the value of this suitable threshold K and we propose to do so by employing
parametric bootstrap. The accuracy of the inferential method therefore depends on the
accuracy of this parametric bootstrap strategy towards estimating the relevant quantile
of the sampling distribution, and it is important to theoretically investigate the accuracy
of the bootstrap strategy. We consider this endeavour as an important next step beyond
the scope of this paper.
4 Comparison with existing methods
Next, we review some recently proposed methods for the paired network inference
problem, and compare them with our methods. In the interest of space, we restrict our
discussion to the test of equality problem, as similar points hold for the test of scaling.
ASE based test proposed by [54]
In [54] the authors made an important and valuable early contribution to the problem.
They studied the problem under the random dot product graph (RDPG) model using
the adjacency spectral embedding (ASE) method, as outlined in the preceding subsec-
tion. Under the RDPG model, suppose A1 ∼ P1 = X1X ′1 and A2 ∼ P2 = X2X ′2. Then
the test of equality is equivalent to testing whether X1 = X2W for some orthogonal
matrix W . Assuming that we know the embedding dimension d, let Xˆ1 be the ASE of
A1 and Xˆ2 be the ASE of A2. Their test statistic is given by
Tase(A1, A2) = min
W∈On
||Xˆ1 − Xˆ2W ||F , (12)
where On is the set of all n-by-n orthogonal matrices. To compute the p value associ-
ated with Tase, they carry out two independent sets of parametric bootstrap iterations,
one under Xˆ1 and one under Xˆ2. First, they generate a suitably large number of paired
networks from Pˆ1 = Xˆ1Xˆ
′
1 (restricting the entries of P1 to (0, 1)), compute the test
statistic for each pair to obtain the empirical null distribution, and compute p1 as the
p-value of Tase(A1, A2) relative to this empirical null distribution. Then they repeat
this process with Pˆ2 = Xˆ2Xˆ
′
2 to obtain p2. The p-value is defined as p = max(p1, p2),
and the test is rejected if p < α.
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One issue with this approach is the use of two independent p values, p1 and p2. Sup-
pose the null hypothesis is true and the estimation method produces accurate results,
i.e., Xˆ1Xˆ
′
1 ≈ X1X ′1 = X2X ′2 ≈ Xˆ2Xˆ ′2. Then both p1 and p2 are approximately dis-
tributed as Unif(0, 1), and p = max(p1, p2) is approximately distributed as Beta(2, 1).
This makes the test overly conservative, as the left tail of the Unif(0, 1) distribution is
much more heavy than the left tail of the Beta(2, 1) distribution, and therefore type I
error rates are much lower than target values. For example, with α = 0.05 the nominal
size of the test is 0.0025 which is 1/20th of the target value, and with α = 0.01 the
nominal size of the test is 0.0001 which is 1/100th of the target value. In contrast,
in our method a single set of parametric bootstrap iterations is carried out using a
pooled model, as defined in Equation (2). When the null hypothesis is true and the
estimation method is accurate, i.e., Xˆ1Xˆ
′
1 ≈ X1X ′1 = X2X ′2 ≈ Xˆ2Xˆ ′2, the p value is
approximately distributed as Unif(0, 1), which leads to accurate type I error rates.
From a computational perspective, our proposed method is substantially faster than
this method due to two reasons. First, a single set of bootstrap iterations is required for
our method, compared to two sets for this method. Second, to compute Tase (Equation
(12)) for the original data as well as each bootstrap iteration, an expensive Procrustes
transformation is required to minimize ||Xˆ1 − Xˆ2W ||F over the set of all orthogonal
matrices, which further increases the computational burden of this method.
Further, our method applies to a broad range of random graph models, some of
which are described in Section 2.4 and theoretically validated in Section 3. Essentially,
our method can be applied under any random graph model setting provided that there
is some “good” estimator. In contrast, this method is restricted to the RDPG model.
Spectral norm based test proposed by [17]
Another important and valuable contribution to the paired network inference problem
was made by [17], where the authors studied the problem under the generic inhomo-
geneous Erdo¨s-Reny´i model. Given A1 ∼ P1 and A2 ∼ P2, they apply the stochastic
blockmodel approximation [34] using normalized spectral clustering [37] to cluster both
networks into r communities, where r is a parameter of the algorithm. Subsequently,
they estimate Pˆ1 and Pˆ2 as stochastic blockmodels with r blocks that correspond to
the r communities. Then, they consider the differenced adjacency matrix, C, and
construct a scaled version given by
C˜(i, j) =
A1(i, j)− A2(i, j)√
(n− 1)
(
Pˆ1(i, j)(1− Pˆ1(i, j) + Pˆ2(i, j)(1− Pˆ2(i, j)
) .
Their test statistic is given by
Teig(A1, A2) = n
2/3(||C˜|| − 2), (13)
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where || · || denotes the spectral norm (or largest singular value) of a matrix. If the null
hypothesis is true, i.e., P1 = P2, then for large networks Teig approximately follows
the standard Tracy-Widom distribution [56]. The null hypothesis is rejected when
Teig > τα/2, where α is the target significance level of the test, and τα/2 is the upper
α/2 quantile of the standard Tracy-Widom distribution.
Their method has several important advantages. Under their method, no random
graph model specification is needed. This is better than both our method, which works
under a wide variety of random graph models but requires model specification for the
estimation steps, and that of [54], which works only under the RDPG model. Also from
a computational perspective, their method is much faster than both peer methods, as
it relies on an asymptotic rejection threshold from the Tracy-Widom distribution, and
there is no need for computationally expensive bootstrap iterations.
However, these advantages come with some associated drawbacks. Under their
method the number of communities, r, needs to be provided as an input to the algo-
rithm. In practice, the results vary quite a bit for different choices of r. However, the
authors did not offer a strategy or recommendation for determining this crucial tuning
parameter. Further, their asymptotic thresholds do not work very well for medium
sized or even moderately large networks. Finally, the largest singular value may not
be sufficiently sensitive to the difference between the null model and the alternative
model, making their test less effective. We next discuss this point in greater detail
relating to both Tase and Teig. All three issues are empirically demonstrated using sim-
ulation experiments in the rest of this section, where, to be fully fair to their method,
we used model configurations from their papers.
4.1 Distributional comparison of test statistics
The general strategy of statistical inference consists of computing the observed value
of a test statistic from available data, determining (or estimating) a suitable threshold
based on the sampling distribution of this test statistic under the null hypothesis,
and rejecting the null hypothesis if the observed value of the test statistic exceeds
this threshold. Let F0 be the distribution of the test statistic under the null and F1
be the distribution of the test statistic under the alternative, where, for simplicity,
we consider a point null and a point alternative. Then, the usefulness of the test
statistic depends almost tautologically on whether F1 is well-separated from F0. If the
separation between F0 and F1 for one test statistic is greater than that for another test
statistic, then the former is preferable over the latter. This gives us a natural way to
compare different test statistics, by fixing a null model and an alternative model, and
comparing the separation between F0 and F1 for the different test statistics. Based
on this notion, we carried out a comparative analysis of the test statistics Tfrob (our
proposed method), Tase, and Teig using simulated network data. To be fair to Tase and
Teig, we used null and alternative model configurations that were used in [54] and [17].
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Let A1 ∼ P1 and A2 ∼ P2 where P1, P2 are two-community stochastic blockmodels
with
P1(i, j) = B(ci, cj), P2(i, j) = B(ci, cj),
where
B =
(
0.5 0.2
0.2 0.5
)
, B =
(
0.5 +  0.2
0.2 0.5 + 
)
.
The community membership vector (c1, . . . , cn) ∈ {1, 2}n is sampled from the multi-
nomial distribution with pi = (0.4, 0.6). Thus, P1 and P2 share the same community
assignment, but have different block probability matrices when  6= 0. We used model
parameters  = 0, 0.5, 0.1 along with n = 100, 200, 300. Note that the null hypothesis
H0 : P1 = P2 is satisfied when  = 0, and H1 is satisfied when  = 0.05, 0.1.
For each combination of  and n, we carried out 100,000 Monte Carlo simulations.
Each simulation consists of randomly generating A1 ∼ P1 and A2 ∼ P2, and computing
the test statistics Tfrob(A1, A2), Tase(A1, A2), and Teig(A1, A2). We used a large number
of Monte Carlo simulations to ensure that the empirical distributions are accurate
proxies for the nominal distributions. For each test statistic and for each value of n,
we constructed the null sampling distribution or F0 under  = 0, and the alternative
sampling distribution or F1 under  = 0.05 and  = 0.1. If F0 and F1 are well separated,
then the test statistic can be effective in telling apart the alternative from the null.
In the interest of space, out of the six scenarios studied, we report results from
two scenarios: (a)  = 0 vs.  = 0.05 with n = 300, and (b)  = 0 vs.  = 0.1
with n = 200. Distributions (both F0 and F1) for Tfrob, Tase, and Teig for these two
scenarios are reported in Figures 1 and 2. Under scenario (a), Figure 1 shows that
F0 and F1 are practically conjoined for both Tase and Teig, which implies that neither
test statistic can effectively distinguish between H0 and H1. In contrast, F0 and F1 for
Tfrob are reasonably well separated which implies it can effectively distinguish between
H0 and H1. Under scenario (b), F0 and F1 are slightly separated for Tase and Teig, but
F0 and F1 for Tfrob are much more strongly separated. Under both scenarios, F0 and
F1 for Tfrob are much better separated. This implies Tfrob is much more sensitive to
the difference between H0 and H1 than Tase and Teig, and therefore more effective at
resolving the hypothesis test.
We note that this notion of comparing test statistics is somewhat related to the
formal and classical concepts of asymptotic relative efficiency named after Pitman and
Bahadur [58, 30, 46]. In this paper, we have carried out an empirical analysis for com-
paring the test statistics instead of taking the more rigorous approach of theoretically
deriving their asymptotic relative efficiency. We consider this theoretical endeavour as
an important direction of future research.
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Figure 1: Histograms of Tfrob (top), Tase (middle), and Teig (bottom) with n = 300. The light
colored histogram corresponds to the null sampling distribution or F0 where  = 0, and the dark
colored histogram corresponds to the alternative sampling distribution or F1 where  = 0.05. We
observe that F1 is well separated from F0 for Tfrob but not for Tase or Teig.
4.2 Finite sample null behavior of the spectral norm test
statistic
One potential drawback of the Teig method proposed by [17] is their use of an asymp-
totic threshold. In their method, the test is rejected at level α if the value of Teig exceeds
the (1−α/2) quantile of the standard Tracy Widom (TW1) distribution. Suppose the
true distribution of Teig under the null is F0, then the correct rejection threshold would
be the (1−α) quantile of F0. Therefore, their method is accurate only when the (1−α)
quantile of F0 is well approximated by the (1−α/2) quantile of the TW1 distribution.
To investigate whether this is indeed the case, we used large-scale Monte Carlo sim-
ulations to obtain the null distribution (F0) of Teig, and computed its upper quantiles
that correspond to various values of the level, α = 5%, 4%. . . . , 1%. These quantiles of
F0 were then compared with the appropriate quantiles of the theoretical TW1 distri-
bution. If the two sets of quantiles match, then their method would be accurate. To
be fair to their method, we used the same model settings that were used in their pa-
per, which is the same as the model setup described in Section 4.1. We also assumed
that the true value of the tuning parameter r is known. Since we are interested in
sampling from the null distribution of Teig, we used  = 0 with various sample sizes,
20
Figure 2: Histograms of Tfrob (top), Tase (middle), and Teig (bottom) with n = 200. The light
colored histogram corresponds to the null sampling distribution or F0 where  = 0, and the dark
colored histogram corresponds to the alternative sampling distribution or F1 where  = 0.1. We
observe that F1 is much better separated from F0 for Tfrob than for Tase or Teig.
n = 100, 200, 300. For each value of n we carried out carried out 100,000 Monte Carlo
simulations to construct an accurate approximation of F0.
The results are reported in Table 1, where the first three rows report the true
empirical thresholds from F0, and the final row reports the theoretical thresholds using
the TW1 distribution. We observe that the empirical thresholds for n = 100, 200, 300
are not well approximated by the asymptotic thresholds from the TW1 distribution.
The TW1 quantiles are typically much larger than the empirical thresholds, which
implies that their test is much more conservative than intended. For example, at
α = 5%, the asymptotic threshold is 1.45, which corresponds to type I error rates of
around 2 − 3% for these sample sizes. Therefore, for finite samples, their test is not
very accurate.
One important computational advantage of the Teig method over our Tfrob method
is that the former does not involve expensive bootstrap iterations to determine the
rejection region. Instead, they rely on an asymptotic threshold from the TW1 dis-
tribution. However, the results in Table 1 demonstrate that this causes substantial
statistical errors in their method, diminishing the advantages of the Teig method over
our Tfrob method.
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n 5% 4% 3% 2% 1%
100 0.91 1.05 1.22 1.47 1.85
200 1.03 1.17 1.34 1.60 1.98
300 1.10 1.24 1.41 1.66 2.04
TW1 1.45 1.60 1.78 2.02 2.42
Table 1: Empirical quantiles for the null sampling distribution of Teig with n = 100, 200, 300,
compared with the corresponding asymptotic thresholds from TW1. The empirical quantiles are
much lower than the theoretical quantiles, which implies that their test is quite conservative.
5 Numerical results
We now report detailed numerical results on the performance of our proposed methods.
In Section 5.1, we report the performance of our method on simulated network data
generated from five well-known network model classes. Performance is measured by
type I error rate and power, with comparisons to Tase and Teig wherever appropriate.
In section 5.2, we report results from our inferential methods on two well-studied real-
world network datasets, the Aarhus Computer Science department network and the
British MP Twitter network.
5.1 Performance comparison for synthetic network data
We now report the performance of Tfrob and Tscale on five well-known network model
classes from Section 2.3, with comparisons with Tase and Teig wherever appropriate.
To implement our methods under a given model, one needs to execute Algorithm 2 or
Algorithm 3 using one of the estimation methods outlined in Section 2.3. Open-source
software for implementing our method (both Tfrob and Tscale) under the five different
models, as well as software for Tase and Teig are available on GitHub. We report two
metrics of interest: Type I error rate or probability of false rejection which should be
close to the target value α = 5%, and power or probability of true rejection which
should be as close to one as possible. We used 2000 Monte Carlo simulations and
B = 200 bootstrap iterations in all numerical experiments reported in this subsection.
5.1.1 Performance under RDPG model
We begin with the RDPG model setting used in [54] and [17], for a fair comparison
of the inferential performance of our method, Tfrob, with Tase and Teig. We con-
sider the test of equality first, where P1 comes from B and P2 comes from B, as
described in Section 4.1. We used model parameters  = 0, 0.05, 0.1, 0.2 along with
n = 100, 200, 300, 400. The null hypothesis H0 : P1 = P2 is satisfied when  = 0, and
H1 is satisfied when  = 0.05, 0.1, 0.2. The rejection rates under various parametric
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settings are reported in Table 2, where we have highlighted which scenarios satisfy the
null hypothesis and which scenarios satisfy the alternative hypothesis. Our method
(Tfrob) performs much better than Tase or Teig, as it has Type I error rates closer to
the target value of α = 5%, as well as much higher power under various alternatives.
H0 is true H1 is true
 = 0  = 0.05  = 0.1  = 0.2
n Tfrob Tase Teig Tfrob Tase Teig Tfrob Tase Teig Tfrob Tase Teig
100 7.7 14.6 2.0 24.5 13.1 2.2 89.0 20.0 5.2 100 92.6 97.6
200 6.6 12.4 2.8 71.2 15.6 4.0 100 76.8 42.7 100 100 100
300 6.8 11.2 2.8 98.1 28.8 4.0 100 99.9 97.4 100 100 100
400 5.6 8.7 3.3 100 55.2 6.4 100 100 100 100 100 100
Table 2: RDPG equality case: Rejection rates (in percentage) from the three methods for the
equality case using B = 200 bootstrap iterations and averaged over 2000 Monte Carlo simulations.
The  = 0 case refers to Type I error rates, and other cases refer to the power of the test under various
alternatives. Our method (Tfrob) performed much better than Tase or Teig, with Type I error rates
closer to the target value of α = 5%, as well as much higher power under various alternatives.
Next, we consider the test of scaling under the RDPG model. We keep P1(i, j) =
B(ci, cj) as before, and configure various null and alternative scenarios using P2. We
construct two scenarios satisfying the null hypothesis H0 : P1 = cP2 by using P2 =
0.75 × P1 and P2 = 0.5 × P1. We construct one scenario satisfying the alternative
hypothesis H1 : P1 6= cP2 by using P2(i, j) = D(ci, cj) where
D =
(
0.4 0.25
0.25 0.4
)
.
The diagonal elements of D are 0.8 times those of B, and the off-diagonal elements
of D are 1.25 times those of B, which means elements of P2 are scaled versions of the
elements of P1, but the scaling varies from block to block. In all scenarios, P1 and
P2 have the same community structure with two communities, which is generated as
before with pi = (0.4, 0.6). The rejection rates for Tscale (our method) and Tase (scaling
version) under the three scenarios are reported in Table 3. Under scenarios 1 and 2,
Tase is very conservative, and under scenario 3, its power is lower than our method.
Our method performs much better with Type I error rates closer to the target value
of α = 5% in scenarios 1 and 2, as well as much higher power under scenario 3. The
only exception is scenario 2 for n = 100, where Tase outperforms our method.
5.1.2 Performance under Chung-Lu model
For the Chung-Lu model, we sampled one set of parameters θi ∼ Beta(a = 1, b = 5) for
i = 1, . . . , n, and used P1(i, j) = θiθj, and used P2 = P1 to configure the null scenario
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H0 is true H1 is true
P2 = 0.75P1 P2 = 0.5P1 P2 6= cP1
n Tscale Tase Tscale Tase Tscale Tase
100 5.6 2.4 10.1 5.5 88.4 61.9
200 6.4 0.0 7.9 0.0 100 31.6
300 5.8 0.0 8.0 0.0 100 58.0
400 6.4 0.0 8.4 0.0 100 93.6
Table 3: RDPG scaling case: Rejection rates (in percentage) from Tscale (our method) and Tase for
the scaling case using B = 200 bootstrap iterations and averaged over 2000 Monte Carlo simulations.
The first two scenarios (P2 = 0.75P1 and P2 = 0.5P1) refer to Type I error rates, and the third scenario
refers to the power of the test. Our method performed much better than Tase, with Type I error rates
closer to the target value of α = 5%, as well as much higher power under various alternatives.
under the equality case. To configure the alternative scenario we sampled a second
set of parameters ηi ∼ Beta(a = 4, b = 3) and used P2(i, j) = ηiη′j. We sampled 2000
paired networks A1 ∼ P1, A2 ∼ P2 under both scenarios with n = 100, 200, 300, 400,
and applied Algorithm 2 with the Chung-Lu estimation method outlined in Section
2.3, using B = 200 bootstrap iterations. For comparison, we also implemented the Teig
method of [17]. As noted earlier, the number of blocks, r, has to be provided as an
input to the Teig method and the authors did not provide a strategy for obtaining r.
We used three ad-hoc values, r = 2, 5, 10, to study the performance of Teig. The results
are reported in Tables 4, where our method performs well with Type I error rates close
to the target value of α = 5% and power equal to 1. The Teig method performs rather
arbitrarily with rejection rates equal to or close to 100% for all values of r under both
null and alternative scenarios.
P1 = P2 (H0 is true) P1 6= P2 (H1 is true)
n Tfrob Teig(2) Teig(5) Teig(10) Tfrob Teig(2) Teig(5) Teig(10)
100 3.1 99.3 99.8 99.9 100 100 100 100
200 3.2 100 100 100 100 100 100 100
300 2.8 100 100 100 100 100 100 100
400 3.5 100 100 100 100 100 100 100
Table 4: Chung-Lu equality case: Rejection rates (in percentage) from Tfrob and Teig for the equality
case using B = 200 bootstrap iterations and averaged over 2000 Monte Carlo simulations. Our method
(Tfrob) performed well with Type I error rates very close to the target value of α = 5% and power
equal to 1. Type I error rates from Teig are very high for all values of r = 2, 5, 10.
For the scaling case, we used the same P1 as the equality case, and put P2 = aP1
with a = 0.7, 0.8, 0.9, to configure three scenarios where the null hypothesis holds
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true. To configure the alternative scenario we used the same P2 that was used in the
alternative scenario for the equality case. Neither the Tase method nor the Teig method
applies to this case, as the former is restricted to the RDPG model and the latter is
restricted to the test of equality. The results for our method, Tscale, are reported in
Table 5. Our method performed reasonably well with Type I error rates slightly higher
than the target value of α = 5%, and power equal to 1.
H0 is true H1 is true
n P2 = 0.7P1 P2 = 0.8P1 P2 = 0.9P1 P2 6= cP1
100 8.8 9.0 8.0 100
200 9.8 8.3 8.6 100
300 8.5 7.4 8.2 100
400 7.8 8.1 7.0 100
Table 5: Chung-Lu scaling case: Rejection rates (in percentage) from Tscale using B = 200 bootstrap
iterations and averaged over 2000 Monte Carlo simulations. Scenarios 1–3 satisfy the null hypothesis
and the fourth scenario satisfies the alternative. Our method performed well with Type I error rates
close to the target value of α = 5% (albeit somewhat on the higher side) and power equal to 1.
5.1.3 Performance under Degree Corrected Block Model
Under the DCBM, we used K = 3 unbalanced communities with the community
assignment vector sampled from a multinomial distribution with pi = (0.25, 0.25, 0.5),
ω ∝
4 2 12 4 1
1 1 4
 ,
and the resultant matrix of P (i, j)’s was then scaled to ensure that the expected
network density is δ = 0.1. We generated θi for P1 from the Beta(1, 5) distribution
(as under the Chung Lu model). Under the DCBM, P1 and P2 can be configured
to be different in several ways — by changing the community structure, by changing
the ω matrix, by changing the degree parameters θ, or a combination of all three.
In this study we kept the community structure c and the block matrix ω unchanged
between P1 and P2, changing only the degree parameters θ, which were sampled from
the Beta(4, 3) distribution (as under the Chung Lu model) for P2. For the scaling case,
we used P2 = 0.75 × P1 under the null model, and used the same P2 that was used
in the equality case under the alternative model. The results for both equality and
scaling are reported in Table 6. In the interest of space we do not report the results
for Teig which had very high rejection rates similar to the results under the Chung-Lu
model.
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Equality case Scaling case
P1 = P2 P1 6= P2 P2 = 0.75× P1 P2 6= cP1
n Tfrob Tfrob Tscale Tscale
100 4.4 100 0.4 100
200 4.2 100 0.4 100
300 0.2 100 0.1 100
400 0.0 100 0.0 100
Table 6: DCBM equality and scaling case: Rejection rates (in percentage) from Tfrob and Tscale
using B = 200 bootstrap iterations and averaged over 2000 Monte Carlo simulations.
5.1.4 Performance under Popularity Adjusted Block Model
For the popularity adjusted blockmodel we used parameter configurations from the
simulation study of [50]. We consider networks with K = 2 equally sized communities.
Model parameters are set as λir = α
√
h
1+h
when r = ci, and λir = β
√
1
1+h
when r 6= ci,
where h is the homophily factor. In each community, we designate 50% of the nodes as
category 1 and 50% of the nodes as category 2. We set α = 0.8, β = 0.2 for category 1
nodes and α = 0.2, β = 0.8 for category 2 nodes. For the equality case, we used h = 4
for P1 and set P1 = P2 under the null, and used h = 2 for P2 under the alternative.
For the scaling case, we used h = 4 for P1 and set P2 = 0.75P1 under the null, and
used the same P2 that was used in the equality case under the alternative.
The results for both equality and scaling cases are reported in Table 7. Due to high
runtime of the extreme points method of [32], we used n = 100 and n = 200 only. We
carried out 2000 Monte Carlo iterations for n = 100 and 500 Monte Carlo iterations for
n = 200. We note that both testing methods Tfrob and Tase, perform well. The type I
errors are somewhat conservative for both test when n = 200, and for the scaling test
when n = 100. The power of both tests improve from n = 100 to n = 200 as expected.
Equality case Scaling case
P1 = P2 P1 6= P2 P2 = 0.75× P1 P2 6= cP1
n Tfrob Tfrob Tscale Tscale
100 6.1 76.6 1.5 34.9
200 2.8 100 1.6 99.0
Table 7: PABM equality and scaling case: Rejection rates (in percentage) from Tfrob and Tscale
using B = 200 bootstrap iterations. Results are averaged over 2000 Monte Carlo simulations for
n = 100 and 500 Monte Carlo simulations for n = 200.
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5.1.5 Performance under Latent Space Model
Under the latent distance model of [23], we used d = 3, α = 3, and sampled the latent
positions z1, . . . , zn ∼ N(0, I) independently for P1. For the equality case, we set P2 =
P1 under the null. To configure the alternative scenario for the equality case, we kept
α and d unchanged, and sampled a second set of latent positions z1, . . . , zn ∼ N(0, I)
independently for P2. For the scaling case, we used P2 = 0.75 × P1 under the null
model, and used the same P2 that was used in the equality case under the alternative
model.
It has been well documented [43, 47] that estimation under the latent space model
is computationally expensive. The computational expense for our inferential method
is further exacerbated due to bootstrap resampling. Therefore, we used smaller sample
sizes, n = 30, 40, 50, and carried out 500 Monte Carlo iterations for each sample size,
and we used B = 200 bootstrap iterations as before. We note that this computational
issue can potentially be resolved by using approximation techniques [43] or variational
inference [47], however we do not pursue this direction in this work, and we consider
this as an important future direction.
The results for both equality and scaling cases are reported in Table 8. Our methods
work quite well in both cases, with Type I error rates close to the nominal value of 5%
and power equal to 100%.
Equality case Scaling case
P1 = P2 P1 6= P2 P2 = 0.75× P1 P2 6= cP1
n Tfrob Tfrob Tscale Tscale
30 5.8 100 6.0 100
40 5.6 100 3.6 100
50 4.8 100 5.2 100
Table 8: Latent space model equality and scaling case: Rejection rates (in percentage) from Tfrob
and Tscale using B = 200 bootstrap iterations and averaged over 500 Monte Carlo simulations.
5.2 Case studies with real-world network data
We now report results from our inferential methods on two real-world network datasets.
5.2.1 Aarhus Computer Science department network
This anonymized network dataset was collected by [45] at the Department of Com-
puter Science at Aarhus University and includes five kinds of interaction (coauthor,
leisure, work, lunch, facebook) between 61 researchers including professors, postdocs,
and Ph.D. students. Note that the dataset includes both social (leisure, facebook)
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and professional (coauthor, work) interactions. Each kind of interaction is represented
as an undirected, simple, binary network. We consider each pair of interactions, e.g.,
coauthor and lunch, and carry out paired network inference for both equality (using
Tfrob) and scaling (using Tscale). Following [22], we used an RDPG model with d = 4
to carry out the tests, and we used B = 1000 iterations for both Algorithms 1 and
2. The p-values are reported in Table 9. The equality hypothesis (H0 : P1 = P2)
was rejected for all network pairs. For the scaling hypothesis (H0 : P1 = cP2 for
some c > 0), we observed high p-values for some cases, which implies we cannot reject
the null hypothesis. The p-values for scaling for the co-author network paired with
every other network was found to be high, which indicates that individuals who are
co-authors are also likely to have other kinds of interactions like work, lunch, leisure,
and social media. This seems to be consistent with our intuition and experience of
social and professional interactions among academicians. The p-value for leisure and
lunch is also high for the scaling case, which also makes intuitive sense as these two
acitivities are similar.
Interaction pair p-value for P1 = P2 (Tfrob) p-value for P1 = cP2 (Tscale)
{coauthor, leisure} 0.0 13.2
{coauthor, work} 0.0 13.8
{coauthor, lunch} 0.0 12.0
{coauthor, facebook} 0.0 5.05
{leisure, work} 0.0 2.75
{leisure, lunch} 0.0 21.85
{leisure, facebook} 0.0 0.0
{work, lunch} 0.0 0.0
{work, facebook} 0.0 0.0
Table 9: Aarhus Computer Science department network results: p-values for the test of equality
(using Tfrob) and the test of scaling (using Tscale) for all network pairs in percentage points. The
RDPG model with d = 2 was used to carry out the tests with B = 1000 Bootstrap iterations. The
equality hypothesis (P1 = P2) was rejected for all network pairs. The scaling hypothesis (P1 = cP2
for some c > 0) was rejected for all but four network pairs: the co-author network paired with the
other four networks, namely, leisure, work, lunch, and facebook.
5.2.2 British MP Twitter network
This dataset was curated by [20] and consists of nodes as user accounts of 419 British
members of Parliament (MPs) on the social media platform twitter.com and three kinds
of interaction between them, namely mentions, follows, and retweets. Following [50],
we analyze the largest connected component which has 329 nodes, and use the PABM
model with K = 2, using B = 1000 Bootstrap iterations. As before, we consider
each pair of interactions and carry out paired network inference for both equality and
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scaling. We observed that all p-values were very close to zero, which means both
hypotheses of equality and scaling were rejected for all the network pairs.
6 Discussion
In this paper we study the paired network inference problem, where the statistician
is given two independent networks on the same set of entities, and the goal is to
determine whether the two networks are similar. We developed a bootstrap based in-
ferential framework to address this problem for a generic notion of similarity. For two
specific notions of similarity, namely equality and scaling, we developed a simple infer-
ential framework based on the Frobenius norm of the difference between the estimated
models. The proposed tests work well on an wide range of random graph models,
as demonstrated by our theoretical and simulation results, and have substantial ad-
vantages over existing methods. We applied the proposed tests on two well-studied
network datasets and obtained some interesting results.
There are several important next steps in this research area. Here we considered a
pair of networks, but these ideas could be extended to an arbitrary number of networks
on the same set of entities. This extension should be fairly straightforward for the
test of equality. However, for the test of scaling, we might be interested in allowing
different scaling constants between different networks, e.g., H0 : P1 = c1P2 = c2P3
for some c1, c2 > 0, which can be a non-trivial problem to solve. Another important
next step is to consider more nuanced and realistic notions of similarity beyond simple
notions like equality and scaling that we studied in this paper.
In this paper we proposed a generic framework that can encompass a variety of
network features, but developed specific implementation details for only two cases:
equality and scaling. While these two cases are important and are natural first steps
to consider, in future we plan to extend this framework to other important network
features arising in various scientific domains. Examples of such network features in-
clude epidemic threhsolds [6, 41, 33], graph spectra [19, 21, 27], community structure
[5, 44, 60, 49, 50], and subgraph counts such as cliques [1, 8, 12, 48].
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Appendix: Technical proofs
Proof of Theorem 3.1
First note that, for the Chung-Lu estimate Pˆ n of underlying probability matrix P
0 ≤ ||Pˆ n − P ||2 =
∑
i,j
(Pˆ n(i, j)− P (i, j))2
=
∑
i,j
(θˆiθˆj − θiθj)2
=
∑
i,j
(θˆiθˆj − θiθˆj + θiθˆj − θiθj)2
≤ 2
[∑
i,j
θˆ2j (θˆi − θi)2 +
∑
i,j
θ2i (θˆ
2
j − θj)2
]
≤ 4n
∑
i
(θˆi − θi)2 since θˆi, θi < 1 ∀ i = 1(1)n
(14)
Again note that
E(di) = nθiθ¯ − θ2i = δi (say) ∀ i = 1(1)n
where di is the degree of the i
th vertex and θ¯ = 1
n
θi
So
∑
i δi = (nθ¯)
2 −∑i θ2i ≥ (nθ¯)2 − nθ¯ (since θi ≤ 1 ∀ i). Since nθ¯  (nθ¯)2,
∃ C (a constant) > 0 with ∑i δi > C(nθ¯)2.
For fixed n, choose n = 3
√
n log(n)
γn
Taking dj =
∑
i 6=j A(i, j) where A(i, j) ∼ Ber(p(i, j)) and using Hoeffding concen-
tration inequality, we have
P
[⋃
i
{|di − δi| ≥ n}
]
≤
∑
i
P
[
|di − δi| ≥ n
]
≤
∑
i
e−(n/5)(δi/n)(n/n)
2
=
∑
i
e−δi
2
n/5n
2
=
∑
i
e−θiθ¯
2
n/5n
≤ ne−γ2n2n/5n since θi ≥ γn ∀ i = 1(1)n
= exp
{
− γ
2
n
2
n
5n
+ log(n)
}
= exp
{
− 4
5
log(n)
}
→ 0
(15)
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Hence under the assumptions,
P
[⋃
i
{|di − δi| ≥ n}
]
→ 0 as n→∞
Observe that
n
n1/2+αθ¯
=3
√
n log(n)
n1/2+αθ¯γn
= 3
√
log(n)
nαγnθ¯
→ 0 by assumption 1
(16)
Also observe that
2n
∑
i θ
2
i
n2+2αθ¯4
=9
n log(n)
γ2nn
2+2αθ¯4
∑
i
θ2i
= 9
(∑
i θ
2
i
nθ¯2
)( n log(n)
n1+2αγ2nθ¯
2
)
= 9
(∑
i θ
2
i
nθ¯2
)(√n log(n)
n1/2+αγnθ¯
)2
(17)
Hence from assumption 1, 2
2n
∑
i θ
2
i
n2+2αθ¯4
= o(1)
Hence, on the asymptotically Probability-1 set
⋂
i
{
|di − δi| < n
}
, observe that∑
i di = (nθ¯)
2−∑i θ2i +nkn and hence√∑i di = O(nθ¯+√nkn) where kn ≤ O(n)
and so
∑
i di = O((nθ¯)
2) since θi ≤ 1 and so
∑
i θ
2
i ≤
∑
i θi = nθ¯.
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Hence, on the above mentioned set,
|θˆi − θ|2 ≤
∣∣∣ di√∑
i di
− θi
∣∣∣2
≤ 3
[( di√∑
i di
− δi√∑
i di
)2
+
( δi√∑
i di
− δi√∑
i δi
)2 +
( δi√∑
i δi
− θi
)2]
≤ 3 
2
n∑
i di
+ 3δ2i
( 1√∑
i di
− 1√∑
i δi
)2
+
3√
C
(nθiθ¯ − θ2i
nθ¯
− θi
)2
[since
∑
i
δi ≥ C(nθ¯)2]
≤ 3 
2
n∑
i di
+ 3
(nθiθ¯)
2∑
i di
∑
i δi
(√∑
i
δi −
√∑
i
di
)2
+
3√
C
θ4i
(nθ¯)2
[since nθiθ¯ ≥ θ2i ]
≤ 3 
2
n∑
i di
+
3
C
θ2i∑
i di
(√∑
i
δi −
√∑
i
di
)2
+
3√
C
θ4i
(nθ¯)2
[since
∑
i
δi ≥ C(nθ¯)2]
(18)
Hence
T 2n = ||Pˆ n − P ||2F ≤4n
∑
i
(θˆi − θi)2
≤ 12n2 
2
n∑
i di
+
12n
C
(
√∑
i δi −
√∑
i di)
2∑
i di
∑
i
θ2i +
12n√
C(nθ¯)2
∑
i
θ4i
(19)
Again note that(√∑
i
δi −
√∑
i
di
)2
=
( ∑
i δi −
∑
i di√∑
i δi +
√∑
i di
)2
≤ (nn)
2∑
i δi +
∑
i di
since (a+ b)2 ≥ a2 + b2
= O
( (n)2
(nθ¯)2
)
since
∑
i
δi = O((nθ¯)
2),
∑
i
di = O((nθ¯)
2)
= O
(2n
θ¯2
)
Hence putting in (19)
T 2n = ||Pˆ n − P ||2F ≤O
(
n2
2n∑
i di
+ n
2n
∑
i θ
2
i
θ¯2
∑
i di
+
n
(nθ¯)2
∑
i
θ4i
)
= O
(
n2
2n
(nθ¯)2
+ n
2n
∑
i θ
2
i
θ¯2(nθ¯)2
+
n
(nθ¯)2
∑
i
θ4i
) (20)
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And hence, for any α > 0,
1
n1+2α
T 2n =
1
n1+2α
||Pˆ n − P ||2F ≤O
(
n−2α
[ 2n
nθ¯2
+
2n
n2θ¯4
∑
i
θ2i +
1
(nθ¯)2
∑
i
θ4i
])
= o(1) by (16) and (17)
(21)
Also note that the rejection region of the test is of the form
R = {Tn > cn}
So, we can write
P(Tn /∈ R) ≤P(||Pˆ n1 − Pˆ n2 ||F ≤ cn)
≤ P(||P1 − P2||F − ||Pˆ n1 − P1||F − ||Pˆ n2 − P2||F ≤ cn)
= P(||Pˆ n1 − P1||F + ||Pˆ n2 − P2||F + cn ≥ ||P1 − P2||F )
(22)
For any α > 0, taking cn = O(n
1/2+α) the LHS inside the probability expression
above is o(1), but under alternative, P1 and P2 are significantly apart in the sense that
||P1 − P2||F
n1/2+α
→∞ for any α > 0
(by assumption). Hence
P(Tn /∈ R) ≤ βn
for small βn → 0 and so
P(Tn ∈ R) ≥ 1− βn → 1.
Hence the test is consistent.
Proof of Theorem 3.2
Suppose that the null hypothesis H0 is true, so P1 = P2. Let α be given, and let
η < α/4. We consider the latent positions X1 and X2 corresponding to P1 and P2.
From Theorem 2.1. in [54] (p. 10), for all n sufficiently large, there exists orthogonal
matrices W1 and W2 ∈ O(d) such that with probability at least 1− η,
‖Xˆ1 − X˜1‖F ≤ C(X1) + f(X1, α, n)
‖Xˆ2 − X˜2‖F ≤ C(X2) + f(X2, α, n)
where X˜1 = X1W1, X˜2 = X2W2, and f(Zn, α, n) → 0 as n → ∞ for a fixed α and
sequence Zn, Pn satisfying Assumption 1. This is because,
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f(Zn, α, n) =
Cd3/2log(n/η)
C(Zn)
√
γ71(Pn)δ(Pn)
<
Cd3/2log(n/η)
K
√
c70(log n)
2+
→ 0 as n→∞
as C(Zn) remains bounded away from 0, by Assumption 1, as stated in Theorem 2.1.
in [54].
Let, the estimates of P1 and P2 be Pˆ1 = Xˆ1Xˆ
T
1 and Pˆ2 = Xˆ2Xˆ
T
2 . Then for i = 1, 2,
‖Pˆi − Pi‖F = ‖X˜iX˜Ti − XˆiXˆTi ‖F
= ‖X˜iX˜Ti − X˜iXˆTi + X˜iXˆTi − XˆiXˆTi ‖F
≤ ‖X˜i(X˜i − Xˆi)T‖F + ‖(X˜i − Xˆi)XˆTi ‖F
≤ ‖X˜i‖F‖X˜i − Xˆi‖F + ‖Xˆi‖F‖X˜i − Xˆi‖F
=
√
ri‖X˜i − Xˆi‖F + ‖Xˆi‖F‖X˜i − Xˆi‖F
(23)
where ri = trace(Pi).
Now, by the Theorem 2.1. from [54], both C(X1) and C(X2) are bounded above by
(dγ−12 (P1))
1/2 and (dγ−12 (P2))
1/2 respectively. Then,
‖Xˆi‖F ≤ ‖X˜i‖F + ‖Xˆi − X˜i‖F
≤ ‖X˜i‖F + C(Xi) + f(Xi, α, n)
≤ √ri + (dγ−12 (Pi))1/2 + f(Xi, α, n)
≤ 2√ri + (dγ−12 (Pi))1/2 (f(Xi, α, n) ≤
√
ri for large n)
Hence,
‖Pˆi − Pi‖F = ‖X˜iX˜Ti − XˆiXˆTi ‖F
≤ (3√ri + (dγ−12 (Pi))1/2)‖Xˆi − X˜i‖F
= Γi‖Xˆi − X˜i‖F (say)
(24)
Let, Γ = max(Γ1,Γ2). Then,
1
Γ
‖Pˆ1 − Pˆ2‖F = 1
Γ
‖(Pˆ1 − P1) + (P2 − Pˆ2)‖F (as P1 = P2)
≤ 1
Γ
(‖Pˆ1 − P1‖F + ‖Pˆ2 − P2‖F )
≤ 1
Γ1
‖Pˆ1 − P1‖F + 1
Γ2
‖Pˆ2 − P2‖F
≤ ‖Xˆ1 − X˜1‖F + ‖Xˆ2 − X˜2‖F (By Equation (24))
≤ C(X1) + C(X2) + f(X1, α, n) + f(X2, α, n)
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Hence, with probability at least 1− α,
‖Pˆ1 − Pˆ2‖F
Γ(
√
dγ−12 (P1) +
√
dγ−12 (P2))
≤ 1 + r(α, n)
where r(α, n)→ 0 as n→∞ for a fixed α.
Hence,
Tn = ‖Pˆ1 − Pˆ2‖F ≤ Γ(1 + r(α, n))(
√
dγ−12 (P1) +
√
dγ−12 (P2))
=⇒ Tn = ‖Pˆ1 − Pˆ2‖F ≤ 2Γ(
√
dγ−12 (P1) +
√
dγ−12 (P2))
with probability at least 1− α.
Then for P1, P2 satisfying P1 = P2, we conclude
P (Tn ∈ R) < α
where R = {t : t > 2Γ(
√
dγ−12 (P1) +
√
dγ−12 (P2))}
Now suppose the alternative hypothesis is true. We note that,
‖P1 − P2‖F = ‖(P1 − Pˆ1) + (Pˆ1 − Pˆ2) + (Pˆ2 − P2)‖F
≤ ‖P1 − Pˆ1‖F + ‖Pˆ1 − Pˆ2‖F + ‖Pˆ2 − P2‖F
=⇒ ‖Pˆ1 − Pˆ2‖F ≥ ‖P1 − P2‖F − ‖P1 − Pˆ1‖F − ‖P2 − Pˆ2‖F
Therefore, for all n,
P (Tn /∈ R) ≤ P (‖Pˆ1 − Pˆ2‖F ≤ C)
≤ P (‖P1 − Pˆ1‖F + ‖P2 − Pˆ2‖F + C ≥ ‖P1 − P2‖F )
Now, let β > 0 be given. By the almost sure convergence of ‖Xˆ1 − X˜1‖F to C(X1)
in Theorem 2.1, we deduce that there exists a constant M1(β) and a positive integer
n0 = n0(α, β) so that, for all n ≥ n0(α, β),
P
(
‖Xˆ1 − X˜1‖F + k
√
dγ−12 (P1) ≥M1/2
)
≤ β/2
P
(
‖Xˆ2 − X˜2‖F + k
√
dγ−12 (P2) ≥M1/2
)
≤ β/2
By Equation (24)
P
(
‖Pˆ1 − P1‖F + kΓ
√
dγ−12 (P1) ≥ ΓM1/2
)
≤ β/2
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P
(
‖Pˆ2 − P2‖F + kΓ
√
dγ−12 (P2) ≥ ΓM1/2
)
≤ β/2
where C = kΓ(
√
dγ−12 (P1) +
√
dγ−12 (P2)).
As dn →∞ there exists some n2 = n2(α, β, C) such that for all n ≥ n2, ‖P1 − P2‖F ≥
ΓM1. Hence, for all n ≥ n2, P (Tn /∈ R) ≤ β, i.e., our test statistic Tn lies within the
rejection region R with probability at least 1− β, as required.
Proof of Theorem 3.3
Let ρˆ be the analogue of ρ corresponding to Pˆ
Define Q = P
ρ
, hence Qˆ = Pˆ
ρˆ
, i.e.
Qˆ(i, j) =
Pˆ (i, j)
ρˆ
=n
Pˆ (i, j)√∑
i,j(Pˆ (i, j))
2
So, for any α > 0,
‖Qˆ−Q‖F =‖ Pˆ
ρˆ
− P
ρ
‖F
= n
∥∥∥ Pˆ‖Pˆ‖F − P‖P‖F
∥∥∥
F
≤ n
[∥∥∥ Pˆ − P‖Pˆ‖F
∥∥∥
F
+ ‖P‖F
∣∣∣ 1‖Pˆ‖F − 1‖P‖F
∣∣∣] By triangle inequality
= n
[∥∥∥ Pˆ − P‖Pˆ‖F
∥∥∥
F
+
|‖P‖F − ‖Pˆ‖F |
‖Pˆ‖F
]
≤ 2n‖Pˆ − P‖F‖Pˆ‖F
By triangle inequality
≤ O
(n3/2+α
‖Pˆ‖F
)
(25)
The last line of the above equation follows from the calculation of previous (equal-
ity) case.
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Now observe
‖Pˆ‖F =‖P − (P − Pˆ )‖F
≥ ‖P‖F − ‖Pˆ − P‖F By triangle inequality
≥ (
∑
i
θ2i )− o(n1/2+α)
≥ nθ¯2 − o(n1/2+α) since RMS ≥ AM
= nθ¯2
Also note that θ¯ ≥ γn since θi ≥ γn ∀ i. So from assumption (1), we get
o(1) =
√
log(n)
nαγnθ¯
≥
√
log(n)
nαθ¯2
. Hence 1
θ¯2
≤ o( nα√
log(n)
)
So ‖Qˆ − Q‖F ≤ O
(n1/2+α
θ¯2
)
≤ o
(
n1/2+α
√
log(n)
nα
)
= o(n1/2
√
log(n)) ≤ o(n1/2+α) for
any α > 0
Hence proceeding for the probability calculation part as for the equality case, one
can show that the test is consistent and hence the theorem follows.
Proof of Theorem 3.4
The proof of this result is almost identical to that of Theorem 3.1. We only describe
here the necessary modifications. Let α be given and let η = α/4. From Theorem 2.1
of [54], for sufficiently large n, there exists some orthogonal matrices W1,W2 ∈ O(d)
such that, with probability 1− η,
‖Xˆ1 − X˜1‖F ≤ C(X1) + f(X1, α, n)
‖Xˆ2 − X˜2‖F ≤ C(X2) + f(X2, α, n)
where X˜1 = X1W1 and X˜2 = X2W2; f(X1, α, n) → 0 and f(X2, α, n) → 0. Now, for
i = 1, 2
‖ 1‖Pˆi‖F
Pˆi − 1‖P1‖F P1‖F = ‖ZˆiZˆ
T
i − Z˜iZ˜Ti ‖F
where Zˆi =
Xˆi
‖Xˆi‖F , Z˜i =
X˜i
‖X˜i‖F , X˜i = XW for any W ∈ O(d)
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‖ZˆiZˆTi − Z˜iZ˜Ti ‖F ≤ ‖Zˆi‖F‖Zˆi − Z˜i‖F + ‖Z˜i‖F‖Zˆi − Z˜i‖F
= 2‖Zˆi − Z˜i‖F (Since ‖Zˆi‖F = ‖Z˜i‖F = 1)
= 2‖ Xˆi‖Xˆi‖F
− X˜i‖X˜i‖F
‖F
≤ 2‖Xˆi − X˜i‖F‖Xˆi‖F
+ 2‖X˜i‖F | 1‖Xˆi‖F
− 1‖X˜i‖F
|
≤ 2‖Xˆi − X˜i‖F‖Xˆi‖F
+ 2
|‖Xˆi‖F − ‖X˜i‖F |
‖Xˆi‖F
≤ 4‖Xˆi − X˜i‖F‖Xˆi‖F
≤ 4C(Xi) + f(Xi, α.n)‖Xˆi‖F
with probability at least 1− η.
Under the null hypothesis, P1 = cP2 for some c > 0, and by construction, ρ1 = cρ2.
Then,
‖ 1
ρ1
Pˆ1 − 1
ρ2
Pˆ2‖F ≤ 4C(X1) + f(X1, α.n)‖Xˆ1‖F
+ 4
C(X2) + f(X2, α.n)
‖Xˆ2‖F
Hence, for sufficiently large n,
‖ 1
ρ1
Pˆ1 − 1ρ2 Pˆ2‖F
4
√
dγ−12 (A1)/‖Xˆ1‖F + 4
√
dγ−12 (A2)/‖Xˆ2‖F
≤ 1 + r(α, n)
where r(α, n)→ 0 as n→∞ for a fixed α. Then,
Tn = ‖ 1
ρ1
Pˆ1 − 1
ρ2
Pˆ2‖F ≤ 8(
√
dγ−12 (A1)/ρ1 +
√
dγ−12 (A2)/ρ2)
Then for P1, P2 satisfying P1 = cP2, we conclude
P (Tn ∈ R) < α
where R = {t : t > 8(
√
dγ−12 (A1)/ρ1 +
√
dγ−12 (A2)/ρ2)}.
The proof of consistency proceeds in an almost identical manner to that in Theorem
3.1, and we omit the details.
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