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Abstract
The consideration of a dynamical system as a modul enables a simple access to
systemtheoretical properties. In this thesis a practical procedure for the verification
of invertibility and controllability of piecewise linear discrete-time SISO systems is
provided. Systems of this class are of interest for application in cryptography, because
they include complex dynamics and an easy implementation at the same time. If a
system complies with the mentioned properties, it provides the structural requirements
for the application as a self-synchronizing stream cipher.
Zusammenfassung
Die Auffassung eines dynamischen Systems als Modul ermo¨glicht einen einfachen
Zugang zu systemtheoretischen Eigenschaften. In dieser Arbeit wird ein beispielori-
entiertes Vorgehen zum Nachweis der Invertierbarkeit und Steuerbarkeit stu¨ckweise
linearer diskreter SISO Systeme mit Hilfe der Modultheorie gezeigt. Systeme dieser
Klasse sind interessant fu¨r Anwendungen im Bereich der Kryptographie, da sie eine
komplexe Dynamik aufweisen, aber dennoch einfach zu realisieren sind. Erfu¨llt ein
System die erwa¨hnten Eigenschaften, besitzt es die strukturellen Voraussetzungen fu¨r
die Verwendung zur selbstsynchronisierenden Stromverschlu¨sselung.
Re´sume´
Conside´rer un syste`me dynamique comme un module permet un acce`s simple aux pro-
prie´te´s des syste`mes. Dans ce manuscrit une proce´dure pour la ve´rification d’inversibilite´
et commandabilite´ des syste`mes SISO line´aires par passages est pre´sente´e. Des syste`mes
de cette classe sont inte´ressants pour les applications en chryptographie car ils incluent
une dynamique complexe ainsi qu’une imple´mentation simple. Si un syste`me ve´rifie les
proprie´te´s mentionne´es, ce syste`me dispose de la structure requise pour une application
de chiffrement par flot synchronise´ autonome.
iv
Danksagung
Angefangen mit der Organisation im Vorfeld, u¨ber die Betreuung wa¨hrend meines Auf-
enthaltes in Paris, bis hin zum Abschluss meiner Arbeit habe ich von vielen Seiten
Unterstu¨tzung erhalten. Hierfu¨r mo¨chte ich mich herzlich bedanken!
Insbesondere bedanken mo¨chte ich mich bei Herrn Listmann fu¨r dieses tolle Angebot,
die Kontaktaufnahme zu Herr Prof. Fliess und die Betreuung seitens TU Darmstadt –
ohne seinen Einsatz wa¨re dieser Aufenthalt nicht mo¨glich gewesen. In gleicher Weise gilt
mein Dank Herrn Prof. Fliess, der meine Betreuung und die Organisation an der E´cole
Polytechnique in Paris u¨bernommen hat. Mit viel Geduld hat er mir die Grundlagen der
Modultheorie nahegebracht und war fu¨r alle meine Fragen immer erreichbar.
Fu¨r den moralischen und auch finanziellen Beistand mo¨chte ich mich bei meiner Mutter
Gerda Hentschke und bei meiner Freundin Tanja Mayer, die mich in den Ho¨hen und
Tiefen meiner Arbeit begleitet haben, herzlich bedanken, ebenso bei meinen Freunden
in Darmstadt.
Nicht zuletzt mo¨chte ich mich bei Familie Joe¨l und Martine Divier bedanken. Sie ha-
ben mir nicht nur eine Unterkunft zur Verfu¨gung gestellt, sondern mich daru¨ber hinaus
freundschaftlich aufgenommen und mir zusammen mit meinem Kollegen Vincent Garcia
den Start in Paris sehr erleichtert.
Remerciements
Depuis l’organisation pre´able en passant par le tutorat pendant mon se´jour a` Paris
jusqu’a` la fin de ma the`se, j’ai rec¸u des encouragements de toutes parts. Je remercie
since´rement tous ceux qui m’ont soutenu!
Notamment je remercie Monsieur Listmann pour cette offre formidable, la prise de con-
tact avec le Professeur Fliess et pour le tutorat du TU Darmstadt – Sans son effort
mon se´jour n’aurait pas e´te´ possible. Avec la meˆme intensite´, je remercie le Professeur
Fliess, qui a accepte´ mon tutorat et l’organisation a` l’E´cole Polytechnique a` Paris. Avec
beaucoup de patience il m’a permis de me familiariser avec la the´orie des modules et il
e´tait constamment disponible pour re´pondre a` mes questions.
Pour l’assistance morale et financie`re aussi je remercie ma me`re Gerda Hentschke et ma
copine Tanja Mayer, qui m’ont aide´ a` traverser les hauts et les bas durant ma the`se,
ainsi que mes amis de Darmstadt.
Le dernier remerciement mais pas le moindre, va a` Joe¨l et Martine Divier qui ont fait
plus que mettre un logement a` ma disposition en m’he´bergeant tre`s aimablement. Avec
mon colle`gue Vincent Garcia ils m’ont aide´ a` m’acclimater a` Paris.
Christoph Hentschke
v
Inhaltsverzeichnis
1 Einfu¨hrung 1
2 Selbstsynchronisierende Stromverschlu¨sselung 4
2.1 Verschlu¨sselung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 U¨bertragung und Entschlu¨sselung . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Auswirkungen von U¨bertragungsfehlern . . . . . . . . . . . . . . . . . . . 10
2.3.1 Bitslip I . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Bitslip II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.3 Bitfehler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4 Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3 Grundbegriffe der Algebra und der Modultheorie 19
4 Moduln u¨ber einem nichtkommutativen Hauptidealring 23
4.1 Systemmodul . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
4.2 Eingangs-Ausgangssystem . . . . . . . . . . . . . . . . . . . . . . . . . . 27
5 Invertierbarkeit und Steuerbarkeit 29
5.1 Invertierbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
5.2 Steuerbarkeit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.3 Beispiel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
5.3.1 Zeitabha¨ngige Umschaltfunktion . . . . . . . . . . . . . . . . . . . 36
5.3.2 Geheimtextabha¨ngige Umschaltfunktion . . . . . . . . . . . . . . 40
6 Kryptoanalyse 43
6.1 Brute-Force-Angriff . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.2 Chosen-Plaintext-Angriff . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
7 Zusammenfassung und Ausblick 46
A Quellcode zu den Beispielen 48
vi
Kapitel 1
Einfu¨hrung
Fu¨r eine sichere U¨bertragung von Informationen u¨ber eine unsichere U¨bertragungsstrecke
ist eine Verschlu¨sselung der Informationen notwendig. Nach Beschaffenheit der U¨bertra-
gungsstrecke und der Information sowie den verfu¨gbaren Ressourcen bieten sich unter-
schiedliche Methoden zur Verschlu¨sselung an.
Im Mittelpunkt der Betrachtungen dieser Arbeit steht die selbstsynchronisierende Strom-
verschlu¨sselung – im weiteren kurz SSSC 1: Der Geheimtext ist die symbolweise U¨berla-
gerung von Klar- und Schlu¨sseltext. Dieser Vorgang ist die eigentliche Verschlu¨sselung.
Die Funktion, die aus Klar- und Schlu¨sseltext den Geheimtext generiert, wird als Ver-
schlu¨sselungsfunktion bezeichnet. Die La¨nge von Klar-, Schlu¨ssel- und Geheimtext ist
identisch. Zu einem festen Zeitpunkt ergibt sich ein Symbol des Schlu¨sseltextes aus einer
parametrierten Funktion einer endlichen Anzahl zuru¨ckliegender Symbole des Geheim-
textes. Die Parameter der Funktion werden als Schlu¨ssel bezeichnet, die Funktion als
Schlu¨sselgenerator. Diese Struktur ermo¨glicht es auf der Seite des Empfa¨ngers, aus ei-
ner korrekten endlichen Folge von Symbolen des Geheimtextes und der Kenntnis des
Schlu¨ssels ein Symbol aus dem Schlu¨sseltext des Senders zu rekonstruieren. Wird der
Geheimtext vollsta¨ndig und korrekt u¨bertragen, ist es dem Empfa¨nger auf diese Weise
mo¨glich den vollsta¨ndige Schlu¨sseltext des Senders zu erhalten. Aus der Kenntnis von
Schlu¨ssel- und Geheimtext kann der Empfa¨nger den Klartext zuru¨ckgewinnen, indem
die inverse Verschlu¨sselungsfunktion auf Schlu¨ssel- und Geheimtext angewendet wird.
Die zur Synchronisation zwischen Sender und Empfa¨nger no¨tigen Informationen sind
bereits im Geheimtext enthalten, d.h. es mu¨ssen keine redundanten Symbole eingefu¨gt
werden, die allein der Synchronisation dienen. Dadurch bleibt die U¨bertragungsrate un-
beeinflusst und der Aufwand fu¨r die Erweiterung einer bestehenden U¨bertragungsstrecke
durch eine SSSC ist gering. Die SSSC ist robust gegenu¨ber Synchronisationsverlust be-
dingt durch Fehler wa¨hrend der U¨bertragung und ermo¨glicht das Zuschalten des Empfa¨n-
gers zu einem beliebigen Zeitpunkt ohne Kenntnis der aktuellen Position im Geheimtext.
Die Widerstandskraft der Verschlu¨sselung gegen Angriffe nimmt mit der Vorhersag-
barkeit des Schlu¨sseltextes ab. Der nicht zu verwirklichende Idealfall ist eine zufa¨llige
Folge von Symbolen als Schlu¨sseltext. Eine mo¨gliche Anna¨herung stellt die Klasse der
stu¨ckweise linearen diskreten Systeme dar. Diese verbinden Realisierbarkeit mit einer
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anspruchsvollen Dynamik. Wird ein solches System zur Verschlu¨sselung eingesetzt, be-
zeichnet man es als Message-embedded System. Auf Senderseite wird der Eingang des
Systems mit der unverschlu¨sselten Nachricht gespeist. Am Ausgang liegt die verschlu¨s-
selte Nachricht an. Der Verlauf der inneren Zusta¨nde des Systems kann als Schlu¨sseltext
interpretiert werden. Der Empfa¨nger entschlu¨sselt die Nachricht mit Hilfe des inversen
Systems. Die prinzipielle Darstellung der Verwendung eines Message-embedded Systems
als Verschlu¨sselungssystem zeigt Abbildung 1.1.
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U¨bertragungs-
strecke
Empfa¨nger
m
e
z
e
c
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Σ−1
Abbildung 1.1: Message-embedded System (m – unverschlu¨sselte Nachricht bzw. Klar-
text, z – Schlu¨sseltext, c – verschlu¨sselte Nachricht bzw. Geheimtext
Allerdings erfu¨llt nicht jedes System dieser Klasse die strukturellen Voraussetzungen.
In [1] werden Methoden bereitgestellt, mit Hilfe derer gepru¨ft werden kann, ob sich
ein stu¨ckweise lineares diskretes SISO-System mit zeitabha¨ngiger Umschaltfunktion zur
selbstsynchronisierenden Stromverschlu¨sselung eignet. Dabei wird durch mu¨hsame Ma-
trizenrechnungen der relative Grad ermittelt und damit das System auf Invertierbarkeit
gepru¨ft – welche offensichtlich fu¨r die untersuchte Klasse von Systemen immer vorliegt.
Der relative Grad wird bestimmt, indem die Bestimmungsgleichung fu¨r die Ausgangs-
gro¨ße iteriert wird, bis eine direkte Abha¨ngigkeit von der Ausgangsgro¨ße vorliegt. Der
relative Grad steht fu¨r die Anzahl beno¨tigter Iterationen. Die Gu¨ltigkeit dieser Bedin-
gung muss fu¨r jede mo¨gliche Folge von Werten der Umschaltfunktion u¨berpru¨ft werden,
was mit hohem Aufwand verbunden sein kann. Mit einer weiteren Kennzahl wird die
Flachheit des Systemausgangs nachgewiesen. Diese Kennzahl ergibt sich a¨hnlich dem
relativen Grad durch Herantasten an eine Bedingung fu¨r eine zuvor definierte inverse
Transitionsmatrix. Die inverse Transitionsmatrix wiederum ergibt sich aus einer Matri-
zengleichung in Abha¨ngigkeit von Eingangs-, System-, Ausgangs- und Durchgangsma-
trix. Ist der relative Grad und die Flachheit des Systemausgangs gegeben, la¨sst sich das
System in einer geeigneten Form darstellen und erfu¨llt die strukturellen Voraussetzungen
fu¨r die Verwendung zur SSSC.
In der vorliegenden Arbeit wird diese Fragestellung nochmals aufgegriffen, aber durch
einen anderen Zugang behandelt: Das stu¨ckweise lineare diskrete SISO-System wird
zuna¨chst als Speziallfall eines diskreten zeitvarianten Systems betrachtet, und dieses
wiederum als Modul u¨ber einem nichtkommutativen Ring aufgefasst. Die algebraischen
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Gleichungen, die die Beziehungen der Modulelemente beschreiben, spiegeln das System-
verhalten wieder. Sie werden durch einfache Umformungen in eine geeignete Darstellung
u¨berfu¨hrt, so dass sich erkennen la¨sst, ob eine Basis fu¨r das Modul existiert. Dies ist
gleichbedeutend mit der Steuerbarkeit des Systems. Ist der Systemausgang eine Basis,
handelt es sich um einen flachen Ausgang. Die Frage der Invertierbarkeit la¨sst sich auf
einen Vergleich des Ranges von den Modulelementen, die den Eingang repra¨sentieren
und den Modulelementen, die den Ausgang repra¨sentieren, zuru¨ckfu¨hren. Das System
ist demnach Invertierbar, wenn Ein- und Ausgang die selbe Anzahl linear unabha¨ngiger
Elemente besitzt. In diesem Fall stellt das System eine bijektive Abbildung zwischen
Ein- und Ausgang dar. In beiden Fa¨llen, Flachheit des Ausgangs und Invertierbarkeit,
kann auf die Bestimmung ku¨nstlicher Kenngro¨ßen verzichtet werden.
In Kapitel 2 werden die Grundlagen der Verschlu¨sselung, U¨bertragung und Entschlu¨s-
selung sowie die Einordnung der SSSC innerhalb der verschiedenen Verschlu¨sselungs-
verfahren beschrieben. Ebenso die Ursachen und Auswirkungen von Fehlern auf der
U¨bertragungsstrecke. An einem primitiven Verschlu¨sselungssystem wird ausfu¨hrlich auf
die Robustheit gegenu¨ber solchen Fehlern eingegangen und an Simulationsergebnissen
veranschaulicht
Mit den no¨tigen Grundlagen der Algebra und Modultheorie bescha¨ftigen sich Kapitel 3
und Kapitel 4. Anschließend wird die Anwendung der Modultheorie auf die Problem-
stellung in Kapitel 5 ausgefu¨hrt. D.h. anhand des Systemmoduls werden Ru¨ckschlu¨sse
auf die systemtheoretischen Eigenschaften des Systems gezogen. An einem ausgewa¨hl-
ten Beispiel wird das Vorgehen demonstriert und eine verschlu¨sselte, fehlerbehaftete
U¨bertragung simuliert. Es folgt ein Vergleich des Verhaltens bei Synchronisationsverlust
zwischen einem System mit einer zeitabha¨ngig gewa¨hlten Umschaltfunktion und dem
Fall, dass die Umschaltfunktion vom Geheimtext abha¨ngt. Es zeigt sich, dass eine zeit-
abha¨ngige Umschaltfunktion zu einem Verschlu¨sselungssystem fu¨hrt, welches nicht die
erwa¨hnten Vorteile einer SSSC besitzt.
Ein entscheidendes Merkmal eines Verschlu¨sselungssystems ist die Frage der Sicherheit.
Eine kurze Einfu¨hrung mit Blick auf die vorgestellten Systeme bringt Kapitel 6. In
Kapitel 7 werden die Ergebnisse der Arbeit zusammengefasst und noch offene Fragen
diskutiert.
Kapitel 2
Selbstsynchronisierende
Stromverschlu¨sselung
Die lange Geschichte der Kryptographie hat eine Vielzahl unterschiedlicher Methoden
zur Verschlu¨sselung von Nachrichten hervorgebracht. Den Anfang machten die symme-
trischen (oder auch klassischen) Verfahren: Sender und Empfa¨nger verwenden den selben
Schlu¨ssel.
Erst in viel ju¨ngerer Zeit fand dagegen die Entwicklung und Verwendung asynchroner
(oder auch Public-Key) Verfahren statt. Sie gaben erstmals eine Antwort auf die bis da-
hin ungelo¨ste Frage des sicheren Schlu¨sselaustausches bei synchronen Verfahren. Asyn-
chrone Verfahren basieren auf einer Einwegfunktion. Mit Hilfe des sogenannten o¨ffent-
lichen Schlu¨ssels (Public-Key) des Empfa¨ngers wird eine Einwegfunktion parametriert
und zur Verschlu¨sselung einer Nachricht auf Seite des Senders verwendet. Der o¨ffentliche
Schlu¨ssel ist unbeschra¨nkt zuga¨nglich. Der umgekehrte Weg, also die Entschlu¨sselung
der Nachricht, ist nur mit Kenntnis des geheimen Schlu¨ssels mo¨glich, der allein im Be-
sitz des Empfa¨ngers der Nachricht ist. Eine sichere U¨bertragung von Information, die
eingesetzt werden kann solange die Datenmenge begrenzt ist oder Geschwindigkeit keine
Rolle spielt.
Die Kombination aus asynchronem Verfahren zum sicheren Austausch des Schlu¨ssels
und synchronem zum sicheren Austausch der Nachricht wird als hybrides Verfahren be-
zeichnet.
Die Selbstsynchronisierende Stromverschlu¨sselung geho¨rt neben der synchronen Strom-
verschlu¨sselung und der Blockverschlu¨sselung zur Klasse der symmetrischen Verfahren
(Abbildung 2.1). Die weitere Unterscheidung in Block- und Stromverschlu¨sselung richtet
sich nach dem Umfang des Klartextes der in einem Durchgang verschlu¨sselt wird. Bei
der Blockverschlu¨sselung sind dies (in der Regel) mehrere Symbole, ein Block, bei der
Stromverschlu¨sselung ein einzelnes Symbol. Beide Verfahren lassen sich weiter aufteilen.
Da sich die Betrachtungen dieser Arbeit nur auf die SSSC beziehen, wird hier aber nicht
darauf eingegangen. Eine detailierte Einfu¨hrung in die Kryptographie la¨sst sich in [2]
(unter der angegebenen URL kann in sa¨mtliche Kapitel des Buches Einsicht genommen
werden) oder [3] finden.
In den folgenden Abschnitten wird der prinzipielle Ablauf des Ver- und Entschlu¨sse-
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lungsvorgangs der SSSC beschrieben. Die Betrachtungen mu¨nden in einer allgemeinen
Beschreibung der Struktur eines Verschlu¨sselungssystems mit der Eigenschaft der Selbst-
synchronisation. In aktuellen Anwendungen wird diese Struktur durch eine Blockver-
schlu¨sselung erreicht, die in einem bestimmten selbstsynchronisierenden Modus, dem
CFB (cipher feedback), mit einer (ineffizienten) Blockgro¨ße von einem Symbol betrie-
ben wird. Hinsichtlich einer effizienten Hardware-Implementierung einer SSSC wurde
Mosquito und kurze Zeit spa¨ter eine verbesserte Version, Moustique, vorgeschlagen.
Details ko¨nnen [4] und [5] entnommen werden. Eine Einfu¨hrung speziell in die SSSC und
einen Vorschlag zu einem automatenbasierten Entwurf gibt [6].
Symmetrische Hybride Asymmetrische
Verfahren VerfahrenVerfahren
Block- Strom-
verschlu¨sselungverschlu¨sselung
ECB CBC OFB CFB SSSC SSC
Message-embedded
System
LFSR
NFSR Automaten
Abbildung 2.1: Klassifizierung der Verschlu¨sselungsverfahren (Die Abku¨rzungen: ECB
– Electronic Codebook, CBC – Cipher-block Chaining, OFB – Output
Feedback, CFB – Cipher feedback, SSC – Synchronous Stream Cipher,
LFSR – Linear Feedback Shift Register, NFSR – Nonlinear Feedback
Shift Register).
2.1 Verschlu¨sselung
Der Klartext. Die unverschlu¨sselte Nachricht, der Klartext m, besteht aus einer be-
liebigen Folge von N Symbolen, die Elemente einer endlichen Menge A, dem Alphabet
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des Eingangs, sind. Die Gesamtheit aller mo¨glichen Nachrichten ist der Nachrichtenraum
M. Das Symbol zum diskreten Zeitpunkt k wird mit mk bezeichnet.
m = (m1, m2, . . . , mN) , mit m ∈M, m1, m2, . . . ∈ A.
Eine geordnete Menge von Elementen oder eine Folge von Symbolen wird in Vektor-
schreibweise fett gedruckt dargestellt.
Der Schlu¨sseltext. Die Symbole zn des Schlu¨sseltextes z, die auch als zeitvarianter
Schlu¨ssel bezeichnet werden, werden wa¨hrend des Verschlu¨sselungsvorgangs aus einer
Funktion fKz in Abha¨ngigkeit einer endlichen, festen Anzahl P zuru¨ckliegender Symbole
des Geheimtextes c berechnet. Der Schlu¨sseltext besteht ebenfalls aus N Symbolen.
Die Funktion fKz wird durch den (geheimen) Schlu¨ssel K,
K = (K1, . . . , KNK) , mit K ∈ K,
parametriert und als Schlu¨sselgenerator bezeichnet. Die Menge aller mo¨glichen Schlu¨ssel
ist der Schlu¨sselraum K. Der Schlu¨ssel besteht aus NK Symbolen.
Im klassischen Entwurf von SSSC wird die notwendige Komplexita¨t des Schlu¨sseltextes
dadurch erreicht, dass der Schlu¨sselgenerator aus mehreren hintereinander geschalteten
Schieberegistern aufgebaut wird. Durch diese mehrstufige Architektur des Schlu¨sselge-
nerators tritt eine Verzo¨gerung auf. D.h. obwohl die beno¨tigten vergangenen Werte des
Geheimtextes fu¨r die Berechnung eines Symbols des Schlu¨sseltextes dem Schlu¨sselgene-
rator zur Verfu¨gung stehen, wird das Symbol des Schlu¨sseltextes erst nach einer Verzo¨ge-
rung ausgegeben. Diese Verzo¨gerung wird mit bs abgeku¨rzt und im englischen als ”
cipher
function delay“ bezeichnet. Sie kann auch als eine Art Totzeit des Schlu¨sselgenerators
interpretiert werden. Der Schlu¨sseltext wird u¨ber die Beziehungen
zk = f
K
z (ck−bs−P , . . . , ck−bs−1) , mit K ∈ K (2.1)
z = (z1, z2, . . . , zN) , mit z1, z2, . . . , zN ∈ Z
bestimmt.
Der Geheimtext. Zum Zeitpunkt k ergibt sich das Symbol ck des Geheimtextes als
eine Funktion fc in Abha¨ngigkeit von mk und zk. Die Funktion fc wird als Verschlu¨sse-
lungsfunktion bezeichnet. Da es sich bei der Stromverschlu¨sselung um eine symbolweise
Verschlu¨sselung handelt, muss auch der Geheimtext aus N Symbolen bestehen.
ck = fc (zk, mk) (2.2)
c = (c1, c2, . . . , cN) , mit c1, c2, . . . , cN ∈ C.
Im Falle einer bitweisen Verschlu¨sselung, d.h. ein Symbol ist ein Bit und fu¨r A, Z und
C gilt
A = Z = C = {0, 1},
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handelt es sich bei der Verschlu¨sselungsfunktion fc um eine einfache Addition modulo 2
oder auch XOR-Verknu¨pfung ⊕,
zk = f
K
z (ck−bs−P , . . . , ck−bs−1) , k ∈ K
ck = zk ⊕mk.
Die Beziehungen (2.1) und (2.2) beschreiben allgemein die Struktur einer SSSC. Sie wer-
den als kanonische Darstellung bezeichnet.
Bei der Initialisierung muss beachtet werden, dass fu¨r die Verschlu¨sselung der ersten
P+bs Symbole des Geheimtextes, c1 . . . cP+bs die zuru¨ckliegenden Symbole c−bs−P , . . . , c0
des Geheimtextes noch nicht bekannt sind. Sie mu¨ssen durch einen sogenannten Initia-
lisierungsvektor (IV ),
IV = (c−bs−P , . . . , c0) ,
aufgefu¨llt werden.
Eine anschauliche Darstellung des beschriebenen Verschlu¨sselungsvorgangs fu¨r ein Sym-
bol msi des Klartextes zeigt Abbildung 2.2.
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Abbildung 2.2: Verschlu¨sselung
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2.2 U¨bertragung und Entschlu¨sselung
Auf Seite des Senders besteht die U¨bertragungsstrecke aus der im vorhergehenden Ab-
schnitt beschriebenen Verschlu¨sselung. Der Aufbau des Empfa¨ngers besteht aus dem
gleichen Schlu¨sselgenerator wie auf Senderseite aber der Umkehrfunktion der Verschlu¨s-
selungsfunktion als Entschlu¨sselungsfunktion.
Die besondere Struktur der SSSC ermo¨glicht es dem Empfa¨nger aus einer Folge von P
korrekt empfangenen zuru¨ckliegenden Symbolen des Geheimtextes das korrekte Schlu¨s-
seltextsymbol zum aktuellen Geheimtextsymbol zu bestimmen und es damit korrekt zu
entschlu¨sseln. Daraus folgt, dass bei einem einmaligen Verlust der Synchronisation im
ungu¨nstigsten Fall P + 1 Symbole des Klartextes falsch entschlu¨sselt werden.
Ursachen fu¨r einen solchen Fehler ko¨nnen unterschiedliche Taktraten von Sender und
Empfa¨nger sein, die auf Seite des Empfa¨ngers periodisch zur wiederholten Wertung
(Bitslip I) oder zum U¨bergehen (Bitslip II) von Symbolen fu¨hren. Wird ein einzelnes
Symbol falsch u¨bertragen (Bitfehler), d.h. der Wert des Symbols wird verfa¨lscht, werden
die nachfolgenden P +1 Symbole des Klartextes falsch entschlu¨sselt. Die Bezeichnungen
Bitslip und Bitfehler werden hier unabha¨ngig von der tatsa¨chlichen Wertigkeit des Sym-
bols verwendet. In den Abschnitten 2.3.1, 2.3.2 und 2.3.3 werden die Auswirkungen der
unterschiedlichen Fehler wa¨hrend der U¨bertragung fu¨r eine SSSC, die sich durch eine
allgemeine kanonische Darstellung der Form 2.1 und 2.2 beschreiben la¨sst, ausfu¨hrlich
erla¨utert. In Abschnitt 2.4 werden die Erkenntnisse an einem Beispiel u¨berpru¨ft und
veranschaulicht.
Um Sender und Empfa¨nger vor der U¨bertragung der eigentlichen Nachricht zu synchro-
nisieren, muss lediglich eine beliebige Folge von P Symbolen gesendet werden. Dadurch
ergibt sich fu¨r den Empfa¨nger ebenfalls die Mo¨glichkeit sich zu einem beliebigen Zeit-
punkt auch ohne Kenntnis der exakten Position zuzuschalten und nach P Symbolen den
Geheimtext korrekt zu entschlu¨sseln. Zusammengefasst sind die Vorteile der SSSC
+ die Mo¨glichkeit einer einfachen Erweiterung einer bestehenden U¨bertragungsstre-
cke,
+ keine Reduktion der U¨bertragungsrate,
+ Robustheit gegenu¨ber Synchronisationsverlust durch Fehler auf der U¨bertragungs-
strecke und
+ die Mo¨glichkeit des Empfa¨ngers, sich zu einem beliebigen Zeitpunkt der U¨bertra-
gung zu zuschalten.
Der Nachteil der SSSC ergibt sich aus der Struktur des Schlu¨sselgenerators. Jedes Schlu¨s-
seltextsymbol wird nur dann korrekt erzeugt, wenn die beno¨tigten P Geheimtextsymbole
korrekt sind. Das bedeutet,
− jedes falsch u¨bertragene Geheimtextsymbol resultiert in P falsch erzeugten Schlu¨s-
seltextsymbolen und damit auch falsch rekonstruierten Klartextsymbolen.
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Die Anwendung einer SSSC setzt voraus, dass Sender und Empfa¨nger im Besitz des
selben Schlu¨ssels und Initialisierungsvektors sind, wobei der Initialisierungsvektor nicht
geheim gehalten werden muss. Offensichtlich kann durch Wahl des Initialisierungsvektors
kein Einfluss auf die Sicherheit der Verschlu¨sselung genommen werden, da er lediglich
eine Variation des Verlaufs der internen Zusta¨nde des Verschlu¨sselungssystems, aber
keine Erweiterung des Schlu¨sselraumes bewirkt.
Das Problem des Schlu¨sselaustausches kann, wie in der Einfu¨hrung zu diesem Kapitel
erwa¨hnt, durch ein asynchrones Verschlu¨sselungsverfahren gelo¨st werden.
Den prinzipiellen Aufbau einer U¨bertragungsstrecke fu¨r die SSSC zeigt Abbildung 2.3.
Die Gro¨ßen auf Seite des Senders sind mit
”
s“ gekennzeichnet, auf Seite des Empfa¨ngers
mit
”
e“. Die Erkenntnis fu¨r die folgenden Betrachtungen: Ein Algorithmus, fu¨r den auf
m
s
z
s
c
s
Σ
Sender
m
e
z
e
c
e
Σ−1
Empfa¨nger
fc f−1c
fKzf
K
z
IVIV KK
Abbildung 2.3: U¨bertragungsstrecke
Seite des Senders eine kanonische Darstellung entsprechend den Beziehungen (2.1) und
(2.2),
zk = f
K
z (ck−bs−P , . . . , ck−bs−1)
ck = fc (zk, mk) ,
existiert, besitzt die Eigenschaften, die fu¨r eine selbsta¨ndige Synchronisation no¨tig sind.
Er erfu¨llt die strukturellen Voraussetzungen fu¨r die Verwendung zur SSSC. Die entspre-
chende Darstellung auf der Empfa¨ngerseite ist
zk = f
K
z (ck−bs−P , . . . , ck−bs−1)
mk = f
−1
c (zk, ck) .
Der Schlu¨sselgenerator auf Sender- und Empfa¨ngerseite sind identisch, die Entschlu¨s-
selungsfunktion ergibt sich als Umkehrfunktion der Verschlu¨sselungsfunktion. Die ge-
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naue Realisierung als Zusammenschluss von Schieberegistern, als Automat oder als ein
Message-embedded System ist dabei nicht von Bedeutung.
2.3 Auswirkungen von U¨bertragungsfehlern
In den folgenden Abschnitten werden die Auswirkungen der in 2.2 aufgefu¨hrten U¨ber-
tragungsfehlern auf den Entschlu¨sselungsvorgang untersucht. Die Ergebnisse finden in
Abschnitt 5.3 Verwendung, wenn die Anwendbarkeit von stu¨ckweise linearen diskreten
SISO-Systemen gepru¨ft wird.
Fu¨r die Notation gilt: Ein Symbol zum Zeitpunkt k in Klar-, Schlu¨ssel- und Geheimtext
tra¨gt die Bezeichnung msk, z
s
k und c
s
k auf Seite des Senders und entsprechend m
e
k, z
e
k und
cek auf Seite des Empfa¨ngers. Desweiteren wird in allen drei folgenden Betrachtungen
angenommen, dass der Fehler im Geheimtext zum Zeitpunkt k = i auftritt, das Symbol
cei also falsch ist. Die unverschlu¨sselte Nachricht hat eine La¨nge von N Symbolen.
2.3.1 Bitslip I
Es wird angenommen, dass der Empfa¨nger mit einer ho¨heren Taktrate als der Sender
arbeitet, was zu einer sich periodisch wiederholenden doppelten Wertung von Symbolen
auf Empfa¨ngerseite fu¨hrt. Der Geheimtext ce ist la¨nger als cs.
Der Geheimtext. Der Fehler kann durch Auftrennen des Geheimtextes nach dem Zeit-
punkt k = i − 1 und Einfu¨gen des Symbols csi−1 an der Stelle k = i modelliert werden.
Es ergibt sich die Folge
c
e =
(
cs
−P+1, . . . , c
s
0, c
s
1, . . . , c
s
i−1, c
s
i−1, . . . , c
s
N
)
,
d.h. der Geheimtext auf Empfa¨ngerseite entspricht ab dem Zeitpunkt k = i dem um
einen Zeitschritt ∆ = 1 nach rechts verschobenen Geheimtext auf Senderseite cs,
cek = c
s
k−∆, mit k ≥ i. (2.3)
Der Schlu¨sseltext. Als na¨chstes wird aus dem empfangenen Geheimtext der Schlu¨s-
seltext rekonstruiert. Zu einem Zeitpunkt k ergibt sich das Symbol zek aus der Verschlu¨s-
selungsfunktion gema¨ß Beziehung (2.1) zu
zek = f
K
z
(
cek−bs−P , . . . , c
e
k−bs−1
)
.
Der Schlu¨sseltext auf Empfa¨ngerseite hat einen Bezug zu dem auf Senderseite, wenn eine
Darstellung der Form
zek = z
s
k−∆, mit ∆ = 1
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existiert.
Wird die Verzo¨gerung bs beru¨cksichtigt, beeinflusst der Fehler an der Stelle k = i den
Schlu¨sseltext zum ersten Mal an der Stelle k = i+ 1 + bs, denn mit (2.1) und (2.3) gilt
zei+1+bs = f
K
z
(
cei+1−P , . . . , c
e
i
)
= fKz
(
csi+1−P , . . . , c
s
i−∆
)
6= zsi+1+bs−∆ = f
K
z
(
csi+1−P−∆, . . . , c
s
i−∆
)
.
Die folgenden P − 2 Symbole werden ebenfalls falsch rekonstruiert. Danach ist die Syn-
chronisation abgeschlossen. Zum Zeitpunkt k = i+ 1 + bs + P − 1 = i+ bs + P gilt fu¨r
die Bestimmungsgleichung des entsprechenden Schlu¨sseltextsymbols
zei+bs+P = f
K
z
(
cei , . . . , c
e
i+P−1
)
= fKz
(
csi−∆, . . . , c
s
i+P−1−∆
)
= zsi+bs+P−∆,
d.h. der Schlu¨sseltext auf Empfa¨ngerseite entspricht ab dem Zeitpunkt k = i + bs + P
dem um einen Zeitschritt ∆ = 1 nach rechts verschobenen Schlu¨sseltext auf Senderseite,
zek = z
s
k−∆, mit k ≥ i+ bs + P. (2.4)
Die Schlu¨sseltextsymbole auf Empfa¨ngerseite, die keinen Bezug zum Schlu¨sseltext auf
Seite des Senders besitzen, sind{
zei+1+bs , . . . , z
e
i+1+bs+P−2
}
, mit P > 1. (2.5)
Da ce nur Symbole entha¨lt, die auch in cs enthalten sind, erzeugt der Schlu¨sselgenerator
fu¨r P = 1 keine Schlu¨sseltextsymbole ohne Bezug zu cs, da nur ein korrektes Symbol und
nicht eine Folge von korrekten Symbolen beno¨tigt wird. Allerdings ist das Schlu¨sseltext-
symbol, welches sich aus dem doppelt gewerteten Geheimtextsymbol ergibt, redundant.
Es hat den selben Wert wie das vorhergehende Symbol. Fu¨r eine praktische Anwendung
als Verschlu¨sselungssystem du¨rfte der Fall P = 1 allerdings keine Rolle spielen.
Der Klartext. Ein Symbol des Klartextes kann aus dem entsprechenden Geheimtext-
symbol korrekt entschlu¨sselt werden, wenn sowohl Geheimtextsymbol als auch das zu-
geho¨rige Schlu¨sseltextsymbol korrekt sind. Aus (2.5) ergeben sich die falschen Schlu¨ssel-
symbole. Das falsche Geheimtextsymbol befindet sich an der Stelle k = i. Die Klartext-
symbole auf Empfa¨ngerseite, die keinen Bezug zu Symbolen im urspru¨nglichen Klartext
auf Senderseite besitzen, sind{
mei , m
e
i+1+bs , . . . , m
e
i+1+bs+P−2
}
. (2.6)
Das Klartextsymbol mei auf Empfa¨ngerseite hat keinen Bezug zum Klartext auf Sender-
seite, da das Geheimtextsymbol cei falsch entschlu¨sselt wird. Allerdings ist die Information
in cei redundant, c
e
i und c
e
i−1 sind identisch. Daraus folgt aus dem falschen Geheimtext-
symbol cei bzw. aus dem falsch rekonstruierte Klartextsymbol m
e
i kein Informationsver-
lust. Zusammengefasst ergibt sich, dass die Information von P − 1 Klartextsymbolen
nicht korrekt rekonstruiert werden kann.
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2.3.2 Bitslip II
Der Empfa¨nger arbeitet mit einer geringeren Taktrate als der Sender. Dies fu¨hrt zu
einem U¨bergehen von Symbolen. Der Geheimtext ce ist damit ku¨rzer als cs.
Der Geheimtext. Im Geheimtext wird das Symbol an der Stelle k = i entfernt,
c
e =
(
cs
−P+1, . . . , c
s
0, c
s
1, . . . , c
s
i−1, c
s
i+1, . . . , c
s
N
)
,
d.h. der Geheimtext auf Empfa¨ngerseite entspricht ab dem Zeitpunkt k = i dem um
einen Zeitschritt ∆ = 1 nach links verschobenen Geheimtext auf Senderseite cs,
cek = c
s
k+∆, mit k ≥ i. (2.7)
Der Schlu¨sseltext. Der Schlu¨sseltext ce entspricht cs bis einschließlich k = i + bs.
Danach macht sich der Verlust des Geheimtextsymbols csi bemerkbar, denn mit (2.1)
und (2.7) gilt ab k = i+ bs + 1
zei+bs+1 = f
K
z
(
cei+1−P , . . . , c
e
i
)
= fKz
(
csi+1−P , . . . , c
s
i+∆
)
6= zsi+bs+1+∆ = f
K
z
(
csi+1−P+∆, . . . , c
s
i+∆
)
.
Der Ablauf der Synchronisation verha¨lt sich a¨hnlich wie im vorhergehenden Fehlerfall.
Es werden weitere P − 2 Symbole falsch rekonstruiert. Fu¨r k = i + bs + P erha¨lt man
die Beziehung
zei+bs+P = f
K
z
(
cei , . . . , c
e
i+P−1
)
= fKz
(
csi−∆, . . . , c
s
i+P−1−∆
)
= zsi+bs+P−∆,
d.h. der Schlu¨sseltext auf Empfa¨ngerseite entspricht ab dem Zeitpunkt k = i + bs + P
dem um einen Zeitschritt ∆ = 1 nach links verschobenen Schlu¨sseltext auf Senderseite,
zek = z
s
k+∆, mit k ≥ i+ bs + P.
Fu¨r die Schlu¨sseltextsymbole auf Empfa¨ngerseite, die keinen Bezug zum Schlu¨sseltext
auf Seite des Senders besitzen, gilt ebenfalls die Erkenntnis aus (2.5).
Der Klartext. Die Klartextsymbole ce ohne Bezug zu cs sind
{
mei , m
e
i+1+bs , . . . , m
e
i+1+bs+P−2
}
. (2.8)
Hinzu kommt der Verlust der Information u¨ber das Klartextsymbol csi aufgrund des
U¨bertragungsfehlers an sich. Insgesamt ergibt sich ein Verlust von P + 1 Symbolen pro
Synchronisationsverlust durch einen Bitslip II.
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2.3.3 Bitfehler
Der Geheimtext. Der Wert des Geheimtextsymbols zum Zeitpunkt k = i, cei , wird um
∆ci verfa¨lscht,
c
e =
(
cs
−P+1, . . . , c
s
0, c
s
1, . . . , c
s
i +∆ci, c
s
i+1, . . . , c
s
N
)
.
Der Schlu¨sseltext. Die Symbole des Schlu¨sseltextes entsprechen ihrem Gegenu¨ber auf
Senderseite bis einschließlich zei+bs , denn fu¨r k = i+ bs + 1 gilt
zei+bs+1 = f
K
z
(
cei+1−P , . . . , c
e
i
)
= fKz
(
csi+1−P , . . . , c
s
i +∆ci
)
6= zsi+bs+1 = f
K
z
(
csi+1−P , . . . , c
s
i
)
.
Die folgenden P − 1 Schlu¨sseltextsymbole sind offensichtlich ebenfalls falsch, da sie in
Abha¨ngigkeit des verfa¨lschten Geheimtextsymbols bestimmt werden. Ab dem Zeitpunkt
k = i + bs + P stehen wieder korrekte Geheimtextsymbole zur Verfu¨gung, so dass sich
die falschen Schlu¨sseltextsymbole auf die Menge{
zei+1+bs , . . . , z
e
i+bs+P
}
(2.9)
beschra¨nken.
Der Klartext. Die U¨berlagerung von Geheimtext und Schlu¨sseltext fu¨hrt in der Summe
zu P +1 Klartextsymbolen, die nicht korrekt zuru¨ckgewonnen werden ko¨nnen. Dies sind
die Symbole {
mei , m
e
i+1+bs , . . . , m
e
i+1+bs+P−1
}
. (2.10)
Dabei wird ein Fehler wird durch das falsche Geheimtextsymbol an sich, die restlichen
P Symbole durch die Struktur des Verschlu¨sselungssystems verursacht.
2.4 Beispiel
Zur Verdeutlichung des Ablaufs von Ver- und Entschlu¨sselung und der selbsta¨ndigen
Synchronisation nach Auftreten der vorgestellten U¨bertragungsfehler wird ein einfaches
Verschlu¨sselungssystem betrachtet. Dieses wird in Abschnitt 5.3 nochmals in abgewan-
delter Form, d.h. mit varianten Koeffizienten, aufgegriffen. Das System besitzt die kano-
nische Darstellung
zk = a1 ck−1 + a0 ck−2,
csk = z
s
k +m
s
k,
mit a0 = 1, a1 = 170. (2.11)
Wie aus (2.11) ersichtlich, ist der Schlu¨sselgenerator eine Funktion von zwei zum ak-
tuellen Geheimtextsymbol unmittelbar zuru¨ckliegenden Geheimtextsymbolen. D.h. der
Schlu¨sselgenerator arbeitet ohne Verzo¨gerung und es gilt
P = 2 und bs = 0.
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Aus der kanonischen Darstellung folgt fu¨r die Rekonstruktion des Klartextes auf Seite
des Empfa¨ngers die Beziehung
mek = c
e
k − z
e
k (2.12)
als Entschlu¨sselungsfunktion. Zur Rekonstruktion des Schlu¨sseltextes wird auf Empfa¨n-
gerseite der identische Algorithmus fu¨r den Schlu¨sselgenerator verwendet wie auf Sen-
derseite.
Hinsichtlich anschaulicher Simulationswerte wird als Symbol kein Bit, sondern ein Byte
definiert. Dies verringert die Wahrscheinlichkeit, dass sich in der Simulation durch eine
ungu¨nstige Wahl der Parameter Fehler u¨berlagern und aufheben. Fu¨r das Alphabet des
Eingangs ergibt sich
A = {0, 1, . . . , 255}.
Fu¨r den Wertebereich des Schlu¨sseltextes und des Geheimtextes wird dieselbe Annahme
getroffen:
Z = C = {0, 1, . . . , 255}.
Damit die Wertebereiche eingehalten werden, wird jede Rechenoperation Modulo 256
ausgefu¨hrt, d.h. die Ergebnisse der Bestimmungsgleichungen von Schlu¨ssel- und Ge-
heimtext (2.11) und Klartext (2.12) werden jeweils durch 256 dividiert und es wird mit
dem Rest dieser Operation weitergerechnet. Die Modulo-Operation ist eine surjektive
Abbildung auf den Ring der 256 Restklassen 0, . . . , 255. Unter der Annahme, dass der
jeweilige Symbolwert den Wertebereich {0, . . . , 255} nicht u¨berschreiten, ist die Modulo-
Operation aber umkehrbar. Da dies hier der Fall ist, gilt:
ck = (zk +mk) mod 256 ⇐⇒ mk = (ck − zk) mod 256. (2.13)
Der Initialisierungsvektor, der die beiden Geheimtextsymbole zur Bestimmung der ersten
Schlu¨sseltextsymbole liefert, wird willku¨rlich zu
IV = (50, 50)
gewa¨hlt.
Die Nachricht, der Klartext ms, besteht aus einer Folge von N = 10 zufa¨llig aus A
generierten Symbolen. Fu¨r sa¨mtliche betrachteten U¨bertragungsfehler wird jedoch eine
identische Folge von Symbolen als Nachricht verwendet. Der Verlauf des Klartextes fu¨r
den Fehlerfall Bitslip I kann Abbildung 2.4c entnommen werden. Abbildung 2.5c zeigt
den Klartext bei einem Fehler vom Typ Bitslip II und Abbildung 2.6c im Fall eines
Bitfehlers.
Der Schlu¨sseltext und Geheimtext auf Seite des Senders kann anhand der Beziehungen
(2.11) berechnet werden. Der Verlauf der drei Schlu¨sseltexte ist in den Abbildungen
2.4b, 2.5b und 2.6b und der Verlauf der drei Geheimtexte in den Abbildungen 2.4a, 2.5a
und 2.6a zu sehen. Die Zuordnung zwischen Abbildung und Fehler ist identisch mit den
Abbildungen zum Verlauf der Klartexte: zuerst Bitslip I, dann Bitslip II und zuletzt
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Bitfehler.
Die Generierung des fehlerbehafteten Geheimtextes auf Empfa¨ngerseite und daraus die
Rekonstruktion von Schlu¨ssel- und Klartext werden, getrennt nach den beiden Fehler-
klassen, Bitslip und Bitfehler, in den folgenden Abschnitten erkla¨rt. Der Fehler tritt an
der Stelle k = 5 auf.
Bitslip I
Der Geheimtext. Das Geheimtextsymbol k = 4 wird doppelt gewertet. Die Folge der
Geheimtextsymbole ist
c
e =
(
cs
−1,...,4, c
s
4, c
s
5,...,10
)
.
Abbildung 2.4(a) zeigt die U¨berlagerung von ce mit cs. D.h. es wird zuna¨chst der Verlauf
des Geheimtextes auf Empfa¨ngerseite abgebildet und anschließend der auf Senderseite.
Sind beide Texte identisch, ist daher nur der letztere, der Geheimtext auf Senderseite,
sichtbar. Die Zeitskala k richtet sich dagegen nach dem Geheimtext auf Empfa¨ngerseite
c
e, da sich die weiteren Betrachtungen auch auf diesen beziehen. Der Geheimtext auf
Senderseite wird daher an der Fehlerstelle aufgetrennt und gestreckt dargestellt. Fu¨r das
Symbol an der Stelle k = 5 auf Empfa¨ngerseite gibt es kein entsprechendes Symbol auf
Senderseite. An den Zeitpunkten k = 0 und k = −1 stehen die Symbole des Initialisie-
rungsvektors. Bei den Verla¨ufen von Schlu¨ssel- und Klartext sind diese Stellen unbesetzt.
Werden alle drei Verla¨ufe untereinander angeordnet, la¨sst sich die Generierung des
Schlu¨sseltextes aus dem Geheimtext und die Generierung des Geheimtextes aus Schlu¨ssel
und Klartext entsprechend Abbildung 2.2 nachvollziehen.
Der Schlu¨sseltext. Als na¨chstes wird der Schlu¨sseltext auf Senderseite gema¨ß Bezie-
hung 2.11 bestimmt. Aus den Erkenntnissen von (2.5) erha¨lt man die Menge der falschen
Schlu¨sseltextsymbole zu
{ze6} .
Die U¨berlagerung von ze mit zs zeigt Abbildung 2.4b.
Der Klartext. Der Klartext wird aus 2.12 berechnet. Mit (2.6) und den Zahlenwerten
fu¨r dieses Beispiel ergeben sich die falschen Klartextsymbole zu
{me5, m
e
6} .
Die entschlu¨sselte Folge von Klartextsymbolen am Ausgang des Empfa¨ngers u¨berlagert
mit der urspru¨nglichen Nachricht am Eingang des Senders zeigt Abbildung 2.4c.
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Abbildung 2.4: Bitslip I
Bitslip II
Der Geheimtext. Im Geheimtext cs wird das Symbol an der Stelle k = 5 entfernt. Der
Empfa¨nger erha¨lt den Geheimtext
c
e =
(
cs
−1,...,4, c
s
6,...,10
)
.
Der resultierende Verlauf ist in Abbildung 2.5a zu sehen. Wie im vorherigen Fall orientiert
sich die Zeitskala am Geheimtext auf Empfa¨ngerseite, ce. Da dem Symbol cs5 kein Symbol
auf Empfa¨ngerseite entspricht, wird die Zeitskala an dieser Stelle unterbrochen und um
einen Zeitschritt versetzt fortgesetzt.
Der Schlu¨sseltext. Auch hier la¨sst sich aus (2.5) die Menge der falschen Schlu¨sseltext-
symbole bestimmen:
{ze6} .
Der Klartext. Nach (2.8) sind die falschen Klartextsymbole
{me5, m
e
6, . . .} .
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Der Vergleich wird in Abbildung 2.5c gezogen. Insgesamt entsteht ein Verlust von P+1 =
3 Symbolen. Die P Symbole gehen zu Lasten des Verschlu¨sselungsverfahrens, der Verlust
des weiteren Symbols entsteht durch den Fehler selbst.
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Abbildung 2.5: Bitslip II
Bitfehler
Der Geheimtext. Der Wert des Geheimtextsymbols zum Zeitpunkt k = 5, ce5, wird um
∆c5 verfa¨lscht. Ein mo¨glicher Unterschied in der Taktrate von Sender und Empfa¨nger
wird nicht beru¨cksichtigt. Der Empfa¨nger erha¨lt den Geheimtext
c
e =
(
cs
−1,...,4, c
s
5 +∆c5, c
s
6,...,10
)
, mit ∆c5 = 10.
In Abbildung 2.6a ist der Verlauf der Geheimtexte zu sehen. Die zeitskala richtet sich
auch hier nach dem Geheimtext auf Empfa¨ngerseite.
Der Schlu¨sseltext. Die Symbole des Schlu¨sseltextes entsprechen ihrem Gegenu¨ber auf
Senderseite bis einschließlich ze5. Die folgenden P = 2 Schlu¨sseltextsymbole,
ze6 6= z
s
6 und z
e
7 6= z
s
7,
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sind falsch, da sie in Abha¨ngigkeit des verfa¨lschten Geheimtextsymbols bestimmt werden.
Fu¨r die Bestimmung der Menge der falschen Schlu¨sseltextsymbole wird (2.9) benutzt.
Fu¨r die Rekonstruktion weiterer Schlu¨sseltextsymbole stehen wieder die P = 2 beno¨-
tigten Geheimtextsymbole in U¨bereinstimmung mit cs zur Verfu¨gung. Es treten keine
weiteren Fehler auf. In Abbildung 2.6b la¨sst sich dies nachvollziehen.
Der Klartext. In der Summe ko¨nnen P +1 = 3 Klartextsymbole nicht korrekt zuru¨ck-
gewonnen werden. Die Klartextsymbole, die falsch entschlu¨sselt werden, sind nach (2.10)
die Symbole
{me5, m
e
6, m
e
7 } .
Die Darstellung des Klartextes ist in Abbildung 2.6c zu finden. Gleich den vorherigen
Abbildungen ist eine U¨berlagerung der Symbolfolge des Klartextes auf Empfa¨ngerseite
mit der auf Senderseite zu sehen.
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Abbildung 2.6: Bitfehler
Kapitel 3
Grundbegriffe der Algebra und der
Modultheorie
Fu¨r das Versta¨ndnis des komplexen Aufbaus der in Kapitel 4 verwendeten Moduln, sind
Kenntnisse u¨ber die zugrunde liegenden mathematischen Strukturen notwenig. Diese
sind einerseits ein Polynomring in einer Vera¨nderlichen, der die Koeffizienten der Modu-
lelemente bereitstellt und andererseits ein Ko¨rper, aus dem wiederum die Koeffizienten
der Vera¨nderlichen im Polynomring entstammen. In den ersten Abschnitten werden diese
Begriffe im hier beno¨tigten Umfang erkla¨rt ohne dabei Ru¨cksicht auf eine mathemathisch
exakte Darstellung zu nehmen. Eine vollsta¨ndige Defintion kann in jeder Standardlite-
ratur zur Algebra gefunden werden, z.B. in [7] oder [8].
Im Anschluss werden die Eigenschaften des Moduls sowie der Modulelemente und ihrer
Beziehungen untereinander beschrieben und eine systemtheoretische Interpretation ge-
geben. Eine tiefer gehende Einfu¨hrung in die Modultheorie, aber ohne dirketen Bezug
zur Systemtheorie, entha¨lt [9].
Abelsche Gruppe Eine abelsche (oder auch: kommutative) Gruppe G ist eine Menge
von Elementen, fu¨r die eine Verknu¨pfung ◦ existiert. Die Verknu¨pfung weist jedem Paar
von Elementen a, b ∈ G ein Element a ◦ b ∈ G zu.
Die Verknu¨pfung ist assoziativ und kommutativ. Des Weiteren existiert ein neutrales
Element e und zu einem beliebigen Element a ∈ G ein inverses Element a−1 ∈ G, so dass
gilt a ◦ a−1 = e.
Ring Ein Ring R ist eine Menge von Elementen, fu¨r die zwei Verknu¨pfungen, die
Addition (+) und die Multiplikation (·) existieren. Bezu¨glich der Addition bilden die
Elemente von R eine abelsche Gruppe mit dem neutralen Element 0.
Die Multiplikation ist assoziativ und es existiert ein neutrales Element 1. Die Existenz
einens inversen Elements wird nicht gefordert. Falls die Multiplikation kommutativ ist,
heißt R kommutativ.
Ko¨rper Ein Ko¨rper K ist ein kommutativer Ring, in welchem fu¨r jedes Element (außer
Null) ein Inverses Elemente der Multiplikation existiert. Fu¨r das schwa¨chere Kriterium
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eines Schiefko¨rpers wird die Kommutativita¨t der Multpilikation nicht gefordert.
Polynomring Die Elemente eines Polynomrings k[δ], Polynome in der Vera¨nderlichen
δ, erfu¨llen die strukturellen Anforderungen eines Ringes. Ein Element α ∈ k[δ] besitzt
allgemein die Form
α = a0 + a1δ + a2δ
2 + . . . , mit a0, a1, a2, . . . ∈ K,
wobei die Koeffizienten a0, a1, a2, . . . die Elemente eines Ko¨rpers sind. Eine gewo¨hnliche
lineare Differenzengleichung in der unbekannten Zeitfunktion yk,
a0yk + a1yk+1 + a2yk+2 + . . . = 0,
la¨sst sich so durch
αyk = 0, mit α = a0 + a1δ + a2δ
2 + . . . ∈ k[δ]
darstellen. Dabei ist δ der Verschiebeoperator. Sind die Koeffizienten aus K konstant
oder zeitinvariant, ist k[δ] kommutativ, sind sie zeitvariant, ist k[δ] nichtkommutativ.
Hauptidealring In einem Hauptidealring ist jedes Ideal ein Hauptideal (oder auch zy-
klisches Ideal), d.h. jedes Ideal kann durch ein einzelnes Ringelement erzeugt werden.
Ein Ideal A eines Ringes R ist ein Untermenge von R, so dass die Multiplikation von
einem Element r aus R und einem Element a aus A in A geschlossen ist,
r a ∈ A, mit r ∈ R, a ∈ A.
Ein Polynomringe in einer Vera¨nderlichen u¨ber einem Ko¨rper ist ein Hauptidealring.
Torsionsmodul Die Elemente eines ModulsM lassen sich aufteilen in Torsionselemente
und freie Elemente. Fu¨r ein Torsionselement zt gibt es einen Koeffizienten a, so dass gilt
a ztk = 0, mit a ∈ k[δ], z ∈M.
Werden die Elemente von M als Systemgro¨ßen aufgesfasst, so existiert fu¨r die System-
gro¨ße zt eine autonome Differenzengelichung, d.h. eine Differenzengelichung auf die durch
andere Systemgro¨ßen kein Einfluss genommen werden kann,
a0 z
t
k + a1 z
t
k+1 + a2 z
t
k+2 + . . . = 0, mit a0, a1, a2, . . . ∈ R.
Die Systemgro¨ße zt geho¨rt zusammen mit den restlichen Torsionselementen zu einem
nicht steuerbaren Teilsystem vonM. Dieses Teilsystem ist ein Untermodul von M und
wird als Torsionsmodul bezeichnet. Generell gilt: Entha¨lt ein Modul nur Torsionselement,
wird es als Torsionsmodul bezeichnet.
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Freies Modul La¨sst sich ein Element z aus dem Modul M als Linearkombination
anderer Elemente darstellen, gibt es also eine Beziehung der Form
z = β1 b1 + β2 b2 + . . . , mit z, b1, b2, . . . ∈M, β1, β2, . . . ∈ k[δ],
ist das Element z frei. Ein Modul dessen Elemente alle frei sind, wird als freier Modul
bezeichnet. Sidn die Elemente b1, b2, . . . linear unabha¨ngig sind sie eine Basis dieses freien
Moduls. Ein freies Modul besitzt immer eine Basis.
Quotientenmodul Die Struktur die sich durch Bilden des Quotientenmoduls ergibt,
spielt eine zentrale Rolle in der modultheoretischen Betrachtung linearer Systeme.
Sei M ein k[δ]-Modul und U ein Untermodul von M. Das Element m ist ein Elemente
aus M, das Element u ist ein Element aus U , m ∈ M und u ∈ U . Die Bildung des
QuotionenmodulsM/U ordnet einem beliebigen Element m seine sogennante Restklas-
se m+ U zu. Fu¨r m existiert auch die Bezichnung Repra¨sentant der Restklasse m+ U .
La¨sst sich ein beliebiges Element m1 ∈M durch eine Linearkombination von Elementen
aus U darstellen, ist es also in U enthalten, bewirkt dies ein Abbildung von m1 nach
U . Ein weiteres beliebiges Element m2 ∈ M wird ebenfalls der selben Restklasse zuge-
ordnet. Ein Unterschied zweier beliebiger kanonischer Bilder m¯1 und m¯2 der Elemente
m1 und m2 aus M in M/U existiert also nur, wenn der Unterschied nicht durch ei-
ne Linearkombination von Elementen aus U darstellbar ist. Der Kern dieser Abbildung
sind demnach die Elemente des Moduls U , denn eine Operation mit Elementen aus U
in M/U bewirkt keine A¨nderung. Eine beliebige Linearkombination kanonischer Bilder
der Element von U sind demnach in M/U Null, d.h. stellen das neutrale Element dar.
Diese Abbildung wird als Homomorphismus bezeichent. Der Zusammenhang zwischen
dem Rang von M, Untermodul U und Quotientenmodul M/U ist
rgM/U = rgM− rg U . (3.1)
Die Bildung des Quotientenmoduls bei der Erzeugung des Systemmoduls zeigt 4.1.
Basis Ein endlich erzeugter Modul entha¨lt eine endliche Anzahl von Elementen, die
nicht zwingend linear unabha¨ngig sein mu¨ssen. Ein Erzeugendensystem dieses Moduls
ist eine Menge von Elementen des Moduls, so dass alle anderen, verbleibenden Elemen-
te durch Linarkombination der Elemente des Erzeugendensystems dargestellt werden
ko¨nnen. Fu¨r einen Modul M, fu¨r den die Elemente a, b und c ein Erzeugendensystem
darstellen, schreibt man
M = [a, b, c] .
Sind die Elemente des Erzeugendensystems linear unabha¨ngig, stellt das Erzeugenden-
system eine Basis des Moduls dar. Im Gegensatz zu Vektorra¨umen besitzen Moduln im
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Allgemeinen nicht zwingend eine Basis.
Existiert eine Basis b, exisitiert auch fu¨r jedes Element z des Moduls eine Beziehung
z = β b, mit z, b ∈M, β ∈ k[δ].
Rang Der Rang eines Moduls steht fu¨r die Anzahl linear unabha¨ngiger Elemente des
Moduls. Der Rang des Moduls entspricht dem Rang seiner Basis und damit der Anzahl
der Elemente, die no¨tig sind, um den Modul aufzuspannen.
Kapitel 4
Moduln u¨ber einem
nichtkommutativen Hauptidealring
Ein Modul stellt eine Verallgemeinerung eines Vektorraumes dar. Im Gegensatz zu einem
Vektorraum, der u¨ber einem Schiefko¨rper definiert ist, ist ein Modul u¨ber einem Ring,
und hier im Speziellen u¨ber einem Hauptidealring, definiert. Umgekehrt kann ein Vek-
torraum als Spezialfall eines Moduls betrachtet werden. Die Koeffizienten der Elemente
eines Moduls sind die Elemente eines Hauptidealrings: eines Polynomrings k[δ] in der
Vera¨nderlichen δ u¨ber dem Ko¨rper der reellen Zahlen. Der Polynomring kann kommu-
tativ oder nichtkommutativ sein.
In der Konsequenz kann nicht zu jedem beliebigen Koeffizienten eines Modulelements
ein Inverses gefunden werden. D.h. zu einem beliebigen Element α ∈ k[δ] existiert im
Allgemeinen kein β ∈ k[δ], so dass die Multiplikation beider Elemente die 1, das neutrale
Element der Multiplikation, ergibt,
αβ 6= 1, βα 6= 1, mit α, β ∈ k[δ].
Sei M ein Modul u¨ber einem Polynomring k[δ], kurz [δ]-Modul, und m ein beliebiges
Element aus M . Existiert fu¨r m eine Beziehung der Form
αm = 0, mit α ∈ k[δ], m ∈M (4.1)
kann daraus nicht abgeleitet werden, dass einer der beteiligten Faktoren Null sein muss.
Das Element m kann im Gegenteil sogar eine sehr komplexe Struktur besitzen. Wa¨re m
jedoch ein Element eines Vektorraums, wu¨rde aus (4.1) mit α 6= 0 folgen, dass m der
Nullvektor ist.
Durch die oben beschriebenen Eigenschaften eines Moduls und seiner Elemente la¨sst sich
ein beliebiges lineares zeitdiskretes System Σ, das durch ein System von linearen Diffe-
renzengleichungen beschrieben wird, als ein endlich erzeugtes k[δ]-Modul auffassen. Eine
allgemeine Form eines Systems von Differenzengleichungen fu¨r eine System dieser Klasse
ist (4.3). Das zu einem linearen System geho¨rende k[δ]-Modul wird im Weiteren als Sy-
stemmodul oder gleich dem System als Σ bezeichnet. Das Systemmodul ist keine weitere
Mo¨glichkeit der Darstellung eines Systems, wie z.B. die Zustandsraumdarstellung, son-
dern es ist das System. D.h. ein lineares zeitdiskretes System ist ein k[δ]-Modul. Daher
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wird die Bezeichnung Σ gleichermaßen fu¨r das System und das Systemmodul verwendet.
Wie ein solches Systemmodul erzeugt werden kann, wird in Abschnitt 4.1 gezeigt.
Die Unbestimmte δ im Polynomring k[δ] ist ein Verschiebeoperator um eine Zeiteinheit
nach rechts. Fu¨r eine beliebige Systemgro¨ße wk von Σ gilt der Zusammenhang
δwk = wk+1.
Wird der Schiebeoperator auf das Produkt aus einem zeitvarianten Koeffizienten αk und
einer Systemgro¨ße wk angewendet, gilt
δak wk = ak+1wk+1, mit a ∈ R. (4.2)
Die Frage der Zeitvarianz eines Systems beeinflusst dabei nur die Kommutativita¨t des
dem Systemmodul zu Grunde liegenden Polynomringes k[δ]: Ist das System zeitinvariant,
dann ist k[δ] kommutativ, ist das System zeitvariant, ist k[δ] nichtkommutativ. Die
Elemente des Polynomringes k[δ] sind von der Form
a0 + a1 δ + a2 δ
2 + . . . , mit a0, a1, a2, . . . ∈ k.
Im vorliegenden Fall, also zur Nachbildung von linearen Differenzengleichungen, ist k
der Ko¨rper der reellen Zahlen R; k wird als Grundko¨rper bezeichnet. Handelt es sich
um zeitvariante Differenzengleichungen, sind die Elemente von k ebenfalls zeitvariant.
Sind die Differenzengleichungen zeitinvariant, ist k ein Konstantenko¨rper. Betrachtet
man zwei Elemente α und β aus dem Polynomring k[δ],
α = a0 + a1 δ + . . . ,
β = b0 + b1 δ + . . . ,
mit a0, a1, . . . , b0, b1, . . . ∈ k,
dann ist die Gleichung
αβ = (a0 + a1 δ + . . .) (b0 + b1 δ + . . .) = a0 b0 + a0 b1 δ + a1 δ b0 + a1 δ b1 δ
= b0 a0 + b0 a1 δ + b1 δ b0 + b1 δ b1 δ = βα
mit (4.2) im Allgemeinen nur dann richtig, wenn k ein Konstantenko¨rper ist und somit
ai = aj und bi = bj ∀ i, j ∈ N
gilt. Der Polynomring k[δ] ist demnach nur dann kommutativ, wenn der Grundko¨rper
k ein Konstantenko¨rper ist und damit gleichbedeutend die Differenzengleichungen des
Systems zeitinvariant sind.
Den ersten Vorschlag der Auffasung eines linearen Systemes als Modul machte Michel
Fliess in [10]. Vom selben Autor stammen die Artikel [11], [12] und [13], die ebenfalls
eine gute Einfu¨hrung in die Theorie der Moduln geben. Der Nachweis verschiedener
systemtheoretischer Eigenschaften mit Hilfe der Modultheorie und die Anwendung an
Beispielen kann in [14] gefunden werden. In [15] wird eine algebraische Heranfu¨hrung
an grundsa¨tzliche Fragen bei der Untersuchung linearer Systeme gegeben. Vom gleichen
Autor, aber mehr fokussiert auf die Fragestellung in dieser Arbeit, ist [16].
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4.1 Systemmodul
Die Ausgangssituation ist ein System von q unabha¨ngigen linearen Differenzengleichun-
gen in s Variablen, den Systemgleichungen. Diese beschreiben das dynamische Verhal-
ten eines Systems Σ. Die s Variablen w1 . . . ws werden als Systemgro¨ßen bezeichnet.
Ihre Wahl ist fu¨r ein gegebenes System nicht eindeutig, jede Linearkombination aus den
Systemgleichungen ist ebenfalls eine Beschreibung des Systemverhaltens. Es wird dabei
zuna¨chst nicht zwischen Eingangs- und Ausgangsvariablen und Variablen, welche die
inneren Zusta¨nde des Systems beschreiben, unterschieden. Allgemein sind die System-
gleichungen von der Form
(
a011 + a
1
11 δ + a
2
11 δ
2 + . . .
)
w1 + . . .+
(
a01s + a
1
1s δ + a
2
1s δ
2 + . . .
)
ws = 0
...(
a0q1 + a
1
q1 δ + a
2
q1 δ
2 + . . .
)
w1 + . . .+
(
a0qs + a
1
qs δ + a
2
qs δ
2 + . . .
)
ws = 0.
(4.3)
Die Koeffizienten a011, a
1
11, . . . sind Elemente aus dem Ko¨rper der reellen Zahlen R,
a011, a
1
11, . . . ∈ R.
Wa¨hlt man die Koeffizienten der Systemgro¨ßen aus dem nichtkommutativen Polynom-
ring k[δ], la¨sst sich (4.3) kompakter schreiben:
α11w1 + . . .+ α1s ws = 0
...
αq1w1 + . . .+ αqsws = 0.
mit α11, . . . , αqs ∈ k[δ] (4.4)
Die Matrix der Koeffizienten wird als Pra¨sentationsmatrix P bezeichnet. Die Matrix P
ist eine Polynommatrix, ihre Eintra¨ge sind die Polynome α11, . . . , αqs aus dem Polynom-
ring k[δ],
P =


α11 . . . α1s
...
. . .
...
αq1 . . . αqs.

 , mit α11, . . . , αqs ∈ k[δ]
Mit P la¨sst sich (4.4) in der Matrixform
P


w1
...
ws

 = 0, mit P ∈ k[δ]qxs (4.5)
darstellen.
Das Systemmoduls Σ zu (4.5) la¨sst sich mit Hilfe Pra¨sentationsmatrix P folgendermaßen
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erzeugen: Es existiert immer ein freies Modul F mit einer Basis bF. Die Elemente der
Basis sind
bF = {W1, . . . ,Ws} ,
der Rang von F entspricht der Anzahl der Basiselemente und damit der Anzahl der
Systemgro¨ßen von Σ:
rg F = s.
Die Basiselemente werden mit W1, . . . ,Ws bezeichnet, da sie die Repra¨sentanten der ka-
nonischen Bilder w1, . . . , ws sind. Die kanonischen Bilder sind die Elemente des System-
moduls und ko¨nnen als Systemgro¨ßen des entsprechenden Systems interpretiert werden.
ZwischenW1, . . .Ws und den Systemgro¨ßen besteht jedoch kein direkter Zusammenhang.
Es existiert ebenso ein Modul E mit dem Erzeugendensystem {E1, . . . , Eq}. Die Elemen-
te des Erzeugendensystems ergeben sich aus Linearkombinationen der Basiselemente von
F , dadurch ist E ein (freies) Untermodul von F . Die Art der Linearkombinationen wird
durch die Systemgleichungen (4.4) bzw. von der Pra¨sentationsmatrix P vorgegeben


E1
...
Eq

 = P


W1
...
Ws

 .
Da die Differenzengleichungen (4.3) linear unabha¨ngig sind, gilt dies auch fu¨r die Zei-
len von P und damit auch fu¨r die Elemente des Erzeugendensystems von E. D.h.
{E1, . . . , Eq} ist eine Basis von E,
bE = {E1, . . . , Eq} ,
der Rang von E ist
rg E = q. (4.6)
Die Elemente von F mu¨ssen keinerlei Beziehungen erfu¨llen und ko¨nnen daher allen er-
denklichen Differenzengleichungen in den Variablen W1, . . . ,Ws genu¨gen. Sie besitzen
noch keinen Bezug zu einem konkreten System, dessen Verhalten durch die Systemglei-
chungen (4.3) beschrieben werden kann.
La¨sst sich das Verhalten eines Systems in den Systemvariablen W1, . . . ,Ws mit Hilfe
eines Erzeugendensystems {E1, . . . , Eq} von E durch
E1 = 0
...
Eq = 0
beschreiben, so ist dies ebenfalls durch jedes weitere Erzeugendensystem von E mo¨glich.
Das Modul E la¨sst sich als die Gesamtheit aller mo¨glichen nichttrivialen Systemglei-
chungen zu einem konkreten System interpretieren.
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Die Beziehungen der Elemente des Systemmodul Σ sollen durch die Systemgleichun-
gen des entsprechenden Systems gegeben sein. Diese Struktur ergibt sich aus den oben
erzeugten Moduln F und E durch Bildung des Quotientenmoduls,
Σ = F/E.
Die kanonische Abbildung ϕ : F → F/E ordnet jedem Element in F sein kanonisches
Bild in F/E zu. Innerhalb der Erla¨uterungen zur Bildung des Systemmoduls werden
die kanonischen Bilder mit kleinen Buchstaben bezeichnet, ihre Repra¨sentanten, also die
Elemente in F , mit großen. Der Kern der Abbildung ϕ ist
kerϕ = E,
d.h. sa¨mtliche kanonischen Bilder e1, . . . , ep der Elemente E1, . . . , Ep im Untermodul E
von F , erfu¨llen in Σ die Bedingung e = 0 (Abbildung 4.1). Damit wird deutlich, dass
der Quotientenmodul F/E als das System Σ aufgefasst werden kann. Der Rang von Σ
ist nach (3.1)
rg Σ = rg F − rg E = s− q.
Aus der Untersuchung des Quotientenmoduls F/E ko¨nnen nun Ru¨ckschlu¨sse auf Eigen-
schaften des Systems Σ geschlossen werden.
F
W1
W2E
E1
E2
ϕ
F/E
w1
w2
0
Abbildung 4.1: Erzeugung des Systemmoduls
4.2 Eingangs-Ausgangssystem
In der bisherigen Betrachtung wurde auf eine Interpretation der Systemgro¨ßen bzw. der
Elemente des Systemmoduls verzichtet. Unabha¨ngig von der konkreten Realisierung des
Systems kann anhand des Systemmoduls ein Eingang uk und ein Ausgang yk definiert
werden. Die Eingangsgro¨ßen sind uk = u
1
k, . . . , u
m
k , die Ausgangsgro¨ßen yk = y
1
k, . . . , y
p
k.
Da uk und yk Elemente von Σ sind, erzeugen sie jeweils ein Untermodul von Σ. Das
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Untermodul [uk] mit dem Eingang als Erzeugendensystem ist das Eingangsmodul, das
Untermodul [yk], erzeugt durch den Ausgang, ist das Ausgangsmodul.
Die Eingangsgro¨ßen werden so gewa¨hlt, dass durch sie eine Beeinflussung einer belie-
bigen Systemgro¨ße z mo¨glich ist. Im Systemmodul entspricht dies einer Beziehung der
Elemente der Form
α zk = β1 u1,k + β2 u2,k + . . . , mit α, β1, β2, . . . ∈ k[δ], z, uk ∈ Σ.
Damit ein solcher Zusammenhang im Systemmodul besteht, muss das Quotientenmodul
aus Systemmodul und Eingangsmodul ein Torsionsmodul sein, d.h.
rg Σ/[uk] = 0.
Eine Systemgro¨ße ist eine Ausgangsgro¨ße, wenn die Elemente des Eingangs und die des
Ausgangs ein Erzeugendensystem des Systemmoduls sind,
[uk, yk] = Σ.
Ist dies der Fall, wird [uk, yk] als Eingangs-Ausgangs-System bezeichnet. Wenn nicht,
bezeichnet man [uk, yk] als Eingangs-Ausgangs-Teilsystem und es gilt
Σ = [uk, yk]⊕ Σ/[uk, yk].
Kapitel 5
Invertierbarkeit und Steuerbarkeit
Die Idee chaotische dynamische Systeme zur Verschlu¨sselung von Nachrichten zu benut-
zen, verzweigt sich in unterschiedliche Varianten der Umsetzung. Eine erfolgsverspre-
chende Mo¨glichkeit ist, das System mit der zu verschlu¨sselnden Nachricht m als Ein-
gangssignal zu beaufschlagen. Ein solches System wird als Message-embedded System
bezeichnet. Der Geheimtext c ist der Ausgang des Systems, der Schlu¨sseltext z ergibt
sich aus einer Kombination interner Zusta¨nde. Unter bestimmten Voraussetzungen la¨sst
sich der Schlu¨sseltext als eine Folge von zuru¨ckliegenden Symbolen des Geheimtextes
ausdru¨cken. Hinsichtlich des Synchronisationsproblems zwischen Sender und Empfa¨nger
bringt dies fu¨r ein Verschlu¨sselungssystem wu¨nschenswerte Eigenschaften mit sich. Die
Systeme, die im Folgenden auf diese Voraussetzungen gepru¨ft werden, entstammen der
Klasse der stu¨ckweise linearen diskreten SISO-Systeme.
Als Ausgangssituation wird, wie auch in [1], von einer Systembeschreibung in Zustands-
raumdarstellung ausgegangen. Ein stu¨ckweise lineares diskretes SISO-System der Ord-
nung n besitzt die Zustandsraumdarstellung
xk+1 = Aj xk +Bj uk
yk = Cj xk +Dj uk.
(5.1)
Der Index j der Matrizen Aj, Bj, Cj und Dj ergibt sich zu einem Zeitpunkt k aus einer
Umschaltfunktion σ (k, xk) in Abha¨ngigkeit des Zeitpunkts selbst und der Zusta¨nde des
Systems xk zu diesem Zeitpunkt,
j = σ (k, xk) ∈ {1, . . . , J}.
Die mo¨glichen Matrizen, die angenommen werden ko¨nnen, sind die Elemente der endli-
chen Mengen
Aj ∈ {A1, . . . , AJ} ∈ R
n×n,
Bj ∈ {B1, . . . , BJ} ∈ R
n×1,
Cj ∈ {C1, . . . , CJ} ∈ R
1×n und
Dj ∈ {D1, . . . , DJ} ∈ R.
Es wird zuna¨chst angenommen, die Umschaltfunktion σ (k, xk) sei eine Funktion allein
vom Zeitpunkt k, der aktuelle Zustand xk hat keinen Einfluss: σ (k, xk) = σ(k). Das
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System (5.1) la¨sst sich dann offensichtlich als ein Spezialfall eines linearen diskreten
zeitvarianten SISO-System der Form
xk+1 = Ak xk +Bk uk
yk = Ck xk +Dk uk.
(5.2)
interpretieren. Denn zu jedem Zeitpunkt ist eine Variation der Koeffizienten der Matrizen
mo¨glich. Aber auch im Fall einer allgemeinen Umschaltfunktion, σ (k, xk) = σ (k, xk),
kann das Verhalten durch 5.2 beschrieben werden. Denn obwohl die Auswahl der Matri-
zen Aj , Bj, Cj und Dj von einer eventuell nichtlinearen Funktion der Zusta¨nde abha¨ngt,
erha¨lt man zu jedem Zeitpunkt ein lineares System, denn der Wert der Koeffizienten ist
nicht mit dem Wert der Systemzusta¨nde gekoppelt. Die Matrizen des Systems mit ei-
ner einer Umschaltfunktion σ (k, xk) sind Elemente der gleichen Menge, wie auch im Fall
der allein zeitabha¨ngigen Umschaltfunktion. Die Abweichung beschra¨nkt sich auf die Art
der Umschaltsequenz, also die Folge von Werten, die die Umschaltfunktion mit der Zeit
annimmt. Dies hat jedoch keinen Einfluss auf die Klassifizierung des Systemverhaltens.
Damit la¨sst sich zusammenfassen, dass ein stu¨ckweise lineares diskretes SISO-System als
ein Spezialfall der Klasse linearer diskreter zeitvarianter SISO-System aufgefasst werden
kann – unbeachtet der Umschaltfunktion.
Mit den Erkenntnissen aus [1] ergibt sich die Frage nach der Invertierbarkeit und der
Flachheit des Systemausgangs der Klasse von Systemen der Form (5.1). An diese Eigen-
schaften ist die Verwendbarkeit zur SSSC gekoppelt. Die Vorgehensweise in [1] wird in 1
kurz erla¨utert. In den folgenden Abschnitten wird die Notwendigkeit dieser Eigenschaften
erla¨utert und der Nachweis dafu¨r aus Sicht der in Kapitel 4 vorgestellten Modultheorie
untersucht. Anschließend wird die Anwendung an einem konkreten Beispiel gezeigt. Die
Ausfu¨hrung erfolgt anhand eines linearen diskreten zeitvarianten SISO-Systems. Wie
soeben begru¨ndet stellt dies eine verallgemeinerte Betrachtung dar.
5.1 Invertierbarkeit
Bei einem Verschlu¨sselungssystem muss es offensichtlich mo¨glich sein aus dem Geheim-
text eindeutig den Klartext zu rekonstruieren; die empfangene Nachricht wa¨re sonst
unbrauchbar. Ist das System (5.2) (links-)invertierbar, existiert ein inverses System mit
dem Eingang yk, dem Geheimtext, und dem Ausgang uk, dem Klartext. Die inneren
Zusta¨nde sind erst bei der Untersuchung des Ausgangs auf Flachheit von Interesse.
Der Systemmodul Σ zu einem System der Form (5.2) la¨sst sich, wie in Abschnitt 4.1
beschrieben, konstruieren. Der Rang von Σ muss entsprechend (3.1)
rg Σ = 1
sein. Unter der Annahme, dass der Eingang uk linear unabha¨ngig ist und nur ein Element
entha¨lt, ergibt sich fu¨r das Eingangsmodul [uk] der Rang ebenfalls
rg [uk] = 1.
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Die Annahme der linearen Unabha¨ngigkeit eines Eingangs mit nur einem Elemente ist
fu¨r die vorliegende Anwendung als Verschlu¨sselungssystem immer erfu¨llt. Denn der Ein-
gang, die Nachricht, muss keinerlei Bedingungen gehorchen. Die lineare Unabha¨ngigkeit
ist nicht gegeben, wenn der Einga¨ng eine Systemgro¨ße eines autonomen Systems ist.
Der Rang des durch den Ausgang yk erzeugten Ausgangsmoduls [yk] kann maximal den-
selben Rang erreichen; ein System mit nur einem unabha¨ngigen Eingang kann nicht
mehrere unabha¨ngige Ausga¨nge besitzen. Ist der Rang kleiner, [yk] also ein Torsions-
modul, besteht kein Zusammenhang zwischen dem Ausgang und dem System Σ. Der
Ausgang genu¨gt in diesem Fall einer autonomen Differenzengleichung, einer Differen-
zengleichung auf die durch andere Systemgro¨ßen kein Einfluss genommen werden kann.
Dieser Fall kann hinischtlich der Anwendung ausgeschlossen werden. Deswegen gilt fu¨r
den Rang von [yk]
rg [yk] = 1.
Wird der Quotientenmodul aus Systemmodul und Ausgangsmodul gebildet, gilt fu¨r den
Rang des Quotientenmoduls mit (3.1)
rg Σ/[yk] = rg Σ− rg [yk] = 0.
Im Weiteren werden die kanonischen Bilder im Quotientenmodul mit den gestrichenen
Gro¨ßen der Repra¨sentanten bezeichnet.
Das Quotientenmodul Σ/[yk] entha¨lt keine unabha¨ngigen Elemente, es ist ein Torsions-
modul, jedes Element ist ein Torsionselement. Das bedeutet, fu¨r ein beliebiges Element
z¯ in Σ/[yk] existiert ein Element α in k[δ], so dass die Gleichung
γkz¯ = 0, mit γk ∈ k[δ], z¯ ∈ Σ/[yk]
erfu¨llt ist. Fu¨r den Repra¨sentanten zk im Systemmodul ergibt sich die Bedingung
γzk ∈ [yk] bzw. γkzk = αkyk, mit γk, αk ∈ k[δ], zk, yk ∈ Σ.
Eine endliche Folge von zk und zuru¨ckliegenden Werten la¨sst sich also aus einer Line-
rakombination von yk und zuru¨ckliegenden Werten darstellen. Neben dem eigentlichen
Systemeingang uk hat yk ebenfalls Einfluss auf eine beliebige Systemgro¨ße z in Σ. Das
bedeutet, yk ist neben uk ein unabha¨ngiger Eingang des Systems. Daraus folgt, dass ne-
ben dem System mit Eingang uk und Ausgang yk auch das (inverse) System mit Eingang
yk und Ausgang uk existiert, unabha¨ngig von der genauen Realisierung eines Systems
der Form (5.2). Dies bedeutet, das System (5.2) ist folglich immer invertierbar!
Es gibt immer einen Zusammenhang zwischen einer Linerakombination des Eingangs und
einer endlichen Anzahl zuru¨ckliegender Werte und einer des Ausgangs und seinen zu-
ru¨ckliegenden Werten. Es existiert also immer ein (beobachtbares) Eingangs-Ausgangs-
Teilsystem, welches durch [uk, yk] erzeugt wird, und dessen Elemente einer Beziehung
der Form
ak yk + ak+1 yk+1 + . . . = bk uk + bk+1 uk+1 + . . . (5.3)
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genu¨gen.
Die Eigenschaft der Invertierbarkeit bedeutet: Aus der Kenntnis einer endlichen Folge des
Eingangssignals und der Umschaltfunktion kann die Folge des Ausgangssignals eindeutig
bestimmt werden. Und fu¨r den umgekehrten Fall, die Bestimmung des Eingangssignals
aus dem Ausgangssignals unter Kenntnis der Umschaltfunktion, gilt diese offensichtlich
auch.
Wa¨re dies nicht der Fall, wu¨rden die Gro¨ßen uk und yk zu unterschiedlichen Systemen
geho¨ren, die keinen Einfluss aufeinander ausu¨ben.
Das System Σ ist die direkte Summe von Eingangs-Ausgangs-Teilsystem [uk, yk] und
dem Quotientenmodul von Σ und [uk, yk],
Σ = [uk, yk]⊕ Σ/[uk, yk].
5.2 Steuerbarkeit
Mit der Eigenschaft der Invertierbarkeit besteht die prinzipielle Mo¨glichkeit auf Seite
des Empfa¨ngers aus dem Geheimtext den Klartext eindeutig zuru¨ckzugewinnen.
Fu¨r ein Verschlu¨sselungssystem ist es wu¨nschenswert, ein Symbol des Klartextes nach
einer endlichen Zeit bzw. aus einer endlichen Folge von Symbolen aus dem Geheimtext zu
erhalten. Daher muss eine weitere Bedingung an das System gestellt werden: Der Eingang
uk muss als eine endliche Folge von Symbolen des Ausgangs yk und zuru¨ckliegenden
Werten dargestellt werden ko¨nnen. Fu¨r die Systemgro¨ßen muss
uk = ak yk + ak+1 yk+1 + ak+2 yk+2 + ...+ ak+P−1 yk+P−1 + ak+P+bs yk+P+bs (5.4)
gelten. Es werden die Bezeichnungen aus Kapitel 2 benutzt. Im Systemmodul entspricht
dies
uk = ak yk + δak yk + δ
2ak yk + ... + δ
P−1ak yk + δ
P+bsak yk,
wobei es nicht no¨tig ist, eine Beziehung fu¨r ein Klartextsymbol zum Zeitpunkt k (uk) zu
finden. Eine Verschiebung des Klartextes um ∆ (uk+∆) bzw. eine zum Geheimtext verzo¨-
gerte Rekonstruktion der Symbole des Klartextes, ermo¨glicht weiterhin eine eindeutige
Bestimmung des Klartextes. Im Gegensatz zum zeitkontinuierlichen Fall, wo neben dem
Verlauf der Ableitung einer Gro¨ße auch deren Anfangsbedingung bekannt sein muss,
reicht im diskreten Fall die Kenntnis der zeitverschobenen Gro¨ße aus.
Damit eine Beziehung der Form (5.4) existiert, muss das Eingangs-Ausgangs-Teilsystem
(5.3) eine Basis yk besitzen, das Teilsystem mit dem unabha¨ngigen Eingang yk also steu-
erbar sein.
Es exisitiert ein Zusammenhang zwischen der Steuerbarkeit eines Systems und der Exis-
tenz einer Basis des entsprechenden Systemmoduls. Existiert fu¨r ein Systemmodul Σ eine
Basis b, so kann jedes Element von Σ als Linearkombination von b dargestellt werden.
Im gegebenen Fall bedeutet dies, dass ein beliebiger Zustand des Elementes uk durch
eine Linearkombination von yk dargestellt werden kann.
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Wird das inverse System mit dem Eingang yk und dem Ausgang uk betrachtet, so exis-
tiert zu jedem beliebigen Zustand des Ausgangs uk entsprechend (5.4) eine Folge von
gewichteten Eingangssignalen ak yk+ δak yk+ δ
2ak yk+ ..., die den Ausgang des Systems
in diesen Zustand u¨berfu¨hren. Wa¨hrend bei der Invertierbarkeit ein eindeutiger Zusam-
menhang zwischen einer Signalfolge des Eingangs yk und einer Signalfolge des Ausgangs
uk gefordert wird,
ak yk + ak+1 yk+1 + . . . = bk uk + bk+1 uk+1 + . . .
kann mit Hilfe eines flachen Ausgangs yk zu jedem Zeitpunkt der Eingang als Folge von
Ausgangssignalen dargestellt werden,
uk = ak yk + ak+1 yk+1 + . . . .
Es wird angenommen, dass eine Darstellung von (5.2) oder einem Eingangs-Ausgangs-
Teilsystem von (5.2) in der Form (5.4) existiert. Wird diese Differenzengleichung um P
Zeitschritte nach rechts verschoben und nach yk umgestellt, erha¨lt man
yk = ak−P yk−P + . . .+ ak−1 yk−1 + bk uk
=
P∑
n=1
ak−n yk−n + bk uk.
(5.5)
Wobei zu Gunsten der Anschaulichkeit ∆ = P + bs und bs = 0 angenommen wurde. Die
Koeffizienten ai und bj sind jeweils Elemente des Ko¨rpers der reellen Zahlen. Sie erge-
ben sich in Abha¨ngigkeit der Werte der Umschaltfunktion j = σ(k, yk) zu den einzelnen
Zeitpunkten innerhalb des Zeitintervalls [k − P, k − 1] aus den Eintra¨gen der Matrizen
Aj , Bj , Cj und Dj . Die Abfolge der Werte der Umschaltfunktion innerhalb dieses Inter-
valls wird im Weiteren als Umschaltsequenz bezeichnet und die Umschaltsequenz mit 
abgeku¨rzt,
 =
(
σ(k − P, yk−P ), . . . , σ(k − P, yk−P )
)
.
Um die Abha¨ngigkeit von Koeffizienten und Umschaltsequenz deutlich zu machen wird
(5.5) im Weiteren als
yk =
P∑
n=1
an yk−n + b
 uk (5.6)
geschrieben. Die Koeffizienten sind nicht mehr direkt vom Zeitpunkt k abha¨ngig. Sie
werden aber indirekt u¨ber die vom Zeitintervall [k − P, k − 1] und damit von k abha¨ngige
Umschaltsequenz  beeinflusst.
5.3 Beispiel
An einem Beispielsystem wird im Folgenden die Anwendung der in den vorhergehenden
Abschnitten beschriebenen Werkzeuge gezeigt. Die Struktur des Beispiels ist inspiriert
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durch das in [1] verwendete Beispiel. Hinsichtlich anschaulicher Simulationsergebnisse
werden die Parameter hier jedoch abweichend gewa¨hlt.
Wir betrachten ein lineares diskretes zeitvariantes System in Zustandsraumdarstellung
(
x1,k+1
x2,k+1
)
=
(
a1,k 1
a0,k 0
)(
x1,k
x2,k
)
+
(
0
1
)
uk
yk =
(
1 0
)(x1,k
x2,k
)
.
(5.7)
Die zeitvarianten Koeffizienten a0,k und a1,k ergeben sich aus einer zuna¨chst nicht na¨-
her bestimmten Umschaltfunktion σ als Elemente einer endlichen geordneten Menge
mo¨glicher Werte,
a0,k ∈ {130, 140,−150,−160},
b1,k ∈ {−10, 20,−30, 40},
mit k = 1, . . . , J = 4.
Fu¨r die Elemente des Systemmoduls Σ, deren Beziehungen durch die Differenzenglei-
chungen des Systems beschrieben werden, gilt
δx1,k − a1,k x1,k − x2,k = 0 (5.8)
δx2,k − a0,k x1,k − uk = 0. (5.9)
Die Erzeugung des Systemmoduls orientiert sich an den in Kapitel 4 beschriebenen
Schritten: Es wird ein freies Modul F erzeugt, dessen Rang der Anzahl der Systemgro¨ßen
von Σ (uk, x1,k, und x2,k) entspricht,
F = [W1,W2,W3] , rg F = 3.
Ein zweites freies Modul E ⊂ F wird mit Hilfe der beiden Differenzengleichungen aus
(5.7) und den Elementen in E erzeugt,
F = [E1, E2] , rg E = 2,
wobei
E1 = X1,k − a1,kX1,k −X2,k, und E2 = δX2,k − a0,kX1,k − Uk.
Die Elemente Xi,j sind wieder die Repra¨sentanten der kanonischen Bilder xi,j im Sy-
stemmodul Σ nach Bildung des Quotientenmoduls F/E.
Es wird das Quotientenmodul aus F und E gebildet. Innerhalb des Quotientenmoduls
Σ = F/E gelten die Beziehungen (5.8) und (5.9). Es ergibt sich aus (3.1) rg Σ = 1 fu¨r
den Rang von Σ. Wie bereits in Abschnitt 5.1 erkannt, ist das Quotientenmodul aus
Systemmodul und Ausgangsmodul [yk = x1,k] ein Torsionsmodul und das System (5.7)
invertierbar.
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Aus (5.8) sieht man, dass sich das Element x2,k aus einer k[δ]-Linearkombination von
x1,k darstellen la¨sst:
x2,k = δx1,k − a1,k x1,k.
Mit diesem Zusammenhang kann aus (5.9) auch fu¨r das Element uk eine Darstellung als
k[δ]-Linearkombination von x1,k angegeben werden:
uk = δ x2,k − a0,k x1,k
= δ (δx1,k − a1,k x1,k)− a0,k x1,k
= δ2 x1,k − δ a1,k x1,k − a0,k x1,k
(5.10)
Da offensichtlich alle Elemente von Σ als k[δ]-Linearkombination von x1,k dargestellt
werden ko¨nnen, ist x1,k eine Basis von Σ und der Ausgang des Systems yk = x1,k ein
flacher Ausgang. Die Differenzengleichung in uk und yk ergibt sich aus (5.10) zu
yk+2 = a1,k+1 yk+1 + a0,k yk + uk.
Damit besitzt das System die strukturellen Voraussetzungen zur selbstsynchronisieren-
den Stromverschlu¨sselung. Die kanonische Darstellung in der Form (2.1) und (2.2) mit
ck = yk und mk = uk ist
zk = a1,k+1 ck+1 + a0,k+1 ck,
ck+2 = zk +mk.
(5.11)
Die ersten beiden Symbole des Geheimtextes sind dem Initialisierungsvektor entnommen.
Verschiebt man den Geheimtext soweit nach links, bis das Geheimtextsymbol cs1 das erste
Symbol ist, das Informationen u¨ber den Klartext entha¨lt, erha¨lt man
c
s = (cs
−1, c
s
0, c
s
1, . . . , c
s
Nm
) statt cs = (cs1, . . . , c
s
Nm+2)
und (5.11) la¨sst sich anschaulicher durch
zk = f
K
z (ck−2, ck−1) = a1,k−1 ck−1 + a0,k−2 ck−2,
ck = fc (zk, mk) = zk +mk
(5.12)
darstellen.
Auf Seite des Senders entha¨lt der aktuelle Wert des Geheimtextes die Information u¨ber
den zwei Schritte zuru¨ckliegenden Wert des Klartextes verschlu¨sselt in Abha¨ngigkeit
der letzten zwei Werte des Geheimtextes. Umgekehrt kann auf Empfa¨ngerseite aus zwei
aufeinander folgenden unmittelbar zuru¨ckliegenden Symbolen des Geheimtextes das ak-
tuelle Symbol des Schlu¨sseltextes rekonstruiert und damit das entsprechende Symbol des
Geheimtextes entschlu¨sselt werden.
Fu¨r eine konkrete Betrachtung nehmen wir an, dass die Nachricht ms eine La¨nge von
N = 60 Symbolen hat und aus einer beliebigen Folge von Bytes besteht (Abbildung 5.3
oder 5.6). Das Alphabet des Eingangs ist somit
A = {0, . . . , 255}
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und der Nachrichtenraum
M = AN = {0, . . . , 255}60.
Fu¨r den Wertebereich des Schlu¨sseltextes Z und den des Geheimtextes C wird der gleiche
Wertebereich gewa¨hlt
Z = C = {0, . . . , 255}60.
Die Einhaltung des Wertebereichs wird durch eine Division modulo 256 nach jeder Re-
chenoperation gewa¨hrleistet. Abschnitt 2.4 entha¨lt eine kurze Erla¨uterung zu den no¨tigen
Annahmen und Einschra¨nkungen.
Zur Bestimmung des ersten Symbols des Schlu¨sseltextes, z1, mu¨ssen die P = 2 zuru¨ck-
liegenden Symbole y0 und y−1 des Geheimtextes bekannt sein. Dies wird durch einen
willku¨rlich gewa¨hlten Initialisierungsvektor erreicht, der die fehlenden Stellen auffu¨llt:
IV = (50, 50) .
Im Folgendenden wird die Robustheit von zwei Verschlu¨sselungssystemen gegenu¨ber dem
Synchronisationsverlust zwischen Sender und Empfa¨nger betrachtet. Da der Verlust ei-
nes Symbols eine a¨hnliche Herausforderung an das Synchronisationsverhalten stellt wie
die doppelte Wertung eines Symbols, wird nur der letztere Fall untersucht, da er sich
anschaulicher darstellen la¨sst. Dies entspricht dem in Abschnitt 2.3.1 vorgestellten Bits-
lip I. Die Reaktion des Verschlu¨sselungssystems auf eine Verfa¨lschung eines Symbols
(Bitfehler) wa¨hrend der U¨bertragung stimmt mit der aus Abschnitt 2.3.3 beobachteten
u¨berein.
Die beiden Verschlu¨sselungssysteme unterscheiden sich in der Umschaltfunktion, die die
Kriterien fu¨r den Wechsel zwischen zwei linearen Modi, d.h. zwischen den mo¨glichen
Koeffizienten a0,k und a1,k festlegt. In Abschnitt 5.3.1 wird der Fall der zeitabha¨ngigen
Umschaltfunktion, in Abschnitt 5.3.2 der Fall der geheimtextabha¨ngigen Umschaltfunk-
tion behandelt.
5.3.1 Zeitabha¨ngige Umschaltfunktion
Fu¨r das erste Verschlu¨sselungssystem wird die Umschaltfunktion σ(k, xk) als eine Funk-
tion des Zeitpunktes k gewa¨hlt. Zu jedem Zeitpunkt k liefert σ(k, xk) einen Wert, anhand
dessen die beiden varianten Koeffizienten a0,k und a1,k fu¨r den aktuellen Zeitpunkt fest-
gelegt werden. Die Anzahl mo¨glicher Werte bzw. Modi betra¨gt J = 4. Die Verwendung
einer zeitabha¨ngigen Umschaltfunktion entspricht dem Vorschlag in [1]. Es gilt
σ(k, xk) = σ(k), mit σ ∈ {1, . . . , J = 4}.
Im gegebenen Fall wird σ(k) so gewa¨hlt, dass die geordnete Menge der Koeffizienten
zyklisch durchschritten wird. Alle 10 Zeitschritte erfolgt ein Wechsel. Nach den ersten
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Umschaltvorga¨ngen nehmen die Koeffizienten die Werte
a0,k =


−10 wenn k ≤ 0
−20 wenn 1 ≤ k ≤ 10
−30 wenn 11 ≤ k ≤ 20
−40 wenn 21 ≤ k ≤ 30
−10 wenn 31 ≤ k ≤ 40
...
und a1,k =


−130 wenn k ≤ 0
−140 wenn 1 ≤ k ≤ 10
−150 wenn 11 ≤ k ≤ 20
−160 wenn 21 ≤ k ≤ 30
−130 wenn 31 ≤ k ≤ 40
...
an. Die Abgrenzung von Bereichen konstanter Koeffizienten sind in den folgenden Ab-
bildungen gestrichelt eingezeichnet.
Aus Gru¨nden der Anschaulichkeit ist die Umschaltfunktion in diesem Fall vorgegeben,
d.h. Bestandteil des Algorithmus. In [1] wird begru¨ndet, warum dies aus Sicherheits-
aspekten ungeeignet ist. Eine bessere Mo¨glichkeit ist eine variable, schlu¨sselabha¨ngie
Wahl der Umschaltfunktion.
Der Geheimtext. Der Verlauf des Geheimtextes auf Empfa¨ngerseite (ce) ergibt sich
aus dem Geheimtext auf Seite des Senders (cs) durch die doppelte Wertung der Symbole
zum Zeitpunkt k = 15 und k = 35 des Geheimtextes cs. Es gilt also
c
e =
(
cs
−1,...,15, c
s
15, c
s
16,...,35, c
s
35, c
s
36,...,60
)
.
Die falschen Geheimtextsymbole sind an den Stellen i1 = 16 und i2 = 37. Der Geheimtext
c
e ist damit um zwei Symbole la¨nger als cs. Ein Vergleich zwischen vor und nach der
U¨bertragung ist in Abbildung 5.1 dargestellt.
Der Schlu¨sseltext. Innerhalb von Bereichen mit konstanten Koeffizienten sind die Er-
kenntnisse aus 2.3.1 auch hier gu¨ltig. Das erste Symbol von ce, das von cs abweicht, ist
ce16. Nach (2.5) stimmt der Schlu¨sseltext c
e daher bis einschließlich Symbol ze16 mit z
s
u¨berein,
zek = z
s
k, mit 1 ≤ k < 17.
Das Symbol ze17 wird falsch rekonstruiert,
zek 6= z
s
k, mit k = 17.
Nach (2.4) entsprechen die darauf folgenden Symbole zuna¨chst wieder dem um einen
Zeitschritt nach rechts verschobenen Schlu¨sseltext zs,
zek = z
s
k−∆, mit 17 < k < 22, ∆ = 1.
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Abbildung 5.1: Zeitabha¨ngige Umschaltfunktion, Geheimtext
Beim U¨bergang von k = 20 nach k = 21 bedingt die Umschaltfunktion eine Variation
der Koeffizienten, d.h. a20 6= a21. An der Stelle k = 22 und k = 23 tritt erneut eine
Abweichung auf, denn an der Stelle k = 22 gilt
ze22 = a21 c
e
21 + a20 c
e
20
= a21 c
s
20 + a19 c
s
19 6= z
s
22−∆ = a21−∆ c
s
21−∆ + a20−∆ c
s
20−∆ = a20 c
s
20 + a19 c
s
19.
und Entsprechendes an der Telle k = 23. Einen Zeitschritt spa¨ter, k = 24, sind die Ko-
effizienten der Geheimtextsymbole a0,k−1 und a0,k−1−∆ bzw. a1,k−1 und a1,k−1−∆ wieder
identisch und die Symbole der Schlu¨sseltexte ebenfalls:
zek = z
s
k−∆, mit 24 < k < 32
Aber: Ein erneuter Wechsel der Koeffizienten fu¨hrt einen Zeitschritt spa¨ter auch zu einem
erneuten Auftreten des Problems, da die Schlu¨sselgeneratoren auf Sender- und Empfa¨n-
gerseite weiter mit einem Taktversatz arbeiten.
Der zweite Bitslip-Fehler an der Stelle k = 37 bedingt nach Abschluss der Synchronisati-
on zwei falsche Symbole im Schlu¨sseltext im Anschluss an jede Variation der Koeffizien-
ten, da es zwei Zeitschritte beno¨tigt, bis sich die Koeffizienten der Schlu¨sselgeneratoren
auf beiden Seiten angeglichen haben. Jeder Bitslip-Fehler verschlechtert kummulativ die
Rekonstruktion des Schlu¨sseltextes (Abbildung 5.2).
Der Klartext. Der Klartext ist die gewichteten U¨berlagerung von Geheim- und Schlu¨s-
seltext. Die Bestimmungsgleichung ergibt sich durch Umformung der Beziehung (5.12)
zu
mek = c
e
k − z
e
k. (5.13)
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Abbildung 5.2: Zeitabha¨ngige Umschaltfunktion, Schlu¨sseltext
Wie im Fall der zeitinvarianten Koeffizienten fu¨hrt jedes falsche Symbol in Geheim-
oder Schlu¨sseltext zu einem Verlust des zugeordneten Symbols im Klartext. Den Verlauf
zeigt Abbildung 5.3. Unter der Annahme, dass in einem realen U¨bertragungssystem keine
unterschiedlichen Bitslip-Fehler auftreten ko¨nnen, sich das Problem der Synchronisation
also nicht durch U¨berlagerung unterschiedlicher Fehler von selbst lo¨sen kann, bietet das
vorgestellte Message-embedded System mit einer zeitabha¨ngigen Umschaltfunktion nicht
die gewu¨nschten Vorteile einer SSSC, aber deren Nachteile.
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Abbildung 5.3: Zeitabha¨ngige Umschaltfunktion, Klartext
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5.3.2 Geheimtextabha¨ngige Umschaltfunktion
Im zweiten Fall wird die Umschaltfunktion σ als eine Funktion des Geheimtextes ck
gewa¨hlt. Zu jedem Zeitpunkt k wird der Wert der Umschaltfunktion und damit die va-
rianten Koeffizienten a0,k und a1,k anhand des Wertes des aktuellen Geheimtextsymbols
ausgewa¨hlt. Der Wertemenge der Umschaltfunktion entha¨lt J = 4 Elemente. Fu¨r die
Umschaltfunktion gilt
σ = σ(ck), mit σ ∈ {1, . . . , J = 4}.
Im gegebenen Fall wird der Wertebereich des Geheimtextes in vier Bereiche unterteilt,
die den vier mo¨glichen Werten von σ(ck) entsprechend den Beziehungen
a0,k =


−10 wenn mod 4 = 0
−20 wenn mod 4 = 1
−30 wenn mod 4 = 2
−40 wenn mod 4 = 3
und a1,k =


−130 wenn mod 4 = 0
−140 wenn mod 4 = 1
−150 wenn mod 4 = 2
−160 wenn mod 4 = 3
u¨ber eine Operation Modulo 4 zugeordnet sind.
Der Geheimtext. Die Verfa¨lschung des Geheimtextes stimmt mit der in Abschnitt 5.3.1
u¨berein. Aufgrund der unterschiedlichen Umschaltfunktionen sind die Werte jedoch nicht
zwingend identisch. Der Verlauf ist in Abbildung 5.4 zu sehen.
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Abbildung 5.4: Geheimtextabha¨ngige Umschaltfunktion, Geheimtext
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Der Schlu¨sseltext. Der erste kritische Symbol im Schlu¨sseltext ist an der Stelle k = 22.
Zu diesem Zeitpunkt ergibt sich das Schlu¨sseltextsymbol aus
ze22 = aσ(ce21) c
e
21 + aσ(ce20) c
s
20
= aσ(ce
21
) c
s
20 + aσ(ce20) c
s
19 = aσ(cs20) c
s
20 + aσ(cs19) c
s
19 = z
s
21.
Das Schlu¨sseltextsymbol wird korrekt rekonstruiert. Einen Zeitschritt spa¨ter kommt es
zum selben Verhalten. Es la¨sst sich erkennen, dass der zeitverschobene Koeffizienten-
wechsel im Fall der geheimtextabha¨ngigen Umschaltfunktion nicht zu einem Taktversatz
der beiden Schlu¨sselgeneratoren fu¨hrt. Denn diese werden durch die Geheimtextsymbole
unabha¨ngig der exakten Position im Geheimtext synchronisiert.
Das Verhalten des Schlu¨sseltextes im Fall eines Bitslip-Fehlers entspricht den allgemei-
nen Betrachtungen aus Abschnitt 2.3.1. Die Zeitvarianz hat daher keinen Einfluss auf
die Robustheit gegenu¨ber Synchronisationsverlust. Den Verlauf zeigt Abbildung 5.5.
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Abbildung 5.5: Geheimtextabha¨ngige Umschaltfunktion, Schlu¨sseltext
Der Klartext. Der Verlauf des Klartextes kann vollsta¨ndig aus den Betrachtungen aus
Abschnitt 2.3.1 abgeleitet werden: Jeder Bitslip-Fehler resultiert in P = 2 falschen Klar-
textsymbolen, wobei ein Klartextsymbol redundant ist, da es aus der Entschlu¨sselung
eines doppelt gewerteten Geheimtextsymbols stammt. Somit bleibt es beim Verlust von
nur einem Symbol der urspru¨nglichen Nachricht. Der Verlauf des Klartextes wird in Ab-
bildung 5.6 gezeigt.
Eine geheimtextabha¨ngige Wahl der Umschaltfunktion verhindert offensichtlich das Auf-
treten eines Taktversatzes der beiden Schlu¨sselgeneratoren nach einem Bitslip-Fehler
und das damit verbundene Auftreten von Entschlu¨sselungsfehlern nach jedem Koeffi-
zientenwechsel. Mit einer geheimtextabha¨ngigen Umschaltfunktion la¨sst sich ein stu¨ck-
5.3 Beispiel 42
weise lineares diskretes SISO-System in Form eines Message-embedde System zur SSSC
verwenden.
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Abbildung 5.6: Geheimtextabha¨ngige Umschaltfunktion, Klartext
Kapitel 6
Kryptoanalyse
Die Eigenschaft, die u¨ber die Verwendbarkeit eines Message-embedded Systems und
allgemein jedes Algorithmus zur Verschlu¨sselung von Nachrichten entscheidet, ist die
Widerstandskraft gegen Entschlu¨sselungsversuche des Geheimtextes durch Dritte. Die
Untersuchung eines Verschlu¨sselungssystems nach Schwachstellen gegenu¨ber Angreifern
ist die Kryptoanalyse. Die Bewertung der Sicherheit erfolgt unter der Annahme, dass
dem Angreifer sa¨mtliche Information u¨ber das Verschlu¨sselungssystem zur Verfu¨gung
stehen; die Sicherheit muss allein vom geheimen Schlu¨ssel abha¨ngen. Diese Annahme
wird als Kerkhoff-Prinzip bezeichnet.
Wir betrachten dabei zwei Fa¨lle: Die einfachsten Vorgehensweisen fu¨r den Angreifer ist
das Ausprobieren sa¨mtlicher Schlu¨ssel innerhalb des Schlu¨sselraumes. Diese Methode
wird als Brute-Force-Angriff bezeichnet und fu¨hrt im gegebenen Fall auf die Frage nach
der geeigneten Parametrisierung des Systems bzw. dem Zusammenhang von Systempa-
rametern und dem geheimen Schlu¨ssel.
Im zweiten Fall wird davon ausgegangen, dass der Angreifer Zugriff auf das Verschlu¨s-
selungssystem hat. Es ist ihm mo¨glich einen beliebigen Klartext vorzugeben und den
resultieren Geheimtext zu erhalten. Aus systemtheoretischer Sicht entspricht dies einer
Parameteridenifikation. Dieses Vorgehen wird nach den Rahmenbedingungen als Chosen-
Plaintext-Angriff bezeichnet. Angriffe, die sich die Eigenheiten des Verschlu¨sselungsal-
gorithmus zunutze machen, um aus Bruchstu¨cken des Klar- und Geheimtextes Informa-
tionen u¨ber den geheimen Schlu¨ssel zu gewinnen, werden allgemein als Algebraischer
Angriff bezeichnet. Die Chosen-Plaintext Attack stellt mit die gro¨ßte Herausforderung
an ein Verschlu¨sselungssystem dar.
In [1] und [17] ko¨nnen Verfahren zur Bewertung und Ermittlung der Sicherheit gefunden
werden. Im Folgenden werden die zugrunde liegenden Ideen vorgestellt und die Aus-
gangssituation fu¨r die Kryptoanalyse erla¨utert.
6.1 Brute-Force-Angriff
Beim Brute-Force-Angriff wird der Algorithmus des Verschlu¨sselungssystems nicht be-
trachtet. Die Sicherheit ist in erster Linie eine Frage des Schlu¨sselraumes K, d.h. der
Schlu¨ssella¨nge NK und des Wertebereichs bzw. des Alphabets eines Schlu¨sselsymbols.
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Zuna¨chst wird nach einem beliebigen Verfahren ein Schlu¨ssel K aus dem Schlu¨sselraum
K ausgewa¨hlt. Mit diesem Schlu¨ssel wird versucht den Geheimtext zu entschlu¨sseln. Ge-
lingt dies nicht, wird der na¨chste Schlu¨ssel ausgewa¨hlt, solange, bis die Entschlu¨sselung
gelingt oder sa¨mtliche mo¨gliche Schlu¨ssel ausprobiert wurden.
Wie erwa¨hnt, ist der Brute-Force-Angriff unabha¨ngig vom Verschlu¨sselungssystem an-
wendbar und die Widerstandskraft gegen einen Brute-Force-Angriff von der Beschaffen-
heit des geheimen Schlu¨ssels abha¨ngig. Wird ein Message-embedded System zur Ver-
schlu¨sselung verwendet, kann durch eine ungu¨nstig gewa¨hlter Schlu¨ssel bzw. durch eine
ungu¨nstige Zuordnung von Schlu¨ssel und Systemparamtern der Angriff erleichtert wer-
den. Na¨mlich dann, wenn das System trotz der Paramtrierung mit unterschiedlichen
Schlu¨sseln das gleiche Eingangs-Ausgangs-Verhalten zeigt. Umgekehrt bedeutet dies,
dass sich die Symbole K1, . . . , KNK des Schlu¨ssels K eindeutig als eine Funktion der
Eingangs- und Ausgangsfolge
Ki = fi (yk, yk+1, . . . , uk, uk+1, . . .) , mit i = 1, . . . , NK
schreiben lassen mu¨ssen, um die maximale Sicherheit fu¨r einen gegebenen Schlu¨sselraum
zu gewa¨hrleisten. Ist dies der Fall, werden die Schlu¨sselsymbole bzw. die Systempara-
meter als identifizierbar bezeichnet. Verfahren fu¨r die Untersuchung eines allgemeinen
SISO-Systems auf Identifizierbarkeit werden in [17] vorgestellt, in [1] ko¨nnen Aussagen
speziell zu den hier vorgestellten Systemklassen gefunden werden.
6.2 Chosen-Plaintext-Angriff
Der Chosen-Plaintext-Angriff ist mit der sta¨rkste Angriff mit dem gegen ein Verschlu¨sse-
lungssystem vorgegangen werden kann. Bei diesem Angriff ist es dem Angreifer mo¨glich
in gleicher Weise wie der Anwender auf das Verschlu¨sselungssystem zuzugreifen, d.h. der
Angreifer kann dem Verschlu¨sselungssystem einen beliebig gewa¨hlten Klartext vorgeben
und erha¨lt den zugeho¨reigen Geheimtext. Damit stehen im sa¨mtliche Gro¨ßen mit der
Ausnahme des geheimen Schlu¨ssels zur Verfu¨gung.
Wir betrachten zuna¨chst die Bestimmungsgleichung fu¨r ein Geheimtextsymbol zum Zeit-
punkt k gema¨ß (5.6) aus Sicht des Anwenders:
csk =
P∑
n=1
an ck−n + b
mk.
Dem Anwender ist dabei der geheime Schlu¨ssel K bekannt, damit auch der Wert der
Umschaltfunktion σ zu jedem Zeitpunkt und die Umschaltsequenz . Fu¨r jedes Geheim-
textsymbol existiert eine Bestimmungsgleichung.
Es wird davon ausgegangen, dass die Umschaltfunktion nicht Teil des Algorithmus ist,
sondern in Abha¨ngigkeit des geheimen Schlu¨ssels generiert wird. Ohne Kenntnis des ge-
heimen Schlu¨ssels kann der Angreifer die genaue Umschaltsequenz  nicht bestimmen,
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sondern nur die Anzahl mo¨glicher Umschaltsequenzen 1, . . . , N. Diese Anzahl ist end-
lich, da sowohl die Umschaltfunktion eine endliche Wertemenge aus J Elementen besitzt
als auch das Zeitintervall [k − P, k − 1] eine endliche Menge von diskreten Zeitpunkten
entha¨lt. Damit ist die Grundlage des Angreifers die Kenntnis der Nσ mo¨glichen Bestim-
mungsgleichungen fu¨r ein Geheimtextsymbol zum Zeitpunkt k:
csk =
P∑
n=1
a1n ck−n + b
1 mk
...
csk =
P∑
n=1
aNn ck−n + b
N mk.
Das Ziel des Angriffs ist die Identifikation der Koeffizienten und aus den Koeffizienten
die Bestimmung des geheimen Schlu¨ssels. Ist dem Angreifer der geheime Schlu¨ssel be-
kannt, kann er offensichtlich das Verschlu¨sselungssystem nachbilden und somit zu jedem
beliebigen Geheimtext den zugeho¨rgen Klartext bestimmen.
Ein Vorschlag fu¨r die Behandlung dieses Identifikationsproblems kann in [1] und [18]
gefunden werden. Das Ergebnis fu¨hrt zu einer Komplexita¨t des Angriffs, die fu¨r große
MN durch
O(M3N)
angena¨hert werden kann. Wobei sich MN aus
M3N =
(
N + P − 1
N
)
=
(N + P − 1)!
N!(P − 1)!
ergibt. D.h. bei einer Zunahme der Paramteranzahl, wa¨chstMN schneller als die Anzahl
der Parameter, was die Voraussetzung eines guten Verschlu¨sselungsalgorithmus ist.
Kapitel 7
Zusammenfassung und Ausblick
In dieser Arbeit werden drei Themengebiete beru¨hrt: die Kryptographie, die Modultheo-
rie und die Systemtheorie. Die Kryptographie stellt mit der selbstsynchronisierenden
Stromverschlu¨sselung die Anwendung. Die Realisierung dieses Verschlu¨sselungssystems
kann auf unterschiedliche Art und Weise geschehen. Von Interesse sind die Gro¨ßen Klar-
text, Schlu¨sseltext und Geheimtext. Ihre Beziehungen lassen sich aber stets in einer
besonderen Form darstellen, der sogennanten kanonischen Darstellung. Es wird der Vor-
schlag einer Realisierung durch ein lineares diskretes SISO-System untersucht. Am Ein-
gang des Systems liegt die unverschlu¨sselte Nachricht an, am Ausgang die verschlu¨sselte.
Die inneren Zusta¨nde des Systems lassen sich als Schlu¨sseltext interpretieren. Wird ein
System als Verschlu¨sselungssystem eingesetzt, bezeichnet man es als Messege-embedded
System. Unbeachtet der Umschaltbedingung fu¨r den Wechsel zwischen zwei linearen
Modi, la¨sst sich ein solches System als Speziallfall eines linearen zeitvarianten diskreten
SISO-Systems darstellen.
Aus systemtheoretischer Sicht existiert eine kanonische Darstellung fu¨r ein lineares zeit-
variantes SISO-System dann, wenn es invertierbar ist und der Ausgang des Systems ein
flacher Ausgang ist. Der Nachweis dieser Eigenschaften kann auf unterschiedlichen Wegen
erbracht werden. In dieser Arbeit wird das System als Modul u¨ber einem nichtkommu-
tativen Polynomring, dem Systemmodul, aufgefasst. Die Elemente des Systemmoduls
entsprechen den Systemgro¨ßen und ihre Beziehungen untereinander repra¨sentieren die
Differentialgleichungen. Wird beachtet, dass im Polynomring die Kommutativita¨t nicht
gilt, kann mit den Modulelementen gerechnet und aus den algebraischen Eigenschaften
des Systemmoduls auf systemtheoretische Eigenschaften des entsprechenden Systems ge-
schlossen werden.
Es wird gezeigt, dass ein SISO-System immer invertierbar ist, d.h. es existiert immer
eine eindeutige Beziehung zwischen Eingang und Ausgang, da beide aus jeweils einer
unabha¨ngigen Gro¨ße erzeugt werden.
Fu¨r den Nachweis der Flachheit des Systemausgangs wird die Basis des Systemmoduls
bestimmt. Ist der Systemausgang die Basis, kann jedes beliebige Element des System-
moduls und damit jede beliebige Gro¨ße im System durch den Ausgang und Iterationen
des Ausgangs dargestellt werden. Ist dies der Fall, wird der Systemausgang als flacher
Ausgang bezeichnet. Dieses Vorgehen wird an einem einfachen Beispiel demonstriert.
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Das Verhalten der selbstsynchronisierenden Stromverschlu¨sselung bei Auftreten eines
Bitslip und eines Bitfehlers wird allgemein untersucht und vergleichen. Anhand des Bei-
spielsystems, fu¨r das die Invertierbarkeit und die Flachheit des Ausgangs nachgewiesen
wurde, wird ebenfalls das Fehlerverhalten untersucht. Dabei wird zwischen zwei unter-
schiedlichen Umschaltfunktionen, zeitabha¨ngig und geheimtextabha¨ngig, verglichen. Es
wird gezeigt, dass ein stu¨ckweise lineares diskretes SISO-System mit zeitabha¨ngiger Um-
schaltfunktion, obwohl es die strukturellen Voraussetzungen erfu¨llt, zur Verwendung als
selbstsynchronisierende Stromverschlu¨sselung nicht geeignet ist. Wird eine geheimtext-
abha¨ngige Umschaltfunktion angenommen, ist das resultierende Verschlu¨sselungssystem
dagegen robust gegenu¨ber Synchronisationsverlust.
Die Frage der Sicherheit des Verschlu¨sselungssystems gegenu¨ber einem Brute-Force-
Angriff und einem Chosen-Plaintext-Angriff wird erla¨utert, auf quantitative Angaben
wird jedoch verzichtet. Natu¨rlich ist die Sicherheit eines Verschlu¨sselungssystem gegen-
u¨ber Angriffen das ausschlaggebende Kriterium bei der Bewertung der tatsa¨chlichen
Verwendbarkeit. Daher ist eine saubere Darstellung der Sicherheit eines stu¨ckweise li-
neares diskretes SISO-System mit geheimtextabha¨ngiger Umschaltfunktion eine inter-
essante Frage, die es noch zu kla¨ren gilt.
Desweiteren wird die Anwendung der Modultheorie nur an einem primitiven Beispiel
gezeigt, dass die geforderten Eigenschaften erfu¨llt. Es fehlt die Behandlung eines kom-
plexeren Systems mit nicht steuerbarem und nicht beobachtbarem Teilsystem, anhand
dessen die Extraktion des steuer- und beobachtbaren Eingangs-Ausgangs-Teilsystems
demonstriert werden kann. Diese Arbeit stellt nur einen Einstieg in diese Betrachtungs-
weise dar und bietet was die Anwendbarkeit und Abgeschlossenheit betrifft noch viel
Raum zur Erweiterung.
Bevor ein System auf die strukturellen Voraussetzungen fu¨r die Verwendung zur selbst-
synchronisierenden Stromverschlu¨sselung untersucht werden kann, muss es zuna¨chst ge-
funden werden. Es stellt sich die Frage, wie Kandidaten fu¨r die vorgestellte Testumge-
bung gefunden werden ko¨nnen.
Besteht in aktuellen Anwendungen Bedarf nach einer selbstsynchronisierenden Strom-
verschlu¨sselung wird eine adaptierte Blockverschlu¨sselung eingesetzt. Diese bietet nach-
weislich Sicherheit gegen Angreifer mit dem Nachteil einer ineffizienten Implementierung.
Ein Vergleich zwischen einer selbstsynchronisierenden Stromverschlu¨sselung realisiert
mit einer modifizierten Blockverschlu¨sselung und einer Realisierung durch ein Message-
embedded System hinsichtlich Aufwand und Rechenbedarf der Implementierung du¨rfte
ebenfalls eine Interessante Erweiterung darstellen.
Anhang A
Quellcode zu den Beispielen
Die Simulation einer verschlu¨sselten U¨bertragung zusammen mit den entsprechenden
Abbildungen in den Abschnitt 2.4, 5.3.1 und 5.3.2wurden mit Hilfe von Matlab durch-
gefu¨hrt und erstellt. Im Folgenden werden die relevanten Ausschnitte der zugrunde lie-
genden Quellcodes gezeigt.
Invariantes System
% Generation of a random massage (pleintext)
nM = 10;
ms = round(256*rand(1,nM));
% Arbitrarily chosen initialisation vector (IV)
iv = [50,50];
% Initialisation
zs = zeros(1,nM);
cs = zeros(1,nM+2);
cs(1:2) = iv;
ze1 = zeros(1,nM+1); ze2 = zeros(1,nM-1);
ze3 = zeros(1,nM);
me1 = zeros(1,nM+1); me2 = zeros(1,nM-1);
me3 = zeros(1,nM);
% ---------------------------------------------------------
% Transmitter
% ---------------------------------------------------------
for k = 1:nM
% Key generator
zs(k) = 170*cs(k+1) + cs(k); zs(k) = mod(zs(k),256);
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% Encription function
cs(k+2) = zs(k) + ms(k); cs(k+2) = mod(cs(k+2),256);
end;
% ---------------------------------------------------------
% Link
% ---------------------------------------------------------
% Error type 1: Byte 4 is counted twice
ce1 = [cs(1:6),cs(6),cs(7:end)];
% Error type 2: Byte 5 is lost
ce2 = [cs(1:6),cs(8:end)];
% Error type 3: Byte 5 is distorted
ce3 = cs;
ce3(7) = mod(ce3(7) + 10,256);
% ---------------------------------------------------------
% Receiver
% ---------------------------------------------------------
% Error type 1
for k = 1:nM+1
% Key generator
ze1(k) = 170*ce1(k+1) + ce1(k);
ze1(k) = mod(ze1(k),256);
% Decription function
me1(k) = ce1(k+2) - ze1(k);
me1(k) = mod(me1(k),256);
end;
% Error type 2
for k = 1:nM-1
ze2(k) = 170*ce2(k+1) + ce2(k);
ze2(k) = mod(ze2(k),256);
me2(k) = ce2(k+2) - ze2(k);
me2(k) = mod(me2(k),256);
end;
A Quellcode zu den Beispielen 50
% Error type 3
for k = 1:nM
ze3(k) = 170*ce3(k+1) + ce3(k);
ze3(k) = mod(ze3(k),256);
me3(k) = ce3(k+2) - ze3(k);
me3(k) = mod(me3(k),256);
end;
Zeitabha¨ngige Umschaltfunktion
% Generation of a random massage (pleintext)
nM = 60;
ms = round(256*rand(1,nM));
% Arbitrarily chosen initialisation vector (IV)
iv = [50,50];
% Initialisation
zs = zeros(1,nM);
cs = zeros(1,nM+2);
cs(1:2) = iv;
ze = zeros(1,nM+2);
me = zeros(1,nM+2);
% Set of values for the time-varying coefficients
a0 = [-10,20,-30,40];
a1 = [130,140,-150,-160,130];
% ---------------------------------------------------------
% Transmitter
% ---------------------------------------------------------
for k = 1:nM
% Key generator
zs(k) = a1( sigmaK(k+1-2) )*cs(k+1) + ...
a0( sigmaK(k-2) )*cs(k);
zs(k) = mod(zs(k),256);
% Encription function
cs(k+2) = zs(k) + ms(k);
cs(k+2) = mod(cs(k+2),256);
end;
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% ---------------------------------------------------------
% Link
% ---------------------------------------------------------
% Byte 15(index 17) and byte 35(index 37) are counted twice
ce = [cs(1:17),cs(17:37),cs(37:end)];
% ---------------------------------------------------------
% Receiver
% ---------------------------------------------------------
for k = 1:nM+2
% Key generator (keytext)
ze(k) = a1( sigmaK(k+1-2) )*ce(k+1) + ...
a0( sigmaK(k-2) )*ce(k);
ze(k) = mod(ze(k),256);
% Decription function (ciphertext)
me(k) = ce(k+2) - ze(k);
me(k) = mod(me(k),256);
end;
% ---------------------------------------------------------
% Switching function -- depending on k
% ---------------------------------------------------------
function j = sigmaK(k)
% The time-index is related to the plaintext and keytext
if k<1
j = 1;
elseif k>=1 && k<=10
j = 2;
elseif k>=11 && k<=20
j = 3;
elseif k>=21 && k<=30
j = 4;
elseif k>=31 && k<=40
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j = 1;
elseif k>=41 && k<=50
j = 2;
elseif k>=51 && k<=60
j = 3;
else
j = 4;
end;
Geheimtextabha¨ngige Umschaltfunktion
% Generation of a random massage (pleintext)
nM = 60;
ms = round(256*rand(1,nM));
% Arbitrarily chosen initialisation vector (IV)
iv = [50,50];
% Initialisation
zs = zeros(1,nM);
cs = zeros(1,nM+2);
cs(1:2) = iv;
ze = zeros(1,nM+2);
me = zeros(1,nM+2);
% Set of values for the time-varying coefficients
a0 = [-10,20,-30,40];
a1 = [130,140,-150,-160,130];
% ---------------------------------------------------------
% Transmitter
% ---------------------------------------------------------
for k = 1:nM
% Key generator (keytext)
zs(k) = a1( sigmaC(cs(k+1)) )*cs(k+1) + ...
a0( sigmaC(cs(k)) )*cs(k);
zs(k) = mod(zs(k),256);
% Encription function (ciphertext)
cs(k+2) = zs(k) + ms(k);
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cs(k+2) = mod(cs(k+2),256);
end;
% ---------------------------------------------------------
% Link
% ---------------------------------------------------------
% Byte 15(index 17) and byte 35(index 37) are counted twice
ce = [cs(1:17),cs(17:37),cs(37:end)];
% ---------------------------------------------------------
% Receiver
% ---------------------------------------------------------
for k = 1:nM+2
% Key generator
ze(k) = a1( sigmaC(ce(k+1)) )*ce(k+1) + ...
a0( sigmaC(ce(k)) )*ce(k);
ze(k) = mod(ze(k),256);
% Decription function
me(k) = ce(k+2) - ze(k);
me(k) = mod(me(k),256);
end;
% ---------------------------------------------------------
% Switching function -- depending on c
% ---------------------------------------------------------
function j = sigmaC(c)
j = mod(c,4)+1;
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