We study the relations between the long-time dynamics of the Navier-Stokes-α model and the exact 3D Navier-Stokes system. We prove that bounded sets of solutions of the Navier-Stokes-α model converge to the trajectory attractor A 0 of the 3D Navier-Stokes system as time tends to infinity and α approaches zero. In particular, we show that the trajectory attractor A α of the Navier-Stokes-α model converges to the trajectory attractor A 0 of the 3D Navier-Stokes system when α → 0+. We also construct the minimal limit A min (⊆ A 0 ) of the trajectory attractor A α as α → 0+ and we prove that the set A min is connected and strictly invariant.
Introduction
(Date: January 17, 2007) In this paper, we study the connection between the long-time dynamics of solutions of the Lagrange averaged Navier-Stokes-α model (N.-S.-α model) and the exact 3D Navier-Stokes system (3D N.-S. system) with periodic boundary conditions. The Navier-Stokes-α model (also known as the viscous 3D Camassa-Holm system) under the consideration was introduced in the works [1] - [6] (see also [7] and the references therein). This model is a regularized approximation of the 3D Navier-Stokes system depending on a small parameter α, where, in some terms, the unknown velocity vectorfunction v is replaced by a smoother vector function u which are related by the elliptic system v = u − α 2 ∆u (see Sect.2). For α = 0, the model is reduced to the exact 3D N.-S. system.
Since the uniqueness theorem for the global weak solutions (or the global existence of strong solutions) of the initial-value problem of the 3D Navier-Stokes system is not proved yet, the known theory of global attractors of infinite dimensional dynamical systems (making a good showing in the study of the 2D N.-S. system and other important evolution equations of mathematical physics, see, e.g., [8] - [14] ) is not applicable to the 3D N.-S. system. It was demonstrated analytically and numerically in many works that the mentioned above N.-S.-α model gives a good approximation in the study of many problems related to the turbulent flows (see [1] - [4] , [7, 15, 16] ). In particular, it was found that the explicit steady analytical solutions of the N.-S.-α model compare successfully with empirical and numerical experimental data for a wide range of Reynolds numbers in turbulent channel and pipe flows (see [1] - [3] ). Along the same lines it is worth mentioning that other approximate α-models for the 3D N.-S. system also demonstrate good fit with empirical data: Clark-α model [17] , Leray-α model [18] , Modified-Leray-α model [19] , simplified Bardina-α model [20] and some other models. Closed problems related to the regularization of the 3D N.-S. system were also considered in the works of Lions [21] and Ladyzhenskaya [22] .
In [6] , the Cauchy problem for the 3D Navier-Stokes-α model was studied, the global existence and uniqueness of weak solutions were established, the smoothing property of solutions was proved, and the global attractor for this system was constructed. Besides, upper bounds for the dimension of the global attractor (the number of degree of freedom) were found in terms of the relevant physical parameters and some other turbulence related features and characteristics (such as spectra and boundary layer) were discussed (see also [23, 24] ).
The theory of trajectory attractors for evolution partial differential equations was developed in [14, 25, 26, 27] with an emphasis on equations for which the uniqueness theorem of solutions of the corresponding initial-value problem is not proved yet, e.g. for the 3D N.-S. system (see also [13, 28] ).
In the present paper, we study the connection between the solutions of the NavierStokes-α model and the exact 3D Navier-Stokes system as α → 0+. Our main theorem states that bounded (in the corresponding norm) families of solutions {u α (x, t)} of the N.-S.-α models converge to the trajectory attractor A 0 of 3D Navier-Stokes system as α → 0+ and t → +∞. In particular, the trajectory attractors A α of the N.-S.-α model converges to A 0 as α → 0+. In [29, 30] , analogous theorems were proved for the Leray-α model. This paper consists of introduction, five sections, and an appendix. In Sect. 1, we recall the definition of the trajectory attractor A 0 of the exact 3D N.-S. system. In Sect. 2, we consider the N.-S.-α model (the viscous Camassa-Holm equations). Following [6] , we formulate the main properties of this model. In Sect. 3 and 4, we prove the convergence of the trajectory attractor A α of the N.-S.-α model to the trajectory attractor A 0 of the exact 3D N.-S. system as α → 0+. It turns out that in order to establish this convergence it is very fruitful to study the equation to which the function w α (t) = (1 − α 2 ∆) 1/2 u α (t) is satisfied. Here, u α (t) is the smoother velocity field of the solution of the N.-S.-α model. The main theorem of Sect. 3 states that if a sequence of solutions w αn (t) of the mentioned above equation converges to the limit w(t) as α n → 0+ and n → ∞ in the space Θ loc + (see Sect. 1), then w(t) is a Leray-Hopf weak solution of the exact 3D N.-S. system. Using mostly this theorem in Sect. 4 , we prove the convergence of the trajectory attractors A α to the trajectory attractor A 0 in the space Θ loc + as α → 0 + . In Sect. 5, we establish the existence of the minimal limit A min (⊆ A 0 ) of the trajectory attractors A α as α → 0+, i.e., A α → A min (α → 0+), where A min is the smallest closed subset of A 0 satisfying this limit relation (See Sect. 5). We prove that the set A min is connected and strictly invariant with respect to the translation semigroup. These properties of the minimal limit A min make it a very useful object in the study of various models that approximate the 3D N.-S. system.
We note that the question of the connectedness of the trajectory attractor A 0 of the 3D N.-S. system remains open. Now, the hypothesis also arises that, to different α-models of the 3D N.-S. system (Camassa-Holm, Leray-α, Clark-α, simplified Bardina-α, etc.), different minimal limits of their trajectory attractors A α as α → 0+ may correspond.
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3D Navier-Stokes system and its trajectory attractor
We consider the autonomous 3D N.-S. system with periodic boundary conditions
which is equivalent to the nonlinear nonlocal functional differential equation
3 , respectively (see, e.g., [11, 31] ). Then the Leray-Helmholtz projector P : L 2 (T 3 ) 3 → H. We define also the space D(A) = {v ∈ H | ∆v ∈ H}, where A = −P ∆ is the Stokes operator with domain D(A). Recall that, in the periodic case, A = −∆ and the norm |Av| =:
The operator A is self-adjoint, positive, and has a compact resolvent. We denote by
the scalar product and the norm in V, respectively. The Poincaré inequality implies that
where λ 1 is the first eigenvalue of the Stokes operator A. Let V = H −1 be the dual space of V. For any f ∈ V , we denote by f, v the action of the functional f ∈ V on any v ∈ V. The operator A is an isomorphism from V to V and ((u, v)) = Au, v for all u, v ∈ V.
We rewrite equation (1.1) in a standard short form:
Here, we denote
Recall that for u satisfying ∇ · u = 0 we have:
(see [21, 11, 31] ). For all w ∈ D(A) and u, v ∈ V, we have the estimate
and therefore
where
(1.8)
Consider the space of distributions D (0, M ; D(A) ) (see, e.g., [21] ). Recall that a
Then, by the known lemma from [33] (see also [31] ), the function v(·) ∈ C w ([0, M ]; H) and, consequently, the initial data
for equation (1. 3) has a sense in the class of weak solutions from the space
We now formulate the classical theorem on the existence of weak solutions of the Cauchy problem for the 3D N.-S. system in the form we need in the sequel (see, e.g., [11, 21, 32, 31] ). Theorem 1.1 Let g ∈ V and v 0 ∈ H. Then for every M > 0, there exists a weak solution v(t) of equation (1.3) from the space L 2 (0, M ; V ) ∩ L ∞ (0, M ; H) such that v(0) = v 0 and v(t) satisfies the energy inequality
(1.10)
The proof of Theorem 1.1 is given, e.g., in [11, 21, 14] .
Remark 1.1 For the 3D Navier-Stokes system the question of the uniqueness of a weak solution of problem (1.3) and (1.9) remains open. It is also unknown, whether every weak solution satisfies the energy inequality (1.10). However, it is known that every weak solution resulting from the Faedo-Galerkin approximation method satisfies this energy inequality. The class of weak solutions which satisfy the energy inequality (1.10) or (1.11) is called Leray-Hopf weak solutions.
In the sequel, we define the trajectory attractor for the N.-S. equation (1.3) . (For more details, see [26, 14] .)
To begin with, we define the trajectory space K + of equation (1.3). We consider a set of weak solutions v(t), t ≥ 0, belonging to the space L 
It follows from Theorem 1.1 that, for any v 0 ∈ H, there is a trajectory v(·) ∈ K
We need the Banach space
= sup t≥0 t+1 t z(s) 2 ds, z L∞(R + ;H) = ess sup t≥0 |z(t)|, and
We denote by {T (h)} := {T (h), h ≥ 0} the translation semigroup acting on a function {z(t), t ≥ 0} by the formula
Clearly, the semigroup {T (h)} acts on F b + . We consider the action of the semigroup {T (h)} on the trajectory space K + of equation (1.3). It follows from the definition of
(1.14)
We are going to construct the global attractor of the translation semigroup {T (h)} on K + . We call this attractor the trajectory attractor since the semigroup {T (h)} acts on the trajectory space K + . The following key proposition is proved in [14] .
where the constant C 0 depends on ν, λ 1 and R 0 depends on ν, λ 1 , g V .
We need a topology in the space K + . Similarly to F b + , we consider the space
We define on F 
and
Note that the topology Θ [26, 14] ). This property simplifies the construction of the trajectory attractor (in the topology Θ In a standard manner, we define an attracting set in K + (see [8, 9, 10, 28] 
We now define the trajectory attractor. Following the terminology from [9] , the set A is also called the (F [14] ). Notice that the following embeddings are continuous:
(see [14, 21, 34] ). Hence, the trajectory attractor A satisfies the following properties:
where M is an arbitrary positive number.
To describe the structure of the trajectory attractor A we need the notion of the kernel of equation (1.3). The kernel K is the set of all weak solutions v(t), t ∈ R, bounded in the space
(The norm in F b is defined in a similar way that the norm in F b + (see (1.13)) replacing R + by R).
We denote by Π + the restriction operator onto R + . It is proved in [14] that the trajectory attractor A of the 3D Navier-Stokes system coincides with the restriction of the kernel K of equation (1.3) onto R + :
The set K is bounded in 2 Navier-Stokes-α model and its attractor 2.1 Some properties of the Navier-Stokes-α model
We consider the following system with periodic boundary conditions:
This system is an approximation of the 3D N.-S. system (1.1) discussed in the previous section. The unknown vector function is
is auxiliary. We assume that functions u(x, t), v(x, t), and the (known) external force g(x) are periodic in x ∈ T 3 and have zero spatial mean. In equation (2.2), α is a fixed positive parameter called "the sub-grid (filter) length scale" of the model (see the motivations in [6] and the references therein). As in (1.1), P denotes the Leray-Helmholtz projector and a × b is the vector product in R 3 . We will see shortly that, for α = 0, the function v ≡ u and formally equations (2.1) and (2.2) coincides with the 3D N.-S. system (1.1). The system (2.1) and (2.2) is called sometimes as the 3D Camassa-Holm equations (it is also known as the Lagrange averaged Navier-Stokes-α model or just the Navier-Stokes-α model).
Recall that the nonlinear term in (2.1) satisfies the following identity
assuming that u, v ∈ C 1 (see [6] ). For u = v, we have
and hence, for α = 0, the system (2.1) and (2.2) becomes (1.1) since P projects any gradient function to zero, so, P ∇( [11, 31] ).
We now rewrite system (2.1) and (2.2) in the short form
Here as in equation (1.3), A denotes the Stokes operator and the bilinear operator
where B(u, v) = (u · ∇)v (see (1.4)) and, for α = 0, system (2.5), (2.6) coincides with the 3D N.-S. system (1.3).
We now formulate some properties of the bilinear operatorB that are analogous to the properties of the operator B. The operatorB maps V × V to V and the following inequalities holds
(For the proof, see [6] .) We have also the identity
which follows from the vector calculus formulas
where we set a = u, b = ∇ × v, and c = w. From (2.11), we conclude that
We need also the following inequality proved in [6] :
To prove (2.13) one uses the following identity
and the known properties of the operator B (see (1.6) and [6] ). The identity (2.14) can be verified by the direct calculation. It follows from (2.13) that
This means thatB maps V × H into D(A) and
(compare with (1.7)).
Cauchy problem and attractor for the N.-S.-α model
). Consequently, from inequality (2.16) we conclude that the corresponding functioñ
). Therefore, all the terms of equation (2.5 
is called a solution of system (2.5), (2.6), and (2.17) if
where (2.18) is understood in the scalar distribution sense of the space
, and the initial condition (2.17) is meaningful.
Remark 2.1 Sometimes, the function v(t) = (1+α 2 A)u(t) is also called the solution of system (2.5) and (2.6). This terminology forms a correspondence between the solutions of (2.5), (2.6) and the solutions of the exact Navier-Stokes system (1.3).
In the work [6] , the following theorem was proved.
Theorem 2.1 Let g ∈ H and u 0 ∈ V. Then, for every M > 0, the Cauchy problem (2.5), (2.6), and (2.17) has a unique solution u(t) that belongs to the space
Here, we formulate and prove some corollaries from this theorem we need in the sequel. First of all, we are interested in solution estimates that are independent of α as α → 0 + . Corollary 2.1 (The energy equality) Let u(t) be a solution of (2.5), (2.6), and (2.17) then the following identity holds:
the function |u(t)| 2 +α 2 u(t) 2 is absolutely continuous, and its time derivative satisfies (2.20) in the usual sense for a.e. t ∈ (0, M ).
Proof. We take the scalar product in H of equation (2.5) with u(t) and use the facts that u ∈ L 2 (0, M ; D(A)) and ∂ t u ∈ L 2 (0, M ; H). Then due to the known theorem from [31] 
(see (2.12) ). To complete the proof we note that (Av, u) = u(t) 2 + α 2 |Au(t)| 2 . (Analogous approach is used to prove the uniqueness of a solution of (2.5), (2.6), and (2.17), see [6] .) Corollary 2.2 (A priori estimates) If u(t) is a solution of (2.5), (2.6), and (2.17), then the following inequalities hold:
Proof. We use the energy equality (2.20) and estimate the right-hand side as follows:
Hence,
It follows from the Poincaré inequality that
Using now the known assertion
where 
where we have applied (2.21). Thus, (2.22) is also proved.
Remark 2.2 (i) Estimates (2.21) and (2.22) imply that, for
. This inclusion is essentially used in the proof of Theorem 2.1 (see [6] ).
Remark 2.3
We note that the constants in the right-hand sides of estimates (2.21) and (2.22) are independent of α (for 0 < α ≤ 1). This fact plays the key role in the proof of the convergence of solutions of the Navier-Stokes-α model to the solutions of the real Navier-Stokes system as α → 0 + .
Remark 2.4
In the work [6] , the following smoothing property for solutions of (2.5), (2.6), and (2.17) is established:
24)
where C(α, z, r 1 , r 2 ) is a monotone increasing function in each variable z, r 1 , r 2 and C(α, z, r 1 , r 2 ) → +∞ as α → 0 + .
We now consider the semigroup {S α (t)} = {S(t)}, α > 0, acting in the space V by the formula S(t)u 0 = u(t), where u(t) is a solution of problem (2.5), (2.6), and (2.17). It follows from (2.21) that the semigroup {S(t)} has bounded (in V ) absorbing set
. The set P 1 = S(1)P 0 is also absorbing and inequality (2.24) implies that P 1 is precompact in V. It can be verified that the semigroup {S(t)} is continuous in V. These facts are sufficient to state that the semigroup {S(t)} corresponding to the Navier-Stokes-α model has the global attractor A α , that is A α compact in V, strictly invariant with respect to {S(t)} : S(t)A α = A α , f or all t ≥ 0, and, dist V (S(t)B, A α ) → 0+ as t → +∞ for any bounded (in V ) set of initial data B = {u 0 } (see [8, 9, 10, 14, 28] ). Moreover, A α is bounded in D(A) ∩ H 3 (T) 2 for every fixed α > 0 but not uniformly with respect to α (see [6] ).
In the next section, we study the behaviour of the Navier-Stokes-α model as α → 0 + . We establish its relation with solutions of the 3D Navier-Stokes system.
3 On the convergence of solutions of N.
Then any solution u(t) of (2.5), (2.6), and (2.17) satisfies the inequality
where C depends on λ 1 , ν; R depends on λ 1 , ν, |g| and the values C and R are independent of α.
Proof. We use inequality (2.16):
Replacing here a solution u(t) of (2.5), (2.6), (2.17) and v = u + α 2 Au, we obtain
where we have used the simplest Cauchy inequality. Applying inequality (2.21), we have that
we conclude that
(Recall that α ≤ 1.) Using once more inequality (2.22), we obtain that
for an appropriate C 2 and R 2 independent of α.
The functions u and v satisfy equation (2.5), i.e.,
We apply to (3.6) the triangle inequality taking into account inequalities (3.4) and (3.5):
where C = νC 2 + C 1 and R = ν(R 
Indeed, the operator A is self-adjoint and positive. Therefore,
where f = ∞ j=1 f j e j , Ae j = λ j e j , j = 1, 2, . . ., {e j } are the eigenvectors of the operator A and {λ j } are the corresponding eigenvalues.
Thus we conclude that
where v = u + α 2 Au.
Corollary 3.1 The inequality (3.1) also holds for the function ∂ t u :
with the same constants C and R.
To construct the trajectory attractor for system (2.5) and (2.
Then we clearly have
It is easy to verify the following identities:
We note that the function w = w(x, t) satisfies the following equation:
that is a consequence of (2.5), (3.9), and (3.10).
Using the function w, we rewrite inequalities (2.21), (2.22), and (3.1).
Corollary 3.2
The following inequalities hold:
14)
We note that (3.16) follows from (3.1) if one takes into account similarly to (3.7) that
We now consider the Banach space F b + defined in Sect. 1. Recall that
Inequalities (3.14) -(3.16) provide the following Proposition 3.2 If g ∈ H, then, for any solution u(t) of problem (2.5), (2.6), and (2.17), the corresponding function w(t) = (1 + α 2 A) 1/2 u(t) being a solution of (3.13) satisfies the inequality
where the constant C 3 depends on ν, λ 1 and R 3 depends on ν, λ 1 , |g|. (We stress that C 3 and R 3 are independent of α.)
We consider the trajectory space K + α of system (2.5) and (2.6). By definition, the space K + α is the union of all functions w(t) = (1 + α 2 A) 1/2 u(t), where u(t) is a solution of (2.5), (2.6), and (2.17) with an arbitrary u 0 ∈ V. Proposition 3.2 implies that K
We rewrite the energy equality (2.20) in the integral form we need in the sequel.
Proposition 3.3 For every w ∈ K
To prove (3.19) we rewrite the identity (2.20) in the form
multiply by an arbitrary test function ψ ∈ C ∞ 0 (R + ), and integrate in t from 0 to +∞. Then, integrating by part in the first integral term (that is legitimate since the function |w(t)| 2 is absolutely continuous), we obtain the needed result (3.19). We also consider the topological space Θ Lemma 3.1 Let two sequences {u n (t)} ⊂ F b + and {α n } ⊂]0, 1] be given such that α n → 0+ as n → ∞. We denote w n = (1 + α n A) 1/2 u n for n ∈ N. We assume that the sequence {w n (t)} is bounded in F b + and w n (t) → w(t) in Θ loc + as n → ∞. Then the sequence {u n (t)} is bounded in F b + and u n (t) → w(t) in Θ loc + as n → ∞.
Proof. The first assertion follows from the apparent inequalities
(see (3.11 and (3.12) ). Besides similar to (3.17), we prove that
¿From (3.23), we conclude that {u n (t)} is bounded in F b + . Since a ball in F b + is a weakly compact set in Θ loc + , we can extract from {u n (t)} a convergent subsequence and we denote the limit of this subsequence by u(t). For simplicity, we denote this subsequence by {u n (t)}. We also keep the corresponding subsequence of {w n (t)}. Then we have u n (t) → u(t), w n (t) → w(t) in Θ loc + as n → ∞. We state that u ≡ w. Consider an arbitrary interval [0, M ]. By our assumption, w n (t) → w(t) (n → ∞) weakly in L 2 (0, M ; V ) and ∂ t w n (t) → ∂ t w(t) (n → ∞) weakly in L 2 (0, M ; D(A) ). Then, by the Aubin theorem (see [34, 21, 35] ), we obtain that w n (t) → w(t) (n → ∞) strongly in L 2 (0, M ; H). Arguing similarly, we have that
We note that (1 + α n A)
L(H,H) < 1 and therefore
It follows from Lemma 3.2 (see below) that
Combining (3.24) and (3.25), we observe that
consequently, u(t) ≡ w(t) and Lemma 3.1 is completely proved.
The proof is given in Appendix.
We now formulate and prove the main theorem of this section.
Theorem 3.1 Let a sequence {w n } ⊂ K + αn be given such that {w n } is bounded in F b + , α n → 0+ (n → ∞), and w n (t) → w(t) in Θ loc + as n → ∞. Then w(t) is a weak solution of the 3D Navier-Stokes system such that w satisfies the energy inequality (1.12), i.e., w ∈ K + , where K + is the trajectory space of the 3D Navier-Stokes system.
Proof. By the assumption, we have
and since w n (t) → w(t) in Θ loc + as n → ∞ we conclude that
We set u n = (1 + α 2 n A) −1/2 w n . It is clear that u n is a solution of the original system (2.5) and (2.6). Inequality (3.26) implies that ess sup
We now prove that w(t) is a weak solution of the 3D Navier-Stokes system on any interval (0, M ). The function w n (t) satisfies the equation
in the space D (0, M ; D(A) ). Here v n = u n + α 2 n Au n . By the assumption of the theorem,
, and
weakly in L 2 (0, M ; D(A) ). Then, these convergencies take place in the space of distributions D (0, M ; D(A) ). Moreover, it follows from (3.32) that
weakly in L 2 (0, M ; V ) and, hence, in the topology of D (0, M ; D(A) ) as well. Applying Lemma 3.2 in a particular case, where the function f (t) ≡ g is time independent, we find that 
we must establish that
Firstly, we prove thatB
weakly in the space L q (0, M ; D(A) ) for some q, 1 < q < 2. It follows from Lemma 3.1 that
We note thatB
(Here, we have used the identity (2.8).) Consider both terms of (3.40) separately. We start with the second. By (2.16), we have
Fixing an arbitrary β, 1 < β < 2, we obtain the following chain of inequalities
where γ is an arbitrary number such that 0 < γ < β, and, in (3.42), we have applied the Hölder inequality with 1/p + 1/q = 1 (these numbers will be determined later on).
Continuing the chain of inequalities after (3.42), we have
We now set p = 2/β, q = 2/(2−β), and find the number γ from the equation
We see that such γ satisfies the inequality 0 < γ < β, since
Replacing such p, q, and γ into (3.43), we obtain the following estimate:
We now use estimates (3.28) and (3.29) and find that the right-hand side of (3.44) is less or equal than
Therefore, the term α
We now study the behavior of the term B(u n , u n ) from (3.40). It follows from (3.39) that
weakly in L 2 (0, M ; V ) and {u n (t)} is bounded in this space. Besides,
weakly in L 2 (0, M ; D(A) ) and, thereby, {∂ t u n (t)} is bounded in this space. Thus, applying the Aubin compactness theorem (see [34, 21, 35] ), we obtain that
3 and therefore we may assume that
The identity (1.5) implies that
It follows from (3.48) that
Recall that {u n } is bounded in L 2 (0, M ; V ) and in L ∞ (0, M ; H). Hence, the well-known inequality
Applying the known lemma on weak convergence from [21] , we conclude from (3.50) and (3.51) that 3 and weakly in L 4/3 (0, M ; H). Then, due to (3.49),
weakly in L 4/3 (0, M ; V ). Combining (3.46) and (3.52), we find that
The proof is given in Appendix. We now continue the proof of Theorem 3.1. To this moment, we have established relation (3.53) implying that the function w(t) satisfies equation (3.36) . It is left to prove that w(t) satisfies the energy inequality (1.11) on every interval (0, M ). Indeed the functions w n (t) satisfies the energy equality (see (3.19 (3.47) ). Similarly we prove that
Then the real functions |w n (t)| converge to |w(t)| as n → ∞ strongly in L 2 (0, M ). In particular, passing to a subsequence, we may assume that
Consider a sequence of functions {|w n (t)| 2 ψ (t)} in the space L 1 (0, M ). It follows from the assumption of Theorem 3.1 that this sequence is essentially bounded and, hence, it has an integrable majorant. Then, by the Lebesque dominant convergence theorem, we obtain from (3.58) that
We note that w n (t) ψ(t) → w(t) ψ(t) (n → ∞) weakly in L 2 (0, M ; V ) (the assumption of Theorem 3.1). Consequently,
We have already notice that
Using (3.59) -(3.61) and passing to the limit in (3.56), we obtain that
for all ψ ∈ C ∞ 0 (0, M ), ψ ≥ 0. Thus, we have proved that the limit function w(t) in Theorem 3.1 is a weak solution of the 3D Navier-Stokes system and satisfies the energy inequality, that is, w ∈ K + . We use Theorem 3.1 in the next section, where we study the convergence of the trajectory attractors of the Navier-Stokes-α model to the trajectory attractor of the 3D N.-S. system. 
-S. system
We denote by A 0 the trajectory attractor of the 3D Navier-Stokes system
, where u α (t) is a solution of system (2.5), (2.6), and the norms of w α (t) in F b + are uniformly bounded
where R is an arbitrary number. Recall that every w α (t) satisfies the equation
where u α satisfies equations (2.5) and (2.6). We denote by K 0 the kernel of equation (4.1). Recall that K 0 is the union of all bounded (in the nom F b ) complete weak solutions {v(t), t ∈ R} of the NavierStokes system (4.1) that satisfy the energy inequality (1.18). We saw in Sect. 1 that
We now formulate the main theorem of this section.
Theorem 4.1 Let B α = {w α (x, t), t ≥ 0}, 0 < α ≤ 1, be bounded sets of solutions of equation (4.2) that satisfy the inequality
Then the sets of shifted solutions {T (h)B α } (recall that T (h)w(t) = w(t + h)) converge to the trajectory attractor A 0 = Π + K 0 of the 3D N.-S. system (4.1) in the topology Θ loc + as h → +∞ and α → 0+ :
Moreover, the same convergence holds for the corresponding setsB α = (1 + α 2 A) −1 B α :
Proof. Assume that relation (4.4) does not hold, i.e., there exist a neighborhood O(A 0 ) in Θ loc + and two sequences α n → 0+, h n → +∞ (n → ∞) such that
So, there are solutions w αn (·) ∈ B αn such that the functions W αn (t) = T (h n )w αn (t) = w αn (t + h n ) do not belong to O(A 0 ) :
Notice that the function W αn (t) is a solution of equation (4.2) on the interval [−h n , +∞) with α = α n , since W αn (t) is a backward time shift of w αn (t) on h n . Recall that the equation (4.2) 
(4.8) This inequality implies that the sequence {W αn (·)} is weakly compact in the space
we consider α n with indices n such that h n ≥ M. Therefore, for every fixed M > 0, we can choose a subsequence {α n } ⊂ {α n } such that {W α n (·)} converges weakly in Θ −M,M . Then, using the standard Cantor diagonal procedure, we can construct a function W (t), t ∈ R, and a subsequence {α n } ⊂ {α n } such that
From (4.10), we obtain the inequality for the limit function
In particular, we have that
2 (R; D(A) )}. We now apply Theorem 3.1, where we can assume that all the functions are defined on the semiaxis [−M, +∞) instead of [0, +∞) (equations are autonomous). Then, from (4.9) and (4.10), we conclude that W (x, t) is a weak solution of the 3D N.-S. system for all t ∈ R and W (x, t) satisfies the energy inequality, that is W ∈ K 0 , where K 0 is the kernel of equation (4.1). But Π + K 0 = A 0 and we have Π + W ∈ A 0 . At the same time, we have established that
(see (4.9) ). In particular for a large n
This contradicts (4.6). Therefore, (4.4) is true. To prove (4.5), we combine (4.4) and Lemma 3.1. The proof is completed. We now use Theorem 3.1 in order to study the behaviour of trajectory attractors of the Navier-Stokes-α model as α → 0 + .
As before, we consider the trajectory space K + α for α > 0, of the Navier-Stokes-α model (2.5) and (2.6) that was constructed in Sect. 3. Recall that K + α consists of all the functions of the form w α (t) = (1 + α 2 A) 1/2 u α (t), t ≥ 0, where u α (t) is a solution of (2.5) and (2.6), or equivalently w α (t) is a solution of (3.13). The space K 
for some R > 0 (independent of α). Recall that T (h)A α = A α for all h ≥ 0; and
where K α is the kernel of equation (3.13) .
Since the trajectory attractors A α satisfy (4.13) Theorem 4.1 is applicable to these sets and we obtain Corollary 4.1 The following limit relations hold:
Indeed, the family {A α , 0 < α ≤ 1} is uniformly bounded with respect to α ∈]0, 1]. Then, in (4.4), we set B α = A α and obtain (4.14) because T (h)A α = A α for all h ≥ 0. The relation (4.15) is straightforward.
We notice that the following embeddings are continuous (see [14] ):
We recall that the following quantity is called the Hausdorff (non-symmetric) semidistance from a set X to a set Y in a Banach space E
¿From (4.14) and (4.15), we deduce Corollary 4.2 For any fixed M > 0, the following limit relations hold:
In conclusion of this section, we establish the relation between the trajectory attractor A α and the global attractor A α of the Navier-Stokes-α model for a fixed α > 0 (see [6] and Sect. 2).
Proposition 4.1 The following relation holds:
where {S α (t)} is the semigroup corresponding to the α-model (2.5), (2.6) and acting in the space V.
To prove (4.19) we recall that the trajectory attractor A α is described using the kernel K α of system (3.13), while the global attractor A α has the similar presentation in terms of the kernel of system (2.5) and (2.6). These kernels can be transformed to each other by mean of the operator (1 + α 2 A) −1/2 . Finally, we formulate two more propositions that follow from the results of [6] on well-posedness of the N.-S.-α model. 
We omit the proofs of Propositions 4.2 and 4.3 because they use the standard reasoning known for well-posed problems (see, e.g., [8, 9] ). Remark 4.1 It follows from inequality (2.24) that the trajectory attractor A α is a set of more regular functions, i.e. it is bounded in the space 
However, these properties are not uniform in α and they do not persist passing to the limit as α → 0+ . [14] for more details). We denote the corresponding metric in B ∩ Θ loc + by ρ( · , · ). The metric space itself, we denote by B ρ . This metric space is compact and complete. Using new notation, the result of the previous section can be written in the form dist
where dist Bρ ( · , · ) denotes the Hausdorff distance from one set to another in B ρ (see (4.18) ). We note that, in fact, the limit relation (5.2) is stronger than the results of Corollary 4.2.
Recall that the set A 0 ⊂ B ρ is closed in B ρ . Let A min be the minimal closed subset of A 0 that satisfies the attracting property (5.2), i.e. lim α→0+ dist Bρ (A α , A min ) = 0 and A min belongs to every closed subset A ⊆ A 0 for which lim α→0+ dist Bρ (A α , A ) = 0. We call the set A min the minimal limit of the trajectory attractors A α as α → 0 + .
To prove that such a set A min exists we just show that
It is easy to prove that a point w belongs to the right hand side of (5.3) if and only if there exist w αn ∈ A αn , n = 1, 2, . . . such that ρ(w αn , w) → 0 and α n → 0+ as n → ∞. Due to (5.2), such a limit point w always belongs to A 0 and, moreover, to every closed attracting set A . We state that the set (5.3) is attracting for A α as α → 0 + . Assuming the converse, we have that there is a sequence w αn ∈ A αn , such that α n → 0+ and
for some fixed ε > 0. Recall that w αn ∈ B ρ and B ρ is a compact metric space. Then, passing to a subsequence {w α n } ⊂ {w αn }, we may assume that ρ(w α n , w ) → 0 as α n → 0 for some w ∈ B ρ . Therefore by definition, w ∈ A min , that contradicts to (5.4). We have proved that the set A min is a minimal closed attracting subset of A 0 .
Proposition 5.1 The minimal limit A min of trajectory attractors A α as α → 0+ is a connected subset of A 0 in B ρ .
Proof. Assume the converse. Then the set A min is union of two closed nonintersecting subsets A 
there is a number α 0 > 0 such that
We note that every set A α is connected (see Proposition 4.2), that is, A α ⊂ O 1 or A α ⊂ O 2 for all α < α 0 . At the same time, since A min is the minimal limit of A α , we can find α 1 and α 2 such that
(otherwise, we can diminish A min ). Let, for definiteness, 0 < α 2 < α 1 < α 0 . We set
We note that α 2 + δ * ≤ α 1 < α 0 , (see (5.6)) and A α 2 +δ * ⊂ O 1 ∪ O 2 since α 2 + δ * < α 0 (see (5.5) Proof. Consider an arbitrary w ∈ A min . By definition, there is a sequence w αn ∈ A αn such that ρ(w αn , w) → 0 as α n → 0 + . The translation semigroup {T (h)} is continuous in Θ loc + and, therefore, ρ(T (h)w αn , T (h)w) → 0 as α n → 0 + . Since every A αn is strictly invariant, T (h)w αn ∈ A αn . Thus, T (h)w ∈ A min and we have proved that T (h)A min ⊆ A min , ∀ h ≥ 0.
Let us prove the inverse inclusion. For any h ≥ 0 and an arbitrary w ∈ A min with corresponding w αn ∈ A αn , ρ(w αn , w) → 0 (α n → 0+), we have to find W ∈ A min such that T (h)W = w. Since A αn is strictly invariant, there is an element W αn ∈ A αn such that T (h)W αn = w αn . The sequence {W αn } belongs to the compact set B ρ . Passing to a subsequence {α n }, we have that W α n → W (n → ∞) for some W ∈ B ρ . Then W ∈ A min . Since {T (h)} is continuous T (h)W α n → T (h)W (n → ∞). However T (h)W α n = w α n , so, w α n → T (h)W (n → ∞) but w αn → w (n → ∞). Hence, T (h)W = w and we have proved that A min ⊆ T (h)A min , ∀h ≥ 0.
Consequently, we obtain (5.8).
A Appendix
Proof of Lemma 3.2. Let {e n } be eigenvectors of the operator A, i.e. Ae k = λ k e k , λ k > 0 and λ k → +∞ (k → ∞). Then f (t) = ∞ k=1 f k (t)e k , where f k (t) = (f (t), e k ), and We fix an arbitrary ε > 0. It follows from (A.1) that there is a number K > 0 such that
(since the series is convergent). We note that 0 < 1 − 1 (1 + α 2 n λ k ) 1/2 < 1.
(A.4) Therefore, owing to (A.2) and (A.3),
We now select a number N such that, for all n ≥ N,
This can be done since α n → 0 + (n → ∞) and the number K is fixed. Here, we use the elementary inequality 
dt.
Besides, the partial sum of the series n λ k ) −1/2 < 1. It follows from (A.7) that the integral (A.10) can be made arbitrary small for a large K, that is, for an arbitrary ε > 0, there is a number K = K(ε) such that the last term in (A.9) does not exceed ε/2 for this fixed K.
