Plant-pathogenic fungi secrete effector proteins to facilitate infection. We describe extensive improvements to 1 5
use of toxic fungal secondary metabolites and secreted effector proteins that alter host cell structure and function, 3 0 suppress plant defence responses or modulate plant cell physiology (Kamoun, 2006; Lo Presti et al., 2015) . Effectors 3 1 are used by plant-pathogenic fungi to promote virulence and by symbiotic fungi to allow them to colonize their hosts. 3 2
Fungal effectors can be attached to the fungal cell wall, can function in the plant apoplast or can translocate into plant 3 3 cells where they might target specific host proteins or enter subcellular compartments (Lo Presti et al., 2015) . 3 4
Accurate effector mining from genomic sequences is crucial to subsequent experimental validation and effector 3 5
identification can enable disease control strategies. For example, effectors can be directly used in effector-assisted 3 6
breeding to select plant lines with distinct recognition traits (Vleeshouwers & Oliver, 2014 ) and identification of both 3 7 effectors and their targets could allow 'decoy engineering', where effector targets are fused as baits to a plant immune 3 8
receptor to make an integrated 'effector trap' (Ellis, 2016) . 3 9
Recent progress in big data genomics has resulted in many high-quality fungal pathogen genomes and gene expression 4 0 profiles during plant infection, but accurate effector prediction methods are needed to harness the potential of these 4 1
resources. The set of secreted proteins expressed during infection is typically too large for experimental investigation 4 2
and contains many secreted non-effectors that play roles in niche colonisation and protection from competing 4 3 microbes, differentiation of fungal structures and cell-to-cell communication (Rovenich et al., 2014) . Fungal effectors 4 4
are diverse in sequence and share no conserved sequence motifs or obvious commonalities apart from their secretion 4 5 from pathogen to the host. This lack of apparent unifying sequence-based features has led to ad-hoc fungal effector 4 6
prediction approaches that are based on various combinations of characteristics observed in known effectors, such as a 4 7
small protein size, a high cysteine content, evidence of diversifying selection, the genomic location of the gene in fast-4 8
evolving regions or gene expression in planta (Sperschneider et al., 2015a) . Including only a few features in effector 4 9
prediction, such as the requirement of a small protein size, typically results in many false positive predictions and 5 0 often overwhelmingly large effector candidate sets, such as 1,088 to 2,092 effector candidates predicted in stripe rust 5 1 (Petre et al., 2014) . However, including additional features associated with effectors will capture only a small subset 5 2
as none of these signals are common to all effectors. For example, some fungal effectors are highly enriched in 5 3 cysteines whereas others do not feature any cysteines in their sequence and fungal effectors also vary in size. For 5 4
example, the Pyrenophora tritici-repentis ToxB effector has 87 amino acids (aas) with four cysteines and is thought to 5 5 function in the plant apoplast (Figueroa et al., 2015) , whereas the Melampsora lini AvrM effector has a sequence 5 6 length of 314 aas and only one cysteine and acts intracellularly (Catanzariti et al., 2006) . However, a high cysteine 5 7 content or small protein size alone also does not allow for accurate discrimination of apoplastic effectors from 5 8 cytoplasmic effectors in fungi (Sperschneider, J. et al., 2017) . Taken together, the use of predefined criteria for 5 9
effector prediction inherits the individual researcher's potentially biased view of effector characteristics and is unable 6 0
to uncover novel effectors with diverse characteristics. 6 1 An alternative approach is to use data to learn which features are important for effector prediction, rather than setting 6 2 predefined criteria. This is achieved with machine learning, a family of statistical learning methods with the ability to 6 3 identify patterns in data and recognise a particular class based on its features in observed data. Models trained on data 6 4 sets of positive and negative classes are then applied to identify new instances of the class in unseen data. This data-6 5 driven approach has the capacity to identify new features not apparent to manual inspection and provide probabilistic 6 6
predictions based on combinations of features, which represent advantages over using predefined criteria with binary 6 7 cut-offs. We recently pioneered such a machine learning approach for fungal effector prediction called EffectorP 6 8 (Sperschneider et al., 2016) and demonstrated that machine learning can accurately predict novel effectors with 6 9 diverse characteristics from secretomes as well as their localization in the plant cell (Sperschneider, Jana et al., 2017; 7 0 Sperschneider, J. et al., 2017) . We showed that EffectorP 1.0 was able to learn 'effector rules' from positive and 7 1
negative training examples without having to apply user-chosen thresholds (Sperschneider et al., 2016) . EffectorP 7 2 relies on fungal effectors as the positive training set and secreted non-effectors as the negative set. One limiting factor 7 3
is that the negative training set consists of both undiscovered effectors and secreted non-effectors and therefore poses 7 4
an unlabelled data classification problem. Furthermore, the positive training set used in EffectorP 1.0 was small and 7 5
additional effectors are now available for inclusion in training. This has the potential to improve accuracy and will 7 6 enable us to re-evaluate the ability of machine learning to accurately predict fungal effectors. EffectorP 1.0 is a Naïve Bayes classifier that was trained on a positive training set of 58 experimentally supported 8 0
fungal effectors from 16 fungal species. Since its development, additional fungal effectors have been described and for 8 1
EffectorP 2.0 we used an expanded training set of 94 secreted fungal effectors from 23 species (Table 1) . EffectorP 8 2
1.0 predicts 73% of the unseen effectors correctly, which demonstrate its ability to identify novel effectors, but also 8 3 leaves room for improvement. We set out to investigate if re-training of EffectorP would improve prediction accuracy. 8 4 EffectorP 1.0 was trained on a negative set consisting of predicted secreted proteins from the same pathogen species as 8 5 the known effectors. Thus the negative training set includes both undiscovered effectors and non-effectors and 8 6 therefore poses an unlabelled data classification problem. Whilst Naïve Bayes classifiers are fairly robust to unlabelled 8 7
data classification and can tolerate noisy data (Bing et al., 2003) , other machine learning classifiers might not be able 8 8
to learn effectively from such sets. To improve predictions, we collected three different subsets of negative training 8 9
data that are less likely to contain positive instances, i.e. fungal effectors. First, secretomes were predicted from the 9 0 same fungal pathogen/symbiont species that were used in the positive set if they have a publicly available predicted 9 1 gene set (Table 1 ). The combined secretome was homology-reduced and this resulted in a filtered predicted pathogen 9 2 secretome of 11,277 proteins. This set will contain both undiscovered effectors and secreted non-effectors, which 9 3 poses a challenge for machine learning classifiers that traditionally learn from labelled data. Therefore, we applied 9 4
EffectorP 1.0 to exclude predicted effectors from the secretomes (n = 6,138). We also collected homology-reduced 9 5
sets of secreted fungal proteins from fungi not pathogenic on plants, namely from 27 saprophyte secretomes (n = 9 6 12,939) and from 10 animal-pathogenic fungal secretomes (n = 2,763). These sets are less likely to contain plant 9 7 pathogenic effectors and were not filtered for EffectorP 1.0 predicted effectors. 9 8
As we have large amounts of negative training data (n = 21,840), we used an ensemble learning approach of classifiers 9 9
that each take a different subset of negative training data and thus provide a different view on classification ( Fig.1) . 0 0
Overall, we chose a total of 50 best-performing models comprised of: ten Naïve Bayes classifiers and ten C4.5 0 1 decision trees that discriminate between fungal effectors and secreted pathogen proteins; ten Naïve Bayes classifiers 0 2 and ten C4.5 decision trees that discriminate between fungal effectors and secreted saprophyte proteins; and five 0 3
Naïve Bayes classifiers and five C4.5 decision trees that discriminate between fungal effectors and secreted animal 0 4 pathogen proteins. In 10-fold cross validation, the Naïve Bayes classifiers achieved on average high sensitivity, 0 5
whereas the C4.5 decision trees have high specificity (Supporting Information Table S2 ). To generate EffectorP 2.0, 0 6
we combined these 50 models into an ensemble classifier to utilize their distinct prediction strengths ( Fig. 1) . Each 0 7 model has seen a different subset of negative training data and for a given protein sequence input returns a probability 0 8
that it is an effector or a non-effector. EffectorP 2.0 returns a final prediction using a voting approach on the predicted 0 9 probabilities of each model. A protein is classified as an effector if the average probability for the class 'effector' is 1 0
higher than the average probability for the class 'non-effector'. 1 1 Influential features for effector prediction include protein size, protein net charge as well as the amino 1 2 acids serine and cysteine 1 3
To detect the most discriminative features in the EffectorP 2.0 classification, we analyzed the distribution of features 1 4
for the proteins employed in training of all 50 models. Four features were found to be different at a significance 1 5 threshold of p < 10 -5 in distribution between the positive sequence set (effectors) and the negative sequence set 1 6 (proteins labelled as non-effectors) ( Fig. 2) . Differences in feature distribution for these four features were also 1 7
previously reported in the EffectorP 1.0 model as particularly striking (Sperschneider et al., 2016) , confirming their 1 8
importance in fungal effector classification. As a group, the effectors exhibit lower molecular weight, a higher 1 9
percentage of cysteines (C) and a lower percentage of serines (S) than the proteins in the negative sequence set. The 2 0 distribution of protein net charge for effectors occupies a narrow range around neutral to slightly positive (Fig. 2) . We 2 1 also found significant differences (p < 0.05) in distribution between effectors and the negative sequence set for 2 2 additional features (Fig. 2 ). These are depletion in aliphatic amino acids, leucine (L), proline (P), threonine (T), 2 3 tryptophan (W), disorder propensity and bulkiness as well as enrichment in basic amino acids, interface propensity, 2 4 glycine (G), lysine (K) and asparagine (N) for effectors. Only enrichment in tryptophan content in effectors was also 2 5
reported in the EffectorP 1.0 model.
6
Machine learning can be a black box learning process where the reasons for an individual prediction are hidden. 2 7
However, C4.5 decision trees are white box models and their decision making process is transparent through 2 8 navigation along tree branches. As examples, we plotted two of the 10 C4.5 decision trees that discriminate between 2 9
fungal effectors and secreted pathogen proteins (Supporting Information Figs. S1 and S2). This demonstrates that the 3 0 decision tree classifiers use a complex set of features and not only the most discriminative features (protein size, 3 1
protein net charge as well as the amino acids serine and cysteine) for effector classification. In particular, the decision 3 2 tree in Figure S2 does not utilize serine content as a feature in classification and still achieves high classification 3 3 accuracy. Taken together, this analysis confirms the importance of specific combinations of features as previously 3 4
found in the EffectorP 1.0 model, but also illustrates that accurate fungal effector prediction machine learning 3 5 classifiers rely on a diverse set of features. Machine learning classifiers can overfit/overtrain to memorize the training data which leads to low accuracy on 3 8
unseen data. Therefore, independent test sets are important to estimate prediction ability. We collected independent 3 9 positive and negative test sets to assess the performance of EffectorP 2.0. To estimate the false positive rate, we first 4 0 used fungal, plant and mammalian proteins with a predicted signal peptide that are not extracellular (localization to 4 1 ER, Golgi or membranes or with GPI-anchors). A low false positive rate on these proteins ensures that EffectorP is not 4 2 merely predicting the presence of a signal peptide. We also used secreted saprophyte proteins as well as fungal 4 3 proteins from PHI-base (Urban et al., 2017) that are annotated as having an unaffected pathogenicity phenotype. 4 4
Whilst proteins with an unaffected pathogenicity phenotype are not necessarily non-effectors, we expect to see a low 4 5 percentage of predicted effectors. A simple classifier based on a small protein size (<= 300 aas) has a false positive 4 6 rate of 40.4% on these three sets. A small, cysteine-rich classifier (<= 300 aas, >= 4 cysteines) has a false positive rate 4 7 of 19% and EffectorP 1.0 has a false positive rate of 18.3%. EffectorP 2.0 has the lowest false positive rate of 11.2% 4 8
( Table 2) . A combination of EffectorP 1.0 and 2.0, where a protein is a predicted effector only if both classifiers label 4 0 (Supporting Information File S2). The highest proportions of predicted effectors were found in the obligate biotrophs 0 1
Melampsora laricis-populina (41.3%), Puccinia graminis f. sp. tritici (40.3%), Blumeria graminis f. sp. hordei 0 2 (38.1%) and Puccinia striiformis f. sp. tritici (37.6%). Amongst the fungal plant pathogens, the lowest proportions of 0 3
predicted effectors were recorded for the necrotrophs Heterobasidion annosum (10.4%), Sclerotinia sclerotiorum 0 4 (13.6%), Botrytis cinerea (13.7%) and Penicillium digitatum (13.9%). Necrotrophic pathogens utilize many secreted 0 5
non-effectors, such as cell wall degrading enzymes, to kill and degrade the plant cell wall whereas biotrophic 0 6
pathogens must suppress plant defence mechanisms through effectors. 0 7
On average, EffectorP 2.0 predicts that plant pathogen secretomes consist of 24.9% effectors and that saprophyte 0 8
secretomes consist of 11.7% effectors (Tables 4 and 5). EffectorP 2.0 reduces the average number of predicted 0 9
effectors in fungal plant symbiont and fungal saprophyte secretomes by over 40% when compared to EffectorP 1.0 1 0 (Table 5, Fig. 3 ). Both EffectorP 2.0 and EffectorP 1.0 also predict lower proportions of effectors for fungal animal 1 1 pathogens than for fungal plant pathogens ( Table 5 ), suggesting that effector repertoires of fungal animal pathogens 1 2 are different to those of their plant-pathogenic counterparts. One notable exception is the secretome of Enterocytozoon 1 3 bieneusi, an obligate intracellular parasite (49 predicted effectors, 36% of secretome predicted as effectors). Shortened 1 4
protein-coding sequences due to genome compaction have been reported in E. bieneusi (Akiyoshi et al., 2009 ) and 1 5 might lead to higher than expected false positive predictions. Therefore, we also assessed effector prediction rates for 1 6 small secreted proteins (< 300 aas) only. For plant pathogens, EffectorP 2.0 predicts that 47.8% of small secreted 1 7
proteins are effectors, whereas for plant symbionts and saprophytes this is reduced to 29.9% and 26.3%, respectively. 1 8
This underlines that EffectorP 2.0 is not selecting effectors based on a small size alone. Small secreted proteins in 1 9
saprophytes are mostly functionally uncharacterized and might function in a variety of processes unrelated to plant-2 0 pathogen interactions. Compared to a small, cysteine-rich classifier EffectorP 2.0 predicts significantly lower 2 1
proportions of effectors for plant symbionts and saprophytes, but not for plant pathogens (Fig. 3 ). This lack of 2 2 correlation for all groups tested underlines that EffectorP 2.0 is not selecting effectors based on a small size and a high 2 3
cysteine content alone and reflects the reduced false positive rate of EffectorP 2.0.
4
We then further investigated the properties of effectors that are only predicted by one of the versions of EffectorP, but 2 5 not by the other, for all 93 secretomes (Table 6 ). Effector candidates predicted only by EffectorP 2.0 are on average of 2 6
longer sequence length (n = 2,304, average sequence length 229 aas) than those that are only predicted by EffectorP 2 7
1.0 (n = 8,635, average sequence length 138 aas) or by both versions (n = 14,128, average sequence length 148 aas) 2 8
( Fig. 4 ). Effector candidates predicted only by EffectorP 1.0 or 2.0 are lower in cysteine content compared to effector 2 9
candidates predicted by both versions (Fig. 4 ). We then tested for enrichment and depletion of protein functional 3 0 classes amongst the effector candidates predicted by EffectorP 1.0 and 2.0 from a total of 24,075 secreted proteins of 3 1 the 21 plant pathogens ( Table 1 ). The vast majority of effector candidates predicted by either EffectorP 1.0 or 2.0 are 3 2 proteins without functional annotation. However, we observed that both sets of predicted effector candidates are 3 3 enriched for proteins with pectate lyase activity, peptidyl-prolyl cis-trans isomerase activity and endopeptidase 3 4
inhibitor activity (Table 6 ). Some proteins with peptidyl-prolyl cis-trans isomerase activity have been implicated to 3 5 function as virulence factors (Unal & Steinert, 2014) . EffectorP 2.0 predicted effectors are enriched for proteins 3 6
involved in pathogenesis and defence response (Table 6 ). However, EffectorP 1.0 predicted effector candidates are 3 7
also enriched for proteins that do not appear related to effector function or to secreted proteins, but rather to 3 8 intracellular proteins (Table 6) , and might reflect the higher false positive rate of EffectorP 1.0 as well as the false 3 9
positive rate of the signal peptide prediction tools SignalP 3.0 and TargetP. 4 0
Discussion

1
Given the high diversity of fungal effectors, it seems an unexpected finding that a machine learning classifier can 4 2 accurately distinguish diverse effectors from secreted non-effectors. However, classifiers such as decision trees can 4 3
have multiple paths that lead to a prediction as an effector and one can speculate that different paths might relate to 4 4 different classes of effectors, such as apoplastic or cytoplasmic ones. Decision trees can also learn feature interactions, 4 5
whereas Naïve Bayes classifiers identify the importance of individual features, but not relationships amongst features. 4 6
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