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Abstract
The SOFC/GT hybrid power plant is a promising technology to answer the chal-
lenges arising from the transition of a fossil energy based and centralized power
supply system to a renewable energy based and distributed power supply system.
These challenges include high electrical efficiency, fuel flexibility, operational
stability, security in power supply, good part-load performance and fast response
to load changes.
This thesis investigates operating limitations and heat transfer effects as well
as stack performance and ambient conditions variations by means of a modular
and computationally efficient 0D system model. The model allows for stationary
and transient simulations. Model parameters are based on a real hybrid power
plant that is currently under commissioning at DLR in Stuttgart.
The particular component models are based on experimental data of different
level of detail or factory acceptance test protocols from suppliers, where possible.
If experimental results are unavailable, component parameters are based on
actual design and material specifications to allow the best model parametrization
and thus best prediction of operating characteristics possible.
The comparison of adiabatic and non-adiabatic simulation results emphasize
the importance of proper heat transfer considerations. The consecutively per-
formed heat transfer variation simulations support this correlation. The effects
on efficiency are significant, as expected, while the operating range is severely
affected by heat transfer effects, as well. An electrical efficiency (HHV) loss of
about 4 percentage points is noticed in contrast to the adiabatic results, whereas
the operating range is expanded by about 2 kW in high power range due to
relaxed cooling air requirements in the non-adiabatic scenario. The electrical
efficiency (HHV) remains above 0.53 in the operating range of around 17 kW to
39 kW, peaking short of 0.56.
The stack performance variation has only moderate influence on electrical
efficiency where a gain in electrical efficiency (HHV) of up to 4 percentage
points is observed with stack performance increase. However, stack performance
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degradation imposes a significant system constraint, in particular for the high
power operating range. The maximum power is reduced from 39 kW down to
24 kW, while the electrical efficiency (HHV) is reduced by about 2 percentage
points.
The ambient conditions variation refers to temperature and pressure variations,
while Central European climatic conditions are assumed. The temperature
variation shows a high power operating range constraint of about 5 kW once very
low temperatures are investigated. The investigated pressure range shows quite
similar results. However, the isothermal power range is reduced by about 60 %
for the temperature variation while the impact of pressure variation results in a
reduction of about 10 %. The changes in electrical efficiency (HHV) are limited
in the range below 1 percentage point.
The system is exposed to a transient daily ambient temperature profile, chosen
from historic weather data to form a challenging scenario. However, the system
does not show a significant response to the imposed daily temperature profile,
indicating high operating stability for Central European climatic conditions.
Eventually, the system is exposed to a challenging combined power and tem-
perature profile. The isothermal power reduction by about 25 % is performed in
less than 5 min while further power reduction to 50 % requires a stack tempera-
ture adaption for about 1.7 h. The system follows the profile without problems,
however, reaching steady state after the temperature change requires about a
week’s time due to the heat stored within the system and the related surface
losses.
Altogether, this work allows to investigate the details of system characteristics
and operating restrictions for the represented hybrid power plant. It allows to
understand the effects imposed by internal and external system challenges and
can predict hazardous operating regimes, to be handled with care in the real
pilot power plant.
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Zusammenfassung
Hybridkraftwerke aus Festoxidbrennstoffzellen und einer Gasturbine sind eine
erfolgversprechende Technologie um den Herausforderungen der Energiewende zu
begegnen. Die Energiewende erfordert eine Anpassung von zentralisierter hin zu
dezentralisierter Infrastruktur sowie die Einbindung erneuerbarer Energieträger
für die Bereitstellung elektrischer Energie. Das Hybridkraftwerk zeichnet sich
durch hohe Effizienz, Flexibilität für den Einsatz unterschiedlicher Brennstoffe,
Betriebssicherheit und -stabilität, die Fähigkeit Teillast-Szenarien abzudecken
sowie die Fähigkeit die kurzfristigen Schwankungen durch wind- und solarener-
giebasierte Energiebereitstellung auszugleichen aus.
Diese Arbeit untersucht die Eigenschaften sowie die Betriebsbedingungen
und -grenzen des genannten Hybridkraftwerks auf Basis eines modularen und
recheneffizienten 0D-Systemmodells. Das Modell ermöglicht sowohl stationäre als
auch transiente Untersuchungen. Im Speziellen werden der Transport von Wärme
innerhalb des Systems und über die Systemgrenzen hinweg, sowie Änderun-
gen der Leistungsdichte der Brennstoffzellen, der Einfluss von atmosphärischen
Umgebungsvariablen sowie die transiente Systemantwort auf Laständerungs-
szenarien untersucht. Die Parameter des Modells sind angelehnt an ein reales
Hybridkraftwerk, das derzeit am DLR in Stuttgart in Betrieb genommen wird.
Die enthaltenen Komponentenmodelle sind mit Hilfe von experimentellen
Untersuchungen, auf Basis der Inbetriebnahmeergebnisse und teilweise durch
Herstellerangaben parametriert. Im Fall von fehlenden experimentellen Ergebnis-
sen werden die konkrete Beschaffenheit und die Materialspezifikationen für die
Komponentenparameter herangezogen, um die voraussichtlichen Betriebseigen-
schaften bestmöglich zu beschreiben.
Eine Gegenüberstellung der adiabaten und nicht-adiabaten Simulationser-
gebnisse, erweitert um die Variation der Wärmetransferparameter, zeigt den
signifikanten Einfluss auf die elektrische Effizienz und den Betriebsbereich sowie
weitere Systemdetails. Die untersuchten Wärmeverluste führen zu einem Verlust
von ca. vier Prozentpunkten für den elektrischen Wirkungsgrad (HHV). Dabei
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wird der Betriebsbereich durch die Wärmeverluste um ca. zwei Kilowatt im obe-
ren Leistungsbereich erhöht. Dies ist auf die Kühlwirkung durch Wärmeverluste
und das damit verschobene Eintreten der Drehzahllimitierung des Gasturbinen-
kompressors zurückzuführen. Die elektrische Effizienz (HHV) des Gesamtsystems
im Standard-Szenario liegt oberhalb von 0,53 für den gesamten Betriebsbereich
von 17 kW bis 39 kW und erreicht bei knapp 0,56 seinen Spitzenwert.
Die potentielle Leistungssteigerung des Brennstoffzellenmoduls um ca. 30 %
führt zu einem zwei bis vier Prozentpunkte höheren elektrischen Wirkungsgrad
bei ähnlichem Betriebsbereich. Die Leistungsdegradation um ca. 30 % führt zu
einer signifikanten Verringerung der Leistung von 39 kW auf 24 kW und dabei zu
einem um ca. zwei Prozentpunkte verminderten elektr. Wirkungsgrad (HHV).
Die Variationen der Umgebungsbedingungen beziehen sich auf Temperatur-
und Druckschwankungen auf der Grundlage des mitteleuropäischen Klimas. Die
Temperaturvariation zeigt Einschränkungen bei tiefen Umgebungstemperaturen
im oberen Leistungsbereich um ca. 5 kW und eine Einschränkung des isothermen
Leistungsbereichs um ca. 60 %. Die Druckvariation zeigt geringe Auswirkungen
auf den gesamten Betriebsbereich und eine ca. zehnprozentige Einschränkung
des isothermen Betriebsbereiches. Der Einfluss der Umgebungsbedingungen auf
den elektrischen Wirkungsgrad bleibt mit unter einem Prozentpunkt gering.
Der Einfluss von Tagestemperaturprofilen auf die Leistungsfähigkeit des Sy-
stems wurde anhand historischer Wetterdaten für den Standort Stuttgart unter-
sucht. Die Auswirkungen der dynamischen Temperaturwechsel sind von geringer
Relevanz, das System kann stabil in mitteleuropäischem Klima betrieben werden.
Abschließend wurde das System im Hinblick auf eine herausfordernde, kombi-
nierte Leistungs- und Temperaturrampe untersucht. Eine isotherme Leistungs-
reduktion um ca. 25 % kann in unter fünf Minuten dargestellt werden. Eine
weitere Leistungsverringerung auf 50 % erfordert eine Temperaturanpassung
des Brennstoffzellenmoduls und damit aufgrund der involvierten thermischen
Trägheiten ca. 1.7 h. Das Lastprofil wird problemlos dargestellt, das System
benötigt jedoch aufgrund der thermischen Trägheiten ca. eine Woche um den
Gleichgewichtszustand zu erreichen.
Die vorliegende Arbeit untersucht das Systemverhalten und die Betriebsbedin-
gungen und -grenzen eines Hybridkraftwerks, die sich durch interne oder externe
Systemeinwirkungen ergeben. Damit wird das Verständnis der zugrundeliegen-
den Zusammenhänge erhöht und gefährliche bzw. ungünstige Betriebsszenarien
werden im realen Probebetrieb vermieden.
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1 Introduction
The International Energy Agency (IEA) reports that the renewable energy
based electricity supply will continue to expand its share in total electricity
supply throughout the next decades [49]. Due to the intermittent nature of
renewable energies, future electrical power supply systems require a high degree of
dispatchability for balancing purposes [3, 5]. According to the IEA, dispatchable
systems have to maintain a high efficiency throughout the operating range to
keep the cost and environmental impact within reasonable limits.
Hence, it is necessary to study new technical solutions that can be well
integrated in the depicted scenario. A hybrid power plant composed of solid
oxide fuel cells (SOFC) and a gas turbine (GT) is a promising technology for
providing electrical energy in stationary applications. High electrical efficiency
[45, 47, 97], fuel flexibility [44, 88], operational stability [95, 101], security in
power supply [26], good part-load performance [22, 33, 46] and fast response to
load changes [1, 51, 52] are the basic aspects that make the SOFC/GT hybrid
power plant an encouraging field of research.
During the past years many research groups worldwide, a few of which also test
hardware, have been studying and improving the concept and the application of
this technology [9, 24, 33, 38, 57, 60, 91, 102]. Several system configurations for
coupling SOFCs with a GT are described by Buonomano et al. [20], the authors
perform a plant classification based on parameters like SOFC temperature,
fuel and fuel processing, reforming process details and Brayton cycle details.
However, the general idea of a SOFC/GT hybrid power plant is very similar for
almost all system architectures. The idea is to combine two energy converters,
where both components’ process gas is used to supply the adjacent component.
This is possible because turbine operation requires temperature and pressure
differences with respect to the ambient situation while SOFC systems provide
high temperature exhaust gases and thus bear the potential to drive the turbine.
On the other hand, SOFC systems require hot air for operation which can be
supplied by the gas turbines air compressor and recuperation system.
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Potential system architectures involve directly and indirectly coupled systems,
where the gases are either directly fed to the adjacent component or where the
gases are routed through heat exchangers to form an indirectly coupled system.
Indirect coupling involves more components e.g. heat exchangers and thus the
overall efficiency potential is reduced while direct coupling promises highest
theoretical efficiencies but requires handling of sensitive and highly transient
system interactions like pressure, temperature and fuel composition gradients.
Furthermore, the direct coupling requires to carefully match component capacities
to ensure a reasonable enthalpy balance and thus proper system operation.
Indirect coupling is even possible for unmatched component capacities, for
example when considering the retrofit of existing gas turbine systems to increase
efficiency. Hybrid systems with unmatched component capacities typically
experience efficiency reductions in comparison to a matched system. This is
either due to extra heating or air supply requirements in case of undersized
gas turbine or in case of undersized SOFC system by fuel-bypassing the SOFC
system that typically has superior efficiency compared to gas turbines. The
system design chosen for this work is a directly coupled layout with gas turbine
recuperator for air pre-heating and pressurized SOFC operation accordingly.
Systems fueled with gases other than hydrogen require reforming reactions.
The type of reforming reaction and its location in the system has a significant
influence on system characteristic and operation. Relevant reforming reactions
are steam reforming and partial oxidation. Reforming is possible internally or
externally and directly or indirectly. The product of the most basic fuel cell
reaction (hydrogen oxidation) is water which is required for steam reforming.
Since the SOFC product water is available at process temperature and pressure,
it is beneficial for the overall efficiency to consider a direct fuel recirculation. This
poses the need of a high temperature recirculation device, capable of handling
various gas mixtures containing a significant amount of water. On the other hand
the water phase change from ambient conditions is omitted together with the
external heating and pressurization that is required without fuel recirculation.
The system design chosen for this work features a fuel recirculation and a reformer
located directly in front of the SOFC module for direct steam reforming.
The maximum operating temperature of the SOFCs is typically governed by
the materials of the cells and the related gas sealing along with the geometry
of the cells. The geometry directly influences the sealing properties together
with the indirectly related temperature distribution along the cells and sealing
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while the classification temperature of materials is a straightforward parameter.
Common cell geometries are either cylindrical or planar while the cells feature
either electrolyte, anode or cathode supported designs. The cell type chosen
for this work is a electrolyte supported planar cell with a maximum operating
temperature of 1130 K.
The basic gas turbine cycle, named Brayton/Joule cycle, can be adapted e.g.
with inter-cooling or reheating. These technical details typically aim at internal
efficiency enhancement in a stand-alone operation, while even the complete cycle
reversal to operate with pressures below ambient is possible. Further relevant
technical gas turbine designs feature single or multiple shaft arrangements. The
single shaft design with recuperation is chosen in this work to allow for proper
enthalpy balancing since major task of the gas turbine in this context is air
supply to the SOFC system rather than electrical stand-alone efficiency.
The German Aerospace Center is currently working on the realization of
the briefly described SOFC/GT demonstration hybrid power plant with an
electrical power output of around 30 kW [46, 60, 89]. The prototype power plant
is currently under construction and the commissioning is expected to finish in
2019.
This thesis contributes to the enhancement of the existing theoretical knowledge
and its transfer to a real system scenario, thereby reducing the operational risk
for the experimental system. Focus is set on properly predicting real system
performance and limitations and identifying significant system variables for both,
stationary and transient operation. A particular focus is set on the effects of
heat transfer, stack performance variation, variation of ambient conditions and
transient maneuvers involving power modulation.
3

2 State of the Scientific and Technical
Knowledge
2.1 Literature Review and Motivation
Model A vast number of different models for the simulation of fuel cells, gas
turbines and hybrid architectures is available in literature and has already
been reviewed and summarized by Wang et al., Bao et al. and Azizi et al.
[7, 8, 99]. Their designated applications range from stationary [70, 103] to
transient simulations [65, 71, 86], from 0D [27, 34] to 3D [4, 81] models and from
thermodynamic system analysis [31, 36, 85] to controls development [29, 50, 74]
and system optimization [2, 69, 92]. An exemplary choice of the models available
is presented and mentioned here, the reader is referred to the review publications
cited above for further details. Many models are only partially validated due to
a lack of experimental systems. Literature based validation for comprehensive
hybrid power plant models is often traced back to the world’s first pressurized
hybrid SOFC–GT system tested at the University of California, Irvine [68].
The available models provide an excellent foundation for the work presented
here. Naturally, each of the models includes a particular limitation, design choice
or specific focus. This, in turn, makes them unfavorable in this case, especially
since a particular system layout is to be reproduced. Examples are limited
computational performance prohibiting the transfer of stationary findings into
the transient regime [46] and modeling restrictions with respect to e. g. heat
transfer [18] or component parametrization effort [90]. Therefore, the model
framework is redeveloped and recreated to suit the requirements of this work.
These requirements include simple parametrization, computational performance,
modularity, internal and external heat transfer, heat storage capacities and
varying levels of detail per component model.
A particular scope to be addressed is set on efficient heat transfer modeling
and the novel fuel cell model, combining simplicity and feasible quality of results,
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eventually forming a high-performance, high-quality and easy to parametrize
system representation.
Heat Transfer Variation System models are used to predict the operating
characteristics of the system under different conditions and increase the knowledge
concerning cycle layout, control strategies and part-load dynamics. Nonetheless,
previous models developed at the German Aerospace Center (DLR) [46, 60]
do not consider a detailed implementation of energy losses of the system and
systems components, as heat transfer is calculated only for the SOFC stack.
Chyou et al. [32] first built a detailed finite element thermal model of a planar
SOFC stack which is then simplified to a reduced order 1D model to allow
parametric analysis. The importance of thermal losses on the hybrid system’s
efficiency is shown, but no other components are included into the study.
Apfel et al. [6] use finite element simulations to investigate thermal management
strategies including additional SOFC plant components, while Liso et al. [61]
show that part-load efficiency of an SOFC plant is deeply affected by heat
losses through the application of a basic thermal model, but neglect interactions
between components.
Braun and Kattke [16, 53] account for heat transfer and thermal interactions
at system level in a stand-alone SOFC power system, comparing the results
obtained to an adiabatic scenario. The authors conclude that adiabatic models
over-predict oxidant flow rate and under-predict the maximum temperature
gradients, therefore stressing the need for an accurate investigation of heat losses
in SOFC related components, due to the relatively high operating temperature,
internal thermal gradients and thermal management issues.
Publications by other research groups do not provide details on energy losses
concerning hybrid systems. Calise et al. [23, 25] investigate design and part-load
operation with the general assumptions of steady-state process and absence of
heat losses towards the environment. Barelli et al. [9] consider a thermal loss
equal to the 10 % of heat exchanged in the heat recovery section, still no further
consideration is made. In a successive study by the same research group [10], a
complete dynamic model of the hybrid system, based on the previously analyzed
stationary situation, is presented. The scope of the work is the optimization
of the plant’s components through the examination of their transient response
and dynamic interaction. But the models of the components lack a precise
calculation of heat transfer to the exterior. Similarly, X. Wu et al. [100] propose
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a thermal dynamic modeling of the temperatures occurring in a SOFC/GT plant,
but only heat capacities of reformer and fuel cell stacks are considered. No
attention is drawn to the thermal behavior of the other components. Stiller
et al. [95] guess SOFC heat losses and high temperature components such as
burner are considered adiabatic. Lastly, in [18] and [82] Brouwer and Roberts
et al. compare experimental data from the start-up process of the system with
the results of a dynamic simulation. Even though the dynamic and static
performance predictions of the models are excellent, the authors state that too
high temperatures are calculated. This is due to inadequate accounting of heat
losses in the system. Additional work is required in order to accurately quantify
heat losses and temperatures associated with the elements composing the plant.
In this context, the scope of the present work includes the investigation of the
role of heat transfer on the system performance and operation. The system’s heat
losses are introduced in the overall system model, in order to perform simulations
of the hybrid power plant in a more accurate way.
Stack Performance Variation The power ratio of the major sub-systems (SOFC-
module vs. GT) is an indicator for the efficiency as well as operating range
of the system [94]. Due to the different technological maturity the SOFC will
significantly degrade or even completely fail before the GT will experience notable
aging effects [72, 75, 76, 102]. This, in turn, requires a careful investigation of
stack performance related effects based on performance degradation and per-
formance evolution of the SOFC-module. Here, performance evolution requires
replacement with a revised module. The effects of stack performance variations
are investigated within the scope of this work.
Variation of Ambient Conditions Gas turbines are affected by changes in
ambient conditions, such as temperature [84] or pressure [40], while the effect
of humidity is insignificant within the scope of this work [77, pp. 3–5, 3–35].
The pilot power plant will be operated in Central European climate, during
the whole year, throughout day and night. Considering the range of different
climatic conditions throughout the operating time, it is beneficial to gain insight
into system performance while the ambient temperature and pressure are varied.
The currently available literature does not provide any insight into the effects of
ambient conditions on the operating characteristics of the hybrid system layout
presented. Thus, variations of stationary and transient ambient conditions are
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included into the scope of this work.
Transient Power Modulation The power modulation in the hybrid configura-
tion proposed here can be separated into an isothermal and a non-isothermal part,
considering the fuel cell stack temperature. Non-isothermal power modulation
requires stack temperature adaptions, thus involving the thermal capacities of
the related materials. Barelli et al. [11] consider the thermal management a
fundamental issue for SOFC stack lifetime and stress inappropriate temperature
management during load following operation to induce cell performance issues
and failures. A micro-grid integration study from the same group [12] highlights
the importance of system control for unhindered load following operation, but
focuses on efficiency rather than operating limitations. The importance and
stability of cathode air flow control for stack temperature management during
transient hybrid power plant maneuvers is investigated by Zhou et al. [104].
Many publications with focus on controls and thermal management are available,
of which a few are mentioned here [30, 43, 62], but do not focus on or even
consider operating limitations. Lv et al. [63, 64] propose a novel approach to
determine the safe operating zone of a hybrid power plant, where SOFC fuel
utilization is fixed at 0.75 to maintain safe operation for the stack. The resulting
focus on the remaining components and the gas turbine in particular, lacks
information on fuel cell related effects and limitations.
While the crucial role of thermal management for system components is clearly
identified and addressed in literature, the available sources lack proper consider-
ation of operating limitations as such and the effect of operating limitations on
fuel cell stack thermal management strategies, in particular.
This work includes transient power modulation, while operating limits are
respected, to emphasize on the importance of operating restrictions for thermal
management strategies.
2.2 Scope of Work
The scope of work is derived from the available knowledge and scientific potential
presented in chapter 2. Furthermore, it is based on the actual as-built pilot power
plant design and driven by the required understanding of operating conditions
and limits prior to commissioning. The model framework developed and utilized
for the simulations focuses on stationary operation. However, the model is
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designed to operate in transient temperature mode, as well. That means heat
capacities and related temperatures can be resolved over variable time steps to
form temperature-time-discrete and thus transient results. The scope of work
comprises the topics listed below:
• Modeling strategy and framework
• Heat transfer variation
• Stack performance variation
• Ambient conditions variation
• Transient ambient temperature profile
• Transient power modulation.
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3 Fundamentals
This chapter describes required fundamentals for this work.
3.1 Energy Conservation
One approach to maintain the energy conservation in system modeling features
energy balances. The enthalpy H is defined as sum of inner energy U and the
product of volume V and pressure p as given in eq. (3.1).
H = U + p V (3.1)
The change of internal energy ∆U is defined in eq. (3.2) as sum of energy E
transferred from or to the system by any means. Energy transfer by matter
∆Umt cannot be separated into different energy forms, it is directly considered
as internal energy change. However, in this thermodynamic system context
it is beneficial to limit the considered forms of energy to thermal, mechanical,
chemical and electrical energy, denoted by subscript initial letters, respectively.
∆U = ∆Umt +
∑
i
∆Ei ≡ ∆Umt + ∆Eth + ∆Eme + ∆Ech + ∆Eel (3.2)
Thermal Energy The thermal energy change ∆Eth is defined via the first law
of thermodynamics to follow eq. (3.3), with the mean specific heat capacity cp,
the amount of substance n and the temperature difference ∆T .
∆Eth = n cp ∆T (3.3)
Where the mean specific heat capacity is defined in eq. (3.4) as quotient of
specific heat capacity integral and temperature difference.
cp =
T2∫
T1
cp dT
∆12T
(3.4)
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Mechanical Energy The mechanical energy change ∆Eme is shown in eq. (3.5).
It contains kinetic ∆Ekin and potential ∆Epot energy changes, where the kinetic
energy change can be separated into rotational and translational energy changes.
Involved parameters are the mass m and the velocity v as well as the moment of
inertia J and the angular velocity ω, the acceleration a and the perpendicular
length L⊥.
∆Eme = ∆Epot + ∆Ekin = ma∆L⊥ +
(
m∆v2
2 +
J ∆ω2
2
)
(3.5)
Chemical Energy The change in chemical energy is based on the reaction
enthalpy ∆hr, given with eq. (3.6). The measurable reaction enthalpy requires
the partial molar enthalpy hi, which, for ideal gas mixtures, is equal to the
enthalpy of formation hf , and introduction of the stoichiometric number ν,
which denotes the number of molecules of any given species that participates
in a reaction. Furthermore, a sign convention is required where products have
positive and reactants have negative stoichiometric numbers. The subscript k
denotes reactants and products of a corresponding reaction.
∆hr =
∑
k
(νk · hfk) (3.6)
Now, the chemical energy change of a gas mixture ∆Ech can be expressed as
eq. (3.7), with the help of the change in amount of substance ∆ni and the reaction
enthalpy ∆hri , where i refers to a particular species within the gas mixture.
∆Ech =
∑
i
[
∆ni
∑
k
(
νi,k · hfi,k
)]
(3.7)
Electrical Energy The electrical energy change ∆Eel is given in eq. (3.8),
where the current change ∆I and voltage change ∆V are multiplied with the
corresponding time-step t.
∆Eel = I V ∆t (3.8)
3.2 Thermodynamic State Functions
The thermodynamic state functions required for the system modeling can basically
be divided into two sets. The first set comprises the specific enthalpy h, the
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specific free enthalpy g, also known as Gibbs energy and the specific heat
capacity at constant pressure cp. The following eqs. (3.9) to (3.11) show the
seven-coefficient polynomials to compute the corresponding values per species.
The actual polynomial factors a for each relevant species are taken from [21].
The temperature T and the ideal gas constant R are required as well.
hT = RT
(
a1 +
a2T
2 +
a3T 2
3 +
a4T 3
4 +
a5T 4
5 +
a6
T
)
(3.9)
gT = RT
[
a1 (1− lnT )− a2T2 −
a3T 2
6 −
a4T 3
12 −
a5T 4
20 −
a6
T
− a7
]
(3.10)
cp = R
(
a1 + a2T + a3T 2 + a4T 3 + a5T 4
)
(3.11)
The subscript T denotes the technical or engineering enthalpy defined in eq. (3.12)
below. Here, the subscript f refers to formation.
hT = ∆h298f +
T∫
298
cp dT (3.12)
The second set of thermodynamic state functions is formed by the temperature
T , the pressure p, the amount of substance n and the volume V . They are related
with help of the ideal gas constant R through the ideal gas law [55, p. 244] shown
in eq. (3.13).
p V = nRT (3.13)
The gases are considered ideal within the scope of this work. The ideal gas law
neglects molecular size and intermolecular attractions. It is most accurate at low
pressures and high temperatures [28, pp. 138], both conditions to be expected
within the system.
Furthermore, most analyses carried out within this work focus on energy flows
or powers rather than energies for convenience. The system is an open system,
thus itself and its components are described best with a comparison of actual in-
and outflows, whether matter or energy based. Flows are time based (1/t) and
denoted by a superscript dot.
13
3 Fundamentals
3.2.1 Gas Mixing
The system model requires detailed knowledge on variable gas mixtures. For
example, the gas mixture that enters the reformer is determined by the recircu-
lation ratio (RR), the fuel gas composition and the actual SOFC module power
output, amongst other parameters.
The computation of thermodynamic properties for a gas mixture follows the
molar fraction, denoted by X, based approach shown in equation eq. (3.14). The
specific heat capacity cp is depicted for exemplary reasons, the same concept
applies to many other property functions. The subscript tot generally denotes
total, in this specific context it is a total gas mixture, while i is the element
index, in this context each element refers to a species.
cp,tot =
∑
i
cp,i ·Xi (3.14)
Within this section the state functions and the required computational methods
to achieve those for gas mixtures are declared, thus allowing enthalpy based
energy balances for the system modeling.
3.2.2 Thermodynamic Equilibrium
Many modeling approaches used within this work require computation of the
thermodynamic equilibrium. This is often done by deploying numerical solvers
to find the global free enthalpy minimum of the desired species mixture. The
Cantera suite, consisting of many different object-oriented software tools to
solve problems involving chemical kinetics, thermodynamics, and/or transport
processes, is used for equilibrium calculations in this model [41]. The reaction
mechanism used within Cantera is called GRI-Mech 3.0 [93]. The original
mechanism comprises 53 species, but is deliberately limited within this work to
the seven species mentioned in table 5.2 for computational efficiency.
3.3 Heat Transfer
Heat transfer can significantly affect state functions in singular components as
well as in complex systems, where the cumulated effects might superimpose in
order to either stress or relax the current situation. In general, heat flow Q˙ is
transferred through a thermal resistance Rth due to a temperature difference
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∆T as given by eq. (3.15) [28, pp. 129].
Q˙ = ∆T
Rth
(3.15)
The thermal resistance of a device can be determined either based on experi-
mental results or requires detailed knowledge on the actual geometries, materials
and ambient situation for proper calculation. The three modes of heat transfer
are convection (cnv), conduction (cnd) and radiation (rad), all of them considered
within the model. The thermal resistances corresponding to the interface effects
convection and radiation of a related area A are given with eqs. (3.16) and (3.17),
where the convective and radiative heat transfer coefficients hcnv and hrad are
required, respectively.
Rcnv =
1
hcnv ·A (3.16)
Rrad =
1
hrad ·A (3.17)
Convective and radiative heat transfers from a surface are commonly coupled in
parallel [83, pp. 1.10], forming eq. (3.18).
Rcnv+rad =
1
(hcnv + hrad) ·A (3.18)
The thermal conductivity kcnd governs the heat transfer through a material
along with its geometric details. It is common to simplify real geometries of
components by either flat plate (flt) or cylindrical (cyl) representations [14, p. 19,
p. 25]. Both cases are shown with eqs. (3.19) and (3.20), where thickness t and
area A are required for the flat plate and the radii r and the length L determine
the cylindrical situation.
Rcnd,flt =
t
kcnd ·A (3.19)
Rcnd,cyl =
ln
(
r2
r1
)
2piL · kcnd (3.20)
A cylindrical sample scenario is schematically depicted in fig. 3.1. The total
thermal resistance Rth is given in eq. (3.21), using eqs. (3.18) and (3.20). The
number of heat conductive material layers is variable to allow for multi-layer
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insulation components.
Tgas Ta
Rcnv Rcnd Rcnv+rad
hahgask
r1
r2
T1 T2
Q˙
Figure 3.1: Representation of the thermal resistances of a tube with a hot gas
flowing inside and ambient air outside.
Rth =
 1
hgas r1
+
n∑
i=1
ln
(
ri+1
ri
)
ki
+ 1
ha rn+1
 1
2pi L (3.21)
Applying eq. (3.15) yields the heat loss of the sample scenario Q˙tube.
Q˙tube =
Tgas − Ta
Rth
Convective Heat Transfer Coefficient The thermal conductivity of solid mate-
rials ksolid is a material property that typically can be found within material data
sheets, often as function or at least with some experimentally defined nodes over
temperature, whereas the thermal conductivity of gases require thorough con-
sideration of actual species properties and their interactions. The single species
dynamic viscosities µ and thermal conductivities kgas are taken from the NIST
database [58]. For gas mixtures both properties require calculation according to
Wassiljeva’s rule [96, p. 169] as in eq. (3.22) with use of the correction factor Φij
from Mason and Saxena [66] given with eq. (3.23), where the molar mass M and
the molar fraction X are used.
µ =
∑
i
Xi µi∑
j Xj Φij
(3.22)
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Φij =
1
2
√
2
(
1 + Mi
Mj
)−1/2 1 + (µi
µj
)1/2(
Mi
Mj
)1/42 (3.23)
The Reynolds number Re can be calculated with eq. (3.24), using the density ρ,
the flow speed v and the characteristic length Lc, once the dynamic viscosity µ
is determined.
Re = ρ v Lc
µ
(3.24)
Natural convection in general requires the dimensionless Grashoff number Gr for
further computation, but since slightest air flows, e.g. from an air conditioning
systems, open windows etc. cause flow disturbances, the more practical approach
of forced flow and thus the dimensionless Prandtl number Pr is used here. The
Prandtl number is determined via eq. (3.25), where the specific heat capacity cp,
the dynamic viscosity µ and the thermal conductivity kgas are used.
Pr = µ cp
kgas
(3.25)
Next the Nusselt number Nu is calculated with eq. (3.26). Many heat transfer
correlations for Nu are available in literature. The ones considered within this
work are functions of Reynolds and Prandtl numbers, some require the Darcy
friction factor fD as well. More information on these mechanisms, that go beyond
the scope of the present work, can be found in specific texts available in literature
[83, pp. 1.6, 13, pp. 30]. A more detailed explanation of the actual relations
used here can be found in Salettis master thesis [87, pp. 18] that was prepared
in conjunction with the work presented here.
Nu = f (Pr, Re, [fD]) (3.26)
The convective heat transfer coefficient hcnv is given with eqs. (3.27) and (3.28)
and requires the Nusselt number Nu, the thermal conductivity kgas and a
characteristic geometric property, either length Lc for flat plate or diameter d
for cylindrical simplifications, respectively.
hcnv,flt =
Nu kgas
Lc
(3.27)
hcnv,cyl =
Nu kgas
d
(3.28)
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Radiative Heat Transfer Coefficient The computation of the radiative heat
transfer coefficient hrad is based on the Stefan-Boltzmann law along with the
related parameters emissivity ε, view factor F and the Stefan-Boltzmann constant
σ. Radiation is not the dominant mode of heat transfer for the system analyzed,
thus the assumptions of gray and diffuse bodies are made along with the unitary
view factor. Further details on radiative heat transfer effects are available in
the corresponding literature [73, pp. 131, 83, pp. 7.1]. The Stefan-Boltzmann
equation is rearranged in linear form to properly couple the convective and the
radiative heat transfer coefficients. The radiative heat transfer coefficient hrad is
therefore defined with eq. (3.29) and requires the surface temperature Tsurf as
well as the ambient temperature Tamb, and the emissivity  in conjunction with
the Stefan-Boltzmann constant σ.
hrad = ε σ
(
Tsurf
2 + Tamb2
) (
Tsurf + Tamb
)
(3.29)
The necessary means and simplifications for heat transfer are presented within
this subsection. The next consecutive step is to define the heat storage concept
used for the transient part of the system model.
3.4 Thermal Energy Storage
Transient situations require a proper consideration of energy storage capacities
within the modeled entity. The transient energy balance eq. (3.30) is used, where
the energy flows E˙ are complemented by the storage term S˙, forming a sink or
source, respectively.
∂Etot
∂t
=
∑
E˙in −
∑
E˙out +
∑
S˙ (3.30)
The storage term S˙ typically involves all different kinds of energy flows. For
the system analyzed here kinetic, potential and mechanical energy storage are
neglected since no related storage capacities are involved. Therefore, the storage
term can be limited to thermal energy storage based on the heat capacities of the
materials involved. A schematic representation of the simplified heat capacity
Cth formed by any material is provided with fig. 3.2 while eq. (3.31) shows its
definition for a volume V in which specific heat capacity cp and density ρ are
considered constant.
Cth = ρ cp V (3.31)
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Transient heat transfer computations are based on differential equations and
non-linear expressions, where numerical methods allow for an approximation of
the solution. For explicit methods the solution of time-step n+1 is evaluated at
time-step n. Therefore, explicit methods assume fixed conditions throughout a
time-step. This, in turn, leads to a limitation of length of the chosen time-step
to ensure numerical stability. Typically, explicit time-steps require a stability
criterion, e.g. based on Fourier’s number Fo to provide physically valid results
[80, p. 57].
Rth
T1 T2
TSCth
Q˙T
Q˙S
Figure 3.2: Schematic representation of a material with thermal resistance
Rth and thermal capacity Cth. Transfered heat Q˙T flows from a
higher temperature T1 to a lower one T2 through the resistance. A
fraction of the transfered heat flow is stored in the capacity with
the storage heat flow Q˙S which is based on the storage material
temperature TS. Heat flow directions may vary depending on the
actual temperatures.
The alternative numerical method is implicit, where time-steps n and n+1 are
evaluated together. This, in turn, requires the solution of the interlinked system
together at once. This procedure is computationally unfavorable in comparison
to the explicit computation, but it is unconditionally stable and no time-step
limitations are given [80, pp. 58].
The system considered is complex and nominal operating parameters vary
significantly from the ambient situation. Therefore, conditioning of initial values
is difficult. Furthermore, thermal systems show a logarithmic behavior for many
parameters over time, especially the temperatures. This allows for large implicit
time-steps with small parameter variations when approaching the equilibrium
after the initial system response to any parameter variation. Together, these
factors favor the implicit solution, that is chosen to solve the system.
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For the actual details of the transient and spatially resolved heat transfer
solution process a master thesis was carried out in accordance with this thesis.
It is also involving sensitivity analyses to understand effects of e.g. geometric,
linearization and dimensionality simplifications [87].
The heat storage fundamentals are provided in this section, previous sections
cover energy conservation, basic functions and heat transfer
3.5 Gas Pressure Changes
The gas turbine process, an idealized cycle named Brayton- or Joule-cycle, is
an essential part of the hybrid power plant, involving a series of temperature
changes within a heat engine. The required temperature changes are induced
either by heat supply/removal or by pressure changes, respectively. The heat flow
Q˙ was already introduced with the heat transfer eq. (3.15). The pressure change
of a gas requires work, often denoted in form of specific technical compressor
work wT. It is helpful to recall the relation of the isentropic exponent κ with
eq. (3.32) and the ideal gas constant R with eq. (3.33), both expressed with the
help of specific heat capacities at constant pressure cp and constant volume cV.
κ = cp
cV
(3.32)
R = cp − cV (3.33)
The technical work required to perform a desired pressure change also depends
on the isentropic compressor or turbine efficiency ηis and is given with eq. (3.34)
while the output temperature Tout can be determined with eq. (3.35). Both
equations require application of a sign convention, where the compression factor
kc is unitary negative in case of compression and unitary positive in case of
expansion.
wT = cp Tin ηiskc
[(
pout
pin
)R/cp
− 1
]
(3.34)
Tout = Tin + ηiskc
[
Tin
(
pout
pin
)R/cp
− Tin
]
(3.35)
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3.6 Electrochemical Energy Conversion
The electrochemical energy conversion typically utilizes an electrolyte that
conducts ions but isolates electric current. Therefore, the reactions involved are
split into the anode and cathode reactions where fuel and oxidant are supplied
separately. The actual details depend on the fuel cell type. The fuel cell type
used here is a oxygen ion conducting solid oxide fuel cell (SOFC). It typically
requires operating temperatures above 900 K to allow the ionic transport within
the electrolyte [56, pp. 209]. The redox-reactions of all fuel species present in
the analyzed system are presented in eqs. (3.36) to (3.38).
CH4 + 2O2 
 2H2O + CO2 + ∆hr (3.36)
H2 + 1/2O2 
 H2O + ∆hr (3.37)
CO + 1/2O2 
 CO2 + ∆hr (3.38)
Open Circuit Voltage The open circuit voltage VOCV is a function of the
partial pressures of the reactants and products pi involved and is given by the
Nernst eq. (3.39) [56, p. 37]. It is helpful to recall the sign convention for the
stoichiometric numbers ν, where products are positive and reactants are negative,
respectively. The number of electrons transferred in the reaction is denoted z
while the Faraday constant F is commonly termed.
VOCV =
∆g0
z F
+ RT
z F
ln
[∏
i
(
pi
p0
)νi]
(3.39)
Different reactions need to be considered and combined in case of fuel mixtures.
Therefore, a common approach is to express the Nernst equation based on the
quotient of partial oxygen pressures in the fuel and oxidant compartment. It is
required to consider equilibrium gas compositions in both compartments for this
approach. Typically, the mechanical integrity of the solid oxide itself is limited
due to its brittle nature and thin geometry, allowing only small differential
pressures between the two compartments. The differential pressures possible
with the cells used in the reference system are insignificant for the Nernst based
voltage computation and thus neglected.
This enables further simplification of eq. (3.39), using the oxygen molar
fraction XO2 leading to eq. (3.40). The number of electrons z related to an
oxygen molecule O2 is four, thus it is directly incorporated. This approach
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spares the determination of the related Gibb’s enthalpy per species but requires
equilibrium computation for the gas flows involved, prior to the application of
eq. (3.40). The actual operating pressure is respected through the equilibrium
computation, thus pressure is affecting eq. (3.40) although it does not directly
show this dependence.
VOCV =
RT
4F ln
(
XO2,ANO
XO2,CAT
)
(3.40)
While the OCV indicates the voltage depending on operating pressure and
gas compositions when no current is drawn, eq. (3.8) shows that an electrical
current is required to provide electrical energy from the system. Different loss
mechanisms start to affect the system once the electrical current is other than
zero. The losses are often referred to as activation, ohmic and concentration
losses, each including different mechanisms to lower the operating voltage [56,
pp. 47]. The extensive fundamental details of the different loss mechanisms are
beyond the scope of this work. Please refer to the upcoming modeling chapter,
section 5.3.7 in particular, for details on how voltage losses are considered in this
work.
Area Specific Resistance It is common to use area specific quantities when
referring to fuel cells to allow comparison of different cell or stack sizes. Therefore,
the electric current is commonly expressed as current density i in A cm−2 and
put in relation to the voltage change of different loss mechanisms. Following
this approach, the resistances formed by the different loss mechanisms are often
expressed as area specific resistance (ASR) in Ω cm2.
One means to assess the different loss mechanisms is electrochemical impedance
spectroscopy (EIS). The very details of this method are beyond the scope of
this work, Wagner et al. [98] give a good example of its application to fuel cells.
While different loss mechanisms can be assessed with help of EIS, the particular
interest here focuses on the ohmic ASR which is often expressed as function of
temperature. It incorporates the materials ohmic resistance as well as further
effects like contact quality between the different cell layers. The voltage drop
due to ohmic losses ∆VΩ is given with eq. (3.41).
∆VΩ = i ·ASRΩ (3.41)
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Fuel Conversion Considering eq. (3.39) with the related convention for the
stoichiometric number ν allows to understand that the fuel conversion (often also
called utilization) reduces the voltage since less reactants and more products are
available. This poses an optimization problem since fuel cells convert fuel during
operation and their efficiency would benefit from excess fuel while the system
efficiency is the ratio of fuel input to electrical net power output. Furthermore,
real SOFC systems require a certain amount of excess fuel to avoid local fuel
starvation due to imperfect gas and temperature distribution. The fuel utilization
(FU) is calculated based on Faraday’s law of electrolysis, where a change in molar
flow ∆n˙ corresponds to a change in current ∆I as shown in eq. (3.42).
∆I =
∑
i
∆n˙i · zi · F (3.42)
The fuel utilization is given by the ratio of current change ∆I to the initial
maximum current Imax as shown in eq. (3.43).
FU = ∆I
Imax
(3.43)
3.7 Carbon Formation
Gaseous hydrocarbon fuels have the tendency to form solid carbon in different
forms if certain conditions are met. These conditions basically involve the gas
composition, temperature and pressure amongst others. A detailed investigation
of the carbon formation tendency is very complex and requires specific knowledge
e.g. on chemical reaction kinetics, topographic and catalytic properties of surface
materials involved and further parameters, all of them typically unavailable in a
0D model. Therefore, this system model does not aim at a thorough investigation
of solid carbon formation. Nonetheless, a very basic form of carbon formation
assessment is incorporated. It is based on a chemical equilibrium calculation
(see section 3.2.2) to indicate if solid graphite formation should be expected for
the simulated conditions. The equilibrium composition for which the existence
of solid graphite is to be expected is presented in fig. 3.3 for different exemplary
temperatures at the exemplary pressure of 0.3 MPa.
This chapter describes the fundamental relations required to understand the
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Figure 3.3: Solid graphite formation based on chemical equilibrium calculations
for different exemplary temperatures at a pressure of 0.3 MPa. Car-
bon existence is likely for compositions with carbon atom fractions
above the plotted equilibrium lines.
course of the document. The following chapter is dedicated to the actual layout
and component details of the system.
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Plant
The basic concept of this hybrid power plant is to combine energy converters
to gain synergies for electricity supply. Here, synergies may refer to electrical
efficiency, but other effects like increased operating range are also taken into
account.
4.1 Principle of Operation
The type of hybridization is a directly coupled architecture where the exhaust
gas emitted by the fuel cell module is directly fed to the combustor to drive the
turbine. The gas turbine design features a single shaft for compressor, turbine
and the generator/motor unit. The turbine exhaust gas still incorporates a
significant amount of thermal energy that is further utilized in a heat exchanger
to preheat the compressed air. The simplified system architecture is shown with
the block model in fig. 4.1.
4.2 Components
The system requires several additional components for proper operation. These
components and their relevance are described within this section.
4.2.1 Reformer
The utilization of hydrocarbons as fuel requires reforming processes, in this
particular case steam reforming is used. The reforming can be done directly at
the SOFC entry, but for safety reasons a separate reformer is included in the
system design. This reformer (REF) is sacrificed in case of reforming problems
where e.g. carbon deposition occurs due to transient operating phenomena or
recirculation blower malfunction. It is designed to be easily exchanged and is
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FCM
HEX
GENACP TUR
Fuel
Air
Exhaust
Figure 4.1: Block schematic of simplified directly coupled SOFC/GT hybrid
power plant system architecture. ACP: Air Compressor | FCM: Fuel
Cell Module | GEN: Generator | HEX: Heat Exchanger | TUR: Tur-
bine
orders of magnitude less expensive compared to the SOFC module. The reformer
in its housing is shown in fig. 4.2. The housing manufacturer is Maschinenbau
Figure 4.2: Reformer housing
Wagner GmbH while the catalyst core is named HiFuel R44 and produced by
Jonhnson Matthey. It is based on a monolithic alumina substrate with a diameter
of 144 mm, a length of 152 mm, 600 cubes per square inch and coated with a
precious metal catalyst.
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4.2.2 Recirculation Blower
Steam reforming requires a sufficient amount of water. Since water is the product
of the most basic fuel cell reaction, which is the hydrogen oxidation, we have
water readily available at system temperature and pressure at the SOFC module
outlet during operation. The reaction requires fuels containing hydrogen and
since system operation is planned with hydrogen, natural gas and synthetic gas
(here referring to a mixture of H2, CH4, CO and CO2) an anode gas recirculation
blower (REC) is included in the system. The recirculation avoids the energetically
expensive phase change and heating of water from ambient conditions to operating
conditions. On the other side, this design choice requires start-up of the system
with pure hydrogen to make product water available once the transition to
hydrocarbon based fuels is performed. The recirculation blower is shown in
fig. 4.3. The blower is fabricated by CAP CO., LTD in cooperation with Osaka
Figure 4.3: Recirculation blower
Blower MFG. CO., LTD. The maximum continuous operating temperature is
rated at 1130 K, the volume flow may contain flammable gases as well as water
vapor and peaks at about 4 m3 min−1. The maximum static pressure peaks short
of 8 kPa.
4.2.3 Combustor
SOFC operation requires excess fuel to avoid the effect of local fuel starvation
which causes irreversible degradation. This results in chemical energy in the
SOFC exhaust gas that can be converted into heat by means of a combustor
(CBR). Start-up and specific transient maneuvers require a combustor as well.
The combustor, depicted in fig. 4.4, also acts as means for pressure equilibra-
tion between fuel and oxygen compartment in the chosen system design. The
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Figure 4.4: Combustor head, final design pending. Developed by DLR Institute
of Combustion Technology.
combustor is currently under development at the DLR Institute of Combustion
Technology. Preliminary atmospheric tests indicate an air split of 21 % to be
beneficial to maintain stable combustion for the required operating range.
4.2.4 Gas Turbine
Integral part of a gas turbine is the expansion turbine (TUR) used to convert the
pressure and temperature difference of the feed gas into rotational energy. The
air compressor (ACP) is mounted on a single shaft together with the turbine.
The mechanical energy gathered during gas expansion in the turbine is provided
for air compression and transport through the system. The generator (GEN) is,
again, mounted on the single gas turbine shaft. Its purpose is to transform the
excess rotational energy after air compression into electricity. On the other hand,
it is also a motor that can support the turbine in driving the compressor, e.g.
during start-up or specific transient maneuvers. The gas turbine power core is
depicted in fig. 4.5. The gas turbine manufacturer is Micro Turbine Technology
Figure 4.5: Gas turbine power core, comprising turbine, compressor and gener-
ator
28
4.2 Components
B.V. The actual controls and many auxiliary components are highly customized
to suit the requirements in a combined hybrid power plant operation. The gas
turbine operates at a maximum rotational speed of 240 000 rpm while up to
55 g s−1 of air are supplied to the system by the compressor. The maximum
electrical power output ranges around 3 kW while the dependence on ambient
and operating conditions is significant.
4.2.5 Heat Exchanger
The heat exchanger (HEX) is used to transfer heat from the exhaust gas to
the compressed air in order to improve overall fuel to electricity efficiency and
maintain the differential temperature limits of certain components. It is a co-flow
design, optimized for low differential pressures, thus carried out with twin units.
The heat exchanger twin units are fabricated by Hiflux Ltd. and shown in fig. 4.6.
Figure 4.6: Heat exchanger twin units
4.2.6 Pressure Vessel
The gas turbine operation requires a certain pressure difference within the system
in contrast to the surrounding. Since the SOFC module lacks the required
mechanical pressure stability, an enclosing pressure vessel (VES) is required. The
vessel, which is shown in fig. 4.7, houses the reformer as well as the recirculation
blower and the SOFC module itself. The inner lining of the vessel contains a
relevant amount of insulation since the enclosed components are operated at
elevated temperature levels and will lose a certain amount of energy into the
vessel, although each component is already insulated separately. The vessel is
fabricated by FCT Systeme GmbH and designed to allow an operational pressure
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Figure 4.7: Pressure vessel
of up to 0.5 MPa and internal temperatures of up to 670 K. It features several gas
tight electrical connections along with several double walled high temperature
gas tubes to transfer gas with temperatures up to 1125 K through the lid. It is
designed to carry the weight of the fuel cell module (about 2500 kg) on a motor
driven platform, resembling a drawer system for loading and unloading the fuel
cell module. The vessel itself weights about 3000 kg.
4.2.7 SOFC module
The SOFC module contains the fuel cells itself as well as the required gas
manifolding and exhaust connections. The required electrical connections are
enclosed in a separately air cooled sensor compartment in the bottom part of the
module. The sensor compartment is pressure controlled and eventually connected
to the ambient, thus all sensor compartment cooling means are directly lost
for the system. For visual and computational reasons the SOFC module is
virtually split into the fuel or anode compartment (ANO) and the air or cathode
compartment (CAT) in the course of this document, in particular for the block
models. The SOFC module is depicted in fig. 4.8. The fuel cell module is made
by sunfire GmbH. The module comprises 1440 ESCs grouped in stacks with 30
cells each, where four stacks form a tower of which two are combined into one
sub-module. The maximum continuous operating temperature is about 1130 K
while specific attention is required by the maximum pressure difference of 5 kPa
between the cell compartments itself and to the surrounding. The rated electrical
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Figure 4.8: SOFC module with fuel and air inlets and outlets and sensor
compartment located at the bottom.
power depends on the operating details and ranges around 30 kW.
4.2.8 Fuel Compressor and Storage
The virtual system design includes a separate fuel compressor and a fuel storage
unit. However, the existing gas supply system for the real pilot power plant
features a centralized high pressure natural gas feed. Therefore, the inlet gas
properties are easily tuned to the desired inlet pressure at approximately ambient
temperature without use of the local fuel compressor. Nonetheless, both virtual
components are included to allow for a complete system assessment, independent
from infrastructure.
4.3 System Architecture
The simplified system architecture (fig. 4.1) used for general understanding of the
operating principle can now be further detailed with the components explained
above to present an enhanced insight in the actual system layout as per fig. 4.9.
The different sub-system interactions are complex. Beginning with e.g. matter
transport from the air to the fuel compartment in the SOFC module, continuing
with heat transfer from sub-systems located in the pressure vessel to the vessel
purge air and eventually the indirect heat transfer of exhaust gas to compressed
air in the heat exchanger to name just a few interactions. A system model is
required to predict the system operation due to the number and complexity of
the interactions.
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VES
REF FCM
REC
Fuel CBR
HEX
Exhaust
TUR
ACP
Air
ShaftGEN
Figure 4.9: Block schematic of functional directly coupled SOFC/GT hy-
brid power plant system architecture. ACP: Air Compressor |
CBR: Combustor | FCM: Fuel Cell Module | GEN: Generator |
HEX: Heat Exchanger | REC: Recirculation | REF: Reformer |
TUR: Turbine | VES: Vessel |
The complete system architecture is presented in fig. 4.10. Transfer tubes as
well as auxiliary components like electric load, grid-feed and -supply are included
to provide a comprehensive system layout. Furthermore, the numbers given in
the schematic are used for addressing purposes, both, for transfer vectors as well
as for components. Heat losses are considered per component, although these
losses are not graphically depicted in the figure to ensure readability.
This chapter describes the system architecture, the principle of operation and
the details of relevant components required to understand the course of the
document. The following chapter is dedicated to the general modeling approach,
the fundamental computations and the actual system and component models to
eventually allow proper assessment of the simulation results.
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5 System Model
The 0D hybrid power plant model is designed to improve the understanding
of stationary and transient effects on system level. The focus is set on the
particular system architecture and component details available through the
actual installation of the real pilot power plant. It is an evolutionary combination
of existing modeling strategies, where previous models cover either gas turbine
details [78], SOFC details [59] or a complete hybrid power plant but with focus
on certain details like elementary kinetic effects [46].
5.1 General Modeling Approach
The model developed within the scope of this work is based on a 0D lumped
model concept with pronounced focus on system behavior and effects. It provides
modularity to account for potential design adaptions as well as to support
efficient programming and computation. Furthermore, it is based on certain
mathematical and conceptual simplifications (see sections 5.1.3 and 5.3 for
details) to further improve computational efficiency while feasible accuracy is
maintained. This modeling concept allows for extended parameter variation
to either expand the field of view or to improve the resolution of investigated
parameter ranges. In addition, the chosen approach allows for new features
like proper accounting of heat transfer effects and extended investigations like
component degradation, dynamic changes to ambient situations and eventually
transient system maneuvers. All this is based on a totally revised code basis,
ready for future adaptions and consequential investigations.
5.1.1 Dimensionality
The reasons for choosing a 0D lumped model concept are computational speed
and accuracy requirements, both derived from the system analysis point of view.
The computational speed is required to solve the complex system with many
inter-dependencies for different scenarios and to investigate transient effects.
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The accuracy requirements are driven by the close relation of the model to the
actual pilot power plant. The model is used to predict scientifically relevant effects
for system operation based on a continuously growing availability of experimental
sub-system results. With available component geometries and details, backed
up by experimental results, a 0D block model offers reasonable accuracy for
system modeling based on a input/output parametrization. While 0D model
parametrization requires inputs and outputs only, 1D or higher dimensional
models require a very sophisticated experimental set-up to properly understand
and parametrize any given component. Furthermore, this is reasonable if the
component itself is the focus of an investigation, only. Here, the overall system
behavior is of superior significance, thus internal component effects are neglected
or simplified wherever their effect on overall system behavior is considered
insignificant.
5.1.2 Modularity
The system model follows the above mentioned modular approach and is imple-
mented in a MATLABr environment. It is based on a set of modular sub-systems,
which in turn are based on several fundamental computation blocks that compute
gas or material properties and thermodynamic state functions.
The model also comprises several auxiliary blocks like one for physical constants
as well as one forming the desired modeling boundaries, defining e.g. ambient
conditions, fuel type and component geometries. Another auxiliary block for
controlling the system wide energy and mass balances is implemented. It is based
on block addressing to allow for easy variations of the model architecture. This
addressing scheme also allows for efficient programming in terms of centralized
management of sub-model interactions.
A multidimensional solver is deployed for the efficient solution of fundamental
computation blocks and sub-system problems as well as for the overall system
solution. The solver is based on a combination of Broyden’s method [19] and
Brent’s optimization method for the utilized line search [17, pp. 61], both created
to numerically solve root finding problems. The solver was developed within the
Institute of Combustion Technology at DLR Stuttgart [54].
The modular structure of the code basis is shown in the generalized fig. 5.1.
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Solver
System
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Boundaries Constants Results
Figure 5.1: The developed MATLAB® code basis follows a modular approach
for enhanced variability as well as programming and computational
efficiency.
5.1.3 Simplifications
One of the major requirements to accomplish the objectives of this thesis is
computational efficiency. This is granted by several mathematical and conceptual
simplifications as mentioned above. An exemplary mathematical simplification
is the conversion of certain mathematical problems into a computationally
more efficient shape without losing its original quality, e.g. the polynomial
transformation according to Horner’s method [15, p. 8].
Conceptual simplifications mean trading quality of results for computational
speed, e.g. based on approximations. For example, the internal heat transfer
coefficient requires the Darcy friction factor, which is given by the non-explicit
Colebrook-White correlation. Approximations available in literature show a gain
of one order of magnitude in computing time while the actual deviation of results
is below 0.1 % [39] .
Different mathematical and conceptual simplifications are used throughout
the model, further details are provided in the upcoming section 5.3.
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5.1.4 Model Advantages and Restrictions
The chosen modeling approach causes advantages and restrictions which are
discussed within this section. The advantages and restrictions are summarized
in table 5.1 while corresponding details are provided below.
Table 5.1: Summarized model advantages and restrictions.
Advantages Restrictions
• Modularity • System focus, not designed to investigate
• Computational efficiency components details
• Expandability • Temperature-time-discrete (quasi-dynamic)
• Variability • Result quality depends on parametrization
• Efficient parametrization • Thermodynamic equilibrium code prohibits
development of controls
• Focus on most significant species
Advantages The major purpose of the model is to predict and investigate the
behavior of an actual pilot power plant, thus implementation of experimental
results gained through component pretests is of superior importance. A compo-
nent is best characterized by its input to output behavior as long as the focus
remains on the overall system performance. Therefore, the easy to parametrize
0D modeling strategy is an advantage considering the specific focus of this work.
Furthermore, the computational efficiency allows for integration of new aspects
like dedicated heat transfer computation and dynamic variation of boundary
conditions. It also enables to vary a high number of parameters over a wide
range or to gain insight in effects of interest with a very detailed resolution
within a specific range. Those findings would stay hidden in case of limited field
of view or coarse resolution of results, both potentially governed by a lack of
computational efficiency.
The modularity allows for easy adaption of potential architecture improvements
as well as it is supporting efficient coding and the ability for future subsequent
use of certain blocks or even the adaption of the whole model for a new purpose.
For example, certain model fragments can be exported and easily adapted to
the needs of detailed multidimensional component investigations. On the other
hand, the system layout can easily be adapted to comprise a reversible solid
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oxide cell module (rSOC) and therefore form a completely different system with
little effort.
Restrictions The model structure is designed for 0D system investigations,
while detailed component investigations require multidimensional sub-systems,
that in turn would slow down the whole system model significantly, even beyond
the point of virtual non-functionality. Therefore, the model is not built to do
detailed component investigations.
The transient part of the model is quasi-dynamic. It is temperature-time-
discrete to allow investigation of temperatures over time with variable time steps.
Although the time steps can be chosen to be infinitesimal small the model is
based on a stationary thermodynamic equilibrium concept within the chosen
time step.
The parametrization is of superior importance. The model requires experimen-
tal data for specific block functionalities to operate with the desired accuracy.
For example, turbine and compressor maps provide isentropic efficiencies with the
dependence on mass flow, pressure and rotational speed. If details are unavailable
for a certain component, more simplistic approximations are required and in
turn the quality of the results is reduced accordingly. More basic functions like
heat transfer and heat capacity details require knowledge on the geometries
and materials of a component. Again, the quality of results is improved if
experimental results are available to parametrize these details.
The gaseous species considered throughout the model are limited to the ones
listed in table 5.2 for computational efficiency reasons as discussed in section 5.1.
Table 5.2: List of gaseous species considered for mixtures throughout the model.
1 2 3 4 5 6 7
Chemical formula CH4 H2 CO CO2 H2O O2 N2
5.1.5 Error Discussion
The error discussion for this thesis is carried out on a general basis. The
number of components involved is tremendous, while the availability of particular
error limits and related error probabilities is severely limited. Furthermore, the
extensive operating range of the hybrid power plant requires these details to be
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available over a very broad range to properly assess the particular errors and the
resulting error propagation per operating point. Detailed error analyses and error
propagation analyses are omitted intentionally, since the required information
is virtually unobtainable, especially with feasible effort within the range of this
thesis.
However, particular component model errors and experimentally defined pa-
rameters are investigated in detail where appropriate, e.g. see figs. 5.9 and 5.10
for the fuel cell voltage model divergence.
Furthermore, the model parametrization quality governs the overall quality
of results. Considering the significant effects of adiabatic vs. non-adiabatic
modeling, the insulation materials provide for an excellent exemplary scenario
how uncertainties are handled within this work. The heat transfer through a solid
material is governed by its conductive heat transfer coefficient. This material
property is typically available from data sheets for a limited temperature range
and, if at all, for a limited number of nodes over temperature. While the required
fit might form a virtually perfect representation of the nodes, the essential
problem of manufacturing quality is inaccessible. High temperature insulation
fabrication processes involve batch manufacturing, with the known challenges
of reproducibility. In addition, the feedstock comes from natural sources with
the related and significant fluctuations in composition. These factors add up to
a significant total uncertainty reflected in data sheet parameter quality. Data
sheets often indicate significant ranges for material compositions but lack the
declaration of uncertainties of properties.
Sticking with the insulation material example, the next challenge arises from
assembly variations. Insulation material assembly is never perfect, due to
geometrical imperfections as well as due to the involved manual labor.
The mentioned challenges are addressed with help of parameter studies, where
factors involving significant uncertainties are varied over a feasible range. For
example, the overall insulation imperfections are represented by the related
analysis in section 6.2. The insulation imperfection factor ranges between 0.5
and 1.5. This range is based on the assumption of 25 % fabrication variations
plus 25 % assembly variations.
This general approach, exemplary shown with help of insulation imperfections,
allows to properly investigate the overall system characteristics without proper
knowledge on particular parameters. The results indicate the range in which the
actual numbers are to be expected while the general system behavior is assessed.
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5.2 Fundamental Computations
5.2.1 Thermodynamic State Functions
The thermodynamic state functions and related properties listed in table 5.3
are computed with help of 7-coefficient polynomials as described in detail in
section 3.2. The actual equations are transformed based on Horner’s method
and eventually each species’ contribution is weighted according to its molar
fraction, as exemplary shown in eq. (3.14). All modules in this subsection
provide a sensitivity to the number of input parameter sets to allow for efficient
computation of multiple data sets with one call of the corresponding module.
Table 5.3: List of fundamental calculation modules based on the 7-coefficient
polynomials, with application of Horner’s method. Molar fraction
based weighting applied for gas mixtures.
Name Symbol
Enthalpy h
Free enthalpy g
Specific heat capacity cp
Mean specific heat capacity cp
5.2.2 Power
The system considered is an open system, thus power-based considerations are
most convenient, especially when it comes to thermodynamic equilibrium based
modeling. The following subsections present an insight into the fundamental
calculations which enable basic power balances to solve the model. Particular
focus is put on the enthalpy flow. It comprises the total power of a gas flow
and is therefore used throughout the system model superstructure as well as
for component models and fundamental computations to solve equations and
balances related to any kind of power. It can further be fragmented to several
powers of interest, in this context namely heat and chemical power. Electrical
and mechanical powers are excluded here but will be part of particular component
model descriptions later. They are excluded here because they cannot directly
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be derived from gas properties and typically are a result of either component
maps or gas enthalpy balances in the modeling approach used here.
Enthalpy Flow The enthalpy flow H˙ related to a gas flow is determined with
eq. (5.1), where the specific enthalpy h from eq. (3.9) is multiplied with the
molar flow n˙.
H˙ = n˙ · h (5.1)
Chemical Power The chemical power C˙ of a certain gas flow is given with
eq. (5.2) and based on the chemical energy density c and the molar gas flow n˙.
C˙ = n˙ · c (5.2)
The chemical energy density of a gas, given with eq. (5.3), requires knowledge on
its molar fractions Xi and the specific reaction enthalpies ∆hr,i of its constituents,
as explained with eq. (3.6). The reaction enthalpies are based on the reference
temperature Tref and the chosen lower (LHV) or higher heating value (HHV) to
form the desired basis for comparison.
c =
∑
i
Xi ·∆hr,i (5.3)
The complete oxidation reactions of all species involved are given with eqs. (3.36)
to (3.38).
Thermal Power The thermal power Q˙ of a certain gas is given with eq. (5.4)
and determined by its molar flow n˙, its mean specific heat capacity cp, which is
defined with eq. (3.4), and its temperature difference ∆T from a chosen reference
temperature.
Q˙ = n˙ · cp ·∆T (5.4)
5.2.3 Heat Transfer
The heat transfer theory, mentioned in section 3.3, requires significant computa-
tional effort due to the required coefficients and parameters. This computational
effort is basically required to determine the heat transfer coefficients for a given
scenario. The design target for the related model blocks was to minimize the
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computational load while maintaining a feasible accuracy to allow for the inves-
tigations required within the course of the system evaluation.
Convective Heat Transfer Coefficients Convective heat transfer coefficients,
specifically eqs. (3.27) and (3.28), require the thermal conductivities and dy-
namic viscosities of the related gaseous species as discussed in section 3.3. The
computational effort to solve eqs. (3.22) and (3.23) is tremendous first due to
the required number of floating point operations, and more important, due to
the requirement of being applied between all components separately. Therefore,
the actual implementation of dynamic viscosity µ and thermal conductivity
kgas within the model is simplified with a mass fraction based weighted mean
approach for both parameters, given exemplary for µ with eq. (5.5), where the
mass fraction Y is used.
µ =
∑
i
Yi µi (5.5)
The calculations according to Wassiljeva’s rule from eq. (3.22) are compared
with the mass fraction weighted mean from eq. (5.5) and the results for a generic
gas mixture are presented in fig. 5.2. The deviation throughout the relevant
temperature range is below 2.5 %. In combination with the limited influence of
both parameters on the actual heat transfer coefficient the deviation becomes
insignificant, whereas a 56 % gain in dynamic viscosity computation time and a
75 % gain in thermal conductivity computation time is achieved. The Nusselt
number Nu is required to compute the actual heat transfer coefficients as already
introduced with eqs. (3.27) and (3.28). It is required to use different definitions
for Nu in case of either flat plate or cylindrical representations, shown with
eqs. (5.6) and (5.7). The flat plate representation considers laminar flow for
Reynolds’ numbers up to 5× 105 and uses the average Nusselt number given with
eq. (5.6) [48, p. 410], while the cylindrical scenario requires 2000 < Re < 5× 106
and uses the Gnielinski correlation given with eq. (5.7) [48, p. 515]. Flat plate
representations are used for components where laminar flow is expected either
from experiments or simulations, e.g. SOFC stack modules and heat exchangers,
whereas the cylindrical representation is mainly used for tubes where the required
range of Reynolds numbers is matched with lumped simulations.
Nuflt = 0.664 Re1/2 Pr1/3 (5.6)
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Figure 5.2: Percentage deviation of dynamic viscosity and thermal conductivity
of a generic gas mixture calculated with the simplified weighted
mean from the values calculated with the Wassiljeva’s mixture rule.
Nucyl =
fD
8 (Re− 1000) Pr
1 + 12.7
(
fD
8
)1/2 (
Pr2/3 − 1
) (5.7)
The Darcy friction factor fD, required for the computation of Nu, is determined
via the Colebrook-White approximation from Haaland [42], presented in eq. (5.8).
Here, the approximation saves more than an order of magnitude in computation
time, affecting the accuracy in the range around 1 % [87, p. 53]. The approxima-
tion requires the relative roughness R, given with eq. (5.9), where the actual
surface roughness Rs and the tube diameter d are used.
fD =
{
−1.8 log
[(
R
3.7
)1.11
+ 6.9Re
]}−2
(5.8)
R =
Rs
d
(5.9)
With the required variables and coefficients at hand, the convective heat transfer
coefficient hcnv is then obtained by using eqs. (3.27) and (3.28).
Radiative Heat Transfer Coefficients The radiative heat transfer coefficients
require the emissivity ε, even after the theoretical simplifications in section 3.3
are applied. Considering the pronounced dependence on temperature, already
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given with eq. (3.29), it becomes obvious, that radiation is not the dominant
mode of heat transfer within the system analyzed. More precisely, radiation is
involved at the outside of components, typically either facing the internal vessel
wall or the ambient situation. The vessel internal temperatures are limited to
675 K due to vessel design limitations, whereas nominal operation is predicted
below 500 K. Operator safety regulations require ambient surfaces below 330 K.
Therefore, a further simplification is applied, the emissivity is set to unity. First,
this simplification maximizes the radiative effects, thus the error is intentionally
overestimating the losses. Second, a sensitivity analysis for the system layout
considered is carried out confirming the effects of emissivity variation in the
range of 0 to 1 [87, p. 54]. The results show an overall heat loss deviation in
the range of −0.05 % to 0.17 %, which is insignificant considering the general
uncertainties within the model.
Thermal Conductivity The thermal conductivities kcnd of the solid materials
involved are taken from data sheets in the form of nodes over temperature. The
values are fitted to obtain functions of temperature T . The polynomial factors
a for a generic polynomial p are rearranged according to Horner’s method as
given with eq. (5.10), for the sake of computational optimization [79, p. 79]. The
polynomial factors to obtain the thermal conductivity kcnd are given in table 5.4.
p (T ) = a0 + T (a1 + T (a2 + . . .+ T (an−1 + an T ) . . .)) (5.10)
The required parameters and coefficients for the computation of the total
thermal resistance Rth according to eq. (3.21) are now available, assuming the
temperature and geometry of the actual component is known. While the geometry
of the components is actually available, achieving the required values for surface
temperatures and solid material temperatures requires some additional effort.
Material and Surface Temperatures The temperature modeling approach
requires to recall the 0D design choice, mentioned in section 5.1.1 and visualized
in form of an exemplary tube in fig. 5.3. Any given component, independent from
actual geometry and complexity, is represented by input and output parameters
and a variable number of material layers. The corresponding gas, surface and
material temperatures are of major importance to the heat transfer computations,
this section focuses on. Extensive analyses on different temperature modeling
approaches have been carried out by Saletti [87, pp. 70], including 2D, 1D and
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Table 5.4: Polynomial factors for thermal conductivity kcnd computation ac-
cording to eq. (5.10) for solid materials used in the model. Input
temperatures unit is K, unit of results is W m−1 K−1.
Material a1 a2 a3 a4 a5
1 1.32e+1 −1.84e−2 8.06e−5 −7.71e−8 2.53e−11
2 −2.34 8.44e−2 −1.42e−4 1.23e−7 −3.90e−11
3 6.63e−2 −1.76e−4 4.70e−7 −4.59e−10 1.95e−13
4 6.62e−2 −2.43e−4 5.05e−7
5 2.37e−2 −2.80e−5 2.50e−7
6 1.88e−2 −1.19e−5 2.95e−8
7 2.94e−2 −1.83e−5 1.25e−7
8 1.18e−2 1.52e−5 3.13e−8
9 2.62e−2 −1.14e−5 1.38e−7
10 1.94e−2 −1.33e−5 3.01e−8
11 1.32e+1 −1.84e−2 8.06e−5 −7.71e−8 2.53e−11
12 3.96e−2 −6.18e−5 1.79e−7
m˙
Tin
Tgas
m˙
Tout
Q˙
T1T2T3
Ta
Figure 5.3: Schematic representation of the zero-dimensional heat transfer
model with two material layers and generic tube geometry. The gas
mass flow m˙ is related to the input and output temperatures Tin
and Tout which determine the block internal gas temperature Tgas.
Heat flow Q˙ is transfered to the ambient if Ta <Tgas, determining
the surface temperatures T1−3.
different 0D approaches. The arithmetic mean temperature concept is chosen
for the gas temperature, based on the input and output temperatures.
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The surface temperatures, in turn, form the basis for the arithmetic mean
concept chosen to obtain the material temperatures for the stationary simulations.
Here, the surface temperatures are solved numerically based on enthalpy balances,
while the mean material temperatures are computed during the process. This
approach gives the highest accuracy and lowest computational effort for heat
loss and outlet temperature computations [87, p. 75].
Table 5.5: Polynomial factors for specific heat capacity for solid materials
cp,solid used in the model. Computation according to eq. (5.10),
input temperature unit is K, unit of results is J kg−1 K−1. Values for
materials 7, 9 and 10 are not available over temperature. Materials
7, 9 and 10 are available as paper like materials only, thus heat
capacity effects are negligible due to geometry.
Material a1 a2 a3 a4 a5
1 4.07e+2 1.60e−1 3.68e−4 −5.16e−7 1.88e−10
2 4.07e+2 1.60e−1 3.68e−4 −5.16e−7 1.88e−10
3 −7.82e+1 4.17 −6.10e−3 4.05e−6 −9.88e−10
4 3.73e+2 −1.37e+3
5 3.73e+2 −1.37e+3
6 −1.73e+1 3.86 −6.53e−3 5.15e−6 −1.50e−9
7 Lack of data, cp is set to 1200.
8 6.44e+2 7.58e−1 −3.13e−4
9 Lack of data, cp is set to 1000.
10 Lack of data, cp is set to 1000.
11 4.07e+2 1.60e−1 3.68e−4 −5.16e−7 1.88e−10
12 1.50e+2 2.97 −4.90e−3 3.96e−6 −1.22e−9
The transient part of the model is based on each materials neutral face tem-
perature (see [87, pp. 48]) for numerical reasons. That means, each materials
neutral face temperature is solved numerically while the surface temperatures
are computed during the process. The major reason for this change of concept is
the thermal capacity of the materials, that is involved in the transient enthalpy
balance while the stationary enthalpy balance is independent from it. In other
words, the actual material temperatures corresponding to the energy stored
within each material layer are required to accurately solve the transient enthalpy
balances. This approach is numerically required although the mentioned perfor-
mance tests show a loss of accuracy and additional computational effort versus
the surface temperature approach. The thermal capacity of the materials Cth is
defined with eq. (3.31), where the specific heat capacity cp is required along with
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the density ρ. As for the thermal conductivity of solid materials, the specific heat
capacity is based on fit functions which, in turn, rely on nodes over temperature,
provided by data sheets. Again, Horner’s method is used for computational
optimization, requiring eq. (5.10) and the polynomial factors a presented in
table 5.5 to obtain the specific heat capacity for the solid materials cp,solid.
Solid materials commonly experience only slight changes of density ρ over
temperature in contrast to gases. Density as function of temperature is not
available for most materials used and if available they show deviations of around
2 % in the range from 300 K to 1200 K [87]. Therefore, the material database
created within the model includes densities for the materials at ambient conditions
as presented with table 5.6.
Table 5.6: Solid material density at ambient conditions.
Material Density ρ
\ kg m−3
1 7900
2 7980
3 270
4 110
5 100
6 230
7 150
8 240
9 160
10 230
11 3384
12 128
This chapter describes the fundamental computations and parameters required
to understand the dedicated component models presented in the following section.
5.3 Component Models
The number and interactions of components are presented in fig. 4.10, while
actual component details are stated in section 4.2. This section provides details
on the modeling approach for all relevant components.
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5.3.1 Reformer Model
The reformer model requires the Cantera based equilibrium computation (see
section 3.2.2) to solve the power balance. The multidimensional solver is used
to obtain the mean gas and material temperatures while the Cantera based
equilibrium computation is carried out in fixed temperature and pressure mode
for each iteration. This allows for proper accounting of the corresponding reaction
enthalpy as cooling/heating means within the reformer. The arithmetic gas mean
temperature is varied until the enthalpy balance between input and output is
valid. The actual reformer details used for the model are presented in table 5.7.
Table 5.7: Reformer details used in the model. Material specifications are
presented in tables 5.4 and 5.5.
Unit Layer 1 Layer 2
Thickness m 1.5× 10−3 53× 10−3
Material 1 8
Pressure drop MPa 5× 10−3
Inner diameter m 0.17
Length m 0.35
Simplification geometric: tubular
5.3.2 Recirculation Blower Model
The recirculation blower model is a mixture of empiric and theoretical findings.
The factory acceptance test protocols report the parameters required to compute
heat losses as well as required power input and isentropic blower efficiency. This,
together with design drawings enables proper parametrization of the artificial
insulation layer thickness for heat transfer and capacity calculations. Another
notable feature is the mounting situation. While the major part of the blower is
immersed in the vessel, the backplate containing the cooling fans is outside of the
vessel to allow required cooling of the bearings and other internal components that
cannot withstand the gas temperatures up to 1125 K or vessel internal ambient
conditions peaking at 0.5 MPa and 670 K. The specific arrangement of internal
sub-components in addition to the forced back-plate cooling requires the artificial
insulation layer thickness to allow standardized computations within the model.
The output pressure is determined by the down stream components’ pressure loss
together with the desired operating pressure of the SOFC module. The output
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temperature is computed based on the compression eq. (3.35) and the heat loss
affected enthalpy balance computed during the solution process. The auxiliary
energy required to operate the recirculation blower is obtained through eq. (3.34),
where the isentropic efficiency is a function of the volume flow, parametrized based
on the factory acceptance test protocols. The actual recirculation blower details
used for the model are presented in table 5.8 and fig. 5.4. The recirculated volume
Table 5.8: Recirculation blower details used in the model. Material specifica-
tions are presented in tables 5.4 and 5.5.
Unit Layer 1
Conductive surface m2 0.0324
Convective Resistance K W−1 0.305
Artificial thickness m 0.014
Material 4
Simplification experimental: heat loss, power input
and isentropic efficiency
1 2 3 4
0.40
0.50
0.60
0.70
Volume Flow V˙REC /m3min−1
Is
en
tr
op
ic
Ef
fic
ie
nc
y
η i
s
/
1
200
300
400
500
El
ec
tr
ic
Po
we
r
In
pu
t
P
R
E
C
/
W
ηis
PREC
Figure 5.4: Recirculation blower power input PREC and isentropic efficiency ηis
used in the model. Data basis is taken from suppliers inspection
record, created during factory acceptance test.
flow is determined by the recirculation ratio (RR), presented with eq. (5.11).
The recirculation ratio is a model boundary to allow parameter studies on its
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impact on overall system behavior.
RR = V˙23
V˙38
(5.11)
5.3.3 Combustor Model
The combustor model requires the Cantera based equilibrium computation (see
section 3.2.2) to obtain the combustion temperatures. The multidimensional
solver is used to obtain the gas output and material temperatures while the
Cantera based equilibrium computation is carried out in fixed enthalpy and
pressure mode for each iteration. This allows for proper accounting of the
corresponding combustion temperatures and to solve the enthalpy balance within
the combustor. The combustor development is ongoing and therefore subject to
recent changes. One of the development targets is to ensure proper combustion
for lean fuel gas without the risk of flame-outs. Tests carried out by fellow
researchers at the Institute of Combustion technologies render eq. (5.12) to
indicate the flame stability for the most recent combustor design, based on
the actual electric power output of the fuel cell module PDC,SOFC. The actual
combustor details used for the model are presented in table 5.9.
Tflame ≥ 1497 K− PDC,SOFC325 W K−1 (5.12)
Table 5.9: Combustor details used in the model. Material specifications are
presented in tables 5.4 and 5.5.
Unit Layer 1
Pressure drop MPa 5× 10−3
Air split % 21
Inner diameter m 0.12
Length m 0.23
Thickness m 0.05
Material 9
Simplification geometric: tubular
5.3.4 Gas Turbine Model
The gas turbine is modeled based on its separated components air compressor
(ACP), generator/motor (GEN) and turbine (TUR). The compressor and turbine
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models are based on detailed performance maps shown with figs. 5.5 and 5.6,
supplying required parameters for eqs. (3.34) and (3.35) to obtain the compression
temperature and technical work either required from or supplied to the combined
motor/generator unit. The electric efficiency of the gas turbine is approximated
by the average of its cumulated losses, including friction, auxiliary power demand
and power electronics, all together combined in the motor/generator efficiency.
The actual gas turbine details used for the model are presented in table 5.10.
Table 5.10: Gas turbine details used in the model. Components are modeled
separately for air compressor (ACP), generator/motor (GEN) and
turbine (TUR). Material specifications are presented in tables 5.4
and 5.5.
Unit Layer 1
Electrical efficiency GEN W W−1 0.550
Max. revolutions min−1 240 000
Inner diameter m 0.060
Length m 0.100
Thickness m 0.005
Material ACP 1
Material TUR 9
Simplification geometric: tubular
5.3.5 Heat Exchanger Model
The heat exchanger model features a simplistic but sufficiently accurate approach,
where practical findings and theoretical calculations are matched. The internal
heat transfer efficiency is obtained with a set of experimental results whose
original purpose was characterization of the gas turbine. Since the experimental
results include heat exchanger inlet and outlet details they can be used to
determine the heat transfer efficiency, although the findings are limited by the
investigated range of operating points. This is due to the gas turbine focus of
the experiments. The experimental limitations allow for a single heat transfer
efficiency value but not for a function over temperature, volume flow or heat
capacity ratio. Furthermore, the model features a flow split at the input and a
flow join at the output. This is required due to the parallel twin setup forced
by availability of components. The actual heat exchanger details used for the
model are presented in table 5.11.
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Figure 5.5: Air compressor map, presenting reduced values. Experimental re-
sults cover revolution range down to approx. 11×10−3 K−0.5 min−1,
values below are extrapolated. Experiments and data processing
performed by DLR Institute of Combustion Technology.
5.3.6 Pressure Vessel Model
The pressure vessel model inherits the enthalpy balance involving the enclosed
sub-components as presented in fig. 4.10. This includes internal piping, reformer,
fuel cell module, recirculation blower and the vessel itself. The geometric
simplification used is flat plate rather than cylindrical since the interior of the
vessel lining is shaped to a volumetric rectangular to fit the basic fuel cell module
geometry (see fig. 4.8). The outer wall of the vessel is of cylindrical shape, thus 0D
modeling requires an artificial mean insulation thickness to allow for proper heat
transfer calculation between rectangular and circular cross section. Therefore,
the rectangular shape of the inner lining is combined with the artificial insulation
thickness and the circular shape of the inner vessel wall. This combination is
solved for the cross sectional area difference being zero to obtain the artificial
insulation thickness, which is constant over the radius of the vessel.
Furthermore, the vessel internal flow speed is set to a fixed value rather than
computed within the solving process. Parameter studies over the full operating
range of the gas turbine’s air compressor show the vessel’s internal flow speed
remains highly stable. The actual flow speed range causes insignificant changes
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Figure 5.6: Turbine map, presenting reduced values. Experimental results cover
revolution range down to approx. 4×10−3 K−0.5 min−1, values be-
low are extrapolated. Experiments and data processing performed
by DLR Institute of Combustion Technology.
to heat transfer parameters, resulting in negligible changes to thermodynamic
state variables for the system. Thus, the fixed flow speed approach is used to
speed up the solution process while maintaining feasible accuracy. The actual
pressure vessel details used for the model are presented in table 5.12.
5.3.7 Fuel Cell Module Model
The fuel cell module (FCM) model is fragmented into separate models for anode
(ANO), cathode (CAT), sensor compartment (SEN) and electric load (ELO). The
electric load represents the power electronics to control the fuel cell module power
output into the grid affected by the corresponding DC/AC conversion efficiency.
The sensor compartment is required to keep sensors and electrical components
(connectors etc.) at operating temperatures well below 375 K. Therefore, the
sensor compartment, which is an integral part of the bottom of the SOFC module,
is directly connected to the ambient for cooling air in- and output. Obviously,
this is a direct loss to the fuel cell modules waste heat utilization. However, this
loss is required to operate the system.
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Table 5.11: Heat exchanger details used in the model. Material specifications
are presented in tables 5.4 and 5.5. Transfer efficiency is determined
via arithmetic mean computation of preliminary component tests.
The values presented are per unit, two actual units are used in
parallel.
Unit Layer 1 Layer 2
Volume m3 0.0031 0.0331
Thickness m 0.005 0.04
Material 1 10
Number of heat exchangers 2
Pressure drop MPa 5× 10−3
Transfer efficiency W W−1 0.850
Maximum inlet temperature K 1060
Length m 0.640
Width m 0.173
Height m 0.233
External surface m2 1.025
Internal transfer surface m2 0.600
Internal flow cross section m2 0.0397
Simplification geometric: flat plate; experimental:
heat transfer efficiency
Heat Transfer Model The heat transfer of the fuel cell module is split into the
share that is transfered into the sensor compartment through the bottom of the
module and the major share that is transfered to the air flowing around the upper
shell of the fuel cell module through the vessel. The sensor compartment covers
the complete bottom of the fuel cell module, where both, the fuel cell bottom
and the sensor compartment feature rectangular geometries, thus flat plate
simplification can be applied for heat transfer calculations. The fuel cell module
itself comprises six identical sub-modules, each fully insulated as presented in
fig. 5.7.
The identical sub-modules feature a separate insulation per module which orig-
inates from the standardized sub-module design. Utilization of the standardized
design leads to an obvious waste of volume since the sub-module/sub-module
walls feature doubled insulation thickness, where technically no insulation is
required. Since sub-modules will be operated at equal temperature levels, isother-
mal stack assumption is made. The actual double wall insulation originates
from the sub-module design, which is dedicated to stand alone units. Eventually,
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Table 5.12: Pressure vessel details used in the model. Material specifications
are presented in tables 5.4 and 5.5.
Unit Layer 1 Layer 2 Lid
Thickness m 0.189 0.010 0.189
Volume m3 3.585 0.236 0.548
Material 5 1 8
Pressure drop MPa 4× 10−3
Inner length m 2.776
Inner width m 0.956
Inner height m 1.288
Internal transfer surface m2 12.268
External transfer surface m2 19.554
Internal flow cross section m2 0.128
Internal flow speed m s−1 0.500
Max. operating temp. K 670
Simplification geometric: flat plate; Temperatures:
frontlid surface equals vessel surface,
fixed flow speed
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Figure 5.7: Schematic 2D stack insulation and sub-module arrangement. Sub-
module/sub-module heat transfer is neglected based on an isother-
mal assumption. Boundaries considered for heat transfer are em-
phasized in red, concept is applied in 3rd dimension accordingly.
Sensor compartment (SEN) temperature is kept below 373 K to
allow electrical connections.
the total fuel cell modules outer surface is considered the relevant heat transfer
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surface. However, thermal capacity calculations require an accurate amount of
mass per material used, thus the complete insulation volume is considered for
transient thermal capacity calculations. Furthermore, the isothermal fuel cell
bulk temperature is assumed to equal the gas outlet temperature based on a
physical simplification as well as on a modeling approach that is discussed further
in the adjacent paragraph. The physical simplification mentioned, again, is a
tribute to the 0D model strategy where the geometry of the stack is considered
a lumped and perfect heat transfer surface. This assumption is based on the
volume to surface ratio featured by the thin stack layers, providing large surface
areas with a small material thickness. This effect is even enhanced by the thin
metal cell cassettes that also incorporate the gas supply and exhaust channels
while providing excellent internal heat transfer coefficients common to most
metallic materials.
The batch processing of sub-module models requires an artificial density to
properly relate fuel cell stack volume to fuel cell stack mass within the calculations.
Therefore, the density of material 11 (see table 5.6), referring to the fuel cell
stack inside a sub-module, is a mix of metal and ceramic components, including
voids in the stack, formed by a ratio of measured total stack mass to outer
perimeter based total stack volume. Stack insulation materials are considered
separately based on real properties.
Electrochemical Model The chosen electrochemical model is a mixture of
physical effects, modeling assumptions and experimental findings. The physical
and inevitable effect of fuel conversion along the fuel cell channels reduces
the maximum achievable Nernst voltage, formulated with eq. (3.40), with flow
direction. This relation holds true even for perfect theoretical models neglecting
all kinds of losses. This physical effect is coupled to the outlet composition
modeling paradigm, explained below. The paradigm originates from electric
equivalent circuit considerations, where an electrically conducting fuel cell will
have different local ohmic resistances over the length of the fuel channel. An
intermittent fuel cell/electrolysis operation along a fuel channel is unlikely,
especially due to general operating constraints, naming fuel and oxygen utilization
limits in particular. In addition to the already mentioned isothermal assumption,
a constant current density i is assumed along the channel. Therefore, the
clamp voltage of the fuel conversion equivalent circuit is governed by the outlet
composition as presented in fig. 5.8.
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Figure 5.8: Electric equivalent circuit for fuel conversion based voltage losses
in a fuel cell fuel channel along the flow direction. Fuel conversion
losses are calculated based on Nernst eq. (3.40). Constant current
density i and isothermal conditions are assumed. Parallel connec-
tion of n local segments shows that the clamp voltage is dominated
by the outlet voltage, considering the given boundaries.
Another major loss contribution, the ohmic loss, is strongly linked to the
utilized electrolyte stabilized cell (ESC) type. For an extended discussion on
common cell types, their inherent dis-/advantages refer to more specific literature
[56, pp. 14]. Many different sets of experimental data are generated with
10 layer short stacks, made of cells similar to the cells incorporated in the
pilot power plant. The experiments are carried out over a broad range of
current densities, temperatures and fuel/oxygen utilizations while electrochemical
impedance spectroscopy (EIS) is used to investigate loss contributions. The
actual details of the experiments and the corresponding EIS investigations have
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been carried out within our research group, the publishing process is ongoing.
While detailed investigations of impedance spectra involves design of electrical
equivalent circuits (EEC) and experience to fit the data to the corresponding
EEC, the overall losses and the ohmic losses are approximated by the intersections
of the spectra with the x-axis and can thus be reliably identified. The details of
the experiments and EIS investigations are beyond the scope of this work. The
ohmic loss contribution was extracted from the experimental results and fitted
as function of temperature, both results are shown in fig. 5.9. The results are
provided in the form of area specific resistances (ASR) to allow comparison with
different cell designs. The corresponding fit function is given with eq. (5.13), the
coefficient of determination R2 is 0.988 26.
ASRΩ = 0.290 83 Ω cm2 + 72 312.6015 Ω cm2 · exp (−0.01087 · T K−1) (5.13)
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Figure 5.9: Ohmic fraction of the area specific resistance as function of temper-
ature. The fitted function is given with eq. (5.13), the coefficient
of determination R2 is 0.988 26.
While the ohmic contribution is modeled according to experimental results
and the fuel conversion is covered with a lumped model, further contributions
like anode and cathode polarization losses are neglected. This is intentionally
done to keep the system model fast and responsive. The actual task of the model
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is to accurately predict the fuel cell voltage for given gas flow details and current
densities. Therefore, overall model accuracy is superior to detailed separation of
underlying phenomena in this system model.
More than 100 results from current-voltage curves are used for model parametriza-
tion, where the measured experimental voltage is compared to the simulated
voltage, forming the voltage divergence ∆V, provided with fig. 5.10. The mean
voltage divergence ∆V is 3.3 %.
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Figure 5.10: Fuel cell model voltage divergence. Comparison of experimental
results (n = 104) vs. simulation results. Model over-predicts
losses, thus simulated voltage is lower than experimental voltage.
The applied modeling concept of Nernst outlet voltage is overestimating the
fuel conversion losses, since fuel conversion together with ohmic losses already
predict voltages below the experimental results. This was expected, in particular
due to the assumption of isothermal bulk temperature equal to the stack outlet
temperature and constant current density over the active surface of the cells.
However, the overall accuracy of the model is feasible for system simulations and
the simple approach used for loss determination allows to fulfill the computational
load minimization requirements. A more sophisticated model requires extensive
computational power on one hand, while it also requires more sophisticated
parametrization and validation processes, which are not available prior to system
operation.
The fuel cell module details used for the model are presented in table 5.13.
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Table 5.13: Fuel cell module (FCM) details used in the model. Components are
modeled separately for anode (ANO), cathode (CAT), sensor com-
partment (SEN) and electric load (ELO). Material specifications
are presented in tables 5.4 and 5.5.
Unit Layer 1 Layer 2 Layer 3 Layer 4
Volume SEN m3 0.1186
Material SEN 6
Volume FCM m3 0.1702 0.5178 0.0078 0.402
Material FCM 11 6 1 8
Pres. drop CAT MPa 1× 10−3
Pres. drop ANO MPa 2× 10−3
Active cell surface m2 12.78× 10−3
Min. cell voltage V 0.68
Max. O2 utiliz. 1 0.50
Max. fuel utiliz. 1 0.70
Electric eff. ELO W W−1 0.98
Number of cells 1 1440
Max. cell temp. K 1125
Simplification experimental: ASR fit; geometric:
flat plate
5.3.8 Fuel Compressor Model
It is recalled here, that the fuel compressor model is included to allow system
assessment independent from infrastructure. The actual pilot power plant
features an external process gas conditioning system, supplying a suitable fuel
pressure directly. Therefore, the fuel compressor model is strictly based on the
compression theory where the output temperature is computed based on the
compression eq. (3.35) and the heat loss affected enthalpy balance computed
during the solution process. The auxiliary energy required to operate the fuel
compressor is obtained through eq. (3.34), with a chosen isentropic efficiency.
The details of the fuel compressor are presented in table 5.14. They are chosen
as artificial reference model, capable of complying with pressure and mass flow
requirements to eventually assess fuel conditioning effort.
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Table 5.14: Fuel compressor details used in the model. Material specifications
are presented in tables 5.4 and 5.5.
Unit Layer 1
Electrical efficiency W W−1 0.950
Isentropic efficiency W W−1 0.700
Inner diameter m 0.060
Length m 0.100
Thickness m 0.005
Material 1
Simplification geometric: tubular
5.4 Model Control
The system model control concept reduces the directly controlled parameters to
a minimum, those required for solving the system thermodynamically, since the
major focus of the work is the thermodynamic assessment of the system. The
major control means is the fuel mass flow, eventually resulting in a set of system
temperatures which are then compared to desired limits. These temperatures
involve the stack outlet temperature and the heat exchanger inlet temperature,
to name the two most prominent ones. Strictly speaking, the utilized procedure
is a set of boundaries rather than a control strategy, since starting parameters are
guessed and the overall system is numerically iterated, including all sub-modules,
to find a system scenario where all solution requirements are fulfilled based on
the set of boundaries. This approach is used for extensive parameter studies
to investigate different system characteristics for feasibility, while the control
concept remains untouched. The parameter studies may involve every actual
parameter used within the system, but are often limited to either parameters of
pronounced effect to the overall system or parameters that involve an uncertainty
and thus require a sensitivity analysis for proper assessment. An exemplary
parameter of significant uncertainty in combination with a pronounced effect on
the overall system is the insulation quality, which may differ based on material
or fabrication issues while the system is sensitive to heat losses.
The solving concept always maintains a desired fuel cell module outlet gas
temperature, T38 according to fig. 4.10. It is beneficial to recall the modeling
concept of the fuel cell module, where the outlet gas temperature equals the
isothermal bulk temperature of the fuel cell stacks TSOFC. The importance of
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this parameter for system operation is prominent, considering its effect on system
efficiency and electrical power output in the actual system layout.
Another directly controlled parameter in the solution process of the system
simulation is the heat exchanger hot side inlet temperature, T18 according to
fig. 4.10. It is beneficial to recall the conceptual system design, where the gas
turbine shall enable synergies in comparison to a standalone operation of the
fuel cell module. These synergies are based on waste fuel and heat utilization to
eventually provide supplementary electrical power output and air supply and
preheating for the fuel cell module. Air preheating is the energetically most
expensive task, considering the systems general energy balances. Thus, the heat
exchanger hot side inlet temperature becomes another prominent parameter for
system operation since it is determining the temperature difference in comparison
to the incoming air temperature. Therefore, efficiency enhancement requires a
high hot side inlet temperature T18.
There is a set of indirectly maintained system parameters, typically given as
simulation boundaries. This parameter set involves for example the electrical
fuel cell module DC power output, the recirculation ratio and fuel composition
to allow parameter studies and sensitivity analyses.
Eventually, the multi-dimensional solver provided by the Institute of Combus-
tion Technology ensures the desired temperatures T38 and T18, the enthalpy and
mass balances on system level as well as valid conditions in certain numerically
or logically required segments of the system model. Furthermore, it is utilized to
solve many sub-models and carry out fundamental computations throughout the
simulation process.
5.5 Operating Limitations
The directly and indirectly controlled parameters mentioned above require con-
vergence to form a set of simulation results. In contrast, many parameters need
to be monitored throughout the simulations for their effect on system operation,
effectively forming operating limitations but not hindering the actual solution
process. These operating restrictions most often have a strong relation to a com-
ponent feature, e. g. the maximum vessel temperature is determined by related
material specifications. This section summarizes the most prominent operating
limitations and indicates their qualities. The actual operating limitations are
listed in section 5.3 on a component basis.
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Operating limitations may have different qualities, basically determining how
strict a limit needs to be enforced or how accurately it can be assessed. An
exemplary comparison is the maximum number of gas turbine revolutions, which
is known exactly while the limit is to be enforced strictly to avoid mechanical
breakdown. In contrast, the fuel cell voltage limit is based on the nickel oxidation
voltage depending on electrochemical and spatial phenomena not fully resolved
in the 0D model utilized here. Furthermore, a transgression of the cell voltage
limit will not lead to immediate breakdown of the cells but to a combination of
pronounced reversible and irreversible degradation effects. Therefore, the cell
voltage limit of 0.68 V is chosen based on the nickel oxidation voltage including
a safety threshold to address expected additional effects not covered within the
model. A temporal and slight transgression is potentially acceptable since it
does not pose a direct risk to system operation.
The maximum temperature differences acceptable to the fuel cell stack module
are basically given to avoid thermo-mechanical stress to the solid oxide electrolyte.
This involves temperature differences between anode and cathode inlet flows and
between the solid cell material in contrast to the incoming anode and cathode
flows, respectively. For this system design, the governing temperature difference
is the one of solid cell material to anode inlet flow, named ∆TS−A according
to eq. (6.2), chosen with 300 K. This operating restriction includes a safety
threshold, since the anode composition induces methane steam reforming, which
is an endothermic reaction, even enhancing the ∆T at the anode inlet.
The cell oxygen utilization limit is chosen with 0.5 while the cell fuel utilization
limit is chosen with 0.7. Both limits involve safety thresholds and operator
experience to avoid e. g. local effects like fuel starvation, which causes irreversible
degradation. Transgressing these limits induces degradation mechanisms but
does not trigger an imminent operating hazard.
The combustor flame temperature limit is based on early component pre-tests
performed by DLR Institute of Combustion Technology. Although its actual
level incorporates a certain level of uncertainty, its effect on system operation
is significant. Transgressing this limit might extinguish the combustor flame,
consecutively trigger the safety system and shutting down the system immediately.
This process involves temporal pressure changes which threaten the mechanical
integrity of the fuel cells. This condition is to be avoided by all means.
This chapter describes the general modeling approach, the fundamental com-
putations, the actual system and component models and the control strategy
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required to understand the course of the document. Eventually, the operating
limitations are presented to provide a full system understanding to prepare
for the upcoming results chapter. The following chapter is dedicated to the
simulation results of the different scenarios chosen for this work.
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The system details and characteristics are thoroughly examined and form the
basis for the related model. The system model is used from now on to investigate
different scenarios to understand system limitations and to identify potential
optimizations. These scenarios involve
• insulation imperfections,
• stack performance variations,
• stationary and transient variations of ambient conditions and
• transient variations of operating conditions.
In particular, the insulation imperfection analyses help to identify crucial levels
and actual locations where heat losses significantly affect system operation and,
more fundamental, the actual benefit of non-adiabatic modeling is highlighted in
contrast to adiabatic modeling.
Fuel cells in general and SOFCs in particular show a juvenile technical maturity
so far, where the irreversible degradation of the cells form a significant drawback
on one side while a technological breakthrough is possible on the other side,
as well. The system is to face at least one of the mentioned effects due to its
expected service time. Therefore, the stack performance variation allows insight
in the related system sensitivity.
Gas turbine operating dependency on ambient conditions is commonly accepted.
Heat losses are directly influenced by ambient conditions as well. These influences
on the overall system performance are investigated to understand the effect of
different climate zones along with the effects of typical daily/annual fluctuations
of ambient conditions.
Eventually, the effects of transient system operation are investigated based on
exemplary maneuvers.
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6.1 General Simulation Parameters
The set of general, system related parameters required for the simulations is
presented in table 6.1. The component related parameters are given in the
corresponding paragraphs of section 5.3.
The component related parameters of fuel cell module and heat exchanger
differ for section 6.2. In particular, the anode and heat exchanger differential
pressures are chosen to be 0.001 MPa. This shifts the electrical efficiency (HHV)
by about half a percentage point.
Furthermore, the emissivities of components outer layer in section 6.2 are
chosen to represent dull aluminum sheet metal (ε = 0.1), which is in accordance
with the system design at that point in time. Eventually, the actual system
incorporates woven fiber mesh as outer layer, thus the emissivity is chosen to
be unitary in general accordance with non-metal values of ε > 0.9 [96, p. 1088].
The small effect of radiation on actual heat losses shifts the electrical efficiency
(HHV) by about half a percent point.
Together, the boundaries/properties in section 6.2 make up for about one
percentage point in contrast to the updated values used in the rest of the
document.
The systems start- and shut-down-procedures involve specific transient maneu-
vers, incl. separate burner fuel supply, gas turbine support through the integrated
motor, change of fuel gas composition and the like. Due to their highly transient
nature, these maneuvers are excluded from the stationary results.
Table 6.1: General parameters used for the simulations unless explicitly stated
otherwise.
Parameter Unit Value
Fuel cell module power kW 25
Fuel cell module temperature K 1125
HEX inlet temperature K 1060
Recirculation ratio 1 0.80
Insulation imperfection factor 1 1.00
Fuel composition mol mol−1 CH4: 1.00
Ambient temperature K 300
Ambient pressure kPa 101.325
Ambient air velocity m s−1 0.5
Ambient air composition mol mol−1 N2: 0.79, O2: 0.21
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6.2 Stationary Insulation Imperfections
In this section1, the results of the insulation imperfection simulations carried out
on the system model are presented. Keeping in mind the operating limitations
described in section 5.5, the focus is set on the influence of heat transfer on the
overall performance of the system. Initially a nominal situation is chosen for
comparison. Then, the particular limitations that could affect the operation
of the system are addressed. Eventually, the system performance and some
components’ heat losses are analyzed.
The main scope is to investigate the differences between adiabatic and non
adiabatic scenarios. For each set of results, the thicker and the thinner lines stand
for the adiabatic and non adiabatic conditions, respectively, while the patterned
area in between them represents the potential variation of the parameter between
the two conditions.
There is a significant number of operating parameters that can be varied.
Firstly, the design condition with power output of 25 kW and methane as fuel is
analyzed. Different operating temperatures are investigated, as they are expected
to affect both performance and heat losses. In the former case the temperature
of the SOFC module affects the voltage and therefore the power output, while
in the latter case heat transfer is governed by a difference of temperature.
In fig. 6.1, the difference of temperature between the SOFC’s solid materials
and the anode inlet gas is shown for different anode recirculation ratios and
operating temperatures. It has already been recalled that this difference needs
to be kept as low as possible in order to avoid thermo-mechanical stresses that
could threaten the structural integrity of the SOFC. The graph shows that lower
SOFC temperatures enable a safer operation. Nevertheless, all the operating
conditions represented are possible with a sufficiently high recirculation ratio.
It is therefore important to set this parameter to avoid the ceramic material
break-down. A recirculation ratio of 0.8 is chosen for the following cases to
represent a potentially safe situation.
Hence, fig. 6.1 highlights the importance of maintaining a high recirculation
ratio but also considering the heat losses of the system is clearly fundamental.
In fact, the comparison of the operation of the system in adiabatic and non-
adiabatic modes shows that the differences are not negligible. For instance,
the temperature differences in the SOFC compartment are significantly lower
1This section is adopted from Steilen [94].
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Figure 6.1: Temperature difference between SOFC solid material and anode in-
let gas with varying anode recirculation ratio for different operating
temperatures and an electrical power output of 25 kW.
when heat losses are not considered. Neglecting heat transfer effects lead to an
overestimation of the operating range. The analysis conducted in this work is
likely to improve the understanding of the complex operation of the system.
The influence of heat transfer on the performance of the power plant is
considered from now on through a sensitivity analysis on the extent of heat
losses. This is obtained by increasing or decreasing the insulation imperfections
of the materials composing the systems. Insulation imperfections are artificially
simulated by modifying the thermal conductivity of the materials through a
certain imperfection factor fi. The chosen variation range is between 0.5 and
1.5. Higher fis will lead to higher heat losses, while smaller ones will result in
lower heat losses. The range of fi affected results is represented by the patterned
areas within the plots.
The different key parameters of the system are investigated with varying
electrical power outputs in order to understand potential operating problems
and variations throughout the operating range of the hybrid power plant. This
refers to the net electrical power output, already reduced by the power of the
auxiliaries such as fuel compressor and recirculation blower, as shown in eq. (6.1).
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It already includes DC/AC conversion.
Pel = Pel,SOFC + Pel,TUR − Pel,AUX (6.1)
The adiabatic results are provided along with the heat transfer affected results
to provide a comparison with the ideal scenario.
Firstly, the operating limitations of the hybrid power plant must be addressed.
Thereafter, the performance of the system itself with varying conditions can be
investigated.
6.2.1 Operating Limitations
In the following graphs, for each operating temperature, the patterned area
represents the variation of the insulation quality, while the thicker line shows
the results in adiabatic mode, as defined previously.
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Figure 6.2: Air mass flow versus electrical power output for different operating
temperatures.
Air Mass Flow In order to understand the considerations discussed in the next
sections, it is advantageous to initially analyze the behavior of the air mass flow
m˙11 plotted in fig. 6.2. Only three of the temperatures investigated are shown
for improved readability.
Due to the system control concept explained in section 5.4, an increase of heat
losses gives a greater contribution in cooling down the SOFC module. Less heat
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must be removed from the SOFC module. Therefore, a lower air mass flow is
required for the balance of the system.
SOFC Difference of Temperature As presented before, the first issue concerns
the operating limitations of the hybrid power plant. The temperature difference
between SOFC solid material and anode inlet gas ∆TS−A, given with eq. (6.2),
is shown in fig. 6.3.
∆TS−A = T38 − T7 (6.2)
The ∆T gets smaller with increasing power because the anode and cathode
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Figure 6.3: Temperature difference between SOFC solid material and anode
inlet gas with varying power output for different operating temper-
atures.
molar flows notably increase in order to guarantee the desired output. Therefore,
the higher recirculated molar flow results in an anode gas inlet temperature that
is closer to the SOFC’s. However, the slope of this behavior changes with the
operating temperature itself.
The difference between the slope of the adiabatic curve and the relative non-
adiabatic area is remarkable. This occurs because the influence of the heat losses
on the ∆T is bigger for low powers: in this case, the molar flows and thus the gas
flow heat capacitances are reduced and the heat loss is translated in a greater
difference of temperature for the gas flows themselves.
Another significant observation is the different slope between the various SOFC
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temperatures considered. This again occurs due to the variation of the fuel and
air molar flows. As a matter of fact, greater molar flows are required to reach
superior power outputs and this increase is much more significant when lower
operating temperatures are involved.
These effects are combined in giving a behavior that is consistent with the
physical mechanisms expected but limit the possibility to operate the hybrid
power plant under certain conditions:
• Unrestricted operation for TSOFC up to 1075 K;
• Power outputs lower than 25 kW for TSOFC above 1100 K give potentially
harmful conditions. These operation regions should be avoided.
Cell Voltage As already explained, another important limitation is the cell
voltage. Though all the operating temperatures considered so far have been inves-
tigated, in fig. 6.4 two of them have been removed again to improve readability.
Nevertheless, the behavior is consistent.
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Figure 6.4: Cell voltage throughout the operating range for different operating
temperatures.
The shape of the cell voltage curve with varying power is similar for all
operating temperatures considered. The cell voltage increases with power until it
reaches a local maximum, after which it decreases again. This can be explained
again considering the following factors:
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• Increasing power requires excess fuel to heat the required air. So operating
voltage rises according to the reduced cell fuel utilization;
• Increasing power requires also a greater electrical current that leads to
higher voltage drop, due to the ohmic ASR.
The local maximum of each curve is reached when the former contribution is
compensated by the opposite latter contribution.
For decreasing temperatures, though, this maximum value is shifted towards
lower powers and higher voltages. This seems counter-intuitive since a higher
SOFC temperature would generate a greater voltage due to the ASR’s tempera-
ture dependency. But this occurs in situations where no other conditions than
the temperature are changed. The equilibrium of the overall system requires
instead different molar flows. As depicted in fig. 6.2, the slope of the air flow
curve with power is much more pronounced for low operating temperatures. This
is reflected on the curves shown in fig. 6.4. Moreover, a low-T case requires a
higher air mass flow and the consequent lower current gives the double effect of
a rise in the operating voltage and a smaller ohmic voltage drop.
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Figure 6.5: Cell oxygen utilization ratio throughout the operating range for
different operating temperatures.
Cell Oxygen Utilization Typically, the air mass flow is a degree of freedom
within a broad range for stand-alone SOFC systems. In the highly integrated
system considered here, the interaction of SOFC module and gas turbine induces
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certain restrictions to the air mass flow, mainly based on actual system charac-
teristics in addition to the control- and operating strategy. Therefore, fig. 6.5
shows the cell oxygen utilization throughout the operating range, in order to
point out its actual level and thus remark its effect on cell voltage. As before,
only three of the temperatures investigated are shown for improved readability.
Cell Fuel Utilization The variation of the cell fuel utilization throughout the
power range is shown in fig. 6.6. In order to prevent fuel starvation, a cell fuel
utilization limit based on technical experience should be respected. A compromise
between a sufficiently good FUcell and operational safety is beneficial.
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Figure 6.6: Cell fuel utilization ratio throughout the operating range for differ-
ent operating temperatures.
The nature of the integrated system, already highlighted in section 6.2.1,
requires a certain energy flow to the turbine to keep it operational: for this
purpose the fuel mass flow is controlled. For higher operating temperatures,
sufficient thermal energy is provided as SOFC exhaust gas and less chemical
energy is then necessary. On the other hand, for lower operating temperatures,
the thermal energy flow exiting the SOFC is insufficient to drive the turbine.
Hence, the additional power required must be given in form of chemical energy
of the fuel, in order to raise air temperature and match the desired turbine
inlet temperature. Excess fuel must then be present in the SOFC’s exhaust gas
to assure sufficient turbine power input. The system design typically requires
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turbine related excess fuel in a range well above the requirement of excess fuel
to avoid local fuel starvation for standalone SOFCs.
For higher power outputs, higher cooling mass flows are required. Therefore,
more fuel must be burned in the combustion chamber, in order to provide enough
energy to reach the temperature level set for turbine operation. Hence, again
excess fuel must be present in the SOFC’s exhaust gas.
This can further be observed in the influence of heat losses: potentially relevant
insulation imperfections reduce the air flows and, eventually, are translated into
a higher FUcell.
Combustor Flame Temperature The combustor flame temperature is pre-
sented with fig. 6.7. It depends on several upstream parameters, here empha-
sizing the ratio of fuel to air mass flows and the corresponding fuel cell related
utilizations, to name the most prominent influences for the general behavior.
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Figure 6.7: Combustor flame temperature throughout the operating range for
different operating temperatures.
It is helpful to recall the cell fuel utilization explanation above, where the addi-
tional cooling air requirements for the adiabatic scenario and enhanced insulation
fi = 0.5 force a decreased cell fuel utilization to account for required downstream
air heating. Therefore, a richer mixture enters the combustor, inducing higher
flame temperatures. The opposite situation occurs for pronounced heat losses
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fi = 1.5 where less downstream heating is required. This situation, already being
thermodynamically unfavorable due to increased losses, additionally transgresses
the combustor flame temperature limit at lower power and is thus stacking up
negative system effects.
Eventually, the operating range recommended for the operational safety of
the system is significantly reduced once heat losses are accounted for. The
analysis of heat losses clearly improves the indications required for modulating
the power output of the hybrid power plant. For a given power, a certain
operating temperature should not be exceeded in order to respect the operating
limitations.
6.2.2 System Performance
After a thorough check of the operating limitations, the performance of the
system is analyzed. An indicator of primary importance is the system’s electrical
efficiency of the overall hybrid power plant ηel calculated considering the fuel
mass flow m˙fuel and Higher Heating Value (HHV ) as in eq. (6.3).
ηel,HHV =
Pel
m˙fuel ·HHV (6.3)
It is again recalled that the total electrical power output Pel considers both the
contributions of the SOFC module and MGT and is already reduced by the
power for auxiliaries as in eq. (6.1).
Figure 6.8 represents the efficiency throughout the operating range and for
the TSOFC already analyzed. The points that are out of the operating range,
as shown in figs. 6.3 to 6.6, are included as well, in order to give a complete
understanding of the performance variation.
The general behavior is coherent. The higher the temperature is, until the max-
imum of 1125 K, the more stable the performance. For the lowest temperatures
considered operation is feasible only in the low-power side since otherwise the
efficiency decreases dramatically. The reason for this behavior can be identified
in the heat exchanger (HEX). When power increases, the heat transfer in HEX is
limited by a disadvantageous shift of the heat capacity rates of the flows involved.
Therefore, less energy is transferred from the turbine exhaust to the cooling air.
For this reason, the higher remaining enthalpy of the exhaust gas mixture is
directly released to the environment without further recovery.
The resulting HEX heat transfer efficiency is defined in eq. (6.4) and shown
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Figure 6.8: Electrical efficiency of the system throughout the operating range
for different operating temperatures. Points out of operating range
are included.
in fig. 6.9 to represent the actual fraction of the heat that remains within the
system through heat recovery.
ηHEX =
Q˙
′′
cold − Q˙
′
cold
Q˙
′
hot
= Q˙44 − Q˙22
Q˙18
(6.4)
It is possible to notice that the heat losses of the system lead to a decrease
in electrical efficiency of 1 % to 4 %, as shown in fig. 6.8. This is reasonable,
as a relevant part of the energy is lost to the ambient and not recuperated in
the system. However, an inversion of the behavior can be progressively noticed
for increasing powers. That is particularly visible for a TSOFC of 1025 K: the
efficiency of the adiabatic case becomes even lower than the non-adiabatic one’s.
This behavior seems, again, counter-intuitive but the explanation can be found
once more in the greater cathode mass flow required for cooling the SOFC in the
adiabatic scenario. The heat capacity rates involved in HEX become unfavorable
for the efficiency of the HEX itself. This compensates the contribution of the
heat losses causing the observed drop in system efficiency. It is necessary to
recall that the low-power range for temperatures above 1100 K is impracticable
due to operating boundaries discussed in section 6.2.1: difference of temperature
throughout the anode, minimum cell voltage and maximum cell fuel and oxygen
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Figure 6.9: HEX heat transfer efficiency throughout the operating range for
different operating temperatures.
utilizations must be warranted.
For the sake of completeness, the power ratio between the SOFC and the MGT
is plotted in fig. 6.10. It is beneficial to keep the contribution of the SOFC as
high as possible in order to take advantage of its high efficiency. If the power
ratio is lower than 10, the efficiency drops significantly and operation is not
recommended. Hence, the chosen layout described in section 4.3 is reasonable.
Figure 6.11 combines the previous graphs to show the maximum efficiency
per power. It is obtained considering all the discussed operating limitations and
modulating power and SOFC temperature accordingly. Therefore, it is possible
and reasonable to modulate the power output progressively modulating TSOFC in
order to follow the optimal efficiency curve. In this way, considering a maximum
power output of 39 kW for the standard scenario fi = 1.0, the hybrid power
plant can be modulated to less than 17 kW or 44 %, respectively. A system HHV
efficiency higher than 0.53 can be maintained throughout this range, peaking
short of 0.56.
In the adiabatic scenario, the operational power range is similar compared to
the non-adiabatic case but slightly shifted towards lower powers: this is because
more cooling air is required and the system runs into mass flow limitations at high
power. On the other hand, the low power range is limited by the combustor’s
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Figure 6.10: Power ratio (net AC output) between SOFC and GT throughout
the operating range for different operating temperatures.
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Figure 6.11: Optimal system efficiency obtainable through modulation of power
and SOFC temperature accordingly. Points out of operating range
are excluded.
flame temperature.
The effects of insulation imperfections are clearly visible, in particular with
the expected efficiency variations. The differences in efficiency variation from
standard between fi 0.5 and 1.5 are explained by enhanced heat recuperation
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effects for fi = 1.5. However, the high power operating range in the worst case
scenario is significantly constrained by the cell voltage limit.
6.2.3 Component Analysis
FCM TBI REF TBO REC VES SEN HEX CBR TUR
0.0
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1.5
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Internal External
Components
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fi variation
Figure 6.12: Component heat losses: the shaded area represents the variation
of the insulation imperfection factor fi in the interval 0.5 to 1.5.
The internal losses go to the pressure vessel air while the external
losses are lost to the environment. CBR: Combustor | HEX: Heat
Exchanger | REC: Recirculation | REF: Reformer | SEN: Sensor
Compartment | FCM: Fuel Cell Module | TUR: Turbine | TBI:
Internal Tubes | TBO: External Tubes | VES: Pressure Vessel.
It is reasonable to separate the heat losses for some components in order
to identify where the critical losses and their system interactions are located.
fig. 6.12 shows the results of this analysis for the design point of the hybrid power
plant, where the power output is 25 kW, the SOFC’s assumed bulk temperature
is equal to 1125 K and the recirculation ratio is set to 0.8. The losses are divided
into the following contributions:
• Internal losses, given by the components placed inside the pressure vessel,
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as represented in fig. 4.10. The heat lost by those components is recuperated
as it is used to preheat the pressurized air in the vessel which is afterwards
provided to the heat exchanger and then to the cathode itself;
• External losses, given by the components outside of the pressure vessel,
including the vessel itself. The heat is not recuperated but is lost into the
environment.
The components that require a detailed investigation are the fuel cell module
(FCM) and the tubes on the inner side (TBI) as well as those on the outside
(TBO). The recirculation blower also plays a relevant role as heat sink. Though
it is a physiological loss that goes directly to the environment and is required
for the cooling of this component. The heat flow to the environment is required
to keep the internal blower components such as shaft, bearings and electric
motor in accordance with temperature limitations. It is not reasonable to change
its parameters as improving the insulation quality decreases the heat flow and
potentially leads to a blower break down.
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Figure 6.13: Best system efficiency obtainable through modulation of power
and SOFC temperature accordingly: standard case for heat losses.
The effect of the variation of heat losses for specific components
through modulation of insulation imperfection factor fi in the
interval 0.5 to 1.5 is also shown.
Figure 6.13 shows the best system efficiency throughout the power range,
obtained modulating power and SOFC temperature accordingly. The standard
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condition with a unitary fi for heat losses is represented. A further sensitivity
analysis is then carried out and plotted: the best obtainable efficiency is evaluated
varying the insulation quality of the components of interest only, in order to
understand their influence on the overall operation. The internal losses (FCM
and TBI) are responsible for a great share and produce a relevant influence on
the system performance.
Among the TBO, the most sensitive components that require special attention
and design are the vessel feed-throughs, as they carry gas mixtures at the highest
temperature level. Simultaneously, though, they must be kept cold, otherwise
the material strength would decrease significantly due to high temperature and
this would require impracticable vessel thicknesses. Reducing the heat transfer
effects at this particular location leads to an enhancement of operational safety
while performance effects are negligible in the range considered, basically due to
heat recuperation.
6.2.4 Conclusions
In this section, the influence of heat losses on the operation and performance of
the SOFC/GT demonstration hybrid power plant at DLR is discussed. For this
purpose, a non-adiabatic system model is built in the MATLABr environment.
The prediction of the system’s behavior is improved through the integration of
zero-dimensional sub-models that evaluate the heat losses from the components
with a feasible accuracy and with sufficiently fast computational speed. The
system operation is simulated for a wide operating range, to less than 44 % of
the nominal power, and for multiple conditions. Especially, heat losses are varied
to understand the sensitivity of the parameters of the system and to make a
comparison with an adiabatic system.
The difference of temperature through the SOFCs as well as the cell voltage,
the cell fuel utilization and the combustor’s flame temperature are thoroughly
investigated to exclude operating points that could harm the system. Especially
the low powers for the highest operating temperature of 1125 K should be avoided.
The most critical parameter is the air mass flow, as it is responsible for most of
the behaviors observed. Nevertheless, it is required for the system architecture.
The analysis of the performance then highlights that it is possible to operate the
hybrid power plant throughout the range of 17 kW to 39 kW, while maintaining
a HHV electrical efficiency higher than 0.53. This can be done modulating the
SOFC’s operating temperature together with the desired electrical power output.
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A detailed analysis of the components responsible for heat losses shows that design
choices and developments could lead to an improvement of both, operational
safety and efficiency. The feasible operating range as well as critical operating
points and heat loss locations are identified. They lead to a better understanding
of the system for the upcoming commissioning and start of operation.
6.3 Stationary Stack Performance Variation
The stationary stack performance variation is dedicated to investigate both,
stack performance degradation and stack performance evolution. While stack
degradation occurs during normal stack operation over time or during specific
incidents, stack evolution requires the replacement of the stack module with
an improved version. Both occurrences are likely due to the juvenile technical
maturity of the fuel cells and due to the contrast in expected lifetimes of the
fuel cells and other major system components.
Fuel cell degradation is a complex process involving many different phenomena,
most of them directly linked to the particular fuel cell type and make. Considering
the actual system layout, its requirements and the current and perspective
availability of fuel cells, it becomes reasonable to limit the field of view to ESC-
SOFCs. The fuel cell modeling concept employed in this work (see section 5.3.7)
focuses on gas composition and ohmic resistance, where the latter is affected
by degradation. Degradation effects include topographic cell alterations (e.g.
sintering), chemically induced reactions with influence on the interface and
thermo-mechanical phenomena that can also lead to loss in performance. From
now on, performance variation effects are accumulated and expressed as stack
loss factor fSL. The ohmic area specific resistance ASRΩ, given with eq. (5.13),
is multiplied by fSL to simulate performance variations as in eq. (6.5). This
approach allows to investigate stack performance based system effects, while a
detailed investigation of particular degradation mechanisms is not in the focus
of this work and thus omitted intentionally.
ASRΩ,fSL = ASRΩ · fSL (6.5)
The chosen range for the stack loss factor fSL is 0.7 to 1.3. Here, 0.7 forms
a hypothetical performance evolution to be expected due to e. g. a thinner
electrolyte and an improved electric conductivity due to material developments.
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The stack loss factor 1.3 corresponds to about 5 years of continuous operation
and a voltage degradation rate of 0.7 % kh−1. The voltage degradation rate was
adopted from Fang et al. [37] since the investigated hydrogen electrode stabilized
solid oxide electrolysis cells incorporate YSZ and lanthanum strontium cobalt
ferrite (LSCF) layers which is comparable to the ESCs utilized here.
Similar to section 6.2, the different key parameters of the system are inves-
tigated with varying electrical power output in order to understand potential
operating problems and variations throughout the operating range of the hybrid
power plant. Again, this refers to the net electrical A/C power output, already
reduced by the power of the auxiliaries such as fuel compressor and recirculation
blower, as in eq. (6.1). The general simulation boundaries are given with table 6.1
while component parameters are explained in detail in section 5.3.
As before, the examination of operating limitations forms the first part of the
investigation, followed by system performance considerations.
6.3.1 Operating Limitations
In the following graphs the patterned area represents the variation of the stack
performance for each SOFC operating temperature. The dashed lines represent
the maximum stack loss factor results while solid lines are assigned to the
minimum stack loss factor results. Each color/pattern combination represents
a FCM stack temperature level. The style conventions are kept consistent
throughout this section to allow for proper allocation of results.
Air Mass Flow The air mass flow m˙11 is presented in fig. 6.14, where three out
of the five temperatures investigated are plotted to improve readability. The
stack loss factor fSL directly influences the ratio of electrical to thermal energy
evolving from the fuel cell process, hence the air mass flow is increased for higher
fSL. The slope variation between fSL 0.7 and 1.3 is forming a funnel shaped
area, increasing the effect of fSL with increasing power output as expected. As
mentioned in section 6.2.1, the air mass flow significantly influences the overall
system behavior. In particular, the air mass flow based stack temperature
regulation is a major means of system control.
SOFC Difference of Temperature The temperature difference between SOFC
solid material and anode inlet gas ∆TS−A, given with eq. (6.2), is shown in
fig. 6.15. The increase of electrical power output Pel requires an increase of
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Figure 6.14: Influence of stack performance variation on air mass flow, plot-
ted versus electrical power output for different SOFC operating
temperatures.
fuel flow, which in turn leads to a higher recirculation flow thus lowering the
∆TS−A with increasing power. Furthermore, the heat losses are translated into
a smaller ∆T for higher molar flows. This effect is enhanced with decreasing
stack temperatures since the temperature difference to the surrounding becomes
smaller. These general findings are similar to section 6.2.1.
In contrast to the insulation imperfection variation (cp. section 6.2) where an
external factor is varied, the stack performance variation is based on an internal
factor, thus the variation over Pel shows a notable funnel-shape. Two significant
relations establishing the funnel-shape are the direct requirement of extra fuel for
a less efficient FCM to maintain the desired power output and the requirement
of extra cooling air for the less efficient FCM. This extra amount of cooling air
must be heated downstream by extra fuel in the combustor to fulfill the turbine’s
inlet temperature requirement. The two relations superimpose to eventually
form a significant variation of required fuel per scenario. Obviously, the situation
is inverted for an improved FCM.
The mentioned effects limit the operating range for TSOFC higher than 1075 K.
Operation above that temperature is successively limited by ∆TS−A,max in the
low power range.
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Figure 6.15: Temperature difference between SOFC solid material and an-
ode inlet gas with varying power output for different operating
temperatures.
Cell Voltage Repeating the line of the discussion from section 6.2.1, the next
operating parameter to be investigated is the cell voltage, shown with fig. 6.16.
Again, the general findings from section 6.2.1 are consistent with the parameter
study here, thus they are repeated only briefly.
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Figure 6.16: Cell voltage throughout the operating range for different operating
temperatures.
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Cell fuel utilization is reduced with increasing power due to system control
requirements while increasing power is maintained by greater electrical current
causing an increase in ohmic losses. Since these effects counteract on the cell
voltage, the graph shows pronounced peaks per depicted temperature where one
contribution overcomes the other. For decreasing temperatures, these maximum
values are shifted towards lower powers and higher voltages as before.
The significant direct effect of the stack performance variation on the cell
voltage can clearly be identified in fig. 6.16. A fSL of 1.3 results in an operating
voltage well below the given limit for a stack temperature of 1125 K. The cell
voltage drops below the limits even for lower stack temperatures with increasing
power, prohibiting high power outputs once the stack degradation is significantly
advanced.
Cell Oxygen Utilization The cell oxygen utilization, presented with fig. 6.17,
directly results from the air mass flow (fig. 6.5). It is beneficial to recall that the
air mass flow is a restricted parameter according to the system control concept
in contrast to typical stand alone SOFC systems, where it is often a degree of
freedom. While the behavior of the oxygen utilization is consistent with the air
mass flow (fig. 6.14) and thus does not require specific attention, it is presented
nonetheless to point out its actual level.
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Figure 6.17: Cell oxygen utilization ratio throughout the operating range for
different operating temperatures.
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Cell Fuel Utilization The cell fuel utilization, shown with fig. 6.18, directly
depends on the fuel mass flow which is governed by system control, basically
to keep the downstream turbine operational while a requested electrical power
output is maintained. The complex system interactions are explained in sec-
tion 6.2.1. It is briefly recalled that the desired turbine inlet temperature requires
excess fuel from the FCM to sufficiently raise the air flow temperature.
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Figure 6.18: Cell fuel utilization ratio throughout the operating range for
different operating temperatures.
This effect becomes evident with the stack temperature related difference
between fuel utilizations at fSL 0.7 and 1.3. The range of FUcell becomes
smaller with increasing TSOFC since the ∆T with reference to the turbine inlet
temperature becomes smaller. Furthermore, the general behavior of FUcell per
TSOFC is consistent with the air mass flow presented in fig. 6.14. Higher stack
losses require extra cooling air mass flow, which in turn requires excess fuel for
downstream heating, eventually resulting in lower FUcell.
Combustor Flame Temperature The combustor flame temperature is pre-
sented with fig. 6.19. Again, the general findings from section 6.2.1 are consistent
with the parameter study here, thus they are repeated only briefly. It is helpful
to recall the cell fuel utilization explanation above, where the additional cooling
requirements for stack performance degradation fSL = 1.3 force a decreased cell
fuel utilization for downstream air heating. Therefore, a richer mixture enters
the combustor, inducing higher flame temperatures. The opposite situation
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occurs for performance evolution fSL = 0.7, where less downstream heating is
required. This thermodynamically favorable situation triggers the combustor
flame temperature limit at lower powers, in comparison to the performance
degradation.
10 20 30 40
1200
1400
1600
1800
Electrical Power Output Pel / kW
C
om
bu
st
or
Fl
am
e
Te
m
pe
ra
tu
re
T
fla
m
e
/
K
fSL = 0.7
fSL = 1.3
TSOFC = 1125 K
TSOFC = 1100 K
TSOFC = 1075 K
TSOFC = 1050 K
TSOFC = 1025 K
Out of Range
Figure 6.19: Combustor flame temperature throughout the operating range for
different fuel cell stack operating temperatures.
The fSL based stack performance variation significantly affects operating
limitations, both in high (Vcell) and low (FUcell, Vcell, Tflame) power range and
with respect to stack temperature (∆TS−A).
6.3.2 System Performance
Following a similar procedure as for the insulation imperfection variation, the
next step is to investigate the impact of stack performance variation on system
efficiency. The indicator of primary importance is, again, the system’s electrical
efficiency ηel,HHV according to eq. (6.3).
Figure 6.20 shows the electrical efficiency ηel,HHV over the total net power
output Pel. The plotted stack temperatures exclude 1050 K and 1100 K for
enhanced readability. Furthermore, the plot contains points that are out of
operating range, in order to give a complete understanding of the performance
variation.
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Figure 6.20: System electrical efficiency throughout the operating range for
different operating temperatures. Points out of operating range
are included.
The fSL effect on ηel,HHV is significant, as expected. For TSOFC = 1025 K the
efficiency varies between about 2 to 12 percentage points. Although the effect is
reduced with increasing stack temperature it remains significant with a range
of about 2 to 8 percentage points for TSOFC = 1125 K. It is possible to notice
that fSL effects on cell voltage are resembled in the efficiency (cp. figs. 6.16
and 6.20). However, the low power range behavior differs significantly for lower
stack temperatures TSOFC.
Recalling the definition of the HEX heat transfer efficiency ηHEX, given with
eq. (6.4), which is based on the hot side heat input, allows to understand fig. 6.21.
Again, readability is improved by excluding stack temperatures 1050 K and
1100 K from the plot. The heat transfer efficiency is governed by the heat
capacity rates of the flows involved and the cold side inlet temperature as already
explained with section 6.2.2. Briefly recalled, the control concept involves a
constant HEX hot side inlet temperature T18 due to a trade-off between material
limitations and a desired max. ∆T for heat transfer considerations.
Keeping that in mind it allows to focus on the HEX cold side inlet temperature
T22, since air mass flow (cp. fig. 6.14) does not show the low power behavior sought
after. T22 is affected by the isentropic compressor efficiency ηACP (see fig. 5.5),
which indicates a pattern that is reasonable for the effect investigated. However,
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Figure 6.21: HEX heat transfer efficiency throughout the operating range for
different operating temperatures. Points out of operating range
are included.
considering the range of ηACP and its expected effect on the temperature, it is
reasonable to further extend the investigation. The only remaining component
to influence T22 is the vessel, in particular the heat transfer from vessel internal
components to the cooling air flow. Here, we need to recall the required cooling
means for electrical components located in the sensor compartment under the
fuel cell stacks within the FCM, already presented with fig. 5.7. Ambient air
is purged through the sensor compartment at all times, basically to keep the
temperature below the required limit of 370 K.
Eventually, the vessel outlet temperature is governed by the compressor map
based vessel inlet temperature, the internal components’ heat losses and the FCM
heat losses, from which a significant share is expelled directly through the sensor
compartment. Since the vessel internal components heat losses directly depend
on the vessel mean temperature, the effects are highly non-linear, resulting in
the intersection type behavior, visible in fig. 6.21.
Furthermore, it is beneficial to understand that the cooling effect of the air flow
on the FCM cathode is directly influenced by the heat exchanger cold side exit
temperature T44. In other words, the heat transfer efficiency is counterbalancing
the FCM cathode cooling efficiency, leading to a typical optimization problem.
However, the counterbalancing nature together with the actual HEX efficiency
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variation range of 0 to 4 percentage points require an additional effect to explain
the notable collapse of the electrical efficiency ηel,HHV in the low power range.
This again can be found in the compressor and turbine maps. While the
influence of isentropic compression efficiency on temperature has already been
discussed, the actual power balance of the gas turbine (GT), involving the
compression (see fig. 5.5), expansion (see fig. 5.6) and auxiliary (see table 5.10)
efficiencies together, explains the remaining difference in overall system efficiency
ηel,HHV. The notable decrease of combined GT performance with reducing mass
flows requires additional support power from the grid to drive the GT shaft
rather than having the GT supplying extra power to the system’s energy balance.
This effect provides a significant contribution to the reduced efficiency in the
low power range.
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Figure 6.22: Best system efficiency obtainable through modulation of power
and SOFC temperature accordingly. Points out of operating range
are excluded.
The system design is optimized for the rated power around 30 kW. The low
power operating range can be expanded at the significant expense of efficiency
only. Anyway, fig. 6.21 presents a theoretical operating range since points out of
operating range are included intentionally at this point, as mentioned before.
The actual system performance, with operating limits respected, is presented
in fig. 6.22. The fuel cell stack temperature is modulated to utilize the highest
electrical efficiency possible. Stack performance evolution (fSL = 0.7) results in
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a small shift of operating range by about 2.5 kW towards higher power outputs
and an efficiency gain in the range of 2 to 4 percentage points.
Stack degradation (fSL = 1.3) results in a remarkable reduction of high power
operating range, cutting it down from about 22 kW range to 8 kW range. The
negative effects on efficiency are notable with a loss of about 2 percentage points
although reductions are slightly countered by the positive effects provided by
enhanced heat recuperation in the relevant low power range (cp. fig. 6.21).
6.3.3 Conclusions
The stationary stack performance variation is based on the stack loss factor fSL.
The ohmic area specific resistance is multiplied by fSL to artificially simulate
stack performance evolution and degradation. The chosen range of fSL is 0.7
to 1.3 and based on degradation results for similar cells from literature and
hypothetical production or material improvements to be expected due to the
juvenile nature of SOFC technology.
The effects of stack performance variation on operating limitations and system
performance are presented and thoroughly investigated and discussed. Fuel cell
stack operating temperatures above 1075 K are potentially hazardous, in partic-
ular for system operation below 20 kW. Here, gas-solid temperature differences
induce thermo-mechanical stress to the ceramic cells. Furthermore, the risk
to violate the cell voltage limit increases with increasing fSL, in particular for
higher stack temperatures. The cell fuel utilization restrictions become slightly
relaxed with increasing fSL, since additional air for cooling requires excess fuel
for downstream heating. However, the fuel utilization limit prohibits low and
medium power range operation, in particular for high stack temperatures. The
flame temperature limit poses a significant constraint to the low power operating
range, typically overruling other low power range constraints and, if allowing
operation at all, forcing a reduced efficiency by prohibiting low stack temperature
operation, which provides best efficiency at low power range. The mentioned
effects accumulate in the system’s electrical efficiency, where the artificially
unhindered operating range and efficiency can be compared to the one affected
by actual operating limitations (cp. figs. 6.20 and 6.22). Stack performance vari-
ations significantly affect both, the operating range and the electrical efficiency,
the former peaking with a reduction from 20 kW to 8 kW for fSL = 1.3 while an
efficiency increase of up to 4 percentage points is to be expected at high power
operation for fSL = 0.7.
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Eventually, the hypothetical stack performance evolution results in a behavior
and operating range very similar to the standard scenario, while electrical
efficiency is improved. However, the inevitable stack degradation significantly
limits the power plants operating range and thus poses a substantial operating
limitation that increases with time.
6.4 Stationary Variation of Ambient Conditions
A power plant faces different ambient conditions, either over time or if different
locations are evaluated and compared. Therefore, this section is dedicated to
investigate variations of ambient conditions with focus on operating limitations
and performance. The variations of ambient conditions include the state variables
temperature and pressure. The ambient air composition, water content in
particular, is kept constant (dry air, see table 6.1), since the influence on the
performance parameters is insignificant considering the 0D component models
used here. This holds true in particular for the map-based 0D compressor model.
For details regarding the influence of air humidity on gas turbine performance
parameters the reader is referred to specific literature [77, pp. 3–5, 3–35, 67,
pp. 803]. General simulation boundaries, given with table 6.1, remain unchanged
unless explicitly stated.
Sections 6.2 and 6.3 provide detailed insights into the system functionality
and the effects of different parameter variations on system behavior, operating
limitations including particular component analyses. Once the detailed charac-
teristics of the multitude of system parameters are understood in general, the
range of electrical power output and the systems electrical efficiency provide for
excellent performance indicators. The general characteristics of the system do
not vary significantly with ambient conditions, thus a specific presentation of the
detailed behaviors is omitted in this section. However, the system is still prone
to its operating limitations, significantly affecting both performance indicators.
Therefore, the effects of ambient conditions variations are summarized within
2+1D graphs while an overlay presents operating limitations. The graphs pro-
vide the electrical efficiency ηel,HHV plotted vs. stack temperature TSOFC and vs.
electrical net A/C power output Pel. The efficiency is presented in incremental
colors rather than a continuous color scheme to improve readability.
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6.4.1 Ambient Pressure Variation
The international barometric formula, given with eq. (6.6), is used to determine
the ambient pressure for the elevation range considered [55, p. 154].
pAMB = 1013.25
(
1− 0.0065 K m
−1 ·∆h
288.15 K
)5.255
hPa (6.6)
Pressure values related to heights of relevant locations are presented in table 6.2.
Airports are chosen as they typically require significant electric energy supply
along with availability of atmospheric information. Furthermore, Stuttgart
represents the actual pilot power plants location, Samedan is a European high
altitude airport and several European airports are at sea level, e. g. Amsterdam
Schiphol. The calculated ambient pressure pAMB of each location is considered a
relevant simulation boundary to investigate the system’s sensitivity to ambient
pressure changes.
Table 6.2: International barometric formula eq. (6.6) applied for relevant loca-
tions (heights and pressures rounded).
Location Height Pressure
m kPa
Amsterdam Airport, Netherlands 0 101
Stuttgart Airport, Germany 360 97
Samedan Airport, Switzerland 1700 83
The barometric formula results are in good agreement with the historic ambient
pressure data at Stuttgart Airport, presented with fig. 6.23. Furthermore,
the figure affirms that the annual pressure progression at Stuttgart Airport is
insignificant in this context.
The effects of ambient pressure variation on efficiency and operating range are
shown with fig. 6.24. The covered scope is determined by thermodynamical and
technical feasibility. In other words, white space means either thermodynamic
equilibrium cannot be achieved with the given system parameters or technical
restrictions prohibit system operation. An exemplary technical restriction is the
maximum rotational shaft speed of the gas turbine that must not be exceeded.
While the maps are parametrized for nominal operation, compressor and turbine
map extrapolation leads to highly implausible results. The scope of the graphs
is cut rather than extrapolated for technical restrictions to avoid presentation of
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Figure 6.23: Annual profile of daily mean ambient pressure pAMB in Stuttgart-
Echterdingen, Germany. Arithmetic mean based on data from
1953 till 2016, adopted from [35].
potentially misleading results.
The effect of the revolution restriction becomes visible in fig. 6.24 with a lower
maximum power with reduced pressure. The maximum power achievable is about
40 kW at sea level ambient pressure of 101 kPa while 83 kPa of ambient pressure
reduces the maximum power down to 35 kW. The gas turbine efficiency decreases
in conjunction with ambient pressure since less air mass flow is transported with
each revolution of the compressor wheel. A vertical comparison of efficiencies
per given power output does support this general expectation, but the effect on
electrical efficiency is rather small with about 0.5 percentage points at 30 kW.
While the general characteristics of operating limitations is resembled for each
pressure investigated, the actual level at which they prohibit power decrease
is notable with a high power reduction from about 29 kW for 101 kPa down to
about 25 kW for 83 kPa in case of the combustor flame temperature limit. The
low power range restrictions differ only marginally. The effect on the cell fuel
utilization limit is similar to the flame temperature limit while the fuel cell
temperature limit is almost unaffected by ambient pressure changes. The fuel cell
temperature limit does show only limited sensitivity to the parameter variations
presented with figs. 6.3 and 6.15, in particular in the low power range. It is
mainly governed by stack temperature and recirculation rate, thus the limited
effects of other factors are barely changing the fuel cell temperature limit here.
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Figure 6.24: Effect of ambient pressure on operating range and electrical effi-
ciency (HHV). Operating limitations are indicated by red lines,
dashed lines are used for limits overruled by other limits. Excluded
operating ranges are shaded in gray.
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The implementation of the flame temperature limit with eq. (5.12) provides a
direct relation to the power output, thus the observed variation is expected. The
effect on cell fuel utilization limit is based on the axis definition. While ambient
pressure changes do not impose a significant direct effect on the FUcell within the
range of pressures investigated, the indirect effect on gas turbine performance is
notable. Therefore, the net power output Pel is affected, shifting the results in
general and in particular the cell fuel utilization limit on the power axis.
After the evaluation and discussion of ambient pressure variation results, the
next ambient conditions variation refers to the ambient temperature.
6.4.2 Ambient Temperature Variation
The investigated temperature range is based on historic temperature records
for the location Stuttgart Airport. The daily mean temperatures TAMB are
presented with fig. 6.25 while the mean daily temperature differences ∆TAMB
are shown with fig. 6.26. Combination of the two figures leads to a maximum
temperature of about 315 K and a minimum temperature of about 255 K. An
additional margin of ±15 K is used to cover different climatic conditions at
varying locations, forming the temperature range of 240 K to 330 K.
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Figure 6.25: Annual profile of daily mean ambient temperature TAMB in
Stuttgart-Echterdingen, Germany. Arithmetic mean based on
data from 1953 till 2016, adopted from [35].
Following the visualization concept of focusing on the two performance indica-
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Figure 6.26: Annual profile of daily mean ambient temperature difference
∆TAMB in Stuttgart-Echterdingen, Germany. Arithmetic mean
based on data from 1953 till 2016, adopted from [35].
tors electrical efficiency and operating range, the effects of ambient temperature
variation are presented with fig. 6.27. Again, the scope excludes thermodynamical
and technical limitations as discussed in section 6.4.1.
The overall effects of temperature variation are less distinctive compared to
the pressure variation. This is expected due to the actual variation ranges in
conjunction with the effects of pressure and temperature on the gas turbine maps
(cp. figs. 5.5 and 5.6, where pressure acts directly on mass flow in contrast to
the square root of temperature).
The efficiency per power output varies slightly, e. g. with about 0.5 percentage
points for 30 kW considering the difference between 330 K and 240 K. The low
power range limits vary between 14.5 kW and 15.9 kW. The high power range
limits show a more pronounced diversity with 27.2 kW, 28.5 kW and 29.9 kW in
descending temperature order. Furthermore, the ambient temperature of 240 K
triggers the cell voltage limit in high power range, limiting the max. power
around 35 kW prohibiting operation up to 39 kW. The cell voltage limitation is
transgressed by max. 0.01 V, basically due to a number of smaller effects that
superimpose each other. If one particular effect is to be highlighted at all, it is the
cooling effect due to lowered gas inlet temperatures and increased temperature
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Figure 6.27: Effect of ambient temperature on operating range and electrical
efficiency (HHV). Operating limitations are indicated by red lines,
dashed lines are used for limits overruled by other limits. Excluded
operating ranges are shaded in gray.
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difference to the surrounding. Both reduce the air mass flow required for cooling
and thus the excess fuel for downstream air heating, eventually raising the cell
fuel utilization and in turn reduce cell voltage.
6.4.3 Conclusions
The influence of ambient conditions variations on the electrical efficiency (HHV)
and the operating range of the hybrid power plant are discussed in this sec-
tion. The effects of ambient pressure variation surpass the effects of ambient
temperature variation, as expected.
The pressure variation includes 101 kPa, 97 kPa and 83 kPa while the temper-
ature variation comprises 240 K, 300 K and 330 K.
The effect of reduced ambient pressure on power range is significant, limiting
the elevated systems high power range at 35 kW in contrast to 40 kW at sea level.
The same holds true for the high temperature, low power range restriction, which
shifts from 29 kW at sea level down to 25 kW at elevated location. However, the
high temperature, low power shift to lower powers is a gain, while the high power,
high temperature shift is a loss of operating range. The low temperature, low
power range restrictions differ only marginally for the pressure range investigated.
The effect of ambient temperature variation on operating range is less distinc-
tive in comparison with the pressure variation. The low power, low temperature
limit is raised from 14.5 kW to 15.9 kW with reduced ambient temperature, while
high temperature, low power restrictions are raised from 27.2 kW to 29.9 kW,
respectively. In contrast to the ambient pressure variation, both directions con-
strain the operating range for the ambient temperature variation. Furthermore,
the cell voltage limit is triggered at an ambient temperature of 240 K, limiting
the high temperature, high power operation at 35 kW rather than allowing the
theoretically possible 39 kW.
The effect on electrical efficiency is rather small for both parameter variations
with about 0.5 percentage points at 30 kW.
The effects of stationary ambient conditions variations are presented in this
section. The next section is dedicated to the investigation of variations in transient
ambient conditions. Particular focus is put on the ambient temperature variation
while a pressure variation is omitted. Figure 6.23 presents the insignificant
annual pressure variation in Stuttgart, while figs. 6.25 and 6.26 show a notable
annual and daily temperature variation for the same location.
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6.5 Transient Ambient Temperature Profile
The transient ambient conditions variation is implemented to proof the system’s
capability of following a certain temperature profile without escalating into
restricted operating conditions.
The general simulation parameters (see table 6.1) remain unchanged, except
the power output, which is set to 30 kW to force challenging conditions.
The daily temperature difference, already presented with fig. 6.26, allows to
allocate challenging conditions over a day. Annual day 144 was chosen based
on the notable ∆T . The daily temperature progression of day 144 is shown in
fig. 6.28 along with the corresponding fit according to eq. (6.7).
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Figure 6.28: Daily profile of mean ambient temperature TAMB in Stuttgart-
Echterdingen, Germany. Arithmetic mean is based on annual day
144 from fig. 6.26. Fit coefficient of determination is R2 = 0.984
for eq. (6.7). Data for mean computation range from 1988 till
2016, adopted from [35].
T (t) = 288.4 K− 4.1 K · cos
(
0.262 h−1 · t
)
− 3.22 K · sin
(
0.262 h−1 · t
)
(6.7)
The results of the ambient temperature variation are presented with fig. 6.29.
The parameter to focus on is, again, ηel,HHV the electrical efficiency (HHV).
The first three days show visible changes in electrical efficiency, after that the
day-to-day variations are insignificant. However, considering the actual range
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of the efficiency variation, it becomes obvious that the effects are insignificant
altogether. Furthermore, the insignificant magnitude of the effects does not
induce any operating limitation.
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Figure 6.29: Effect of ambient temperature variation on system efficiency. Tem-
perature variation is based on eq. (6.7) and fig. 6.28.
The transient ambient temperature profile does not impose any kind of chal-
lenge to the system, thus it can be concluded that the system is capable of
following normal daily temperature progressions without significant effects. This
scenario involves base-load power plant operation without power fluctuations.
Due to the remarkable operating range of the hybrid power plant in conjunction
with the high electrical efficiency provided over the full range, exemplified in
fig. 6.22, it is obvious that a load following operation could identify further
system advantages.
6.6 Transient Fuel Cell Power and Temperature Profiles
The previous sections focus on stationary operation of the hybrid power plant
to understand the characteristics as well as the corresponding advantages and
limitations of the system. The transient ambient conditions variation in a base-
load scenario is investigated already, basically to prove the related stability of the
system. The next consequential step is to investigate a load following scenario.
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6.6.1 System Performance
Real load following scenarios are rejected in favor of an exemplary artificial
power reduction scenario to ensure substantially challenging conditions for the
hybrid power plant. The temporal gradients are defined according to actual
transient operating restrictions, typically established by the component suppliers.
Considering the stationary results, presented e. g. with figs. 6.24 and 6.27, it
becomes obvious that a stack temperature variation is required to utilize the full
power range of the hybrid power plant. Therefore, the most prominent transient
operating restrictions concern the fuel cell stack temperature, basically due to
the immense thermal inertia of the stack itself and the surrounding insulation.
Many transient stack related operating restrictions can eventually be traced back
to the prevention of thermo-mechanical stress for the cells, induced by temporal
or spatial temperature gradients. The supplier restrictions are widely estimated
or scaled from other systems, due to the novelty of the hybrid power plant design
in general. In particular, the high temperature fuel recirculation and the direct
combination with a gas turbine as cooling air supply establish a novel set of
interactions, yet to be investigated with a real demonstrator.
In addition to the general uncertainty of transient restrictions mentioned above,
these given restrictions do not directly reflect the actual system control means
and thus require some translation into the domains controlled by the simulation.
This is exemplified for the stack electrical current gradient, which is not directly
controlled during simulation, but the FCM power output is. Therefore, the stack
electrical current gradient needs to be translated into a FCM power gradient.
The same holds true for the stack input temperature gradient since the FCM
outlet temperature is controlled throughout the simulations.
The operating range restrictions known from the stationary simulations (see
sections 6.2 and 6.3) are maintained throughout all transient simulations. The
max. isothermal power gradient was chosen with ±2 kW min−1 and the max.
stack temperature gradient with ±1 K min−1. The non-isothermal power gradient
is determined by the permitted cooling/heating speed in combination with
the slope of the governing power restriction, typically the combustor flame
temperature limit (cp. fig. 6.27). This artificial test scenario utilizes a non-
isothermal power gradient of ±0.1 kW min−1 to follow the stack temperature
gradient.
It is again highlighted that the chosen gradients are of artificial nature and
require thorough double-check with the pilot power plant’s experimental results,
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Figure 6.30: Power variation from 39 kW to 18.5 kW including stack temper-
ature adjustment. Isothermal power gradient of −2 kW min−1
at 1125 K. Temperature adjustment is required below 29 kW ac-
cording to fig. 6.24. Stack temperature gradient of −1 K min−1
is applied. Non-isothermal power gradient of −0.1 kW min−1 is
chosen to follow the governing temperature ramp.
which are not available yet. However, it is an exemplary scenario to understand
the general system response on temporal gradients. The immediate system
response is presented in fig. 6.30 with the actual gradients taking effect for
t < 1.7 h.
The general transient behavior of the hybrid power plant is in coherence with
the stationary characteristics already explained in sections 6.2 and 6.3. The
isothermal power gradient starts at about 39 kW and reaches 29 kW after about
5 min while the electrical efficiency increases from 0.533 to 0.563. Here, the
electrical efficiency is already slightly higher compared to the stationary one
(cp. fig. 6.22). Furthermore, the efficiency results achieved for t ≥ 1.7 h at
about 18.5 kW show a difference compared to the stationary results of about 1.1
percentage points. In addition, the almost horizontal slope of the system param-
eters in fig. 6.30 for t ≥ 1.7 h indicates that the system is near equilibrium state
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immediately after the power and temperature gradients are set to 0 kW min−1
and 0 K min−1, respectively.
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Figure 6.31: Medium term system response on power and corresponding tem-
perature change, both represented in fig. 6.30. No external gra-
dients are applied for t > 1.7 h. Variation of Pel caused by gas
turbine adaption to thermal requirements of the overall system
and thermal control concept. Change of material temperature
over time affects heat losses and thus efficiency.
The virtually stationary 2 h-transient system response is further examined
with fig. 6.31, representing 2 h < t < 48 h of the very same transient system
response. Excluding the initial power and temperature gradients from the
graph for t < 2 h allows to notice that the system is not near equilibrium for
1.7 h < t < 2.0 h. The effect of storage temperatures is visible due to proper axes
scaling. Here, it is beneficial to recall the heat storage concept shown in fig. 3.2.
Since the FCM operating temperature is reduced, most system temperatures
are reduced accordingly. Therefore, the stored heat within the solid materials
of the components, and in particular within the different levels of insulation,
is successively reduced. The surface temperatures and thus the heat losses are
reduced accordingly. For 2 h < t < 48 h, the difference of electrical efficiencies
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with reference to the stationary results is consecutively reduced, reaching a
remaining difference of 1 percentage points. The final relaxation period between
48 h and 168 h is presented with fig. 6.32, no significant changes can be observed.
The system approaches equilibrium after about one weeks time where most
component’s insulation materials still give away single digit Watts of heat but
the prominent system performance indicators are virtually stable.
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Figure 6.32: Long term system response on power and corresponding tempera-
ture change, both represented in fig. 6.30. No external gradients
are applied for t > 1.7 h. Variation of Pel caused by gas turbine
adaption to thermal requirements of the overall system and ther-
mal control concept. Change of material temperature over time
affects heat losses and thus efficiency.
6.6.2 Conclusions
The hybrid power plant is exposed to an artificial combined power and operating
temperature variation while the operating limits are respected. The system
appears to reach equilibrium after less than two hours, which is basically directly
after the imposed gradients are reset to zero. A notable efficiency difference
of about 1.1 percentage points in contrast to the stationary results indicates
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another, long-term effect. This long-term effect is identified as a weeks time of
reduction of stored heat and thus heat losses until the system reaches the steady
state. Furthermore, the modeling strategy differences of stationary and transient
models account for another share of the difference.
The artificial variation of operating conditions is chosen to exemplify the
system response to challenging transient conditions. Experimental results from
the pilot power plant are required to parametrize both, the operating limits as
well as the permitted gradients to further improve the accuracy of the simulations.
However, the results presented here highlight the capability of the hybrid
power plant to follow challenging load profiles, where isothermal power gradients
of ±2 kW min−1 can be answered without problems in a power range of about
10 kW and FCM temperature gradients of ±1 K min−1 are possible over the full
operating range, to eventually allow a power reduction of more than 50 % from
39 kW to 18.5 kW in less than two hours. The electrical efficiency (HHV) remains
above 0.53 at all times.
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Model This thesis introduces a novel non-adiabatic modeling approach for
efficient 0D SOFC/GT hybrid power plant system modeling. The object-oriented
and modular modeling framework is set up in a MATLABr environment and
allows for stationary and transient (temperature-time-discrete) simulations. The
model and its components are parametrized according to the information available
through parallel real pilot power plant erection.
Heat Transfer Variation The stationary differences between adiabatic and
non-adiabatic system operation and the effects of heat transfer variations are
remarkable. Heat transfer variations are based on the insulation imperfection
factor with a range of 0.5 to 1.5, which represents a multiplication factor to the
thermal conductivity of materials. The high power operating range is significantly
constrained for operation with assumption of highest heat losses, basically due to
the transgression of the cell voltage limit. The efficiency is affected by heat losses,
as expected, varying by about 2 percentage points of electrical efficiency (HHV),
in particular in the low power range. A detailed component investigation identifies
major contributors to internal and external heat transfer, where especially the
stack module itself and tubes inside and around the pressure vessel account for
the majority of heat that is transferred either between components or to the
ambient. The standard scenario maintains an electrical efficiency (HHV) higher
than 0.53 over the operating range between around 17 kW to 39 kW, peaking
short of 0.56.
Stack Performance Variation The stationary stack performance variation is
based on the stack loss factor with a range of 0.7 to 1.3, which is multiplied
with the ohmic area specific resistance of the fuel cells. The stack performance
evolution results in a slightly shifted operating range of around 20 kW to 42 kW
compared to the standard scenario with a range of about 17 kW to 39 kW. Here,
the electrical efficiency (HHV) is improved between 2 and 4 percentage points,
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peaking above 0.58. The effects of stack performance degradation are significant,
leading to a reduced operating range of 15 kW to 24 kW. The loss in electrical
efficiency (HHV) is notable, with the efficiency peaking above 0.53. The reduced
difference of efficiency in contrast to the performance evolution is explained by
an enhanced heat recuperation for stacks with inferior performance.
Ambient Conditions Variation The variation of stationary ambient conditions
includes temperature and pressure variations based on relevant locations within
Europe, covering 240 K to 330 K and 83 kPa to 101 kPa. The effect of reduced
ambient temperature reduces the power range from about 15 kW to 39 kW at
330 K to 16 kW to 35 kW at 240 K. The isothermal power range is reduced with
temperature by about 60 %, in particular due to cell voltage limitations. The
effect of reduced ambient pressure reduces the power range from about 16 kW
to 40 kW at 101 kPa to 15 kW to 35 kW at 83 kPa. Here, the isothermal power
range is affected slightly, being reduced by about 10 %. The effect of ambient
conditions variation on electrical efficiency (HHV) is limited in the range below
1 percentage point per power output.
Transient Ambient Temperature Profile The transient ambient temperature
profile is investigated to proof the system’s capability to follow a certain temper-
ature profile without escalating into restricted operating conditions. Historical
weather data for the actual pilot power plants location in Stuttgart, Germany
from 1988 to 2016 are analyzed to define challenging conditions. However, the
system does not show a significant response to the imposed daily tempera-
ture profile, indicating high operating stability for Central European climate
conditions.
Transient Power and Temperature Profile A transient fuel cell power and
temperature profile is artificially generated to represent challenging conditions
in accordance with system limitations. The chosen isothermal stack power
gradient of ±2 kW min−1 allows for quick power modulation at an isothermal
stack temperature. Power modulation with a corresponding stack temperature
gradient is governed by the thermal inertia of the system and thus the related
gradients are defined with ±1 K min−1 resulting in ±0.1 kW min−1.
The combined power and temperature modulation presents the system’s load
following capability with a 25 % isothermal load reduction in about 5 min and
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a total load reduction of more than 50 % in about 1.7 h. The electrical (HHV)
efficiency remains above 0.53 at all times. The system requires about a week’s
time to reach steady state after the gradients are set to zero, although notable
changes are limited to the first 48 h of the scenario.
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8 Prospects
This work provides a model framework and an actual set of parameters to effi-
ciently predict the operating range and operating conditions of the hybrid pilot
power plant, for both, stationary and transient operation. The effects of heat
transfer and stack performance variation are investigated over a broad range and
discussed in general. However, many properties and operating limitations (in
particular transient ones) are best-engineering-guess type boundaries. An opera-
tive pilot power plant will allow to experimentally determine its properties and
operating limitations. The improved parameter quality will improve simulation
accuracy while extrapolations and hazardous maneuvers can be simulated with
the improved model prior to real system tests.
Furthermore, particular components can be analyzed or optimized by imple-
menting more detailed component models into the modeling framework and even
system architecture variations and optimizations can be checked based on the
modularity of the model. In addition, the solver structure in combination with
the computational efficiency allow for variable and extensive parameter studies
of any kind.
The controls development and optimization can be supported by indirect
coupling to the model presented here, where forecasted gradients and their effects
on system operation can be investigated prior to real control system tests.
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