Abstruct-The work presented in this paper belongs to the realm of robotics and computer vision. The problem we seek to solve is the accomplishment of robotics tasks using visual features provided by a special sensor, mounted on a robot end effector. This sensor consists of two laser stripes fixed rigidly to a camera, projecting planar light on the scene. First, we briefly describe the classical visual servoing approach. We then generalize this approach to the case of our special sensor hy considering its interaction with respect to a sphere. This interaction permits us to establish a kinematics relation between the sensor and the scene. Finally, both in simulation and in our experimental cell, the results are presented. They concern the positioning task with respect to a sphere, and show the robustness and the stability of the control scheme.
I. INTRODUCTION
Nowadays, the vision sensor is increasingly an essential element in the resolution of complex problems of environment perception. Its miniaturization and recent image processing developments have made possible, first, the mounting of the visual sensor on the end effector of a robot, and secondly, the integration of visual information in a robot control loop. These developments have made feasible the accomplishment of many more robotics tasks such as target trachng and obstacle avoidance.
Some of the earliest work on the use of sensory feedback was done by Bolles and Paul in [4] and was experimented in a programmable assembly system. Sanderson and Weiss conducted work on the use of visual data in robot control [15] . They presented two separate approaches. The first, commonly called "position based", is founded upon the adjustment of the end effector pose parameters [2] , [3] , [14] . Thus, in this approach, an interpretation step of the end effector pose is necessary. This step usually includes some inaccuracies, depending on the visual sensor geometry, environment and robot models. Moreover, the search for the end effector pose is time consuming and may affect the system's overall behavior. The second approach, which removes the drawbacks of the previous one, directly controls the end effector of a robot using visual data. This control scheme corresponds to the one we developed and is called "visual servoing".
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where S ( T . t ) is the value of the visual features currently observed by the camera. These features are associated with the 2D geometric primitives in the image that correspond to the projection of the 3D primitives in the scene. They depend on the pose T between the sensor and the scene; s* is the desired value of s to be reached in the image;
C is a matrix which has to be selected as an approximation to the inverse Jacobian matrix related to s. For a given vision-based task, modeling consists in choosing the relevant visual features to achieve the task, and then constructing the matrix C. It requires the establishment of the interaction matrix related to the chosen visual features, which is defined by:
where i is the time variation of s: and E is the object velocity with respect to the sensor (with < = (T; 52) = (Tz7 T, , T, , iIz, 0, ; O z ) 
T ) .
The control problem can then be formalized in terms of sensorbased-control [ll] applied to visual servoing. A basic control law consists in trying to insure that the task function e ( r , t ) behaves approximately like a first-order decoupled system. In that case, we should have e = -Xe where X(>O) controls the speed of the exponential decrease.
Since e ( r : t ) depends on the motion of both object and sensor, we have:
where the sensor velocity Ec is considered as the input of the robot controller. Therefore, (,-can be chosen as: (4) where & / d~ and %/at have to be determined. It is shown in [ll] that a sufficient condition for an exponential convergence of e is given by:
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This relation allows us to choose C as C = LbL,.. , where L&* is the pseudo inverse of the interaction matrix computed for s = s* . level geometrical primitives such as points, lines, circles, cylinders and spheres using a single camera. Our work also consists in the modeling of visual data, but by using a sensor termed "active" in the sense that it is composed of a camera and two laser stripes. The use of laser stripes allows us to reduce illumination problems. A camera alone detects more information about the image than necessary, and therefore computing time of the image processing is generally high because of the complexity of the scene. Laser stripes remove this drawback because only the information given by the projection of the laser stripes on to the scene is detected by the visual sensor. Laser stripes in robotics have been widely used in real-time tracking of moving objects [13] , and also in many applications involving the recognition and interpretation of a workpiece surface [I] . The particular aim of these applications was to search for the three dimensional information of the visualized objects.
Indeed
In our application, we use two laser stripes rigidly attached to the camera, which are fixed to a robot manipulator. Each stripe projects a light plane on to the scene, which is static.
In this case, the visual features observed are very straightforward to detect and depend only on the geometry of the object. The features are limited to points of discontinuity or straight lines in polyhedra1 scenes [SI, [9] , [12] . Therefore, image processing is thus significantly reduced, procuring a saving of time which enhances the dynamics of the system. The only constraint imposed by the laser stripe is to know the approximate position of the laser plane with respect to the camera frame. This can be obtained using classical calibration techniques [8] . Knowing the laser plane parameters and the geometry of the objects, we can model visual data observed in the image. After modeling the related interaction matrices, we can build the control scheme given by (6) which will enable visual servoing.
We now present a general method for the modeling of these interaction matrices. Let us consider an elementary visual signal s provided by this sensor. This camera-laser feature is defined as a function s = f ( p ( r ) ) which depends on the configuration of the considered primitives, represented by the parameters p . These parameters p depend on the pose r between the sensor and the primitive. So, the time variation of s can be obtained as:
. a s a p .
where S represents the time variation of s in the image, and i. is nothing but (, the object velocity with respect to the sensor and then the corresponding interaction matrix is given by
In the past [12] , this method has been used to compute interaction matrices related to polyhedral scenes. In that case, visual features only consist of points of discontinuity and straight lines. But this method is more general since it can be applied to any geometrical primitive.
In the next section, we present the case of a spherical scene using several representations in the image plane [lo] .
MODELLING VISUAL FEATURES OBTAINED FROM A SPHERE
In order to model visual features obtained from a spherical scene, it is necessary to select those which can be used in the control scheme.
Then, we have to compute the related interaction matrix.The sphere (see Fig. 1 ) is represented by its center mo = ( x o y o a~)~ and its radius 1'. such as
Each laser stripe rigidly attached to the camera is characterized by a plane equation:
As shown in [7] , the visual servoing approach is not sensitive to approximate models and calibration errors. Therefore we can consider, without loss of generality, a pinhole camera model with unit focal length. so that a point z(s. y, z )~ in 3D space projects into X =: (XI'l)T on the image frame with
2 By using (13) into (12) and (1 l), we can express the ellipse equation giving the projection in the image of the intersection between the sphere anid the laser plane (see Fig. 1 ). Obviously, the camera only detects the portion of the ellipse corresponding to the near side of the sphene. The equation of this ellipse is given by [SI
where
We now describe the computation of the interaction matrices related to three representations of the sphere projection in the image. The first uses the A, parameters above. The second uses the classical moments of inertia of the ellipse, and the third searches for the points of disconitinuity depicted in Fig. 1 .
A. A, Parameters
In this case, we have s = A = (.41. . . . . 24;) and p = ( . . / I . ( . d. .ro, yo. 30.1.) . In order to establish the interaction matrix related to these parameters, we have to compute the time variation of A which can be expressed as follows:
In our conditions, we have ?I = b = i. = 11 = 1 = 0. since camera and lasers are rigidly coupled, so that the laser plane and the image plane are immovably locked together. p can thus be restricted to can easily be determined from (19) We deduce the interaction matrix LF. expressed with the representation y using the following relation @I:
C. Points of Discontinuity
In order to elaborate the interaction matrix related to the points of discontinuity, it is necessary to determine the expression of two ellipses (see Fig. 1 ). The first ellipse, given by (14), is the projection on to the image of the intersection between the sphere and the laser plane. The second is given by the sphere projection on to the image (a circle if the sphere is centered in the image) and can be expressed by:
E . L ( X :
The intersection of these two ellipses defines two points which are precisely the points of discontinuity under consideration. Then, we can determine the interaction matrix related to each point of discontinuity X, = ( X ? , I:,). We compute the time variation of the expression El ( X . A ) and E2 ( X . B ) . We have:
We thus obtain a linear system with -$,->?c as unknowns. The 
IV. RESULTS
As a testbed, we used two laser stripes coupled to the camera sensor, mounted on the end effector of a S degrees of freedom robot manipulator which does not provide the rotation f!, . The chosen task consists in positioning the camera with respect to a sphere in such away that the projection in the image gives a centered circle ( X O = go = 0, 20 = : * j . The experiments were performed with a sphere of radius 3 cm, the desired distance i* between camera and object being fixed at 30 cm. We used the different parameterizations presented in the previous section, i.e., the -4, parameters, the moments of inertia and the points of discontinuity. In all our tests, we used a constant gain A, fixed experimentally at 0.1. With higher values, the control law can become unstable, especially if the robot starts very far from the desired position. On the other hand, with lower values, stability is always ensured with a slower speed of convergence. This means that 3 camera degrees of freedom, correctly chosen using the form of the interaction matrix, are sufficient to achieve the positioning task. We have selected the camera translational velocities T, . T,, and 7:. In this case, the corresponding interaction matrix consist9 of'the first three columns of the general form given in (26).
We note that, because of the particular configuration of Ly.s=s.. 0 , could be used instead of 1,);. and R, instead of 1, .
We present simulation results in Fig. 2 , with noise corresponding to errors in the robot and sensor geometric models, as well to errors due to the image processing (2% white noise on the image coordinates and on the camera location). The different parts show (see Fig. 2 We observe in Fig. 2 that the convergence to the desired image is correctly performed. The stability and robustness of the control scheme have been proved under a variety of simulation conditions. Note that the noise introduced into the measurements and robot locations brings little perturbation to the system.
B. Results Using the Moments of Inertia
We can perform the same positioning task from parameters given by the moments of inertia We now choose s = This matrix has the same kernel as that using the A, parameters.
In this case, we used camera velocity components T,, Rz and R, to accomplish the task. The expression of the corresponding task function and control law can be obtained in a similar manner as stated previously. Fig. 3 presents the simulation results obtained in the presence of noise.
C. Results Using the Points of Discontinuity
Finally, the positioning task with respect to a sphere was carried out in our experimental cell using the points of discontinuity of the ellipse. Using two laser stripes, we have s = ( X , , Yl. . . . . X q . 1 ; ) .
where the first two points belong to laser plane 1 (all = 0) and the last two points belong to laser plane 2 ( b l a = 0). At the desired position, the sphere is centered in the image, thus s* = The rank of the interaction matrix related to s = s* is again 3. The matrix is obtained as (30), shown at the bottom of the previous page.
The processing applied to the image consists of a simple direct thresholding which keeps only the information corresponding to the over-light area due to the laser stripe projection on to the scene. It is then easy to extract the points of discontinuity of the ellipse with a sampling rate equal to the video rate (25 Hz). Results obtained in our experimental cell using the three translational degrees of freedom are shown in Fig. 4 . They show the stability and the exponential convergence of the control law. We may remark that these experimental results and those obtained in simulation with other parameters display approximately the same behavior.
V. CONCLUSION
In some applications, using only a camera may tum out to be restrictive due to the difficulty of extracting "useful" information from the image. That is why a special sensor, created by the coupling of a camera and laser stripe, was chosen. Indeed, with such a sensor, image processing is significantly reduced, and moreover the primitives in the image are relatively straightforward. In this paper, we have presented a general method for modeling visual features using this useful sensor, and applied this method to a spherical scene case. Then we integrated this work under the taskfunction approach which enables positioning robotics tasks to be performed with good results from the point of view of robustness and stability. Finally, in simulation and in our experimental cell, results were presented for the positioning task with respect to a sphere.
In all the experiments, the interaction matrix and its pseudoinverse C are computed only once since they are chosen constant and correspond to their value computed at s = s* desired image. Computation time is thus the same as far as interaction matrices are concerned. In the same way, numerical stability is equivalent (and good) for the three representations that we have studied. The main differences between the three approaches are the manner of extracting the visual data by image processing and the level of noise related to each of them. In our case, no significant difference has really been 200 pointed out. Let us note that the method we have presented to compute the interaction matrix is general. Similar derivations could be obtained for other non polyhedral objects such as circles, cylinders, etc.
We have demonstrated the various advantages of a camera-laser coupling. Nevertheless, this sensor has some constraints. This coupling involves some restrictions in the laser stripe projection on to the scene. It is necessary to choose the most favorable attitude of the laser stripe in order to achieve a robotics task under conditions of optimum stability. Moreover, a calibration step is essential in order to compute each parameter of a laser plane. This calibration step is necessary in order to compute the desired position to be reached in the image (this could also be done by a learning approach) but, as shown in [7] , calibration parameters are not sensitive for the stability, robustness and convergence of visual servoing.
I. INTRODUCTION
For a robot to be able to interact in a precise and intelligent manner with its environment, it must rely on sensory feedback. Vision serves as a powerful component of such a feedback system. It provides a richness of information that can enable a manipulator to handle Manuscript received March 9, 1995; revised January 15, 1996 Will shape representation suffice? After all, most vision applications deal with brightness images that are functions not only of shape but also other intrinsic scene properties such as reflectance and perpetually varying factors such as illumination. This observation has motivated us to take an extreme approach to visual representation. What we seek is not a representation of geometry but rather uppearance [20] , encoded in which are brightness variations caused by three-dimensional shape, surface reflectance properties, illumination conditions, and the parameters of the robot task. Given the number of factors at work, it is immediate that an appearance representation that captures all possible variations is simply impractical. Fortunately, there exist a wide collection of robot vision applications where pertinent variables are few and hence compact appearance representation in a low-dimensional subspace is indeed practical.
A problem of substantial relevance to robotics is visual semoing; the ability of a robot to either automatically position itself at a desired location with respect to an object, or accurately follow an object as it moves through an unknown trajectory. We use the visual servoing problem to describe our appearance based approach. To place our approach in perspective, we review existing methods for servoing. All of these methods can be broadly classified into two categories; (a) feature/model based and (b) learning based. The first category uses image features to estimate the robot's displacement with respect to the object. The objective is to find the rotation and translation that must be applied to the end-effector to bring the features back to their desired positions in the image. Image features used vary from geometric primitives such as edges, lines, vertices, and circles [33] , [5] , [lo], [7] to optical flow estimates [26] , [13] , [3] and object location estimates obtained using stereo [2] . The control schemes used to drive the robot to its desired position vary from simple prediction algorithms employed to achieve computational efficiency to more sophisticated adaptive self-tuning controllers that account for the dynamics of the manipulator. Many of the above methods require prior calibration of the vision sensor's intrinsic parameters (e.g., focal length) as well as its extrinsic parameters (e.g., rotation and translation with respect to the manipulator).
The second category of servoing methods includes a learning component. In the learning stage, the mapping between image features and robot coordinates is generated prior (off-line) to positioning or tracking. This mapping is then used to determine, in real-time, errors in robot positionhelocity from image feature coordinates. This is generally accomplished without any explicit knowledge of the object's geometry or the robot's kinematic parameters. In addition, calibration of the vision sensor is not required as long as the sensorrobot configuration remains unaltered between learning and servoing. These methods differ from each other primarily in the type of learning algorithm used. Our appearance based approach to robot vision offers a solution to servoing that differs from previous work in two significant ways; (a) the method uses raw brightness images directly without the computation of image features, and (b) the learning algorithm is based on principal component analysis [25] , [6] rather than a large 1042-296)3/96$05,00 0 1996 IEEE
