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Predicting stock market prices is regarded as a challenging task of financial time 
series, due to its chaotic, non-linear, non-stationary and dynamic nature. In this project 
we address the problem of stock market forecasting by making a comparison between 
different machine learning prediction models mainly Support Vector Machine (SVM), 
Artificial Neural Networks (ANN), Random Forest (RS), and Long Short Term Memory 
(LSTM) Recurrent Neural Network. For this goal, different models are built for predicting 
stock prices for 10 days in advance, and a number of experiments were executed based 
on ten years of historical data for stock prices from different sectors of the industry of the 
Qatari and the American markets. The results were analyzed using Mean Squared Error 
(MSE) and Mean Absolute Error (MAE) measuring metrics. 
Furthermore, we developed an application for predicting stock prices and trend 
movement with a motivation that trading strategies and investment decisions are more 
reliable and efficient when guided by forecasts which could lead to more profit. 
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CHAPTER 1: INTRODUCTION 
 Predicting stock market prices is regarded as a challenging task of financial time 
series. For years, investors have accepted the Efficient Market Hypothesis (EMH) for 
claiming that future stock prices are partially predicable. This is due to the fact that existing 
share prices reflect all the relevant information required to predict a stock price based of 
historical trading data [1]. There is also the Random-Walk hypothesis which states that 
stock market prices are essentially random and any attempt to predict the stock prices will 
fail. [2]  Although predictable, based on the Efficient Market hypothesis, but it remains 
hard to predict stock prices “since the stock market is essentially dynamic, nonlinear, 
complicated, nonparametric, and chaotic in nature” [3]. There are many additional factors 
that cause fluctuation of stock prices such as political situations, company performance, 
economic activities and other unexpected events.  These factors make the stock movement 
nonlinear, uncertain, and non-stationary. Hence, it is quite difficult to predict stock market 
prices and their movement. For this reason, investors usually use technical analysis for 
evaluating stocks by studying the statistics generated from the market activity mainly past 
prices and volumes. These statistics are presented in the form of charts to find patterns that 
might suggest future stock behavior. In addition to that, investors pay a close attention to 
recent news in order to avoid investing in risky stocks and to make correct stock investment 
decisions [1]. 
 Over the years, a number of applications have shown supervised machine learning 
models such as Genetic Algorithms, Support Vector Machine, Artificial Neural Network 
and Random Forests can be useful tools to predict the movement trend of stock prices, due 
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to their ability to handle non-linear systems. However most of them have still not given 
satisfactory results with very high accuracy and stable performance on stock prediction. 
 Recently Recurrent Neural network (RNN) has been receiving great attention for 
modeling time series and sequence problems, due to internal cyclic connections between 
units that can store information while processing new inputs. However, RNN suffers from 
the Vanishing Gradient Problem, since RNN are trained by back propagation through time. 
When the gradient is passed back through many time steps, it tends to grow or vanishes. 
This problem makes it difficult for RNN models to learn long-range dependencies. Long 
Short-Term Memory (LSTM) is a special variant of RNN that solves the problem of 
vanishing gradient by incorporating a Memory Cell with three main gates:  a forget gate, 
an input gate, and an output gate. With this architecture, not only an LSTM network is able 
to remember information for much longer periods of time, it is able to remember what is 
important and how long it will remain important through maintaining the state of the 
memory cell. 
 The remainder of this report is organized as follows: Section 1.1 describes the 
problem statement and the objectives addressed in the project. Chapter 2 presents a 
background overview about stock market forecasting and related works from the literature 
review. Chapter 3 describes the methodology followed for tackling the problem, 
experiments and evaluation results are also presented and discussed in this chapter. Chapter 
4 presents the Daily Stock Prediction (DSP) web application, and finally, we conclude in 
Chapter 5 with a brief summary of the achievements and a discussion of future works.  
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1.1 Goals and Objectives:  
 The objective of this project is to study the applicability of recurrent neural 
networks, in particular the LSTM networks on the problem of stocks market prices 
prediction, and compare their performance with traditional machine learning prediction 
models as well as with a baseline model developed by Patel et al., 2015 [4]. Also we will 
develop a stock forecasting web application that will predict stock prices for ten days in 
the future using LSTM model as the core prediction engine. The motivation behind 
developing this forecasting application is to give users more confidance in making 
investment decisions and develop trading strategies based on forecasted future prices and 
future trend movement of a stock predicted by a reliable model such as the LSTM. 
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CHAPTER 2: BACKGROUND AND RELATED WORK 
 In this section, existing academic literature about predicting stock market prices 
and trend movement using machine learning or deep learning techniques with technical 
analysis for improving the efficiency will be reviewed. In section 2.1, we will take a look 
at technical analysis and how it is used. In section 2.2, we will explore the most used 
machine learning algorithms in the field of stock market forecasting. Section 2.3, talks 
about the recent research work done using state-of-the-art machine learning techniques. 
 
2.1 Stock Market Technical Analysis:  
 Technical analysis is a popular approach used by market analysts and professional 
traders by making use of recurring patterns and trends within the historical prices of a stock. 
Technical analysis studies the statistics generated by the market activities mainly past 
prices and volume, it employs the use of sophisticated charts to identify patterns and trends 
in order to predict future prices or movement of a stock. 
 In order to develop trading strategies analysts have used a number of technical 
indicators. The most common technical indicators used in the academic literature are 
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𝑀𝑜𝑚𝑒𝑛𝑡𝑢𝑚 =  𝐶𝑙𝑜𝑠𝑒𝑡 −  𝐶𝑙𝑜𝑠𝑒𝑡−1   
𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐾% =  
𝐶𝑙𝑜𝑠𝑒 − 𝐿𝑜𝑤𝑒𝑠𝑡𝐿𝑜𝑤[𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠]
𝐻𝑖𝑔ℎ𝑒𝑠𝑡𝐻𝑖𝑔ℎ [𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠]− 𝐿𝑜𝑤𝑒𝑠𝑡𝐿𝑜𝑤[𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠] 
∗ 100  
𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐷% =  𝑆𝑀𝐴 (𝑆𝑡𝑜𝑐ℎ𝑎𝑠𝑡𝑖𝑐 𝐾%)  
𝐿𝑎𝑟𝑟𝑦 𝑊𝑖𝑙𝑙𝑖𝑎𝑚’𝑠 𝑅% =  
𝐻𝑖𝑔ℎ𝑒𝑠𝑡𝐻𝑖𝑔ℎ[𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠]−𝐶𝑙𝑜𝑠𝑒
𝐻𝑖𝑔ℎ𝑒𝑠𝑡𝐻𝑖𝑔ℎ[𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠]−𝐿𝑜𝑤𝑒𝑠𝑡𝐿𝑜𝑤[𝑙𝑎𝑠𝑡 𝑛 𝑝𝑒𝑟𝑖𝑜𝑑𝑠]
∗ 100  












(𝐷𝐼𝐹𝐹𝑡 − 𝑀𝐴𝐶𝐷(𝑛)𝑡−1)  




𝐶𝑜𝑚𝑚𝑜𝑑𝑖𝑡𝑦 𝐶ℎ𝑎𝑛𝑛𝑒𝑙 𝐼𝑛𝑑𝑒𝑥 (𝐶𝐶𝐼)  =  
𝑇𝑦𝑝𝑖𝑐𝑎𝑙 𝑃𝑟𝑖𝑐𝑒  −  20 𝑝𝑒𝑟𝑖𝑜𝑑 𝑆𝑀𝐴 𝑜𝑓 𝑇𝑃
.015∗ 𝑀𝑒𝑎𝑛 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛
      
 
Typical Price (TP) = (High + Low + Close)/3, DIFFt = EMA (12)t – EMA(26)t, UPt 
means upward price changes while DWt is the downward price changes at time t, 
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2.2 Machine Learning: 
 Many techniques have been developed over the years to predict stock prices and 
trend movement. At first, the classical regression methods were used for prediction, but 
since stock data is a non-stationary time series data, nonlinear machine learning techniques 
have also been used. Two of the most widely used machine learning techniques for stock 
market prediction is the Support Vector Machine (SVM) and the Artificial Neural 
Networks (ANN) where each algorithm has its strength and weakness in learning patterns. 
 
2.2.1 Support Vector Machine (SVM) 
 
 The Support Vector Machine was developed in the late 1970 by Vapnik and his 
colleagues based on the statistical learning theory. It became a very hot topic due to its 
successful application in regression and classification tasks, as well as time series 
prediction and financial related applications [5]. Due to its chaotic, noisy and non-
stationary inherent nature, the financial time series data appears to be a good candidate for 
a non-traditional prediction model such as the SVM. 
 The Support Vector Machine (SVM), has been widely used for many machine 
learning tasks like object classification, pattern recognition, regression analysis and time 
series prediction. SVR short for Support Vector Regression is the process of estimating a 
function from observed data which will then train the SVM.  
Let x(t) be a given a set of time series data, where t={0,1,2,3…N-1} is a series of N discrete 
samples, and y(t+Δ) is some future predicted values, where t is greater than or equal to N. 
7 
By using regression analysis for time series prediction, the prediction functions for linear 
and non-linear regression problem are defined in equations (1) and (2): 
 𝑓(𝑥) =   (𝑤. 𝑥) + 𝑏 (1) 
𝑓(𝑥) =   (𝑤. 𝜙𝑥) + 𝑏 (2) 
When the data is not linear in its space, Kernel functions ϕ(x) are used to map the 
Figure 1: SVM Kernels 
input data x(t) to a higher dimension space, then perform linear regression in the mapped 
higher dimensional space.  The overall goal is to finding optimal weights w and threshold 
b that will minimize the regularized risk. First the weights are flattened, which can be 
measured by the Euclidean norm and second, minimization of the error generated by the 
estimation process, known as the empirical risk. [6] 
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2.2.2 Artificial Neural Networks (ANN) 
  
 Artificial Neural Networks (ANN) are inspired by the functionality of the “human 
brain”. The basic unit of ANN is the perceptron which is a single neuron model that takes 
inputs values. Each input is multiplied by its corresponding weight and then combined by 
a non-linear function usually called activation function that generates the output. [7] The 




Figure 2: The Perceptron – An Artificial Neuron 
 
 
 The mathematical expression of a single neuron is represented by a linear 
combination of inputs passed to the activation function f, which is usually a sigmoid, or 
tanh function: 
 
𝑦 =  𝑓(∑ 𝑤𝑖𝑥𝑖 + 𝑥0
𝑚
𝑖=1 )  (3) 
where m represents the number of inputs, w represents the weight and 𝑥0 is the bias. The 
functions for sigmoid and tanh are present below in equations 4 and 5: 
  










   (5) 
 
 Multilayer Perceptron is a more sophisticated model with multiple layers, usually 
made of an input layer, an output layer and many hidden layers. Its graphical structure is 
shown in the figure below. It is a type of network, whose nodes in the same layer do not 
connect to each other. There is also no loop in the entire model. In addition, it can be viewed 




Figure 3: Typical Artificial Neural Network – Multi-layer Perceptron  
 
 
 When the feed-forward phase is executed to compute all the activations and the 
output of each layer. The difference between the output and the target values are calculated 
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as the cost error. Next the back-propagation phase is fired. In this process, the error will be 
back propagated to each layer to adjust the weights. [7] Then feed-forward and back-
propagation will be further iterated until the error converges to a certain desired level. 
“ANN has been successfully used for modeling and predicting financial time series” [3]. 
The ability of ANNs to discover non-linear relationships between data makes them ideal 
for the problem of stock market prediction. 
 
2.2.3 Long Short Term Memory (LSTM) 
 
 Recurrent Neural network (RNN) has been receiving great attention for modeling 
time series and sequence problems due to internal cyclic connections between units that 
can store information while processing new inputs. Figure 4 shows how a RNN forms a 
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 The chained-like nature of RNN is closely related to sequences and lists. In fact, 
recently, RNN has been successfully applied to speech recognition, language modeling, 
translation and many other problems. However, RNN suffers from the Vanishing Gradient 
Problem, since RNN are trained by back-propagation through time and when the gradient 
is passed back through many time steps, it tends to grow or vanishes. This problem makes 
it difficult for RNN models to learn long range dependencies. [9] 
 Long Short-Term Memory (LSTM) is a special variant of RNN that was introduced 
by Hochreiter & Schmidhuber (1997) [10] and were explicitly designed to solve the 
vanishing gradient problem that RNN would suffer when dealing with long term data 
sequences. The issue is solved by incorporating a Memory Cell with three main gates: a 
forget gate, an input gate, and an output gate (Figure 5). The role of these gates is to update 
the memory in a very precise way by controlling which pieces of information to forget, 
what to update and what information to pay attention to.  
 The “forget gate” decides what information we are going to keep from the previous 
state that represents the long term memory and what to discard. This is determined by a 
sigmoid activation – formula (6) – on the previous hidden state ℎ𝑡−1 and input 𝑥𝑡, the 
output is a number between 0 and 1 where 0 means discard and 1 means keep. 
 
𝑓𝑡 = 𝜎(𝑥𝑡𝑈𝑓 + ℎ𝑡−1𝑊𝑓 + 𝑏𝑓)  (6) 
 
 Next we need to decide what new information we are going to keep in the cell state. 
This is done in two steps. First, the “input gate” decides what information we are going to 
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update in the cell state through a sigmoid function – formula (7). Second, we create 
candidate values  𝐶
~
𝑡 to be added to the state using 𝑡𝑎𝑛ℎ – formula (8). 
 
𝑖𝑡 = 𝜎(𝑥𝑡𝑈𝑖 + ℎ𝑡−1𝑊𝑖  + 𝑏𝑖)  (7) 
𝐶
~
𝑡 = tanh (𝑥𝑡𝑈𝑔 + ℎ𝑡−1𝑊𝑔  + 𝑏𝑐)  (8) 
 
 After that we update the cell state by multiplying the old cell state 𝐶𝑡−1 with 𝑓𝑡  to 
discard what was decided to discard or forget, then we add 𝑖𝑡 ∗ 𝐶
~
𝑡, which represent the new 
information we decided to keep by the candidate values – formula (9) 
 
𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ 𝐶
~
𝑡  (9) 
 
 Finally, we decide how much of the cell state we are going to output. This is the 
role of the “output gate” which runs a sigmoid function on the cell state and in the input – 
formula (10) – then applies a 𝑡𝑎𝑛ℎ function on the cell state to produce values between -1 
and 1. We then multiply it with the output of the output gate to produce a filtered output of 
the cell state – formula (11)  
 
𝑜𝑡 = 𝜎(𝑥𝑡𝑈𝑜 + ℎ𝑡−1𝑊𝑜  + 𝑏𝑜)  (10) 
ℎ𝑡 = tanh (𝐶𝑡) ∗ 𝑜𝑡  (11) 
 
The formulas (12) – (14) mentioned above represent a vanilla LSTM network. Other 
versions of LSTM exist. The “Peephole Connections” is perhaps the most popular one 
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introduced by Gers & Schmidhuber (2000) [11] which allows the gate layers to look to the 
cell state. Consequently the updated formulas for the input, output and forget gates look 
like: 
𝑓𝑡 = 𝜎(𝑥𝑡𝑈𝑓 + ℎ𝑡−1𝑊𝑓 + 𝐶𝑡−1𝑉𝑓 + 𝑏𝑓) (12) 
𝑖𝑡 = 𝜎(𝑥𝑡𝑈𝑖 + ℎ𝑡−1𝑊𝑖 + 𝐶𝑡−1𝑉𝑖  + 𝑏𝑖) (13) 
𝑜𝑡 = 𝜎(𝑥𝑡𝑈𝑜 + ℎ𝑡−1𝑊𝑜  + 𝐶𝑡𝑉𝑜  + 𝑏𝑜) (14) 
 
With this architecture, not only an LSTM network is able to remember information 
for much longer periods. It is also able to remember what's important and how long it will 






Since their advent, these networks have been widely used and they have shown the best 
results in Neutral Language processing (NLP) and in hand writing recognition where it is 
considered the state-of-the-art. [12] 
 
Figure 5: RNN Architecture (left) vs LSTM Architecture (right) 
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2.3 State of the art 
 There are vast numbers of papers and articles about the subject of stock market 
prediction using Machine Learning, such as [3], which predicts the stock price movement 
of Istanbul Stock Exchange Index (ISE). The study makes a comparison between two 
models, one is based on artificial neural networks (ANN) and the other one is based on 
support vector machines (SVM). The study also involves computing ten technical 
indicators from stock data (open, high, low, close and volume) to be used as input features 
for these prediction models. 
 On the other hand, [1] addresses the problem of predicting stock price movement 
for the Indian stock markets. The study makes a comparison between four prediction 
models, Support Vector Machine (SVM), Artificial Neural Network (ANN), Naive-Bayes 
and Random Forest using two approaches. The first approach uses ten technical indicators 
as continuous input values while the second approach transforms those ten technical 
indicators to trend deterministic data and uses them as inputs. 
 [4] Focuses on predicting stock market values using two Indian stock market 
indices namely S&P Bombay Stock Exchange (BSE) Sensex and CNX Nifty. The 
predictions are made for 1-10, 15 and 30 days in the future. The study proposes a two stage 
hybrid approach for predicting the closing price of (t + n) day from tth day information 
data. In the first stage a Support Vector Regression (SVR) model is used to predict the 
value of the technical parameters for (t + n) day using the tth day information. These 
parameters are then used in the second stage by another model (ANN, SVR or Random 
Forest) to predict the Closing price for (t + n) day. This hybrid approach is compared with 
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the general single stage approach that takes data describing the tth day and directly predicts 
the (t + n) closing price. 
[13] used LSTM networks to predict future trends of stock prices based on the price 
history alongside with technical analysis indicators. The experiments were conducted on 
different stocks from the Brazilian Stock Exchange. The results were compared with other 
machine learning model (Multi-Layer Perceptron and Random Forest model), and LSTM 
showed considerable gain in terms of accuracy. 
[14] compares between different neural network models and evaluates their 
effectiveness on the problem of stock market prediction, these modes are Multi-layer 
Perceptron (MLP), “Dynamic Artificial Neural Network” (DAN2) and hybrid models such 
as “Generalized Autoregressive Conditional heteroscedasticity” (GARCH) and 
Exponential GARCH (EGARCH). The comparison was done on NASDAQ index dataset, 
the results showed that classical MLP outperforms DAN2 and GARCH-MLP with a small 
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CHAPTER 3: METHODOLOGY AND VALIDATION 
 This chapter describes the approach taken in this research project for predicting 
stock prices.   Section 3.1 describes the data used for the experiments. Section 3.2 describes 
the preprocessing phase of the data. Section 3.3 describes the experiments conducted 
comparing different prediction models with a baseline model, the results are also shown 
and discussed. 
3.1 Data Collection  
 Perhaps choosing data for building a stock market prediction model is not an easy 
task. Some papers use the historical data of a stock (Open, High, Low, Closing price and 
Volume). Others use technical indicators like Simple Moving Average, Weighted Moving 
Average, Momentum, Relative Strength Index, or fundamental indicators such as current 
ratio, gearing ratio, total assets, capital, long term debt, profit and loss statement such sales, 
depreciation, interest paid, etc. For this study, we are going to use the historical data of a 
stock and we are mainly going to use the Closing price. 
 The stocks used in this study are all retrieved from yahoo finance website using 
Python. The daily transactions for the last ten years from 01/10/2007 till 30/09/2017 are 
retrieved. As for the stocks used in this project, we randomly choose eight different stocks 
listed on the NYSE or NASDAQ stock market exchange. Four of these stocks: Apple Inc. 
(AAPL), Microsoft Corporation (MSFT), Amazon.com, Inc. (AMZN) and Alphabet Inc. 
(GOOGL) are extracted from the S&P 500 American stock market index made up of the 
largest 500 American companies. We have also selected S&P Bombay Stock Exchange 
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Sensitive Index (^BSESN) which is used as comparison baseline for our work, Qatar 
National Bank (QNBK.QA) and Ooredoo (ORDS.QA), are two local Qatari companies in 
addition to Qatar Exchange Index (DSM) data. The figures below shows the historical 




Figure 6: Historical Closing Prices for Ooredoo (ORDS.QA), Qatar National Bank (QNBK.QA) and Qatar 
Exchange Index (DSM) 
  




Figure 7: Historical Closing Prices for Alphabet Inc. (GOOGL), Microsoft Corporation (MSFT), Apple Inc. 












 This section describes the data preprocessing and feature extraction step in 
preparation for training and building the prediction models. 
3.2.1 Lag and Sequences Time Series Format 
 
 Before using the data in any prediction task, the data has to be preprocessed and 
transformed from its raw format into the desired format. This task is a very important for 
any machine learning task. In this step we take the data, mainly the closing prices of the 
stocks and transform it from its raw time sequence format into lag and sequence (seq) 
format [15].  The lag represents how many time steps we want to look back in the past and 
this will become the features for the prediction models. As for the sequence (seq), it 
represents how many time steps we want to look forward in the future for forecasting and 
this data will become the target for the prediction models. Figure 9 and 10 shows an 
illustration of this transformation step. [16] 
 
  




Figure 9: Data before Transformation – AAPL Dataset  
 
 
Figure 10: Lag and Seq transformation for Closing prices - AAPL Dataset 
 
 
3.2.2 Data Normailization 
 
 After transforming the data to the desired lead and lag format, we have to normalize 
(or sometimes known rescaling) the data in order to guarantee stable and fast convergence 
of weights and biases in the prediction models. This is a very important step in the machine 
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learning process and it reduces the training time by far. The simplest method is known as 
the Min-Max scaling, which rescales the data to a range of [0, 1] or [-1, 1]. The equation 








   (16) 
The other common approach used is the Standardization, which rescales the data to have a 
mean (𝜇) of 0 and standard deviation (𝜎) of 1, as shown in equation (16). 
3.3 Experiments 
 This section describes the different experiments undertaken to learn and build the 
prediction models Support Vector Machine (SVM), Artificial Neural Network (ANN), and 
Random Forest (RF), in addition to a Long Short Term Memory (LSTM) model. We also 
show the comparison results of evaluating these models with a baseline model developed 
by Patel et al., 2015.   
3.3.1 Overview 
  
 We implemented different machine learning algorithms for predicting stock market 
prices using python sklearn 1library, mainly we used the Support Vector Machine (SVM) 
with different kernel functions since the stock market data is non-linear data, as well as 
Artificial Neural Network using Multi-Layer Perceptron (MLP) and Random Forest (RF). 
                                                          
1 http://scikit-learn.org/ 
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In addition to that, we implement a Long Short Term Memory (LSTM) Recurrent Neural 
Network model using Keras 2API on top of Tensorflow 3infrastructure.  
 Keras is an easy to use open source high level API for deep learning that runs on 
top of Tensorflow infrastructure which provides the heavy lifting. Tensorflow is an open 
source low level library for matrix computation and machine learning developed by Google 
and can run on single device or multiple devices on CPUs or GPU. [17] 
 The implementation process consists of multiple steps which are Data Fetch, Data 
Preprocessing, Training Models and Model Evaluation. Figure 11 shows an illustration of 
the implementation process. The process starts by downloading historical prices data for 
the different stocks using python APIs, the data includes date, opening price, high price, 
low price, closing price and volume, what we are interested in is just the date and the 
closing price.  
 
 








Figure 11: Methodology Overview 
 
 
 Data is then preprocessed and prepared for training the models. First, we remove 
any missing values, then we transform the data from its sequential format into lag and 
sequence format. Figures 9 and 10 illustrate this transformation step. After that, we rescale 
the data to guarantee a stable and fast training phase. The dataset was divided into training 
and testing sets. 80% of the dataset was used for training and 20% for testing. Then we 
trained our prediction models, using the lag that was generated at an earlier step as Features 
and the sequence as Target. The models used in the project are SVM with different kernel 
functions, random forest ensemble model, neural network MLP and LSTM model. 
Extensive experiments were conducted for each model for choosing the best configuration 
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Table 1: Models Configuration.  
 
SVM 




SVR 1 0.1 
 
RBF 
SVR-RBF 1000 4 
 
RBF 
SVR-RBF-2 10000 0.0001 
 
RBF 
SVR-ply 1000 0.1 2 Polynomial 
ANN 
Model: Layers Neurons per Layer Solver 
MLP-Regressor 3 10, 100, 10 adam 
Random Forest 





 The LSTM model architecture is shown in figure (12). As mentioned earlier the 
LSTM model is implemented using Keras API, the network architecture is made of two 
LSTM layers with a dropout layer of 20% after each LSTM layer, the dropout layer acts as 
regularization technique to prevent overfitting of the model by randomly dropping out units 








Figure 12: LSTM Model Architecture using Keras 
 
 
 The performance of the models were evaluated using Mean Absolute Error (MAE), 
Mean Squared Error (MSE) and Root Mean Square Error (RMSE) measures, the formulas 




∑ |𝑛𝑖=1 𝑦𝑖 − 𝑦
^
𝑖| (17) 
 MSE =  
1
𝑛






  (18) 
 RMSE = √
1
𝑛





  (19) 
where  𝑦𝑖 is the observed value and 𝑦
^
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3.3.2 Experiment Baseline 
 
 In addition to the prediction models described in the previous section, we also used 
results of the hybrid model developed by Patel et al., 2015 [4] as a baseline for comparison 
of our experimental study. Patel et al., 2015 developed a two stage hybrid model for 
predicting future prices of a stock using technical indicators and historical prices, in the 
first stage an SVR model is used to predict the technical indicator value for (t + n) day 
from tth day information data. In the second stage, they used the information for the first 
stage as input to another prediction model mainly they used an ANN, SVR and a Random 
Forest model to predict (t + n) closing price of a stock. We used the results reported in their 
research for their best prediction model which is the SVR-ANN hybrid model. Figure 13 
illustrates the two stage hybrid prediction model of Patel et al., 2015. 
 
 
Figure 13: Two Stage Hybrid Prediction Model of Patel et al., 2015 [4] 
  





 In order to have an accurate and reliable comparison results, we used the same 
dataset as the baseline, this dataset is made of 10 years of historical data for S&P Bombay 
Stock Exchange Sensitive Index (^BSESN)  from January 2003 till December 2012. Tables 
2, 3 and 4 show the results of the different prediction models and the baseline for predicting 
ten days in the future using MAE, MSE and RMSE measures. The values in bold represent 
the best value of a given model for the forecasted day.  
 
 
Table 2: MAE Results for Prediction Models and the Baseline  
 
Model t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 
LinearSVR 155.44 231.97 291.51 338.45 381.19 411.83 446.17 469.76 494.96 522.26 
MLP-Regressor 340.69 368.98 429.68 500.04 432.34 493.98 500.06 530.19 553.20 557.27 
RN 183.19 249.44 299.70 343.55 379.34 407.47 436.31 460.06 488.49 517.69 
SVR 231.45 282.81 326.86 361.34 394.30 423.83 447.46 470.78 489.29 515.74 
SVR-ply 6088.60 6017.90 6191.42 6099.54 6161.29 6105.61 6274.42 6129.71 6137.45 6103.07 
SVR-RBF 722.02 732.46 746.74 778.42 784.01 811.46 819.96 853.53 906.64 965.39 
SVR-RBF-2 160.44 232.10 293.91 336.59 377.38 411.51 445.76 465.40 494.67 524.37 
LSTM 155.74 228.84 288.35 333.50 373.49 407.31 435.33 458.48 485.80 512.25 
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Table 3: MSE Results for Prediction Models and the Baseline 
 
Model t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 








































































































































































Table 4: RMSE Results for Prediction Models and the Baseline 
 
Model t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 
LinearSVR 197.89 290.54 366.98 421.85 473.74 514.71 559.50 595.52 628.53 662.10 
MLP-Regressor 423.23 455.27 530.27 639.06 540.35 625.33 631.75 666.11 699.95 703.31 
RN 239.50 313.35 374.77 426.92 470.49 508.14 544.47 581.89 620.48 659.12 
SVR 301.88 357.33 407.38 447.03 486.91 525.29 557.45 592.21 623.77 657.56 
SVR-ply 8600.39 8442.29 8735.54 8574.25 8694.02 8596.03 8881.91 8632.45 8628.32 8581.57 
SVR-RBF 956.87 963.08 975.75 1012.74 1012.68 1035.65 1036.27 1072.19 1124.38 1193.60 
SVR-RBF-2 205.47 290.53 367.56 419.96 468.52 514.92 558.85 590.05 630.09 665.04 
LSTM 198.07 287.23 362.95 416.64 465.32 510.69 550.58 585.58 620.95 653.75 
Baseline 8600.39 8442.29 8735.54 8574.25 8694.02 8596.03 8881.91 8632.45 8628.32 8581.57 
 
 
 Figures 15 – 23 show  the accuracy of the prediction models of the actual closing 
prices compared with the forecasted prices for the next day and day ten in the future. The 
y-axis represents the Closing Price and the x-axis represents the Day. In Appendix B, one 
may find the figures for all the forecasted future closing prices (t+1, t+2 … t+10). 
 
  









Figure 15: LSTM Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days  
Figure 16: LinearSVR Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
Figure 17: MLP Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
  








Figure 18: RN model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
Figure 19: SVR Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
Figure 20: SVR-ply Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
  











 It may be obvious for any prediction system that as prediction are made for more 
days in the future, error values will increase and consequently accuracy will decrease. This 
was evident in the results presented in the previous section.  
 The results have shown that the LSTM model outperforms other prediction models 
and the baseline using MAE measure for the ten forecasted days except for t+1 where 
Figure 21: SVR-RBF Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) Days 
Figure 22: SVR-RBF-2 Model – Actual Closing Prices vs Forecasted for “t+1” (left) and “t+10” (right) 
Days 
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LinearSVR model performed better LSTM model. But it is worth mentioning that the 
difference between the two models is negligible (155.44 and 155.74), as for t+10 results, 
the baseline model outperformed all the models. For MSE and RMSE measures, no single 
model outperformed the other for days of prediction, the results varied between models 
and for a prediction day. Accordingly, for t+1 results LineasSVR performed better than 
the other models, for t+2 to t+5 results LSTM was better whereas Random Forest (RN) 
was better for results of t+6 to t+9. For t+10 results, LSTM was the best with MSE measure 
but the baseline model performed better than LSTM and the other using RMSE measure. 
For more details about the results, refer to tables 2-4. Figures 15 – 22 show  the actual price 
values of BSESN stock compared with forecasted values using the prediction models for 
day one (t+1) and day ten (t+10), the visual representation shows the effectiveness of 
LSTM model in addition to LinearSVR, RN and SVR-RBF-2.  
 The results have shown that, although LSTM are complex and hard to configure 
and train, they can perform better than traditional machine learning algorithms and is more 
suitable for time series problems such as the stock market forecasting. Based on this, and 
building upon these results, we have developed a stock forecasting application with LSTM 
model as the core engine for prediction.  
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CHAPTER 4: CASE STUDY – DAILY STOCK PREDICTION 
APPLICATION  
 This chapter describes the implementation of the Daily Stock Prediction (DSP) web 
application based on the LSTM prediction model developed in this project. Section 4.1 
presents an overview of the system and different components. Section 4.2 addresses the 
advantages and the applicability of such system. Section 4.3 talks about the limitations in 
the system. 
 
4.1 System Overview 
 Motivated by the idea that forecasted stock prices will provide investors with more 
confidence in making trading decisions, we developed an application that will forecast 
future prices of selected stocks. The DSP application core uses an LSTM prediction model 
trained every day on historical stock data to predict prices for ten days in the future. 
 The system has two main components, a Forecasting Engine and a Web 
Application. The Forecasting Engine is a schedule job that will run every day. It will 
download the historical prices for a pre-configured list of stocks form Yahoo Finance. 
Downloaded data will be preprocessed and prepared to train the LSTM model. After that, 
the LSTM model is trained on the processed data and predict stock closing price for the 
next ten days. Consequently, for every day the Forecasting Engine will run and forecast 
tomorrow’s price and the price of the next ten days prices for a given stock. These 
forecasted prices are stored in a database to be retrieved and displayed by the Web 
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Application. The Web Application is the front end of the system which displays the pre-
configured list of stocks with tomorrow’s predicted price and the trend whether the price 
is going up or down as a quick view. Users can also select a stock from the list to view the 
ten days forecasted prices and a trending chart to get a glance of how the prices are 
changing in the next ten days.  Figure 23 shows an overview of the system and the 




Figure 23: System Overview – Daily Stock Prediction Application 
 
 
 The system is implemented using different open source technologies. For the 
Forecasting Engine, we used python and Keras Framework for building the LSTM model 
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that runs on top of Tensorflow infrastructure which provides the heavy lifting of the 
computation. For the database we used MySQL RDMS and for the Web Application we 
used Java EE running on GlassFish application server. 
 The application is easy to use with simple design and rich content. The landing page 
of the application shows a pre-defined list of stocks – figure 24 – that shows the details of 
each stock mainly the name of the stock, ticker symbol and the logo of the company in 
addition to the next day’s predicted closing price, on the left side of the list. The trend 
movements of the predicted price are displayed based on the difference between the 
predicted price and the previous closing price. If the trend is moving up, it is highlighted 
in green with an upward arrow. If the trend is moving down it is highlighted in red with 
downward arrow in addition to percentage difference with respect to the previous closing 
price. The idea behind this list is to quickly identify the trending stocks to help the users to 
choose from for investment if they wish to. 
  




Figure 24: Trending Stocks List 
 
 
 Users can click on the logo of any stock from the list to view more details about the 
forecasted closing price for ten days in the future. A different page is displayed that shows 
the details of stock with trending description same as the list view, in addition to the 
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forecasted ten days prices and at the bottom of the page, a chart shows the forecast price 




Figure 25: 10 Days Price Forecasts and Trending Direction 
 
 
 The motivation behind this page is to visualize the forecasted price trend movement 
of a stock which will give users more confidence and better trading decisions for buying 
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4.2 System Applicability and Usability  
 In the world of trading and investment, the key factor to maximize profit and reduce 
risk, is to identify a trend early and accurately.  For a long time, technical analysis and 
charting was the main approach for identifying trends, but technical analysis is complex 
and it takes years of experience to become successful.  
 Having a system - like the DSP Web Application - that is to use and can predict 
future stock prices with high accuracy based on learning algorithms would bring a lot of 
benefits to users like which stock to pick and when to invest or trade. Users will no longer 
need experts to help them with their investments. A system that can predict future prices 
and trends will help them to develop their own trading strategies. They can choose to invest 
in a stock when the trend is going up or they can sell when the trend is going down. This 
will give users a significant edge in the market and increase their chances of success. When 
it comes to investment in the stock market, human decisions are influenced by emotional 
bias to a certain stocks or sometime decisions are driven by intuitions.  The system will 
help users to successfully pick stocks for investments by showing them top trending stocks 
or those stocks with the highest returns. This will not only help them to be more successful, 
but will remove that emotional bias form influencing their decisions. 
 
4.3 System Limitations 
 Despite the advantages the DSP web application can offer to users, there are some 
limitations in the system. These limitations are listed below: 
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 The predication models are re-trained everyday using the last ten years of historical 
data for every stock available in the database. This process is time consuming. It takes 
around 2.5 minutes per stock data on the current system hardware4. As the list grows, 
building prediction models for all the available stocks might not finish on time to be 
ready for next day’s forecasting operations. One way to overcome this limitation is to 
add more computational resources to system or using distributed processing to speed 
up the process. 
 Currently the historical stock data are retrieved from Yahoo Finance Website using 
open source python API, when making many API calls the service blocks and fails to 
retrieve the stock data and as a result we have to wait few seconds for the connection 
to reset to resume downloading. To overcome this limitation, a more reliable data 
source should be used and perhaps a paid subscription data source like Bloomberg is 
preferable since it also provides access to wide range to stocks.   
 Currently, price predictions are made for ten future days. These predictions are good 
for short-term investments decisions. However, if investors are looking for long-term 
investments this is not enough as it does not give enough insights for investment 
decisions. One way to improve this limitation is to stretch the forecasting to 30 or 45 
days in the future.  
                                                          
4 Intel Core i7 2.9 GHz with 4 cores, 32 GB RAM, “NVIDIA Quadro M2000M” GPU with 640 cores and 4 GB RAM 
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CHAPTER 5: CONCLUSIONS AND FUTURE WORK 
 In this last chapter, the motivations and the problems we aimed to address in the 
scope of this project are briefly concluded in section 5.1 in addition main contribution of 
this work. In section 5.2, we talk about the future work directions that might be taken to 
improve and build upon this work. 
5.1 Conclusion  
 Stock market forecasting has attracted researchers for many years, nevertheless the 
problem is still considered challenging and unsolved, with every new developed algorithm 
in the domain of machine and or recently in deep learning, the stock market forecasting 
problem is put again into the test. Long-Short Term Memory (LSTM) a subsequent version 
of Recurrent Neural Network (RNN) has recently gained wide attention for its good 
performance with time series problems. In this project, we have tackled the problem of 
stock market forecasting using machine learning and we also put deep learning through 
LSTM into the test. We have developed a number of prediction models using known 
machine learning algorithms such as Support Vector Machine (SVM), Artificial Neural 
Network (ANN) and Random Forest (RN) in addition to an LSTM model. We have also 
compared the performance of these models with a baseline model developed by Patel et 
al., 2015 in predicting stock prices for ten days in the future.  The results have shown that 
LSTM has outperformed other prediction models and the baseline model for the first nine 
days using MAE measure except for the first day where SVM was the best and for day ten 
the baseline model was better. Also the empirical results of the accuracy for the forecasted 
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values in comparison with the actual values are almost identical and most importantly the 
trend movement of the prices are well learned and clearly captured. However, the accuracy 
becomes less and less as predictions are made for more days in the future. We have taken 
the outcome of this research project to a further step by developing an application for stock 
prediction and using the LSTM prediction model as the core engine of the application for 
forecasting. The motivation behind developing this application is to provide users with 
insights about stock prices trend movement which will help them in making better 
investment decisions and more confidence in developing trading strategies.  
   
5.2 Future Work Directions 
 In the project we have explored the stock market forecasting problem using 
historical stock prices data only, but we know that stock prices are influenced by many 
external factors such as the general economic conditions, firms’ polices and financial state, 
political events, investors’ expectation, etc. One way to get a general understanding of the 
external factors impact on the stock movement is to analyze the daily news using Sentiment 
Analysis or sometimes known as Opinion Mining. Including Sentiment Analysis will add 
an additional dimension of features to the forecasting process and will eventually improve 
the accuracy. Another improvement that might be worth investigating is to include some 
technical indicators in the prediction model especially those technical indicators that are 
directly related to prices like Simple Moving Average or Weighted Moving Average. 
 In this project, we did not touch base on the applicability of these results on trading. 
The intension was to develop some trading algorithms based on the forecasted prices and 
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simulate those strategies using Backtesting and trading platforms such as Quantopian5to 
see the viability of these results. 
 The Daily Stock Prediction Application can bring a lot of benefits to users, some 
of the suggested future improvements to the system could be: 
 Implement a mobile version of the application to reach out to wider range of users 
which will improve usability of the application and user engagement especially for 
those user who spend more time on mobile devices. This will create a direct channel 
with the user and make the information available at their fingertips.  
 Change the data source of historical stock information from open source to more 
reliable sources with reliable APIs such as Bloomberg which provides a broader range 
of access to stocks in addition to other features such as news feeds and real-time price 
quotes. 
 Stretch the forecasting to 30 or 45 days in the future instead of 10 days to allow users 
to plan for long term investments. 
 
                                                          
5 https://www.quantopian.com/ 
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APPENDIX A: QATAR EXCHANGE INDEX (DSM) 
 
In this appendix we present the results of the experiments conducted on the Qatar 
Exchange Index (DSM) dataset using our LSTM prediction model. Table 5 shows the 
prediction performance evaluation results. The dataset consists of ten years of historical 
pricing data (2514 records) starting from 01/11/2007 till 16/11/2017.  
 
 
Table 5: LSTM Evaluation Results of DSM Dataset 
 
 
t+1 t+2 t+3 t+4 t+5 t+6 t+7 t+8 t+9 t+10 
MAE 70.03 106.71 136.04 163.29 186.38 206.19 225.22 244.90 263.72 280.68 
MSE 11020.21 23898.19 35971.85 47204.38 60236.50 73190.57 85839.87 99398.38 115099.14 128180.03 
RMSE 104.98 154.59 189.66 217.27 245.43 270.54 292.98 315.28 339.26 358.02 
 
 
Figures below show the actual closing price values compared with the forecasted values 











Figure 26: DSM Actual Prices vs Forecasted Prices for 10 days forecasts 
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APPENDIX B: Bombay Stock Exchange Sensitive Index (BSESN) 
Complete results of all the prediction model for actual prices for BSESN stock 
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