Natural scenes often contain multiple objects and surfaces. However, how neurons in the 1 visual cortex represent multiple visual stimuli is not well understood. Previous studies have shown 2 that, when multiple stimuli compete in one feature domain, the evoked neuronal response is biased 3 toward the stimulus that has a stronger signal strength. Here we investigate how neurons in the 4 middle temporal (MT) cortex of macaques represent multiple stimuli that compete in more than 5 one feature domain. Visual stimuli were two random-dot patches moving in different directions. 6
Introduction 30 31
In natural scenes, multiple visual stimuli are often present in a local spatial region. While 32 it is generally well understood how neurons in the visual cortex encode a single stimulus, how 33 neurons encode multiple visual stimuli within their receptive fields (RFs) remains to be elucidated. 34
Because visual perception depends critically on the integration and segregation of multiple visual 35 stimuli (Braddick, 1993) , understanding the neural representation of multiple stimuli is of 36
The middle temporal (MT) cortex is an extrastriate brain area that is important for visual 39 motion processing (Britten, 2003; Born and Bradley, 2005; Park and Tadin, 2018) . Neurons in area 40
MT receive feedforward inputs from direction-selective neurons in V1 (Movshon and Newsome, 41 1996) and have RFs about ten times larger in size than those of V1 neurons at the same 42 eccentricities (Gattass and Gross, 1981 ; Albright and Desimone, 1987) . Previous studies have 43
shown that neuronal responses in area MT elicited by multiple moving stimuli follow a sub-linear 44 summation of the responses elicited by the individual stimulus components (Snowden et al., 1991; 45 Qian and Andersen, 1994; Recanzone et al., 1997; Ferera and Lisberger, 1997; Britten and Heuer, 46 1999; Heuer and Britten, 2002; McDonald et al., 2014) , consistent with a model of divisive 47 normalization (Simoncelli and Heeger, 1998; Britten and Heuer, 1999; Carandini and Heeger, 48 2011) . 49 50 Work in our laboratory has shown that the direction tuning curves of MT neurons to 51 overlapping random-dot stimuli moving transparently in different directions can also be described 52 as a weighted sum of the responses elicited by the individual stimulus components (Xiao et al., 53 2014; Xiao and Huang, 2015) . When two stimulus components have different signal strengths in 54 one feature domain, defined either by motion coherence or luminance contrast, MT neurons pool 55 the stimulus component that has a stronger signal strength with greater weight (Xiao et al., 2014) . 56
The response bias in MT toward the stimulus component that has a stronger signal strength can be 57 accounted for by a descriptive model of divisive normalization (Xiao et al., 2014) , similar to the 58 contrast normalization model used to describe neuronal responses in V1 (Carandini et al., 1997; 59 Busse et al. 2009 ). 60 61 However, natural scenes contain multiple visual stimuli that often differ in more than one 62 feature domain. For example, one stimulus may have a stronger signal strength in feature A but a 63 weaker signal strength in feature B, whereas another stimulus may have a weaker signal strength 64 in feature A but a stronger signal strength in feature B. In this case, it is unclear which stimulus 65 has an overall stronger signal strength and, more generally, how visual stimuli with multiple 66 competing features interact within neurons' RFs. 67
68
One possibility is that, to neurons in a given brain area, the overall signal strength of a 69 visual stimulus is reflected in the evoked responses of a population of neurons in that area. Due to 70 divisive normalization within that area, a neuron may weigh a visual stimulus more strongly if the 71 population neural response elicited by that stimulus is greater than the population response elicited 72 by a competing stimulus. Alternatively, how neurons in a given brain area weigh multiple 73 competing stimuli may be the result of neural computations occurring in multiple stages along the 74 hierarchical visual pathway and may not be explained by simply considering the population neural 75 responses elicited by the individual stimulus components in the area of interest. 76 77 Here, we investigate the rule by with neurons in area MT encode multiple moving stimuli 78 that compete in more than one feature domain. We found that MT responses to multiple stimuli 79 changed drastically when the spatial arrangement of the visual stimuli was varied. Our results 80 revealed how visual stimuli that differ in multiple feature domains interact within neurons' RFs 81 and shed light on how the neuronal responses in a given cortical area are shaped by neural 82 processing along the hierarchical visual pathway. surgical preparation and electrophysiological recordings were routine and similar to those 92 described previously (Xiao et al., 2015) . A head post and a recording cylinder were implanted 93 during sterile surgery with the animal under isoflurane anesthesia. For electrophysiological 94 recordings from neurons in area MT, we took a vertical approach and used tungsten electrodes (1-95 3 MΩ, FHC). We identified area MT by its characteristically large portion of directionally selective 96 neurons, small RFs relative to those of neighboring medial superior temporal cortex (area MST), 97 its location at the posterior bank of the superior temporal sulcus, and visual topography of the RFs 98 (Gattass and Gross, 1981) . Electrical signals were amplified and single units were identified with 99 a real-time template-matching system and an offline spike sorter (Plexon). Eye position was 100 monitored using a video-based eye tracker (EyeLink, SR Research) with a rate of 1000 Hz. 101 102 Visual stimuli and experimental procedure 103 104 Stimulus presentation and data acquisition were controlled by a real-time data acquisition 105 program "Maestro" (https://sites.google.com/a/srscicomp.com/maestro/home). Visual stimuli 106
were presented on a 25-inch CRT monitor at a viewing distance of 63 cm. Monitor resolution was 107 1024 × 768 pixels, with a refresh rate of 100 Hz. Stimuli were generated by a Linux workstation 108 using an OpenGL application that communicated with an experimental control computer. The 109 luminance of the video monitor was measured with a photometer (LS-110, Minolta) and was 110 gamma-corrected. 111
112
Visual stimuli were achromatic random-dot patches presented within a circular aperture 113 with a diameter of 3°. Individual dots were squares of 2 pixels extending 0.08° on each side, and 114 each random-dot patch had a dot density of 2.7 dots/deg 2 . The dots had a luminance of either 79 115 or 22 cd/m 2 , presented on a uniform background with a luminance of 10 cd/m 2 , which gives rise 116 to a Michelson contrast of either 77.5% or 37.5%. Random dots in each patch moved within the 117 stationary aperture in a specified direction. The motion coherence of each random-dot patch was 118 set to either 100% or 60%. To generate a random-dot patch moving at N% of motion coherence 119 (after Newsome and Pare 1988; Britten et al. 1992 ), N% of the "signal" dots were selected to move 120 coherently, while the rest of the dots referred to as the "noise" dots were repositioned randomly 121 within the aperture. Random selections of the "signal" and "noise" dots occurred at each monitor 122 frame. Therefore, a given dot would switch back and forth between a signal dot and a noise dot. 123
The lifetime of each dot was as long as the motion duration. 124
125
In each experimental trial, the monkey maintained fixation within a 1° × 1° electronic 126 window around a small fixation point. After a neuron was isolated, we first characterized its 127 direction selectivity by interleaving trials of a 30° × 27° random-dot patch, moving in different 128 directions at a step of 45° and at a speed of 10°/s. The direction selectivity and preferred direction 129 (PD) were determined on-line using MATLAB (MathWorks). We then characterized the speed 130 tuning of the neuron using a random-dot patch moving at different speeds (1, 2, 4, 8, 16, 32, or 131 64°/s) in the neuron's PD. Using a cubic spline, the preferred speed (PS) of the neuron was taken 132 as the speed that evoked the highest firing rate in the fitted speed tuning curve. Next, we used a 133 series of 5° × 5° random-dot patches moving in the PD and at the PS of the neuron to map the 134 neuron's RF. The location of the patch was randomized and the screen was tiled in 5° steps. The 135 RF map was interpolated at 0.5° intervals, and the location giving rise to the highest firing rate 136 was taken as the center of the RF. 137
138
In the main experiments, the visual stimuli appeared after the monkey maintained fixation 139 for 200 ms. To separate the neuronal responses to the stimulus motion from those due to the 140 stimulus onset, the visual stimuli were first turned on and remained stationary for 200 ms before 141 they started to move for 500 ms. The visual stimuli were then turned off. The monkeys maintained 142 fixation for an additional 200 ms after the stimulus offset. In some stimulus trials, two random-dot 143 patches that moved in different directions, referred to as two stimulus components, were presented 144 simultaneously. The direction separation between two stimulus components was fixed at 90°. We 145 varied the vector averaged (VA) direction of the bi-directional stimulus around 360° to 146 characterize the response tuning curve. The two stimulus components were either overlapping in 147 one of two locations (site a or b) within the RF, or they were spatially separated within the RF, one 148 centered at site a and the other at site b, with at least 1° gap between the borders of the two random-149 dot patches (illustrated in Fig. 1 ). In other trials, only one stimulus component was presented at 150 either site a or site b and the direction was varied to characterize the tuning curve to the stimulus 151 component. For the majority of the experiments, the VA and component directions were varied in 152 a step of 15°. In a small set of experiments, the directions were varied in a step of 30°. The trials 153 presenting bi-directional stimuli and individual stimulus components were randomly interleaved. 154
155
In the first experiment, one random-dot patch, referred to as the "low contrast & high 156 coherence" component, had a luminance contrast of 37.5% and a motion coherence of 100%. The 157 other random-dot patch, referred to as the "high contrast & low coherence" component, had a 158 luminance contrast of 77.5% and a motion coherence of 60%. Both stimulus components moved 159 at the same speed, which was set at the neuron's PS if it was below 10°/s, or at 10°/s if the PS was 160 at or greater than 10°/s. Note that when a random-dot patch moved at 60% coherence in a given 161 direction, the visual stimulus was different from a situation where 60% of the dots always moved 162 coherently and the rest of the 40% of dots always moved randomly. Because the random selection 163 of signal and noise dots occurred at each monitor frame in our stimuli, a noise dot at one frame 164 may turn into a signal dot in the next frame and move in the coherent direction. Perceptually, it is 165 difficult to segregate the noise dots from the signal dots of the same stimulus component. The In the second experiment, we set the motion coherence of both random-dot patches to 100% 171 but used different speeds for the two stimulus components. One random-dot patch, referred to as Response firing rate was calculated during the period of 500-ms stimulus motion and 179 averaged across repeated trials. We fitted the raw direction tuning curves for the bi-directional 180 stimuli and the individual stimulus components using splines at a resolution of 1°. We then 181 rotated the spline-fitted tuning curve to the bi-directional stimuli so that the VA direction of 0° 182 was aligned with the PD of each neuron. In the first experiment, the responses of each neuron to 183 the bi-directional stimuli and individual stimulus components were normalized by the maximum where SSE is the sum of squared errors between the model fit and the neuronal data, and SST is 216 the sum of squared differences between the data and the mean of the data (Morgan et al., 2008) . 217
V1-MT Model 218 219
We adapted a computational model proposed by Simoncelli and Heeger (1998) We set the RFs of model neurons by Gaussian convolutional filters (Table 1) . We estimated 230 the size of the RF for each neuron type by summing the lengths of the incorporated filters. For the 231 spatially-separated stimuli, we set a blank gap between the two stimulus components as the RF 232 size of the V1 complex neuron, which is 1.2°, to ensure that no V1 neuron would be driven by 233 both stimulus components. We generated direction-selective neuron populations that 234 approximately tiled a sphere in the frequency domain. We tuned the contrast response functions where Rn(t) represents the nth neuron's linear filter response; R'n(t) represents the normalized 242 response of either V1 complex cell or MT neuron; ⌊ ⌋ denotes half-wave rectification; K represents 243 the strength of normalization, which was set as 1-σ 2 ; m represents the nth neuron's normalization 244 pool; w represents the Gaussian spatial weighting profile of the normalization pool, with a standard 245 deviation of SDnorm. The model parameters for V1 and MT stages are defined in Table 1 . We fitted 246 the model contrast response functions to neural data from V1 and MT as described in Sclar et al. 247 (1990) . Similarly, we tuned coherence responses by varying the spatial scale of the normalization 248 pool (m), the weighting profile within the pool (w), and the size of the V1 linear RF. The MT 249 coherence response function was fitted to data replotted from Figure 1C in Britten and Newsome 250 (1998) . We are not aware of published neural data on V1 coherence response function. So the 251 parameters for V1 model neurons were varied to simulate our MT responses to bi-directional 252 stimuli without a constraint on V1 coherence response function. The same model parameters were 253 used for the overlapping and spatially separated conditions. 254 255 We explored several variants of the model architecture. The model parameters were fitted 260 after each architectural manipulation. The following changes enabled the model to better capture 261 the trends of the stimulus competition found in our neural data. First, we used area-normalized 262
Gaussian functions to set the weights for the spatial pooling and local population normalization. 263
Second, multiple frequency scales for V1 simple cells were computed by tripling the standard 264 deviation of the underlying 3 rd order derivative Gaussian, similar to the doubling suggested in 265
Simoncelli and Heeger (1998) -this change was made after spectral analysis of stimuli showed 266 that a wider range of scales was necessary to capture motion at lower coherence. Third, V1 afferent 267 weights were not adjusted to zero mean, allowing MT neurons to have variable proportions of 268 positive and negative inputs. Finally and importantly, rectification and static nonlinearity were 269 applied to the MT stage after spatial pooling and before normalization, which is physiologically 270 plausible and provides a better fit of our neural data. 
Results

277
We asked the question of how neurons in extrastriate area MT represent multiple visual 278 stimuli that compete in more than one feature domain. To address this question, we conducted 279 neurophysiological experiments and computer simulations. We recorded from isolated single 280 neurons in area MT of two macaque monkeys while they performed a fixation task. Visual stimuli 281
were two random-dot patches moving simultaneously in different directions within the RFs. In the 282 first experiment, we used luminance contrast and motion coherence as two competing features. 283
One stimulus had high contrast but moved with low coherence, whereas the other stimulus had 284 low contrast but moved with high coherence (see Methods). We manipulated the spatial 285 arrangement of the visual stimuli to investigate the contributions of earlier visual areas and area 286 MT in mediating the competition between multiple stimuli. In a second experiment, we used 287 luminance contrast and motion speed as two competing features. We first present the results from 288
the neurophysiological experiments and then computer simulations. 289
290
Neurophysiological experiments 291 292
We measured the direction tuning curves of MT neurons in response to two stimuli that 293 had competing visual features and moved simultaneously in different directions. Our dataset 294 includes recordings from 76 MT neurons, 43 from monkey G and 33 from monkey B. We set the 295 angular separation between the motion directions of two individual stimuli, referred to as the 296 stimulus components, at 90° and varied the VA direction of the stimuli. In the first experiment, 297 one stimulus component had a low contrast of 37.5% and moved at a high motion coherence of 298 100%. The other component had a high contrast of 77.5% and moved at a low coherence of 60%. 299 VA direction (note the color-coded abscissas for the component directions in Fig. 1A2 ). 306 307 For the two example neurons, the peak response of the direction tuning curve to the "low 308 contrast & high coherence" component alone (shown in blue) was greater than that to the "high 309 contrast & low coherence" component (shown in green) ( Fig. 1 ). This is expected since MT 310 neurons are sensitive to motion coherence within a large coherence range (Britten et al., 1993) , 311
whereas their contrast response function saturates at a low luminance contrast (Sclar et al., 1990) . 312
Consequently, the average of the response tuning curves to the two stimulus components (shown 313 in gray) was biased toward the "low contrast & high coherence" component. Surprisingly, we 314 found that when the two stimulus components were overlapping, the neuronal responses elicited 315 by the bi-directional stimuli were strongly biased toward the "high contrast & low coherence" 316 component ( Fig. 1A ). This response bias was robust and occurred when we placed the overlapping 317 stimuli at a different site within the RF (Fig. 1B) . bias, we placed two stimulus components at different locations within the RF of a given MT 324 neuron. The two stimulus components were separated by a gap of at least 1° (illustrated in Fig.  325 1C). With this spatial arrangement, the RF of a single V1 neuron could only be stimulated by one 326 of the two stimulus components, whereas the RF of an MT neuron could still be stimulated by both 327 components. We found that the response tuning to the bi-directional stimuli changed drastically 328 when stimulus components were spatially separated. MT responses elicited by the bi-directional 329 stimuli no longer showed a bias toward the "high contrast & low coherence" component, but 330
roughly followed a scaled average of the component responses (Fig. 1C) . of each neuron, aligned to 0°, was significantly greater than that elicited by the "high contrast & 335 low coherence" component moving in the PD (one-tailed paired t-test, p = 4.1×10 -7 ). However, 336 when the two stimuli were overlapping, the population response elicited by the bi-directional 337 stimuli was almost completely biased toward the weaker "high contrast & low coherence" 338 component, regardless of the spatial location within the RF ( Fig. 2A and 2B ). The bias toward the 339 "high contrast & low coherence" component at a given VA direction was in a manner of "higher-340 contrast-take-all". For example, at a VA direction of 45° where the "low contrast & high 341
coherence" component moved in the PD (0°) and the "high contrast & low coherence" component 342 moved in 90° (indicated by a dotted line in Fig. 2A) , the bi-directional response closely followed 343 the much weaker response elicited by the "high contrast & low coherence" component. When the 344 two stimulus components were spatially separated within the RF, the strong bias toward the "high 345 Figure 3C shows how this bias index changes with the spatial arrangement of the 378 visual stimuli. In the overlapping condition, the mean BI is 0.73 (std = 0.23), which is significantly 379 greater than 0 (one-tailed t-test, p = 7.5×10 -35 ). In the spatially-separated condition, the mean BI is 380 -0.01 (std = 0.95), which is not significantly different from 0 (p = 0.7). The mean BI obtained in 381 the overlapping condition is significantly greater than that in the spatially-separated condition 382 (one-tailed paired t-test, p = 4.7×10 -9 ), indicating a change of the response bias when the spatial 383 arrangement of the visual stimuli is altered. 384
385
We previously found that the tuning curves of some MT neurons to overlapping bi-386 directional stimuli can show a directional "side-bias" toward one of the two direction components 387 (Xiao and Huang, 2015) . A subgroup of neurons prefers the stimulus component at the clockwise 388 side of two motion directions, whereas another group prefers the component direction at the 389 counter-clockwise side. These response biases can occur even when both stimulus components 390 have the same contrast and coherence. In the experiment shown in Figures 1-3 , the "high contrast 391 & low coherence" component always moved at the counter-clockwise side direction ( Fig. 2A, 2B) . 392
Could the strong bias toward the "high contrast & low coherence" component in the overlapping 393 condition be due to a biased neuron sample that happened to have a strong bias toward the direction 394 component at the counter-clockwise side? To address this concern, we arranged the direction 395 components differently. When stimuli were overlapping, as soon as MT neurons started to respond to the onset of the static 413 stimuli (see Methods), the response elicited by both stimulus components already closely followed 414 the "high contrast & low coherence" component, even before the onset of the stimulus motion 415 ( Fig. 5A, B) . After the onset of the motion response, the neuronal response to the bi-directional 416 stimuli continued to follow the response elicited by the "high contrast & low coherence" 417 component throughout the motion period, regardless of whether the component moved in the PD 418 and elicited a strong response (Fig. 5A ), or 90° away from the PD and elicited a weak response 419 ( Fig. 5B ). Since the strong bias towards the "high contrast & low coherence" component in the 420
overlapping condition occurred at the very beginning of the stimulus onset, it is unlikely that the 421 bias was due to selective attention (see Discussion). 422
423
When stimuli were spatially separated, MT neurons also followed the "high contrast & low 424
coherence" component in response to the onset of the static stimuli (Fig. 5C, D) . After the motion 425 contrast of 37.5% and moved at a faster speed of 10°/s. Both stimulus components moved at 100% 461 coherence and were either overlapping or spatially-separated within the RF of a given MT neuron 462 as in the first experiment. We also measured the direction tuning curves when the two stimulus 463 components both had high luminance contrast (77.5%) and moved at 2.5°/s and 10°/s, respectively, 464 at 100% coherence. 465
466
We recorded from 13 MT neurons using these visual stimuli. Figure 6 shows the 467 population-averaged tuning curves. When both stimulus components had high contrast, the peak 468 When the overlapping stimuli moving at different speeds had different luminance contrasts, 481 the responses elicited by both stimulus components showed a strong bias toward the "high contrast 482 & slower speed" component, even though the peak response to this component alone was 483 significantly weaker than that to the "low contrast & faster speed" component ( Fig. 6B ). We found 484 the same result when the two stimulus components overlapped at a different site within the RF 485 ( Fig. 6C ). Under the overlapping condition, the median response weight for the "high contrast & 486 slower speed" component was 0.81, which was significantly greater than the median weight for 487 the "low contrast & faster speed" component (0.17) (Wilcoxon signed-rank test, p = 2.4 x 10 -4 ). 488
Separating the two stimulus components spatially within the RF abolished the bias toward the 489 "high contrast & slower speed" component ( Fig. 6D ). As the spatial arrangement of the stimulus 490 components changed from overlapping to spatially separated, the median bias index (Eq. 4) 491 decreased significantly from 0.65 to -0.08 (Wilcoxon signed-rank test, p = 0.0012). These results 492 confirmed that luminance contrast has a dominant effect on MT responses elicited by overlapping 493 stimuli, which is not unique to the competition between contrast and motion coherence. The spatial 494 arrangement of visual stimuli can substantially change the competition between multiple stimuli 495 within the RF. Previous studies have shown that neuronal responses elicited by multiple stimuli in many 500 brain areas can be described by a divisive normalization model (Carandini and Heeger, 2011) . We 501 asked whether our results could also be accounted for by response normalization. We first fitted 502 the data using the following equation: This normalization model (Eq. 5) failed to capture the response tuning to overlapping bi-527 directional stimuli, accounting for only 33% of the response variance (34% for site a, 32% for site 528 b). The model performed better when stimuli were separated, accounting for 66% of the variance. 529
We found similar results when using this model to fit the data from our second experiment, in 530 which luminance contrast competed with motion speed. The model accounted for an average of 531 44% of the response variance (38% for site a, 50% for site b) when stimuli were overlapping, and 532 77% of the variance when stimuli were separated (Table 2) . where α is a positive parameter that scales the contribution of S2 with respect to S1 to normalization. 541
We found that introducing tuned normalization did not improve the model performance at all when 542 stimuli were overlapping, accounting for an average of 33% of the response variance (34% for site 543 a, 32% for site b). When stimuli were separated, the tuned normalization model accounted for 68% 544 of the variance. We found the same results when fitting the data collected when contrast competed 545 with speed (Table 2) . 546
547
The poor fit of the responses under the overlapping condition by the standard normalization 548 model (Eq. 5) can be understood because MT neurons showed a very strong bias toward the high 549 contrast component, whereas S1 and S2 were similar. The tuned normalization was not able to 550 improve the fit because, although it changed the relative contributions of the stimulus components 551 to the normalization pool in the denominator, it kept the numerators in Equation 6 unchanged. 552
Hence the relative weights for the two stimulus components did not change. To capture the strong 553 bias toward the high contrast component in the overlapping condition, a weighting parameter is 554 needed in the numerator. Accordingly, we fitted our results using the following equation: where β is a positive parameter and appears in both the numerator and the denominator. This 559 parameter allows the relative response weights for the two stimulus components to vary. When β 560 is greater than one, the response weight for the high contrast component (R2) is greater than that 561 for the low contrast component (R1). As expected, this equation fitted the data well, accounting for 562 >80% of the response variance for both the overlapping and spatially separated conditions ( Table  563 2). However, the normalization model itself does not provide an explanation for why the response 564 weight is greater for the high contrast component in the overlapping condition but not in the 565 spatially separated condition. 566 567 In contrast, the overlapping stimuli can interact within the RFs of both MT and V1 neurons. To 577 explore the neural mechanisms underlying our physiological findings, we conducted computer 578 simulations using a hierarchical feedforward model adapted from Simoncelli and Heeger (1998) . populations covered a region of the visual field that was 17.3° x 17.3°. In the overlapping 594 condition, the apertures of two random-dot patches overlapped within the RFs (Fig. 7A ). In the 595 spatially-separated condition, the two random-dot patches were placed side by side, separated by 596 a blank gap that was 1.2° wide, within the RFs of single MT neurons (Fig. 7B ). In the overlapping 597 condition, the V1 neurons whose RFs covered site a were activated by both stimulus components 598 (Fig. 7A ). In the spatially-separated condition, V1 neurons were activated by only one stimulus 599 component, either at site a or site b (Fig. 7B) . 600
601
We tuned the model parameters (see Methods) to match the experimentally measured 602 contrast response functions of V1 and MT neurons (Sclar et al., 1990 ) and the coherence response 603 function of MT neurons (Britten and Newsome, 1998) . The simulated contrast response functions 604 of V1 and MT neurons fitted the experimental data almost perfectly, and the simulated coherence 605 response function of MT neurons also matched the data well ( Fig. 8A-C) . As far as we know, an 606 experimentally measured coherence response function of V1 neurons has not been described 607 previously. Our simulations show that V1 responses increased monotonically with the coherence 608 level of moving random-dot stimuli (Fig. 8D) . The model V1 neurons had lightly higher firing 609 rates in response to low coherence stimuli and more trial-to-trial variability in comparison with the 610 model MT neurons (Fig. 8C and D) . 611
612
The MT responses elicited by our visual stimuli that competed between luminance contrast 613 and motion coherence were well captured by the model. Consistent with our experimental data 614 (Fig. 2) , the tuning curve of model MT neurons to the "low contrast & high coherence" component 615 had a greater peak response than that of the "high contrast & low coherence" component ( Fig. 9A,  616   B ). In the overlapping condition, the simulated MT response elicited by the bi-directional stimuli 617 was nearly completely biased toward the weaker "high contrast & low coherence" component ( Fig.  618 9A), as found in the neural data. The model also captured the change of MT response tuning when 619 visual stimuli were rearranged spatially. In the spatially-separated condition, the tuning curve of 620 model MT neurons elicited by the bi-directional stimuli was no longer dominated by the "high 621
contrast & low coherence" component ( Fig. 9B) . 622
623
At the V1 stage of the model, the tuning curves of V1 complex cells showed a slightly 624 greater mean peak response to the "high contrast & low coherence" component than to the "low 625 contrast & high coherence" component ( Fig. 9C ). In the overlapping condition, the simulated V1 626 response elicited by the bi-directional stimuli was strongly biased toward the "high contrast & low 627 coherence" component ( Fig. 9C) , to the extent similar to that found in model MT neuron (Fig. 9A) , 628
as measured by the weights for the component responses using the SNL model fits. The bias index 629 (Eq. 4) for the V1 model neuron was 0.90 and that for the MT model neuron was 0.93. These 630 simulation results suggest that the strong bias toward the "high contrast & low coherence" 631 component found in MT is inherited from V1. 632
633
In the spatially-separated condition, the V1 response elicited by the bi-directional stimuli 634 was the same as that elicited by the single stimulus component placed within the RFs of V1 neurons 635 (Fig. 9D, E) . Although the V1 peak response elicited by the "high contrast & low coherence" 636 component at site a was slightly stronger than that elicited by the "low contrast & high coherence" 637 component at site b, the MT response elicited by the bi-directional stimuli was skewed toward the 638 "low contrast & high coherence" component, consistent with the average of the component 639 responses (Fig. 9B) . These simulation results suggest that MT response elicited by the bi-640 directional stimuli in the spatially-separated condition (Fig. 9B ) may be due to feature competition 641 within MT. 642
643
The response tuning curves of single MT neurons measured by varying the VA direction 644 of the bi-directional stimuli can be mapped to the responses of a population of MT neurons that 645 have different PDs, elicited by the bi-directional stimuli moving in a given VA direction. Figure 7  646 summarizes the changes of the response distributions across neuron populations at V1 and MT 647 stages, under the overlapping and spatially-separated conditions. These results reveal the 648 importance of neural processing at different stages of the visual hierarchy on determining how 649 multiple visual stimuli compete within neurons' RFs in a given brain area. 650 651 652
Discussion 653 654
We have shown that how MT neurons represent multiple stimuli competing in more than 655 captures attention (Yantis and Jonides, 1984) , a visual stimulus that is brighter than other 675 distractors does not automatically capture attention (Jonides and Yantis, 1988) . The two stimulus 676 components of our overlapping stimuli were turned on and started to move at the same time. The 677 stimulus onset may automatically draw attention toward the spatial location of the overlapping 678 stimuli, but it is unlikely to draw attention toward only the high contrast component. Furthermore, 679 stimulus-driven attention occurs with a time delay (Nakayama and Mackeben, 1989 ) and its effect 680 on neuronal responses in MT is transient, lasting for about 70 ms (Busse et al., 2008) . In contrast, 681
we found that the response bias toward the high contrast component is present in the very 682 beginning of the neuronal responses following the onset of the static stimuli, and the bias is 683 persistent throughout the motion period (Fig. 5 ). In addition, Wannig and colleagues (2007) have 684
shown that attention directed to one of two overlapping surfaces can alter the responses of MT 685 neurons. However, attention led to a response magnitude modulation of about 20% in MT between 686 conditions when attention was directed to two different surfaces (Wannig et al., 2007) . Even if, for 687 some reason, the animals were consistently attending to the high contrast component throughout 688 the stimulus presentation period in our study, the effect of attention would be insufficient to 689 account for the nearly complete dominance by the high contrast component. 690 691
Mechanisms underlying stimulus interactions 692
The primate visual system is hierarchically organized (Maunsell and van Essen, 1983; 693 Felleman and Van Essen, 1991). The response properties of neurons in a visual area are shaped by 694 feedforward input, as well as intra-areal and feedback processes. To understand the mechanisms 695 underlying neural encoding of multiple stimuli, it is important to determine how these processes 696 contribute to the RF properties in a given visual area. However, it is often difficult to disentangle 697 the contribution of feedforward input from other neural processes. We have previously found that, When two visual stimuli are spatially separated, MT neurons receive inputs from two different 716 pools of V1 neurons and each neuron pool responds to only one stimulus component (Fig. 7B) . 717
The neuronal responses elicited by the two stimulus components remain separated in V1. MT 718 neurons can mix the responses elicited by the two stimulus components via spatial and directional 719 pooling and divisive normalization within MT. As a result, the mixing in MT may well reflect the 720 sensitivities of MT neurons to different stimulus features. Our model simulations make predictions 721 regarding how V1 neurons respond to multiple competing stimuli (e.g. as shown in Fig. 9C) , which 722 can be tested in future physiological study. 723 724
Implications on normalization and encoding of multiple visual stimuli 725
Our finding that the response weighting for competing stimuli depends on the spatial 726 arrangement provides a new perspective on the well-established normalization model (Carandini 727 and Heeger, 2011). The basic form of normalization equations (Eqs. 5-6) predicts that the response 728 weight for a stimulus component increases with its signal strength, but does not consider the spatial 729 arrangement of the visual stimuli. We made a surprising finding that MT response to overlapping 730 stimuli cannot be predicted by the population neural responses in MT elicited by the individual 731 stimulus components. One must consider the neural computations occurring along the hierarchical 732 visual pathway. 733 734 Majaj, Carandini, and Movshon (2007) showed that pattern-direction selective neurons in 735 MT characterized by overlapping drifting gratings (i.e. plaid) do not integrate the directions of the 736 component gratings when they were spatially separated within the RF, suggesting that the 737 computation underlying pattern-direction selectivity in MT is local. Different from the plaid, the 738 overlapping random-dot stimuli used in our study elicit the percept of motion transparency. We 739 showed that changing the spatial arrangement of visual stimuli can have a substantial impact not 740 only on motion integration but also on the competition between multiple stimuli. Our results 741
revealed that contrast has a dominant effect in determining stimulus competition within a local 742 spatial region when multiple stimuli differ in more than one feature domain. When visual stimuli 743 are spatially separated, the effect of contrast is substantially reduced. to the two stimulus components is shown in gray. 880 the spatially separated (B) conditions. C. Comparing 888 the bias indices between the spatially separated 889
(ordinate) and overlapping (abscissa) conditions. The 890 histograms in C show the distributions of the bias index 891
for the overlapping (top) and spatially separated (right) 892
conditions. 893 Britten and Newsome (1998). The green curve is the spline fit of the experimental data points. D: 937
Coherence response to high contrast random-dots for model V1 complex cells. The widths of the 938 blue curves in C and D represent the standard deviation. N indicates the number of repeats for 939 simulations. The stimulus dots were regenerated randomly for each simulation in C and D. 940
