Introduction
It is well known that for Riemann Zeta function ζ(s) = 
where B n is Bernoulli number, E n is Euler number, which are given by the following formulas respectively
B n n! x n , 2 e x + e −x = +∞ n=0 E n n! x n .
And we know that there are no such simple formulas for ζ(2n + 1) and β(2n).
In fact, ζ(s), λ(s), β(s) are the special cases of Dirichlet L-function L k (s) = +∞ n=1 χ k (n) n s (where Re(s) > 1): ζ(s) = L 1 (s), λ(s) = L 2 (s), β(s) = L −4 (s), where χ k is Dirichlet character, see [1] . Some general formulas for L −k (s) and L k (s) are given in [1] , [2] and [3] . It is worth mentioning that the evaluation of special values of Dirichlet L-function is an active research field.
In [4] , based on the framework of the WZ theory (see [5] , [6] , [7] ), we obtained a recurrence formula for ζ(2l) ς(2l) = 2
where l ∈ N , and 0 k=1 a(k) = 0 is a convention, which is equivalent to the following classical formula for Bernoulli polynomial
where B n (x) is Bernoulli polynomial of order n, given by the following formula:
In [4] , it was pointed out that the ideas of getting the recurrence (4) can be used to evaluate similar infinite series. In this paper, we obtained a new (as far as I know) formula for β(2l − 1) (where l ∈ N ) by using the ideas in [4] . The main steps are given as follows: we obtained the special values of β(2l − 1) at l = 1, 2, 3 by using the method in [4] first, then we formulate a conjecture which give a general formula for β(2l − 1), finally we proved the conjecture. It is worth mentioning that the method of obtaining β(1), β(3) and β(5) is consistent with the one of proving the conjecture. It is also worth mentioning that when I formulate the conjecture by the special values of β(2l − 1), I used Mathematica 8.0. For the special values of l, l = 1, 2, 3 for example , we can obtain the special values of β(2l − 1) by Mathematica 8.0.
The main result in this paper is the following theorem.
1536 , more generally, for all l ∈ N , we have
By formula (3) and formula (8), we obtained the following formula
where l ∈ N 0 , and
Both of formula (6) and formula (7) are similar to formula (4). Because formula (7) can be obtained by formula (2) and formula (6) , and formula (8) can be obtained by formula (1) and formula (7), we just need to prove formula (6).
Preparation Lemmas
To prove the theorem, we need the following lemmas. Lemma 1 can be seen in [4] , Lemma 2 can be seen in Page 204 of [8] , Lemma 3 can be seen in Page 37 of [9] , and the proofs of Lemma 4, Lemma 5 and Lemma 6 will be given below. Lemma 1. For a continuous-discrete WZ pair (F (x, k), G(x, k)), that is, they satisfy the following so-called continuous-discrete WZ equation
then for all m, n ∈ N 0 , h, x ∈ R, we have
Lemma 2. If for all a, x ∈ R, f (t) is integrable on (a, x), then we have
Lemma 3. For all n ∈ N , we have
Proof. At first, we have
where
Now, let us think about I 2 first, because 
Finally, we have
The proof of Lemma 4 was completed. 
2. In fact, this Lemma can be proved in a simpler way by using Lemma 3, the idea here is similar to that in Page 66 of [10] . By Lemma 3, for the integrand we have
Integrate the sum termwise, and note that
, where s ≥ 1, then it is easy to prove that f (t) is monotone (increasing) on 0, π 2 (the details of proving will be given in the Remarks below) . By The Second Mean Value Theorem for Integrals, we know that there exist ξ on 0,
We conclude that
The proof of Lemma 5 was completed. Remarks: 1. In this remark, we give the proof that f (t) is monotone (increasing) on 0, π 2 . Because s ≥ 1, it is easy to prove that f (t) is differentiable on 0, π 2 , and f
, then we have g(0) = 0, g ′ (t) = (s − 1) cos t + t sin t. Because s ≥ 1, for 0 < t ≤ π 2 , we conclude that (s − 1) cos t ≥ 0 and t sin t > 0, that is, for 0 < t ≤ π 2 , g ′ (t) > 0 . We conclude that for 0 
Similar to Lemma 5 in [4]
, when s ≥ 2, we can also prove this lemma by using integration by parts, but when 1 ≤ s < 2, this method can't be used.
, where k, l ∈ N , then we have
Proof. Formula (13) will be proved first. Let
then it is easy to verify that for i = 0, 1, (
Because (A) for all j, F 2l (0, j) = a k = 0, (C) it is also easy to verify that
The proof of formula (13) is completed. Now, we will prove formula (14) by mathematical induction. At first, we will prove that when l = 1, 2, formula (14) is valid. When l = 1, let
it is easy to verify that (F 1 (x, k), G 1 (x, k)) is a WZ pair, by Lemma 1, we have
Because (A) for all j, F 1 (0, j) = 0, (B) for all t, G 1 (t, 1) = 0 by the convention:
a k = 0, by Lemma 3, we have
By the convention:
When l = 1, we have
When l = 1, the proof of formula (14) is completed. When l = 2, let
It is easy to verify that for i = 1, 2, 3, ( 
finally, by Lemma 3, we have
When l = 2, the proof of formula (14) is completed. Next, we will prove that with the assumption that formula (14) is valid for l , then formula (14) is also valid for l + 1 . By formula (13) and the assumption above, we have
We proved that when formula (14) is valid for l , formula (14) is also valid for l + 1 . Finally, by the principle of mathematical induction, we proved that formula (14) is valid for all l ∈ n. By formula (13) and Lemma 2, it is easy to prove formula (15). The proof of Lemma 6 is completed.
Proof of Theorem
As mentioned above, we just need to prove formula (6) . By Lemma 6, for all l ∈ N , we have
By formula (15), we have The proof of Theorem is completed.
