ABSTRACT This paper proposes a hybrid deep neural network (DNN) for automatic speech recognition and an energy-efficient reconfigurable architecture with approximate computing for accelerating the DNN. To accelerate the hybrid DNN and reduce the energy consumption, we propose a digital-analog mixed reconfigurable architecture with approximate computing units, including a binary weight network accelerator with analog multi-chain delay-addition units for bit-wise approximate computing and a recurrent neural network accelerator with approximate multiplication units for different calculation accuracy requirements. Implemented under TSMC 28nm HPC+ process technology, the proposed architecture can achieve the energy efficiency of 163.8TOPS/W for 20 keywords recognition and 3.3TOPS/W for common speech recognition.
I. INTRODUCTION
Deep Neural Networks (DNNs) that have many hidden layers have been proven to outperform traditional models (i.e., Markov models, Gaussian mixture models) on a variety of speech recognition benchmarks by a large margin [1] , [2] . High performance and extreme energy efficiency are very critical for deployments of DNNs, especially in speech recognition systems for the internet of things. As the large amounts of neurons and synapses in DNNs incur intensive computation and power consumption, efficiently processing DNNs with limited resources and low energy cost remains a challenging problem.
To overcome the challenges, many accelerators are designed, which can be mainly divided into two categories: digital architectures and analog architectures. For digital architectures, four categories are widely used in DNN accelerators: FPGAs, customized DSPs with specified instruction sets, ASICs, and coarse-grained reconfigurable architectures (CGRAs). FPGAs have been frequently utilized as DNN accelerators to achieve speed-up over software simulations [3] , [4] . For example, Chang's team mapped a Recurrent Neural Network (RNN) to FPGA platform and achieved up to 23× better performance per power than GPU Tegra-X1 [4] . However, FPGA is not suitable for small, low-power application because of its large footprint and power consumption. Chen, et al. published a serial work of DianNao [5] , DaDianNao [6] and Cambricon-X [7] which are specified DSPs for DNNs. Relative to the FPGAs and specified DSPs, ASIC implementations are always highly optimized for chosen DNN models and topologies. M. Price, et al. presented an ultra-low power speech recognizer which reduced the power to 7.78mW @40MHz with WER of 8.78% under TSMC 65nm low-power logic process [8] . In the past decade, CGRAs have been introduced as an alternative way to the conventional designs with high flexibility and energy efficiency for DNNs. Yin, et al. proposed a CGRA called Thinker with two 16 × 16 reconfigurable processing elements arrays, which can support variant bit-width computing of DNNs [9] . The processor can achieve at most 1.27TOPS/W in energy efficiency and outperform the state-of-the-art architectures up to 5.2×. In work [10] , an energy-efficient DNN accelerator is proposed with a network compression approach. With this compression approach, most of the computation can be eliminated before they are mapped to the DNN accelerator. Analog architectures have also been commonly adopted in DNN accelerators to implement the processing components of neurons and synapses because of the natural similarity to biological systems. However, the unreliability in the analog system is still a difficult problem to be solved. Besides, they also lack system flexibility and adaptability. For example, Badami, et al. proposed an analog DNN architecture for speech/non-speech classification in a voice activity detection system [11] . Comparisons show that the use of analog analytics brings increased energy efficiency by 10×. However, due to the limitation of analog circuit characteristics, this architecture can only work well under specific conditions, such as a particular SNR/database. Since the Binary Weight Network (BWN) has demonstrated its high energy efficiency and outperformed classification capability which is close to full precision networks in many databases, a BWN accelerator called YodaNN is proposed for ultra-low power BWN acceleration and can achieve 61.2TOPS/W in energy efficiency at 0.6V [12] .
In this paper, we propose an energy-efficient reconfigurable hybrid DNN architecture and its circuit implementation for speech recognition. A hybrid DNN consisting of two network models is proposed for speech recognition, including a BWN for twenty frequently used keywords recognition, and a recurrent neural network based on the longshort term memory (LSTM-RNN) structure for processing acoustic model in common speech recognition. To accelerate the hybrid DNN and make it more energy efficient, we propose a digital-analog mixed reconfigurable architecture consisting of two accelerators: the BWN accelerator and the RNN accelerator. For the BWN accelerator, an analog multichain delay-addition unit is proposed for bit-wise approximate computing. For the RNN accelerator, a reconfigurable approximate multiplication unit is proposed for different calculation accuracy requirements. This paper makes the following contributions: 1) We present a hybrid DNN model for speech recognition including a BWN and an LSTM-RNN. The BWN first process the input voice data for recognizing twenty words that frequently used (called keywords), and then the LSTM-RNN structure is used to process the acoustic model for high precision common speech recognition. Since BWN can be calculated with only bit-wise operations (i.e., XOR and addition operations), it can significantly reduce the memory access and computing energy.
2) We propose a BWN accelerator architecture and its circuit implementation for twenty frequently used keywords recognition. To achieve high energy efficiency, an analog multi-chain delay-addition unit is proposed for bit-wise approximate computing. Besides, the scheduling method for mapping different layers of proposed BWN onto the reconfigurable architecture is also present.
3) We propose an RNN architecture with approximate multiplication units to process different layers of the LSTM-RNN network. The approximate multiplication units can be dynamically reconfigured and adaptive to different accuracy requirements. Simulation results show that it can efficiently reduce power consumption with negligible loss of recognition accuracy.
II. PRELIMINARIES A. HYBRID BIT-WIDTH WEIGHT COMPRESSION AND DYNAMIC DATA-WIDTH ADAPTIVE COMPUTING
On the one hand, DNNs always consist of a lot of synapses in which the values are close to zero, and therefore the network can be firstly compressed offline with pruning, hybrid bit-width weights and so on. With this weight compression approach, we can reduce the memory size, transmission time and access power of weights. In our previous works [13] , [14] , we have proposed an efficient network compression method with hybrid bit-width weights scheme. The key points of this hybrid bit-width weights compression approach are as follows: the weight magnitude of neural network reflects the significance of synapses. In terms of the distribution, the closer to the zero point, the more densely the weights are distributed. Therefore, we can divide the 16-bit weights into several levels with a weight grading scheme. And then, we can use different bit widths to represent the weights of different grading level. As shown in Table 1 , we use five grading levels for compressing the weights. In Table 1 , the leading ''1'' index indicates the position of first '1' in a weight (except the sign bit). The compression method with hybrid bit-width weights scheme discussed above is also adopted in this work to compress the proposed LSTM-RNN network. In our work, we use 2/4/6/8 bits to represent each weights. In addition, the level 0 shown in Table 1 means these weights with a grading level 0 will be eliminated and not be transmitted to the hardware for processing. For convenience of hardware designs, the compressed weights will be decoded to 16-bit before the calculation by the RNN accelerator. As shown in the previous work [14] , the compression ratio of RNN is 7×, which means 85.7% of the operations performed with uncompressed RNN will be eliminated in our work.
On the other hand, for speech recognition, the frequency of speech sampling is much higher than that of changing phonemes in speeches. Therefore, each phoneme sustains for several frames, which leads to the continuity of frames. As discussed in our previous work [15] , the trend of RNN network maximum output values for speech recognition is evaluated and shown in Fig. 1 . It can be seen that the calculation accuracy required at time step t + 1 can be estimated based on the outputs quality at time step t, so different calculation accuracy can be predicted accordingly. In this work, we set three thresholds to estimate and choose the calculation accuracy, which can be classified into 4 levels. Therefore, the approximate multiplier adopted in our work is designed for processing multiplication operations with four kinds of bit widths, including 4-bit × 16-bit, 8-bit × 16-bit, 12-bit × 16-bit, and 16-bit × 16-bit operations. In our work, the compressed weights with different bit widths will be firstly decoded into uncompressed weights with a 16-bit fixed-width, before they are transmitted to the computing units. For the bit width of input data for each layer of the RNN, there are four candidates: 4-bit, 8-bit, 12-bit and 16-bit, each for a different accuracy level. Therefore, the basic approximate multiplication unit in our work is designed as a 4-bit × 16-bit multiplication unit. The dynamic data bit-width adaptive computing is implemented by precision adjustment, which is distinguished by the thresholds.
B. APPROXIMATE COMPUTING MULTIPLIER
In LSTM-RNN, which is used for high precision common speech recognition in our work, the numbers of multiplication and addition operations are almost the same, but the power consumption of multiplication operation accounts for up to 96% of the total power consumption [16] . Thus, a convincing idea to reduce power consumption for processing LSTM-RNN is to improve the energy efficiency of multiplication operations. LSTM-RNN have been proven to be naturally fault-tolerant, and the calculation accuracy requirements for various application scenarios are also in large variations [17] . Therefore, we can use approximate multipliers with reduced power consumption to replace the traditional multipliers adopted in LSTM-RNN.
In our work, we proposed a reconfigurable approximate multiplication unit for approximate calculation of the LSTM-RNN based on Liu's work [18] . For a multiplication operation, the product of A and B can be calculated by the sum of each partial products of A i and B j (A i and B j are each bits of A and B respectively, and i, j = 1, 2, 3, · · · , 16). Therefore, we can design a power efficient approximate multiplier by replacing the adders adopted with approximate adders.
This approximate adder firstly simplifies the carry calculation by a pre-processing operation. For a certain bit i, if A i is 0 and B i is 1, then we first exchange the A i and B i to make sure the bits of value 1 in A is as much as possible. The logical expressions can represent this pre-processing operation as below:
After the pre-processing operation, the carry calculation can be approximately simplified. The truth table of this approximate adder is shown in Table 2 , where A and B are the two preprocessed addends, C represents a carry, S is the addition result, and E represents a calculation error with this approximate approach. From Table 2 , the logical formulas of Si and Ei can be shown in (3) and (4), where preprocessed logic equations in (1) and (2) are brought into calculations.
We can furtherly optimize the approximate adder logic as shown above. The XOR logic is calculated as A ⊕ B = AB + AB. With an inversion operation, the XOR logic can be changed to an XNOR logic of A B = AB + A B. The XNOR operation A B = AB + A B = (A + B) · AB, and the operation '' '' can be split into two parts: one is the logic function A + B, the other is the logic function AB , therefore the hardware resources can be mostly reused. The approximate adder circuit design will be further discussed in next section.
Implemented and simulated under TSMC 28nm HPC+ process at 0.8V 25 • C TT corner, the optimized adder only cost 55.7% power of the standard adder. Besides, the circuit latency can be significantly reduced, because the carry chain which is the critical path of standard adder circuits, is removed in this approximate adder. For a multiplication VOLUME 6, 2018 operation, the addition of each partial product should be finally accumulated, where the error of each approximate adder will also be accumulated. Therefore, we propose an error recovery method and its circuits design in the next section.
III. ENERGY-EFFICIENT RECONFIGURABLE HYBRID DNN ARCHITECTURE WITH APPROXIMATE COMPUTING A. SPEECH RECOGNITION SYSTEM BASED ON HYBRID DEEP NEURAL NETWORK MODEL
The hybrid DNN model for speech recognition is shown in Fig. 2 . This model consists of a keywords recognition unit using BWN and a high precision speech recognition unit using RNN. Besides, the BWN unit can also be used as a detection module for the on/off control of the high precision recognition RNN unit. We trained a BWN with six convolution layers and three fully-connected layers. It can detect and recognize twenty words at the accuracy of 99.6% in software simulation. The neural networks with binarized weights can drastically reduce the memory size and the data access, as well as make multiplication operations replaced by bit-wise operations, which can significantly reduce the power consumption and improve the energy efficiency. Once the BWN detects a continuous speech, the RNN will be activated. We stack four recurrent layers with 640 LSTM units as the building blocks of each recurrent layer, a fully-connected layer and a soft-max layer for our acoustic model for Chinese speech recognition. We also stack two recurrent layers with 256 LSTM units of each recurrent layer, a fully-connected layer and a soft-max layer for our acoustic model for English speech recognition, because the recognition complexity of English is much less than that of Chinese. This acoustic model gives the most likely label sequences (phonemes or characters) for speech frames input. Finally, the decoding of label sequences is done offline by software, combined with the dictionaries and language models, to evaluate the recognition accuracy.
As shown in Fig. 3 , the top level architecture consists of a system controller implemented with ARM7TDMI, a 24KBytes scratch-pad memory (SPM), two heterogeneous accelerators for BWN and RNN respectively, a VAD module for detecting the incoming voice signal and determining whether it is noise or not, and several assistant modules for system scheduling. All of the modules are AMBA2.0-AHBcompatible and connected to the 32-bit AHB bus module, used as the system bus.
B. ENERGY-EFFICIENT RECONFIGURABLE BWN ACCELERATOR FOR TWENTY KEYWORDS RECOGNITION
As shown in Fig. 4 , we trained a BWN for a twenty keywords recognition system with six convolution layers and three fully-connected layers. During the training process, the whole forward pass and the calculation of the gradient during the back propagation, the weight is binarized to either +1 or −1. The feature-mapped data is quantized to 16-bit. The size of the convolution kernel is 3×3, and the number of convolution cores per layer is 16, 16, 32, 32, 64 and 64. A 2 × 2 max pooling layer follows each two convolution layers. data is first input and pre-processed by the VAD module, and then it will be transmitted into the BWN accelerator if it is not a noise signal. The BWN accelerator will then be configured to process the six convolution layers and three fully-connected layers as shown in Fig. 4 , to recognize the incoming voice signal and determine whether it is one of the twenty keywords. As shown in Fig. 6 , the PE for processing BWN consists of the XOR multiplication units, an analog multichain delay-addition unit with an iteration controller and a Time-to-Digital Converter (TDC). The data of each layer in the topology based on the binarized network is a multiple of 144. Therefore the BWN circuit processes multiplication of n × 144 data (n = 1, 2, 3, · · · ) controlled by the iteration controller at one time. 144 or 3 × 144 data in one layer will be transmitted to the circuit unit at one time, then multiplied with the corresponding binarized weight through the XOR multiplication units. The resulting data is fed into the analog multi-chain delay-addition unit for bitwise accumulation operations, then the number of '1' is summed up and converted into the delay. The data is divided into positive and negative parts before being accumulated. Both parts of the data remain the same size as the original data (fill zero in excess). Finally, the sum of the 16 corresponding bits is sent to the Post-Processing Unit, which conducts the accumulation, activation, normalization and pooling. For the implementation of addition operations in the BWN, we design an efficient approximate addition tree based on the inverter delay. And the analog module consists of two kinds of delay blocks: the del1 and the del2 as shown in Fig. 7 . The del1 is a controllable delay block triggered by rising the edge of the clock while the del2 is a controllable delay block triggered by the falling edge of the clock. For the del1, when its control signal D is '1', M5 is turned on, and connected with M6 and M7 to form a pull-down NMOS array. The pull-down resistance is small, and the delay is t. When the input signal of D is '1', M5 is turned off, and the pull-down network has only one path formed by M6 and M7. The pull-down resistor is large, and the delay is 2 t. The del2 works in the same way as the del1. By changing PMOS with control D, different delays for falling edges can be obtained. Fig. 8 shows the operation example of a delay chain, in which N is the number of 0 and M is the number of 1, and then the delay can be calculated by N × t + M × 2 t. VOLUME 6, 2018 In this work, a time-to-digital converter module (TDC) is implemented to process the delay signal in the BWN accelerator. The n-bit TDC based on a binary-search algorithm is composed only of n FFs and n delay blocks with different depth, which results in the area and power reduction. To further reduce the impact of process, PVT and other factors on the delay of the MOS transistor, the delay block of the TDC module is designed with the same delay chain as the calculation block (e.g., Tdel1, Tdel2, Tdel4 and Tdel8 shown in Fig. 10 ). The double-trigger structure named 2D in TDC is used to prevent the misjudgments. Besides, we designed the Tdel selection unit to choose the delay for the trigger's clock or data-in path. The wait module is used to compensate for the delay of the trigger.
Unlike traditional analog circuit designs, complex DAC/ADC modules are not required in the analog multichain delay-addition unit proposed in this work. The conversion of digital signals into the controllable delay signals is implemented by the two kinds of delay blocks, while the conversion of delay signals to digital signals is implemented by the proposed TDC module. Therefore, the power consumption and area overhead of these modules can be effectively reduced.
When the convolution operation is carried out, it can be divided into two cases: when the number of feature map's channel D<16, the PE array does not iterate. When D>16, the PE array iterate D/16 times. Also, fully-connected layer can also be transformed into one-dimensional multiplicationaccumulation of the vector when calculated. The pseudo-code of the scheduling method is described as follows: X and Y are the dimensions of the input data feature, w i denotes the i-th weight, ch represents the channel of feature maps, Partialsum represents the partial sum generated by the convolution operations, and CONV represents a 3×3×16 convolution operation. Fig . 11 shows the architecture of the RNN accelerator in our work. The accelerator consists of a controller, a sigmoid function module, 4×4 process elements (PEs), a configuration SRAM (Conf SRAM) and a data SRAM (Dest SRAM). The accelerator can directly access both the input data and the weights via DMA. Each PE consists of a proposed approximate multiplier, eight 16-bit data input/output registers and multiplexers, the weight SRAM with the size of 2KB and a data input FIFO. The PE can be reconfigured to process multiplication or addition operation with adder adopted in the multiplier architecture. Besides, the interconnections between PEs can also be reconfigured by setting the data input/output multiplexers of each PE, and therefore the RNN accelerator can process matrix multiplication and addition with various sizes of different layers of the two adopted LSTM-RNN networks for Chinese and English speech recognition respectively. Besides, the Huffman decoder is used to dynamically decodes the compressed weights in Conf SRAM and transmit them to the control module; And then the control module distributes the weights to the PEs.
In our work, an approximate multiplier with error recovery for the RNN accelerator is proposed as shown in Fig. 12 . According to the discussion in Section. I, we take into account the effects of accumulated error in our approximate multiplier to improve the accuracy. Requirements of different calculation precision can be satisfied with the different number of MSBs used for error reduction. The approximate multiplier with error recovery can meet the LSTM-RNN computing accuracy requirements for speech recognition and contribute a significant decrease in energy cost compared to that with traditional multipliers, especially for low-precision calculation cases.
To study the characteristics of error recovery, we simulate the approximate multiplication algorithm discussed in Section.II via Python with 100,000 random numbers. The relative error of the error recovery under different calculation bit width is shown in Fig. 13 . The dotted line in the figure indicates the relative error (E r ), which is the ratio of the absolute difference (|N appr − N std |) between the approximate multiplication calculation result (N appr ) and the standard multiplication calculation result (N std ): E r = |(N appr − N std )|/N std . In the figure, the solid line represents the normalized relative error (E nr ), which is the ratio of the absolute difference to the average multiplication result (N appr−avg ): E nr = |(N appr − N std )|/ N appr−avg . The N appr−avg is the average of 100,000 multiplication results of random numbers. For some smaller numbers, the MSBs are 0, the error cannot be reduced with MSBs error recovery, so the relative error E r is high. The LSBs in the neural network have lower impacts on the network accuracy. Therefore, the normalized relative error E nr is also taken into consideration in our work. As seen in Fig. 13 , when the error recovery circuit has less bit width, the E nr is smaller than the E r . When the recovery bit width increases, the benefit of error recovery is more significant correspondingly.
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Based on the analysis above, we choose 4-bit and 8-bit as the two-stage error recovery bit width in this work. The approximate multiplication unit with error recovery is shown in Fig. 12 . The basic module is a 4×16 bit approximation multiplier (the input data is 4-bit, and the weight is 16-bit). There are two error calculation modules adopted in this approximate multiplication unit, called the 1-stage and the 2-stage error recovery block respectively. The approximate adders and the error recovery modules with the same remarks as shown in Fig. 12 are connected (only one group of these connections are shown in the figure) . The 1-stage/2-stage error recovery blocks calculate the corresponding E i as shown in (5) and (6) . And then the error results are merged though an OR logic. Finally, the error recovery module will produce the approximate multiplication results by calculating the sum of each partial products and the error results.
The basic component of approximate multiplication with error recovery is an approximate adder. The logical formula of an approximate adder is shown in (5) and (6) . In order to reduce power consumption, only the approximation adders for high-bit calculation need error recovery calculations. Therefore, the hardware design of the basic 1-bit approximate adder does not consist a calculation module for E i . The circuit diagram of the 1-bit approximation adder is shown in Fig. 14 
IV. IMPLEMENTATION RESULTS
The prototype system as shown in Fig. 3 with proposed hybrid DNNs and accelerator architectures is implemented and evaluated under TSMC 28nm HPC+ process technology. The BWN accelerator is customized with Cadence Virtuoso Tool using LVT transistors, and the other digital modules are described with Verilog HDL language and synthesized Table 3 . 
A. RECOGNITION ACCURACY EVALUATION
For Chinese speech recognition, the trained LSTM-RNN with four recurrent layers and 640 LSTM units, can achieve the training accuracy of 82.93% and the valid accuracy of 81.83% (token accuracy) with software simulation on desktop computers. For English speech recognition, the training accuracy of our LSTM-RNN with two recurrent layers and 256 LSTM units can achieve the training accuracy of 82.89% and the valid accuracy of 81.78% (token accuracy) with software simulation. To compress the LSTM-RNN, reduce calculation operations mapped to RNN accelerator and the energy sonsumption, we first adopt the typical pruning method in work [10] , and then use the hybrid bit-width scheme proposed in our previous work [14] to compress the networks further. Taking the LSTM-RNN for Chinese speech recognition as example, the network parameters and accuracy before and after compression are shown in Table 4 . The total parameters size of the network decreased from 17 MB to 0.23 MB (the compression rate is 7×), with negligible accuracy loss (the Top-5 error of the network increased by only 0.1%). Since the network structures used for both two LSTM-RNN are similar, only the number of neurons composed is different. The compression result for the network used for English speech recognition is similar to that of the network for Chinese speech recognition. To verify the system accuracy with proposed approximate multiplication units, a reference design with standard multipliers is also implemented. As shown in Table 5 , the comparison results show that the architecture with the proposed approximate multipliers can achieve negligible loss of recognition accuracy (<0.26%). For the proposed BWN accelerator, to further reduce the error caused by analog computing, we add some errors to the input of each layer to analysis the error model of analog computing. The training approach by adding some errors to improve the robustness of the network to computational errors is called fault-tolerance training. In this work, the added errors are random values sampled from a normal distribution with a standard deviation of 0.8, which is determined to be large enough compared with the MonteCarlo simulation results of our PE circuit. The Google's Speech Commands [22] is used to test our BWN for keyword recognition, and we choose 20 words of the dataset as our test benchmarks, as shown in Table 6 . The accuracy comparison results are shown in Table 7 . 
B. ENERGY EFFICIENCY COMPARISONS
The comparisons with other BWN accelerators are shown in Table 8 . The results show that, evaluated on TSMC 28nm HPC+ process technology and 25 • C TT corner, our design can achieve 49.1GOPS at 10MHz, while the power is 300µW for twenty keywords recognition. Comparing to state-of-theart BWN accelerator architecture YodaNN, the energy efficiency of our work is 163.8TOPS/W which is 2.6× better than YodaNN. The benefits of energy efficiency are mainly due to two reasons: firstly, the more advanced technology process is adopted for our work; secondly, compared with YodaNN, which is designed with digital computing architectures and standard circuits, our BWN accelerator is implemented with digital-analog mixed approximate computing. The comparisons with other RNN accelerators are shown in Table 9 . Generally speaking, the reconfigurable architectures can achieve much higher power efficiency than FPGAs for accelerating RNNs. In work [3] and [9] , the RNNs are implemented and evaluated in their original form without compression. In work [10] and our work, all the networks are firstly compressed, so the equivalent throughput should be multiplied by the compression rates as discussed in [10] . Comparing with the state-of-the-art architectures, EIE, which is also implemented on compressed networks, our work achieves over 1.7× better in energy efficiency because the approximate computing units adopted in our work can significantly reduce computing energy cost. And comparing with state-of-the-art architecture Thinker, our work can achieve up to 2.6× better in power efficiency.
V. CONCLUSIONS
This paper proposes a hybrid Deep Neural Network (DNN) for speech recognition which includes a Binary Weight Network (BWN) for keywords recognition and a Recurrent Neural Network (RNN) based on LSTM structure for high precision common speech recognition. To accelerate the hybrid DNN and make it energy efficient, a digital-analog mixed reconfigurable architecture consists of two accelerators is proposed in our work: for the BWN accelerator, an analog multi-chain delay-addition unit is proposed for bit-wise approximate computing; and for the RNN accelerator, a reconfigurable approximate multiplication unit is proposed for different calculation accuracy requirements.
The energy efficiency of the proposed architecture can achieve 163.8TOPS/W for the twenty keywords recognition and 3.3TOPS/W for the common speech recognition. Comparing with state-of-the-art architectures, this work achieves over 1.7× better in energy efficiency. 
