Missed transfers affect public transport (PT) operations by increasing passenger's waiting and travel times and frustration. Because of the stochastic and uncertain nature of PT systems, synchronized transfers do not always materialize. This work proposes a new mathematical programming model to minimize total passenger travel time and maximize direct (without waiting) transfers. The model consists of four policies built on a combination of three tactics: holding, skip-stops, and short-turn, the last applied, for the first time, as a real-time control action. The concept is implemented in two steps: optimization and simulation. An agent-based simulation framework is used to represent real-life scenarios, generate random input data, and validate the optimization results. In order to assess the robustness of this framework, a wide range of schedule-deviation scenarios are defined using efficient algorithms for solving the control models within a rolling horizon structure. A case study of the Auckland, New Zealand, PT system is described for assessing the methodology developed. The results show a 4.7% reduction in total passenger travel time and a more than 150% increase in direct transfers. The best impressive results are attained under short headway operations.
Introduction
A common strategy implemented internationally by public transport (PT) agencies is to develop an integrated, multi-modal transport system in order to provide travelers with a viable alternative to private cars. An important element for retaining existing users and attracting new passengers is to improve serviceability by offering routes with "seamless" transfers. Ceder (2007) defined a well-connected transit path as an advanced, attractive transit system that operates reliably and relatively rapidly, with smooth (ease of) synchronized transfers, part of the door-todoor passenger chain.
The facilitation of inter-route, inter-modal, or intra-modal transfers is a key component in achieving full integration of the network. The use of PT transfers has the advantages of reducing operational costs and introducing more flexible and efficient route planning. However, the main drawback, from the passengers' perspective, is the inconvenience of traveling multi-legged trips; more than a few research studies have shown evidence that PT users are negatively inclined to make transfers if it involves uncertain waiting time (Ceder et al., 2013) . To diminish the waiting time caused by transfers, Ceder et al. (2001) introduced synchronized timetables. Nonetheless, because most PT attributes are stochastic (travel time, dwell time, demand, etc.) , their use suffers from uncertainty about the simultaneous arrival of two or more vehicles at a transfer point. Improper or the lack of certain control actions leads to missed transfers, one of the undesirable features of PT service, as it causes increased passenger waiting and travel times and consequently passenger frustration.
Various studies have been advanced to model PT real-time control (e.g., Hickman, 2001; Sun et al., 2005; Hadas et al., 2010; Delgado et al., 2012 Delgado et al., , 2013 . However, the main drawback of possible real-time control actions is the lack of prudent modeling and software that can activate these actions, whether automatically, semi-automatically, or manually. In addition, it has been very difficult to evaluate the positive and negative effects of individual control strategies with respect to operations and passenger travel times under real-world conditions (Carrel et al., 2013) . Such modeling can be employed in a PT control center in order to allow for the best exploitation of real-time information. Thus, a question arises as to how modeling and simulation can be created to optimally select tactics for real-time operations deployment using the stochastic nature of PT networks. The present work proposes a methodology, based on a robust real-time framework, to find the optimal combination of tactics for controlling the PT system. The objective is to develop intelligent modeling with a library of tactics in terms of real-time control actions; these developments will be based on optimization and simulation frameworks.
Literature review
Fundamentally there are two distinctive real-time public-transport performance disruptions: (1) deviations from the schedule (timetable), but not necessarily creating an imbalance between supply and demand; (2) creation of an imbalance between supply and demand (overloaded and almost empty vehicles), but not necessarily deviating from the schedule (Ceder 2007) . Given that these disruptions are known in real-time (e.g., by an automatic datacollection systems and GPS), corrective and restorative control strategies can take place.
Generally speaking, and following Eberlein et al. (1999) , control strategies can be divided into three categories: stop control, inter-stop control, and others. The first contains two main classes of strategies, known as holding and stop-skipping. The second category includes such as speed control, traffic signal pre-emption. The third consists of such strategies as adding vehicles and splitting vehicles. In a follow up study and as an inclusive analytical investigation of the vehicle holding strategy, Eberlein et al. (2001) formulated the holding problem as a deterministic quadratic program and developed an efficient solution algorithm to solve it. At the same time, Hickman (2001) presented a stochastic holding model at a given control station; a convex quadratic program with a single variable was formulated to correspond to the time lapse during which buses were held. A subsequent study by Sun and Hickman (2005) investigated the possibility of implementing a stop-skipping policy for operational control in real-time. A non-linear integer programming problem for two different stop-skipping policies was formulated to examine how the performance of the two policies changed with the variability of effective parameters on the route.
In terms of new technologies, Dessouky et al. (1999) showed the potential benefits of real-time control of timed transfers using intelligent transportation systems. Continuing along these lines, Dessouky et al. (2003) examined simulated systems that employed holding and dispatching strategies. The results showed that advanced technologies were most advantageous when there were many connecting buses; the schedule slack was then close to zero. Fu et al. (2003) proposed a pair-of-vehicles operational strategy that allowed the following vehicle of a pair to skip some stations. Zhao et al. (2003) proposed a distributed architecture to coordinate bus scheduling at stops using multiagent systems. The authors treated each bus-stop as an agent; the agents negotiated with one another on the basis of marginal cost calculations to minimize passenger waiting-time costs.
Concerning holding strategy, Zolfaghari et al. (2004) used real-time bus-location information and proposed a simulated, annealing-based heuristic algorithm. Yu and Yang (2009) investigated holding strategy by considering the prediction of next-stop departure times. The support vector machine was used to predict the departure time, and a genetic algorithm employed to optimize the holding time. Cats et al. (2011) proposed a dynamic transit-simulation model, Bus Mezzo, to investigate the holding strategy, considering the interaction of passenger activity, transit operations, and traffic dynamics. Delgado et al. (2012) investigated holding and boarding-limit strategies. A mathematical model without binary variables was proposed for real-time transit operations.
Strategies to increase the efficiency of a high frequency PT route was studied by Daganzo (2009) , who showed that without interventions, bus bunching was almost inevitable regardless of the driver's or the passengers' behavior. An adaptive control scheme was analyzed to mitigate the problem. The suggested model dynamically determines bus holding times at route control points based on real-time headway information.
Controlling methods using operational tactics to alleviate the uncertainty of simultaneous arrivals was demonstrated by Hadas and Ceder (2008) , who developed a new passenger-transfer concept that extended the commonly used single-point encounter (at a single transit stop) to a road-segment encounter (any point along the road-segment constitutes a possible encounter point). Their work has been applied to PT network connectivity in Hadas and Ceder (2010a) . Furthermore, with the aid of operational tactics, Hadas and Ceder (2010b) improved optimal PT-service reliability by means of a dynamic programming approach.
The recent study by Ji and Zhang (2013) also proposed a robust dynamic control strategy to regulate bus headways and to prevent buses from bunching by holding them at bus stops. They developed a controlling method to produce better system reliability than that of some of the existing control strategies. Finally, Munoz et al. (2013) investigated dynamic control strategies for PT operation with real-time headway-based control, comparing different approaches to different scenarios.
Although extensive research has been conducted to analyze PT movements at a one-way loop transit corridor, only a few analytical studies dealt with real-time PT vehicle control issues at a transit-network level. Thus, there is need to assess and improve service reliability by presenting a proper real-time control algorithm that quantifies the level of system efficiency in more complex systems. In an earlier attempt, Nesheli and Ceder (2014) defined the optimal combination of selected tactics for PT transfer synchronization. A mathematical programming model was formulated to determine the impact of instructing vehicles to either hold at or skip certain stops/segments on the total passenger travel time and the number of simultaneous transfers. They further showed that considering the skipsegment by formulating penalty functions for disadvantaged passengers yielded better results than skipping individual stops. Despite its contribution, their approach had some limitations, mainly related to the assumptions used for constructing the model such as the assumptions associated with passenger demand i.e., passenger demand is independent of vehicle arrival time. The model may need to be further adjusted to account for large errors.
In this work, we overcome these limitations, while preserving and refining the formulations and adding a new operational tactic, short-turning. To the authors' knowledge, the present study provides for the first time in the literature the formulation and implementation of the short-turning tactic as a real-time control action. We develop a hybrid model that uses mixed integer programming (MIP) and constraint programming (CP) techniques to solve the problem, which is a combinatorial problem in which the decision variables are a finite and discrete set. Certainly in order to deal with real-time issues, special attention must be paid to the running time of the algorithm developed. However, because of the problem being NP hard, the proposed method look is to solve the problem in polynomial time to make it tractable. A rolling horizon approach is utilized to solve this hybrid model. An agent-based, transport-simulation framework is also used to represent a real-life example and to generate random input data for the proposed optimization model. Based on the proposed framework, both the uncertainty of the PT service and total passenger travel time are reduced by increasing the number of direct transfers.
System characteristics
The system underlying the model is a two-way transit network consisting of main and feeder routes. The transfers occur at separate transfer points for each route as shown in Figure 1 . The service area is divided into I1, I2,…,Im segments (one or more consecutive stops), with vehicle stops and routes. Vehicles moving on route segments leading to the same transfer points belong to the same rolling horizon scheme. A service is made up of a collection of "trips"; each trip represents a single run, based on a certain departure time, along the series of stops on the route. Vehicles start their run at a terminal, defined as Stop 1, visiting all stops downstream . The routes are numbered in strict order of direction along the network; vehicles on routes serve direction 1, and those on routes where |R| is the size of set R serving the reverse direction as direction 2. Thus is a size of routes for each direction. The matrix of transfer points where is given, and the matrix of transfer stops is . The matrix of transfer points involves the routes and their transfer points. The matrix of transfer stops involves the stops and transfer points for the proposed PT system model. Reference stops have been selected, in this work, to help determining the deviation from scheduled arrival times at the transfer points. Thus when a vehicle is arriving at a reference stop, e.g., four stops before the transfer point, the other vehicle could be at a different location than supposed to be according to the timetable. By dividing the other vehicle's route into small segments, the probability of it being present at the location expected can be found. This enables the investigation of vehicle schedule deviation at the stops located before and at the transfer point. Consequently the suggested tactics can then be applied for compensating the schedule deviations. 
Math formulation
A new formulation for the problem of transfer synchronization at the operational level with real-time information is considered. This model allows us to improve PT service performance by optimally increasing the number of direct transfers and reducing total passenger travel time. The model describes and explains the conjunction of selected tactics and does not address individual controlling tactics as described in the literature (e.g., Sun and Hickman, 2005; Delgado et al., 2012 Delgado et al., , 2013 . The main differences between this work and Hadas and Ceder (2010b) are: (i) use of MIP-CP model capable of solving large size problems in comparison with the dynamic programming (DP) approach in Hadas and Ceder work; (ii) use of different methods to implement optimally real-time control actions, and (iii) use of real-world PT network.
Nomenclature
The following indices and parameters are used in the model: 
State variables
Every time a vehicle reaches a reference stop, the model is used to decide how long the arriving vehicle should be held, how many stops should be skipped, and what stops should be turned to serve the opposite-direction demand thus making a direct transfer, based on real-time estimation of the state of the system (i.e., the position of each vehicle and number of passengers aboard) and the number of passengers waiting at the various stops. The state of the system is described by the estimation of the following set of state variables: = Number of passengers for a Vehicle departing stop on route = Number of passengers waiting at stops further along route and stop (future passengers) = Extra waiting time per passenger at previous stops as a result of the applied tactics
Decision variables
Let be the library of tactics, consisting of holding ( ), skip stop/segment ( ), and short turning ( ). To consider the problem of transferring passengers, passenger transfer time ( ) is defined. The binary variables Y and Z are used to determine if a direct transfer is made before and after implementation of tactics, respectively. The term "direct transfer" means a synchronized transfer for vehicles of both routes r and x without a wait. The decision variables considered in the model are as follows:
= vehicle holding time at stop on route = vehicle skipping-stop at stop on route ; if stop skipped=1, otherwise=0 = vehicle short-turning stop at stop on route ; if stop short-turn=1, otherwise=0 = Possible transfer between routes and at transfer stop , pre-tactics; if a possible transfer occurs=0, otherwise=1 = Possible transfer between routes and at transfer stop , post-tactics; if a possible transfer occurs=0, otherwise=1.
Assumptions
It is assumed that the vehicles are operated in FIFO manner, with an evenly scheduled headway per route. Route information, including travel times between stops, estimation of passenger arrival rates at each stop, and average number of transferring passengers are assumed known and fixed over the period concerned. It is also assumed that passengers onboard a vehicle will be informed of any action at the time of the decision so that they can choose to alight before or after the action. Stops where passengers want to transfer cannot be skipped or short-turned.
Problem formulation
We can now formulate a deterministic mathematical programming problem that simultaneously determines holding times, the number of skipped stops from the skipping-stop/segment (skip segment is more general than skipstop and encompasses it), or short-turning, and lastly the solution for the proposed objective function for each schedule deviation. It is assumed that passengers will wait at their stop until a vehicle arrives (none leaves the system without taking the first vehicle to arrive). Figure 2 illustrates a snapshot of a typical 3-route network for clarification. 
System parameters
The following equations define boarding, alighting, departure load, and dwell time. It is assumed that passengers arrive at stop randomly at a rate of .
(1)
where are estimated parameters for the dwell-time function with either f 1 =0, or f 2 =0 based on the input data used; that is f 2 =0 if the boarding time is longer than the alighting time, and vice versa for f 1 =0.The passenger boarding time and alighting time are and .
Holding
The holding problem can be defined as follows: When a vehicle is ready to depart from a station after its normal loading and unloading process, it may be held for a certain amount of time in order to regulate undesired schedule deviations. The problem is to decide which vehicle at a control station at a given time is to be held and for how long, such that the total passenger waiting time is minimized. The holding tactic will affect two groups of waiting time: (a) in-vehicle waiting time for passengers on board a vehicle being held at stop on route out-vehicle waiting time for passengers waiting for the vehicle further along the route. The components of the holding problem can be written in the following way:
To restrict the number of passengers onboard (capacity-based) when the vehicle departs the stop, the checking constraint is introduced.
For those passengers waiting at stops further along route and stop :
In-vehicle waiting time for passengers; passenger waiting (PW); aboard a vehicle being held at stop :
Out-vehicle waiting time for passengers waiting for the vehicle further along the route:
Thus, the holding tactic for the proposed model is formulated as follows:
where each of the two waiting-time components are weighted by and .
Skip stops
In a recent study, Nesheli and Ceder (2014) investigated the formulation and properties of skip-stop/segment with the change in total passenger travel time. It should be noted that "skip-stops" include both skipping tactics: an individual tactic and a segments tactic. That study demonstrated that when a major disruption occurs, holding a vehicle, even if the only tactic available, cannot guarantee obviating headway variation and schedule deviations. This is true even with direct transfers because an individual tactic may result in increased passenger waiting time and lead to missed transfers. According to the assumptions of the present work, passengers on board a vehicle will be informed immediately of this action at the time of the decision so that they can alight before or after the skipped stops. If the end stop is considered the last stop served before the skipped stops, and the start-again stop the first stop served after the skipped stops, we can define two groups of penalty functions to take into account the drawback of the skip-stops tactic to the passengers' disadvantaged. In first group, passengers who want to alight at the skipped stops and at the end-service stop will have extra time to reach their destination, to be termed (9) where impacted passengers are from stop q to stop n, and passengers will not experience vehicle running time.
In second group, passengers alighting at the start-again service stop will need to return to their destination stop, and their time is termed . Thus, passengers will tolerate additional vehicle running time.
Equations (10) and (11) build the "walking time" penalty function:
The alternative to walking is waiting for the next vehicle to bring these passengers to their destination. The waiting time associated with upstream stops is designated :
The "waiting time" penalty function is then determined by the following equation, which takes into consideration the schedule deviation which is the time difference between the actual arrival time to a reference stop at segment I on route r and the scheduled (planned, appearing in the timetable) arrival time to this stop: Thus, the "total time" penalty function is obtained for the proposed model:
Consequently, the effect of the skip-stops tactic on the change in the total travel time for route and stop is formulated as
Short-turning
Short-turning is another tactic that can be implemented to decrease the irregularity of service and increase the number of direct transfers. When a vehicle is short-turned, a segment of its route is skipped altogether. Unlike the existing literature (Furth, 1987; Ceder, 1990; Coor, 1997; Ulusoy et al., 2010; Cortés et al., 2011) , which implements the short-turning tactic in the planning phase, we use a real-time optimized method in order to assess the potential benefits of this tactic for a network with transfer points. The aim is to offer better service in the opposite direction when demand is greater than in the current direction and passengers need to make transfers. In general, the short-turning tactic may yield large benefits in terms of total cost reductions, whereas it may produce deadheading trips, hence extra cost of running empty vehicles in some sections (Cortés et al., 2011) . This tactic can be used for improving real-time performance and responding to unexpected demand; however, it has an adverse effect on onboard passengers. It should be noted that the formulation of the optimization minimizes the number of exposed onboard passengers to the short-turning tactic. In other words, if the number of onboard passengers is large, this tactic will not be implemented.
The real-time short-turning tactic is to decide, at any given time, which stop should be short-turned and how many stops should be skipped by the short-turn vehicle. It is assumed that when the short-turn tactic is put into effect, the vehicle has passed the last transfer point in the current direction. Short-turning, then, cannot be used if there is any transfer point downstream. The principal output of the model is the change in total passenger travel time for a system with short-turning. Figure 2 illustrates the statements.
The main issue in the short-turning formulation problem relates to addressing the opposite stop. If we consider the short-turning stop for current route , the corresponding stop in the opposite direction of could be is the total maximum number of stops on route r. The people disadvantaged by shortturning are those who wanted to alight and those who wanted to board at the stops that are not served (skipped). The assumption is that those passengers who wanted to alight must now walk farther to their destination and that this extra distance is on average the distance between the skipped and the subsequent vehicle stops. The formulation of this type of passengers is detailed as follows:
The alternative to walking is waiting for the next vehicle to bring these passengers to their destination. The waiting time associated with upstream stops is designated by Equation (13). The "waiting time" penalty function is then determined by Equation (14). Two penalty functions were established: walking time and waiting time, the new definition of "total time" penalty being the lesser of the two as per Equation (15). Those who gain an advantage by short-turning are passengers who are currently on the opposite vehicle stop and those who will board the vehicle further along the route:
The time saving for this group is the headway less the amount of time the vehicle is behind schedule. This saving would be if no tactics were applied; however, if tactics were applied at previous stops, the wait is Based on the above equations, the effect of the short-turning tactic on the change in the total travel time with respect to route and stop can be expressed as follows:
Transfers
Scheduled synchronized transfers so that two or more vehicles can meet at a transfer point can be improved by implementing a library of tactics. Missed transfers will increase total passenger travel time by the extra waiting time for the next vehicle. The waiting time associated with upstream stops is designated by Equation (13).Thus, transfer waiting is described as It is possible to measure the effect of making or missing synchronized transfers on the change in total passenger travel time by the definition of direct transfers. Therefore, a direct transfer occurs if the following holds:
Where a possible transfer (before the implementing of tactics) occurs if the vehicle departure time on route comes after the vehicle arrival time on route and vice versa for . The same arguments apply to and after utilizing tactics. If the following conditions hold, direct transfers will be possible, and none of the vehicles will arrive late at a transfer point:
The real-time transfer problem is formulated as follows:
Objective function
The objective function of the proposed model can be written as
Constraints
Constraints (29) and (30) ensure that the transfer points cannot be skipped. Constraints (31) and (32) describe whether or not a direct transfer occurs; it confirms that a direct transfer will occur only if the conditions stated are satisfied. Constraints (33)-(37) guarantee that the tactics cannot be applied to irrelevant stops (e.g., those not visited or transfer stops already passed by). Constraint (38) shows that the first stop may not be skipped. Constraints (39)-(41) ensure that no more than one tactic is implemented at the same stop. Constraint (42) defines the maximum holding time. Constraint (43) ensures that if a transfer is planned for a pre-tactics situation, the same must apply to a post-tactics situation. Constraints (44) and (45) establish the short-turning tactic in the proper position for each direction. Constraints (46) to (51) express the condition that if a direct transfer is possible without the use of any tactic, there is no need to interfere, where is a large number. Constraints (52) to (57) describe the non-necessity of tactics if their use does not result in direct transfer.
Model optimization

Optimization framework
The objective function in Equation (28) is linear; however, some constraints are non-linear. The formulation is a combinatorial problem, for which the decision variables are a finite and discrete set. We developed a hybrid model that uses mixed integer programming (MIP) and constraint programming (CP) techniques to solve the problem. CP is an efficient approach to solving and optimizing problems that are too irregular for exact mathematical optimization because (i) the constraints are nonlinear in nature, (ii) a non-convex solution space exists with many local-optimal solutions, or (iii) multiple disjunctions exist resulting in poor returned information by a linear relaxation of the problem (IBM, 2012) . The CP technique makes decisions on variables and values and, after each decision, performs a set of logical inferences to reduce the available options for the remaining variable domains.
In recent years, several studies have showed that an integrated CP and MIP approach can help to solve optimization problems that were intractable with either of the two methods alone (Jain et al., 2001; Timpe, 2002) . The CP and MIP paradigms have strengths and weaknesses that complement each other. CP, through the use of sophisticated propagation techniques, privileges primal inference. On the other hand, MIP, through the techniques of relaxation and strengthening by cutting planes that have been developed for inequality constraints, privileges dual inference (Achterberg et al., 2008) . CP methods rely heavily on the application of specialized filtering methods to global constraints and, therefore, must know where global constraints appear in the problem. MIP methods require that inequality constraints appear in the model (Hooker, 2011) . Certainly in order to deal with real-time issues, special attention must be given to the running time of the algorithm developed. However, because the problem is NP hard, the proposed method looks to solve it in polynomial time to make it tractable.
Rolling horizon
Given the real-time, stochastic nature of PT systems, a rolling horizon scheme (a decentralized method) of the control problem was adopted. This means that each time the model solves an optimization problem, it considers only the cooperative segments, which are in the same space horizon that lead to the same transfer point. Such a horizon is rolled forward, and the decentralized process is repeated for each transfer point over the entire system. In general, for each transfer point where as the positional stop on each route defines its "depth" of computation and can vary at each segment. Figure 2 illustrates the statements.
Efficiency of the optimization process
The mathematical formulation was coded in OPL using ILOG (IBM, 2012) and implemented on an Intel Core™ i5-2500 CPU @ 3.30 GHZ and 8.00 GB RAM. The execution time of the procedure varies from 3-7 seconds for a proposed PT system model with 133 stops per direction as in the Auckland data. Such a small computation time clearly meets the needs of a real-time control system.
Simulation
Computation of the system-performance measures requires a simulation model with a proper database. The model can be developed with the creation of an agent-based simulation (ABS) for a PT network of routes, operational transit information, and intermodal shortest-path calculation, all of which are to be combined with the computation of the performance of the proposed optimization model. Contrary to traditional simulation methods, ABS uses the activities that create a need for trips (Rieser et al., 2007 ). An activity usually starts from home and returns home at the end of a whole day's activity. For example, one can have home-work-home as an activity pattern for one day (Rieser, 2004) . One or more legs can be defined between two activities. In fact, a leg describes which transportation mode is used to arrive at the next activity. For a bus system, number of legs expresses the number of transfer points that are used to go from one activity to the next. An activity chain consists of a start location ( (coordination of origin)) and an end location ( (coordination of Destination)), plus time information (duration or start/end time), with an activity assigned. For instance, if a person wants to use a PT system between home and work, vehicle-boarding time would be the end-time for the home activity.
Simulation framework
The simulation model is discrete and not continuous. Multi-Agent Transport Simulations (MATSim, 2014) provides a framework for implementing agent-based simulations; it offers a mechanism for explicitly connecting activity schedules derived from an activity scheduler with dynamic network models. For a simulation of the PT system in MATSim, the following data is required (MATSim, 2014):
• Configuration file: Specifying the parameters of the simulation and settings, such as scenarios file, events file, strategies file, transit schedules file, vehicles file, population file and network file. • Multimodal network: A network of links and nodes representing the road and infrastructure of the area. Open street map (OSM) data was used as a source of network attributes. • Population: A synthetic population of agents, each with attributes and a plan; for this study, AVL and APC data from a local transport agency was used. • Transit schedule: The schedules for the entire network, with stop locations, departure times, and routes specified. General transit feed specifications (GTFS) provided such a public-transit schedule. • Transit vehicles file: A description of every type of transit vehicles operating in the PT system, including vehicle specifications, speed, capacity, and length. A local transport agency was used as a source for demand and fleet size. To complete the simulation and to address the state of a vehicle for all scenarios, different events can be defined to describe the possible status of a vehicle at control stops. In MATSim, events are used to document changes in the state of an object (MATSim, 2014) . Information on the time of the event, the "id" of the agent who caused the event, or the "id" of the link where the event happened could be included. This information provides the input of the mathematical programming model, which is solved using a hybrid method solver. The solution will optimize all decision variables related to future control actions, consisting of holding, skip-stops, and short-turning for all vehicle trips. This approach is applied in a rolling horizon framework.
Simulation analysis
Passenger: Each passenger's trip time is recorded, including time of generation, time of boarding, and time of alighting. Waiting time, travel time, and door-to-door time can be calculated from this data.
Travel time: The travel-time attribute for PT consists of running time, dwell time, and waiting time. Running time is based on the published PT timetables. Assuming that the timetables are realistic, the travel time between two adjacent stops is estimated by averaging the difference between departure and arrival times at these two stops within a specific time window. In the dwelling process, boarding and alighting take place at different doors. In the simulation, each passenger contributes the same marginal time when boarding and when alighting. The total dwell time is then estimated as the maximum time between these two processes. The optimization model assumes a deterministic demand in the simulation, with a short headway; passengers arrive randomly following a Poisson distribution with a mean of at each stop. This distribution is common in services with headways of less than 12 min. (Okrent, 1974; Jolliffe and Hutchinson, 1975) . With longer headways, passengers consult schedules to reduce their waiting times and arrive clustered around the departure time. The boarding process follows a FIFO discipline. Thus, the earliest arriving passenger will be the first to board a vehicle if there is available capacity, or will have to wait for the next vehicle if unavailable.
Library of tactic frameworks: Combined tactic-based problem (CTP)
We found that a combined policy can be justified in many cases where unbalanced demand and uncertainty in travel times within and between directions are observed. When holding is used alone, some vehicles were held much longer than others. Intuitively, skipping-stops tactics may play a role to supplement holding in such a situation. To respond to unexpected demand, adding a short-turning tactic is also beneficial. Both these two stop-skipping tactics will not be used on the same segment of the vehicle trip, because it is unnecessary and would increase passenger frustration. Hence, it is reasonable to assume that a vehicle trip can have at most one skipped segment in a direction, which can be controlled by using one type of control tactic.
What complicates the combined control problem is that a different tactic may be considered for different vehicle trips and different routes within the same impact set (rolling horizon length). Based on research of the hybrid model, the development of an efficient and effective algorithm for this problem becomes quite straightforward. The logic of this algorithm is basically a robust real-time framework to find the optimal combination of tactics for controlling the PT system.
Algorithm for CTP
The following CTP-based algorithm generates an optimal combination of tactics for all policies and different scenarios .
Step 0. Initial setting: Running the simulation to generate random input data for the proposed optimization model.
Step 1. Planned direct transfer (pre-tactics) schedule deviation and initial control action .
Step 2. Schedule deviation:
, if a direct transfer has not occurred for each compute the objective function:
.
Step 3. If in post-tactics a direct transfer occurred , go to Step 4; otherwise, change the policy with a new decision variable and go to Step 2.
Step 4. Verification of the optimum solution by continuing the simulation: If the solution has an acceptable confidence interval (difference between the results of simulation and optimization), stop; otherwise, change the policy with new a decision variable and go to Step 2. Based on the CTP algorithm, the value of suggested tactics ( ) is determined.
denotes the optimal value of a tactic for each scenario. This optimal solution will naturally tend to maximize the number of direct transfers and the potential saving in total passenger travel time. This approach is entitled 'optimization-and simulation-based' as opposed to the results of the optimization only entitled 'optimization-based'. Figure 3 illustrates the general analysis of the CTP framework. 
Case study
The analysis carried out was based on a case study of Auckland, New Zealand, the country's largest and busiest city, whose PT system has been criticized for not being efficient (Mees, 2010) . More recently, the Auckland Transport Regional Public Transport Plan ((AT), 2010) was created for the purpose of developing an integrated transport network to provide Aucklanders with a sustainable transport system in a safe, integrated, and affordable manner. This plan shows the intensive discussion conducted on various issues relating to PT systems of the future; indeed, a major focus over the next decade will be the enhancement of the PT system. Thus, there is need to investigate the performance of Auckland's PT system. A case study for the Auckland region was based on AT (Auckland Transport) data, which consisted of the PT network, AT-HOP cards (Auckland Integrated Fares System), OD pairs, and a PT demand forecast. It is to note that all buses of the Auckland transport network are equipped with AVL systems. The AVL data are used to analyze bus travel times and schedule adherence (to implement holding tactics). This means that real-time information on bus locations can be used to predict bus arrivals at the transfer points and to determine bus schedule deviations.
The PT network data is based on the AT transit feed dated May16, 2014. Analysis was carried out on three bus routes and two transfer points. It should be noted that by considering both directions, there is a total of 8 transfer possibilities. The first route, known as Northern Express (NEX), has a dedicated lane that runs from the suburbs to and across the Auckland CBD area; it transports a very large number of passengers during peak hours. The second route, Route 858, runs north-south (east of the first route); and the third route, Route 880, is a loop that serves as a feeder route. Observation shows that peak hours during the morning are 7-9 a.m., and during evening 4-6 p.m. A higher demand is observed from suburbs to CBD during the morning and the reverse in the evening. Figure 4 illustrates the bus system and study routes. Fig. 4 . Auckland, NZ, bus system and study routes
Scenarios
As summarized in Table 1 , fourteen scenarios were tested to evaluate and compare the proposed model under different operational conditions. These scenarios differ in two dimensions: (i) bus schedule-deviation (event) for different bus states; (ii) service headways, which can be high frequency services (i.e., short headways), or low frequency services (i.e., long headways). These scenarios present the combined effect of the major attributes of a PT service on the model. 
Control strategies (policy)
We tested and compared four different control policies. The first policy, "No-Tactics," was used for comparison purposes. The second was the combination of "Holding and Skip-Stops." The third was the combination of "Holding and Short-Turning." The last policy was a combination of the three tactics modeled.
Simulation parameters
The marginal burden or disutility of out-of-vehicle waiting time is perceived to be significantly more burdensome than in-vehicle travel time (Reed, 1995) . Thus, the weighting factors were set to 1 =1 and 2 =2 to reflect in-vehicle and out-vehicle waiting times, respectively. Boarding and alighting times per passenger were set at 2.5 and 1.5 seconds, respectively. Vehicle capacity was given as 60 passengers, with 40 seated and 20 standing.
Synchronized timetables: One of the main assumptions for the model was that the PT network was synchronized (at the planning stage); the objective of the optimization process was to attain a better synchronization, considering the changes in travel times that might result from traffic congestion or changes in passenger demand. Hence, the simulation model was executed with a synchronized timetable ( Table 2 ). Table 2 also shows the average number of passengers per simulation on each route. Transfer points: The matrix of transfer points described the points of planned transfers along the routes. It should be noted that address direction 1 and refer to direction 2. The transfer matrix is presented in Table 3 . Table 3 . Matrix of transfer points
Analysis
The performance of the Auckland system was evaluated by means of total passenger travel time. The events were extracted from the simulation model for 24 hours. For each trip, the states of the bus with reference to different events at selected control stops were computed. Based on optimization, the maximum hold time observed in all scenarios was 186 seconds, subject to the length of headways, and the average hold time was 41 seconds. Table 4 summarizes the main results of the performance indicators, an analysis of which follows: Total passenger travel time: The total passenger travel time (travel time and waiting time) was computed for all passengers completing a trip from origin to destination. Direct transfers: The CTP algorithm was determined for each scenario so as to minimize total passenger travel time; this optimal solution will naturally tend to maximize the number of direct transfers. Direct transfers were analyzed in terms of the number of transfers. Improvement: Different policies were compared in terms of total passenger travel time and direct transfers. Note: HO = holding; S= skip-stops; SH= short-turning.
From the Table 4 summary, it is possible to draw an immediate conclusion that applying the library of selected tactics improved overall system performance. The short headways yielded the best results, as expected. The results revealed that the CTP process does improve system performance considerably by the use of different policies in various scenarios. The combination of all possible tactics leads to the highest improvement in the objective function of the proposed model. CTP shows significant benefits in relation to Holding and Skip-Stops and Short-Turning in all scenarios. Interestingly, with this control policy, not only is the expected total passenger travel time reduced (on average by 4.73%) in comparison with a no-control policy, but it also outperforms other control schemes in terms of reliability in meeting vehicles at transfer points. Thus, combination of all the control tactics leads to an increase in direct transfers of up to 153% on average for all scenarios. Table 5 describes the total passenger travel time and the number of direct transfers for each scenario with each of the four types of control policies. The last column of this table presents the percentage improvement of each combined tactic over the No-Tactics ("None") policy. The results demonstrate the significantly better performance of the fourth policy, the combination of all tactics, in all scenarios. This can be observed graphically in Figure 5 , which illustrates the effect of the model on total passenger travel time and on number of direct transfers. Generally the results also show a somewhat superior outcome for the holding and skip-stops policy than for holding and short-turning, with a 2.14% and 2.10% improvement in total passenger travel time, respectively. However, Figure 5 shows that the holding and short-turning policy for a larger schedule deviation results in a better performance than the holding and skip-stops strategy. This indicates that applying such a combination of tactics in worse scenarios leads to considerable progress in PT service.
In terms of scenario, Table 5 and Figure 5 demonstrate greater service enhancement through a reduction in total passenger travel time in scenarios with short headways (#2 and #3) and long headways (#10 and #12). This suggests that if the deviations are reasonable, the use of tactics can save travel time and increase the number of direct transfers drastically. It also indicates that unreliable service owing to long delays cannot be compensated properly by the use of tactics, since more passengers will have to wait for the next bus or find alternative solutions (as may be observed in scenarios #1, #7, #8, and #14). Figure 5 shows that when the schedule deviation tends to zero, as in scenarios #4 and # 11, the maximum number of direct transfers, using tactics, coincides with the minimum system's fluctuations; this maximum travel time saving coincides with the maximum number of direct transfers. This finding corroborates the authors' previous study (Nesheli and Ceder, 2014) .
As the aim of the implementation of tactics was mainly to synchronize the arrival of transit vehicles at a transfer area, the results show a significant improvement in the number of direct transfers resulting from the use of control policies. Again, the short-headways scenarios yielded the best results as expected. It may also be observed from Figure 5 that with large schedule-deviation intervals, control policies contribute to a higher percentage of direct transfers. As Table 5 shows, the greatest reductions in the objective function are achieved in high-frequency scenarios in which buses experience reasonable schedule deviations; here, time savings may amount to 10.6% more than what is achieved with the no-control strategy, and direct transfers may improve by as much as 830%. Because of the nature of the optimization, not all passengers necessarily experience a decrease in total travel time. Table 6 summarizes the effect of each policy in terms of passengers' total travel time. Reduced time: The reduced time of passengers (in time units or percent) when using tactics. Increased time: The time (or percentage) of passengers experienced increased travel time when using tactics.
The results demonstrate that the increase in passenger travel time is usually less than 1%. This shows the real potential of the model for deployment in real life. Figure 6 also shows that higher percentages are attained in scenarios #1, #2, #8, and #14, in which passengers experience extra waiting time owing to larger schedule deviations. The worst scenario involves a long headway, scenario #8, in which the schedule deviation is large and the bus is considerably behind schedule. As expected, the maximum reduced time is for short headways as in scenarios #2 and #3. Optimization type: Global and local optimizations were compared in terms of total passenger travel time saved. Figure 7 depicts the gap between the global and sub-optimal solutions for the last control policy. Minimum gaps are attained for scenarios characterized by a small schedule deviation, for scenarios #4, #5, #10, and #11 in Figure  7 .That is, the maximum number of direct transfers, using tactics, coincides with the minimum system's fluctuations. 
Conclusions
It is a common phenomenon that synchronized transfers of PT networks do not always materialize, because of uncertain and unexpected factors, such as traffic disturbances and disruptions, unexpected demand, and inaccurate driver actions. As a result, missed transfers not only frustrate existing passengers, they will also cause the loss of potential new users (Ceder et al., 2013) . In order to implement measures that will effectively encourage the use of routes with transfers, it is essential to develop operational tactics and strategies for minimizing passenger travel time and for approaching the ideal of direct transfers without waiting. Such a condition will undoubtedly make PT service more attractive. In this study, besides the improvement of the reliability of the PT system through seamless transfers, the effect of each tactic on system performance was investigated. System reliability is represented by schedule deviation, which was calculated at control stops across all bus trips. Lower schedule deviation results in lower passenger waiting times and indicates greater system reliability. System efficiency is represented by the effect of different tactics on each bus trip for different events.
In this paper, we presented original mathematical programming formulations for three real-time control strategies, or policies: holding, skip-stops, and short-turning. This is the first time that short-turning has been applied in realtime control action. Short-turning will help bring about better service in the opposite direction if demand there is more than in the current direction and passengers need to make a transfer. Passenger's extra waiting time will be decreased by this tactic. Furthermore, by adding it to the library of tactics, we can decrease the number of vehicles needed to provide a given frequency (Ceder,1990 ). This tendency is welcome because it brings at one and the same time more benefits and less frustration to passengers, especially on high-frequency services.
The proposed model was evaluated in a stochastic simulation environment under different schedule-deviation conditions (events) that could highlight when control policies improve the system's performance. An agent-based simulation framework was built to represent a real-life example and to generate random input data for the proposed optimization model.
Based on the formulations for optimization and the simulation framework, we developed an efficient algorithm for combining all control actions selected. The algorithm (CTP) is basically a robust, real-time framework for finding the optimal combination of tactics to control the PT system. This work examined four polices-"No-Tactics," "Holding and Skip-Stops," "Holding and Shot-Turning,"' and a combination of the three possible operational tactics in fourteen scenarios. These scenarios covered a wide range of schedule deviations as events.
The computational results demonstrate that the effectiveness of combined tactics is higher than that of any binary type of control. Based on the proposed framework, both the uncertainty of the PT service at transfer points and total passenger travel time were reduced by increasing the number of direct transfers. This result has a huge effect on the comfort of the ride and ease of transfer, as passengers spend less time waiting at a bus stop and experience smoother multi-legged rides.
CTP shows significant benefits in relation to the Holding & Skip-Stops & Short-Turning tactics in all scenarios. Interestingly, not only is the expected total passenger travel time reduced (on average by 4.73%) by this control policy compared with a no-control policy, but it also outperforms other control schemes in terms of reliability in meeting vehicles at transfer points. Thus, combining all control tactics leads to an increase in direct transfer of up to 153% on average for all scenarios. In addition, the results demonstrate that (i) the short headways yield the best results, compared with long headways; (ii) a considerable reduction in total travel time is attained in scenarios having no large schedule deviations; (iii) a Holding and Short-turning policy in a larger schedule-deviation scenario exhibits better performance than does a Holding and Skip-Stops policy; (iv) the increase in passenger travel time stemming from the use of operational tactics is usually less than 1%.
Future research, on which the authors have already been working, includes validation of some of the assumptions made, new control measures to develop the library of operational tactics especially with the advancement of communication technologies, the utilization of sensitivity analysis of different tactics, the introduction of a decision-support tool to provide information before implementing any control actions (controlling demand side), and weighting the quality of transfers in an optimization model for different transfer types.
