Abstract. We first follow De Concini and Kac [3] to give a presentation for the infinitesimal quantum gl n , u k (n), and then reconstruct or realize u k (n) in two different ways following the Beilinson-Lusztig-MacPherson geometric setting approach [2] . Thus, we obtain three new bases for u k (n). In the second part of the paper, we use u k (n) to introduce the little q-Schur algebra u k (n, r) as a subalgebra of the q-Schur algebra U k (n, r). The symmetry structure of a little qSchur algebra is then investigated through the construction of various bases of monomial, BLM and PBW types for u k (n) and q-Schur algebras. We also obtain a formula for the dimension of u k (n, r).
to u k via a Drinfeld-Jimbo type presentation for u k . We also prove that the k-algebra W is isomorphic to the algebra K ′ constructed in [2, §6] .
The second part of the paper is devoted to investigating the image u k (n, r) of the restriction of ζ r,k := ζ r ⊗ 1 to u k (n). We call it a little q-Schur algebra. This algebra inherits many nice properties from u k and q-Schur algebras including certain nice bases of monomial, BLM and PBW types. In particular, its dimension is the dimension of the q-Schur algebra U(n, r) "modulo l". More precisely, if Ξ r denotes the set of all n × n matrices over N whose entries sum to r, then dim U(n, r) = #Ξ r . We shall prove that dim u k (n, r) = #Ξ r where Ξ r is the image of Ξ r under the map sending a matrix (a ij ) over Z to the matrix (ā ij ) over Z l := Z/lZ. We expect that there should be a similar relation at the representation level. In a forthcoming paper, we shall study representations of a little q-Schur algebra. For a comparison between u k (n, r) and the infinitesimal q-Schur algebras investigated in [7] and [4] , see [10] .
We organize the paper as follows. We recall the definition and basic results on the infinitesimal quantum gl n , u k , in §2, and describe its presentation by using a construction in [3] . In §3, we review the Beilinson-Lusztig-Macpherson construction of U and q-Schur algebras, and in §4, we introduce the algebra W. The isomorphisms between W, u k and the quantum group K ′ defined in [2, §6] are proved in Theorem 5.5. In §6, new monomial bases for q-Schur algebras are introduced, and as an application, we also constructed the bases conjectured in [6, 3.2] .
The little q-Schur algebra u k (n, r) is defined and their basic properties are discussed in §7. We construct in §8 various bases for u k (n, r) and display them in Table 8 .6, indicating how they stand in relation to the bases for U(n), U(n, r) and u k (n). In §9, we derive several dimension formulas for little q-Schur algebras and their associated subalgebras. Finally, in the last section, we investigate the structure of the Borel subalgebras of a little q-Schur algebra.
Throughout, let υ be an indeterminate and let A = Z[υ, υ −1 ]. Let k be a field containing an lth primitive root ε of 1 with l > 1 odd. Specializing υ to ε, k will be viewed as an A-module.
Let Z l = Z/lZ.
Lusztig's infinitesimal quantum gl n
Most of the results in this section is known. For those we couldn't find an appropriate reference, we provide a brief proof. We first recall the definition of the quantum enveloping algebra of gl n (see, e.g., [8] ).
Definition 2.1. The quantum enveloping algebra of gl n is the algebra U over Q(υ) presented by generators
(1 j n) and relations (1 i, j n − 1, 1 i ′ , j ′ n)
where ǫ(j, j) = 1, ǫ(j + 1, j) = −1, and ǫ(i ′ , j) = 0 otherwise;
i F j − (υ + υ −1 )F i F j F i + F j F 2 i = 0 when |i − j| = 1.
Note that the subalgebra generated by the E i , F i and K i (1 i n − 1) is isomorphic with the quantum enveloping algebra U(sl n ), and that we will heneceforth denote the subalgebra by
Following [12, 13] , let U A (resp., U A be the A-subalgebra of U generated by all K i and
. Then there is a triangular decomposition 
(a α , b α , t i ∈ N, δ i ∈ {0, 1}).
Here R + is the positive root system of the Lie algebra sl n indexed by all pair (i, j) with 1 i < j n, and E α , F α are certain root vectors defined by a braid group action [12, 1.3] .
1
Let k be a field containing an lth primitive root ε of 1 with l odd. Specializing υ to ε, we obtain the A-module k and the quantum hyperalgebra U k = U A ⊗ A k over k. We will denote the images of E (m) i ⊗ 1 etc. in U k by the same letters. Since ε l − ε −l = 0, we have E l i = 0 = F l i and K 2l i = 1 in U k (see [11, 4.4] .) Letũ k be the k-subalgebra of U k generated by the elements E i ,
k be the k-subalgebras ofũ k generated respectively by the elements E i 's, K ±1 j 's, and F i 's. Inherited from (2.1.1), we have the triangular decomposition
1 This action on U ′ can be easily extended to U.
Proof. At the integral level, U 0 A (n) is isomorphic to U ′0 A (n+1), the integral 0-part of the quantum sl n+1 . Thus, there is an isomorphism f :
which sends the basis for the infinitesimal 0-part described in [12, 5.8 ] to the set X . Therefore, X is a basis forũ 0 k .
The elements
We call u k the infinitesimal quantum group of gl n . Let u + k , u 0 k and u − k respectively be the image ofũ
Again, by abuse of notation, we shall denote the images of E α , F α , etc. in u k by the same letters. 
In particular, the dimension of u k is l n 2 .
Proof. We first observe that, as a k-space
Here J is the ideal ofũ 0 k generated by
The bases forũ ± k are given in [12, 5.8] . The claim for u 0 k follows from (2.1.2) and Lemma 2.2. The rest of the proof is obvious.
There is an alternative way to construct the algebraũ k and u k . Let U k be the algebra over k with generators E i , F i and K ±1 j (1 i n − 1, 1 j n) and the same relations 2.1(a)-(g) for U but with υ replaced by ε (noting our assumption on l). This algebra is a gl n version of the k-algebra U 2 considered in [1, 1.3] , attributed to De Concini and Kac [3] .
Clearly, there is a algebra homomorphism g : U k → U k mapping the generators of U k to their counterparts in U k . The image of g is the algebraũ k .
Similar to U, we can define root vectors E α , F α , where α ∈ R + , and triangular decomposition for U k . We have the following PBW basis which can be proved in the same way as in [3] over C (cf. the basis in [1, p.15(1)]).
Lemma 2.4. The elements
Theorem 2.5. There is an algebra isomorphism
Hence u k is the k-algebra defined by generators
and relations (a)-(g), which are the same as 2.1(a)-(g) with υ replaced by ε, together with the relation:
Proof. By definition, the algebra epimorphism g : U k ։ũ k extends to an epimorphismḡ : U k ։ u k . Observe from 2.4 and 2.3 that dim(U k /I) l n 2 = dim u k . So we must have an equality of dimensions and kerḡ = I, proving the statement.
Remark 2.6. The presentation for infinitesimal quantum groups associated to semisimple Lie algebras given in [12, 5.7] involves generators E α , F α for every positive root α ∈ R + . The presentation obtained above is a Drinfeld-Jimbo type presentation with generators involving only simple roots, and is stated for the type A case. Clearly, one can use the same approach to obtain similar presentations in general.
The BLM construction of U and q-Schur algebras
Before we turn to other constructions of u k , we first briefly review the geometric settings for U and q-Schur algebras in [2] .
Let Ξ be the set of all n × n matrices over Z with all off diagonal entries in N, and let Ξ = M n (N) be the subset of Ξ consisting of matrices with entries all in N. Let σ : Ξ → N be the map sending a matrix to the sum of its entries. Then, for r ∈ N, the inverse image Ξ r := σ −1 (r)
is the set of n × n matrices in Ξ whose entries sum to r. We also write σ(j) = j 1 + · · · + j n for j ∈ N n . For 1 i, j n, let E i,j ∈ Ξ be the matrix (a k,l ) with a k,l = δ i,k δ j,l .
Let U A (n, r) be the algebra over A introduced in [2, 1.2] . It has a normalized A-basis
where ro(A) = ( j a 1,j , · · · , j a n,j ) and co(A) = ( i a i,1 , · · · , i a i,n ) are the sequences of row and column sums of A = (a i,j ). We put U(n, r) = U A (n, r) ⊗ A Q(υ).
In [8, 1.4] , the algebra U A (n, r) is shown to be naturally isomorphic to the q-Schur algebra introduced in [5] . In the sequel, we shall call U A (n, r) and U(n, r) q-Schur algebras.
Let K be the A-algebra (without 1), defined in [2, §4] , with basis {[A]} A∈ Ξ . The multiplication in K is defined in [2, 4.4] by specializing υ ′ to 1 from another algebra over Q(υ)[υ ′ , υ ′−1 ] whose multiplication is induced from the stabilization property of the multiplication of q-Schur algebras.
As in [2, 5.1] , let K be the vector space of all formal (possibly infinite) Q(υ)-linear combinations
for any x ∈ Z n , the sets
are finite.
We shall regard K naturally as a subset of K. We can define the product of two elements
is the product in K.
This defines an associative algebra structure on K. This algebra has a unit element: the sum of all [D] with D a diagonal matrix in Ξ.
Let Ξ ± be the set of all A ∈ Ξ whose diagonal entries are zero. Given r > 0, A ∈ Ξ ± and
where Ξ 0 (resp., Ξ 0 ) denotes the subset of diagonal matrices in Ξ (resp., Ξ) and d i are diagonal entries of D.
Let V be the subspace of K spanned by
The next result is proved in [2, 5.5,5.7] .
Theorem 3.1.
(1) V is a subalgebra of K with Q(υ)-basis B. It is generated by E h,h+1 (0), E h+1,h (0) and 0(j) for all 1 h < n and j ∈ Z n .
(2) For any positive integer r, the q-Schur algebra U(n, r) is generated by the elements E h,h+1 (0, r), E h+1,h (0, r), and 0(j, r)
for all 1 h < n and j ∈ N n .
and an algebra epimorphism ζ r : U(n) ։ U(n, r) satisfying
We shall identify U with V and hence identify E h with E h,h+1 (0) etc., in the sequel. Thus,
Let Ξ + (resp., Ξ − ) be the subset of Ξ consisting of those matrices (a i,j ) with a i,j = 0 for all
For A ∈ Ξ ± and j ∈ Z n let (3.1.1)
The orders in which the products E (A + ) and F (A − ) are taken are defined as follows. Put
Similarly, put
We obtain another basis (see [2] ).
Proposition 3.2. The set
is a Q(v)-basis for U. This basis will be called the monomial basis of U.
The algebra W
Recall that k is a field and ε is a primitive l-th root of unity where l > 1 is an odd integer.
Let K k = K ⊗ A k; this inherits from K a basis and a multiplication which will be denoted as in K. Mimicking the construction of K, we define K k to be the k-vector space of all formal 
. Thus, we shall write A(j) := A(j). Similarly, we shall use A(j, r) := A(j, r) to denote the element defined in (3.0.2) with υ replaced by ε for the q-Schur
Let Γ be the set of all A = (a i,j ) ∈ Ξ such that a i,j < l for all i = j. Let Γ ± be the set of all A ∈ Γ whose diagonal entries are zero, and let Γ + (resp., Γ − , Γ 0 ) denote the subset of Γ consisting of those matrices (a i,j ) with a i,j = 0 for all i j (resp. i j, i = j).
Let W be the subspace of K k spanned by
This is the finite version of V over k. We have clearly dim W l n 2 . As for V, we want to prove that W is actually a subalgebra of K k .
Following the notation used in [2] , we also denote by¯: A → A the ring homomorphism sending υ to υ −1 . It should not be confused with the notationj on n-tuples of integers. Put
for a 1. The following result is a version of [2, 5.3] over k.
Lemma 4.1. The subspace W is stabilized under the left multiplication by elements of the form
, then the following multiplication identities hold in
where 0 stands for the zero matrix.
where α is 1 if a h+1,h 1 and is 0 otherwise.
where α ′ is 1 if a h,h+1 1 and is 0 otherwise.
The same formulas hold in the q-Schur algebra
replaced by A(j, r) for j ∈ N n (and υ = ε in (3.0.2)).
Proof. Note that the multiplication formulas given in 
Proof. Using (4.1.2) for A = E h,h+1 , we get (4.2.1). Using (4.1.3) for A = E h+1,h , we get (4.2.2). By (4.1.1), we see that 0(e j ) l = 0(le j ) = 0(0) = 1.
For A = (a s,t ) ∈Ξ and i < j, let σ i,j (A) = s i;t j a s,t and σ j,i (A) = s i;t j a t,s . Define
and, for some pair (i, j) with i < j,
Proposition 4.3. Let A = (a i,j ) ∈ Γ ± and assume that the orders in which the products below are taken are the same as in (3.1.1).
(1) We have the following formula in the q-Schur algebra U k (n, r) = U A (n, r) ⊗ A k:
where f stands for a k-linear combination of elements A ′ (j, r) with A ′ ∈ Γ ± and A ′ ≺ A.
(2) We have the following formula in K k :
where f stands for a k-linear combination of elements A ′ (j) with A ′ ∈ Γ ± and A ′ ≺ A.
Proof. The statement (1) follows directly from the result [2, 5.5] for q-Schur algebras together with the formulas in 4.1. We now prove (2) . By [2, 5.5(c)], we have
So we can use 4.1 to obtain that f is also a (finite) k-linear combination of B(j) with B ∈ Γ ± and B ≺ A.
Hence (2) follows.
Proof. The proof is almost the same as the proof of [2, 5.5] . Let W 1 be the subalgebra of K k generated by the elements indicated in (2). From 4.1, we see that W is stable under left multiplication by elements of the form E h,h+1 (0), E h+1,h (0), 0(ē i ); it follows that W 1 ⊆ W. So it is enough to prove A(j) ∈ W 1 for anyj ∈ (Z l ) n and A ∈ Γ ± . We shall prove this by induction on A . When A = 0, then A = 0 and 0(j) = n i=1 0(e i ) j i ∈ W 1 by the definition. Hence we may assume that A > 0 and our statement is already known for A ′ with A ′ < A . By
where f stands for a k-linear combination of elements A ′ (j) with A ′ ∈ Γ ± such that A ′ ≺ A (hence A ′ < A ). By induction, we see that f ∈ W 1 . Since the product on the left hand side is also in W 1 by 4.2, we have A(0) ∈ W 1 .
For generalj ∈ (Z l ) n , we have A(j) = ε a 0(j)A(0) for some a ∈ Z by (4.1.1). Hence A(j) ∈ W 1 . Thus W 1 = W.
Realizations of u k
Recall that Γ is the set of all A = (a i,j ) ∈ Ξ such that a i,j < l for all i = j. Following [2, §6], we will denote by K the k-subspace of K k spanned by the elements [A] with A ∈ Γ. Clearly, K is infinite dimensional.
Let Γ ′ be the set of all n × n matrices A = (a i,j ) with a i,j ∈ N, a i,j < l for all i = j and a i,i ∈ Z l for all i. We have an obvious map pr : Γ → Γ ′ defined by reducing the diagonal entries modulo l.
Let K ′ be the free k-module with basis elements [A] in bijection with the elements A ∈ Γ ′ .
Following [2, 6.3] , there is an algebra structure on
where ρ A ′′ and A ′′ are determined by a product in K:
It was remarked at the end of [2] that K ′ is "essentially" the algebra defined in [12, §5] . The rest of the section is devoted to prove this remark. More precisely, we shall prove the k-algebras K ′ and u k are isomorphic. We shall achieve this by proving that u k is isomorphic to the algebra W introduced in the previous section and that W is isomorphic to K ′ .
Recall that the map¯:
where 
Note that the coefficient matrix of (5.
If we order the index set (Z l ) n × (Z l ) n lexicographically, the matrix B n with B 0 = 1 is of the form
Clearly, as a generalization of a Vandermonde determinant, we have
with s = l n−1 . Since ε is a l-primitive root of unity, we have det(B n ) = 0 by induction. Thus, the linearly independence of B k follows from the independence of B ′ k . Hence, B k is a basis, proving (1) . Now, the invertibility of the matrix B n also implies that B ′ k is contained in W. So (2) follows from (1) since both sets have the same cardinality.
There is a third basis for W, a monomial basis (cf.
2). For any
where the ordering of the products is the same as in (3.1.1). follows easily from the identity
Proof. By (4.1.1) and (4.3.2), we see that
and the assertion follows from 5.2(1).
given in 2.5 continue to hold in K k .
Proof. The relation 2.5(a) is obvious and 2.5(b) and (c) follow from (4.1.1). The other relations can also be proved by 4.1 in a way similar to the proof of [2, 5.6] .
We now are ready to prove the main result of this section.
Theorem 5.5. (1) There is an algebra isomorphism ϕ :
(2) There is an algebra isomorphism ψ :
Proof.
(1) By 2.5, 5.4 and 4.4, there is a surjective algebra homomorphism ϕ from u k to W sending E h (resp., F h and K j ) to E h,h+1 (0) (resp., E h+1,h (0) and 0(ē j )). By 2.3 and 5.2, we have dim u k = l n 2 = dim W. It follows that ϕ is an isomorphism.
(2) By 5.2, ψ is a linear isomorphism. So it is enough to prove ψ is an algebra homomorphism.
) and
By the definition of the product in K ′ , we have in
On the other hand, we have in
Since the fixed pair (x, x ′ ) above satisfies the same conditions, it follows easily that there exists λ ∈ Z n such that y = x + lλ and y ′ = x ′ + lλ. Moreover, the map (y, y ′ ) → λ is a bijection from the set of all such pairs to the set Z n . Thus, we obtain
Therefore,
and hence, it is an isomorphism of algebras.
With this theorem, we shall identify u k with W and K ′ in the remaining sections. In particular,
Monomial bases for q-Schur algebras: A revisit
In the remaining sections, we will investigate little q-Schur algebras arising from the quantum group u k . For later use, we first collect and improve in this section some results from [9] and then construct some bases conjectured in [6, 3.2] for q-Schur algebras U(n, r) over Q(υ).
Recall the map ζ r defined in 3.1 (3) .
1 j n. Let X be an indeterminate which is independent of υ. For t ∈ N, put
and [X; 0]! = 1. The following theorem is given in [9] (cf. [6] ).
Theorem 6.1. The q-Schur algebra U(n, r) over Q(υ) is generated by the elements
subject to the relations:
(e) e 2 i e j − (υ + υ −1 )e i e j e i + e j e 2 i = 0 when |i − j| = 1;
the set of all compositions of r into n parts. Let U + A (n, r) (resp., U − A (n, r), U 0 A (n, r)) be the A-subalgebras of U A (n, r) generated by the e (F (A − ) ) (cf. (3.1.1) ).
For our convenience, we include the following useful results which are taken from [6] and [9] . Lemma 6.2. (1) The set {k λ | λ ∈ Λ(n, r)} is a complete set of orthogonal primitive idempotents
(4) For a fixed i 0 , the elements k
Following [9] , for any A ∈ Ξ ± and λ ∈ Λ(n, r), let
and, if σ(A) = i,j a ij = r, let
The following result is proved in [9, 5.6] with the condition that all coefficients f B,A ∈ Q(υ).
Since the basis is integral and m (A,λ) ∈ U A (n, r), it is in fact an relation over A. Recall the partial ordering defined above 4.3.
Lemma 6.3. Suppose m (A,λ) = 0 for some A ∈ Ξ ± and λ ∈ Λ(n, r).
The following integral monomial basis for the q-Schur algebra U A (n, r) is given in [9, 6.4].
Theorem 6.4. The set
forms an A-basis for U A (n, r).
Corollary 6.5. Fix any i 0 with 1 i 0 n and, for λ ∈ Λ(n, r), let
Then the set
Proof. By 6.2(1,2), we have
The product i =i 0
is zero unless µ i λ i for all i = i 0 . Assume A ∈ Ξ ± , λ ∈ Λ(n, r), λ i σ i (A) for all i. Then, by 6.3,
Now, by 6.4, the result follows.
Strictly speaking, if we consider these bases as bases for U(n, r) over Q(υ), the middle part of each basis element above is not a monomial in the generators k i . So it is not clear from [9] how to get true monomial Q(υ)-bases in the generators e i , f i , k j . We are going to answer this question below.
We are now in a position to construct new monomial bases for U(n, r). For j ∈ N n , write
Theorem 6.6. (The monomial and BLM bases for U(n, r))
Let i 0 be a fixed integer with 1 i 0 n. Each of the following sets forms a Q(υ)-basis for U(n, r):
Proof. For notational simplicity, we prove the case i 0 = n; the general case can then be seen easily.
(1) Let
There is an obvious bijective map
Hence it is enough to prove that the set N is linearly independent since dimU(n, r) = #Ξ r . By 6.2(1-2), for A ∈ Ξ ± , we have, for any j 1 , · · · , j n ,
Hence by 6.3, we have (6.6.1)
where f B,A ∈ Q(υ). Note that the monomials appearing in the first sum are part of basis elements in 6.4.
For fixed A ∈ Ξ ± , let
Hence, from 6.4 and the calculation above, it is enough to prove that N A is linearly independent. This is equivalent to show that
We apply induction on σ(A). If σ(A) = 0, then the matrix is the transition matrix from the basis 6.2(4) to 6.2(1). So (6.6.2) is clearly true. Assume now σ(A) > 0 and the result is true for all B with σ(B) = σ(A) − 1. Now σ(A) = i =j a ij > 0 implies that there exists some a ij > 0 for i = j. Without loss of generality, we can assume a 12 > 0. Let B = A − E 12 , then B ∈ Ξ ± , σ 2 (B) = σ 2 (A) − 1 and σ i (B) = σ i (A) for i = 2. Since there is an obvious bijective map:
for some integer s, and so the result follows from induction. 
Thus, for a fixed A ∈ Ξ ± , the coefficient matrix is υ λ·j λ, j∈Λ ′ n,r,A
. From the argument above, we see that
for some integer s. So this matrix is invertible by (6.6.2). Therefore, B n is linearly independent, and consequently, it forms a basis. The proof for any i 0 is entirely similar.
where f B,A ∈ Q(υ). The same is true for the basis N i 0 .
Proof. Applying (6.6.1) to n (A) , we see that each n (A) is a linear combination of m (B) with B ∈ Ξ r , B A,. Thus, each m (A) is a linear combination of n (B) with B ∈ Ξ r , B A,. This together with (6.6.1) proves our result.
With the new monomial bases given in 6.6, we may follow the argument in [9, §6] to produce new PBW type bases for q-Schur algebras.
Fix the reduced expression
of the longest word w 0 of the symmetric group S n , that is,
where s i = (i, i + 1) are basic transpositions. For any c = (c 1 , · · · , c ν ) ∈ N ν , define monomials in root vectors E c i and F c i as in [13, 2.2] , and let A + c = (a ij ) where the first n − 1 components of c become the n-th column reading upwords, and the next n − 2 components become the (n − 1)-th column and so on, i.e., c 1 = a n−1,n , · · · , c n−1 = a 1n , c n = a n−2,n−1 , · · · .
. Moreover, the transition matrix between this basis and the monomial basis is unipotent upper triangular. More precisely, we have by [13, 7.8(b) ] and [9, 6.2(2)]).
Let e c i = ζ r (E c i ) and f c i = ζ r (F c i ). For any A ∈ Ξ ± , let c(A + ) ∈ N ν (resp., c(A − ) ∈ N ν ) correspond to A + (resp., A − ) under the bijection c → A + c (resp., c → A − c ) above. We now derive a new PBW-basis for U(n, r).
Theorem 6.9. (The PBW bases for U(n, r))
For any integer i 0 with 1 i 0 n, the set
forms a Q(υ)-basis for U(n, r).
Proof. We again assume i 0 = n for simplicity. Using 6.8, and noting that if A ∈ Ξ ± and σ(A + ) > r (resp., σ(A − ) > r), then e (A + ) = 0 (resp., f (A − ) = 0), we may write e 
where A ∈ Ξ ± , j i ∈ N, j 1 + · · · + j n−1 + σ(A) r. Now the assertion follows from 6.6.
Remark 6.10.
(1) The new monomial bases for U(n, r) constructed in 6.6 are the "little" version of the monomial basis for U(n) in [2, 5.7] ; while the bases in 6.9 are the q-Schur algebra version of the PBW-basis given in [12, 1.13] .
(2) Note that the bases given in Theorem 6.9 are the conjectured bases in [6, 3.2].
Little q-Schur algebras
We now define little q-Schur algebras.
By restricting the map ζ r : U(n) ։ U(n, r) to the A-form U A (n), we obtain by [8, 3.4 ] a surjective map ζ r : U A (n) ։ U A (n, r). Thus, base change induces a surjective homomorphism
, and hence a map ζ r,k :ũ k (n) → U k (n, r) by restriction. The image ζ r,k (ũ k (n)), denoted u k (n, r), is called a little q-Schur algebra. Since, by 6.2 (1)- (2),
it follows that ζ r,k (K l i − 1) = 0 for all i. Hence ζ r,k induces a surjective map, the version of ζ r over k,
. By abuse of notation, we shall continue to denote the images of the generators E i , F i , K j for u k (n) by the same letters e i , f i , k j used for U(n, r).
Lemma 7.1. There is a k-algebra anti-automorphism τ on u k (n, r) satisfying
Proof. By [9, 4.2] , there is a unique Q(υ)-algebra anti-automorphism τ on U(n, r) satisfying , r) , the result follows.
Our first aim to develop a relation between q-Schur algebras and little ones, analogous to the relation between U k and u k . Lemma 7.2. Let λ, µ ∈ Λ(n, r). The following are equivalent.
(3) the coefficients of k λ and k µ in the expression of k
n−1 as a linear combination of k λ (λ ∈ Λ(n, r)) are equal for any 0 j 1 , · · · , j n−1 < l;
Proof. The first equivalence is clear. To see the second, we use the formula
which can be derived from 6.2(1)-(2).
Let Λ(n, r) = {λ ∈ (Z l ) n | λ ∈ Λ(n, r)}, and let N l = {0, 1, · · · , l − 1} ⊆ Z. Note that the set N l is a particular set of representations for elements of Z l . For λ ∈ (Z l ) n , define
Proposition 7.3. Fix any i 0 with 1 i 0 n. Each of the following sets form a k-basis for
In particular, we have dim u k (n, r) 0 = #Λ(n, r).
Proof. By 2.3 and 6.1, u k (n, r) 0 is spanned by X i 0 . So dim u k (n, r) 0 #I 1 , where
The condition λ i < l in (2) guarantees that Y i 0 is in the span of X i 0 and hence is contained in u k (n, r) 0 . Thus, #I 2 dim u k (n, r) 0 #I 1 where
Since Y i 0 is linearly independent by 6.5 and #I 1 = #I 2 , it follows that both X i 0 and Y i 0 are bases, proving (1) and (2). To prove (3), we use 7.2 to write a basis element k
Now both X n and Z are linear independent sets in U k (n, r) and #Λ(n, r) = #I 1 . Thus, (7.3.1) implies that all p λ ∈ u k (n, r) 0 and Z forms a basis for u k (n, r) 0 , proving (3).
Remark 7.4. By 6.2(1), the elements p λ (λ ∈ Λ(n, r)) is a complete set of orthogonal primitive idempotents in u k (n, r) 0 .
Recall from §5 the identity 1
Thus, k i s λ = ε λ i s λ and, by 6.2, k i p λ = ε λ i p λ for 1 i n. So both sets ks λ and kp λ are two sided ideals of u k (n, r) 0 , and we obtain two central primitive idempotent decompositions:
If λ ∈ Λ(n, r), then p λ = p λ s µ = s µ for some µ. Multiplying the equation by k i gives ε λ i p λ = ε µ i s µ which implies λ = µ and so s λ = p λ .
The result below is the little version of [9, 8.3] . Recall the sets Γ, Γ ± , Γ + , Γ − defined in §4.
Proof. By 5.3 and 5.5(1), we can easily deduce a monomial basis of the form {E (A) } A∈Γ + for u k (n) (see (3.1.1) for the notation E (A) ). Thus, we have u k (n, r) + = span{e (A) | A ∈ Γ + }.
. By [9, 8.3] , we see that the set {e (A) | A ∈ Γ + , σ(A) r} is linearly independent. Therefore, the result is proven.
We derive some commutator relations between the generators of u k (n, r). The following result follows from [6, 2.4] or [9, 4.8,4.12(1)]. Recall from 4.1 α i = e i − e i+1 . Proposition 7.7. Let λ ∈ Λ(n, r). Then in the k-algebra u k (n, r) we have the following.
(1) If there exist some µ ∈ Λ(n, r) such that µ = λ and µ i+1 1, then e i p λ = p λ+α i e i ; otherwise e i p λ = 0.
(2) If there exist some µ ∈ Λ(n, r) such that µ = λ and µ i 1, then f i p λ = p λ−α i f i ; otherwise
Proof. The statement (2) follows by applying the anti-automorphism τ given in 7.1 to (1). We now prove (1). Recall from [9] that, in U A (n, r), Thus, if there exists a µ ∈ Λ(n, r) such that µ = λ and µ i+1 1, then
It is clear that
Hence e i p λ = p λ+α i e i . If µ ∈ Λ(n, r) µ = λ, µ i+1 1 = ∅, then e i p λ = 0 by (a).
Corollary 7.8 (cf. [9, 4.9] ). Let A ∈ Γ ± . Then we have the following result in the k-algebra u k (n, r).
(1) If there exist some µ ∈ Λ(n, r) such that µ = λ and µ i σ i (A + ) for all i, then e (A + ) p λ = p λ ′ e (A + ) where λ ′ = λ − co(A + ) + ro(A + ); otherwise, e (A + ) p λ = 0.
(2) If there exist some µ ∈ Λ(n, r) such that µ = λ and
Proof. Assume there exist some µ ∈ Λ(n, r) such that µ = λ and µ i σ i (A + ) for all i. If i < j, a µ j and 0 a l − 1, by 7.7, (e a i · · · e a j−1 )p λ = p ν (e a i · · · e a j−1 ) where
then by 6.2(3), e (A + ) p λ = 0. Hence the result in (1) follows. Applying τ in 7.1 to the result in (1) gives that in (2).
Bases for a little q-Schur algebra
Recall from §4 that for
Note that by (3.0.2) A(j, r) = A(j, r) υ=ε .
It is known that from 3.1(4) the map ζ r : U(n) → U(n, r) satisfies that ζ r (A(j)) = A(j, r).
Since A(j) is not necessarily in U A , the first part of the following result at k level can not be deduced from the fact at Q(υ) level. Recall from §5 the basis {A(j)} for u k (n).
(2) Fix any A ∈ Γ ± with σ(A) r and let
(1) We apply induction on A . If A = 0, then A = 0. It is obvious that ζ r,k (0(j)) = 0(j, r) forj ∈ (Z l ) n . Assume A > 0. We apply ζ r,k to (4.3.2) to obtain
By induction, we see that ζ r,k (f ) is a k-linear combination of elements A ′ (j, r) ∈ U k (n, r) with A ′ ∈ Γ ± and A ′ ≺ A (hence A ′ < A ). Equating this with (4.3.1), we obtain ζ r,k (A(0)) = A(0, r).
In general, we have A(j) = ε i,k j i a k,i A(0)0(j) by (4.1.1). Hence, by (4.1.1) for the q-Schur algebra, we have ζ r,k (A(j)) = ε i,k j i a k,i A(0, r)0(j, r) = A(j, r). 
where
Thus, V A is spanned by all [[A+diag(λ), r]] with λ ∈ Λ(n, r − σ(A)). Hence the result follows.
We now derive the first two bases for u k (n, r) as the counterparts of the basis M in 6.4 and the basis in 5.2.
Theorem 8.2. Each of the following sets forms a k-basis for u k (n, r).
(1) By 7.3, we have p λ ∈ u k (n, r). Hence e (A + ) p λ f (A − ) ∈ u k (n, r) for any λ ∈ (Z n l ), A ∈ Γ ± . By 6.4, the set M k is linearly independent. By 5.2 and 8.1(1), we have
Note that we can easily show that
Hence the result follows.
(2) Assume A ∈ Γ ± and σ(A) r. By the proof above, we have dim k V A = #Λ(n, r − σ(A)).
Let V ′ A be the subspace of U k (n, r) spanned by the elements
Since the set L k is k-linearly independent and #L k = dim k u k (n, r), the result follows.
There is a bijective mapping from Ξ r to the set
Proof. For A ∈ Ξ r , let A ± be the matrix obtained by replacing the diagonal entries of A by zeros. Then the map
defined by f (A) = (A ± , λ) for all A ∈ Ξ r , where λ = (σ 1 (A), · · · , σ n (A)), is a bijection. Since, for each A ∈ Ξ r , there exist a unique B ∈ Γ ± such that A ± = B, it follows that f induces a bijectionf :
With this lemma, we may rewrite a basis element in M k as
where B ∈ Γ ± , λ ∈ Λ(n, r) with λ i σ i (B) for all i, andf (A) = (B,λ). The last assertion of the following is seen easily from 6.3.
over, for A ∈ Γ ± and µ ∈ Λ(n, r) satisfying that if λ ∈ Λ(n, r) withλ = µ then λ i < σ i (A) for some i, we have
where B ± is the matrix obtained by replacing the diagonal entries by zeros and is regarded a matrix in Γ ± .
We have also the following monomial, BLM and PBW bases for u k (n, r) which are analogous to the bases in 6.6 and 6.9. Recall, for j ∈ N n , k j = k
Theorem 8.5. Fix any integer i 0 with 1 i 0 n. Each of the following set forms a basis for u k (n, r).
, where i is as in 6.8.
Dimension formulas
Let X n,r,l := {λ ∈ Λ(n, r) λ 2 , · · · , λ n < l} and put a n,r,l = #X n,r,l . It is well known that we have the following generating function:
where x is an indeterminant and m is a positive integer.
Lemma 9.1. We have the following equality:
Proof. Let t i (1 i n) be a collection of n commuting indeterminate and x be another indeterminate. Define functions f r (t 1 , · · · , t n ) by
Then f r (t 1 , · · · , t n ) is the sum of all monomials of degree r in {t i } such that for any 2 i n, the exponent of t i does not exceed l. Thus a n,r,l is obtained by evaluating f r (t 1 , · · · , t n ) at t i = 1 for all i; that is,
However, on the other hand,
The desired equality follows by equating coefficients.
Theorem 9.2. We have the following formula
In particular, we have
Proof. By restricting the map¯: Z n → (Z l ) n to the subset X n,r,l , we obtain a map from X n,r,l to Λ(n, r). For any λ ∈ Λ(n, r), we choose 0
So the restriction is onto. On the other hand, if λ, µ ∈ X n,r,l such that λ = µ, then λ 2 = µ 2 , · · · , λ n = µ n by the definition of X n,r,l . It follows that λ 1 = µ 1 since λ, µ ∈ Λ(n, r). Hence the map from X n,r,l to Λ(n, r) is bijective. Thus, (1) follows immediately from 7.3, and (2) and (3) follow from 7.6 and 8.4, respectively, as we may identify the set {A ∈ Γ + | σ(A) ≤ r} with X N,r,l , and Ξ r with Λ(n 2 , r).
Remark 9.3. From the dimension formulas, we see that the little q-Schur algebra u k (n, r) is different from the infinitesimal Schur algebras investigated in [7] , [4] . We shall compare them in [10] .
Presenting Borel subalgebras of u k (n, r)
Let u k (n, r) 0 (resp., u k (n, r) 0 ) be the k-subalgebra of u k (n, r) generated by e i (resp., f i ) and k j (1 i n − 1, 1 j n). These algebras are called Borel subalgebras of u k (n, r) and will play an important role in the representation theory of u k (n, r).
The various bases for u k (n, r) give rise to bases for u k (n, r) 0 . As examples, we list some of them below. Proof. By 7.1, it suffices to prove the case for u k (n, r) 0 . It is clear that u k (n, r) 0 = u k (n, r) + u k (n, r) 0 . Hence by 7.3 and 7.6, u k (n, r) 0 is spanned by the elements e (A) p λ with A ∈ Γ + , λ ∈ (Z l ) n . By 6.2(3), if for any µ ∈ Λ(n, r) with µ = λ, there exist some i such that λ i < σ i (A), then e (A) p λ = 0. It follows that u k (n, r) 0 is spanned by the elements e (A) p λ with A ∈ Γ + , λ ∈ Λ(n, r) and λ i σ i (A) for all i. So (1) follows by 8.2. Clearly, (2) and (3) Hence by (2), we have u k (n, r) 0 ⊆ span L 0 k . Thus, we have dim u k (n, r)
Therefore, L 0 k is a basis.
We turn to investigate presentations for Borel subalgebras.
Theorem 10.2. The k-algebra u k (n, r) 0 is generated by the elements e i (1 i n − 1), p λ (λ ∈ Λ(n, r)) subject to the following relations (a) p λ p µ = δ λ,µ p λ , 1 = λ∈Λ(n,r) p λ ; (b) e 2 i e j − (ε + ε −1 )e i e j e i + e j e 2 i = 0 when |i − j| = 1; (c) e i e j = e j e i when |i − j| > 1; (d) e l i = 0; (e) e i p λ = p λ+α i e i if µ i+1 1 for some µ ∈ Λ(n, r) with µ = λ; (f ) e (A + ) p λ = 0 for A + ∈ Γ + andλ ∈ Λ(n, r) satisfying that if µ ∈ Λ(n, r) withλ = µ then µ i < σ i (A) for some i.
A similar result holds for u k (n, r) 0 . Proof. Let s 0 k be the algebra defined by generators e i (1 i n − 1), p λ (λ ∈ Λ(n, r)) and relations (a)-(f ). By 6.1, 7.5, 7.7 and 7.8, there is naturally an algebra epimorphism s 0 k → u k (n, r) 0 . This in fact is an isomorphism as we now prove that dim s 0 k dim u k (n, r) 0 .
Let s + k (resp. s 0 k ) be the subalgebra of s 0 k generated by e i (1 i n − 1) (resp. p λ (λ ∈ Λ(n, r))). By (e), we have s Hence, using the monomial basis for u k in 5.3, we see that s + k is spanned by the elements e (A) with A ∈ Γ + . Now the relation (e) guarantees that, for A ∈ Γ + and λ ∈ Λ(n, r), if λ i σ i (A) for all i, then e (A) p λ = p λ ′ e (A) where λ ′ = λ−co(A)+ro(A) (see the proof of 7.8). This together with (f) implies that s 0 k is spanned by the elements e (A) p λ with A ∈ Γ + , λ ∈ Λ(n, r) and λ i σ i (A) for all i. Thus, the dimension inequality follows from 10.1.
Remarks 10.3. (1) We remark that the relations involved in (f) are not simple at all. It is natual to expect that if (f) can be replaced by (f ′ ) e i p λ = 0 if µ i+1 = 0 for all µ ∈ Λ(n, r) with µ = λ.
Unfortunately, this is not the case. We have constructed an counterexample.
(2) There is no nice and simple presentation for u k (n, r) either as given in 6.1 for the q-Schur algebra. In fact ker ζ r,k u k (n) is more complex than ker ζ r since it can not be generated by certain elements in u 0 k (n). For example, in the case assume n = 2 and l = r = 3, if ker ζ r,k | u k (2) was generated by certain elements in u k (2) 0 , then by 7.5 we would have
n , λ ∈ Λ(2, 3) .
Let β = (1, −1) ∈ Z 2 . It is clear for λ ∈ Λ(2, 3) we have λ ± β ∈ Λ(2, 3). We can easily see that It follows that dim ker ζ r,k | u k (2) = 54. But dim u k (2) = 81 and dim u k (2, 3) = Ξ 3 = 17, so dim ker ζ r,k | u k (2) < dim u k (2) − dim u k (2, 3) = 64. This is a contradiction.
