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Abstract: 
Through the growth of big data and open data, new opportunities have presented themselves for information systems 
(IS) researchers who want to investigate phenomena they cannot easily study using primary data. As a result, many 
scholars have “retooled” their skills to leverage the large amount of readily available secondary data for analysis. In 
this confessional account, we share the story about how the first and second authors faced challenges when using 
secondary data for a research project in the health information technology domain. Through additional analysis of 
studies on health information technology that have used secondary data, we identified several themes of potential 
pitfalls that can occur when collecting, appropriating, and analyzing secondary data for a research project. We share 
these themes and relevant exemplars to help IS researchers avoid mistakes when using secondary data. 
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1 Introduction 
In late 2008, Google launched a new offering called Google Flu Trends (GFT) (Helft, 2008). Researchers 
from Google and United States’ (US) Centers for Disease Control (CDC) shared their success in 
predicting influenza outbreaks based on search terms that individuals used in Google’s search engine 
related to the flu (Ginsberg et al., 2009). Years later, GFT emerged as a case study among practitioners 
and academics regarding the potential for error when analyzing and interpreting secondary data because, 
while the data and resulting algorithm performed quite well in predicting past outbreaks, GFT 
underestimated the influenza level during the pH1N1 pandemic in 2009 (Cook, Conrad, Fowlkes, & 
Mohebbi, 2011). Furthermore, in 2013, GFT overestimated peak influenza levels by an elevated margin 
(Butler, 2013). The errors in the GFT analysis arose due to a statistical fallacy called the “semi-attached 
figure” (Huff, 1993). The semi-attached figure occurs when one considers data collected for one purpose 
(i.e., data collected via search engine queries about flu-like symptoms) a proxy for a variable that does not 
concur with the data’s original intent (i.e., data assumed to represent influenza cases). After scholars and 
the public critiqued Google for “big data hubris” (Lazer, Kennedy, King, & Vespignani, 2014) and poor 
model prediction (Snyder, 2013), the company stopped publishing Google Flu Trends in 2014. If 
organizations and thought leaders that pride themselves on the collecting, analyzing, and interpreting data 
can make mistakes when repurposing data, then we, as scholars, could make similar mistakes in our work 
when using secondary data for research purposes. 
If researchers identify a research question and then collect data to answer it (using quantitative or 
qualitative means), we refer to the dataset as primary data. As researchers, organizations, governments, 
or other sources make datasets available for public consumption, researchers with experience using 
primary data have begun to “retool” their skills to use secondary data for research projects. When scholars 
use, analyze, and interpret existing data collected for a different purpose to answer a new research 
question, we refer to the dataset as secondary data (Hox & Boeije, 2005). Researchers across disciplines 
(including the information systems (IS) discipline) rely on secondary data in their research studies, such 
as the analysis of secondary data in econometric modeling (Chi, Ravichandran, & Andrevski, 2010).  
Although many IS researchers prefer to collect primary data for their studies, the collection of primary data 
is not always possible due to challenges associated with time, cost, and effort. Many researchers can 
access only a limited number of informants depending on availability and cost, which leads to small 
datasets with multiple limitations. Furthermore, researchers may find it difficult to examine other 
phenomena, particularly research that focuses on constructs that exist at a macro level (e.g., organization-
level, industry-level, or society-level), using primary research methods. The “big data” revolution (McAfee 
& Brynjolfsson, 2012) has enabled researchers to access copious amounts of data that others have 
previously collected and stored. Moreover, improvements in technology have reduced the cost and effort 
required to collect, store, and share large amounts of data (Murdoch & Detsky, 2013; Martin, 2015; 
Clarke, 2016).  
An increasing push towards “open data” in information systems and beyond has complimented the big 
data phenomenon (Link et al., 2017). Open data refers to “publicly available data structured in a way to be 
fully accessible and usable” (NSF, 2019), and researchers often use it “beyond the purpose of what the 
data was originally collected for” (Link et al., 2017, p. 592). Various attributes (e.g., volume, variety, 
veracity, velocity) characterize big data, while the data’s availability defines open data. Initiatives that 
encourage open data promote it as a “public good” that enables researchers to extract new insights (Link 
et al., 2017). Over the last two decades, several developments have helped open data efforts, 
repositories, and policies emerge (Link et al., 2017), such as the international open access movement 
(Chan et al., 2002) and calls for more transparency in governments and organizations. The big data 
revolution and open data initiatives offer researchers an opportunity to analyze expanded datasets 
(Mayer-Schönberger & Cukier, 2013) rather than relying on limited data sets obtained via traditional 
primary data-collection methods (e.g., surveys).  
While using and analyzing secondary data has promise for many research projects, when researchers 
consider using data that a third party collected for a different purpose, they must analyze, evaluate, and 
interpret secondary data differently as compared to primary data (Cowton, 1998). For example, the parties 
who collected the datasets used in secondary data research projects may not have collected data for 
scientific research purposes. The measures in many secondary datasets may not meet the validation and 
reliability requirements that scientific research requires, and scholars should carefully consider if the 
dataset has sufficient recency, relevance, and accuracy (Patzer, 1995; Shmueli,, 2010). In an editorial 
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note in Information Systems Research, Agarwal and Dhar (2014) state: “data that the researcher does not 
generate herself is often an imperfect observation for the real world concept that is being referred to” (p. 
447). Yet, opportunities exist for researchers to advance science if they use secondary data appropriately 
(Lazer et al. 2014). 
Keeping these issues about using secondary data in perspective, we address the following research 
question (RQ): 
RQ:  What cautions should researchers exhibit when using and analyzing secondary data? 
We developed our research question when the first and second authors were unable to publish a research 
study using secondary data from the healthcare industry. Through discussions with the third author, we all 
realized the potential for researchers to make errors in using, analyzing, and interpreting secondary data. 
We had a desire to examine issues in secondary data that may weaken research projects. While many 
issues we identified also apply to projects that use primary data, we focus on issues that are particularly 
relevant in secondary data projects.  
For some scholars, secondary data supports a bottom-up approach to data collection, exploration, and 
subsequent analysis (Constantiou & Kallinikos, 2015). Such an approach may be analogous to inductive 
research that “starts from data and then seeks to generate theoretical explanation” (Bholat, 2015, p. 4). 
Other scholars use secondary data for deductive research to support activities, such as theory testing. 
Despite why researchers use secondary data, challenges arise if they stretch the data’s assumptions 
beyond what it reasonably permits (as in the case of Google Flu Trends). Reflecting on our experiences, 
we have concerns that the precipitous availability of secondary data may create a desire among 
researchers to mine as much secondary data as much as possible to generate publications, which can 
lead to inaccurate inferences. 
In this paper, we focus on the healthcare industry as a source of secondary data for research projects. 
The healthcare industry produces big and open datasets that vary in content from financial information to 
information about patient care (Raghupathi & Raghupathi, 2014). For example, hospitals create datasets 
based on patient data to support 1) patient care, 2) compliance and regulatory requirements, and/or 3) 
policy decisions. Historically, hospitals have recorded patient data on paper charts and archived data 
using microfilms. As part of a global call to digitize patient records, the World Health Organization (WHO) 
encourages “the development, evaluation, implementation, scale-up and greater utilization of digital 
technologies, as a means of promoting equitable, affordable and universal access to health for all” as one 
of its priorities (WHO, 2019). Many national governments have passed laws to encourage or mandate 
healthcare organizations to use electronic medical records in the past decade, such as the HITECH Act in 
the US (Murdoch & Detsky, 2013) and the National Health Service’s Long Term Plan in the United 
Kingdom (UK) (NHS, 2019). These mandates have dramatically increased how much healthcare data 
organizations produce, store, and, analyze (Raghupathi & Raghupathi, 2014). As healthcare and other 
organizations release and share data with the public, scholars repurpose these secondary datasets to 
further their research. 
We write this paper as a confessional account (e.g., Kaplan & Duchon, 1988; Barley, 1990; Schultze, 
2000; Mathiassen & Sandberg, 2013) to demonstrate the potential pitfalls that may occur when 
researchers new to secondary data use these datasets in a research project. We base the account on our 
experience of analyzing secondary data from the healthcare industry. By reviewing our experience, we 
provide insights for researchers using secondary data. In this paper, we focus on research using 
secondary data related to the healthcare industry primarily because 1) we originally failed to publish a 
research study using secondary data from the healthcare industry and 2) researchers can increasingly 
access many datasets in the healthcare domain due to the HITECH Act (Blumenthal, 2010). Although 
healthcare represents a specific subdiscipline of the IS discipline with its own nuances and contexts, the 
insights we gained about using and analyzing secondary data apply to non-healthcare contexts as well.  
We organize this paper as follows: in Section 2, we offer a confessional account that explains why we 
chose to write this paper after the first two authors failed to publish a study for which they used secondary 
data from the healthcare industry. In Section 3, we review the IS literature related to healthcare that uses 
secondary data to identify common themes. In Section 4, we use our findings to share lessons learned to 
help researchers better leverage secondary data in their research. Finally, in Section 5, we conclude the 
paper. 
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2 A Cautionary Tale 
We follow a confessional (van Maanen, 2011) or vulnerable (Behar, 1996) writing style in this paper as we 
describe a “self-revealing and self-reflexive account of the research process” (Schultze, 2000, p. 4). One 
typically writes a confessional to “challenge readers to examine their own informing practices” (Schultze, 
2000, p. 4). By sharing our own vulnerabilities, we seek to inform others through this process.  
We began this research project when the first two authors were exploring how to revise a manuscript that 
a leading healthcare journal rejected. They used secondary data to analyze a research question in the 
research project. The editors and reviewers expressed concerns that the manuscript did not offer 
substantial findings. Frustrated, the first two authors approached a colleague (the third author) for 
guidance. As the third author read the paper, she expressed concerns regarding the potential mismatch 
between the measures that the first two authors used for their analysis and the goals they outlined in their 
paper. When the third author asked the first two authors questions about the dataset, the discussion 
focused on the limitations of the measures in the secondary dataset. The measures in this dataset 
affected how the first two authors analyzed and interpreted the results. Subsequent meetings and 
discussions among all three authors led to this manuscript. We examined other IS research related to 
healthcare that used similar datasets and considered how researchers used, analyzed, and interpreted 
secondary data to arrive at plausible conclusions. For the confessional writing process, we iterated 
between two phases: a reflective phase and an exploratory phase. In the reflective phase, we discussed 
1) how to improve on the rejected paper and 2) how to avoid some mistakes the first two authors faced in 
the initial project. In the exploratory phase, we reviewed how other published IS healthcare papers that 
use secondary data to identify practices that may weaken secondary data projects. Based on the insights 
we gathered from iterating between these phases, we developed this paper.  
2.1 Reflective Phase 
In their original research project, the first two authors examined the relationship between healthcare 
information technology (HIT) implementation and patient health outcomes. They sourced data from 
Hospital Compare, a publicly available data service that the United States Center for Medicare and 
Medicaid Services (CMS) created and maintains. This dataset included observations for 4,807 hospitals 
for 2016 with information about 1) HIT implementation state, 2) patient outcomes in terms of 30-day 
mortality rates and unplanned re-admission rates for five medical conditions (i.e., acute myocardial 
infarction, congestive heart failure, pneumonia, chronic obstructive pulmonary disease, and stroke), and 3) 
hospital quality ratings on a five-point scale that CMS assessed based on 57 measures along seven 
dimensions (safety of care, timeliness of care, effectiveness of care, mortality, readmission, patient 
experience, and efficient use of medical imaging). The first two authors used HIT implementation state as 
the primary independent variable, which they operationalized as meaningful use (MU). The dataset they 
used for the study contained a measure for MU—a binary (yes/no) variable that identified whether a given 
hospital met the criteria for MU as CMS guidelines outline in the calendar year. The first two authors 
chose this dataset in large part because it provided an objective measure for meaningful use. This dataset 
allowed the first two authors to further investigate the previously established and sometimes inconsistent 
relationship between MU and patient outcomes.  
MU has a specific meaning that the CMS has established. The CMS defines meaningful use (of 
technology) as when a healthcare provider uses “certified” electronic health record (EHR) technology to 1) 
exchange clinical data between other healthcare providers, patients, and insurers; 2) improve related 
clinical processes such as care coordination; and 3) realize improved clinical, quality, safety, and 
efficiency outcomes over time (HealthITGov, 2016). Furthermore, the CMS designates MU as an outcome 
that comprises three stages. Each stage builds on the previous one to improve the efficacy and outcomes 
of EHR usage (Cohen & Adler-Milstein, 2016). The CMS specifies the core objectives for each stage and 
measures for achieving MU, which healthcare providers self-report. If a healthcare provider succeeds in 
achieving a minimum number of objectives in a specific stage, it can obtain MU attestation from the CMS 
and receive financial incentives associated with the outcome. The first stage (beginning in 2011 and now 
completed) encouraged healthcare providers to meet fourteen objectives related to using certified EHR 
technology for capturing and sharing data. The second stage (starting in 2014 and now completed) 
required healthcare providers to use certified EHR technology to advance clinical processes and 
measured progress based on sixteen objectives. The final stage (beginning in 2016 and ongoing) 
advocates for using certified EHR technologies for improved health outcomes and uses six objectives and 
measures to measure meaningful use. 
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The healthcare literature has widely analyzed meaningful EHR technology use (Lammers & McLaughlin, 
2017), and studies have extensively used secondary data to link MU with outcomes, such as hospital 
performance and patient health outcomes (Blumenthal & Tavenner, 2010; Furukawa, Spector, Rhona 
Limcangco, & Encinosa, 2017; Kwon & Johnson, 2018). By embracing MU, a provider using certified EHR 
technology to electronically prescribe and exchange health information can improve its efficiency and care 
(Brice et al. 2018). Patient data, such as vital signs, demographics, current and active diagnoses, active 
medications, allergies, and smoking status, recorded and stored in an EHR helps physicians make better 
decisions, avoid preventable errors, and, thus, improve patient care (Blumenthal & Tavenner, 2010; Lin, 
Lin, & Chen, 2019). Prior research has found conflicting results about the relationship between MU and 
outcomes. While some studies have found a positive relationship between the adoption of MU capabilities 
and improved patient care outcomes (e.g., Furukawa et al., 2017), other studies have failed to observe a 
relationship between MU and quality outcomes such as patient readmissions (e.g., Nakamura, Harper, 
Castro, Yu, & Jha, 2015). Researchers have issued calls for further studies to examine if MU does yield 
the expected benefits (Brice, Joynt, Tompkins, & Ritter, 2018).  
Consistent with this call for additional research on MU and outcomes, the first two authors examined the 
relationship between meaningful HIT use with a wide set of clinical outcomes and quality metrics in their 
original research study. In analyzing the Health Compare dataset, they did not produce the discernible 
results they expected. For example, MU essentially had no significant direct effect (p < 0.05) on any 
patient outcome measures (i.e., the 30-day mortality rates and 30-day unplanned readmission rates). As 
an exception, they found a significant relationship between MU and pneumonia-related 30-day unplanned 
readmission rate
1
. They also examined the interaction between MU and hospital quality on patient 
outcomes. They found no significant interaction effects between MU and hospital quality with any patient 
outcome measures except pneumonia-related 30-day unplanned readmission rates. Interestingly, they 
noted that the hospital’s overall quality rating had a consistent negative and significant effect on 
readmission rate for patient outcomes for all five medical conditions. This result differs to what they 
expected based on common understanding of hospital quality and patient care.  
After the journal rejected the paper, the first two authors reflected on the manuscript’s rejection with the 
third author’s help by questioning its assumptions. First, we recognized that the common assumption that 
meaningful HIT use in a hospital may directly affect patient outcomes does not always apply. We realized 
that MU might not be the principal factor that affects patient outcomes in contrast to prior research on the 
topic (e.g., Appari, Johnson, & Anthony, 2013; Lammers & McLaughlin, 2017). Additional factors beyond 
HIT use in a hospital could influence clinical (mortality) and quality (readmission) outcomes. These 
additional factors vary and can include care providers’ skill, the availability of diagnostic infrastructure, 
staff training on safety measures, patient acuity, healthcare provider staff levels, patient demographics, 
and the patient population’s health conditions and socio-economic status. In sum, based on the first two 
authors’ empirical findings, they could have concluded that MU does not relate to patient outcomes, but 
that assumption would be incomplete. MU in conjunction with factors that they did not include in their 
analysis (due to unavailable data) may serve an important role in determining patient outcomes (i.e., 
readmission and mortality rates). In reflecting on the project, we determined that limitations with existing 
datasets (such as the one the first two authors used in their original study) may limit one’s ability to 
examine more complex models (e.g., polynomial or other types of relationships between variables) or 
develop predictive models. We also realized the limitations of using a binary independent variable (i.e., 
MU) to study the relationship between healthcare information technology (HIT) implementation and patient 
health outcomes. To learn from past research, we began exploring how other researchers have attended 
to similar issues in the context of research related to measuring meaningful HIT use. 
2.2 Exploratory Phase 
Realizing the limitations associated with the MU measure in many datasets, we chose to review other 
studies in a healthcare context that have used secondary data to measure MU. We identified several 
different approaches to measure MU across studies, which may explain the inconsistent findings 
regarding the relationship between MU and patient outcomes in prior research. Several studies measured 
                                                     
1
 Note that the first two authors examined the relationship between two independent variables: 1) meaningful use (MU) and 2) 
hospital quality measures on ten dependent variables (five clinical (30-day mortality rate) indicators and five quality (30-day 
unplanned readmission rate) indicators). Thus, they examined twenty relationships in their model. The only observed significant 
relationship between MU and pneumonia-related 30-day unplanned readmission rates may have arisen due to chance given they 
used using p-values of 0.05 to evaluate significance.  
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MU based on the attestation measures from the CMS website (e.g., Holmgren, Adler-Milstein, & 
McCullough, 2017; Brice et al., 2018; Kwon & Johnson, 2018). These studies recorded MU using CMS 
data related to whether a healthcare provider attained MU attestation for a certain stage (e.g., second 
stage meaningful use). After exploring how studies used MU attestation to measure MU (as secondary 
data) further, we developed some concerns. First, healthcare providers self-report to the CMS on their MU 
attestation (whether they reached a certain stage of meaningful use). Researchers may perceive the 
dataset is objective because a government agency (i.e., the CMS) records the data; yet, the data that 
healthcare providers share with CMS is self-reported and has limitations like any other self-reported data. 
Second, MU, a binary variable (yes/no), designates whether a healthcare provider has reached a certain 
MU state as designated by the CMS. The variable does not capture which objectives, among the list of 
many outlined objectives, a healthcare provider achieved. Furthermore, this binary measure does not 
identify how well a provider meets each objective and does not recognize more specific aspects of 
technology use. Third, because MU is a binary measure, researchers have limited options for data 
analysis. 
To overcome these issues associated with measuring MU, some researchers have developed other 
means to measure it. For example, Appari et al. (2013) used multiple sources of secondary data to 
classify healthcare providers into one of five categories based on the types of clinical applications that 
they used. In their study on hospital performance, the authors tagged providers at level 0 if they had only 
primitive EHR capability. Level 1 hospitals used three ancillary information systems: laboratory, pharmacy, 
radiology. Level 2 hospitals used the applications in level 1 and clinical data repository and clinical 
decision support. Level 3 hospitals used the applications for level 2 and nursing documentation and 
electronic medication administration records. Finally, level 4 hospitals used the applications in level 3 and 
fully implemented computerized physician order entry (CPOE) and other optional applications. In this five-
point scoring system, Appari et al. (2013) stated that hospitals that reached level 3 and above achieved 
MU since they had “the system capabilities required to meet 2011 MU objectives” (p. 358). Using a 
different approach, Furukawa et al. (2017) used an electronic medical record (EMR) proprietary scoring 
methodology that a third-party organization developed to measure MU. The Healthcare Information and 
Management Systems Society (HIMSS), an American not-for-profit organization promoting improvement 
in healthcare using HIT (HIMSS, 2020), has also attempted to measure MU in hospitals. The HIMSS 
approach measures the degree to which hospitals adopt and use EHR functions using an eight-stage 
electronic medical record adoption model (EMRAM) in which 7 signifies complete MU and 0 signifies a 
hospital has not implemented any HIT. 
Reviewing these studies, we realized MU (as the CMS or any other organization defines it) represents a 
simplified proxy for an overly complex construct. While healthcare providers should meaningfully use HIT 
“to improve the quality of care” (CDC, 2017), they cannot easily capture data that they report about 
meaningfully using technology. Since MU, as the CMS defines it, only requires that a healthcare provider 
use a given technology to support a minimum number of objectives in each MU stage, the CMS does not 
require providers to, or even assume that they do, use the technology well (or meaningfully). Therefore, 
MU only measures that a healthcare provider uses technology to meet a minimum number of objectives 
among an extensive list. Thus, MU cannot serve as a proxy for more complex constructs, such as 
EHR/HIT adoption success or information quality.  
In their initial research, the first two authors examined the relationship between MU and patient outcomes. 
In investigating this relationship, they placed more meaning and value on MU as a measure than what it 
actually provides. Due to the limitations with the secondary data they used, they could not know for certain 
if other antecedents to MU exist, which might be an opportunity for future research. Reflecting on the 
failed publication project and based on exploring studies that have examined MU, the three authors 
realized the potential for flaws and errors in analysis and interpretations when using secondary data. 
Hence, we expanded our literature review to identify other concerns that researchers may need to 
consider when using secondary data. 
3 Secondary Data Analysis in HIT Research 
After reflecting on the first two authors’ experience with secondary data and exploring specific issues 
related to the original dataset, we reviewed HIT research with secondary datasets more extensively. We 
sought to identify potential issues that may arise that could weaken or limit how one uses secondary data 
in a research context, such as in drawing inferences based on potentially flawed assumptions (e.g., Huff, 
1993; Cowton, 1998). We examined published IS research in the healthcare discipline using secondary 
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data. We searched for papers in the AIS Senior Scholar’s “basket of eight” journals and the 
Communications for the Association for Information Systems that appeared between 2012 and 2019. We 
used the following keywords in our search: “healthcare”, “health care IT”, “health outcomes”, “analytics”, 
“EHR", “EMR”, and “disease management”. Based on the above criteria, we shortlisted 70 papers for 
further analysis. We eliminated conceptual papers or papers that used primary data, non-empirical 
modeling, or simulation methods. We only retained studies that used secondary data, which yielded 15 
papers for further analysis. We analyzed and synthesized the 15 papers using qualitative research 
principles (Myers, 1997; Sarker, Xiao, & Beaulieu, 2013). Following methods used in qualitative data 
analysis (Miles, Huberman, & Saldna, 2014), the first two authors reviewed each paper to identify potential 
issues or concerns in the study and coded each paper independently. The researchers met regularly to 
discuss and standardize codes. The authors conducted this process in an iterative manner, which concurs 
with the norms for analyzing qualitative data. Based on commonalities in and interrelationships between 
the issues they identified, they grouped similarly coded papers to form categories. The third author 
provided feedback on the codes and final categories. Synthesizing patterns in and between categories led 
to our identifying parsimonious themes. We explain each theme and provide examples in Sections 3.1 to 
3.3. 
3.1 Theme 1: Incomplete Formulations of Key Constructs 
Researchers often analyze datasets that a third party collected for one intent and purpose for vastly 
different intents and purpose when they use such datasets as secondary data. We found that the 
measures available in a secondary dataset might not always appropriately represent the primary 
constructs relevant to the research question.  
3.1.1 Subtheme A: Limited Measures for Key Independent Variable(s)  
One or more variables may imperfectly measure a construct; however, with secondary data (as opposed 
to primary data), researchers may have to accept that they have to operationalize measures in a less-
than-ideal way in their research studies. In our literature review, we found a strong reliance on binary 
variables when using secondary data (Bardhan, Oh, Zheng, & Kirksey, 2015; Angst, Block, D’Arcy, & 
Kelley, 2017a). However, while binary variables may be appropriate for the original data-collection effort 
(i.e., the original intent and purpose of the dataset), researchers may encounter limitations in the data-
analysis process when they repurpose a dataset for a secondary data research project. For example, 
Angst et al. (2017a) created a binary measure for “entrepreneurial mindset”, which they define as the 
“extent to which the hospital adopts innovative technologies” (p. 905) and measure with the Saidin index 
(Spetz & Maiuro, 2004), “a weighted metric of IT adoption” (Angst et al., 2017a, p. 903). In another study, 
Bardhan et al. (2015) examined the relationship between HIT use in hospitals and the risk of patient 
readmission. They measured the independent variable HIT use as a binary variable with 1 representing 
implemented and operational HIT and 0 representing not implemented or not operational HIT.  
Using binary variables to represent HIT implementation or key constructs in a study has various 
limitations. For example, with HIT implementation, since HITs require a considerable amount of time 
(sometimes multiple years) to implement (Sykes, 2015), a binary variable does not capture how long the 
system has been operational. Second, a binary variable fails to identify which functional modules in a HIT 
a healthcare provider has implemented. In both primary data and secondary data, researchers seek to 
formulate independent variables appropriately for constructs (Clark, Zmud, & McCray, 1995). However, 
using a binary measure to represent HIT adoption, implementation, and/or operation limits the options 
available for data analysis. Researchers must then determine if they can address the independent 
variable’s limitations through recoding the data or using different analysis techniques. Alternatively, 
researchers may determine that they cannot use a secondary dataset because key independent variables 
are measured or formulated inconsistently with their research goals. 
3.1.2 Subtheme B: Need for Proxy Measures 
Researchers often use proxy measures for key constructs in a research model when analyzing secondary 
data. However, in doing so, the proxy they use from the secondary dataset may not resemble how they 
conceptually define a construct. In their study, Angst et al. (2017a) examined how IT security adoption 
impacts the risk of data breaches in hospital settings. They counted the number of IT security systems in 
service for a given year as a proxy for measuring IT security investment. While the number of operational 
IT security systems may correlate with how much an organization spends on IT security, the two 
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phenomena differ. When using a proxy for a construct, researchers need to consider how the proxy they 
choose affects how they can interpret their results.  
Another challenge that arises in using secondary data concerns finding measures among secondary 
datasets that apply to theory. In their study, Peng, Dey, and Lahiri (2014) identified factors that accelerate 
HIT adoption in hospital settings. They used absorptive capacity as a theoretical lens and argued that 
organizations with higher absorptive capacity will likely adopt technology more quickly. They defined 
absorptive capacity as an organization’s ability to identify, recognize the value of, and assimilate external 
information and knowledge. They used current stock or inventory of HIT as a proxy for absorptive 
capacity. They explained that, as the inventory of HIT applications in a hospital increases, “so [too] do[es] 
the depth and breadth of expertise required to evaluate, acquire, deploy, operate, and maintain them” (p. 
19). The authors acknowledge this need for proxy measures in their limitations section as the unfortunate 
“plight of a researcher working with secondary data” (p. 20).  
Researchers often make difficult choices when choosing how to operationalize constructs with secondary 
data. When an organization collects primary data, often the intent is to achieve a practical goal as 
opposed to answering a theoretical research question. When researchers choose to repurpose a dataset, 
they must make difficult decisions, such as to not use a secondary dataset if the measures do not concur 
with theoretical definitions or to consider if the use of proxy variables will confound results or negatively 
influence how one interprets and uses the findings. 
3.1.3 Subtheme C: Partial Measures of Key Constructs 
Further, secondary data may only provide partial information about a construct. If one can only partially 
measure a construct, then one cannot completely measure key variables in a study. In a study on the 
value of hospitals sourcing software from a single vendor versus multiple vendors, Angst, Wowah, 
Handley, and Kelley (2017b) examined the number of vendors that each hospital used for five specific 
electronic medical record (EMR) modules. They selected five modules to include in the analysis based on 
“the most commonly adopted modules that makeup the EMR category as defined by HIMSS Analytics” (p. 
1131). However, in practice, an EMR system can contain dozens of modules. Thus, in this case, the data 
source the authors used (i.e., HIMSS Analytics) likely only provided information for five specific EMR 
modules that the authors used.  
When using secondary data, researchers should consider how partial data may affect the study. They 
may need to find additional support for using a partial measure based on research or practice or may 
need to find an alternative dataset that measures the construct more fully. Researchers must cautiously 
interpret their results to avoid overstating the lessons they learned the data if the dataset provides 
incomplete information.  
3.2 Theme 2: Weak Relationships among Constructs 
When analyzing secondary data, some relationships may initially appear plausible but, after further 
consideration, become uncompelling. Governments and organizations promote HIT use among healthcare 
providers to improve not only operational efficiency but also patient care (Blumenthal, 2010). In their 
original study, the first two authors expected to find a direct relationship between HIT use (operationalized 
as MU) and patient outcomes. They felt it represented a plausible hypothesis given the expectation that 
HIT use should produce positive patient outcomes. Upon further reflection, they later realized the 
problems with assuming there should be a direct relationship between HIT use and patient care.  
In reviewing the literature, we came across similar instances in which researchers posited relationships 
among constructs that may not be directly related to one another. In their study, Bardhan et al. (2015) 
hypothesized a direct relationship between HIT use and patient readmissions similar to the first two 
authors’ original research study. Bardhan et al. (2015) measured the impact of HIT adoption on 
readmission rates. They considered both clinical information systems and administrative applications that 
included accounts payable and patient billing systems. It remains unclear how back-office applications, 
such as accounts and billing systems, would influence patient readmission rates.  
In their study, Kwon and Johnson (2018) found that hospitals that reach the first stage of MU attestation 
“observed decreases in external security breaches in the year after attestation” but noted that “they did not 
see any further reductions in the subsequent year” (p. 1063). In considering the role that the first stage of 
MU attestation has on security breaches, one needs to understand more about the stage’s context. The 
first stage of MU primarily focused on data capture and sharing (Cohen & Adler-Milstein, 2016), and it 
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contained the (non-mandatory) objective to adequately protect patient data’s privacy and security (CDC, 
2017). If a hospital had little to no security infrastructure or processes, then one could expect this 
investment in HIT to reach the first stage of MU to sharply reduce the number of data breaches. Once the 
hospital implemented this initial security infrastructure, it would be unlikely to observe significant security 
improvements year over year.  
When developing a research model using primary or secondary data, researchers need to consider the 
nature of the relationships and potential confounds that affect how they explain their findings. In the two 
examples above, the researchers found relationships among the constructs; however, other factors could 
justify their findings beyond what the research models suggest. Researchers should consider if alternative 
explanations can explain their findings, especially if such findings rely on secondary data. In considering 
the original study, in retrospect, the first two authors could have focused on theory building in their initial 
study (Agarwal & Dhar, 2014) rather than theory testing. Given that some relationships seemed plausible, 
not finding evidence for these relationships could offer a contribution by challenging past research claims 
(e.g., HIT use reduces the risk of patient readmission). Also, given that the measures did not reflect 
theoretical concepts well, the secondary data used by the first two authors could not adequately identify 
the theoretical relationships they posited. Finally, the original study could have acknowledged how to 
model relationships beyond simple linearity. 
3.2.1 Theme 3: Lack of External Validity 
Scholars have discussed generalizability (Lee & Baskerville, 2003) as an issue related to external validity. 
Generalizing can occur 1) from a sample to a larger population (also called nomothetic generalization 
(Lincoln & Guba, 1985)), 2) to populations or/and settings other than those studied (also called 
transferability (Lincoln & Guba, 1985)), and 3) to places without reference to where one makes 
generalizations (Lucas, 2003). Researchers using secondary data may have a limited sample based on 
the availability of data, which raises questions about the results’ generalizability (Calder, Phillips, & 
Tybout, 1982).  
Menon and Kohli (2013) examined the impact that hospitals’ IT spending had on their performance using 
secondary data from the state of Washington in the US. They found evidence that HIT spending had a 
direct effect on 1) malpractice insurance premium costs and 2) quality of patient care. By using data from 
a single U.S. state, the authors could “mitigate heterogeneity among hospitals that may result from narrow 
focus on patient care or differences in regulations, accounting practices, and other regional and 
environmental dissimilarities” (p. 923). However, since laws and regulations regarding healthcare vary 
across states, one might find it difficult to generalize these findings beyond Washington without knowing 
how its regulations vary from other states or locales. Since Menon and Kohli (2013) focused on a single 
location, their study may lack external rigor (Straub, 1989; Cowton, 1998). Depending on the available 
data, some authors have incorporated data from hospitals located across the US and mitigated 
heterogeneity bias using appropriate control variables and/or statistical techniques (e.g., Bardhan et al., 
2015; Angst et al., 2017a).  
While all research has generalizability limitations, we suggest that authors present their findings in a 
manner that acknowledges them. Furthermore, authors could generalize to theory by explaining how their 
findings support theoretical relationships that other studies have posited. By generalizing the results to 
theory, researchers can confirm theory’s robustness and demonstrate its applicability in new context. 
Subsequent research can further test the theory’s boundary conditions (Busse, Kach, & Wagner, 2016). 
Another means to improve external validity involves using industry-created measures when feasible. Lin et 
al. (2019) used prescribed measures that the Joint Commission
2
 outlined to measure process quality and 
use guidelines that the Center for Disease Control and Prevention established to measure adoption. Using 
variables created with established industry guidelines provides a means to replicate results and more 
easily generalize findings across contexts. 
                                                     
2
 An independent and not-for-profit organization, the Joint Commission accredits and certifies nearly 21,000 healthcare organizations 
and programs in the United States. Joint Commission accreditation and certification is recognized nationwide as a symbol of quality 
that reflects an organization’s commitment to meeting certain performance standards (see 
https://www.jointcommission.org/about_us/about_the_joint_commission_main.aspx). 
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4 Discussion  
While one can find value in using large datasets derived from the healthcare industry or other sources, 
researchers new to using, analyzing, and interpreting secondary data should exhibit caution. Researchers 
need to understand what data a dataset contains, its limitations, and why its original collectors collected it. 
As Crawford (2013) states: “Data and datasets are not objective; they are creations of human design. We 
assign numbers their ‘voice’, draw inferences from them, and define their meaning through our 
interpretations”. As researchers who use secondary data, we may use data that one collected for other 
purposes and conduct research based on the inferences we make based on that data. Given data’s 
uncertain quality (Zhou, Chawla, Jin, & Williams, 2014), many researchers afford greater credibility to big 
data or open data than such data actually warrants (Clarke, 2016). Hidden biases in both collection and 
analysis present significant risks (Boyd & Crawford, 2012; Crawford, 2013). 
Most IS research using quantitative methods focuses on theory testing and evaluating the explanatory 
power of underlying causal models (Shmueli & Koppius, 2011). In reviewing the HIT literature, we found 
two studies that used secondary data primarily for theory testing (Menon & Kohli, 2013; Peng et al., 2014), 
one study that used secondary data for prediction (Bardhan et al., 2015), and three studies used 
secondary data for theory testing and theorizing (Angst et al., 2017a, 2017b; Kwon & Johnson, 2018). In 
their original research project, the first two authors sought to use secondary data to test theory. They 
attempted to test a well-established presumption in the literature that MU positively influences clinical 
and/or quality outcomes (e.g., Furukawa et al., 2017). On reflection with the third author, the first two 
authors realized that they could not have used their secondary data to test this proposition and contribute 
to the literature. Further, they learned that one can use secondary data for not only theory testing but also 
theorizing or prediction (Rai, 2016). While several papers we identified in our literature review used 
secondary data for theory testing, researchers have many opportunities to use secondary data for 
theorizing by revealing “associations between variables that form the foundation for the development of 
theory that can be subsequently subject to rigorous testing” (Agarwal & Dhar, 2014, p. 446).  
4.1 Lessons Learned from HIT Research 
In reviewing the literature, we found studies that exemplify how one should use secondary data in a 
healthcare context (e.g., Du, 2015; Lin et al., 2019). Gaining insights from past literature and reflecting on 
what the first two authors could have done differently in their original project, we all learnt several lessons. 
First, researchers must identify whether they can best answer their research question(s) using theory 
building, theory testing, or prediction. Researchers can use secondary data in all these approaches, but 
they should recognize the potential limitations of secondary data for each approach. In the original 
research study, rather than assuming a theory testing approach, the first two authors would have 
examined the secondary data differently if they considered how to use data and theory in conjunction with 
one another to gain new and interesting insights (Maass, Parsons, Purao, Storey, & Woo, 2018). They 
could have used secondary data for theory building to discover new relationships between the different 
variables in the data (Agarwal & Dhar, 2014).  
Second, based on the research question(s) for a study, researchers should carefully identify the purpose 
of the original data-collection effort and must examine the definitions and measures of the variables 
available in the secondary dataset. Researchers should spend significant time in exploring the nature of 
the secondary dataset(s) they use. Researchers should note that data exploration constitutes a 
continuous activity; one may discover secondary data’s quality and nuances only after analyzing it in 
depth (Agarwal & Dhar, 2014). Researchers must take into account how well the variables in the dataset 
align with their research objective. Researchers commonly use proxy measures in secondary data 
projects because they use the data for a reason that differs from why it was collected in the first place. If 
researchers “force” a measure to fit a construct as a proxy, then most likely, the variable will not serve as 
a good fit for their research study. Therefore, when identifying proxy measures for a construct, 
researchers need to consider how well the measures 1) approximate closely with how they conceptually 
define the original variable, 2) correlate with the theoretical underpinnings of the variable of interest, and 
3) appropriately indicate the variable of interest. 
Third, researchers should understand the characteristics of the population or sample used to generate the 
dataset. The sample influences how researchers may generalize and present findings from their analyses 
(Huff, 1993). For example, the CMS website provides data for patients over 65 years old as “public use 
files” data. However, one could not plausibly use this data to answer research questions related to 
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whether HIT use improves readmission rates for all potential patients given the data that the CMS 
collected focuses on patients older than 65.  
Fourth, researchers must be willing to acknowledge the constraints of their secondary dataset. The 
dataset may have limitations associated with the sample, the measures available, the type of data 
provided (e.g., self-report versus objective data), and so on. These limitations may affect findings’ 
generalizability or a study’s practical implications, and researchers need to recognize and state their 
results’ limitations.  
Finally, researchers need to identify whether the secondary data available constitutes the right data to 
explore their research question(s) when beginning their project. We realize that many researchers have 
heard about the promise of big and open data and may be tempted to use secondary data to answer 
research questions that they may best address using other methods. While some researchers may 
believe that secondary data represents an “easier” approach to gather data, this assumption is not 
necessarily valid. Given the general practice in the academic community to “publish or perish”, especially 
for junior faculty (Larson, Nelson, & Carter, 2015), researchers can find it tempting to “mine” easily 
accessible secondary data to find relationships between constructs and then “retrofit” theory for 
hypothesizing and analysis, especially in studies that test theories
3
. We also acknowledge that editors 
sometimes ask authors to find theoretical explanations for data-driven research in the review process. 
Researchers face challenges in ensuring that the approach they use to analyze secondary data 
complements and enhances their research question(s).  
4.2 Lessons Learned from other Disciplines 
To complement the lessons we learned, we examined how other disciplines identify and explain limitations 
of research projects that use secondary data. For example, in social sciences, scholars urge other 
scholars to consider: 1) the fit between the research question and the dataset available, 2) the cost and 
time spent on getting familiar with the dataset, 3) the measurement precision for key constructs in the 
dataset, and 4) the need to resist the temptation to “fish” in the dataset to find relationships (Hofferth, 
2005; Trzesniewski, Donnellan, & Lucas, 2011). In education, scholars advise other scholars to recognize 
limitations of secondary data by exhibiting a “healthy skepticism” about its origin, which they need to 
robustly analyze data and correctly interpret results (Smith, 2008). In the economics discipline, 
researchers must 1) have knowledge of secondary data’s underlying sources, 2) have detailed 
documentation about its sources, and 3) explain any modifications they make while analyzing the 
secondary data (Atkinson & Brandolini, 2001). In medicine, researchers have highlighted concerns 
regarding the lack of control over data (e.g., types of variables in the dataset) that have already been 
collected to analyze a research question (Schlomer & Copp, 2014) and the inconsistency of coding 
schemes (e.g., schemes used to code medical diagnosis or surgical procedures) in secondary data 
(Khwaja, Syed, & Cranston, 2002).  
Thus, the above discussion on how scholars in other disciplines use secondary data shows that both we 
and scholars in many disciplines have faced similar problems: not consistently operationalizing constructs, 
not appropriately representing variables of research interest, and mining data. To skillfully navigate 
between these pitfalls, Smith et al. (2011) suggest that researchers follow guidelines for using secondary 
data by 1) defining their research question(s) a priori, 2) selecting the dataset based on the research 
question(s) and resisting the temptation to mine data (Schlomer & Copp, 2014), 3) familiarizing 
themselves extensively with the dataset, and 4) interpreting the findings with caution (such as inferring 
statistical significance). More generally, researchers across disciplines should strike a balance between 
maintaining research rigor and ensuring prudent inferences based on the findings from secondary data.  
Table 1 summarizes potential questions that both IS scholars and scholars from other disciplines should 
ask when using secondary data for research based on our insights from reviewing the HIT literature that 
relies on secondary data.  
 
 
 
                                                     
3
 We note that we did not find any evidence of the force fitting of theory to data in the manuscripts we reviewed for this paper.  
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Table 1. Questions for Researchers when using Secondary Data 
IS research Other disciplines 
Why or for what research question do we use the 
secondary data? 
Have we identified a research question a priori to collecting 
data? 
Do the measures in the secondary dataset match our 
research question? 
Did we choose a secondary dataset based on the research 
question as opposed to mining data for results? 
Does the secondary dataset(s) sample concur with the 
population to which we seek to generalize? 
Do we have confidence in the source and robustness of the 
secondary data? 
Do the limitations or constraints of the secondary 
dataset(s) negatively influence the original research 
question or how we interpret the results? 
Do we know the secondary dataset sufficiently enough to 
recognize its limitations? 
Is secondary data the right approach to study our 
research question? 
Have we interpreted the findings with caution? 
5 Conclusion  
Much empirical research relies on the fundamental assumption that the data researchers collect captures 
the theoretical constructs of interest. When designing a research project, researchers should identify and 
define the constructs, consider the relationships among them, and include an approach to collect data for 
the constructs of interest (van de Ven, 2007). For example, if researchers decide to collect primary data, 
their research plan should include survey items or scales that they pilot-test, pre-test, and validate to 
ensure the items measure the constructs appropriately (Straub, 1989). In a research plan for a secondary 
data project, researchers should also identify and define the constructs, consider the relationships among 
them, and ascertain the sources of data that they use to measure them. Without a carefully designed 
research plan for secondary data, researchers may encounter issues that weaken their results. For 
example, in the case of Google Flu Trends, the data collected for one purpose (i.e., search terms) failed to 
be consistent with the measurement construct (i.e., influenza cases). 
Secondary data does not replace primary data; further, secondary data “is most useful in conjunction with 
other methodologies, such as experimentation, survey research, or clinical research” (Andersen, Prause, 
& Silver, 2011, p. 58). Secondary data opens new opportunities for researchers to provide answers to new 
and old research questions. The availability of secondary data has the potential to offer new insights to 
disciplines that researchers have not or not sufficiently explored due to difficulties in obtaining relevant 
primary data. In this confessional account, we narrate a story about two IS researchers who jumped into 
the latest trend of using secondary data in their research.  
With this paper, we discuss how researchers can fall victim to problems that may weaken the impact of 
studies that employ secondary data. Being new to using secondary data, the first two authors learned 
several lessons along the way that would be helpful to others that also plan to embark on the quest to 
leverage secondary data for research. The first two authors began this journey after a journal rejected a 
manuscript that used secondary data. By exploring past literature that used similar data, methods, and 
goals, we identify issues that can weaken the results of secondary data research.  
We acknowledge that the themes we identified about using secondary data among HIT studies do not 
necessarily only apply to secondary data. All research methods have limitations, and even primary data-
collection efforts can struggle with operationalizing constructs appropriately, testing practical or useful 
relationships, and ensuring an appropriate level of external validity in a study. We do not present these 
themes or lessons learned to criticize existing research or as justification for rejecting research using 
secondary data. Rather, we share these themes and lessons learned to help researchers avoid potential 
pitfalls when using secondary data for their research projects.  
We recognize that many subdomains in IS research and other disciplines use secondary data extensively. 
We acknowledge that the lessons we present in this paper may be trite or obvious to researchers that use 
these data sources extensively. However, we also recognize that many researchers see the promise of 
big and open data and are new to using secondary data for research. We share these insights with this 
audience to help them avoid the mistakes the first two authors made in their first attempt to use secondary 
data. We also acknowledge that many other issues that arise when one analyzes large datasets, such as 
the p-value problem (Lin, Lucas, & Shmueli, 2013), data management, and access control (Demchenko, 
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Grosso, De Laat, & Membrey, 2013). We purposefully scoped this paper for scholars in the preliminary 
stages of using secondary data. Researchers that collect and analyze primary data recognize and 
understand the various limitations with the choices they make in collecting and analyzing data. For 
researchers with training in collecting, analyzing, and using primary data, they need to recognize the 
limitations of secondary data as well. In this paper, we focus on enabling researchers new to using 
secondary data on issues to consider before analyzing data. Researchers must understand why a 
dataset’s original collectors collected it, how the dataset’s purpose affects the measures and data in the 
dataset, and how they can operationalize these measures to examine the relationships among constructs. 
In reviewing the secondary data, researchers should determine if the secondary dataset meets minimum 
requirements for veracity, credibility, and relevance (Patzer, 1995; Shmueli, 2010). Based on a review of 
the secondary dataset, researchers may need to make difficult choices, such as 1) reconsidering the 
research question or study objective, 2) including complementary secondary datasets, 3) not using the 
secondary dataset to begin with, and 4) recognizing the limitations of the inferences that they can make 
from their analyses. 
Finally, we encourage more researchers in the IS discipline to be more reflective and confess their 
successes and failures. We write this paper because we have found other self-confessional papers useful 
(e.g., Kaplan & Duchon, 1988; Barley, 1990; Schultze, 2000; Mathiassen & Sandberg, 2013). As Barley 
(1990) acknowledges in his confessional account, “like all research methods, mine suffer from biases and 
limitations that should be made explicit” (p. 244). We hope that, by sharing our own failures and the 
lessons we learned “the hard way”, we can provide guidance to others on their own journey of learning 
how to work with secondary data. 
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