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1. Introduction
This paper concerns with a study of the Neumann initial–boundary value problem for the
Benjamin–Ono equation on a half-line⎧⎨⎩
ut + uux + Huxx = 0, x > 0, t > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = 0, t > 0,
(1.1)
where Hu = PV ∫ u(y,t)y−x dy is the Hilbert transformation, PV means the principal value of the singular
integral.
The Benjamin–Ono (BO) equation is a famous dispersive one, which describes long internal gravity
waves in a stratiﬁed ﬂuid with inﬁnite depth (see [3,16]). The Cauchy problem for the BO equation
was studied by many authors. The existence of solutions in the usual Sobolev spaces was proved
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N. Hayashi, E.I. Kaikina / J. Differential Equations 252 (2012) 3520–3540 3521in [2,5,12–14,17]. The smoothing properties of solutions were studied in [6,8]. The remarkable fact
is that the BO equation is integrable in the sense that it admits multi-soliton solution, satisﬁes the
inﬁnite number of conservation laws and is solvable by the inverse scattering transform (see, for ex-
ample, [1]). In spite of its integrability the large time asymptotics of solutions to the Cauchy problem
for the BO equation is not known.
Problems from applications naturally lead to the necessity of the formulation of the initial–
boundary value problem (IBV problem) to the BO equation. The mathematical investigation of the
IBV problem is more complicated comparing with the Cauchy problem. To prove the well-posedness
of the IBV problem we need to solve a question of how many boundary values should be given in
the IBV problem for its solvability and the uniqueness (see [7,10,18] and references therein). Also it
is important to study the inﬂuence of the boundary data on the qualitative properties of the solution.
Every type of boundary data should be studied individually.
In the present paper we consider the Neumann IBV problem (1.1) for the BO equation on a half-
line. Our main goal is to obtain the large time asymptotics of solutions. A description of the large
time asymptotic behavior of solutions of nonlinear evolution equations requires principally new ap-
proaches and the reorientation of points of view in the asymptotic methods. The diﬃculty is explained
by the fact that they need not only a global existence of solutions, but also a number of additional
a priori estimates of the difference between the solution and the approximate solution (usually in
the weighted norms). Also the generalized solutions could not be acceptable. It is necessary to prove
global existence of classical solutions. It is interesting to study the inﬂuence of the boundary data on
the asymptotic behavior of solutions. For example, comparing with the corresponding Cauchy prob-
lem, the solutions of the IBV problem can obtain rapid oscillations, can converge to a self-similar
proﬁle, can grow or decay faster, and so on. The Dirichlet IBV problem for the Benjamin–Ono equa-
tion on a half-line was considered in paper [11]. It was proved that for small initial data in H1,1 the
solutions decay as t → ∞ in L∞ norm at the same rate 1/t as for the case of the linear Benjamin–
Ono equation. By another words the nonlinearity of BO equation is asymptotically weak, that is the
nonlinear term decays for large time more rapidly than the linear part of the equation. The main
diﬃculty of the Neumann IBV problem (1.1) on a half-line is that it becomes critical, i.e. due to the
inﬂuence of the boundary data the nonlinear term of the BO equation decays at the same rate as the
linear part in the contrary to the corresponding Dirichlet IBV problem. We will prove that solutions
of the Neumann IBV problem (1.1) have some additional logarithmic decay rate comparing with the
corresponding linear BO equation. Our method of the proof is based on a change of the dependent
variable such that the nonlinear term of a modiﬁed equation has the property of zero total mass. Then
the solution of this new nonlinear equation obtains some more rapid time decay and the critical value
of the order of the nonlinearity is changed (see [9]). Due to this fact we can get the estimates of the
integral equation in the weighted Sobolev spaces. An another complication of the Neumann IBV prob-
lem (1.1) is that its symbol K (p) = −p|p| is nonanalytic, therefore we cannot apply the Laplace theory
directly. To construct Green operator we adopt a method of papers [15,11], based on the integral rep-
resentation for sectionally analytic function and theory of singular integro-differential equations with
the Hilbert kernel and discontinuous coeﬃcients.
To state precisely the results of the present paper we give some notations. We denote 〈t〉 = 1+ t ,
{t} = t〈t〉 . Direct Laplace transformation Lx→ξ is
û(ξ) ≡ Lx→ξu =
+∞∫
0
e−ξxu(x)dx
and the inverse Laplace transformation L−1ξ→x is deﬁned by
u(x) ≡ L−1ξ→xû = (2π i)−1
i∞∫
eξxu(ξ)dξ.−i∞
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‖ϕ‖Lq,a =
( +∞∫
0
xaq
∣∣ϕ(x)∣∣q dx) 1q
for a > 0, 1 q < ∞ and
‖ϕ‖L∞ = ess . sup
x∈R+
∣∣ϕ(x)∣∣.
The Sobolev space
H1,a
(
R+
)= {ϕ ∈ S ′; ∥∥〈∂x〉ϕ∥∥L2,a < ∞}. (1.2)
We deﬁne a linear functional f :
f (φ) =
+∞∫
0
φ(y)dy. (1.3)
Now we state the main results.
Theorem 1. Suppose that the initial data u0 ∈ Z≡ H1(R+) ∩ L1,a with a ∈ (0,1) are such that the norm
‖u0‖Z  ε
is suﬃciently small and f (u0) > 0. Then there exists a unique global solution
u ∈ C([0,∞);L2(R+))∩ C((0,∞);H1,a(R+))
to the initial–boundary value problem (1.1). Moreover the following asymptotic is valid in L∞ then the asymp-
totic is true
∥∥∥∥(u − g−1t− 12 Λ(xt− 12 ) f (u0)) g2log log(4+ t)
∥∥∥∥
L∞
 C,
for t → ∞, where Λ(xt− 12 ) ∈ L∞ is deﬁned below by the formula (2.51), and the function
g(t) = 1+ Λ2(0) f (u0) log(1+ t).
2. Preliminaries
In subsequent consideration we shall have frequently to use the following theorem of the theory
of functions of complex variable (the proofs may be found, for example, in [4]).
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deﬁnite limit φ(∞) as q → ∞. Then the Cauchy type integral
F (z) = 1
2π i
i∞∫
−i∞
φ(q)
q − z dq
constitutes a function analytic in the left and right semi-planes. Here and below these functions will be denoted
by F+(z) and F−(z), respectively. These functions have the limiting values F+(p) and F−(p) at all points of
imaginary axis Re p = 0, on approaching the contour from the left and from the right, respectively. These
limiting values are expressed by the Sokhotzki–Plemelj formula
F+(p) − F−(p) = φ(p).
Setting
K (q) = −|q|q, K1(q) = −q2, k(ξ) = |ξ | 12 e 12 i arg ξ , (2.1)
we deﬁne the following sectionally analytic functions
I1(z, ξ, y) = 1
2π i
i∞∫
−i∞
e−qy
q − z
1
Y+(q, ξ)
dq, (2.2)
I2(p, ξ) = ξ
2π i
i∞∫
−i∞
1
q − z
(
1
Y+(q, ξ)
− 1
Y−(q, ξ)
)
1
q
dq + K1(p)
p
1
Y−(p, ξ)
. (2.3)
Here and below
Y± = eΓ ±w±, (2.4)
Γ +(p, ξ) and Γ −(p, ξ) are the left and right limiting values of sectionally analytic function Γ (z, ξ),
given by formula
Γ (z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z ln
{(
(K (q) + ξ)
K1(q) + ξ
)
w−(q)
w+(q)
}
dq, (2.5)
where
w−(z) =
(
z
z + k(ξ)
) 1
2
, w+(z) =
(
z
z − k(ξ)
) 1
2
.
Here and below we make a cut in the plane z from point k(ξ) to point −∞ through 0. Owing to the
manner of performing the cut the functions w−(z), K1(z) are analytic for Re z > 0 and the function
w+(z) is analytic for Re z < 0.
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G(t)φ =
+∞∫
0
G(x, y, t)φ(y)dy, (2.6)
where the function G(x, y, t) is given by formula
G(x, y, t) = − 1
2π i
1
2π i
i∞+ε∫
−i∞+ε
dξ eξt
×
i∞∫
−i∞
epx
Y+(p, ξ)
K (p) + ξ
(
I−1 (p, ξ, y) −
I−2 (p, ξ)
I−2 (k(ξ), ξ)
I−1
(
k(ξ), ξ, y
))
dp (2.7)
for ε > 0, x > 0, y > 0, t > 0.
Now we consider the following linear initial–boundary value problem on a half-line
⎧⎨⎩
ut + Huxx = 0, t > 0, x > 0,
u(x,0) = u0(x), x > 0,
ux(0, t) = 0, t > 0.
(2.8)
Proposition 1. Let the initial data u0 ∈ L1 . Then there exists a unique solution u(x, t) of the initial–boundary
value problem (2.8), which has integral representation
u(x, t) = G(t)u0. (2.9)
Proof. Let
Pφ(z) = − 1
2π i
i∞∫
−i∞
1
q − zφ(q)dq.
Applying the Laplace transform with respect to x to problem (2.8) we obtain for t > 0
P
−
{
ût + K (p)
(
û(p, t) − u(0, t)
p
− 1
p2
ux(0, t)
)}
= 0. (2.10)
We rewrite Eq. (2.10) in the form
ût + K (p)
(
û(p, t) − u(0, t)
p
− 1
p2
ux(0, t)
)
= Φ(p, t), (2.11)
with some function Φ(p, t) = O (〈p〉−1) such that
P
−{Φ(p, t)}= 0. (2.12)
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û(p, ξ) = 1
K (p) + ξ
(
û0(p) + K (p) û(0, ξ)
p
+ K (p)
p2
ûx(0, ξ) + Φ̂(p, ξ)
)
(2.13)
for Re p > 0. Here the functions û(p, ξ), Φ̂(p, ξ), û(0, ξ) and ûx(0, ξ) are the Laplace transforms for
û(p, t), Φ(p, t),u(0, t) and ux(0, t) with respect to time, respectively.
We will ﬁnd the function Φ̂(p, ξ) using the analytic properties of function û in the right-half
complex plane. We have for Re p = 0
û(p, ξ) = − 1
π i
VP
i∞∫
−i∞
1
q − p û(q, ξ)dq. (2.14)
Taking into account the assumed condition (2.12) and making use of the Sokhotzki–Plemelj for-
mula we perform the condition (2.14) in the form of the nonhomogeneous Riemann problem
Ω+(p, ξ) = K (p) + ξ
ξ
Ω−(p, ξ) − K (p)Λ+(p, ξ), (2.15)
where the sectionally analytic functions Ω(z, ξ) and Λ(z, ξ) are given by formulas
Ω(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
K (q)
K (q) + ξ Φ̂(q, ξ)dq, (2.16)
Λ(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
1
K (q) + ξ
(
û0(q) + K (q)
q
û(0, ξ) + K (q)
q2
ûx(0, ξ)
)
dq. (2.17)
Note that via (2.16) we can ﬁnd unknown function Φ̂(p, ξ) which involved in the formula (2.13)
by the relation
Φ̂(p, ξ) = K (p) + ξ
K (p)
(
Ω+(p, ξ) − Ω−(p, ξ)). (2.18)
Setting
K1(p) = −p2
we introduce the function
W˜ (p, ξ) =
(
K (p) + ξ
K1(p) + ξ
)
w−(p, ξ)
w+(p, ξ)
,
where w± were deﬁned by (2.5). We observe that the function W˜ (p, ξ), given on the contour
Re p = 0, satisﬁes the Hölder condition and under the assumption Re K1(p) > 0 does not vanish for
any Re ξ > 0. Also we have
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2π i
i∞∫
−i∞
d ln W˜ (p, ξ) = 0.
Therefore the function W˜ (p, ξ) can be uniquely represented as the ratio of the functions X+(p) and
X−(p), constituting the boundary values of functions, X+(z) and X−(z), analytic in the left and right
complex semi-plane and having in these domains no zero
W˜ (p, ξ) = X
+(p, ξ)
X−(p, ξ)
, (2.19)
where
X±(p, ξ) = eΓ ±(p,ξ), Γ (z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z ln W˜ (q, ξ)dq.
Now we return to the nonhomogeneous Riemann problem (2.15). Making use of the formula (2.19)
we get
K (p) + ξ
ξ
= Y
+(p, ξ)
Y−(p, ξ)
(
K1(p) + ξ
ξ
)
, (2.20)
where
Y±(p, ξ) = X±(p, ξ)w±(p).
Replacing in Eq. (2.15) the coeﬃcient of the Riemann problem by (2.20) we reduce the nonhomo-
geneous Riemann problem (2.15) in the form
Ω+1 (p, ξ)
Y+(p, ξ)
+ U+(p, ξ) = Ω
−
1 (p, ξ)
Y−(p, ξ)
+ U−(p, ξ), (2.21)
where
U (z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z g1(q, ξ)dq, (2.22)
g1(p, ξ) =
(
1
Y+(p, ξ)
− 1
Y−(p, ξ)
)(
û0(p) − ξ
q
û(0, ξ) − ξ
q2
ûx(0, ξ)
)
, (2.23)
Ω+1 (p, ξ) = Ω+(p, ξ) − ξΛ+(p, ξ), (2.24)
Ω−1 (p, ξ) =
(
K1(p) + ξ
)(
ξ−1Ω−(p, ξ) − Λ−2 (p, ξ)
)− Λ−3 (p, ξ), (2.25)
Λ2(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
K1(q) − K (q)
(K (q) + ξ)(K1(q) + ξ)
(
û0(q) − ξ
q
û(0, ξ) − ξ ûx(0, ξ)
q2
)
dq, (2.26)
Λ3(z, ξ) = −k′(ξ)
(
K1(z) + ξ
z − k(ξ)
)(
û0
(
k(ξ)
)− ξ
k(ξ)
û(0, ξ) − ξ
k(ξ)2
ûx(0, ξ)
)
. (2.27)
Here k(ξ) is one of roots of equation K1(z) = −ξ such that Rek(ξ) > 0 for all Re ξ > 0.
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Ω+1
Y+ + U+ , analytic in Re z < 0, and the function
Ω−1
Y− + U− , analytic in Re z > 0, constitute the analytic continuation of each other through the contour
Re z = 0. Consequently, they are branches of unique analytic function in the entire plane. According to
the Liouville theorem this function is some arbitrary constant A. Thus, via representations (2.24) and
(2.25) we get
Ω+(p, ξ) = Y+(A − U+)+ ξΛ+,
Ω−(p, ξ) = ξ
K1(p) + ξ Y
−(A − U−)+ ξ(Λ+3 + Λ−2 ). (2.28)
Since there exists only one root k(ξ) of equation K1(z) = −ξ such that Rek(ξ) > 0 for all Re ξ > 0,
in the expression for the function Ω−(z, ξ) the factor ξK1(z)+ξ has a pole in the point z = k(ξ). Also
the function ξΛ+1 has a pole in the point z = k(ξ). Thus the problem (2.15) is soluble only when the
functions U−(z, ξ) and ξΛ+1 satisfy additional conditions
Resp=k(ξ)
{
1
K1(p) + ξ Y
−(A − U−)+ Λ+3 (p, ξ)}= 0, (2.29)
where Λ+3 (p, ξ) was deﬁned by (2.27). Multiplying the last relation by
1
Y−(k(ξ),ξ) and taking limit
ξ → ∞ we get that A = 0. This implies that for solubility of the nonhomogeneous problem (2.15) it
is necessary and suﬃcient that the following condition is satisﬁed
Y−
(
k(ξ), ξ
)
U−
(
k(ξ), ξ
)− û0(k(ξ))+ ξ
k(ξ)
û(0, ξ) + ξ
k2(ξ)
ûx(0, ξ) = 0. (2.30)
Thus we need to put in the problem (2.8) only one boundary data. The rest boundary data can be
ﬁnd from condition (2.30). In the case of Neumann problem we put ux(0, t) = 0. Then solving the last
equation, after some calculation we obtain for the Laplace transform of u(0, t)
û(0, ξ) =
+∞∫
0
u0(y)
I−1 (k(ξ), ξ, y)
I−2 (k(ξ), ξ)
dy (2.31)
where below we will prove that I−2 (k(ξ), ξ) has no zero in Re ξ > 0.
Now we return to problem (2.15). From (2.28) under the condition (2.31) the difference limiting
values of solution of (2.15) are given by formula
Ω+(p, ξ) − Ω−(p, ξ) = − K (p)
K (p) + ξ Y
+(p, ξ)U+(p, ξ). (2.32)
Replacing this difference in the relation (2.18) by the formula (2.32) we get
Φ̂(p, ξ) = −Y+(p, ξ)U+(p, ξ).
It is easily to observe that Φ̂(p, ξ) is boundary value of the function analytic in the left complex semi-
plane and therefore satisﬁes our basic assumption (2.12). Having determined the function Φ̂(p, ξ)
from (2.13) we ﬁnd required function û,
û = 1
K (p) + ξ
(
û0(p) + K1(p)
p
û(0, ξ) − Y−U−
)
. (2.33)1
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the fundamental importance of the proven fact, that the solution û constitutes an analytic function in
Re z > 0 and, as a consequence, its inverse Laplace transform vanishes for all x < 0.
Taking inverse Laplace transform of (2.33) with respect to time and inverse Fourier transform with
respect to space variables we obtain (2.9). Proposition 1 is proved. 
Now we collect some preliminary estimates of the Green operator G(t) given by (2.6).
Let the contours Ci are deﬁned as
C1 =
{
p ∈ (∞e−i( π2 +ε),0)∪ (0,∞ei( π2 +ε))}, (2.34)
C2 =
{
q ∈ (∞e−i( π2 −2ε),0)∪ (0,∞ei( π2 −2ε))}, (2.35)
C3 =
{
q ∈ (∞e−i( π+ε2 ),0)∪ (0,∞ei( π+ε2 ))}, (2.36)
where ε > 0 can be chosen such that all functions under integration are analytic and Rek(ξ) > 0 for
ξ ∈ C1.
Lemma 1. The Green function G(x, y, t) has the following representation
G(x, y, t) = J1(x, y, t) + J2(x, y, t),
where
J1(x, y, t) = 1
2π i
i∞∫
−i∞
epx−K (p)te−py dp, (2.37)
J2(x, y, t) = 1
2π i
1
π
∫
C1
dξ eξt
+∞∫
0
e−px p(p + k(ξ))
p4 + ξ2 Y
+(−p, ξ)Z(p, ξ, y)dp, (2.38)
where
Z(p, ξ, y) = 1
2π i
∫
C2
e−qyq
(q + p)(q − k(ξ)) 1Y−(q, ξ) K1(q) + ξK (q) + ξ dq.
Proof. We rewrite K (p) = −p|p| in the form
K (p) =
{
ip2, for Im p > 0,
−ip2, for Im p < 0. (2.39)
Now we consider the function I2(z, ξ) given by (2.3). Using the Cauchy Theorem by a direct calcula-
tion we get
I−2 (p, ξ) =
K1(p) + ξ
p
1
Y−(p, ξ)
+ ξ resq=0
(
1
q − p
1
Y+(q, ξ)
)
= K1(p) + ξ 1− −
ξ 1
+ .p Y (p, ξ) p Y (0, ξ)
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I−2
(
k(ξ), ξ
)= − ξ
k(ξ)
1
Y+(0, ξ)
.
Therefore via (2.20) we arrive
I−2 (p, ξ)
I−2 (k(ξ), ξ)
= − K (p) + ξ
p
Y+(0, ξ)
Y+(p, ξ)
k(ξ)
ξ
+ k(ξ)
p
.
Substituting this formula into (2.7) and using the Sokhotzki–Plemelj formula for function I−1 (p, ξ) we
obtain
G(x, y, t) = 1
2π i
i∞∫
−i∞
epx−K (p)te−py dp + J (x, y, t),
where
J (x, y, t) = − 1
2π i
1
2π i
∫
C1
dξ eξt ×
i∞∫
−i∞
epx
1
K (p) + ξ
(
Y+(p, ξ)I+1 (p, ξ, y)
+ k(ξ)
ξ
(
Y+(0, ξ)K (p) − ξ(Y+(p, ξ) − Y+(0, ξ))
p
)
I−1
(
k(ξ), ξ, y
))
dp, (2.40)
the function I1(z, ξ, y) is given by (2.2). Note for all ξ ∈ C1 and Re p < 0, K (p) + ξ = 0.
Let φ(p) be analytic in Re p < 0 and φ(∞) = 0 then by the Cauchy Theorem we get for all ξ ∈ C1
1
2π i
i∞∫
−i∞
epx
1
K (p) + ξ φ(p)dp = −
1
π
∞∫
0
e−px p
2
p4 + ξ2 φ(−p)dp.
Also we have
1
2π i
i∞∫
−i∞
epx
K (p)
K (p) + ξ
1
p
dp = ξ
π
∞∫
0
e−px p
2
p4 + ξ2
1
p
dp.
Therefore taking
φ(p, ξ) = Y+(p, ξ)I+1 (p, ξ, y) − k(ξ)
(
(Y+(p, ξ) − Y+(0, ξ))
p
)
I−1
(
k(ξ), ξ, y
)
we get
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2π i
1
π
∫
C1
dξ eξt
×
+∞∫
0
e−px p
p4 + ξ2 Y
+(−p, ξ)(pI+1 (−p, ξ, y) + k(ξ)I−1 (k(ξ), ξ, y))dp. (2.41)
Using 1q+p = 1p − qp(q+p) and relation (2.20) we obtain
pI+1 (−p, ξ, y) + k(ξ)I−1
(
k(ξ), ξ, y
)
= (p + k(ξ))
2π i
∫
C2
e−qyq
(q + p)(q − k(ξ)) 1Y−(q, ξ) K1(q) + ξK (q) + ξ dq.
Substituting the last relation into (2.41) we obtain (2.38). The lemma is proved. 
Lemma 2. The estimates are true, provided that the right-hand sides are ﬁnite∥∥∂nxG(t)φ∥∥L2  {t}− n4 ‖φ‖H1 , (2.42)∥∥∂nxGφ∥∥Ls,μ  Ct− 12 (n+ 1r − 1+sμs )‖φ‖Lr + Ct− 12 (n+ 1r − 1s )‖φ‖Lr,μ ,∥∥Gφ − t− 12 Λ(xt− 12 ) f (φ)∥∥Lp  Ct− 1+μ2 + 12p ‖φ‖L1,μ , (2.43)
where r > s 1, n = 0,1, μ ∈ [0,1] and f (φ) is given by (1.3). The function Λ(xt− 12 ) ∈ L∞ is deﬁned below
(see (2.51)).
Proof. From Lemma 1 we have
G(x, y, t) = J1(x, y, t) + J2(x, y, t),
where J1(x, y, t) and J2(x, y, t) are given by (2.37) and (2.38). Denote
J j(t)φ = θ(x)
+∞∫
0
J j(x, y, t)φ(y)dy.
In paper [11] it was proved the estimate (2.42) for J1(t). Now we estimate J2(t)φ.
We have for n = 0,1
∣∣∂nxJ2(t)φ∣∣ C ∫
C1
dξ e−C |ξ |t
+∞∫
0
dp e−px p
n+1|p + k(ξ)|
|p4 + ξ2|
×
∫
C3
dq
e−qy
|q + p||q − k(ξ)|
|K1(q) + ξ |
|K (q) + ξ |
×
∣∣∣∣∣φ(0) +
+∞∫
e−C |q|y|φy|dy
∣∣∣∣∣.
0
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×
∫
C1
e−C |ξ1| dξ1
+∞∫
0
dp1
p
1+ 12
1 |p1 + k(ξ1)|
|p41 + ξ21 |
×
∫
C3
1
|q1 + p1||q1 − k(ξ1)|
|K1(q1) + ξ1|
|K (q1) + ξ1|
1
|q| 12
dq1
 Ct− n4 ‖φ‖H1 . (2.44)
Thus we obtain the estimate (2.42) of the lemma.
Now we prove the second estimate of the lemma.
Firstly we estimate J1(t)φ. Let x− y < 0. We introduce the analytic function in right-half complex
plane
r−(z, t) = (z + t− 12 )1−μz−μ.
We make a cut in the plane z from point 0 to point −∞ through −t− 12 . Owing to the manner of
performing the cut the function r−(z, t) is analytic for Re z < 0.
Then we can represent the function (2.37) in the form
J1(x, y, t) = 1
2π i
∫
C1
eξt dξ
1
2π i
∫
Re p=0
e−py r
−(p, ξ)
K (p) + ξ
(
Z+(p, ξ, x) − Z−(p, ξ, x))dp, (2.45)
where
Z(z, ξ, x) = 1
2π i
∫
Req=0
eqx
q − z
1
r−(q, ξ)
dq.
By a direct calculation we have
Z+(p, ξ, x) = 1
2π i
∫
C3
eqx − epx
q − p
1
r−(q, ξ)
dq (2.46)
and
Z−(p, ξ, x) = 1
2π i
∫
C3
eqx
q − p
1
r−(q, ξ)
dq.
Since due to the formula (2.46) the function Z+(p, ξ, x) is analytic in Re p > 0 we can change the
contour of integration in (2.45): Re p = 0 → C2 to obtain
J1(x, y, t) = 1
2π i
∫
C
eξt dξ
1
2π i
∫
C
e−p(y−x) r
−(p, ξ)
K (p) + ξ Z˜(p, ξ, x)dp, (2.47)
1 2
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Z˜(p, ξ, x) = 1
2π i
∫
C3
1
q − p
1
r−(q, ξ)
dq.
By the choice of contour C2 we have |e−p(y−x)| Ce−C |p||x−y| . Therefore using obvious estimates:∥∥e−|p||·|∥∥Ls,μ  C |p|− 1+sμs ,∥∥∥∥∥
+∞∫
0
e−C |p||x−y|φ(y)dy
∥∥∥∥∥
Ls,μ
 C |p|−1+ 1r − 1+sμs ‖φ‖Lr + C |p|−1+ 1r − 1s ‖φ‖Lr,μ (2.48)
for all s, p  1, and∫
C3
1
|q − p|
1
|r−(q, ξ)| dq =
1
|r−(|p|, ξ)|
∫
C3
1
|q1 − p|p|−1|
1
|r−(q1, ξ)| dq1
 C 1|r−(|p|, ξ)|
for p ∈ C2, we get
∥∥∂nxJ1(t)φ∥∥Ls,μ  C‖φ‖Lr ∫
C1
e−C |ξ |t dξ
∫
C2
1
|K (p) + ξ | |p|
−1+n+ 1r − 1+sμs dp
+ C‖φ‖Lr,μ
∫
C1
e−C |ξ |t dξ
∫
C2
1
|K (p) + ξ | |p|
−1+ 1r +n− 1s dp
 Ct− 12 (n+ 1r −
1+sμ
s )‖φ‖Lr + Ct− 12 (n+ 1r − 1s )‖φ‖Lr,μ (2.49)
for n = 0,1, r > s, μ ∈ (0,1). By the same way we can consider the case of x − y > 0 using the
following representation
J1(x, y, t) = 1
2π i
∫
C1
eξt dξ
1
2π i
∫
Re p=0
epx
r+(p, ξ)
K (p) + ξ
(
Z+(p, ξ, y) − Z−(p, ξ, y))dp,
where
Z(z, ξ, x) = 1
2π i
∫
Req=0
e−qy
q − z
1
r+(q, ξ)
dq
and
r+(z, t) = (z − t− 12 )1−μz−μ.
Here we make a cut in the plane z from point t− 12 to point ∞ through 0, so that the function r+(z, t)
is analytic for Re z < 0.
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Making the change of variables ξ = qt , p = √tz in (2.38) we get
∣∣∂nx J2(x, y, t)∣∣ Ct− 12 (n+1) ∫
C1
dq e−C |q|
×
+∞∫
0
e−zxt
− 12 z
n+1|z + k(q)|
|z4 + q2|
∣∣Y+(−z,q)∣∣∣∣Z(√tz, ξ, y)∣∣dz,
where
∣∣Z(√tz, ξ, y)∣∣ C ∫
C2
e−C |q1|yt
− 12 |q1|
|q1 + z||q1 − k(q)|
1
|Y−(q1,1)| dq1.
Via estimates (2.48) and
∣∣∣∣∣
+∞∫
0
e−C |q|yφ(y)dy
∣∣∣∣∣ C |q|−1+ 1r ‖φ‖Lr
we get
∥∥∂nxJ2(t)φ∥∥Ls,μ  Ct− 12 (n+ 1r − 1+sμs )‖φ‖Lr ∫
C1
dq e−C |q|
×
+∞∫
0
dz e−zxt
− 12 z
n+1|z + k(q)|
|z4 + q2| |z|
− 1+sμs ∣∣Y+(−z,q)∣∣
×
∣∣∣∣ ∫
C2
dq1
|q1| 1r
|q1 + z||q1 − k(q)|
1
|Y−(q1,1)|
∣∣∣∣
 Ct− 12 (n+ 1r −
1+sμ
s )‖φ‖Lr (2.50)
for n = 0,1, r > s, μ ∈ (0,1). Thus from (2.49) and (2.50) it follows the second estimate of the lemma.
Now we prove asymptotic formula (2.43). Via Lemma 1 we have
G(x, y, t) = G(x,0, t) + R1(x, y, t) + R2(x, y, t),
where
R j(x, y, t) = J j(x, y, t) − J j(x,0, t), j = 0,1,
and
G(x,0, t) = t− 12 Λ(xt− 12 ). (2.51)
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+∞∫
0
R j(x, y, t)φ(y)dy
∥∥∥∥∥
Ls
 Ct−
1+μ
2 + 12s ‖φ‖L1,μ , j = 1,2. (2.52)
In view of the Mean Value Theorem and the estimate (2.49) we get∥∥∥∥∥
+∞∫
0
R1(x, y, t)φ(y)dy
∥∥∥∥∥
Ls
 t− 12 ‖φ‖L1,μ
∣∣∣∣ ∫
C1
e−C |ξ |t dξ
∫
Re p=0
|p|1− 1s
|K (p) + ξ | dp
∣∣∣∣μ
 t−
1+μ
2 + 12s ‖φ‖L1,μ .
In the same way we obtain
∣∣ J2(x, y, t) − J2(x,0, t)∣∣ Ct− 1+μ2 yμ ∫
C1
dq e−C |q|
+∞∫
0
dz
z|z + k(q)|
|z4 + q2|
∣∣Y+(−z,q)∣∣
×
∫
C2
dq1
e−C |q1|yt
− 12 |q1|1+μ
|q1 + z||q1 − k(q)|
1
|Y−(q1,1)|
 Ct−
1+μ
2 yμ
and therefore it follows the estimate (2.43) in the case j = 2 and consequently the estimate (2.43).
The lemma is proved. 
By the contraction mapping principle we can prove the following theorem.
Theorem 3. Let u0(x) ∈ L1,a(R+) ∩ H1(R+). Then there exist a positive time T and a unique solution of the
problem (1.1) such that
u(t) ∈ C([0, T ];L2(R+))∩ C((0, T ];L1,a(R+)∩H1,a(R+)).
3. Proof of Theorem 1
We choose the space
Z= {φ ∈ L1,a(R+)∩H1(R+)}
with a ∈ (0,1] and the space
X= {φ ∈ C([0,∞);L2(R+))∩ C(0,∞;L1,a(R+)∩H1,a(R+)): ‖φ‖X < ∞},
with the norm
‖φ‖X = sup
t>0
(
〈t〉− a2 ∥∥φ(t)∥∥L1,a + 1∑
n=0
{t} n4 〈t〉 12 (n+ 1−a2 )∥∥∂nxφ(t)∥∥L2,a
)
,
where a ∈ (0,1).
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G0(x, t) = (t + 1)− 12 Λ
(
(t + 1)− 12 x).
By a direct computation we have
t∫
0
f
(N (θG0(τ )))dτ = θ2 t∫
0
dτ
∫
R+
G0(x, τ )G0x(x, τ )dxdτ
= −θ2Λ2(0) log(1+ t),
where θ = f (u0).
Denote g(t) = 1 + θΛ2(0) log(1 + t). We change the dependent variable u(x, t) = v(x, t)e−ϕ(t) in
Eq. (1.1). Then we get the following equation for the new unknown function v(x, t)
vt +Kv + e−ϕ(t)vvx − ϕ′v = 0.
We now choose the auxiliary functions ϕ(t) by the following condition
f
(
e−ϕ(t)vvx − ϕ′v
)= 0.
We also choose ϕ(0) = 0 so that
f (v0) = f (u0) = θ > 0
and
ϕ′ = e−ϕ(t) f (vvx) f −1
(
v(t)
)
.
Thus we obtain the problem for the new dependent variable v(x, t)
⎧⎪⎨⎪⎩
∂t v +Kv = −e−ϕ(t)
(
vx − f (vvx) f −1
(
v(t)
))
v,
∂tϕ(t) = e−ϕ(t) f (vvx) f −1
(
v(t)
)
,
v(0, x) = v0(x), ϕ(0) = 0.
(3.1)
We denote hv(t) = eϕ(t), then we get
d
dt
hv(t) = f −1
(
v(t)
)
f
(N (v)), hv(0) = 1; N (v) = vvx.
Integration with respect to time therefore yields
hv(t) = 1+
t∫
f −1
(
v(τ )
)
f
(N (v(τ )))dτ .0
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v(t) = G(t)v0 −
t∫
0
G(t − τ )K(v(τ )) dτ
hv(τ )
, (3.2)
where the nonlinearity
K(v(τ ))= N (v(τ ))− v(τ ) f −1(v(τ )) f (N (v(τ )))
and the functional
hv(t) = 1+
t∫
0
f −1
(
v(x, t)
)
f
(N (v(τ )))dτ .
We now prove the existence of the solution v(x, t) for integral equation (3.2) by the contraction
mapping principle. We deﬁne the transformation M(w) by the formulas
M(w) = G(t)v0 −
t∫
0
G(t − τ )K(w(τ )) dτ
hw(τ )
,
hw(t) = 1+
t∫
0
f −1
(
w(τ )
)
f
(N (w(τ )))dτ (3.3)
for any w ∈ B, where
B=
{
w ∈ X: f (w) = θ + εO (t− a2 ), ‖w‖X  Cε,
∥∥log(2+ t)(w − θG0(t))∥∥X  Cε, sup
t>0
g(t)
hw(t)
 3, g(t) = 1+ θη log(1+ t)
}
.
First we check that the mapping M transforms the set B into itself. Via Lemma 2 we have
∥∥log(2+ t)(G(t)v0 − θG0(t))∥∥X
 C
∥∥〈t〉γ (G(t)v0 − θG0(t))∥∥X  C‖v0‖Z  Cε;
and since
f
(K(w))= 0
we get
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∣∣∣∣∣
t∫
0
G(t − τ )K(w(τ )) dτ
hw(τ )
∣∣∣∣∣
∥∥∥∥∥
X
 3
∥∥∥∥∥log(2+ t)
t∫
0
g−1(τ )
∣∣G(t − τ )K(w(τ ))∣∣dτ∥∥∥∥∥
X
 C
ηθ
‖w‖2X
(
1+ ‖w‖X
θ
)
 Cε.
In particular, we see that
∥∥M(w)∥∥X  ∥∥G(t)v0∥∥X +
∥∥∥∥∥
t∫
0
G(t − τ )K(w(τ )) dτ
hw(τ )
∥∥∥∥∥
X
 Cε + C
∥∥∥∥∥
t∫
0
g−1(τ )
∣∣G(t − τ )K(w(τ ))∣∣dτ∥∥∥∥∥
X
 Cε + Cε2  Cε,
and
∥∥log(2+ t)(M(w) − θG0(t))∥∥X

∥∥log(2+ t)(G(t)v0 − θG0(t))∥∥X
+
∥∥∥∥∥log(2+ t)
t∫
0
G(t − τ )K(w(τ )) dτ
hw(τ )
∥∥∥∥∥
X
 Cε.
Also via Lemma 2 and f (G0(τ )) = 1 we have
f
(M(w))= f (θG0(τ ))
+ f ([G(t)v0 − θG0(τ )])dτ
+ f
( t∫
0
G(t − τ )K(w(τ )) dτ
hw(τ )
)
dτ
= θ + (ε2 + ε)O (t− a2 ). (3.4)
It remains to prove the estimate
hM(w)(t) = 1+
t∫
0
f −1
(M(w)) f (N (w(τ )))dτ  1
3
g(t).
By the last estimate (3.4) we get
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t∫
0
μ−1M(w)(t) f
(N (w(τ )))dτ = 1+ 1
θ
t∫
0
f
(N (θG0(τ )))dτ + R1(t) + R2(t)
 1
2
g(t) + R1(t) + R2(t),
where
R1(t) =
t∫
0
O
(
t−
a
2
)
f
(N (w(τ )))dτ ,
R2(t) = 1
θ
t∫
0
f
(N (M(w))− N (θG0(τ )))dτ .
Since
∣∣R1(t)∣∣ C(∥∥M(w)∥∥2X + ‖θG0‖2X)
×
t∫
0
{τ }−α〈τ 〉−1− a2 dτ  Cε2 log log(4+ t),
and
∣∣R2(t)∣∣ C∥∥log(2+ t)(M(w) − θG0(t))∥∥X(∥∥M(w)∥∥σX + ‖θG0‖σX )
×
t∫
0
{τ }−α〈τ 〉−1 dτ
log(2+ τ )  Cε
2 log log(4+ τ ),
we ﬁnd that
hM(w)(t)
1
2
g(t) − Cε2 log log(4+ τ ) 1
3
g(t)
for all t > 0. Thus we see that M transforms B into itself. Now we estimate the difference
∥∥M(v) − M(w)∥∥X =
∥∥∥∥∥
t∫
0
G(t − τ )
(
K(v(τ )) 1
hv(τ )
− K(w(τ )) 1
hw(τ )
)
dτ
∥∥∥∥∥
X
 C
∥∥∥∥∥
t∫
0
g−1(τ )
∣∣G(t − τ )(K(v(τ ))− K(w(τ )))∣∣dτ∥∥∥∥∥
X
+ C
∥∥∥∥∥
t∫
g−1(τ )
∣∣G(t − τ )K(w(τ ))∣∣ |hv(τ ) − hw(τ )|
g(τ )
dτ
∥∥∥∥∥
X0
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(
ε2 + 1
θ
∥∥∥∥∥
t∫
0
g−1(τ )
∣∣G(t − τ )K(w(τ ))∣∣dτ∥∥∥∥∥
X
)
 Cε2
(
1+ ε
θ
)
‖v − w‖X  1
2
‖v − w‖X,
where we used the estimate
|hv(τ ) − hw(τ )|
g(τ )
 C
θ g(t)
∣∣∣∣∣
t∫
0
f
(N (v(τ ))− N (w(τ )))dτ ∣∣∣∣∣
 Cε
2 log(1+ t)
θ g(t)
‖v − w‖X  C
θ
‖v − w‖X.
Therefore M is a contraction mapping in the closed set B of a complete metric space X. Hence
there exists a unique global solution v ∈ B to the initial–boundary value problem (1.1) such that
‖v‖X  Cε,
∥∥log(2+ t)(v − θG0(t))∥∥X  Cε, hv(t) 13 g(t).
Using the relation u(x, t) = v(x, t)h−1v (t) we obtain the existence of the solution to the initial–
boundary value problem (1.1), satisfying the following time decay estimates
‖gu‖X  Cε.
We now prove the asymptotics for the solution. Since
hv(t) = g(t) + O
(
log log(4+ t)),
via formulas u(x, t) = h−1v (t)v(x, t) we ﬁnd the estimate∥∥∥∥ g2log log(4+ t) (u − θG0g−1)
∥∥∥∥
X
 C,
since ∥∥∥∥ g2log log(4+ t) (θG0(h−1v − g−1))
∥∥∥∥
X
 C sup
t>0
∣∣∣∣ g2log log(4+ t) (h−1v − g−1)
∣∣∣∣‖G0‖X  C .
This completes the proof of Theorem 1.
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