We describe procedures for designing optimal and suboptimal linear detectors (discrete-time case) for additive white noise channels. We rst describe a technique for designing linear detectors based on the Wiener theory of nonlinear systems. Next, exact expressions for optimal linear detector are found when the noise amplitude's probability distribution is stable. We then describe how to computationally design the optimal linear detector when the noise is Laplacian. Considering all the linear detectors thus derived, the ad hoc Wiener approach is shown to be suboptimal, and no general form for the optimal linear detector's unit-sample response is apparent. Performance analyses and simulations indicate substantial performance losses occur when linear detectors are used instead of optimal (likelihood ratio) ones.
Introduction
Consider the classic additive-noise detection problem phrased as a binary hypothesis testing problem.
H 0 : R = s 0 + N H 1 : R = s 1 + N Here, the observation vector R has dimension L and the signal vectors s i are known. The noise has statistically independent components, each of which has an amplitude distribution characterized by the probability density function p N ( ). The optimal detector for this problem, which for clarity we call the likelihood-ratio detector in sequel, applies a memoryless, nonlinear transformation to each component of the observation vector (the logarithm of the likelihood ratio (R)), accumulates the transformed observations, and compares with a threshold. 
where h is the \unit-sample response" of the linear detector, 1 h ; i denotes the usual inner product, and is the detector's threshold. This detector's false-alarm and detection probabilities (respectively) can be expressed in closed form:
P F = e P N ( ? hs 0 ; hi) P D = e P N ( ? hs 1 ; hi) ; (2) where N is the random variable given by hN; hi and e P is the complementary distribution function: e P ( ) = 1 ? P( ). To specify an optimal choice for the detector's unit-sample response, we impose the Neyman-Pearson-like criterion: Maximize the detection probability subject to an equality constraint on the false-alarm probability. 2 max h P D subject to P F = 1 Technically, h is the time-reversed and delayed version of the detector's impulse response. This distinction need not be made in the context of this report. 2 Imposing the usual inequality constraint on the false-alarm probability unduly complicates the analysis.
Johnson Optimal Linear Detectors
This constrained optimization problem can be expressed as an unconstrained problem by solving for the detection threshold in terms of . 
Here, s s 1 ? s 0 . Despite having a well-posed optimization problem, solving it is complicated because of the implicit dependence of the random variable N on the unit-sample response. Here N equals P l h(l)N(l), and the probability density of a weighted linear combination of random variables is, in general, di cult to nd. Although its characteristic function easily calculated, N (j ) = Q l N jh(l) , it is not apparent how to exploit this result to solve our optimization problem. The simple approach of applying the Central Limit Theorem assuming the linear transformation yields a Gaussian random variable always yields the matched lter regardless of the noise distribution. In reality, the Central Limit Theorem converges very slowly 4: p. 480], especially in the tails of the distribution. Here is where error probabilities are calculated, and the underlying non-Gaussian nature of the problem cannot be ignored for nite-length observation sequences. Linear detectors o er advantages that deserve attention. Because they correspond to linear FIR lters, they are quite easy to implement. In comparison, optimal detectors in non-Gaussian problems are nonlinear, and they depend on signal-to-noise ratio, an uncertain quantity in many applications. On the other hand, if performance su ers greatly when a linear detector is used, these implementation advantages may not be worth the tradeo . Furthermore, because the distribution of N depends on the unit-sample response, determining the linear detector can be challenging to say the least. One wonders how these optimal unit-sample responses di er from their matched lter (Gaussian optimal) counterparts (does h di er signi cantly from s).
We describe rst a plausible, but ad hoc, approach to nding the unit-sample response of a linear detector. We then show that, for a certain class of noise distributions governed by the so-called stable probability laws, closed form expressions for the optimal h can be found. When applied to the same problem, not only do they produce di erent results, but the ad hoc approach relates the unit-sample response to the signal set in fundamentally the wrong way. For a special case that is not in the class of stable noise distributions, Laplacian noise, we can nd the optimal h computationally, and this result supplements Figure 1 : The optimum detector can be viewed as a nonlinear \FIR" lter, transforming at each time index l a length-L block of the input according to the log-likelihood ratio.
our collection of optimal linear detectors. From this corpus, we attempt to infer how the unit-sample response relates to the signal set and to predict what the performance loss might be.
A Cross-Correlation Technique
We begin by interpreting the optimum detector as a nonlinear lter ( gure 1). The optimum detector absorbs the nite-length (length L) observation sequence, transforms it nonlinearly according to the log-likelihood ratio, and produces a scalar. We can also interpret these calculations more generally as operating on a much longer input, transforming the most recent length-L input values at each time index l, and producing an output y(l). The detector's output y(l) becomes useful (from a detection viewpoint) at the end of each observation interval when it is compared to a threshold. Be that as it may, the optimum detector corresponds to a nonlinear FIR lter. In the context of this ltering interpretation, we seek to nd the best linear lter approximation to the optimum detector.
Toward this end, we express the optimum detector's input-output relation by a Volterra 
The Volterra expansion converges so long as the input-output relation is continuous. When the noise amplitude distribution is continuous, the optimum detector satis es this property. Volterra expansions have been used before to solve detection problems, using them to optimize indirect performance criteria 1, 7] . The Wiener expansion orthogonalizes this Taylor-series-like expansion, which means that the Wiener expansion has provable meansquared error characteristics when we truncate the series. Truncation to the rst-order convolutional term means that we have found the best linear approximation to the detector's input-output characteristics according to the norm that de nes the Wiener expansion's orthogonality. The linear terms in both the Wiener and Volterra expansions are equal.
Thus, the idea is to determine the rst-order unit-sample response h 1 (l) corresponding to the optimum detector for a given noise and signaling situation, and de ne a linear detector as having h 1 as its unit-sample response. Wiener's expansion is orthogonal only with respect to white Gaussian noise input having a speci c variance, which means that this input must be used to nd all terms in the expansion and that the resulting unitsample response will depend on noise variance. Each Wiener expansion term can be found by calculating the cross-correlation of the appropriate order between the white Gaussian noise input and the output. Only the rst-order term is of interest here, and it can be calculated as h 1 (l) = E W(k)y(k + l)], where W( ) denotes white, Gaussian noise. We term the unit-sample response thus calculated Wiener-optimum and denote it by h (l).
Analytic calculation of the required expected value requires, when the observation noise is white, 3 evaluation of terms having the form E X ln p N (X ? s(l))] ; (4) For non-Gaussian noise, the use of the term \white" is ambiguous. Here, white means a statistically independent and identically distributed noise sequence. These transformations are shown in gure 2.
First note that, near the origin, these curves are linear. This property means that the unit-sample response equals the signal at each time index, resulting in the emergence of the matched lter. This result corresponds to the small signal-to-noise ratio regime sometimes known as the local detection problem. On a larger scale, these transformations di er in a profound way: In the Laplacian case, the transformation is compressive while in the other it is expansive. The results mean that the Wiener-optimum unit sample response in the former case will tend emphasize all non-zero signal values uniformly while in the latter emphasis is placed on the largest (in magnitude) values. In the more familiar matched lter case, emphasis is proportional to the signal's amplitude. The trends expressed in this gure follow the predictions of Johnson and Orsak 5]: Optimum detectors coping with noise having a light-tailed distribution need only track the signal's extremal values while coping with heavy-tailed noise requires a more equal weighting of all non-zero signal values.
For a given non-Gaussian noise distribution, expressing dependencies or not, analytic calculation of the linear detector's unit-sample response hinges on the ability to calculate the expected value exempli ed by equation (4) . Any analytic di culties can be circumvented by exploiting the Wiener expansion's orthogonality property: h can be estimated by passing white, Gaussian noise through the optimum detector for the non-Gaussian problem at hand, and cross-correlating the resulting output with the input. Simulations con rm the general result that heavy-tailed noise distributions emphasize signal values more uniformly than do matched lters.
Stable Noise
So-called symmetric stable random variables (zero-mean) have a characteristic function of the form (j ) = expf?j j g, 0 < 2 3] . Here, the parameter represents the width of the probability distribution, and completely characterizes the distribution. Some familiar distributions fall into this class: For = 1, we have the Cauchy, p N (n) = 1 1 + (n= ) 2 ] ; P N (n) = 1 2 + 1 tan ?1 (n= ) and for = 2 we have the Gaussian. Because of the form of their characteristic functions, linear combinations of independent stable random variables having common parameter are also stable random variables. Thus, stable random variables, save for the case = 2, do not obey the Central Limit Theorem. The technical condition of the Theorem they fail to satisfy is having nite variance: Only in the Gaussian case do stable random variables have nite variance. Although calculation of the probability density from the characteristic function is quite di cult for stable random variables, they can be easily generated using the procedure 2]
where is a random variable uniformly distributed over ? 1 2 ; 1 2 ] and E is a unitparameter exponential (one-sided) random variable independent of . We see that Cauchy random variables are particularly easy to generate. When the additive noise in our detection problem has a stable amplitude distribution, the characteristic function not only has a simple form, but this form allows an analytic :
Because the duration of the unit-sample response is nite, this quantity always exists. Because the noise vector components are identically distributed, stable random variables, their weighted linear combination has the same probability density save for a change in the width parameter. e P N (n) = e P N n khk Here, we assume that the stable random variable N has unity width parameter.
To derive the optimal linear detector, we note that this expression explicitly portrays the dependence of the distribution of N on the detector's unit-sample response. It is because of this fact that we can analytically derive the optimal detector. Our optimization problem now has the form max 
We note that because the complementary distribution function is a strictly decreasing function, we need only minimize its argument. The required optimization problem now takes the simple form of maximizing with respect to h the performance index P expressed by P = h s;hi khk :
When stationary points of the performance index can be found by evaluating derivatives, we nd that we must solve the set of equations s(l)] khk = h s;hijh(l)j ?1 sign h(l)] : (8) For reasons that become clear in sequel, we may want to optimize performance only over some portion of the observations, setting the unit-sample response to zero at selected components of the observation vector. This set of equations would then apply only to those 4 We use linear vector space nomenclature here only for convenience; we are not suggesting that a linear vector space be de ned. In fact, when < 1, this quantity cannot be a norm (triangle inequality is violated).
values for which the unit-sample response is nonzero. One such candidate solution is the linear detector that selects maximal intersignal di erences: h(l) = 10) with the sign of the constant of proportionality depending on the sign assumption. Considering the performance index (equation 7), we maximize performance by choosing a positive proportionality constant. In this case, the performance index becomes k sk =( ?1) = . We must check whether this stationary point maximizes (rather than minimizes) performance. In the general case (no nonzero unit-sample response values), the Hessian of the performance measure expressed by equation (7) has the form of a positive-de nite matrix times (1 ? ). Consequently, our solution is a maximizer only when > 1; when < 1, it corresponds to a (local) minimum. For the latter case, we must turn to the solution (9) that selects maximal de ections of the di erence signal. This candidate solution satis es equation (8) , and simple bounds show that when < 1 it maximizes the performance index. 5 When we have = 1, which corresponds to the Cauchy case, the only consistent solution to equation (8) corresponds to the one that selects maximal intersignal di erences.
These complicated results can be geometrically understood by considering gure 3. 6 The quantity to be maximized, expressed by the performance index in equation (7) does not depend on any non-zero scaling applied to h. We can therefore x the denominator (equal to unity, say) and consider those vectors h that maximize the numerator. Geometrically, these vectors must lie on the contour produced by the constant-value denominator and 5 Whatever solution of equation (8) we use, performance equals k sk =( ?1) = , which involves only those elements in the di erence signal corresponding to nonzero values of h. When < 1, =( ? 1) < 0. Note that, for positive, ( P jx(l)j ? ) ?1= max jx(l)j, with equality occurring only when the sum contains only the term corresponding to the maximal magnitude. 6 The author thanks O.E. Kelly for this geometric interpretation. projection corresponds to only one vertex. In summary, the optimal linear detector for additive stable noise channels has the form shown in table 1. In the Gaussian case ( = 2), this result corresponds to the well-known matched lter. For > 1, the unit-sample response is related to the signal set in a way reminiscent of the Wiener-optimal solution: Each term in the unit-sample response is a memoryless, nonlinear function of the corresponding term in the di erence signal. For Cauchy noise and for < 1, the solution has a di erent character. Here, the optimal linear detector selects those samples of the observations corresponding to the extremal values of the di erence signal (only one when < 1), multiplies each by the sign of the di erence signal at that sample, adds these values, and compares the sum to a threshold. What distinguishes this result from the previous solutions is that each value of the unit-sample response depends on all the intersignal di erences: The maximum of a set of numbers Table 1 : The unit-sample response and the performance of the optimal linear detector for additive stable noise channels are shown for the two important ranges of the stable distribution's parameter.
depends on the entire set. This result means that the (simpler and more general) Wieneroptimal approach can fail to produce an optimal linear detector. A property shared by all the optimal unit-sample responses derived for stable noise channels is their independence of the width parameter . If it weren't for the fact that stable noise has in nite variance (except in the Gaussian case), we could interpret this property as meaning that the optimal linear detector does not depend on signal-to-noise ratio.
General Noise Distributions
As mentioned previously, solving the optimization problem posed by equation (3) for nonstable noise distributions can be di cult. Taking the tack of nding the probability distribution of a weighted linear combination of independent, identically distributed random variables usually leads to frustration (except when stable random variables are involved). Analytic optimization is usually impossible, but in some cases numerical solutions can be found. The following example illustrates that, when the characteristic function is rational, computational solutions might be found.
The characteristic function of a weighted linear combination N of independent, zeromean, variance 2 , Laplacian random variables has the form
Rewriting in terms of a partial fraction expansion (when the coe cients h(l) are distinct), we have
Because we can evaluate the inverse transform of this sum quite easily, we can nd the complementary distribution function and have a \closed-form" expression for the detection probability given by equation (3) . Note, however, that calculation of the inverse function demanded by that equation is quite di cult. If we return to the problem statement that explicitly embodies the threshold (equation 2), we can numerically solve the constrained optimization problem it poses: We establish a value for , set the detection threshold to an arbitrary value (unity), and solve the constrained optimization problem for the given signal set. Figure 4 depicts the optimal detector's unit-sample response in the Laplacian noise case when the intersignal di erence equaled a ramp. The three unit-sample responses depicted there correspond to di erent signal-to-noise ratios (increasing with increasing values for A).
This example demonstrates several interesting features.
Noting that Laplacian and Cauchy distributions are usually categorized together as heavy-tailed distributions, thus sharing common properties for the optimal likelihood ratio detector, the unit-sample responses of the suboptimal linear detectors in these two cases di er greatly.
The unit-sample response's waveform depends on signal-to-noise ratio. Note how for the lowest signal-to-noise ratio the detector emphasizes the largest signal values more while for the largest SNRs, smaller values are emphasized more.
Increasing the signal amplitude from A = 0:5 to A = 2 increased the solution's convexity; a further increase to A = 5 led to a concave quantity. Furthermore, the nonlinear relationship show in gure 2 for the Wiener-optimal solution to the Laplacian noise problem is not correct because of this concavity reversal. That technique predicts a xed, concave solution, while the optimal solution's concavity depends on SNR.
This example demonstrates that, at least in the Laplacian noise case, design of the optimal unit-sample response is far from intuitive. Each curve corresponds to di erent values for the maximum signal value, which essentially corresponds to increasing the signal-to-noise ratio (variance of the Laplacian noise equaled two in all cases). Here, the values of A were 0.5, 2, and 5. The false-alarm probability was constrained to be 0.1. The thin dashed line represents a comparison straight line corresponding to the matched lter's unit-sample response.
Detector Performance
The simplicity o ered by a linear detector compromises performance: Only in the Gaussian case does the linear detector correspond to the optimal. We need to assess the performance loss so that we can judge the compromise and decide which detector can be used. For both the Cauchy noise case, analytic calculation of the optimal detector's performance is easy. Figure 5 portrays receiver operating characteristic (ROC) curves for the optimal and optimal-linear detectors for Cauchy noise. The two signal sets had either one or ten maximal values; this di erence impacted the optimal detector's performance, but not that of the linear detector (as predicted by theory). Furthermore, the loss of performance (smaller detection probability for a given false-alarm probability) is signi cant. E cient computational techniques of evaluating performance, such as importance sampling 6], require knowledge of the noise amplitude distribution and a biasing density. This probability density function for the amplitude is known only for = 1 (Cauchy), = 2 (Gaussian), and Laplacian cases considered here. Only for the Gaussian case does a systematic technique exist for nding a biasing density. Because of these restrictions, we resorted to Monte-Carlo simulations to compare detector performance, which means that only moderately small error probabilities could be computed. Simulations of the Laplacian detector yielded performance losses similar to those shown in gure 5. Consequently, using linear detectors for these cases will not produce performance levels comparable to that produced by the optimal, thereby mitigating their utility.
Conclusions
Our results are not broad enough to prescribe how to design linear detectors for additive noise channels or to describe what form the unit-sample response might take. They do suggest, however, that linear detector design is quite complicated, and that it can be counterintuitive. All stable distributions considered here (except the Gaussian) are heavy tailed. For likelihood-ratio detectors, these can be grouped into an equivalence class based on their performance and signal-set design characteristics 5]. Note, however, that only for the Cauchy case ( = 1) do we know what form the detector takes because it is distinguished from the others as having a closed-form expression for the probability density function. When we consider optimal linear detectors, we do know the detector's form in all cases of stable noise, but the unit-sample responses di er depending on the value of the stable distribution's parameter. In addition, the unit-sample response for > 1 is related to the signal set as a memoryless nonlinearity (equation 10), but for 1, the unit-sample response's values depend on the entire signal waveform. We found a similar phenomenon when we considered the optimal detector for Laplacian noise channels. These results demonstrate the complexity of linear detector design, and no general guidelines seem evident.
Linear detectors are suboptimal, and are interesting only because of their simplicity, ease of implementation, and because we may not be able to form the optimal likelihood-ratio detector. However, the performance losses encountered when we use them instead of the likelihood-ratio detector, can be large. Furthermore, the Laplacian case indicates that the unit-sample response depends on signal-to-noise ratio. One reason to use the linear detector is the nonlinear likelihood-ratio detector depends critically on signal-to-noise ratio. The linear detector may share the same property, not in its implementation but in its design, with performance reductions occurring when the assumed and actual signal-to-noise ratios di er. Based on these results, it seems that employing linear detectors for non-Gaussian channels can have just as many design and implementation di culties as the likelihood ratio detector,and can yield signi cant performance losses. Potential advantages of using the linear detector seem few.
