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3Abstract
In this thesis I describe the development of an apparatus for performing atto-
second photoelectron measurements in condensed matter, and the completion
of attosecond streaking measurements on metal ﬁlms using the apparatus.
A commercial Ti:sapphire chirped pulse ampliﬁcation laser system was
used to generate 28 fs, 2.5mJ pulses with a central wavelength of 790 nm and
a 1 kHz repetition rate. These pulses were post-compressed using a hollow
ﬁbre system. The resulting few-cycle pulses had sub-4 fs duration, and 0.4mJ
energy.
Diagnostics performed on the hollow ﬁbre system revealed ionisation in-
duced carrier-envelope phase ﬂuctuations at input pulse energies in excess of
1mJ. These ﬂuctuations were avoided for attosecond experiments by careful
choice of the experimental parameters. The few-cycle pulses were used to
generate isolated attosecond pulses through high-harmonic generation, in an
amplitude-gating scheme.
An ultra-high vacuum compatible two-part extreme-ultraviolet multilayer
mirror setup was developed for attosecond streaking measurements on sur-
faces. The base pressure in the experimental chamber is 3× 10−9mbar.
Attosecond streaking measurements were performed on amorphous WO3
and polycrystalline Au, without any prior surface cleaning. The results in-
dicate the applicability of attosecond streaking to a very general class of solid
state samples. In WO3 the 4f photoemission precedes the valence photoe-
mission by 140 ± 190 as. In gold, possible signatures of plasmon dynamics
were detected.
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Chapter 1
Introduction
Since the ﬁrst attosecond light pulses were observed in 2001 [1, 2], a number
of signiﬁcant achievements have been made in attosecond science. Atto-
second techniques have allowed time-resolved studies of electronic motion in
atoms, for instance Auger emission [3], and tunneling dynamics [4, 5], and
time-delayed photoemission [6]. Attosecond time-resolved studies have also
revealed nuclear rearrangements in small molecules [7].
A considerable challenge lies in the application of attosecond techniques to
condensed matter systems. In a seminal paper on attosecond spectroscopy in
the condensed phase, Cavalieri et al. [8] measured a time delay of 110±70 as
between photoemission of valence and core electrons. This work has since
been built upon by Neppl et al. [9, 10] (see also [11]). Cavalieri and Neppl
use special sample preparation techniques designed to produce surfaces with
extremely high degrees of structural order and purity.
Yet certain sample types have complex compositions and morphology
that are likely to render the use of structurally ordered materials and sur-
face preparation techniques impossible. Nanostructures, for instance, are
particularly interesting from the perspective of attosecond science. Fabrica-
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tion of such samples is already rather involved, and the delicate structures
would in all likelihood be destroyed by surface preparation techniques such
as sputtering and annealing.
When light interacts with nanostructures it can induce resonant excita-
tions of the conduction electrons in the material. Some interesting eﬀects
produced by these so called plasmonic excitations are visible in every-day
life. The vivid colours of some stained glass windows, for example, are a
consequence of plasmon excitation in metal nanoparticles within the glass –
a phenomenon ﬁrst explained by Mie in 1908.
Plasmonic eﬀects are by no means limited to aesthetic uses. A rich variety
of technologies including sub-wavelength imaging, bio-sensing (see [12] and
references therein), and metamaterials (artiﬁcial materials with specially en-
gineered electromagnetic properties) [13] are rapidly emerging from nanoplas-
monic research. Applications such as cancer therapy [14], eﬃcient plasmonic
solar cells [15], and ultrafast optical data processing [16] also appear feasible
in the near future.
The electron dynamics initiated when light hits a plasmon resonance can
concentrate the local electric ﬁeld into a nanoscopic volume. It is largely
this property that has provoked signiﬁcant interest from the ultrafast phys-
ics community recently [17–20]. The ability to enhance intensities by large
factors (hundreds of times enhancements are possible) could be a short-cut
to strong-ﬁeld physics at high repetition rates, avoiding the need for sophist-
icated laser ampliﬁers.
What is more, attosecond techniques oﬀer a unique opportunity to study
physics currently not well understood, but that plays a central role in plas-
monics – namely, the collective electron dynamics mediating plasmons, which
evolve on timescales of a few hundred attoseconds. The characterisation of
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plasmons using attosecond streaking [17, 21] could be key to tailoring plas-
mon dynamics for speciﬁc uses in strong-ﬁeld physics and technologies such
as ultrafast opto-electronics.
A prerequisite for attosecond streaking experiments on plasmons is the
ability to perform streaking on disordered solid samples, without any surface
preparation beyond the standard fabrication techniques. If streaking is ap-
plicable to this more general class of solids, new avenues would also open in
thin ﬁlm physics and surface chemistry. Meanwhile, the challenges associ-
ated with surface preparation that have so far limited progress in attosecond
surface science should be somewhat reduced.
Author’s contribution to the work
I played a major role in the experimental work presented in this thesis. As
part of a team with Dr. T. Witting and D. Fabris, and earlier in my PhD
with Dr. C. Arrell (currently at EPFL, Switzerland) and Dr. F. Frank, I
contributed to the operation and maintenance of a commercial Ti:sapphire
CPA laser system. I was the lead researcher in optimising a hollow-ﬁbre pulse
compression system, work which has led to a publication in Optics Letters
[22] of which I am the primary author. Theoretical modelling relating to the
hollow-ﬁbre work was performed by Dr. D. Austin.
I led the attosecond surface science work presented in this thesis. Building
upon a pre-existing UHV chamber installed by Dr. C. Arrell, I developed
a setup capable of performing attosecond-resolved photoelectron studies on
surfaces. Using this setup, I was the principal experimentalist in making the
ﬁrst attosecond streaking measurements on surfaces performed in the UK. I
used a FROG-CRAB PCGPA algorithm written by Dr. Tobias Witting to
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analyse the streaking measurements.
Fabrication of the samples for the streaking measurements was performed
by Dangyuan Lei (currently at the Hong Kong Polytechnic University) and
by J. Overbuschmann (Centre of Advanced European Studies and Research,
Germany). Characterisation of the samples, and the analysis of the charac-
terisation measurements, was performed by J. Hengster, Prof. Th. Uphues
(CFEL, Hamburg University), A. Seiler, Dr. S. Ibrahimkutty and Dr. S.
Stankov (IPS, Karlsruhe Institute of Technology).
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Chapter 2
Background
2.1 Ultrashort laser pulses
High-harmonic generation (HHG), a strong-ﬁeld physical process whereby
high-order harmonics of a laser ﬁeld can be generated through a highly-
nonlinear interaction with a medium, lies at the heart of attosecond science.
HHG typically requires intensities on the order of 1014Wcm−2, and high-
energy (at least hundreds of  J) femtosecond pulses are therefore a pre-
requisite for attosecond physics experiments. In this section I will describe
concepts crucial to understanding the behavior of these pulses.
2.1.1 Mathematical description of ultrashort pulses
It is instructive to consider the mathematical description of an ultrashort
laser pulse. In the spectral domain, the electric ﬁeld of the pulse is described
by
E˜(z, ω) ∝
√
I(z, ω)eiϕ(z,ω) + c.c. (2.1)
2.1 Ultrashort laser pulses 22
where 0 is the permittivity of free-space, c is the speed of light in a vacuum,
ω is the angular frequency, I(ω) is the spectral intensity, z is the position
along the propagation direction, ϕ(z, ω) is the spectral phase, which gives the
relative phases between the diﬀerent spectral components, and c.c. represents
the complex conjugate of the ﬁrst term in the expression. The spectral phase
can be Taylor expanded about the central frequency ω0 as
ϕ(z, ω) = ϕ0 +
∞∑
n=1
ϕn(ω − ω0)n
n!
(2.2)
where
ϕn =
dnϕ(z, ω)
dωn
⏐⏐⏐⏐
ω=ω0
n = 1, 2, 3, ...
and
ϕ0 = ϕ(z, ω0). (2.3)
One can examine the temporal eﬀect of a particular phase term ϕn by
considering the Fourier transform of eiϕnω
n
to the time domain. The carrier-
envelope phase (CEP), ϕ0, changes the temporal oﬀset of the carrier wave
with respect to the intensity envelope of the pulse. The ﬁrst order term
represents a temporal shift of each frequency by a constant amount ϕ1 and is
therefore simply a time delay of the pulse. Each subsequent nth order phase
term corresponds to the instantaneous frequency of the pulse having an (n−
1)th order dependence on time. In other words, ϕ2 causes the instantaneous
frequency to change linearly with time (a linear ‘chirp’), while the ϕ3 term
causes a quadratically varying frequency with time (a quadratic chirp).
Equivalently the time domain description of the pulse, in terms of the
temporal intensity envelope I(z, t), the wavevector k at the central frequency,
For example, F
(
eiϕ2ω
2
)
=
∫
ei(ϕ2ω+t)ωdω shows that the second order term adds a
shift in time which increases linearly with angular frequency.
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and the temporal phase φ(z, t), is
E(z, t) ∝
√
I(z, t)ei(kz−ω0t+φ(z,t)) + c.c. (2.4)
where
φ(z, t) = ϕ0 +
∞∑
n=1
φn(z, t) t
n
n!
,
φn =
dnφ(z, t)
dtn
⏐⏐⏐⏐
t=0
n = 1, 2, 3, ....
The Fourier transform of a spectrum with a given shape indicates that the
full-width half-maximum (FWHM) pulse duration τ is related to the FWHM
spectral bandwidth Δν by the time-bandwidth product (TBP)
τΔν = C. (2.5)
For a Gaussian temporal intensity proﬁle, C = 0.441, while for a sech2 pulse
shape C = 0.315. The TBP indicates that in order to generate a 5 fs Gaussian
pulse, a bandwidth of ∼6×1014 rad s−1 (corresponding to 190 nm bandwidth
at a central wavelength of 800 nm) is required.
Ideally, the spectral phase must be ﬂat (ϕn = 0 for n ≥ 2) across the
entire spectrum to produce a pulse with the minimum duration for a given
bandwidth. This corresponds to all spectral components having zero phase
at a particular instant in time. In practice, for real laser systems there are
residual higher order phase terms (typically ϕ3 and above for high-energy,
few-cycle femtosecond laser systems) which limit the duration and contrast
of the pulse.
2.1.2 Dispersion
Material dispersion results in temporal broadening of ultrashort laser pulses
because diﬀerent spectral components of the pulse propagate through media
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at diﬀerent speeds. The group delay dispersion (GDD) of a material is the
amount of ϕ2 acquired per unit length by a light pulse propagating through
it. The GDD of 1mm of fused silica at 800 nm is +35 fs2; this GDD is roughly
equivalent to that of 1m of air, and will cause a 5 fs pulse to be temporally
broadened to ∼20 fs. This highlights the need for careful dispersion manage-
ment when delivering an ultrashort pulse to an experiment.
Higher-order dispersion terms are also of critical importance, especially
for the generation of femtosecond pulses consisting of only a few cycles of
the carrier-wave (so called ‘few-cycle’ pulses). The few-cycle pulses used
for the experiments presented in this thesis have more than an octave of
bandwidth. For such large bandwidths, the dispersion of optical components
can be conveniently described by the Sellmeier equation
n2(λ) = 1 +
∑
i
Aiλ2
λ2 − Bi , (2.6)
where Ai and Bi are known as the Sellmeier coeﬃcients. The refractive index
from the Sellmeier equation is plotted for fused silica in ﬁgure 2.1, using the
Sellmeier coeﬃcients given in [23].
Chirped mirrors [24] are an eﬀective means of controlling the dispersion
of few-cycle laser pulses. These mirrors have a multi-layer dielectric coat-
ing with a variable layer thickness, such that Bragg reﬂections of diﬀerent
spectral components occur at diﬀerent depths within the coating, as indic-
ated schematically in ﬁgure 2.2. The resulting time delays between diﬀer-
ent wavelengths compensates for the dispersion of the input pulse. Mod-
ern chirped mirrors can cover the extremely large bandwidths of few-cycle
femtosecond pulses [25], and can be manufactured with essentially arbitrary
dispersion.
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Figure 2.1: Refractive index of fused silica given by the Sellmeier equation,
using the coeﬃcients given in [23].
Figure 2.2: Schematic of a chirped mirror. The variable thickness of the
Bragg layers in the coating causes red wavelengths to penetrate further into
the coating than blue wavelengths. Red wavelengths are therefore reﬂected
with a time-delay compared to blue wavelengths.
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2.1.3 Carrier-envelope phase (CEP)
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Figure 2.3: Electric ﬁeld for CEP values of ϕ0 = 0 (red) and ϕ0 = π/2
(blue), for a 4 fs, 800 nm pulse.
The CEP is the zeroth order term in the spectral phase, corresponding to
the oﬀset between the peak of the carrier ﬁeld and the peak of the pulse en-
velope. The CEP is critical for many applications of few-cycle pulses because
a change in the CEP produces a physically diﬀerent pulse, as is illustrated in
ﬁgure 2.3. The electric ﬁeld at ϕ0 = 0 (known as a ‘cosine’ pulse) has a single
highest amplitude peak, with the adjacent peaks having signiﬁcantly lower
amplitude. For ϕ0 = π/2 (known as a ‘sine’ pulse) there are two highest
amplitude peaks, with the ﬁeld vectors in opposite directions.
For highly nonlinear and ﬁeld-driven processes the CEP can therefore
be of crucial importance, notably in high-harmonic generation [26, 27]. In
particular, the CEP must be stabilised and controlled for isolated attosecond
pulse generation by amplitude gating. Isolated attosecond pulse generation
will be explored in more detail in section 2.4.1, while an experimental setup
for stabilising the CEP, which was used for the experiments in this thesis, will
be presented in chapter 3. For now, let us simply consider how pulse-to-pulse
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CEP shifts can be extracted mathematically.
CEP shifts can be extracted using a technique known as f-to-2f interfer-
ometry [28]. The spectrum of a pulse from a laser oscillator consists of a
frequency comb spaced by the pulse repetition frequency frep. The comb is
oﬀset by a frequency of δ = Δϕ0 frep/2π where Δϕ0 is the change in the CEP
between subsequent pulses [28]. The spectral interference between frequency-
doubled long wavelength spectral components and the fundamental short
wavelength components produces a beat note at [28, 29]
fbeat = 2(δ + nfrep)− (δ + 2nfrep) = δ (2.7)
where n is the order of a frequency component of the comb. The CEP change
Δϕ0 between pulses can be monitored through fbeat provided a measurement
of frep is made.
2.2 Femtosecond laser systems
According to the TBP, a bandwidth of∼100 nm is required to generate a 10 fs
pulse at 800 nm. Titanium-doped sapphire is an ideal choice of gain medium
because of its extremely large bandwidth. However, in order to fully exploit
this bandwidth to generate a short pulse the laser radiation must have an
appropriate phase. Speciﬁcally, at a particular instant in time all spectral
components must satisfy ϕn = 0 for n ≥ 2 for a Fourier transform limited
pulse duration.
The wavelengths of the longitudinal modes of a laser oscillator are λm =
2Lc/m, where m = (1, 2, 3...) is the mode number and Lc is the laser cav-
ity length. This corresponds to a comb of evenly spaced frequencies νm =
mc/2Lc with a mode spacing of Δν = c/2Lc. This means that for a 1m-
long cavity the required bandwidth for a 10 fs pulse at 800 nm corresponds
2.2 Femtosecond laser systems 28
to 2 × 106 cavity modes. To generate short pulses one must force the lon-
gitudinal cavity modes into phase. This is known as mode-locking [30, 31].
Nowadays, pulses as short as ∼ 5 fs can be achieved with mode-locking of
Ti:sapphire oscillators [32].
In practice, mode-locking in many femotosecond laser systems is achieved
using a technique known as Kerr-lens mode-locking [32]. Here, the pulses
propagating in the cavity are arranged to overlap well with the pump beam
only if they are self-focused (through the Kerr eﬀect, which will be dis-
cussed in the next section) in the gain medium. Self-focusing is an intensity-
dependent process. Intense noise ‘spikes’ in the intracavity radiation get self-
focused the most, and therefore have the best overlap with the pump beam,
so get preferentially ampliﬁed. A train of few-femtosecond pulses spaced in
time by 2Lc/c, corresponding to a large number of cavity modes oscillating
in-phase, can grow from a noise spike induced by perturbing one of the cavity
mirrors.
Figure 2.4: Schematic of CPA. A low-energy few-femtosecond pulse is
stretched in time by applying a large GDD to lower its peak intensity. The
pulse is then ampliﬁed, before being re-compressed.
The pulse energy of few-femtosecond Ti:sapphire oscillators is limited to
a few nanojoules. To reach suﬃcient intensities for HHG, typically hundreds
of microjoule energies are needed, and so the pulses must be ampliﬁed. Here,
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a challenge is encountered since the high intensities that will be achieved in
the gain medium can induce unwanted nonlinear eﬀects and optical damage.
To overcome this limitation a technique known as chirped pulse ampliﬁca-
tion (CPA), shown schematically in ﬁgure 2.4, was introduced by Strickland
and Morou [33]. CPA works by applying a large GDD (typically using a
prism, grating or glass based stretcher) to the seed pulses to greatly reduce
their peak intensity during ampliﬁcation. By applying the reverse GDD after
ampliﬁcation, femtosecond pulses with high peak intensities can be produced.
Ti:sapphire CPA laser systems producing millijoule-level femtosecond laser
pulses are nowadays readily available commercially, and are central to atto-
second laboratories.
2.3 Hollow-ﬁbre pulse compression
The duration of the pulses produced by Ti:sapphire CPA laser systems are
limited by gain-narrowing in the ampliﬁer, and are typically in the range
∼ 20 - 30 fs. Certain applications, however, require few-cycle laser pulses
(typically sub-5 fs in duration). In order to compress pulses from CPA sys-
tems to shorter durations, the TBP dictates that their bandwidth must ﬁrst
be increased. This is typically done by exploiting a nonlinear process known
as self-phase modulation (SPM) within a gas-ﬁlled hollow-core ﬁbre. The
spectrally broadened pulses are then compressed by compensating for the
phase from the SPM process using chirped mirrors.
This technique, known as hollow-ﬁbre pulse compression (HFPC) was ﬁrst
developed in 1996 by Nisoli et al. [34] through the compression of 140 fs,
660  J pulses to 10 fs pulses with 240  J energy. Soon afterwards it was
shown that the technique was capable of producing few-cycle pulses; in [35]
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20 fs pulses were compressed to 5.3 fs. HFPC has since become a widespread
technique in attosecond laboratories. So far, high-energy, few-cycle pulses
with sub-4 fs durations [36–38], and with peak powers as high as a terawatt
[39] have been generated. HFPC was used extensively for the experiments
presented in this thesis, and in this section I present a theoretical background
to the technique.
2.3.1 Self-phase modulation
When an electric ﬁeld E(t) interacts with a medium, it induces a polarisation
that can be described through the expansion
P (t) = 0χ
(1)E(t) + 0χ
(2)E2(t) + 0χ
(3)E3(t) + ... (2.8)
where χ(n) is the nth order nonlinear susceptibility, which is material depend-
ent. The third order term in the polarisation leads to the appearance of an
intensity-dependent term in the refractive index. This is known as the Kerr
eﬀect. The total refractive index is then
n(ω, t) = nL(ω) + n2(ω)I(t) (2.9)
where nL and n2 are the linear and nonlinear refractive indices, respectively,
and I(t) is the intensity. Thus, the phase acquired by a light pulse propagat-
ing a distance z through a medium is
Φ(t) = ω0t− [nL(ω0) + n2(ω0) I(t)] ω0z
c
. (2.10)
SPM refers to the temporally-dependent phase induced as a consequence of
the Kerr eﬀect, and is described by the ﬁnal term in equation 2.10.
Modulating the phase of a pulse through SPM induces spectral broad-
ening. The spectrum after SPM can be examined by considering the Four-
ier transform F
(√
I(t) eiΦ(t) + c.c.
)
. Figure 2.5 (a) shows the theoretical
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Figure 2.5: Simulations of SPM of a 28 fs, 790 nm pulse in 1.7 bar neon, over
a range of propagation distances, with a constant pulse peak intensity of
1014Wcm−2. (a) Spectrum (solid black) and spectral phase (dashed black);
(b) FTL pulses resulting from the spectra in (a). The simulations were
performed using a code developed by the author, which includes SPM only
(pulse propagation and spatial eﬀects were neglected).
2.3 Hollow-ﬁbre pulse compression 32
spectrum of a 28 fs, 790 nm pulse after propagation through 1.7 bar neon
(n2 = 1.26 × 10−24m2W−1 [40]) at a peak intensity of 1014Wcm−2. The
initial 56 nm 1/e2 pulse bandwidth is broadened by SPM to 400 nm after
1m of propagation. The spectrum also becomes heavily modulated, which
is a signature of SPM. The phase induced by SPM, which is also shown in
ﬁgure 2.5 (a), is predominantly second order, corresponding to a linear chirp
in the time-domain. If this phase is compensated for, the entire bandwidth
can be compressed to a shorter duration. Figure 2.5 (b) shows the Fourier-
transform limited (FTL) pulse as a function of propagation distance. The
ﬁnal spectrum after 1m propagation supports a sub-4 fs pulse.
2.3.2 Hollow-core ﬁbre modes
To induce a large amount of spectral broadening in a gas by SPM, laser
pulses can be radially conﬁned in a hollow-core ﬁbre containing the gas to
maintain a high intensity over a long interaction length.
Light can propagate through a hollow ﬁbre of radius a λ within the
hybrid EH1m modes, which are solutions to the wave equation within the
ﬁbre. These modes, the four lowest orders of which are shown in ﬁgure 2.6,
have radial intensity proﬁles given by I1m(r) = I0J
2
0 (u1m r/a), where J0 is
the zeroth order Bessel function and u1m is the m
th zero of J0 [40, 41]. The
hybrid modes have r and θ electric and magnetic ﬁeld components (as well as
a small axial z component), and are eﬀectively linearly polarised, transverse
modes [41].
The phase and attenuation constants of the EH1m modes, respectively,
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Figure 2.6: Intensity proﬁles of the EH1m ﬁbre modes for a ﬁbre inner
diameter of 260  m. (a) EH11; (b) EH12; (c) EH13; (d) EH14.
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are [41]
β1m =
2π
λ
[
1− 1
2
(
u1m λ
2πa
)2]
(2.11)
α1m =
(u1m
2π
)2 λ2
2a3
κ2 + 1√
κ2 − 1 (2.12)
where κ = ncl/nco is the ratio between the cladding and core refractive in-
dices. When light propagates through the EH1m modes of the ﬁbre, the peak
power of the pulse is thus attenuated according to P (z) = P (0) e−α1mz. The
attenuation, P (z)/P (0), as a function of propagation distance for the four
lowest-order modes is shown in ﬁgure 2.7 (a), for a 260  m inner-diameter
fused silica ﬁbre, and a wavelength of 790 nm (which are typical parameters
for the experiments presented in this thesis). The lowest losses are achieved
by propagating through the EH11 mode, which has a theoretical power trans-
mission of 0.94 over 1m. The EH11 mode also has the highest spatial quality
of the hybrid modes. Spatial ﬁltering is provided through the attenuation of
higher order modes, so that the beam at the output of the ﬁbre typically has
much higher spatial quality than the output from a multi-pass CPA system.
It has also been shown experimentally that the pulse duration can have a
high degree of spatial uniformity, having a standard deviation of 0.6% over
the FWHM [38].
To eﬃciently couple a Gaussian beam into the EH11 ﬁbre mode, the two
modes must be well matched spatially. The nomalised electric ﬁeld at the
focus of a Gaussian beam, polarised in the x-direction, is
EG(r) =
e−r
2/w2 xˆ√∫∞
0
(e−r2/w2 xˆ)∗ · (e−r2/w2 xˆ) 2πr dr
=
√
2
πw2
e−r
2/w2xˆ, (2.13)
where w is the 1/e2 beam waist, r is the radial coordinate, and xˆ is a unit
vector in the x-direction. The normalised electric ﬁeld of the EH1m ﬁbre
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Figure 2.7: (a) Mode attenuation as a function of propagation distance z,
and (b) coupling eﬃciency as a function of w/a, for modes EH11 (black),
EH12 (blue), EH13 (green), and EH14 (red).
mode is
E1m(r) =
J0(u1m r/a) xˆ√∫ a
0
J∗0 (u1m r/a)xˆ · J0(u1m r/a)xˆ 2πr dr
(2.14)
=
J0(u1m r/a)√
2π
∫ a
0
rJ20 (u1m r/a)dr
(2.15)
The power coupling eﬃciency of the Gaussian beam into the EH1m ﬁbre mode
is given by the overlap integral
η1m =
∣∣∣∣
∫ a
0
E∗G(r) ·E1m(r) 2πr dr
∣∣∣∣
2
. (2.16)
Substituting equations 2.13 and 2.15 into equation 2.16 results in a coupling
eﬃciency of [40]
η1m =
4
[∫ a
0
rJ0(u1mr/a)e
−r2/w2 dr
]2
w2
∫ a
0
rJ20 (u1mr/a) dr
. (2.17)
The coupling eﬃciency into the four lowest order modes is shown in ﬁgure 2.7
as a function of w/a. For the EH1m mode a maximum coupling eﬃciency of
0.98 is reached for w ≈ 0.64a. If the focus is too small, signiﬁcant amounts of
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energy will be coupled into higher order (more lossy) modes of the ﬁbre, while
if the focus is too big the light will not enter the waveguide. Furthermore,
signiﬁcant light impinging on the cladding can damage the entrance of the
ﬁbre.
(a)
y 
(m
m
)
−5
0
5
lo
g 1
0(
In
te
ns
ity
) (
ar
b.
 u
ni
ts
)
−1.5
−1
−0.5
0
z (mm)
y 
(m
m
)
(b)
−30 −20 −10 0
−5
0
5
Figure 2.8: Images of ﬁbre entrance for (a) a ﬁbre ﬁlled with a static gas
pressure and (b) a diﬀerentially-pumped ﬁbre, plotted with the same intens-
ity axis. A clear plasma channel is visible before the ﬁbre entrance for the
statically-ﬁlled case, while there is much less plasma with diﬀerential pump-
ing.
Self-focusing due to the Kerr eﬀect, and ionisation-induced defocusing in
the gas before the ﬁbre can alter the focal spot size [42]. This will degrade
the eﬃciency with which energy is coupled into the EH11 ﬁbre mode. To
overcome this limitation, diﬀerentially pumped (DP) systems have been de-
veloped [22, 37, 39, 42, 43], where gas is pumped away from the ﬁbre entrance.
This technique has proved an eﬀective means of improving the transmission
of hollow-ﬁbre pulse compressors [22], as well as alleviating coupling instabil-
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ities and reducing the energy coupled into higher order modes of the ﬁbre.
Figure 2.8 shows images of the ﬁbre entrance for both statically ﬁlled and
diﬀerentially pumped ﬁbres. The substantially reduced plasma emission in
the diﬀerentially-pumped case is an indication of a reduced plasma density
in front of the ﬁbre entrance due to the lower gas density.
The coupling into the ﬁbre can also be improved by using circularly polar-
ised (CP) pulses. CP pulses induce a lower third-order nonlinear susceptibil-
ity in a medium than linearly polarised (LP) pulses, and also cause ionisation
to proceed at a lower rate due to their lower peak intensity [44, 45]. Thus,
the detrimental impact of nonlinear eﬀects before the ﬁbre entrance can be
reduced.
2.3.3 Propagation and spectral broadening in a hollow ﬁbre
Let us now examine the propagation of a pulse through a hollow-core ﬁbre.
The mode amplitude in one dimension (along the pulse propagation axis)
can be described by the propagation equation [46, 47],
∂U
∂z
+
α
2
U +
iβ2
2
∂2U
∂T 2
− β3
6
∂3U
∂T 3
= iγP0
[
|U |2U + i
ω0
∂
∂T
(|U |2U)] , (2.18)
where α is the mode attenuation constant, βn = ϕn/z is the n
th order dis-
persion, P0 is the input pulse peak power, T = t− z/vg is the retarded time,
U(z, T ) = A(z, T )/
√
P0 is the normalised amplitude of the pulse intensity
envelope, ω0 is the central angular frequency of the laser, γ = n2ω0/(cAeﬀ) is
the nonlinear parameter, n2 = κ2p is the nonlinear refractive index, p is the
gas pressure in the ﬁbre, and Aeﬀ ≈ 0.48πa2 is the eﬀective mode area of the
ﬁbre.
To estimate the spectral broadening in the ﬁbre, dispersion and self-
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steepening can be neglected to simplify equation (2.18) to
∂U
∂z
+
α
2
U = iγP0|U |2U. (2.19)
This expression can be solved analytically using a trial solution of the form
U(z, T ) = V (z, T ) e−αz/2 eiξ(z,T ). For an input pulse proﬁle given by U(0, T ) =
e−T
2/2T 20 , where T0 is the 1/e
2 pulse duration, the solution to equation 2.19
is [47]
A(L, T ) =
√
P0 exp
(
−α
2
)
exp
(
− T
2
2T 20
)
exp
(
iψme
−T 2/T 20
)
, (2.20)
where ψm = γP0Leﬀ is the maximum phase shift, and Leﬀ is the eﬀective
ﬁbre length. For a statically ﬁlled ﬁbre, the eﬀective length is given by
LSFeﬀ =
∫ L
0
e−αz dz (2.21)
=
1− e−αL
α
, (2.22)
where L is the ﬁbre length. Physically, the three exponential factors in
the solution for A(L, T ) describe waveguide mode attenuation, the pulse
temporal envelope, and the eﬀect of SPM, respectively.
For a diﬀerentially pumped ﬁbre the pressure distribution in the ﬁbre is
[42, 43]
p(z) =
√
p(0)2 +
z
L
(p(L)2 − p(0)2)
≈ p(L)
√
z
L
, (2.23)
which results in a z-dependent nonlinearity. Equation (2.20) is also applicable
to a diﬀerentially pumped ﬁbre by simply making the replacement
p → p(L) (2.24)
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in the expression for γ, while the eﬀective length becomes
LDPeﬀ =
1√
L
∫ L
0
√
ze−αz dz. (2.25)
The eﬀective length of a diﬀerentially pumped ﬁbre, shown in ﬁgure 2.9, was
evaluated numerically, and is closely described by the expression
LDPeﬀ ≈
2
3
(
1− e−1.21αL
1.21α
)
, (2.26)
which was derived by the author, and gives LDPeﬀ =
2
3
LSFeﬀ in the limit of
zero attentuation, as expected. For circularly polarised light, the nonlinear
refractive index of an isotropic medium is nCP2 =
2
3
nLP2 , where n
LP
2 is the
nonlinear refractive index for linear polarisation [48]. The eﬀective length
for a statically ﬁlled ﬁbre seeded with circularly polarised light is therefore
LCPeﬀ =
2
3
(
1− e−αL
α
)
. (2.27)
From equation (2.20) it can be shown that the broadening factor F =
Δω/Δω0, where Δω0 is the initial bandwidth of the pulse, is given by [47]
F =
(
1 +
4
3
√
3
ψ2m
)1/2
. (2.28)
From this, the gas pressure required for a given broadening factor can be
found as
pF =
cAeﬀ
2κ2ω0P0Leﬀ
[
3
√
3(F 2 − 1)
]1/2
. (2.29)
It was shown in [47] that this description of the spectral broadening, res-
ulting from solving the propagation equation without dispersion and self-
steepening, is in close agreement with the spectral broadening derived from
full numerical solutions of equation 2.18.
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Figure 2.9: Eﬀective lengths of hollow ﬁbres with static ﬁll, linear polarisa-
tion (green curve), diﬀerentially pumped, linear polarisation (black circles)
and static ﬁll, circular polarisation (red curve). The eﬀective lengths were de-
termined by the author, from equations 2.21, 2.25, and 2.27 for a fused silica
ﬁbre and 800 nm wavelength. The diﬀerentially pumped eﬀective length was
ﬁtted using a curve of the form 2(1−e−Γαz)/3Γα, with ﬁt parameter Γ = 1.21
(blue curve).
2.3.4 Current state-of-the-art and scaling to higher pulse
energy
Hollow-ﬁbre pulse compression becomes challenging at multi-millijoule input
pulse energies because ionisation and self-focusing within the ﬁbre transfer
energy from the fundamental ﬁbre mode to higher order modes. A number
of schemes have aimed to increase the throughput of hollow-ﬁbres while min-
imising detrimental eﬀects from ionisation and self-focusing, but maintaining
a large spectral broadening factor. These schemes include diﬀerential pump-
ing [22, 39, 42, 43] and the use of cicularly polarised seed pulses [22, 44, 45],
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which were mentioned earlier in the context of coupling into the ﬁbre, and
the use of pre-chirped input pulses [37, 39].
To date, the record peak power of a high-energy, few-cycle pulse generated
using hollow ﬁbre pulse compression is 1TW, which was contained in a 5mJ,
5 fs pulse [39]. These pulses were generated by combining several of the
techniques for reducing ionisaiton and self-focusing: diﬀerential pumping, a
large ﬁbre inner diameter (500  m) and length (2.2m), and positively chirped
pre-pulses.
At somewhat lower pulse energies, it has been possible to produce sub-
4 fs pulses using hollow-ﬁbre pulse compression [22, 36–38]. Furthermore,
pulses as short as 2.1 fs have been generated using a related technique [49].
This technique involves spectral broadening by SPM in a hollow-core ﬁbre,
followed by separation of the broadened spectrum into bands, which are
separately compressed with specially designed chirped mirrors, before being
coherently recombined.
The continuing development of hollow-ﬁbre pulse compression towards
single-cycle pulses with multi-mJ energy is of signiﬁcant interest, particu-
larly from the perspectives of intense attosecond pulse generation, and re-
lativistic laser-matter interactions [50]. In [47] a design criteria is given for
the minimum ﬁbre inner diameter while avoiding ionisation and self-focusing
in the ﬁbre. As the pulse energy is increased, the ﬁbre inner diameter is
also increased such as to maintain a constant intensity. Assuming one wishes
to maintain a constant spectral broadening factor as this is done, equation
2.29 dictates that the gas pressure in the ﬁbre should be held approximately
constant. Thus, the design criteria corresponds to maintaining an approx-
imately constant plasma density in the ﬁbre. However, because the onset of
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self-focusing is related to a critical power [47],
Pcr =
λ20
2κ2p
, (2.30)
where λ0 is the laser central wavelength, this type of scaling cannot be done
indeﬁnitely. Once ∼ 0.3Pcr is reached, self-focusing is expected to have a
detrimental eﬀect on the hollow ﬁbre system [47].
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Figure 2.10: (a) Minimum ﬁbre inner diameter, as prescribed by [47], for
28 fs, 790 nm laser pulses, using a static pressure of helium as the nonlinear
medium. (b) Pulse peak power (solid) and 0.3Pcr (dashed). The onset of
self-focusing is expected at ∼4mJ input pulse energy.
Considering, for example, spectral broadening of 28 fs, 790 nm laser pulses
in a ﬁbre statically-ﬁlled with helium (κ2 = 2.9×10−25m2W−1 bar−1 [40, 47]),
the minimum ﬁbre inner diameter prescribed by [47] is shown in ﬁgure 2.10
(a). Using the minimum inner-diameter, and assuming a constant broadening
factor F = 7, the pulse peak power exceeds 0.3Pcr at ∼ 4mJ input pulse
energy, as indicated in ﬁgure 2.10 (b). To make further increases in energy
a scheme must be employed to reduce self-focusing. One possibility is to
decrease p to increase the critical power for self focusing, and increase the
eﬀective length of the ﬁbre Leﬀ to maintain a constant broadening factor.
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A high degree of straightness is required for the energy losses in hollow-
core ﬁbres to be acceptable. Fibre lengths are typically limited to ∼ 1m
by manufacturing limitations on the straightness tolerance. However, thin-
walled, ﬂexible hollow ﬁbres, can be stretched to maintain straightness over
long lengths of > 1m, with the length in principle only being limited by
the available lab space [51]. The availability of such ﬁbres is promising for
the prospect of scaling of hollow ﬁbre pulse compression to very high pulse
energies.
Due to the looser focusing conditions when the inner diameter is in-
creased, the required laboratory space for the setup is also increased. For this
reason, for a given set of input pulse parameters it is preferable to work at the
smallest possible inner diameter before ionisation and self-focusing become
unacceptable. The energy scaling limitations of relatively small (260  m)
inner-diameter ﬁbers will be explored experimentally in chapter 3.
2.4 Strong-ﬁeld physics
Attosecond physics has become possible because of the sub-cycle nature of
certain strong-ﬁeld physics processes, namely tunnel ionisation and high-
harmonic generation. In this section, I will give an overview of strong ﬁeld
processes that have made isolated attosecond pulse generation possible. I
will then explain how isolated attosecond pulses, in combination with few-
cycle laser pulses, can be used to make attosecond-resolved measurements of
electron dynamics through a technique known as attosecond streaking.
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2.4.1 Strong-ﬁeld ionisation mechanisms
When an atom is placed in a low-frequency (ωL<Ip) laser ﬁeld, ionisation of
the atom can occur through several diﬀerent mechanisms, depicted in ﬁgure
2.11. In multi-photon ionisation (MPI), the minimum number of photons
required to overcome the ionisation potential of the atom are absorbed. MPI
is a nonlinear process due to the involvement of more than one photon;
ionisation in this regime proceeds at a rate given by [52]
Γn = σnI
n (2.31)
where n is the number of absorbed photons, σn is the generalised cross section
of the atom, and I is the intensity of the laser ﬁeld. At higher intensities,
further photons can be absorbed, resulting in a photoelectron with higher
energy. This process is known as above threshold ionisation (ATI), and was
ﬁrst observed in [53] in Xe. The order of the nonlinearity for ATI is (s+ n)
where s is the number of additional photons absorbed [52]. ATI produces
photoelectron spectra consisting of a number of peaks spaced by the photon
energy [54].
If the laser ﬁeld is suﬃciently intense, the Coulomb potential of the atom
can become distorted, forming a barrier as shown in ﬁgure 2.11 (b). The atom
can then ionise via quantum mechanical tunneling of the electron wavepacket
through the lowered barrier. Over-the barrier ionisation (OTBI) can occur
if the laser ﬁeld suppresses the barrier to below the ground state potential,
so that the electron is able to escape without tunneling [55].
The dominant ionisation mechanism depends on the intensity of the ﬁeld.
At moderate intensities ( 2 × 1014Wcm−2 for helium), ionisation typically
occurs via MPI and ATI. The transition intensity from this regime to tunnel
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Figure 2.11: Strong-ﬁeld ionisation mechanisms. (a) Electron is ionised by
a multiphoton process either with the minimum number of photons (MPI)
or more than the minimum number of photons (ATI). (b) Tunnel ionisation:
the Coulomb potential (grey curve) is distorted by a laser potential (red) to
the extent that the bound electron has a probability of tunneling through
the barrier. (c) OTBI: the Coulomb potential is distorted to the extent that
there is no barrier, and the electron can ionise.
ionisation is predicted by the Keldysh parameter [56],
γK =
√
IP
2UP
(2.32)
where IP is the ionisation potential of the species, and UP is the ponderomot-
ive energy of an electron in the laser ﬁeld, given by [55]
UP =
e2E2
4meω2L
UP (eV) = 9.33× 10−14Iλ2. (2.33)
Here, e is the electronic charge, me is the electronic mass, E is the laser
electric ﬁeld, ωL is the angular frequency of the laser ﬁeld, I is the intensity
in W cm−2, and λ is the laser wavelength in m. Physically, γK is the ratio
between the laser frequency and the tunneling frequency (the inverse of the
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time taken for an electron to tunnel through the barrier). Typically when
γK<1 tunneling is the dominant ionisation mechanism, while ATI and MPI
dominate for γK>1.
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Figure 2.12: (a) Calculated ADK ionisation rate of helium as a function of
intensity, for an 800 nm ﬁeld. (b) Calculated ionisation rate (black curve)
and ion yield (blue curve) produced in helium by a 4 fs, 800 nm laser pulse
with a peak intensity of 1015Wcm−2. The electric ﬁeld of the laser pulse is
also shown as an overlay (red curve).
The rate at which tunnel ionisation proceeds has been predicted by the
Ammosov-Delone-Krainov (ADK) theory [57], as
W (t) = ΩP |Cn∗ |2
(
4ΩP
ωt
)2n∗−1
exp
(
−4ΩP
3ωt
)
, (2.34)
where
ΩP =
IP

, ωt =
e|E(t)|√
2meIP
, n∗ = Z
(
IH
IP
)1/2
, (2.35)
|Cn∗ |2 = 2
2n∗
n∗Γ(n∗ + l∗ + 1)Γ(n∗ − l∗) , (2.36)
E(t) is the laser electric ﬁeld, Z is the ﬁnal charge state of the ion, IP is the
ionisation potential of the atom, IH = 13.6 eV is the ionisation potential of
hydrogen, Γ(x) is the gamma function, l∗ = n∗ − 1 is an eﬀective quantum
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number, and me and e are the electronic mass and charge, respectively. The
ADK ionisation rate for helium is shown in ﬁgure 2.12 (a). The ionisation rate
is strongly nonlinear with intensity due to the exponential dependence of the
tunneling probability on the barrier width, as indicated by the exponential
in equation 2.34.
The ADK rate can be used to calculate the density of free electrons as a
function of time during a laser pulse [47],
ρe(t) = ρ0
[
1− exp
(
−
∫ t
−∞
W (t′) dt′
)]
, (2.37)
where ρ0 is the initial gas density. The ion total ion yield, ζ(t) = ρe(t)/ρ0,
produced by a 4 fs, 800 nm laser pulse, with a peak intensity of 1015Wcm−2,
is plotted in ﬁgure 2.12 (b) for He. Also shown is the ionisation rate as a
function of time. Because of the strong nonlinearity of tunnel ionisation with
intensity, photoelectrons are predominantly released in sub-cycle duration
bursts close to peaks in the electric ﬁeld.
2.4.2 High-harmonic generation
High-harmonic generation (HHG) is a strong-ﬁeld process whereby a plateau
of high-order odd harmonics of a strong laser ﬁeld are generated through
its non-perturbative nonlinear interaction with a medium [58]. In the time-
domain, it turns out that for multi-cycle drive pulses these harmonics form
a train of pulses with durations in the attosecond regime [1, 59]. Electron
dynamics in matter typically evolve on similar timescales of hundreds of
attoseconds. As a consequence, high-order harmonic emission has become
a widespread tool in attosecond physics for performing time-domain studies
of electronic motion. Indeed, the attosecond pump-probe studies presented
in this thesis were performed using isolated attosecond pulses from HHG. In
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this section, I will examine the physics governing HHG.
The Three-Step Model
In 1992, Krause et al. [60] showed that the main features of experimentally
observed HHG spectra, namely a rapidly decaying region of low-order har-
monics, followed by a plateau of high-harmonics up to a certain “cut-oﬀ”
energy, could be explained using a quantum mechanical model. The position
of the cut-oﬀ was empirically determined as Emax ≈ IP +3UP [60], where 3UP
corresponds to the maximum cycle-averaged kinetic energy of an electron in
the laser ﬁeld. Furthermore, the calculated dependence of the plateau in-
tensity on the laser intensity implicated the role of tunnel ionisation in the
HHG process.
Soon afterwards, HHG was explained within the framework of a semi-
classical three-step model by P. B. Corkum [61], a model which also has
a fully quantum-mechnical counterpart [62]. The semi-classical three-step
model considers the interaction within a quasi-static approximation, in which
the laser electric ﬁeld is treated as being slowly varying. The eﬀect of the
Coulomb potential on an electron liberated from its parent ion can be neg-
lected for large UP below the ionisation saturation intensity [62].
In the ﬁrst step of the model, tunnel ionisation proceeds according to the
ADK rate. The electron, assumed to appear at the position of the ion with
zero initial velocity, is then accelerated classically in the laser ﬁeld during
the second step. For a linearly polarised laser ﬁeld E(t) = E0 sinωLt, the
position and velocity, respectively, of an electron at time t are
x(t) = − eE0
meω20
(sinω0t− sinω0t0 − ωL(t− t0)cosωLt0) , (2.38)
v(t) = − eE0
meω0
(cosω0t− cosω0t0) (2.39)
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Figure 2.13: Calculated trajectories of electrons released during the ﬁrst
half-cycle of the ﬁeld. The colour map shows the recollision energies in units
of the ponderomotive energy while trajectories that do not turn to the parent
ion are displayed in grey. The electric ﬁeld of the laser, assumed to have a
constant amplitude, is also plotted (solid black curve).
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where t0 is the time at which the electron is released. The electron motion
corresponds in the quantum mechanical picture to an electron wavepacket
moving through the continuum of free electron states dressed by the laser
ﬁeld. During its excursion in the ﬁeld, the electron wavepacket spreads spa-
tially in the transverse direction [61].
The classical electron trajectory x(t) is plotted in Fig.2.13 for a number of
release times. Electrons released between the peak of the electric ﬁeld and its
subsequent zero-crossing re-encounter the ion. The continuum electron wave-
packet can then recombine with the ground state part of the wavefunction,
and emit its energy as short wavelength radiation [61, 62].
There are several important points to note from the classical trajectories
shown in ﬁgure 2.13. Firstly, each recollision energy can be produced by
two trajectories: one long, and one short. Classical energy considerations
retrieve the HHG cut-oﬀ energy of Emax ≈ IP + 3.17UP , in agreement with
the ﬁndings of Krause et al. [60]. Finally, it is apparent from ﬁgure 2.13 that
the short trajectory recollisions are positively chirped in energy, while the
long trajectory recollisions are negatively chirped. This property is termed
the “atto-chirp”.
The three-step process happens once every half-cycle of the laser ﬁeld,
and consequently a burst of harmonics is emitted every half-period. In the
spectral domain, this corresponds to a frequency comb at odd-order har-
monics of the laser ﬁeld, explaining the observed structure of HHG spectra.
The sub-cycle spread of the recollision times implies that XUV pulses with
sub-cycle duration can be emitted.
2.4 Strong-ﬁeld physics 51
Phasematching HHG
Phase-matching of the high-harmonics is critical to their eﬃcient generation
in a macroscopic target [59, 63, 64]. The wavevector mis-match in the HHG
process is given by [63, 64]
ΔkHHG = kq − |kdip − q(kfocus + k1)| , (2.40)
where q is the harmonic order and ω is the laser frequency. The ﬁrst term
represents the wavevector of a propagating harmonic. The second term,
kdip ≈ ∇(−αjUP/ω), is intrinsic to the HHG process and is associated with
the phase acquired by the electron wavepacket continuum [64]. Here, αj is a
constant that depends on the harmonic energy, and trajectory type (long or
short). Clearly, kdip is negative before the focus, where the gradient of the
intensity is positive, and is positive after the focus where the gradient of the
intensity is negative.
There is a negative phase shift, known as the Gouy shift, as a Gaussian
beam propagates through its focus. On axis, the magnitude of this phase shift
is −π. As a result of the Gouy phase, equation 2.40 contains a contribution
kfocus which is negative for all z. As a result, HHG can typically be well phase
matched by placing a gas target after the focus, to balance the contribution
from the Gouy phase with kdip [64]. In practice there are also contributions
to the HHG wavevector mis-match resulting from the dispersion of the target,
and of free electrons induced in the target. These eﬀects are dynamical and
cannot therefore be fully described in a phase-mismatch equation such as
equation 2.40. A full description of phase matching, including neutral and
free-electron dispersion, is given in [64].
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Isolated attosecond pulse generation
With reference to the electron trajectories in HHG presented earlier in ﬁgure
2.13, it is evident that in the single-atom picture, each high-harmonic (apart
from the cut-oﬀ) corresponds to two pulses in time. One of these pulses
is emitted by the short trajectory, while the other is emitted by the long
trajectory. Individually, each type of trajectory has the potential to emit a
train of attosecond pulses spaced by half the laser period, based on the phase
relationship between the harmonic orders [59]. The short trajectories have
lower divergence and are more straightforward to phase-match [64], and are
therefore the most useful for experiments. Preferential phase matching of the
short trajectories is typically achieved by placing the target a few mm after
the laser focus [59]. Because of the larger divergence of the long trajectories,
they can be removed from the beam by inserting an aperture down-stream
of the HHG gas target [64]. It was experimentally conﬁrmed in [1] that HHG
can produce a train of attosecond pulses in the time domain.
For attosecond pump-probe studies, an isolated attosecond pulse, rather
than a pulse train, is highly desirable. Several methods are available for gen-
erating a single isolated attosecond pulse. One of these methods is amplitude
gating [2, 36, 65, 66], where the highest energy emission from HHG is con-
ﬁned to a single half-cycle of the laser ﬁeld by ensuring that this half-cycle is
signiﬁcantly more intense than all the others in the pulse. Stabilisation of the
CEP is crucial to this approach, since the peak of the carrier wave must coin-
cide with the peak of the pulse envelope to produce an isolated pulse [26, 28].
A signature of the the generation of an isolated pulse is the formation of a
continuum at the cutoﬀ of the HHG spectrum [26]. The continuum harmon-
ics, and therefore the isolated attosecond pulse, can be selected spectrally to
produce an isolated attosecond pulse.
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Isolated attosecond pulse generation through amplitude gating was ﬁrst
demonstrated in [2], where the continuum high-order harmonics generated
by 7 fs pulses in neon were spectrally selected using a MoSi multilayer mirror
centred at ∼90 eV to produce an isolated pulse with (650± 150) as duration.
Extremely short pulses of 80 as have been generated using amplitude gating
[36]. The work presented in this thesis follows the amplitude gating approach
for isolated attosecond pulse generation.
Isolated attosecond pulses can alternatively be generated using a tech-
nique known as polarisation gating [67–69]. This technique utilises the fact
that an electron tunnel ionised from an atom in an elliptically polarised ﬁeld
does not return to the parent ion to emit high-order harmonics [67]. By
generating a pulse with a time-dependent ellipticity, but with a single lin-
early polarised half-cycle at the pulse centre, the harmonic emission can be
conﬁned to an isolated attosecond pulse. Polarisation gating can also pro-
duce very broadband attosecond pulses, with a single-cycle duration of 130 as
demonstrated in [69]. Two techniques closely related to polarisation gating
are double optical gating (DOG) [70] and generalised-DOG (GDOG) [71].
The DOG technique has produced a record minimum pulse duration of 67 as
[72], while GDOG has been used to produce isolated attosecond pulses from
multi-cycle ﬁelds [71].
Another technique, ionisation gating, uses an intense pulse to strongly
ionise the medium in which HHG is taking place [73]. The ionisation destroys
the phase matching, conﬁning the HHG to a single half-cycle at the leading
edge of the pulse. This method has been able to produce nJ-level isolated
attosecond pulses at 30 eV [74].
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2.4.3 Attosecond streaking
When an attosecond photoelectron wavepacket is emitted by an extreme ul-
traviolet (XUV) pulse in the presence of a strong laser ﬁeld, the electrons are
accelerated within the ﬁeld. This process, known as attosecond streaking,
can imprint sub-cycle timing information onto the photoelectron spectrum
as a consequence of the well-deﬁned relationship between the ﬁnal photo-
electron momentum and the instantaneous vector potential at the time of
photoemission. It is well-established that this technique can be used to char-
acterise attosecond pulses [2, 36, 66, 69, 75–78]. Furthermore, electron dy-
namics within atoms, including Auger emission [3, 79], tunneling dynamics
[4], and time-delayed photoemission between diﬀerent atomic states [6], can
be resolved with attosecond precision.
Let us examine the process of attosecond streaking, following the ap-
proach of [76]. If a photoelectron is liberated from an atom with ionisation
potential IP , by a high energy photon (ωX  IP ) in the presence of a low-
frequency laser ﬁeld (ωL	UP , where UP is the ponderomotive energy), its
subsequent motion in the ﬁeld can be treated classically. The force on the
electron is given by F (t) = mea(t) = eE(t), which can be integrated with
respect to time to give the time-varying velocity of the electron,
v(t) = − e
me
A(t) +
[
v0 +
e
me
A(ti)
]
. (2.41)
Here, the relation E(t) = −∂A(t)/∂t between the laser electric ﬁeld E(t)
and the vector potential A(t) has been used, and v0 denotes the velocity at
initial time ti. According to equation (2.41), the ﬁnal photoelectron velocity
distribution is shifted by δv = eA(ti)/me.
If the target is observed along the direction of the laser polarisation, the
energy shift of the photoelectrons as a function of the time delay between
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Figure 2.14: Schematic of streaking for θ = 0 ◦ observation angle. Red
curve: streaking vector potential; purple curve: XUV pulse; Δt: time delay
between XUV and streaking ﬁeld; D: photoelectron spectrometer. The plot
in the top left shows the photoelectron spectrum as a function of Δt.
the pulses will follow the vector potential of the streaking ﬁeld, and is given
by [76]
K = Ei + 2UP sin2φi ±
√
8EiUP sinφi (2.42)
where φi is the phase of the laser ﬁeld at the time of ionisation, Ei is the
initial energy of the electron and we have assumed a linearly polarised laser
ﬁeld. The spectrum is also broadened according to
ΔE =
[(∣∣∣∣∂K∂φi
∣∣∣∣ωLτX
)2
+
(∣∣∣∣∂K∂Ei
∣∣∣∣Δ(ωX)
)2]1/2
where τX and Δ(ωX) are the duration and bandwidth of the XUV pulse.
A schematic of a typical streaking apparatus is shown in ﬁgure 2.14 (b).
The XUV pulse photoemits an electron wavepacket from a sample, which is
shifted in energy by an amount given by equation 2.42. The photoelectron
spectrum, measured as a function of the time delay, Δt, between the XUV
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pulse and the streaking ﬁeld, displays modulations that follow the vector
potential of the laser ﬁeld.
Taking the full temporal properties of the XUV pulse into account, the
streaking trace is given by [77]
S(ω,Δt) =
∣∣∣∣
∫ ∞
−∞
dt eiφL(t) dp(t)EX(t−Δt) ei(K+IP )t
∣∣∣∣
2
, (2.43)
where EX(t) is the XUV electric ﬁeld, dp is the dipole transition matrix
element between the ground and continuum states, p(t) = v + A(t) is the
instantaneous momentum of the photoemitted electron, and
φL(t) = −
∫ ∞
t
dt′
(
v · A(t′) +A2(t′)/2) . (2.44)
Equation 2.43 can be viewed as a frequency-resolved optical gating (FROG)
[80] trace with the laser ﬁeld acting as a pure phase gate G(t) = eiφL(t) on
the photoelectron wavepacket dp(t)EX(t) [77]. The inversion of the streaking
trace to retrieve the XUV pulse, known as FROG for complete reconstruction
of attosecond bursts (FROG-CRAB) [77], can be perfomed using an iterat-
ive algorithm, for example the pricipal component generalised projections
algorithm (PCGPA) [81, 82] developed for the inversion of standard FROG
traces.
2.5 Nanoplasmonics
When light interacts with a metal surface it can induce a collective oscillation
of the conduction electrons in the metal. These excitations are known as sur-
face plasmons. A key motivation for the solid-state streaking measurements
presented later in this thesis was to use the setup to make a full temporal
characterisation of surface plasmons. In this section the physics of plasmons
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is outlined, and the overlap between nanoplasmonics and ultrafast physics is
discussed.
2.5.1 Surface plasmon polaritons
Surface plasmon polaritons (SPPs) are propagating electromagnetic waves
conﬁned to the interface between a metal and a dielectric. The form of these
waves can be found by solving Maxwell’s wave equation at the interface [83].
The allowed modes of the SPP are transverse-magnetic ﬁelds, and have a
wavevector given by [83]
β = k
√
12
1 + 2
(2.45)
where k = ω/c is the free-space wave vector of the electromagnetic wave, and
1,2 are the dielectric functions of the metal and the dielectric, respectively.
The optical properties of the metal can be described by the Drude model,
1(ω) = ∞ −
ω2p
ω2 + iγω
(2.46)
where for gold ∞ = 9.0685, γ = 1.15× 1014 rad s−1 is the damping collision
frequency, and ωp = 1.35 × 1016 rad s−1 is the plasma frequency [84]. This
description provides a good approximation to the experimentally measured
dielectric function of gold in [85] for energies up to ∼ 2 eV, above which
interband transitions can occur.
The electric ﬁeld of an SPP decays exponentially in the direction per-
pendicular to the surface, with a characteristic conﬁnement length which is
given by Lc =
∣∣(β2 − 2 (ω/c)2 )−1/2∣∣. Damping within the metal limits the
propagation distance of the SPP to Lp = (2 Im β)
−1, which decreases as the
degree of ﬁeld conﬁnement decreases due to increased damping [83]. Figure
2.15 shows the conﬁnement and propagation lengths for SPPs excited at a
gold/vacuum interface. Across the visible to near-infrared the conﬁnement
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length is on the order of hundreds of nm, while the propagation length is
tens of microns. For 800 nm radiation, Lc ≈ 600 nm and Lp ≈ 40  m.
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Figure 2.15: (a) Conﬁnement length Lc and (b) propagation length Lp of
SPPs excited on gold.
In general, the wavevector β of the SPP is larger than the projection along
the surface of the wavevector in the dielectric. SPPs can only therefore be
excited by compensating for this wavevector mismatch, for example by using
prism coupling or by modulating the surface to phase match the incident wave
with the surface plasmon. Using grating coupling, the wavevector mismatch
between the SPP and the excitation ﬁeld is given by [83]
ΔkSPP = β − k|| ± 2mπ
l
, (2.47)
where k|| = k sin θ is the wavevector of the incident beam projected along
the grating surface, θ is the incidence angle onto the grating, l is the line
spacing of the grating, and m = (1, 2, 3 . . .). Perfect phase matching, and
therefore eﬃcient excitation of an SPP on a grating, occurs when ΔkSPP = 0.
Figure 2.16 shows the spectral intensity of radiation from a tungsten lamp,
reﬂected into the zero order of a 300 linemm−1 Au grating, as a function of
k||l/π (measured by C. Brahms and T. Witting, Imperial College London).
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Figure 2.16: Experimentally measured spectrum of zero-order diﬀracted
beam from 300 linemm−1 Au grating, as a function of k||l/π. Minima in
ΔkSPP as predicted by equation 2.47 are shown as white curves. Minima
in the diﬀracted intensity are observed close to these curves, indicating the
excitation of SPPs on the grating. Courtesy of C. Brahms and T. Witting
(Imperial College London).
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Intensity minima corresponding to SPP excitation are clearly observed close
to minima in ΔkSPP.
Using specially designed structures, SPPs can be channeled into small
volumes, leading to concentrated electric ﬁelds. For example, waveguides
with lengths equal to a half-integer multiple of the SPP wavelength act as
resonators for SPPs. If the resonator is separated into two parts by a small
gap, large ﬁelds are produced within the gap due to charge build up at the
edges of the resonator [86]. Calculations show that propagation of SPPs
towards the apex of a tapered waveguide concentrates the energy of the SPP
close to the tip, resulting in a ﬁeld enhancement of more than 103 [87].
2.5.2 Localised surface plasmons
The interaction of electromagnetic waves with metal nanostructures can also
lead to localised resonant electric ﬁeld enhancements. Following the approach
of [83], the origin of these so called localised surface plasmons can be seen
by considering the case of a metal nanosphere in an oscillating electromag-
netic ﬁeld. Provided the nanoparticle has a diameter d	λ, where λ is the
wavelength of the electromagnetic ﬁeld, the quasi-static approximation can
be applied, in which the ﬁeld is treated as uniform across the sphere. The
familiar solution of the Laplace equation outside the sphere is then
φout = −E.r + p . r
4π01r3
, (2.48)
p = 4π01a
3 1 − 2
1 + 22
E (2.49)
for a sphere centred at the origin, where E is the applied electric ﬁeld, r
is the position vector, 1,2 are the dielectric functions inside and outside the
sphere, respectively, p is the dipole moment, a is the radius of the sphere,
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and r = |r|. From Eq. (2.49), the polarisability of the sphere is
α = 4πa3
1 − 2
1 + 22
, (2.50)
while the electric ﬁeld outside the sphere is given by
Eout = E +
3rˆ(rˆ . p)− p
4π02r3
, (2.51)
where rˆ is a unit vector in the direction of point r.
Two important points are revealed by this analysis. Firstly, equation 2.50
indicates that there is a resonant enhancement in the polarisibility when
|1 + 22| is at a minimum. When an incident ﬁeld hits this resonance, a
collective oscillation of the conduction electrons in the metal, in other words
an LSP, will be eﬃciently excited. The normalised polarisibility |α|/4πa3 of
an isolated gold nanosphere is shown in ﬁgure 2.17 (a). A clear resonance
peak is seen at 460 nm, the spectral position of which is determined only by
the dieletric functions 1 and 2 within the above model.
Secondly, the dipole induced in the nanosphere concentrates the electric
ﬁeld near the surface of the sphere. This eﬀect is illustrated in ﬁgure 2.18,
which shows the electric ﬁeld distribution outside a 80 nm diameter gold
nanosphere when a 790 nm electric ﬁeld is applied. The ﬁeld enhancement
factor (in comparison to the incident ﬁeld streangth) reaches a maximum
of 3.2 at the tips of the dipole. This ﬁeld enhancement would correspond
to a factor of ∼ 10 enhancement in the intensity. Clearly, the largest ﬁeld
enhancement will be achieved when the incident ﬁeld hits the LSP resonance.
While the analysis above successfully describes the main features of LSPs,
it does not constitute a quantitative analysis, which would require the vari-
ation in the electric ﬁeld across the nanoparticle, and radiation damping,
to be taken into account. This is beyond the scope of this thesis, but can
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Figure 2.17: (a) Normalised polarisability of an isolated gold nanosphere
versus the wavelength of the incident ﬁeld, as predicted by equation 2.50.
In this model, the spectral position of the LSP resonance, seen as a peak at
460 nm, depends only on the dielectric functions of the gold, and its envir-
onment. (b) Experimental dark-ﬁeld spectrum of a 50 nm gold nanosphere
on a silicon substrate, courtesy of Y. Sonnefraud and B. Buades (Imperial
College London). The peak at 660 nm is indicative of an LSP resonance at
this wavelength.
be done using the Mie theory [83]. This theory predicts a pronounced LSP
resonance is at ∼ 530 nm wavelength for 48 nm gold spheres [88], with the
resonance getting weaker (due to radiation damping), and red-shifting (due
to changes in the restoring forces) towards larger particle sizes [83].
The oscillating dipole in the nanoparticle, excited by the incident ﬁeld,
re-radiates light. This radiation can be detected to determine the reson-
ance wavelength. Figure 2.17 (b) shows the experimental spectrum of light
scattered by a 50 nm gold nanoparticle on a silicon substrate, with an LSP
resonance at 660 nm. The signiﬁcant red-shift compared to the resonance
wavelength predicted by the Mie theory is caused by the presence of the sil-
icon substrate. The sensitivity of the LSP resonance of a nanoparticle to its
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Figure 2.18: Electric ﬁeld enhancement produced by a 80 nm diameter gold
nanosphere in a 790 nm wavelength electric ﬁeld, calculated numerically by
the author by taking the gradient of equation 2.48. The maximum ﬁeld
enhancement at the gold surface is 3.2. The arrows indicate the direction of
the electric ﬁeld vector.
environment is encompassed in the 2 dependence of the polarisibility.
The shape of nanoparticles also determines the position of their resonance.
For example, the resonant wavelength depends on the ratio between the semi-
axes in ellipsoidal nanoparticles [83]. If a nanoparticle is elongated along
one semi-axis, the resonance along that axis will be red shifted, and thus
the LSP resonances of gold nanoparticles can be tuned to the near-infrared
through the particle shape [83]. This property makes gold nanoparticles ideal
candidates for ultrafast experiments using Ti:sapphire laser systems.
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Figure 2.19: Near-ﬁeld intensity enhancement produced by gold nanoanten-
nas excited by 830 nm radiation. (a) Single antenna. The position of the
antenna is indicated by the orange box, and the length of the scale bar is
200 nm. (b) Two resonant nanoantennas with 110 nm length, 40 nm width,
and with a 30 nm feed-gap between them. A maximum intensity enhance-
ment factor of 200 is achieved in the feed-gap. (c) Two oﬀ-resonance nanoan-
tennas. The intensity enhancements in (a) and (c) have been multiplied by
a factor of 10. Figure taken from [86]. Reprinted with permission from The
American Association for the Advancement of Science. Copyright   2005.
When two nanoparticles are placed a distance d 	 λ from each other,
interference between the near-ﬁelds suppresses radiation to the far-ﬁeld and
strongly concentrates the ﬁeld into the gap between the particles [83]. The
resonance is also red-shifted compared to an isolated nanoparticle, since the
eﬀective length of the antenna is increased. Very high intensity enhancements
are possible from this strong localisation of the electric ﬁeld into a nanoan-
tenna feed-gap. Figure 2.19 shows that an intensity enhancement factor of
200 is possible for a excited on-resonance at 830 nm [86].
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2.5.3 Ultrafast nanoplasmonics
In the previous two sections it has been shown that optical ﬁelds can be con-
ﬁned into nano-scale volumes by plasmonic interactions with metal objects,
resulting in large intensity enhancements. This property has sparked signiﬁc-
ant interest in the application of plasmonics within ultrafast and strong-ﬁeld
physics, initiated by a study on HHG in nanoplasmonic ﬁelds published in
2008 [89].
In this study, low energy (1.3 nJ) laser pulses at an 75MHz repetition rate
were focused onto bow-tie shaped nanoantennas, resulting in a peak intensity
enhancement of 2.5 × 104. Ultraviolet emission was detected, which was
thought to be from HHG occurring within argon, which ﬁlled the intensity
enhancement region. Such a source of coherent ultraviolet photons could
have a signiﬁcant impact on compact lithography and imaging technologies,
and the ability to utilise plasmonic ﬁeld enhancements in such a way would
open the door to ultrafast physics at unprecedented MHz repetition rates.
However, the experimental ﬁndings of this paper are now rather contro-
versial. Subsequent experiments have suggested that the observed ultraviolet
emission may be attributable to incoherent atomic line emission rather than
HHG [90, 91], with other studies suggesting that the nanoscopic interaction
volumes in such samples are unfavourable for the coherent build up of high-
harmonics [92]. The possibility of HHG at high repetition rates in plasmonic
ﬁelds remains an open question, and is currently being explored further by a
number of experimental and theoretical projects [93–98].
Many other interesting applications exist at the interface between nano-
plasmonics and ultrafast/strong-ﬁeld physics. For instance the high intensity
enhancements, but extremely small volumes of localised surface plasmons can
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grant access to interesting new regimes of strong ﬁeld physics, where elec-
trons can make excursions larger than the length-scale of the strong-ﬁeld
[20]. It has recently been shown that emission, acceleration and scattering
processes of sub-cycle photoelectron wavepackets in plasmonically enhanced
strong-ﬁelds can be controlled through the carrier-envelope phase [18, 19].
This type of control could eventually play an important role in ultrafast
opto-electronic technologies.
An understanding of the precise temporal structure of plasmons will be
key to tailoring a system’s plasmonic response for applications in ultrafast
physics and technology. Previous time-domain studies on SPPs include meas-
urements of few-cycle SPP durations via interferometric autocorrelation [99],
propagation times of SPPs across nanowires via spectral interferometry [100].
FROG-based techniques, have been used to study LSP dephasing times in
nano-antennas [101] and the plasmonic response fuction of a nanotip [102].
Attosecond streaking has the advantage of providing direct access to local
near ﬁelds in the vicinity of plasmonic nanostructures, and furthermore yields
the full electric ﬁeld including the CEP. This is the main technique considered
for temporal characterisation of plasmons in this thesis.
Numerous theoretical studies indicate that streaking has the ability to
fully temporally characterise surface plasmons [17, 21, 103–105]. In [17],
attosecond streaking on a rough metal surface is considered, where the surface
roughness leads to the formation of LSPs with a spatial localisation on the
order of 1 nm. Under these conditions, an electron photoemitted by the
attosecond XUV pulse escapes the ﬁeld in a time much shorter than the laser
period. The result is that the electron gets an energy ‘kick’ δE = eVi from
the instantaneous electrostatic potential Vi. Figure 2.20 shows the simulated
electric ﬁeld of an LSP on a rough silver surface, from [17]. The surface
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used for the calculations was constructed from 4 × 4 × 4 nm silver cubes
placed randomly on a plane, with a ﬁll factor of 0.5 [17]. Compared to the
incident ﬁeld, the LSP is signiﬁcantly more structured, and is longer than
the incident pulse. There is also a substructure which persists for hundreds
of femtoseconds after the main LSP pulse.
Figure 2.20: Simulation of LSPs on a rough metal surface. (a) Incident
ﬁeld; (b) LSP ﬁeld. Reprinted with permission from Macmillan Publishers
Ltd: Nature Photonics [17]. Copyright   2007.
Characterisation of plasmons temporally as well as spatially, by using a
photoelectron emission microscope (PEEM), is explored in [17]. While this
is an interesting prospect for the future, its realisation is currently hindered
by low photoelectron count-rates [106].
LSPs excited in nanoantennas are expected to have similar dimensions to
the feed-gap, which is typically tens of nm in size for gold antennas designed
for resonance at 800 nm. Streaking of LSPs in such structures would therefore
be in an intermediate regime [21] between the instantaneous regime in [17]
and the more standard oscillatory regime of streaking in [76]. Simulations of
attosecond streaking measurements in gold nanoanennas demonstrate that
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attosecond streaking can, in principle, be used to fully temporally character-
ise the LSP [21].
2.6 Attosecond-resolved photoelectron spectro-
scopy on surfaces
A prerequisite for fully characterising surface plasmons using attosecond
streaking is the ability to perform streaking measurements on solid state
samples. In this section I will discuss concepts important to attosecond
streaking measurements on surfaces.
2.6.1 Photoemission from surfaces
Electrons are photoemitted from a surface through Einstein’s photoelectric
eﬀect, where the energy of photoemitted electron is
E = ω −Wf , (2.52)
where ω is the energy of the incident photon. Here, photoemission occurs
only if the photon energy is greater than the workfunction of the surface.
The electrons in a solid have a bandstructure of states produced by the
periodicity of the potential. Photoemission maps this bandstructure onto
the ﬁnal photoelectron energy spectrum, allowing the electronic states to be
probed.
With suﬃcient incident intensities, photoelectrons can be released through
mechanisms akin to MPI and ATI. These processes are described by the gen-
eralised photoelectric eﬀect; the energy of the photoelectron released through
the absorption of n photons is given by [107, 108]
En = nωL −Wf , (2.53)
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where Φ is the work function of the surface. Two-photon photoemission, and
above threshold photoemission (ATP) through three-photon absorption have
been observed in Ag(100) (Wf = 4.64 eV) using photon energies in the range
3.06−3.14 eV [107], at intensities of 6×107Wcm−2. At incident intensities of
∼ 1012Wcm−2, photoemission consistent with a tunneling process has been
observed from silver, due to a 20-fold ﬁeld enhancement caused by surface
roughness [99].
2.6.2 Inelastic mean-free path
As photoelectrons travel through a solid, they can be inelastically scattered
through their interaction with other electrons in the solid. An electron travel-
ling a distance x has a probability e−x/ of being scattered, where the average
distance travelled before scattering, , is termed the inelastic mean-free path.
Peaks in photoelectron spectra from unscattered electrons are predominantly
from regions of the solid within one mean-free path of the surface.
Electrons photoemitted further than one mean-free path from the surface
have a high probability of being inelastically scattered on their way out of the
solid. The energy transfer leads to the photoemission of secondary electrons.
Secondary electron that leave the solid are detected as a long tail in the
photoelectron spectrum at energies lower than the un-scattered feature. This
secondary electron background can be larger in attosecond spectroscopy than
in conventional photoelectron spectroscopy as a consequence of the large
spectral bandwidth of the attosecond pulses [109].
The mean-free paths in gold and tungsten are shown as a function of the
electron energy in ﬁgure 2.21. Isolated attosecond pulses at ∼90 eV photon
energy are surface sensitive, because at this energy the mean-free path in
these materials (and in solids in general [110]) is in the angstrom range (on
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the same order as the inter-atomic spacing).
Figure 2.21: Experimental (data points) and theoretical (curves) inelastic
mean-free paths of photoelectrons in (a) gold and (b) tungsten, taken from
[111]. Reprinted with permission. Copyright 2005 John Wiley & Sons,
Ltd.
While mean-free paths have been extensively studied for elementary solids
[111, 112], at the electron energies relevant to streaking large uncertainties
exist in predicted mean-free paths [112]. The mean-free path is sensitive to
material composition (including surface contamination) and the roughness of
the sample surface [113], and thus depends on the precise composition and
morphology of a particular sample.
2.6.3 Ultra-high vacuum conditions and surface prepara-
tion
The incredibly short photoelectron mean-free path in solids implies that a
relatively thin layer of surface contamination can result in only this contam-
ination layer being probed by XUV photons. The arrival rate of gas particles
with number density np onto a surface (in cm
−2 s−1) is given by the kinetic
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theory of gases as [114]
r = 2.63× 1022 p√
TKM
(2.54)
where p is the pressure in mbar, TK is the temperature in K, and M is the
molecular weight. If all incident molecules are assumed to stick to the surface,
equation 2.54 implies that a surface would be covered with an N2 monolayer
within 3 ns at room temperature and pressure† . At 10−9mbar this would
take approximately 1 hour, which is a realistic timescale for performing an
attosecond experiment.
All gas particles sticking to the surface is a worst-case scenario assump-
tion. The surface of unreactive materials such as gold might be expected to
remain clean for much longer. However, the necessity of UHV conditions for
the storage of solid state samples for photoelectron studies is clear.
A number of special in-situ surface preparation techniques exist to pro-
duce a highly clean surface within the UHV experimental system. A com-
monly used technique is sputtering, where high energy (typically 1 – 2 keV)
noble gas (usually Ar) ions are used to bombard a surface. This mechan-
ically removes surface atoms, including contamination layers. The sample
must then be annealed to removed implanted Ar ions from the surface [114].
Some samples can be cleaved in-situ, producing a clean surface along the
cleavage. This method is by no means applicable to all samples, and the
cleavages can often be imperfect [114]. Flashing to high temperatures just
below the melting point of the sample can remove some impurities bound
to the surface [114]. If the sample is heated within a reactive enviroment,
then surface contaminations can also be chemically removed. For instance,
W surfaces are often cleaned by heating them within an oxygen environment
to remove carbon impurities as CO [8, 114].
†assuming 1monolayer is equivalent to 1015 atoms cm−2
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These sample preparation techniques generally add a high degree of com-
plexity to photoeletron experiments, and have the drawback of being rather
destructive. Notably, they are incompatible with a number of sample types
that could be of interest from an attosecond physics perspective. It is well
known that both sputter cleaning and annealing cause substantial structural
changes on nanometre length scales (see [115–118], for example). Nano-
structured samples, or samples consisting of nanometre-scale thin ﬁlms, will
therefore have their morphologies signiﬁcantly altered by sputtering and an-
nealing. For example, one would expect the corners of nanoantennas to be
rounded-oﬀ by sputtering, potentially destroying carefully tailored plasmonic
resonances.
One of the aims of the experiments presented in this thesis was to test the
applicability of attosecond streaking without in-situ cleaning and its poten-
tially damaging eﬀects. If a sample is relatively unreactive, or if its precise
surface composition is unimportant to the physics being studied (e.g. if plas-
monic dynamics are being investigated) then it is feasible that the sample
could be prepared using a standard fabrication technique before being trans-
ferred into the experimental chamber under ambient conditions. In-situ pre-
paration is undoubtably essential for studies of the material properties of
highly reactive samples, and in this case the preparation might be simpliﬁed
by relaxing the requirements on crystal structure (using an in-situ evapora-
tion, for example).
2.6.4 Attosecond streaking on surfaces
Laser-assisted photoemission from a solid was ﬁrst demonstrated in [119],
where the cross-correlation between a 42 eV XUV pulse and a near-infrared
pulse was measured on a platinum surface.
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Building on this work, attosecond streaking was extended to the solid
state by Cavalieri et al. [8] where streaking was performed on the 4f and
valence band of single crystal W(110). By comparing the relative phases of
the streaking oscillations, the photoemission of 4f electrons was found to be
delayed in time by 110± 70 as relative to the valence band photoemission. It
should also be noted here that the error bar on the time delay in tungsten
has now been reduced thanks to improvements in the apparatus, resulting
in a new ﬁgure of 28 ± 14 as [10]. The earlier time-delay measurement is
thought to have been somewhat larger due to surface impurities.
Since the measurements of Cavalieri et al. [8], a number of diﬀering the-
ories attempted to explain the time-delay [120–125], leading to some contro-
versy in the interpretation. Magnesium, a simpler metal from a theoretical
perspective, was chosen by Neppl et al. [9] to explore the mechanisms of
time-delayed photoemission further. Attosecond streaking was performed on
Mg(0001), and it was found that the 2p core electrons were emitted sim-
ultaneously with the valence electrons, within the experimental error; the
measured delay was 5± 20as.
The observed core-valence time delay in Mg is consistent with a heuristic
model where the electrons were assumed to be emitted one mean-free path
below the surface, and propagate with velocities of cb =
√
2(Ephot −Wb)/me,
where Ephot is the XUV photon energy and Wb is the work function of the
initial electronic state. The time taken for a photoelectron emitted from
the solid to ‘appear’ in the streaking ﬁeld is then ∼ /cb. As  is energy
dependent, it is diﬀerent for diﬀerent electronic states.
Two recent theoretical investigations have provided more detailed de-
scriptions compatible with the delays observed in both tungsten and in mag-
nesium [126, 127]. The main competing physical mechanisms that lead to a
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Figure 2.22: Schematic of physical mechanisms leading to time-delayed pho-
toemission. (a) A valence band photoelectron is emitted from the surface and
appears instantaneously in the streaking ﬁeld. (b) A valence band electron
is emitted from the bulk, one mean-free path VB from the surface. (c) A
4f electron is emitted from the bulk, one mean-free path 4f from the sur-
face. Screening of the streaking ﬁeld occurs over some distance δ, which will
inﬂuence the apparent ‘appearance’ time of a photoelectron in the ﬁeld.
time-delay in photoemission are summarised in ﬁgure 2.22. Electrons in the
valence band of a solid can be photoemitted directly from the surface (mech-
anism (a) in ﬁgure 2.22), and can also be resonantly excited in the bulk
and then travel to the surface (mechanism (b) in ﬁgure 2.22), where they
can escape the solid [126]. In the former case, the photoelectron appears
instantaneously in the ﬁeld. In the latter case, photoelectrons must travel,
on average, one mean-free path to the surface, and will therefore appear in
the ﬁeld after some delay. The 4f states are intrinsically bulk, and must also
therefore be photoemitted with a delay, which will in general be diﬀerent
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to the photoemission delay of the bulk valence emission due to the diﬀerent
velocity and mean-free path. The overall time-delay between the valence and
4f band photoemission depends upon whether the valence band emission is
predominantly surface or bulk in origin [126]. Based on the experimentally
observed time delays, Borisov et al. [126] identify the valence photoemission
origins as surface in the case of W(110), and bulk in the case of Mg(0001).
This mechanism also highlights the importance of the precise mean-free
paths of the core and valence electrons. It was noted earlier that while
much work has been done to investigate the inelastic mean-free paths in
solids, they will be sensitive to the precise nature of the sample. In [9] the
mean free paths of the 2p and valence photoelectrons in Mg were determined
through a comparison of experimentally measured high-resolution photoelec-
tron spectra with a theoretical model for the attenuation of bulk and surface
photoemission.
Screening of the streaking ﬁeld over some distance δ from the surface of
the solid also plays an important role in determining the appearance time of
electrons photoemitted from the bulk into the streaking ﬁeld [127].Magnesium
is well described by a free-electron model, and screening is therefore thought
to occur rather abruptly at the surface [9]. In tungsten there is no consensus
on the screening depth. Importantly, as noted in [10], the precise physics of
screening is not yet well understood on the angstrom length scales relevant
to surface streaking.
Streaking can also occur within the ﬁeld reﬂected from the surface; the
overall streaking ﬁeld is, in fact, a superposition between the incident ﬁeld
and the reﬂected ﬁeld [10]. For the samples and incidence angles that will be
considered in this thesis, the phase shift of the reﬂected ﬁeld from the Fresnel
equations is suﬃciently small that the main eﬀect is an apparent shift of the
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CEP in the streaking trace compared to that of the incident pulse.
All solid state streaking measurements performed so far have focused on
single-crystal samples. With reference to the theory in [126] the band struc-
ture, and therefore the crystal structure, aﬀects the electron transport within
the solid, which in turn plays a key role in solid state streaking measurements.
An unanswered question is whether streaking remains possible in disordered
solids, which have more complex bandstructures. The work in this thesis
addresses this question, with the aim of extending attosecond spectroscopy
in condensed matter to a range of complex samples while also simplifying
sample preparation.
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Chapter 3
Study and optimisation of
high-energy, few-cycle laser pulse
generation
In this chapter I present the setup for few-cycle pulse generation used for
the experiments in this thesis. The system incorporates a Ti:sapphire CPA
system with a hollow-ﬁbre post compression stage. Investigations of the
energy throughput and CEP stability of the hollow-ﬁbre system were also
carried out.
3.1 Chirped pulse ampliﬁcation laser system
3.1.1 Laser front-end
The laser front-end is a commerical Ti:sapphire multipass, single-stage CPA
system (Femtopower HE CEP, Femtolasers GmbH). The laser produces CEP
stable 28 fs pulses, with 2.5mJ energy and a central wavelength of 800 nm,
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at a 1 kHz repetition rate. A schematic layout of the laser is shown in ﬁgure
3.1.
The oscillator (Femtosource, Femtolasers GmbH) is a Ti:sapphire Kerr-
lens modelocked system producing ∼10 fs, 5 nJ pulses at a 78MHz repetition
rate (400mW average power). It is pumped by a 4.4W frequency-doubled
Nd:YVO4 laser (Verdi, Coherent) with a wavelength of 532 nm. Disper-
sion of the oscillator cavity is controlled using two chirped mirrors (CM1,2),
and adjustable wedges (W). Fast adjustment of the optical path of the cav-
ity for CEP stabilisation is achieved by modulating the pump power using
an acousto-optic modulator (AOM). More details on CEP stabilisation are
provided in section 3.2.2.
The output of the oscillator is split evenly by a beamsplitter. One portion
is delivered to the f -to-2f fast loop interferometer, while the other part is sent
to the ampliﬁer. The latter passes through a Faraday isolator, and the pulses
are then stretched to ∼20 ps duration using a double pass through SF57 glass
blocks (total length of ∼ 40 cm). The stretched pulses then make 10 passes
through a Ti:sapphire ampliﬁer crystal. The crystal is pumped with 12mJ,
527 nm pulses at a 1 kHz repetition rate provided by a Q-switched, frequency-
doubled Nd:YLF laser (DM30, Photonics Industries). The ampliﬁer crystal
is peltier cooled to 170K, and is held in a vacuum chamber at ∼10−2mbar.
The ampliﬁer crystal and vacuum chamber windows are at Brewster’s angle
to minimise reﬂection losses for the seed beam. After the fourth pass of the
ampliﬁer, the seed repetition rate is reduced to 1 kHz by a Pockels cell. The
pulses then pass through an acousto-optic programmable dispersive ﬁlter
(AOPDF) (Dazzler, Fastlite) [128], which compensates for the third and
fourth order dispersion of the CPA system, as well as spectrally shaping the
pulses to reduce the eﬀect of gain-narrowing in the ampliﬁer. The spectral
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Figure 3.1: Schematic of CPA laser system. PL: oscillator pump laser;
AOM: acousto-optic modulator; X: oscillator crystal; S: focusing mirror on
translation stage; CM1, 2: intra-cavity chirped mirrors; W: glass wedges; F:
Faraday isolator; PD1: photodiode for triggering of pump laser, Pockels cell,
and Dazzler; A: ampliﬁer crystal chamber; PT: pump beam telescope; PF1, 2:
pump beam focusing and refocusing optics, respectively; SBF1, 2; seed beam
focusing mirrors; R1-3: retro-reﬂectors; PBS1, 2: polarising beamsplitters;
PC: Pockels cell; T: telescope for beam expansion after pass 8; BE1, 2: beam
expanding optics; PD2: photodiode; CR: retro-reﬂector for second pass of
compressor. Figure courtesy of D. Fabris.
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Figure 3.2: (a) Oscillator (dashed black) and CPA system (solid black)
output spectra. The spectrum after the CPA system is signiﬁcantly nar-
rower than that from the oscillator as a consequence of gain narrowing in the
ampliﬁer. (b) Power ﬂuctuations after CPA laser system, measured using a
photodiode and digital oscilloscope.
shaping results in a fourth order super-Gaussian output spectrum from the
CPA system, as shown in ﬁgure 3.2 (a). The Dazzler also provides ﬁne control
of the second order dispersion of the output pulses from the laser. After the
ﬁnal pass of the ampliﬁer the pulse energy is 3.2mJ, corresponding to an
overall gain of 1.3× 106.
The ampliﬁed pulses are compressed using a transmission grating com-
pressor. Beam pointing ﬂuctuations into the compressor of CPA systems
have been shown to couple into CEP ﬂuctuations [129]. The relatively small
stretching factor in the CPA system, and the use of transmission rather than
reﬂective gratings, permits the optical path in the compressor to be min-
imised, which reduces CEP ﬂuctuations from the compressor [130]. After
compression the pulse energy and duration are 2.5mJ and 28 fs, and the out-
put beam has a 1/e2 diameter of ∼ 15mm. The root-mean-squared (rms)
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pulse-to-pulse energy ﬂuctuations are 1%, as indicated by ﬁgure 3.2 (b). The
output pulse duration is longer than that of the seed pulses from the oscil-
lator as a consequence of gain narrowing in the ampliﬁer, illustrated by the
spectra at the oscillator and CPA laser output in ﬁgure 3.2.
3.1.2 CEP fast loop stabilisation
The CEP of the pulses from the oscillator changes from pulse to pulse because
the diﬀerence between the group and phase velocity in the cavity causes a
CEP slip on each round-trip of the cavity [131]. Furthermore, pulse energy
instabilities resulting in nonlinear refractive index ﬂuctuations, and centre
frequency instabilities, also translate into CEP ﬂuctuations [131]. The CEP
of the pulses from the oscillator are therefore actively stabilised, which is
achieved using f -to-2f interferometry and an active feedback loop [28].
The ‘fast-loop’ f -to-2f interferometer setup (XPS800, Menlo Systems) for
measuring the CEP slip of the oscillator pulses is shown in ﬁgure 3.3. The
pulses are spectrally broadened in a photonic crystal ﬁbre (PCF) to span
>1 octave. The infrared (around 1064 nm) and green (around 532 nm) com-
ponents are then separated using a dichroic mirror. The red component is
frequency-doubled in a periodically-poled potassium niobate (KNbO3) crys-
tal. The green component passes through two BK7 wedges which are used
to control the time-delay between the two arms of the interferometer. The
second harmonic and fundamental around 532 nm are then recombined us-
ing a polarising beamsplitter (PBS1). The relative power of the recombined
components is balanced using the half-wave plates in each interferometer arm
(HWP2, 3). A half-wave plate (HWP4) and polarising beamsplitter (PBS2)
then project the two components onto a single polarisation axis. The pulses
are dispersed by a grating (G), and the beat note frequency fbeat between
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Figure 3.3: Fast loop f -to-2f interferometer. HWP1-4: half-wave plates;
PCF: photonic crystal ﬁbre for spectral broadening; DM: dichroic mirror;
F: IR ﬁlter; PPL: periodically-poled potassium niobate doubling crystal; W:
BK7 wedges; PBS1, 2: polarising beamsplitters; PD1: photodiode for frep
measurement; G: 2100 linesmm−1 grating; PD2: avalanche photodiode for
fbeat measurement.
the fundamental and second harmonic is detected using an avalanche pho-
todiode. The repetition frequency frep is detected using a photodiode in the
second beam from the recombination polarising beamsplitter (PBS1).
The signals from the two photodiodes are then electronically processed in
a phase-locked loop. The repetition frequency frep is divided by 4. A phase
diﬀerence signal is then generated by electronically comparing fbeat (which
corresponds to the CEP oﬀset frequency) with frep/4. A proportional-integral
controller uses the phase diﬀerence signal to generate a feedback signal, which
is applied to the AOM in the oscillator pump beam. Changing the oscillator
pump power using the AOM alters the intra-cavity intensity, and therefore
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the CEP slip over a round-trip of the oscillator via the nonlinear refractive
index. The feedback ensures that every fourth pulse from the oscillator has
the same CEP. The triggering in the CPA system is set such that all ampliﬁed
pulses picked by the Pockels cell have the same CEP.
3.2 Hollow-ﬁbre
As mentioned in the previous section, the bandwidth of the pulses from the
laser ampliﬁer is limited to 28 fs by gain narrowing in the gain medium. For
isolated attosecond pulse generation by amplitude gating, few-cycle pulses are
required, and a hollow-ﬁbre system was therefore used for post-compression
of the pulses from the CPA laser system.
3.2.1 Few-cycle pulse generation
The pulses from the CPA laser system are delivered to a 260  m inner-
diameter, 1m-long ﬁbre ﬁlled with neon as shown in ﬁgure 3.4. The ﬁbre
has an outer diameter of 6.7mm, and is sealed within stainless steel tubes
at each end using Viton o-rings. The entrance (ENT) and exit (EXT) tubes
have lengths of 85 cm and 45 cm, respectively, which were chosen to minimise
nonlinear eﬀects in the windows within the space constraints of the optical
table. The entrance and exit windows are 0.5mm and 1mm-thick broadband
(600 – 1000 nm) anti-reﬂection coated fused silica, respectively.
An f = 1.5m spherical focusing mirror, used at an incidence angle of
∼ 3 ◦, couples the beam into the ﬁbre. The focal spot, shown in ﬁgure 3.5,
has a 1/e2 spot size of 162 × 185  m, which is close to the optimum size
(0.64 × 260  m= 169  m) for maximum coupling eﬃciency into the EH11
ﬁbre mode. A camera (C) in an equivalent focal plane monitors the spatial
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Figure 3.4: Hollow-ﬁbre setup. M: motorised mirror mount; BS: beamsplit-
ter; C: CCD camera; FM1,2: focusing and recollimating mirrors, respect-
ively; F: hollow-ﬁbre; ENT, EXT: entrance and exit tubes, respectively;
CMs: chirped mirrors; W: fused silica wedges; F-2F: slow-loop f-to-2f in-
terferometer; P: periscope for polarisation rotation.
drift of the focus caused by thermal drift in the CPA laser, and a motorised
mirror mount (M) corrects for this drift to to maintain a stable alignment of
the hollow-ﬁbre pulse compression system over long periods of time.
In order to avoid nonlinear eﬀects in the gas before the ﬁbre entrance,
which can be adverse to coupling, the ﬁbre is diﬀerentially pumped by evac-
uating the entrance tube using a turbomolecular pump and 6.6m3 h−1 dry
scroll pump. The pressure in the entrance tube is ∼10−1mbar when the exit
tube is ﬁlled with 3 bar of neon. At this pressure, the turbomolecular pump
has a pumping speed of ∼ 25 l s−1. The ﬁbre can also be statically ﬁlled by
isolating the pump and ﬁlling both the entrance and exit tubes with neon.
The output beam from the ﬁbre is recollimated using an f = 87.5 cm
spherical mirror at an incidence angle of ∼ 4 ◦. A typical spectrum at the
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Figure 3.5: Focal spot at entrance of hollow ﬁbre. The solid black curves
show line-outs at the positions of the dotted black lines.
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Figure 3.6: Typical spectrum from the diﬀerentially-pumped hollow ﬁbre,
using 1mJ input pulse energy and 2 bar neon.
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Figure 3.7: GDD of chirped mirror compressor. Red: GDD from ﬁve re-
ﬂections at 5◦ incidence angle; blue: GDD from ﬁve reﬂections at 20◦ incid-
ence angle; solid black curve: total GDD of compressor; dashed black curve:
total reﬂectivity from 10 reﬂections. Data provided by UltraFast Innovations
GmbH.
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Figure 3.8: Full temporal characterisation of 0.4mJ pulses; square of the
retrieved electric ﬁeld (red), intensity envelope (blue); FWHM duration is
3.6 fs. Inset: experimental attosecond streaking trace in neon; retrieved vec-
tor potential of the IR pulse (black line).
output of the ﬁbre, using ∼1mJ input energy and diﬀerential pumping with
2 bar neon, is shown in ﬁgure 3.6. The spectrum spans an entire octave, from
500–1000 nm wavelength. The spectrally broadened pulses are compressed
using 10 reﬂections from double-angle technology chirped-mirrors (UltraFast
Innovations GmbH). The total GDD and reﬂectivity of the chirped mirror
compressor is shown in ﬁgure 3.7. The average GDD in the 500 – 1000 nm
range is −360 fs2. The chirped mirrors are produced in a single coating run,
and are used at two incidence angles (5 reﬂections at 5◦ incidence, and 5
reﬂections at 20◦ incidence) to cancel the residual GDD oscillations char-
acteristic to multilayer coatings. This method allows improved cancellation
of GDD oscillations in comparison to traditional matched chirped mirror
pairs produced in two separate coating runs [25]. The GDD of the pulses is
ﬁne-tuned using fused silica wedges (OA124, Femtolasers GmbH).
In day-to-day use for surface and gas phase attosecond streaking meas-
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urements, the ﬁbre is operated using ∼ 1mJ input pulses, and diﬀerential
pumping with 2 bar neon in the exit tube. Under these conditions, the
compressed pulses have a sub-4 fs duration, and an energy of 0.4mJ. The
temporal characterisation of the compressed pulses in ﬁgure 3.8 conﬁrms
a duration of 3.6 fs. This characterisation was performed using attosecond
streaking in neon, which will be described in chapter 4.
3.2.2 CEP slow loop stabilisation
Figure 3.9: Slow-loop f -to-2f interferometer for stabilisation of slow CEP
drifts after the ﬁbre. G: glass plate; FM1,2: focusing and re-focusing mirrors;
BBO: beta-barium borate frequency doubling crystal; CP: rotatable cube
polariser for interfering fundamental and second harmonic near 520 nm.
Slow CEP drifts, caused predominantly by beam pointing drifts [132],
occur in the CPA laser system and must be compensated for. The beam
reﬂected from the front-face of the dispersive wedges after the hollow ﬁbre
chirped mirror compressor enters an f-to-2f interferometer, shown in ﬁgure
3.9, which is used to measure the CEP stability of the few-cycle pulses.
Since the spectrum from the hollow-ﬁbre spans more than an octave, no
additional spectral broadening is required within the interferometer. This
has the beneﬁt of eliminating artefact CEP ﬂuctuations from SPM instabil-
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ities in additional broadening media, induced by pulse energy ﬂuctuations
[133]. Furthermore, CEP drift and jitter induced in the hollow-ﬁbre is also
measured.
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Figure 3.10: Long term CEP stability measured after the hollow ﬁbre, using
diﬀerential pumping and ∼1mJ input pulse energy into the ﬁbre. (a) f -to-2f
interference fringes as a function of time; (b) interference fringes integrated
over all times; (c) CEP as a function of time. The brief spikes in the CEP
are caused by moving the intracavity wedges in the oscillator. (d) Histogram
of CEP data, showing 206mrad single-shot standard deviation.
The pulses are focused into a BBO crystal to double the long wavelength
part of the spectrum. A rotatable polarising beamsplitter cube is used to in-
terfere overlapping regions of the second harmonic and fundamental spectra
around 520 nm by projecting them onto the same polarisation axis. The con-
trast of the resulting spectral interference fringes is optimised by rotating the
polariser to balance the power of the fundamental and second harmonic. A
∼1mm glass plate before the interferometer adjusts the time-delay between
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the long and short wavelength components of the fundamental spectrum
to set an appropriate fringe spacing for the spectral resolution (0.6 nm) of
the spectrometer (CCS175, Thorlabs). The f -to-2f interference fringes are
shown in ﬁgure 3.10(a) and (b).
The fringes are sampled at a rate of 30Hz, using an integration time of
typically 4ms, corresponding to N = 4 laser shots. The relative CEP at
each sampling point is given by the relative phase of the fringes. The CEP
ﬂuctuations closely follow a normal distribution, and integration overN shots
therefore decreases the standard deviation of the measured distribution by a
factor of
√
N . Unless stated otherwise, all standard deviations presented in
this thesis are single-shot values, i.e. they have been multiplied by
√
N to
correct for integration over N shots. The spectrometer is triggered to ensure
that N is the same for each sampling point.
The measured CEP in the slow loop interferometer is used to correct for
slow CEP drifts in the CPA system and hollow ﬁbre by applying a DC-oﬀset
to the fast-loop locking electronics. This applies a DC-oﬀset to the AOM in
the oscillator pump beam. When the required voltage to maintain a constant
CEP moves outside the stable range of the AOM, the intra-cavity wedges in
the oscillator are moved to make a coarse adjustment of the CEP. The long-
term CEP stability of the pulses after the hollow ﬁbre is displayed in ﬁgure
3.10. Moving the oscillator wedges induces brief spikes in the CEP, which
are visible in ﬁgure 3.10(c).
Over periods of more than 2 h, a CEP stability of 200mrad can be
achieved. To adjust the CEP of the few-cycle pulses for experiments, an
additional DC-oﬀset voltage is applied to the AOM, or a small adjustment
is made to the insertion of the wedges after the chirped mirror compressor.
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3.3 Energy scaling of hollow ﬁbre pulse compres-
sion
The work presented in this section is published in [22], and was presented at
the Atto 2013 conference (poster presentation).
The generation of few-cycle pulses through hollow-ﬁbre pulse compression
becomes challenging for input pulse energies exceeding ∼ 1mJ, where there
is a trade-oﬀ between spectral broadening and energy transmission for a typ-
ical ﬁbre inner diameter of 250  m. Alteration to the focal spot size at the
ﬁbre entrance, caused by ionisation defocusing and self-focusing, degrades
the eﬃciency with which the pulse energy is coupled into the ﬁbre. Further-
more, when ionisation and self-focusing take place within the ﬁbre, energy is
transferred from the fundamental mode into more lossy, higher-order modes.
Diﬀerential pumping can be used to alleviate these unwanted nonlinear ef-
fects, and is particularly eﬀective for improving the coupling eﬃciency into
the ﬁbre [42, 43]. Using circularly polarised input pulses can also help to
mitigate the detrimental eﬀects of ionisation and self-focusing by decreasing
the eﬀective third-order nonlinear susceptibility, and ionisation rate [44, 45].
Large (> 300  m) inner diameter ﬁbres have proved an eﬀective means
of improving the energy transmission of hollow ﬁbre compressors [37, 39, 51,
134], and will be essential for extending the technique into the multi-millijoule
regime. However, using larger inner-diameter ﬁbres comes at the expense of
increased nonlinear eﬀects in the entrance and exit windows because longer
focal length optics must be used for coupling and recollimation. Furthermore,
for a given ﬁbre length the output beam quality suﬀers, since the attenuation
of higher order modes is reduced.
An improved understanding of the limitations imposed by ionisation and
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self-focusing should beneﬁt schemes to improve the energy throughput of
hollow ﬁbres. The energy transmission of the hollow ﬁbre was measured as a
function of the input energy, under diﬀerentially pumped and statically ﬁlled
conﬁgurations. The pulse can also be converted to circular polarisation (CP)
for propagation through the ﬁbre by introducing a quarter-wave plate into
the beam before the input focusing mirror. A broadband achromatic quarter-
wave plate (0.25± 0.007 orders over 600 –950 nm range, OA229, Femtolasers
GmbH) converts the pulses back to linear polarisation (LP) after the recol-
limation mirror at the ﬁbre exit.
A half-wave plate and polariser before the compressor in the CPA laser
were used to vary the input pulse energy, while the neon pressure was adjus-
ted to maintain a spectrum with a sub-4 fs Fourier transform limit (FTL),
i.e. a constant broadening factor F . Figure 3.11(a) shows the output pulse
energy as a function of the input pulse energy. Up to 0.6mJ input energy, the
transmission for all conﬁgurations is close to the transmission at low energy
with the ﬁbre evacuated (68%). However, for a statically-ﬁlled ﬁbre with
linearly polarised input pulses (SFLP) the output energy saturates at 0.6mJ
for input pulse energies exceeding 1.5mJ. Using static ﬁll with circularly po-
larised input pulses (SFCP), or diﬀerential pumping with linearly polarised
input pulses (DPLP), results in signiﬁcantly higher output pulse energies of
up to 0.8mJ. At high input pulse energies there is still deviation from the
transmission under vacuum conditions, however. Figure 3.11(b) shows the
experimental neon pressure in the exit tube as a function of the input pulse
energy, and theoretical pressure curves calculated using the approach in [47],
which leads to a gas pressure given by
p =
cAeﬀ
2κ2ω0P0Leﬀ
[
3
√
3
(
F 2 − 1)]1/2 , (3.1)
where c is the speed of light in vacuum, Aeﬀ ≈ 0.48πa2 is the eﬀective
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Figure 3.11: (a) Output pulse energy with the ﬁbre evacuated, and with LP
(purple open circles), and for an output spectrum supporting sub-4 fs pulses
for SFLP (green squares), DPLP (blue circles), and SFCP (red triangles).
The black-dashed line shows 68% energy transmission. The black solid line
is the transmission predicted by modelling (performed by D. Austin). (b)
Corresponding experimental neon pressures in the exit tube (data points),
and theoretical pressure for SFLP (dotted green curve), DPLP (solid blue
curve), and SFCP (dashed red curve).
area of the ﬁber of inner-radius a, κ2 = 7.4 × 10−25m2W−1 bar−1 is the
neon nonlinear coeﬃcient per unit pressure [40], ω0 is the laser central fre-
quency, and P0 is the laser peak power. For the parameters of the experiment,
LSFLPeﬀ = 0.94m, L
SFCP
eﬀ = 0.63m, and L
DPLP
eﬀ = 0.62m.
To model the pulse propagation in the ﬁbre, simulations were performed
by D. Austin (Imperial College London), using a coupled-mode, split-step
technique including modal dispersion and loss, the Kerr eﬀect including self-
steepening, and ionisation. The ionisation rate was calculated using the ADK
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rate [57]. The initial conditions of the simulations were the experimentally
measured laser temporal proﬁle, and a Gaussian spatial proﬁle with an op-
timal 1/e2 diameter of 166  m. The gas pressure in the ﬁbre was varied with
input energy to keep the broadening factor constant, in accordance with
equation 3.1. The simulations were performed for DPLP, where the eﬀects
of ionisation and self-focusing before the ﬁbre entrance can be neglected due
to the low gas pressure (< 10−1mbar) in the entrance tube.
The simulated output power as a function of input power is shown in
3.11 (a). The simulations indicate that the losses which cause the roll-oﬀ of
the energy transmission are predominantly caused by ionisation in the ﬁbre.
Switching oﬀ direct ionisation losses in the simulations has a negligible im-
pact on the overall losses, indicating that the predominant loss mechanism is
ionisation defocusing. This eﬀect couples energy into higher order waveguide
modes. As was shown in chapter 2, the higher order waveguide modes have
higher modal attenuation, so propagating energy through these modes causes
increased losses.
3.3.1 CEP eﬀects in hollow-core ﬁbres
Although stabilisation of the carrier-envelope phase (CEP) is crucial to many
experiments requiring few-cycle pulses with mJ-level energies, the CEP sta-
bility of the output pulses from hollow ﬁbres was yet to be investigated as
a function of the input energy. Pulse energy ﬂuctuations induce a CEP in-
stability in the output pulses because they induce ﬂuctuations in the SPM
process [135]. The SPM induced CEP ﬂuctuations during propagation over
a distance z are given by [135]
δϕSPM =
ω20z
c
∂n2
∂ω
∣∣∣∣
ω0
δI0, (3.2)
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where ω0 is the laser central frequency, I0 is the peak intensity of the laser
pulse, and δI0 is a small change in the pulse peak intensity.
The energy losses within the ﬁbre observed in the previous section indicate
that ionisation within the ﬁbre can become signiﬁcant at high input pulse
energies. Ionisation will also contribute to CEP ﬂuctuations because the
group and phase velocities in a plasma are diﬀerent in general, and depend
on the free electron density. Furthermore, the possibility of an additional
instability caused by ﬂuctuations of the gas density in diﬀerentially pumped
ﬁbres had not yet been explored.
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Figure 3.12: Ionisation-induced CEP ﬂuctuations for 1m neon, and 1%
pulse energy ﬂuctuations, estimated using equation 3.3 (solid curve). The
dashed line corresponds to 2π rad CEP ﬂuctuations.
During the propagation of a laser pulse through a medium the CEP will
change due to the diﬀerence between the group and phase velocities. The
CEP shift is proportional to the derivative of the refractive index with respect
to angular frequency [136]. For a plasma with a free electron density ρe the
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CEP shift is ϕplasma ≈ e2ρez/me0cω0. Pulse energy ﬂuctuations will cause
ﬂuctuations in the plasma density in the ﬁbre, and as a consequence the CEP
will ﬂuctuate by
δϕplasma =
e2z
me0ω0c
∂ρe(I0, p)
∂I0
δI0, (3.3)
where p is the gas pressure. Using equation 3.3, one can make an estimate
of how the 1% pulse energy ﬂuctuations from the CPA laser aﬀect the CEP
stability through ionisation. The free electron density in neon was calculated
at the peak of the pulse as a function of the peak intensity using the ADK
rate. The gas pressure was assumed to be constant with propagation distance
z, but was varied with the pulse peak intensity as required for a constant
broadening factor. The resulting CEP ﬂuctuations for a propagation distance
of 1m are shown as a function of the input pulse energy in ﬁgure 3.12. The
CEP ﬂuctuations rapidly increase for input energies above 0.5mJ, and above
∼1.2mJ the CEP is predicted to be essentially completely unstable.
Figure 3.13 shows the standard deviation of the CEP measured after the
ﬁbre using DPLP and SFLP, with constant F . The overall trend for both
DPLP and SFLP is a degradation in the CEP stability as the input pulse
energy is increased up to ∼ 1.25mJ, suggesting the onset of an ionisation-
induced CEP instability. However, this instability rolls-oﬀ at higher input
pulse energies, in stark contrast with the estimates made using equation 3.3.
To elucidate the observed energy dependence of the CEP ﬂuctuations, the
pulse propagation simulations were used to model the CEP ﬂuctuations in-
duced in ﬁbre by the 1% input pulse energy ﬂuctuations, assuming 150mrad
input CEP ﬂuctuations which is typical of the performance of the CPA laser
system. The CEP ﬂuctuations predicted by the simulations are shown in
ﬁgure 3.13, and show excellent agreement with the experimental data. The
simulation conﬁrms that the decrease in the CEP stability as the input en-
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ergy is increased from 0.5mJ to 1.25mJ is caused by ionisation in the ﬁbre.
Above 1mJ, switching oﬀ SPM in the simulation does not alter the CEP ﬂuc-
tuations, demonstrating that ionisation is the dominant contribution. Above
1.25mJ, further degradation in the CEP stability is prevented by ionisation
induced energy losses. Without direct ionisation losses, including the ac-
celeration of ionised electrons, the roll-oﬀ remains present, and can thus be
attributed to ionisation defocusing causing energy losses by coupling energy
into higher order modes of the ﬁbre.
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Figure 3.13: Experimental single-shot standard deviation of CEP ﬂuctu-
ations, σCEP, measured after the ﬁbre using DPLP (open circles) and SFLP
(triangles), and theoretical CEP ﬂuctuations predicted by propagation sim-
ulations (black line).
The measured CEP stability with DPLP is close to that with SFLP,
demonstrating that gas ﬂow in diﬀerentially pumped ﬁbres need not degrade
the CEP stability. However, in a DP ﬁbre, the highest gas density is at the
ﬁbre exit. At the exit, mode attenuation will have decreased the peak intens-
ity of the pulse. Since the ionisation-induced CEP instability is linear with
pressure, but extremely nonlinear with intensity, one might expect a CEP
stability improvement when using DPLP compared to SFLP, in parameter
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regimes where the ionisation-induced CEP instabilities are not prevented by
propagation losses.
CEP instabilities caused by ionisation should be carefully avoided when
scaling hollow ﬁbre pulse compression to high input pulse energies. This can
be done using the scaling given earlier in section 2.3. The inner diameter of
the ﬁbre should be scaled at constant intensity and gas pressure, to avoid
the highly nonlinear scaling of tunnel ionisation with intensity. It should be
noted, however, that this approach alone is insuﬃcient to scale the technique
indeﬁnitely because the critical power for self-focusing will eventually be
encountered. The hollow ﬁbre length can then be increased so that the
critical power for self focusing is increased by decreasing the gas pressure.
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Chapter 4
Development of attosecond
beamline for surface science
measurements
In this chapter, I will present the attosecond beamline used for isolated atto-
second pulse generation. The development of the HHG and gas phase streak-
ing setups has been published in [66]. As discussed in chapter 2, the surface
sensitivity of XUV photons necessitates UHV conditions for condensed mat-
ter photoelectron studies. I will present the setup I developed for performing
attosecond-resolved studies on solid samples.
4.1 High harmonic generation and characterisa-
tion
A schematic of the attosecond beamline is shown in ﬁgure 4.1. The few-cycle
pulses enter the beamline through a broadband anti-reﬂection coated 0.5mm-
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Figure 4.1: Attosecond beamline (for details see text).
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thick fused silica window on the HHG chamber. A 70 cm focusing mirror is
used to focus the pulses into the nozzle of an HHG gas jet, shown in ﬁgure 4.2.
The gas jet consists of a piezo disc holding a poppet which is sealed against a
gas outlet using an o-ring. The poppet is backed by 1.4 bar neon. A ∼100V
amplitude square wave at 1 kHz, which is synchronised to the laser pulses,
is applied to the piezo. This moves the poppet, opening the gas outlet for a
duration of ∼160ms just before the arrival of each laser pulse, allowing neon
to ﬂow into the nozzle of the gas jet. The nozzle is cylindrical, with a 500  m
inner-diameter and a length of 1.5mm in the beam propagation direction.
When the laser pulse propagates through the neon-ﬁlled nozzle, high-order
harmonics are generated. The gas jet is on a motorised three axis translation
stage for alignment under vacuum. The HHG chamber is pumped by two
1000 l s−1 turbomolecular pump backed by a 26m3 h−1 dry scroll pump. The
pressure in the HHG chamber is typically 1.8×10−3mbar when the HHG gas
jet is being operated. The breadboard in the HHG chamber, and all other
breadboards in the attosecond beamline, are ridgidly attached to the external
optical tables and are vibrationally isolated from the vacuum chambers using
bellows [66]. This prevents pump vibrations from being coupled to the optics
in the beamline.
The co-propagating few-cycle pulses and high harmonics leave the HHG
chamber through a 3mm-diameter diﬀerential pumping aperture, and enter
the ﬁlter chamber. The ﬁlter chamber acts as a diﬀerential pumping stage,
and is also used to house thin foil ﬁlters on a motorised mount, which can
be translated into the beam. The ﬁlter chamber is pumped by a 1000 l s−1
turbomolecular pump, backed by a 6.6m3 h−1 dry scroll pump, and is held
at ∼5× 10−6mbar.
The beam then enters the XUV ﬂat-ﬁeld spectrometer for spectral and
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Figure 4.2: Pulsed HHG gas jet. The main body of the gas jet is ﬁlled
with 1.4 bar neon. The gas jet is opened by moving the poppet upwards
by applying a ∼ 100V pulse to the piezo disc. This allows gas to ﬂow into
the nozzle (500  m inner-diameter, 1.5mm length) via the gas outlet. The
closed-position of the poppet can be set using the adjustment screw and
locking nut.
spatial characterisation of the high harmonics. The spectrometer is pumped
by a 77 l s−1 turbomolecular pump, backed by a 6.6m3 h−1 dry scroll pump,
resulting in an operating pressure of 2×10−6mbar. A gold-coated 1200 lmm−1
ﬂat-ﬁeld grating (001-0437, Hitachi) [137], spectrally disperses the harmonics
and images them onto a ﬂat plane containing an imaging micro-channel plate
(MCP) detector. To characterise the high harmonics the grating is moved
into the beam using a motorised translation stage, and the MCP is moved
into the dispersed beam as shown in the inset in ﬁgure 4.1. The MCP is
mounted on a double o-ring sealed ﬂange, which is movable with the cham-
ber under vacuum. Diﬀerent spectral regions of the high harmonics (in the
range ∼8 – 200 eV) can be studied by sliding the MCP along the o-ring seal
(over a range of 50mm).
The imaging MCP (Photonis) has an active area diameter of 40mm and
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a pore size of 10  m. The MCP is coupled to a P46 phosphor screen which
emits at 530 nm with a 300 ns decay time. The image of the spatially-resolved
harmonic spectrum produced on the phosphor screen is recorded using a
14 bit CCD camera (Coolview FDI, Photonic Science) which is Peltier-cooled
to reduce thermal noise. The camera has 6.45× 6.45  m pixels and an array
size of 1392× 1040 .
Compression of the few-cycle IR pulses from the hollow-ﬁbre compressor
is optimised by moving the fused silica wedges after the chirped mirrors while
examining the cut-oﬀ position of the high harmonics as a function of wedge
insertion. The HHG spectrum in neon is shown in ﬁgure 4.3 as a function of
the relative wedge insertion. There is a clear maximum in the cut-oﬀ energy
at a relative insertion of ∼ 0mm, where the few-cycle pulses are optimally
compressed. The ﬁne modulation of the harmonic spectrum with a period of
∼0.5mm corresponds to modulations of the CEP of the driving pulse.
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Figure 4.3: HHG spectrum in neon, as a function of relative wedge insertion.
The compression of the driving pulse is optimum at ∼ 0mm relative wedge
insertion.
A typical high harmonic spectrum from neon, generated using the com-
pressed sub-4 fs laser pulses and acquired using 150ms integration time, is
shown in ﬁgure 4.4. The transmitted spectrum through a 200 nm Al ﬁlter
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Figure 4.4: HHG spectrum from neon. (a) Spatially resolved HHG spec-
trum with lineout markers (dashed black), using on-chip binning of 2 pixels
in the spectral direction, and 4 pixels in the spatial direction. (b) Spatial
lineout showing 2.5mrad 1/e2 full angle of divergence at the cutoﬀ; (c) spec-
tral lineout (solid black), theroretical transmittance of 200 nm-thick Al ﬁlter
(dashed blue) and 200 nm-thick Zr ﬁlter (dashed green), measured spectrum
after Al ﬁlter (solid blue), theoretical reﬂectivity of MoSi multilayer mirror
(dashed red), and calculated reﬂected spectrum from MoSi mirror (solid red).
introduced into the beam in the ﬁlter chamber is shown in ﬁgure 4.4 (c).
The sharp absorption edge at 72.7 eV due to the Al L3-edge, and the known
dispersion of the ﬂat-ﬁeld grating [137], were used to spectrally calibrate
the spectrometer. Below ∼90 eV photon energy the spectrum is modulated
due to contributions from more than one half-cycle of the laser ﬁeld to the
HHG process. Above 90 eV the HHG spectrum becomes continuous, indic-
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ating that the harmonics are emitted in an isolated XUV pulse from a single
half-cycle of the laser ﬁeld. The spectral position of the HHG cut-oﬀ can be
tuned by varying the aperture size of an iris before the HHG chamber, which
adjusts the peak intensity of the few-cycle driving pulse at the focus. The
continuum radiation at the cut-oﬀ shows good overlap with the reﬂectivity
of the XUV multilayer mirror used for streaking experiments, as shown in
ﬁgure 4.4 (c).
Assuming a ﬂat spectral phase, the HHG spectrum in ﬁgure 4.4 supports
a 308 as pulse after band-pass ﬁltering by the XUV mirror. XUV bandwidths
supporting 250 as pulses can also be achieved with the setup [66]. This can be
done by tuning the HHG cut-oﬀ to a higher energy using the iris before the
HHG chamber, which further increases the bandwidth of the spectrum reﬂec-
ted from the XUV mirror. When doing so, the highest isolated attosecond
pulse contrast will be achieved if the spectral broadening in the hollow-ﬁbre
is set up to achieve the shortest available driving pulses (∼ 3.5 fs), which
will generate the broadest HHG continuum. For streaking measurements,
the XUV mirror is used in conjunction with a 200 nm Zr ﬁlter, whose trans-
missivity is also shown in ﬁgure 4.4 (c). The spatial proﬁle of the continuum
radiation in ﬁgure 4.4 (b) shows a divergence of 2.5mrad. Two distinct cut-
oﬀs are seen at ∼96 eV and ∼88 eV, resulting from HHG emission produced
by the most intense half-cycle of the ﬁeld, and the next two most intense
half-cycles, respectively [27].
Figure 4.5 shows the HHG spectrum as a function of the absolute CEP
of the driving pulse, which was varied using the AOM in the oscillator pump
beam. The position of the highest energy cut-oﬀ is modulated with a period
of π rad, and is highest when the peak of the carrier-wave comes just before
the peak of the pulse envelope in time (corresponding to an approximately
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cosine pulse) [27]. For attosecond streaking measurements the CEP is set at
∼0.2 π rad to ensure that isolated attosecond pulses with optimum temporal
contrast are generated.
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Figure 4.5: (a) HHG spectrum from neon as a function of the absolute CEP
of the driving pulse; (b) spectra for a cosine (black) and sine pulse (red).
4.2 Gas-phase streaking
The ﬁrst experimental chamber in the attosecond beamline is a gas phase
chamber used for streaking experiments in an eﬀusive neon gas jet. Although
the gas phase streaking work is not central to this thesis, the characterisations
of the few-cycle IR and attosecond XUV pulses from the gas phase streaking
provide an important reference point for the surface streaking measurements.
Typical durations of ∼ 3.5 fs and 260–280 as for the few-cycle IR and atto-
second XUV pulses, repectively, have been well established using attosecond
streaking in neon [22, 66, 78, 138].
Brieﬂy, the IR and high harmonics are spatially and spectrally separated
into two side-by-side, co-propagating beams by a Kapton/Zr ﬁlter, in the
geometry shown in ﬁgure 4.6. The Kapton and the Zr parts of the ﬁlter are
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Figure 4.6: Experimental setup for gas phase streaking. The few-cycle IR
and high-harmonics are separated into two beams by a Kapton/Zr ﬁlter. A
two-part XUV mirror (8 eV bandwidth at 93 eV) spectrally selects isolated
attosecond XUV pulses from the high-harmonics. The two-part mirror also
introduces a time delay (controlled by a piezo delay stage) between the IR
and XUV, and focuses the pulses into a neon gas jet. Photoemitted electron
are dtected with a TOF.
7.5 m thick and 200 nm thick, respectively, and each has a 3mm diameter.
The beams pass through an iris, which provides variable control of the IR
intensity at the focus. The high-harmonics are reﬂected from the central part
of a two-part multilayer MoSi mirror with 8 eV bandwidth and 93 eV central
energy (coating by NTT AT). The mirror itself is identical to the one in
the surface science chamber, which is described in detail in section 4.3. The
mirror selects the continuum high harmonic radiation to produce an isolated
attosecond pulse. The inner mirror is mounted on a piezo delay stage (P-
753.1UD LISA, Physik Instrumente GmbH), which has an 80 fs delay range
and a 0.3 as resolution. The few-cycle IR pulses are reﬂected from the outer
part of the mirror. The two-part mirror (f = 12.5 cm focal length) focuses
the IR and XUV pulses into an eﬀusive neon gas jet from a hollow stainless
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Figure 4.7: Attosecond streaking measurement in neon, and pulse retrieval,
courtesy of D. Fabris (Imperial College London). (a) Experimental trace; (b)
retrieved trace using LSGPA algorithm; (c) pulse intensity envelope (black)
and square of electric ﬁeld (red), retrieved from experimental trace; (d) at-
tosecond XUV pulse from LSGPA retrieval.
steel needle with a 100  m inner diameter. The photoelectrons generated
in the gas target are detected using a time-of-ﬂight (TOF) photoelectron
spectrometer. The gas phase experimental chamber is pumped by a 1000 l s−1
turbomolecular pump backed by a 26m3 h−1 dry scroll pump. The base
pressure of the main chamber is 3 × 10−7mbar, and when the gas jet is
operated the background pressure is ∼2.5× 10−4mbar.
A typical streaking trace from neon is shown in ﬁgure 4.7. The streak-
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ing trace shows clear oscillations, conﬁrming a sub-cycle XUV photoelectron
wavepacket is emitted, and permitting a full characterisation of the IR pulse
from the time-delay resolved energy shift of the photoelectron spectrum. This
was done using a cross-correlation procedure which will be described in detail
in chapter 5. The analysis shows an IR pulse of 3.6 fs duration, with a small
(2%) post-pulse at +7 fs. The attosecond XUV pulse, retrieved using an
LSGPA FROG-CRAB algorithm, has a duration of 266 as. Analysis of the
gas phase streaking measurement was performed by D. Fabris (PhD student,
Imperial College London).
4.3 Apparatus for attosecond streaking on sur-
faces
Due to the very short (sub-nanometre) mean-free path of photoelectrons in
solids for the XUV range, the gas phase streaking setup was unsuitable for
condensed matter photoelectron studies due to the likelihood of substantial
surface contamination layers developing on solid state samples. Furthermore
precise positioning of the solid samples both linearly and rotationally is crit-
ical for performing streaking measurements. In this section I will describe the
development of a UHV setup for perform attosecond streaking measurements
in the condensed phase.
4.3.1 Vacuum system
The ﬁnal vacuum chamber in the attosecond beamline is an ultra-high va-
cuum (UHV) surface science chamber, which was used for the surface streak-
ing measurements presented in chapter 5. The main experimental cham-
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ber is pumped by a 300 l s−1 turbomolecular pump backed by a 77 l s−1 tur-
bomolecular pump and a 26m3 h−1 dry scroll pump. The sample prepara-
tion chamber is pumped by a 240 l s−1 ion pump (StarCell VacIon Plus 300,
Varian Inc.), a titanium sublimation pump (ﬁlament-type, Varian Inc.), and
a 300 l s−1 turbomolecular pump backed by a 77 l s−1 turbomolecular pump
and a 28m3 h−1 dry roots pump. To reach UHV conditions, the chamber
is also baked at 125 ◦C for several days. The inner walls of the chambers
are electropolished 316LN stainless steel, and UHV compatible materials are
used throughout. As a result, the sample preparation chamber can reach
a base pressure of < 10−9mbar when isolated from the rest of the system
using a gate valve. The base pressure in the entire surface science system is
3× 10−9mbar with the gate valve between the experimental and sample pre-
paration chambers open. A diﬀerential pumping stage between the surface
science chamber and the rest of the beamline ensures that UHV conditions
can be maintained during experiments. The diﬀerential pumping consists of
a 14mm diﬀerential pumping aperture, followed by two small (∼6×3×3 cm)
chambers each of which is pumped by a 77 l s−1 turbo pump, backed by a
6.6m3 h−1 dry scroll pump, followed by another 14mm aperture. A pres-
sure drop of more than two orders of magnitude can be achieved across the
diﬀerential pumping.
4.3.2 Sample positioning
The samples are held on a titanium sample carrier, shown in ﬁgure 4.8, which
has a capacity of six samples. The sample carrier is mounted on a manipu-
lation arm (Omniax, VG Scienta) for sample positioning. The manipulation
arm has three orthogonal linear axes, Sx, Sy, and Sz, and one rotation axis
Rz, as indicated in ﬁgure 4.8. Axes Sx and Sy have a positional resolution of
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2.5 m and a range of 25mm. Axis Sz has a positional resolution of 10 m
and a range of 800mm, and is also used to translate the samples between
the sample preparation chamber and the experimental chamber. Rotation
axis Rz provides full 360
◦ rotation, and has a resolution of 0.1 ◦. The sample
carrier is electrically isolated from the manipulation arm, and is grounded to
the earth of the photoelectron detection system.
Figure 4.8: Schematic of sample positioning setup. The manipulation arm
is used to move the sample carrier under vacuum conditions. The arm has
three linear manipulation axes, and one rotational axis as indicated in the
inset in the top-right. The manipulation arm can be used to withdraw the
samples into the sample preparation chamber, which can be isolated from
the experimental chamber using a gate valve. The samples are held on the
main sample carrier, shown in the top-left inset.
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A second sample carrier (HS2 VG Scienta) with an additional rotation
axis orthogonal to Rz is also mounted on the manipulation arm. This carrier
includes resistive heating (ZHST, VG Scienta) for sample annealing to tem-
paratures of up to 950 ◦C. However, for the samples considered in this thesis
no annealing was required.
4.3.3 Two-part mirror
A UHV compatible two-part mirror setup, shown in ﬁgure 4.9, was developed
for the surface streaking experiments. The two-part mirror itself is idential
to the one used in the gas-phase chamber. It consists of a 4mm diameter
inner part, and a 5mm inner-diameter, 25mm outer-diameter outer part,
concentrically cut from a single quartz substrate. Ten MoSi layers were
deposited on the inner and outer mirrors (coating performed by NTT AT),
producing a multilayer coating with the reﬂectivity curve shown earlier in
ﬁgure 4.4 (c). The mirror has an ∼ 8 eV bandwidth reﬂectivity centred at
93 eV, and a focal length of f = 12.5 cm.
The main components of the mirror mount are made predominantly from
aluminium. Care was taken to minimise contact areas between components,
and to vent all trapped volumes, to ensure an acceptable pump-down time. A
manual tip/rotation stage (M-36-UHV, Newport Corporation) controls the
angle of both parts of the mirror together, in the vertical and horizontal
planes. The inner mirror is mounted on a piezo delay stage (PIHera P-
622.1UD, Physik Instrumente GmbH), which has a resolution of 10 as, and a
range of 1.7 ps (250  m). The piezo stage is UHV compatible to 10−9mbar. A
manual delay stage (M-DS25-X-UHV, Newport Corporation) with a range of
6.3mm is used for coarse adjustment of the delay between the inner and outer
mirrors. The inner mirror is mounted using UHV compatible epoxy (H27D,
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Figure 4.9: UHV compatible two-part mirror setup for attosecond streaking
on surfaces. For details see text.
Epoxy Technology Inc.). The outer mirror is held in a Gimbal mount (U100-
G-UHV, Newport Corporation), which is motorised to allow the outer mirror
to be aligned relative to the inner mirror under vacuum. The motors (8301-
UHV Picomotor, Newport Corporation) are UHV compatible to 10−9mbar.
Alignment of the two-part mirror was performed using the setup in ﬁgure
4.10. The IR beam was aligned onto the two-part mirror to produce two
concentric IR beams. A fused silica prism mounted on the sample carrier
was used to reﬂect the beam out of the vacuum chamber through a window.
This method was chosen to minimise the number of components that had to
be placed in the UHV chamber. An f = 20 cm lens and 20× objective lens
reimaged the focus onto a CCD camera. The resulting interference betweeen
the inner and outer beams is shown in ﬁgure 4.11. The focal spot from the
outer mirror was aligned onto that from the inner mirror. The piezo stage
was then scanned to locate the position of zero time-delay between the pulses
from the inner and outer mirrors. The spatial overlap was then optimised
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Figure 4.10: Reimaging setup for two-part mirror alignment. P: fused silica
prism mounted on sample manipulation arm; W: vacuum chamber window;
L: f = 20 cm lens to reimage focus; C: CCD camera with 20× objective lens.
by optimising the contrast and symmetry of the spatial interference fringes.
This is most easily done at a time-delay leading to destructive interference
on-axis, as shown in ﬁgure 4.11 (c). It should be noted that the temporal
overlap can only be located approximately (within ∼30 fs) with this method,
since the pulses are transmitted through diﬀerent glass thicknesses on their
way to the CCD camera, which alters the time-delay between them.
4.3.4 Time-of-ﬂight photoelectron spectrometer
Photoelectrons emitted from the solid samples were detected using a time-
of-ﬂight photoelectron spectrometer (TOF) similar to that in [139], and to
the one used in the gas phase chamber [66]. The photoelectrons are emitted
∼ 2 cm from the TOF, and enter through a 3mm-diameter aperture. The
photoelectrons then travel along a 45 cm-long grounded ﬁeld-free drift tube
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Figure 4.11: Alignment of two-part mirror. (a) Integrated intensity at centre
of focus as a function of time-delay; (b) focal spot at delay 1 (952.8 fs),
showing constructive interference on-axis; (c) focal spot at delay 2 (954.2 s),
showing destructive interference on-axis. The region bounded by the black
line in (b) and (c) indicates the integration area for the signal plotted in (a).
and are detected using a triple z-stack MCP (Gesellschaft fu¨r physikalisch-
technische Anwendungen mbH), which has a voltage drop of 1.1 kV per plate.
A grounded mesh before the MCP maintains a ﬁeld-free region in the drift
tube. The font of the MCP is held ∼ 420V above ground to give the pho-
toelectrons a ﬁnal energy kick before impacting the MCP, to improve the
detection eﬃciency. A single photoelectron impact on the MCP produces a
voltage pulse of approximately −5mV, 1.7 ns duration, which is ampliﬁed
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using a 1.8GHz-bandwidth 10× ampliﬁer (TA1800B, Fast ComTec GmbH).
The time-of-ﬂight signal is recorded using a time-to-digital converter (TDC)
PCI card (P7889, Fast ComTec GmbH) with a 0.1 ns bin width. The collec-
tion solid-angle of the detector is 0.02 sr (1.6 × 10−3 of the full solid angle),
which is limited by the 40mm-diameter active area of the MCP. Simulations
(performed by F. Frank using SIMION, SIS Inc.) indicate that the energy
resolution of the TOF (with a length of 43 cm) is ΔE/E = 0.4% at 70 eV
photoelectron energy [66].
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Figure 4.12: TOF calibration. Dashed black curve: polycrystalline Au
valence band photoelectron spectrum measured using 100 eV photons by
Lindau et al. [140], convolved with a 5.6 eV bandwidth Gaussian spectrum
centred at 93 eV. Red curve: measured valence band of polycrystalline Au,
with time-to-energy conversion performed using an electron ﬂight distance
of d = 46.8 cm.
The time-of-ﬂight to energy conversion was performed according to
EPE = 1
2
me
(
d
tf
)2
, (4.1)
g(EPE) ∝ E−3/2PE g(tf), (4.2)
where EPE is the photoelectron energy, g is the photoelectron spectrum, d is
the ﬂight distance (between the sample and the MCP) and tf is the time-
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of-ﬂight. A peak in the time of ﬂight spectrum from direct XUV photon
detection on the MCP (ﬂight time = (46.8 cm)/c) was used to calibrate tf .
In order to calibrate d = 46.8 cm, the valence band photoelectron spectrum
of polycrystalline gold was compared with the data of Lindau et al. [140].
The photoelectron spectrum of polycrystalline gold from [140], measured
with 100 eV photon energy, was convolved with a 5.6 eV Gaussian spectrum
centred at 93 eV to account for broadening caused by the bandwidth of the
attosecond XUV pulses. The ﬂight distance d was then chosen to match the
position of the valence band measured using the TOF to that from [140].
The resulting spectra are in excellent agreement, as shown in ﬁgure 4.12.
4.3.5 Experimental considerations for streaking measure-
ments on surfaces
The setup for performing streaking measurements on surfaces is shown in
ﬁgure 4.13. The co-propagating IR and XUV pulses are separated into two
side-by-side beams by a ﬁlter in the gas phase streaking chamber. The ﬁl-
ter consists of a 2mm-diameter, 7.5  m-thick Kapton polyimide (chemical
formula (C22H10N2O5)n) ﬁlter and a 3mm-diameter, 200 nm thick Zr ﬁlter.
Based on the XUV divergence of 2.5mrad, the expected beam size at the
two-part mirror is 7.8mm, which would signiﬁcantly over-ﬁll the inner mir-
ror. Using the ﬁlter arrangement in ﬁgure 4.13, with the XUV aligned onto
the outer mirror, more of the XUV photons are delivered to the sample. The
beam size of the XUV on the outer mirror is ∼ 6mm. Furthermore, the IR
is attenuated spatially by the ﬁlter, which is necessary to prevent damage
to the samples. Additional attenuation of the IR is provided by a motorised
iris, which is also positioned in the gas phase streaking chamber.
The IR and XUV pulses are focused by the two-part mirror onto the
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Figure 4.13: Setup for performing attosecond streaking measurements on
surfaces. The inset shows the geometry of the incident beams and TOF axis
with respect to the sample. The dashed lines lie in a single plane perpen-
dicular to the sample surface, while the solid lines are rotated out of that
plane. The incident beams are at 20 ◦ to the sample surface and are rotated
into the page by 6 ◦. The laser polarisation and the TOF axis lie in a single
vertical plane rotated by 20 ◦ to the surface normal. The TOF axis is rotated
by ∼2 ◦ into the page.
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sample with an incidence angle of ∼20 ◦. The incident beams are also rotated
out of the plane normal to the sample surface by ∼6 ◦. The laser polarisation
vector is at an angle of θ ≈ 2 ◦ to the TOF axis.
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Figure 4.14: Sample alignment. (a) image of prism with two-part mirror
focus on apex. The arrow indicates the beam propagation direction. Inset
(a1): close-up image of focus on apex; inset (a2): image of focus with prism
moved by +25  m in the Sx direction. Au sample, positioned in focal plane
of the two-part mirror.
A precise and reproducible alignment procedure was critical for making
streaking measurements on solid samples. To position the sample at the two-
part mirror focus, and to locate the position of the piezo stage at which the
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pulses were temporally overlapped, the Kapton/Zr ﬁlter was ﬁrst replaced
by a ﬁlter with an aperture instead of a Zr foil (which will be referred to
as the ‘Kapton/hole’ ﬁlter). This produces two co-propagating IR beams,
one of which is transmitted through 7.5  m of Kapton. The prism used
for re-imaging was placed in the beam, close to the focus of the two-part
mirror, as shown in ﬁgure 4.14, to reﬂect the two beams out of the vacuum
chamber. A CMOS camera (Guppy Pro F-503, Allied Vision Technologies
GmbH) and a 0.56× magniﬁcation, long working distance (356mm) zoom
lens (MVL6X025L with attachment MVL05A, Thorlabs Ltd.) was used to
image the prism from outside the chamber.
When the apex of the prism is in the focal plane of the two part mirror,
both beams reﬂected from the front-face of the prism will disappear together
when the prism is moved out in the −Sz direction. The Sx position of the
focus can be judged to approximately ±200  m using this method. A refer-
ence marker positioned at the beam focus on the prism apex, indicated by
the crosshair in ﬁgure 4.14, was set in the data-acquisition software of the
CMOS camera. The sample is then positioned at the focus by translating it
into a position such that the beam on the surface is centred on the reference
marker. The insets in ﬁgure 4.14 demonstrate that a +25  m translation in
the Sx direction is easily detectable using the CMOS camera, indicating that
the reporoducibility of positioning the sample in the focal plane is better
than 25  m.
A ‘knife-edge’ focal spot measurement of the IR beam from the inner
mirror was made by scanning the prism across the focus in the Sz direction,
and measuring the power reﬂected from the front face. This measurement is
shown in ﬁgure 4.15, and yields an IR focal spot size of ∼110  m.
As mentioned previously, the reimaging setup could not be used to pre-
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Figure 4.15: Knife-edge measurement of IR focal spot from two-part mirror.
The 1/e2 diameter is 113  m. Circles: data points, solid curve: error function
least-squares ﬁt to the data.
cisely locate the temporal overlap between the IR and XUV pulses because
the lens in the reimaging setup causes the outer beam to be delayed by
∼ 30 fs. Furthermore, the IR pulses used for streaking propagate through
7.5  m of Kapton, which introduces a time-delay. To ﬁnd the piezo stage
position for temporal overlap between the IR and XUV pulses, the two IR
pulses transmitted through the Kapton/hole ﬁlter were used to make an in-
terferometric autocorrelation ATP measurement on a titanium surface. This
measurement is shown in ﬁgure 4.16. Clear temporal fringes spaced by the
laser period (2.53 fs) can be seen in the photoelectron spectrum due to con-
structive and destructive interference between the two pulses. The zero delay
between the two IR pulses is at a relative delay of 977.2 fs. The delay induced
by the Kapton ﬁlter is ∼20 fs (determined by comparison with an IR-IR in-
terferometric autocorrelation with no Kapton in either beam). This delay is
close to the expected delay of 17.5 fs calculated using the refractive index of
Kapton (n = 1.70 at 589 nm wavelength [141]).
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Figure 4.16: ATP interferometric autocorrelation measurement on titanium
surface, used for locating the temporal overlap between pulses from the inner
and outer parts of the two part mirror.
A second peak at ∼ 18 eV in the ATP photoelectron spectrogram in ﬁg-
ure 4.16 develops at high IR intensities. The separation of the photoelectron
spectrum into two peaks is caused by a Coulomb explosion of the photoemit-
ted electron cloud, and is consistent with observations of space charge eﬀects
in platinum ATP spectra [142].
Space charge eﬀects are less severe for the higher energy XUV photoelec-
trons. Figure 4.17 shows the valence band XUV photoelectron spectrum of
a polycrystalline gold sample, measured at a detection count-rate typical of
the streaking measurements (330 s−1, corresponding to an absolute photoe-
mission rate of ∼ 100 electrons per shot) and also at a much lower count
rate (11 s−1, corresponding to ∼3.4 electrons per shot). The count-rate was
adjusted by altering the XUV pulse intensity via the backing pressure of the
HHG gas jet. For the higher count-rate the photoelectron spectrum shows a
small shift of 0.6 eV towards higher energy, but no spectral reshaping, due to
space charge. This behaviour is similar to observations on tungsten surfaces
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in [10].
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Figure 4.17: XUV photoelectron spectrum of polycrystalline Au valence
band, measured with a low photoelectron count-rate of 11 s−1 (red) and a
high count rate of 330 s−1 (black). The shaded areas are the experimental
errors. The inset shows the region of the valence band bounded by the black
box.
As an initial test of streaking on a solid surface, both the IR and the
XUV were sent onto the outer part of the two-part mirror to ensure optimum
temporal and spatial overlap. The photoelectron spectrum of polycrystalline
gold was measured as a function of the CEP of the IR pulses, which was
varied using the AOM in the oscillator pump beam. The resulting trace is
shown in ﬁgure 4.18. The modulation of the overall photoelectron count rate
with the CEP, with period π rad, is caused by a modulation in the intensity
of the cut-oﬀ HHG emission overlapping with the mirror reﬂectivity, as seen
earlier in ﬁgure 4.5. At a CEP of π rad the IR pulse has a cosine vector
potential, which is directed towards the TOF. The valence band peak in the
Au photoelectron spectrum (centred at 83 eV in the absence of IR) is shifted
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Figure 4.18: (a) Photoelectron spectrum of polycrystalline Au as a function
of CEP, using IR and XUV pulses at zero time-delay. (b) Line-outs at 0 rad
(black), 0.5 π rad (red) and π rad (blue) CEP.
up to 87 eV as a result of streaking in the ﬁeld. Conversely, at a CEP of 0 rad
the photoelectrons are down-streaked.
Measuring the photoelectron spectrum as a function of the CEP was
invaluable in determining the correct IR intensity for streaking to be ob-
served without damaging the sample. Kruger et al. found that the damage
threshold of a 50 nm gold ﬁlm was∼0.1 J cm−2 using 28 fs, 793 nm laser pulses
[143]. This ﬂuence would correspond to an intensity of ∼ 3 × 1013Wcm−2
for a 4 fs pulse. However, the damage threshold decreases as the number of
laser shots increases due to thermally induced stress-strain [143–145]. This
increases the surface roughness, increasing the amount of energy that gets
absorbed on subsequent shots [144]. Furthermore, the damage threshold can
be an order of magnitude lower for nanostructures [146]. While ultrafast
experiments on metal surfaces have typically placed damage thresholds at
around 1012Wcm−2 [99, 142], the damage thresholds of the materials stud-
ied in this thesis have not been studied at sub-4 fs pulse durations. As noted
for platinum in [142], it was observed that damage to the samples was ac-
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companied by a dramatic increase in the count rate of ATP photoelectrons.
For the surface streaking measurements presented in chapter 5, the intensity
was typically ∼ 7 × 109Wcm−2, which was suﬃciently low to avoid sample
damage.
The temporal resolution of attosecond streaking measurements is related
to the streaking amplitude. It is important, therefore, to consider the lim-
itation on the temporal resolution imposed by constraining the intensity to
avoid sample damage. The quantum mechanical uncertainty principle dic-
tates that two events separated in time by δt can only be spectrally resolved
provided they are separated in energy by δE ≈ /δt. For photoelectrons
emitted close to a maximum in the streaking ﬁeld vector potential, a single
spectral measurement has a time resolution which is ultimately limited by
the uncertainty principle. This time resolution is given by [65]
δt =
T0
2π
√
ωL
ΔEs (4.3)
where T0 is the laser period, ωL is the laser frequency, and ΔEs is the energy
shift of the streaked spectral feature. The duration of the isolated attosecond
XUV pulses used for the surface streaking experiments in this thesis is expec-
ted to be ∼300 as based on the measured HHG spectrum and the theoretical
reﬂectivity of the two part mirror. Using equation 4.3, the required energy
shift to measure a pulse with this duration is ∼ 3 eV. To achieve this streak-
ing amplitude with an 800 nm laser ﬁeld and an initial photoelectron energy
of 83 eV, an intensity of ∼2.2× 1011Wcm−2 is required.
There is, however, a large amount of redundant information in a two-
dimensional streaking trace, which signiﬁcantly relaxes the intensity require-
ment [147]. It was found in [147] that an accurate (to within 3%) XUV pulse
duration could be retrieved even with an intensity that was almost two or-
ders of magnitude lower than that prescribed by equation 4.3. The intensity
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of ∼ 7 × 109Wcm−2 used for the streaking measurements presented in this
thesis is therefore expected to be suﬃcient for an accurate retrieval of the
photoelectron wavepacket duration.
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Chapter 5
First results of attosecond
streaking on surfaces
In this chapter, I describe attosecond streaking measurements performed
on metallic ﬁlms without prior in-situ UHV surface cleaning. This work
was presented at the HILAS 2014 conference (oral presentation), and is in
preparation for submission to New Journal of Physics.
Previous solid state attosecond streaking studies have required single crys-
tal samples, and in-situ surface preparation techniques such as sputtering and
annealing to produce highly clean surfaces [8, 10]. If it is possible to relax
the conditions on the surface quality and precise atomic structure, then atto-
second streaking can be generalised to an entirely new class of solid samples
with complex morphology and composition, opening numerous new experi-
mental opportunities. Examples of such samples include thin-ﬁlms, magnetic
thin-ﬁlms, samples exhibiting surface chemistry, and nanostructures. Such
materials and structures could be specially designed to steer electron dy-
namics, with potential applications in areas such as ultrafast optical data
processing. As a ﬁrst step towards this challenging ﬁeld of physics, the pos-
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sibility of performing streaking on non-crystalline metal ﬁlms without any
in-situ preparation was investigated.
The plasmonic resonance properties of gold nanostructures are one of the
key motivations for this work. It is hoped that time-domain measurements of
surface plasmons will allow optimisation of their use in strong ﬁeld physics.
An important prerequisite for fully characterising surface plasmons using
streaking is to demonstrate that attosecond streaking can be performed on
plain gold.
Attosecond streaking measurements on metal surfaces were performed
using the setup developed by the author and described in chapter 4. Two
types of sample were studied: 20 nm of tungsten on silicon (100), and 52 nm
of gold on silicon (100).
5.1 Attosecond streaking on tungsten ﬁlms
To date, streaking measurements have been performed on tungsten [8, 10]
single crystals and on magnesium [9] single crystals. As one of the few solid
materials on which streaking has been performed [8], tungsten was an excel-
lent candidate for testing attosecond streaking on non-crystalline samples. In
the following experiments it will be shown that attosecond streaking measure-
ments can be performed on a non-crystalline tungsten evaporation, without
using the surface preparation techniques described in previous investigations
[8, 10].
5.1.1 Sample characterisation
X-ray photoelectron spectroscopy (XPS), and x-ray diﬀraction (XRD) meas-
urements were used to characterise the samples used for surface streaking.
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These measurements, and their analysis, were performed by J. Hengster,
Th. Uphues (CFEL, Hamburg University), A. Seiler, S. Ibrahimkutty and S.
Stankov (IPS, Karlsruhe Institute of Technology).
A 20 nm tungsten layer was coated onto silicon (100) using a sputter de-
position device (Med-010, Bal-Tec). The tungsten sample was deposited by
J. Overbuschmann (Centre of Advanced European Studies and Research,
Germany). The sample was then stored in ambient conditions before being
installed in the UHV surface streaking experimental chamber. After com-
pleting the streaking experiments, the sample was transferred to a surface
analysis system where it was characterised using XPS (SPECS Mg Kα X-
ray source, Phoibos 150 hemispherical analyser, analysation with CasaXPS,
Casa Software Ltd), and XRD (Rigaku SmartLab).
An analysis of the sample composition, performed using XPS, is shown
in ﬁgure 5.1 (a). The spectrum was calibrated using the C 1s peak at 285 eV.
Carbon and oxygen peaks, indicative of surface contamination, are present at
energies in good agreement with the literature values [148]. The 4f peaks are
substantially shifted in binding energy (BE) relative to those for pure tung-
sten in the literature, indicating that they are from tungsten compounds.
Analysis of the 4f peaks reveals a peak shifted by 5.5 eV corresponding to
tungsten trioxide (WO3 4f 7/2, 36.5 eV BE [148]), which is the predomin-
ant composition of the sample surface. The thickness of the WO3 layer was
estimated to be ∼9 nm. This is an order of magnitude larger than the photo-
electron mean-free path at 93 eV, and spectra measured using the attosecond
XUV pulses will therefore be almost entirely from WO3. The substructure at
lower BE may contain contributions from tungsten carbide (WC, 31 - 32 eV
BE [149]), tungsten dioxide (WO2, 32.5 eV BE [149]), and pure tungsten (W,
30.5 - 31.5 eV BE [149]).
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Figure 5.1: Upper: XPS measurement. Dotted lines indicate the literat-
ure positions of peaks [148]. The inset shows the 4f region bounded by the
dashed-dotted line. Lower: XRD trace, showing diﬀracted intensity as a
function of the angle between the incident and diﬀracted beams (2Θ). The
inset shows the region in which peaks from crystalline WO3 would appear.
The absence of these peaks indicates that the structure is amorphous. Cour-
tesy of J. Hengster.
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To determine the crystallinity of the tungsten sample, XRD was per-
formed in ambient conditions, on both the pure Si(001) substrate and on the
tungsten evaporation. The dominant peaks in both XRD spectra in ﬁgure
5.1 (b) are from Si, while no characteristic tungsten peaks are found. Peaks
from WO3, which would appear in the region 23
◦ < 2Θ< 25 ◦ [150] (where
2Θ is the angle of the diﬀracted beam relative to the incident beam), are
also absent. Thus, importantly, the WO3 composing the sample surface is
amorphous in character.
5.1.2 Attosecond streaking
The experimental tungsten photoelectron spectrum, using the few-cycle IR
and isolated attosecond XUV pulses at a large time-delay, is shown in ﬁgure
5.2. The valence and 4f bands can be identiﬁed at 83 eV and 53 eV, respect-
ively. At the IR intensities used for the experiments, the XUV count rate
was much higher than that from the IR, even at low photoelectron energies,
and the ATP background could therefore be neglected when analysing the
valence and 4f peaks.
Figure 5.4(a) shows the raw experimental streaking trace from the tung-
sten evaporation, acquired using 300 as time-delay steps, with 120 s integra-
tion (1.2 × 105 laser shots) at each step. The valence band displays clear
oscillations conﬁrming that a sub-cycle photoelectron wavepacket is emitted.
Streaking of the 4f band is present, but unclear due to the low signal-to-
noise and signal-to-background of this feature. The measurement is however
a ﬁrst proof-of-principle extension of the attosecond streaking technique to
disordered solids.
The following steps were taken to process the experimental data. The
experimental streaking trace S(τ, E) (where τ is the time-delay between the
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Figure 5.2: Experimental photoelectron spectrum from tungsten evapora-
tion, using XUV and IR at a large time delay. The Fourier-ﬁltered spectrum,
±1σ experimental error bounds, secondary electron background, and spec-
trum after background subtraction are also shown, as indicated in the legend.
The secondary electron background was assumed to be linear between 40 eV
and 74.5 eV, and was estimated using the Shirley approach [151] between
74.5 eV and 96 eV, as described in detail in the main text. The additional
peak in the spectrum at 66 eV is an artefact, probably caused by a reﬂec-
tion of the voltage pulse from the MCP in the detection electronics. This
interpretation is supported by the lack of a corresponding feature in the XPS
spectrum.
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Figure 5.3: Raw experimental streaking trace from tungsten sample, show-
ing the valence (75 - 95 eV) and 4f (45 - 60 eV) band regions. The energy axis
is split at the black dotted line.
IR and XUV pulses) was two-dimensionally Fourier transformed. The high-
frequency noise was then removed by multiplying the Fourier transformed
trace with a two-dimensional low-pass Fourier ﬁlter. The ﬁlter had a ‘super-
Gaussian’ functional form given by
F (ν, E˜) = exp
[
−4ln2
(
ν
2Wν
)2Gν]
exp
⎡
⎣−4ln2
(
E˜
2WE˜
)2GE˜⎤⎦ , (5.1)
where E˜ represents the axis in Fourier space corresponding to the energy
direction, ν is the frequency axis (the Fourier space axis corresponding to
the time-delay direction), Wν, E˜ is the ﬁlter cut-oﬀ in the ν and E˜ direc-
tions, respectively, and Gν, E˜ is the ﬁlter order in the ν and E˜ directions,
respectively. In the E˜-direction, the ﬁlter cut-oﬀ was chosen to smooth the
spectrum without introducing artefacts. In the frequency direction, the cut-
oﬀ was Wν = 1.1× 1015Hz, corresponding to a wavelength of 267 nm which
is outside the spectrum of the laser pulse. The ﬁlter orders were Gν = 4 and
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GE˜ = 2. The experimental uncertainty of each spectrum was taken as the
±1σ levels of the experimental noise (predominantly from counting statistics)
about the Fourier-ﬁltered spectrum. This was determined by subtracting the
Fourier ﬁltered spectrum from the unﬁltered spectrum, and then calculating
a moving standard deviation using a range of 1.9 eV at each point on the
energy axis. The Fourier-ﬁltered spectrum and error bounds are also shown
in ﬁgure 5.2.
The secondary electron background contribution to the photoelectron
spectrum in the vicinity of the valence band was estimated using the ap-
proach in [151]. The photoelectron spectrum S(E) was assumed to contain a
negligible contribution from the valence band at energies EL and EH lower and
higher than the valence band energy, respectively. The background SB(EB),
at a given energy EB between these points, was assumed to be proportional to
the integrated number of unscattered electrons in the valence band at higher
energies in the range EB < E < EH. The secondary electron background was
then calculated iteratively according to [151]
SB(EB) = S(EL)
∫ EH
EB SC(E) dE∫ EH
EL SC(E) dE
, (5.2)
where SC(E) is the background-corrected spectrum from the previous iter-
ation (equal to the original spectrum S(E) on the ﬁrst iteration). Ten it-
erations of 5.2 were performed for each spectrum, which was suﬃcient for
convergence of the secondary electron background.
This background subtraction procedure was applied to each spectrum of
the streaking trace using a choice of EL and EB where the contribution from
the valence band was estimated to be negligible. In practice, this was done
by initially calculating the secondary electron background of each spectrum
in the trace using energy bounds appropriate for an un-streaked spectrum
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(EL = 74.5 eV and EH = 96 eV). The centre-of-mass (COM) energy ECOM(τ)
of the valence band was then determined as a function of the time delay
using a procedure which will be described in detail below. The secondary
electron background of each spectrum was then recalculated, adjusting EL
and EH at each time delay by ΔE = ECOM(τ)− Einit, where Einit is the COM
energy of the unstreaked valence band. A single iteration of this procedure
was suﬃcient for convergence of the ﬁnal background-subtracted streaking
trace.
To isolate the 4f peak a linear background was assumed from 40 eV to
74.5 eV. This appears reasonable based on the overall shape of the secondary
electron tail in this energy range (both for tungsten and for gold presen-
ted later). Examples of an estimated secondary electron background, and a
background-subtracted spectrum, are shown in ﬁgure 5.2.
The energy shifts of the valence and 4f features in the streaking trace
were extracted as a function of the time-delay using the COM procedure in
[8]. The COM energy of a peak in the photoelectron spectrum is given by [8]
ECOM(τ) =
∑
i EiS(τ, Ei)∑
i S(τ, Ei)
, (5.3)
where index i is the energy-bin number, which is summed over in the energy
region of interest. The experimental uncertainty bounds of each spectrum
leads to an uncertainty in the COM. The standard deviation of the COM is
[8]
σCOM(τ) ≈
√√√√∑
i
[
σi(τ, Ei)∂ECOM(τ)
∂S
]2
=
√∑
i [σi(τ, Ei) (Ei − ECOM(τ))]2∑
i S(τ, Ei)
.
(5.4)
The energy shift as a function of time was Fourier-ﬁltered using an 8th
order super-Gaussian band-pass from 450 –1100 nm, to remove noise com-
ponents lying outside the laser spectrum. The ﬁltered energy shifts of the
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Figure 5.4: (a) Background subtracted and Fourier ﬁltered experimental
streaking trace from tungsten ﬁlm. (b) Retrieved FROG-CRAB trace using
PCGPA. In (a) and (b) the 4f band has been scaled to the same height
as the valence band for clarity. The FROG-CRAB retrieval was performed
using the true band heights. The temporal fringes in the retrieved 4f trace
at ∼ −5 fs are an artefact from the FROG-CRAB algorithm, which appears
as a consequence of the low experimental 4f band signal.
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Figure 5.5: (a) Fourier-ﬁltered energy shifts of valence (blue) and 4f (green)
bands, extracted from the experimental streaking trace using the COM pro-
cedure. The errors indicated by the shaded areas are derived from the ex-
perimental noise in the streaking trace. The inset shows a magniﬁed view of
the zero-crossing in the black box. (b) DC shifts from Fourier analysis of the
COM energy shift.
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valence and 4f bands are shown in ﬁgure 5.5 (a). The COM analysis reveals
that the 4f electrons are emitted 140± 190 as prior to the valence band elec-
trons. Although a zero (or, indeed, a negative) time-delay is not completely
ruled out by this measurement, it appears signiﬁcant that the 4f electrons
are emitted ﬁrst, since this ﬁnding is consistent over three half-cycles at the
centre of the pulse. It should also be noted here that the error bar was also
rather large (110± 70as) in the ﬁrst streaking measurement on tungsten [8].
Away from the pulse centre, the time-delay between the 4f and valence
bands changes. Figure 5.5 (b) shows substantial DC shifts of the 4f and
valence bands, which were removed from the shifts presented in ﬁgure 5.5
(a) by Fourier-ﬁltering. In [8] a linear DC shift was observed, and attributed
to charging of the sample during the IR pulse. If related to charging, the
DC shifts in the present study may play a role in the time-dependence of
the 4f-valence delay. However, it is so far unclear whether charging is indeed
responsible for the shift observed, since one might expect the shift to increase
monotonically.
The XUV photoelectron wavepacket was retrieved from the trace using
the FROG-CRAB technique [77] with a principal component generalised pro-
jections algorithm (PCGPA) [81] (code written by T. Witting). The al-
gorithm was iterated 800 times, which was suﬃcient for convergence. The
photoelectron wavepacket retrieved from the valence band, shown in ﬁgure
5.6, has a duration of 334 as. The error from the retrieval algorithm alone,
based on the change in the retrieved pulse duration over the ﬁnal 200 itera-
tions, is ±4 as. It has been shown that counting statistics noise in a streaking
trace leads to an error on the pulse duration retrieved using FROG-CRAB
[147]. Retrieved pulse durations are typically accurate to within ∼ 5%
provided the peak number of counts in the streaked feature is > 50 [147].
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This condition is satsiﬁed for the spectra composing the experimental WO3
streaking trace, each of which has ∼ 145 counts at the peak of the valence
band. On this basis, the overall experimental error on the photoelectron
wavepacket in ﬁgure 5.6 is expected to be approximately ±20 as (which in-
cludes the ±4 as from the algorithm alone). The duration of the valence band
photoelectron wavepacket is signiﬁcantly longer than the Fourier-limit of the
spectrum (304 as), suggesting that transport eﬀects in the solid may increase
the duration of the wavepacket.
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Figure 5.6: XUV photoelectron wavepacket (blue) and phase (grey), from
tungsten steaking trace, retrieved using FROG-CRAB. The retrieved pho-
toelectron wavepacket has a duration of 334 as. The overall error on the
wavepacket duration is approximately ±20 as (for a discussion of the error
see the main text).
An independent estimate of the time-delay between the 4f and valence
photoemission was made by performing 800 iterations of the FROG-CRAB
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Figure 5.7: FROG-CRAB retrieved spectrum (blue) and group-delay (grey)
of the valence and 4f bands. The error on the retrieved delay of 38 as is on
the order of hundreds of attoseconds.
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retrieval on the two bands simultaneously. The retrieved streaking trace
shown in ﬁgure 5.4 (b) is in good agreement with the experimental trace in
ﬁgure 5.4 (a). The retrieved photoelectron spectrum, and group-delay, are
shown in ﬁgure 5.7. The diﬀerence in group-delay between the peaks of the
4f and valence bands is 38 as, which corroborates the ﬁndings of the COM
analysis in terms of the direction of the time-delay, i.e. the 4f electrons are
emitted ﬁrst. The error in the delay from the FROG-CRAB algorithm alone,
based on the change in the retrieved delay over the ﬁnal 200 iterations, was
±2 as. The overall error, as for the COM analysis, is likely to be on the order
of hundreds of attoseconds due to the low signal in the 4f band.
The two analysis methods (COM and FROG-CRAB) permit extraction
of a time-delay despite the low signal-to-noise and signal-to-background of
the 4f band, which is clearly a limitation of this measurement. The situation
is further complicated by an inherent uncertainty in the secondary electron
background, particularly in the region of the 4f peak, and a lack of knowledge
of how the secondary electron background is inﬂuenced by the streaking ﬁeld.
For a more precise determination of the time-delay the signal level of the 4f
feature could be increased by improvement of the detection apparatus, which
is not fully optimised for interband time-delay measurements. For example,
the collection eﬃciency of the detector is rather small (2×10−3) and could be
increased by re-designing the TOF to improve the signal level of the 4f band.
Nevertheless, both analysis methods are in agreement that the 4f electrons
are emitted ﬁrst.
The observed time-delay behavior is qualitatively diﬀerent to previous
measurements on clean single crystal W(110), where valence band electrons
were found to be photoemitted ﬁrst [8, 10]. The fact that the behavior
is diﬀerent is perhaps unsurprising since the time-delay is sensitive to the
5.1 Attosecond streaking on tungsten ﬁlms 142
mean-free paths of the photoelectrons, and to screening eﬀects in the sur-
face [126, 127], and is therefore material dependent. The delay also depends
on the bandstructure of electronic states [126] which will be diﬀerent for
an amorphous sample compared to a single crystal. The precise interplay
between these eﬀects is an open question in the case of amorphous, oxidised
tungsten. The diﬀerent eﬀects will be challenging to disentangle, since tung-
sten is a rather diﬃcult metal to describe theoretically [126]. Furthermore,
mean-free paths are generally not well known in the XUV for compound
materials such as WO3 [111].
The COM energy shift of the valence band was used to ﬁnd the elec-
tric ﬁeld of the IR pulse on the tungsten surface. In accordance with [76]
the instantaneous vector potential of the streaking ﬁeld at the time of XUV
photoemission is related to the energy shift, ΔE = ECOM − Einit, of the pho-
toelectron spectrum by
A =
√
me
2Einit
ΔE
e cos θ
. (5.5)
where me and e are the electron mass and charge, respectively, Einit is the
inital photoelectron energy, and θ is the angle between the initial photoemis-
sion velocity andA. For the experimental conditions the cos θ term is a small
correction because θ ≈ 2 ◦ is small. The collection solid angle of the TOF is
also small (2 × 10−3 of the full solid angle) and therefore will not introduce
any signiﬁcant energy smearing in the streaking trace as a consequence of
collecting photoelectrons emitted at a range of θ. The electric ﬁeld E can be
found from A using the relation, E = −∂A/∂t.
The electric ﬁeld at the tungsten surface is shown in ﬁgure 5.8. The elec-
tric ﬁeld is in close agreement with a typical ﬁeld retrieved from a gas-phase
streaking measurement in neon. This is a useful cross-check and indicates
that the surface streaking apparatus is functioning properly.
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Figure 5.8: Electric ﬁeld (red) retrieved from tungsten streaking trace, and
experimental errors (shaded area). Also shown is a retrieved electric ﬁeld
(dashed blue) from separate gas phase streaking measurements in neon, which
to aid comparison has been scaled to match the peak amplitude of the ﬁeld
from the tungsten trace.
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The measurements presented in this section have established the sucess-
ful development of an apparatus for performing attosecond streaking exper-
iments on condensed matter samples.
It was unclear until these measurements whether streaking would be pos-
sible on disordered samples due to the more complex bandstructure. For
samples where the valence photoemission is predominantly from the sample
surface, one would expect the bandstructure to be less important in determ-
ining whether streaking is possible (since photoemitted electrons will appear
in the ﬁeld instantaneously). In this section, streaking was demonstrated not
only on the valence photoemission of WO3, but also on the inherently bulk
4f band. It can be concluded that even in highly disordered samples, the
spread in photoemission times can be similar to the duration of the incident
XUV pulse.
The applicability of attosecond streaking to amorphous solid samples,
without any prior surface cleaning, has been demonstrated. This should
extend streaking to a much more general class of solids, allowing a wider
variety of sample types to be considered.
The origin of the observed time-delay between the 4f and valence electrons
is, as yet, unexplained. The delay is dependent on a complex interplay of the
diﬀerent factors discussed in chapter 2. Notably, the mean-free path in this
sample remains undetermined. A complete interpretation of the result will
most likely require extensive theoretical modelling and further experimental
measurements.
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5.2 Attosecond streaking on gold ﬁlms
In this section the measurement of plasmon dynamics in the time-domain is
considered. Gold is an ideal material for strong-ﬁeld plasmonics since gold
surfaces and nanostructures typically have resonances in the visible to near-
infrared. While the tendancy of gold to form rough surfaces can facilitate
the excitation of LSPs and SPPs, this property might also hinder attosecond
streaking measurements due to phase and amplitude averaging over diﬀerent
plasmon resonances. It was therefore unclear whether streaking measure-
ments would remain possible in the absence of the spatially resolved photo-
electron detection oﬀered by a PEEM [17, 106].
Furthermore, the fabrication of specially tailored nanostructures for strong
ﬁeld physics and technology applications is generally challenging, and many
UHV surface cleaning techniques are likely to destroy the structures. Thus, it
is important to consider whether streaking measurements can be performed
on polycrystalline gold without any additional surface preparation beyond
the standard fabrication. In order to investigate this, streaking measure-
ments were performed on a plain gold evaporation.
5.2.1 Sample characterisation
A 52 nm-thick gold ﬁlm was deposited by thermal evaporation of gold gran-
ules (99.999% purity) onto a silicon (100) substrate at a rate of 1 nm s−1,
within a vacuum chamber at a pressure of 5× 10−8mbar. The deposition of
the gold sample was performed by D. Y. Lei (currently at the Hong Kong
Polytechnic University). The sample was then stored in ambient conditions
before being installed in the UHV surface streaking experimental chamber.
After performing streaking experiments the sample was transferred to the
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surface analysis system for XPS, and XRD measurements.
An analysis of the sample composition, performed using XPS, is shown in
ﬁgure 5.9 (a). The spectrum was calibrated using the C 1s peak at 285 eV.
The spectrum contains elementary gold photoemission lines at energies in
good agreement with literature values, as well as carbon and oxygen peaks
[148]. The presence of carbon and oxygen peaks is an indication of surface
contamination. The strong Au 4f peaks conﬁrm that the surface is predom-
inantly gold.
The crystallinity of the gold surface was investigated using XRD under
ambient conditions. The relative broadness of the gold diﬀraction peaks in
ﬁgure 5.9 (b), and the presence of diﬀraction peaks from diﬀerent crystal
orientations, conﬁrms the polycrystalline nature of the gold surface. The
6:1 ratio between the Au(111) and Au(200) peak areas indicates a preferred
Au(111) orientation in the sample. The Si(400) peak originates from the
Si(100) substrate.
Preliminary non-contact atomic force microscopy measurements show a
surface proﬁle with an rms roughness of ∼0.8 nm and a peak-to-peak rough-
ness of ∼8.5 nm.
5.2.2 Streaking measurements
The photoelectron spectrum of the gold sample is shown in ﬁgure 5.10. A
clear peak from the valence band is observed at 83 eV. As for the tung-
sten sample, the ATP contribution to the spectrum was negligible. A raw
experimental streaking trace from the gold sample is shown in ﬁgure 5.11.
The streaking measurement was performed using 300 as time-delay steps,
and 40 s integration (4 × 104 laser shots) at each step. The shorter integra-
tion time compared to the WO3 measurements was chosen to allow a longer
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Figure 5.9: Gold sample composition and crystallinity analysis. (a) XPS
measurement, calibrated using the C 1s peak at 285 eV. The dotted lines
indicate the literature positions of elementary peaks, and the inset shows the
Au 4f region bounded by the dashed-dotted line. (b) XRD measurement.
Figure courtesy of J. Hengster.
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Figure 5.10: Experimental photoelectron spectrum from 52 nm gold evap-
oration, using XUV and IR at a large time delay. The background close to
the valence band peak was determined using the approach in [151].
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Figure 5.11: Raw experimental streaking trace of the valence band of the
52 nm gold evaporation.
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range of time delays to be studied, since one possible signature of plasmonic
resonances is an electric ﬁeld with a longer persistence than the excitation
pulse. The processed trace (Fourier-ﬁltered and background-subtracted fol-
lowing the same steps as for the WO3 trace) is shown in ﬁgure 5.12 (a).
Clear oscillations of the valence band are observed, conﬁrming the release
of a sub-cycle photoelectron wavepacket from the gold surface. The XUV
photoelectron wavepacket was extracted using the FROG-CRAB procedure.
The retrieved streaking trace is shown in ﬁgure 5.12 (b), and the retrieved
XUV photoelectron wavepacket is shown in ﬁgure 5.13. The photoelectron
wavepacket has a duration of 293 as.
Due to the relatively short integration time for each spectrum of the
streaking trace, the degree of noise from counting statistics is higher than for
the WO3 measurements. In fact, the peak number of counts in the valence
band (∼ 25) of each spectrum falls below the condition mentioned earlier,
that > 50 counts are typically required for a FROG-CRAB pulse duration
retrieval within ∼ 5% of the true value [147]. With 25 counts, errors of up
to ∼ 10% on the retrieved pulse duration were found in [147]. However,
the Fourier-ﬁltering applied to the gold streaking trace is highly eﬀective in
removing the noise. The ﬁltered spectrum in ﬁgure 5.10 is in good agreement
with those measured with higher count numbers, and the oscillations in the
processed trace in ﬁgure 5.12 (a) are clearly visible. A 10% error of ±30 as
on the retrieved wavepacket duration from the from the gold streaking trace
can therefore be regarded as an upper limit on the error.
This demonstration that attosecond streaking can be performed on poly-
crystalline gold further supports the notion that attosecond streaking is ap-
plicable to solid samples in general. It is worthwhile to mention here that the
streaking setup presented in this thesis is highly robust in its application to
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Figure 5.12: (a) Background subtracted and Fourier ﬁltered experimental
streaking trace from 52 nm gold evaporation, using 300 as time-delay steps.
The retrieved COM of the valence band is also shown (black curve). (b)
Retrieved FROG-CRAB trace using PCGPA algorithm.
metal evaporations, and streaking measurements have also been performed on
a titanium evaporation. This will enable attosecond-resolved measurements
on solid samples with a greater degree of complexity, in terms of materials
and morphology, than has previously been considered.
The COM energy-shift of the gold valence band, shown in ﬁgure 5.12 (a),
was used to ﬁnd the electric ﬁeld at the gold surface, which is shown in ﬁgure
5.14. Comparing this with a typical electric ﬁeld retrieved from gas phase
streaking measurements, the ﬁeld retrieved from the gold surface appears to
be signiﬁcantly more structured. This observation is consistent over several
streaking measurements.
The structured nature of the electric ﬁeld at the gold surface is tentative
evidence that the photoelectrons are streaked in a surface plasmon, as well
as in the incident ﬁeld. The similarity with the LSP ﬁeld in a hot-spot on a
surface predicted in [17] (which was shown in chapter 2) is noteworthy. With
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Figure 5.13: XUV photoelectron wavepacket (blue) and phase (grey), re-
trieved from gold streaking trace using FROG-CRAB. The error on the wave-
packet duration of 293 as has an upper limit of approximately ±30 as (see the
main text).
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Figure 5.14: Electric ﬁeld (red) retrieved from gold streaking trace, and
experimental errors (shaded area). Also shown is a retrieved electric ﬁeld
(dashed blue) from separate gas phase streaking measurements in neon, which
has been scaled to match the peak amplitude of each trace to aid comparison.
The error bar on the electric ﬁeld from the neon measurement is shown on
the left-most data point.
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this ﬁnding, the prospect of performing a full temporal characterisation of
surface plasmons using attosecond streaking is within reach. The unequi-
vocal identiﬁcation and characterisation of a surface plasmon will require a
means to discriminate between the incident ﬁeld and the plasmonic ﬁeld. An
in-situ gas phase streaking measurement would be beneﬁcial for this pur-
pose. Furthermore, work is underway to perform streaking measurements on
specially-designed gold nanogratings. SPPs excited on such a structure are
expected to have decay times of tens of fs [152], and their presence would
therefore be unmistakable. As SPPs propagate for some distance along the
surface, it might also be possible to distinguish the SPP from the incident
ﬁeld by spatially oﬀ-setting the XUV pulse to probe the SPP away from the
focus of the incident IR pulse [152]. By doing this, the propagation of the
SPP along the surface could also be investigated.
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Chapter 6
Conclusions
In this thesis I have described the development of a setup for attosecond
time-resolved photoelectron studies on condensed matter systems, and the
application of this setup in performing attosecond streaking measurements
on metal ﬁlms. In the sections below I will summarise the main results from
each experimental chapter, and give an outlook towards future studies.
Chapter 3
The commerical CPA laser used for the experimental work was described.
This system provides CEP stable 28 fs, 2.5mJ pulses at a 790 nm central
wavelength.
For isolated attosecond pulse generation through amplitude-gating, pulses
with few-cycle durations were required. A hollow ﬁbre post compression sys-
tem was therefore used. The optimisation of this hollow ﬁbre system, through
studies of the energy throughput and CEP stability, was presented. A new
mechanism for CEP ﬂuctuations emerging from hollow-ﬁbres was identiﬁed.
The CEP ﬂuctuations induced in the ﬁbre under the experimental conditions
considered are predominantly from an amplitude-to-phase coupling through
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plasma density ﬂuctuations. Optimisation of the hollow-ﬁbre system led
to the generation of 0.4mJ, sub-4 fs pulses with a long-term CEP rms of
∼200mrad.
Future development of this system, to make eﬃcient use of the full 2.5mJ
pulse energy available from the CPA laser, will involve scaling the inner
diameter of the ﬁbre at constant intensity to avoid the nonlinear scaling of
tunnel ionisation with intensity. An inner-diameter of 310  m would be a
suitable choice.
Chapter 4
Amethod for the generation of isolated attosecond XUV pulses through HHG
was presented. A setup for delivering the few-cycle femtosecond, and isolated
attosecond XUV pulses to the sample, was developed by the author. This
setup incorporates a two-part multilayer XUV mirror with a piezo delay stage
that has a resolution of 10 as and a range of 1.7 ps. The two-part mirror setup
is UHV compatible to minimise its contribution to sample contamination
within the vacuum system. A base pressure of 3 × 10−9mbar was achieved
in the experimental chamber. Vacuum levels better than 10−9mbar can be
achieved in the sample preparation chamber.
Further development of the attosecond surface science setup will be com-
pleted in the near future. A gas target for in-situ gas phase streaking meas-
urements will be installed, as well as an in-situ diagnostic for studying nano-
plasmonic samples (e.g. a dark-ﬁeld microscope).
Chapter 5
Using the attosecond surface science setup I developed, I performed ﬁrst
attosecond streaking measurements on evaporative metal ﬁlms with varying
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degrees of structural disorder. No prior in-situ sample cleaning was performed
for these studies.
Measurements on a tungsten evaporation show streaking of the valence
and 4f bands. XPS and XRD measurements on the tungsten evaporation in-
dicate that the surface of the sample is predominantly WO3, and importantly
the atomic structure is amorphous. Performing a FROG-CRAB retrieval on
the valence band alone reveals an XUV photoelectron wavepacket with a
duration of 334± 20 as. Comparison of the oscillation phases of the valence
and 4f bands yields a time-delay of 140± 190 as, with the 4f photoelectrons
being emitted ﬁrst. A FROG-CRAB retrieval corroborates the direction of
this time delay.
A gold evaporation, revealed by XPS and XRD to be polycrystalline
gold, was also studied. An XUV photoelectron wavepacket with a duration
of 293± 30 as was retrieved using FROG-CRAB. In comparison to gas phase
streaking measurements, the streaking electric ﬁeld at the gold surface ap-
pears more structured. There is a resemblance to LSP electric ﬁelds on rough
metal surfaces predicted in [17].
The measurements demonstrate that attosecond streaking can be applied
to solids with disordered atomic structures, even for photoemission arising
from the bulk. The time-delayed photoemission behavior in WO3 is qualit-
atively diﬀerent to that in single crystal tungsten [8, 10]. Fully disentangling
the mechanisms for this delay will require further theoretical and experi-
mental work. In-situ gas phase streaking measurements will be beneﬁcial for
identifying the presence of plasmons on gold, which currently cannot be un-
equivocally distinguished from the incident ﬁeld. Nevertheless, the full tem-
poral characterisation of plasmons using the setup developed in this thesis is
now within reach.
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