Abstract-Recent advances on Transmission Network Expansion Planning (TNEP) demonstrate that the use of robust optimization, in contrast with respect to stochastic programming methods, make the expansion planning problem computationally tractable for real systems. State-of-the-art robust methods treat the problem as stationary during the study period, making all the required investments on expansion of lines at the beginning of the project horizon. However, it is well-known that socioeconomic and environmental constraints might change considerably during the network lifetime, such as planned increments of wind-power generation capacities, variations of environmental conditions due to climate change or growing trends on consumption patterns, and these changes might also affect the optimal capacity expansion planning. This paper drops the classical stationarity assumption and extends an existing adaptive robust transmission expansion planning formulation for non-stationary situations. The solution of this problem provides information not only about what additional lines must be installed but the construction timing during the study horizon as well. Numerical results from an illustrative example and the IEEE 118-bus system are presented and discussed.
change and its impact on the planet and on our way of life is the primary concern of an enormous proportion of the scientific community. The Intergovernmental Panel on Climate Change (IPCC) gathers and promotes the most recent scientific, technical and socio-economic information produced worldwide relevant to the understanding of climate change. IPCC Working Group I [3] assesses the physical scientific aspects of the climate system and climate change, including Earth processes, such as, atmosphere changes, sea temperature and level evolution, rainfall, data-gathering from satellites, climate models or climate projections; On the other hand, the IPCC Working Group II [4] assesses the vulnerability of socio-economic and natural systems to climate change, its consequences, and adapting strategies. Over the last decades, significant advances have been achieved about how climate and environmental variables evolve in a changing climate, and their influence in different aspects and disciplines.
However, climate change is not the only driver causing changes on the aspects that might influence any capacity expansion planning analysis. Energy production and use is interconnected with many other aspects of modern life, such as water consumption, use of goods and services, transportation, economic growth, land use, and population growth. Thus, changes in any of these aspects might have an influence of generation and/or load demands, affecting the capacity expansion planning.
B. Literature Review
Transmission network expansion planning analyzes the issue of how to expand or reinforce an existing power transmission network so that adequately serves system loads over a given time horizon. This problem is challenging due to the great amount of uncertainty associated with i) consumptions, ii) renewable generation, such as wind and solar power plants, and iii) equipment failure. TNEP problems have been dealt with using stochastic programming [5] , [6] , [7] , [8] and robust optimization [9] , [10] . The consideration of climate change effects in generation expansion planning problems has been proposed by [11] by using an stochastic method with the consideration of different future scenarios. However, stochastic programming formulations result in computationally intractable problems for realsize networks. In contrast, recent advances on robust TNEP problems [12] , [13] , [14] , [15] proved that computational tractability for real-size systems is possible by using Adaptive Robust Optimization (ARO) frameworks [17] , [18] .
ARO materializes in a three-level formulation: i) first level minimizes the cost of expansion ( [13] also minimizes the maximum regret), the decision variables are those related to construction or expansion of lines, ii) second level selects the worst realization of the uncertain parameters maximizing the system's operating costs within the uncertainty set, the variables associated with this level are the uncertain generation capacities and demands, and iii) the third level selects the optimal decision variables to minimize operating costs for given values of first and second level variables. The main difference among contributions using ARO for TNEP is the solution approach and how the uncertainty set is defined.
In particular, [12] and [15] transform the second and third levels into one single-level maximization problem using the dual of the third level. To deal with uncertain parameters and considering that they have to be equal to their upper or lower limits in the worst case scenario, they use binary variables. This simplification imposes the limitation that the uncertainty budget must be integer. However, this strategy does not dwarf the benefits of robust optimization and simplifies the resolution of the problem substantially. In addition, [15] reduces binary variables by half because the worst operating costs occurs for generation capacities and demand loads below and above their nominal values [14] , respectively. In contrast, [13] and [14] transform the second and third levels into one singlelevel maximization problem using the Karush-Kuhn-Tucker (KKT) conditions of the third level. In this particular case, the number of constraints, continuous and binary variables of the subproblem increases with respect to the other approach. Note that in all cases, authors deal with cardinality constrained uncertainty sets.
Once the third-level formulation is transformed into a bilevel problem, [12] proposes a Benders approach where the dual information from subproblems is used to construct additional Benders cuts. The main concern of this approach is the slow convergence typical from this type of decomposition algorithms [19] , which forced the author to include additional linear constraints in order to improve convergence. In contrast, [13] , [14] , [15] apply a constraint-and-column generation method [20] solely based on primal cuts. This method is computationally advantageous with respect to the Benders decomposition and converges in a small number of iterations.
C. Contribution
So far, robust formulations consider an stationary situation. The aim of this paper is to extend the formulation given by [15] , which proved to be the most computationally efficient method for robust TNEP to date, to the non-stationary situation. The idea is to combine the way [12] solves the innerlevel problem (subproblem) and the constraint-and-column generation method used by [13] and [14] for the first-level problem (master problem). The non-stationarity is accounted for assuming that uncertainty sets vary over the time horizon, which force us to use one subproblem for each uncertainty set considered. This is the reason why the method is called multi-stage robust TNEP.
D. Paper Organization
The remainder of the paper is structured as follows. Section II describes the multistage adaptive robust formulation of the TNEP problem in compact matrix form. In Section III the definition of the uncertainty set and how it evolves during the time horizon is presented. Section IV details and discusses the extension of the solution approach proposed by [15] for multiple uncertainty sets. Numerical results for an illustrative example and a realistic case study are given in Section V. Finally, the paper is concluded in Section VI.
II. MULTI-STAGE ROBUST TRANSMISSION NETWORK EXPANSION PLANING COMPACT FORMULATION
For clarity in the exposition, we adopt the same nomenclature used by [15] . The multi-stage adaptive robust TNEP problem can be written in compact matrix form as the following three-level mathematical programming problem:
c ; ∀i
where
subject to
where n y is the number of different uncertainty sets considered, which in this particular case it is initially considered equal to the number of years of the time horizon, although different time periods could be considered instead, x 
where A, B, E, F , G and K are matrices of constant parameters dependent on the network configuration and element characteristics, I eq selects the components of y (i) that are equal to the uncertain parameters (demands), and I ineq selects the components of y (i) that are limited by the uncertain parameters (i.e. maximum power generation and maximum load shedding). The first set of equality constraints correspond to the following constraints: i) power balance at every bus, ii) power flow through each line, and iii) the voltage angle of the reference bus. The second set of inequality constraints are related to line flow limits, and limits on the voltage angles at every bus. Note that
and ϕ (i) are the dual variable vectors associated with each set of constraints, respectively, for each year i.
For a detailed physical interpretation of the mathematical formulation (1)- (6) we recommend the paper by [14] , while the detailed formulation can be found in [15] .
The objective function (1) represents net present cost (NPC) associated with expansion investments and operating costs, defined as the sum of the present values of costs over the time horizon, and r is the discount rate, i.e. the rate of return that could be earned on an investment in financial markets with similar risk. Constraint (3) limits the maximum expansion investment during time horizon to the available budget. Constraint (4) forces the line status to be equal to 1 (existing) once the line has been constructed, while constraint (5) makes sure that no line is constructed more than once during the time span considered. Finally, (6) establishes the binary character of investment decisions. Note that variables x (i) ; i = 1, . . . , n y are also binary, however, these integrality constraints can be relaxed and define these variables as continuous because the binary character is ensured through the set of equations (4)- (6) .
It is important to point out that the only difference with respect to previous ARO formulations for TNEP problems is the consideration of different costs for each year during the time horizon. The reason is the existence of different uncertainty sets for each year D (i) , which represent possible changes in loads, generation capacities, etc. The advantage of this formulation with respect to traditional stationary approaches is that investment decisions can be made any time during the study horizon. In contrast, computational complexity increases. Alternatively, problem (1)-(6) could be modified to take into consideration the non-stationary character of uncertain parameters but making the investments at the beginning of the study period. With this aim, problem (1)-(6) becomes:
; ∀i = 1, . . . , n y ,
Problem (8)- (11) is computationally less complex, nevertheless, it will be shown that this strategy is economically less convenient with respect to the solution provided by problem (1)- (6) . Note that in this particular case, the expansion planning is conditioned by the worst time period in terms of operating costs within the plan horizon, as shown in the illustrative example and case study.
III. UNCERTAINTY MODELING
Relevant uncertainties affecting the transmission expansion planning problem within a market environment include: 1) demand growth, 2) spatial distribution of the demand growth, 3) generation capacities 4) availability of transmission facilities and 5) availability of the generation facilities.
In this paper we only consider uncertainties associated with demands and generation capacities. In particular, we take as starting point the same definition of uncertainty set than that given by [15] , i.e.:
where d correspond to the same values but for demands. Alternatively, the uncertainty budget discrimination by region as proposed by [14] could be considered.
Since the aim of this paper is to extend the TNEP for non-stationary situations, the uncertainty set (12)-(17) must be associated with each year within the study horizon and allow changes for successive years. Thus, (12)- (17) is transformed into the set D (i) for each year i as follows:
In these uncertainty sets, nominal valuesd (b) Demand
Hourly data LS regression Lower envelope
Hourly data LS regression Future evolution Upper envelope Using the same data sets considered by [14] and taken from the Spanish electricity market (OMIE, http://www.omie.es/), Figure 1 exemplifies how the uncertainty sets can be built based on historical time series. Note that wind power productions and demands are considered. In both cases the least squares (LS) linear regression is plotted (continuous and dashed black lines respectively) to check possible long term trends associated with nominal or expected values. The evolution of wind power installed capacity results in a positive trend, which is prolonged until 2020 as shown in Figure 1 (a) . In addition, the linear lower production envelope is traced and prolonged up to 2020. Note that only values below nominal values are considered. Our proposal consist of defining constant uncertainty sets for each year, these are represented by light gray boxes D j , that evolve according to the forecasted nominal and dispersion values of wind power productions. Regarding demands, the least squares trend decreases, this is due to the European economic crisis, however, we use an annual incremental rate of 6%, analogous to that before the crisis. For demands, only values above nominal values are considered. Note that the aim of this figure is to illustrate the concept of uncertainty set evolution, not which is the appropriate statistical technique to make future prognosis (which is out of the scope of this paper).
IV. PROPOSED DECOMPOSITION METHOD
In this section, the extension of the solution approach proposed by [15] for multiple uncertainty sets is described in detail.
The solution method consists of iteratively solving the following problems:
• Subproblems, one for each year: For given values of the first-stage variables x (i) and x (i) c , these subproblems obtain the values of the uncertain parameters within the uncertainty set to obtain worst operating costs (2). (2) is transformed into the following single-level maximization problem:
and
Note that subproblem (24)-(28) results from substituting the third-level problem by its dual, and there are the same number of subproblems as considered years within the time horizon.
The only additional detail required for the proper definition of subproblems is the linealization of the bilinear term included in (24), i.e. d The terms to be linearized correspond to products of binary and dual variables. Details about the linearization technique are given in [15] . The resulting formulation associated with subproblems is a mixed-integer linear programming problem, which can efficiently solved using state-of-the-art mixedinteger mathematical programming solvers such as CPLEX or Gurobi.
The optimal solutions of subproblems (24)-(28) provide the uncertain parameter values d
for each year to construct primal cuts for the master problem, which corresponds to the following optimization problem at iteration k:
(30) subject to
I eq y
Note that the master problem, besides variables γ (i) related to operation costs for each year, includes one operating variable vector y (i) j for each year and for each realization of the uncertain parameters obtained from subproblem (24)- (28) at every iteration. As pointed out by [14] for the stationary case, the master problem does not present any computational challenge since it only incorporates a small number of primal cuts (small number of iterations k). However, in the nonstationary situation, the number of primal cuts and first-level binary variables is multiplied by the number of time periods (years) considered, which increases the computational time required to solve the master problem exponentially. Alternatively, instead of working with time periods associated with years, longer periods could be used instead. The optimal time period required to provide an appropriate trade-off between computational complexity and reproduction of non-stationary character of uncertain parameters, basically depends on how fast those parameters might evolve during the time horizon. Nevertheless, the appropriate selection of this period is out of the scope of this paper.
Once the subproblems and master problem formulations are given, the proposed iterative scheme is described step by step in the following algorithm:
Algorithm 1: Multi-stage robust transmission network expansion planning Input: Selection of uncertainty budgets Γ G and Γ D , time periods to divide the time horizon, interest rate r, definition of the uncertainty sets for each time period, and the tolerance of the process ε. These data are selected by the decision maker.
Step 1: Initialization. Initialize the iteration counter to ν = 1, and upper and lower bounds of the objective function z (up) = ∞ and z (lo) = −∞. c,ν and γ (i) . Update the optimal objective function lower bound
. Note that at the first iteration the optimal solution corresponds to the no investment case, alternatively, we could start with any other vector of decision variables.
Step 3: Solving subproblems at iteration ν for each year i. For given values of the decision variables
c,ν , we calculate the worst operating costs within the uncertainty set c 
V. CASE STUDY

A. Illustrative case study. Garver system
The proposed model is illustrated with the Garver 6-bus system, depicted in Figure 2 . This system comprises 6 buses, 3 generators, 5 inelastic demands and 6 lines. Nominal values of generation capacities and demands and their offering and bidding prices can be found in [15] . The load-shedding cost is equal to the bid price of each demand. It is considered that a maximum of three lines can be installed between each pair of buses. Line data are obtained from Table I of [7] , including construction costs, and the maximum available investment budget is e40 million.
The investment return period of each line is considered to be n y = 25 years, and the discount rate is 10%. Since the pseudostationary periods are considered one year, the weighted factor σ associated with load-shedding and power generation costs is equal to the number of hours of a year, i.e. 8760.
In order to compare results from this method with respect to the stationary situation, we consider the same example given by [15] , where power generation capacities can increase or decrease a maximum of 50% of their nominal values, while demands are allowed to change a maximum of 20%. We assume that the reference uncertainty set, including nominal values and deviations from nominal values, is exactly the same than that given in [15] . For the remaining years, we assume that the ratios defining uncertainty set variations are equal to: 
Using these ratios make the uncertainty set defined for year 25 to be equal to the uncertainty set given in [15] . Generation and demand nominal values and their possible deviations grow linearly reaching their maximum values at the end of the study period. Note that this last uncertainty set corresponds to the worst case possible from the capacity expansion perspective, i.e. maximum worst operating costs.
Using the uncertainty budgets Γ G = 2 and Γ D = 2, the solution given by the stationary approach [15] invests a total of e27.031 million for constructing the lines shown in Figure 2 (dashed black lines), these lines are constructed at the beginning of the study period. In contrast, the non-stationary solution invests e22.775 million for constructing the lines shown in Figure 2 (gray lines). Both constructed lines at their optimal solutions are exactly the same, however, for the nonstationary situation the investment is reduced because three of the lines are constructed at the beginning of the time horizon, while one of the lines joining nodes 2 and 6 is constructed for year 6 and the line between nodes 3 and 5 is constructed for year 9.
We have also solved the non-stationary problem assuming that all lines are constructed at the beginning of the study period, according to formulation (8)- (11) . The solution in terms of investment is equal to e27.031 million, exactly the same than that for the stationary situation. The reason is simple, capacity expansion planning is dependent on the uncertainty associated with the latest time period of the study horizon (year 25), which provide the maximum (worst) annual operating costs e22745.997 million.
Additional observations regarding computational tractability are pertinent:
1) The three cases require the same number of iterations, i.e. four. 2) Computational complexity associated with each case is provided in Table I . Note that the possibility to make investments at any time within the project horizon increases the discrete variable number by the number of time periods considered, i.e. 45 × 25 = 1125. This fact explains the increment in complexity. 
B. Illustrative case study. IEEE 118-bus test system
We run an additional computational tests using the more realistic IEEE 118-bus test system [21] . The system comprises 118 buses, 186 existing lines, 54 generating units and 91 loads. In addition, and analogously to the example given in [15] [21] . Investment costs are e100 million, the time horizon period considered is n y = 10 years, and the discount rate is 10%. Data for generation capacities and demand loads are given in [15] . The load-shedding cost is equal to 1.2 times the bid price of each demand.
Analogously to the illustrative example, and in order to compare results from this method with respect to the stationary situation, the same example given by [15] is considered, where power generation capacities and demands can increase or decrease a maximum of 50% of their nominal values. We assume that the uncertainty set considered in [15] is the reference set. For the remaining years, we assume that the ratios defining uncertainty set variations are equal to: 
Using these ratios make the uncertainty set defined for year 10 to be equal to the uncertainty set given in [15] but reducing nominal values by two thirds. Generation and demand nominal values and their possible deviations grow linearly reaching their maximum values at the end of the study period. Note that this last uncertainty set corresponds to the worst case possible from the capacity expansion perspective, i.e. maximum worst operating costs.
Using the uncertainty budgets Γ G = 15 and Γ D = 20, the solution given by the stationary approach [15] (reducing also the nominal values by two thirds) invests a total of e79.384 million for constructing the lines 8, 38, 41, 134, 159, 7, 9, 133, 153. These lines are constructed at the beginning of the study period. In contrast, the non-stationary solution invests e73.626 million for constructing exactly the same lines than the stationary solution. However, for the non-stationary situation the investment is reduced because lines 38 and 133 are planned to be constructed for year 3 and line 41 is constructed for year 8. If the non-stationary problem assuming that all lines are constructed at the beginning of the study period (according to formulation (8)- (11)) is solved instead. The solution in terms of investment is equal to e79.384 million, exactly the same than that for the stationary situation. The reason is simple, capacity expansion planning is dependent on the uncertainty associated with the latest time period of the study horizon (year 10), which provide the maximum (worst) annual operating costs e15263.49 million.
Additional observations regarding computational tractability are pertinent: 1) Computational times for the stationary, non-stationary with total investment at the beginning of the study horizon and multi-stage non-stationary cases are, respectively, 37.831, 323.757 and 701.256 seconds using a Microsoft Windows Server 2012 with four processors clocking at 2.00GHz. Note that the non-stationary assumption increases computational times considerably with respect to the stationary approach. The computational time for the non-stationary solution with total investment at the beginning of the study horizon is in between.
2) The three cases require the same number of iterations, i.e. six. 3) Computational complexity associated with each case is provided in Table II . Note that the possibility to make investments at any time within the project horizon increases the discrete variable number by the number of time periods considered, i.e. 247 × 10 = 2470. This fact explains the increment in computational time. 
VI. CONCLUSIONS
This paper extends the use of robust optimization for solving the transmission expansion planning problem for nonstationary situations, which is more realistic according to the variability of energy resources and requirements. The proposed model provides the initial design and the expansion plan related to forthcoming years, assuming that the probability distributions of the random variables (uncertainty sets) change between consecutive years. These changes might be due to climate change or economic development of the area. With such a strategy investments are attempted whenever they are required, instead of the whole investment being made at the beginning of the project.
The only additional requirement for including the nonstationarity consists of considering different time periods where the uncertainty sets change and evolve. This implies that subproblems related to the obtention of worst minimum operating costs is replicated for each uncertainty set.
This work demonstrates that the non-stationary approach results in a better use and exploitation of economic resources, while remaining computationally tractable even for realistic cases.
