Abstract-The paper presents the results of the research work funded by Salt River Project Agricultural Improvement and Power District (SRP) on maximizing the economic benefits to customers installing residential rooftop PV systems in SRP territory. The optimized discharge of the battery power which would help in the reduction of Demand Charge paid by the customer was the primary goal. Machine Learning algorithms were utilized as a better load forecasting technique to the ones already in place. The improved battery discharge algorithm would also reduce the battery charge-discharge cycles (cycling aging) thus, improving the battery life. The tests were performed in the state of Arizona, on a residential rooftop gridtied PV with storage system installed at the Tempe campus of the Arizona State University.
INTRODUCTION
The state of Arizona has abundant solar potential. In terms of potential, it is next to Nevada and in terms of installed capacity, it is third in the list behind California and North Carolina [1] . The state also has a target of reaching 15% renewable integration by the year 2025 and 30% of this required renewable energy should come from non-utility distributed generation. 50% of this requirement must be from, residential sites [1] . The Arizona State University has a very elaborate solar program. The program has a 50MW generating capacity from on-campus and off-campus sites [2] . To support this research, a residential PV roof-top system from a wellestablished vendor, was installed on the roof of the Engineering Research Center (ERC) at the Tempe campus.
The built-in algorithm of the residential rooftop PV system has a simple load forecasting technique, in which a specific day's load is predicted, based on the load pattern of the corresponding day of the previous month. Based on this prediction, the charging/discharging pattern of the battery is determined. Though this is a simple approach, the method has a lot of disadvantages, especially, when there are seasonal changes. In such a case, the prediction becomes inaccurate and as a result, the battery maybe charged/discharged unnecessarily, shortening its life (due to 'cycling aging') [8] and reducing the ability of the storage system to reduce demand during on-peak hours. This in turn, will result in a higher Demand Charge and higher electricity bill for the customer. The cascaded effect leads to a longer investment return period for the customer too.
As mentioned earlier, the state of Arizona has a target of achieving 15% renewable penetration by the year 2025. Hence, SRP is trying to embrace customer choice and is supporting residential solar production, by coming forward with net metering and residential demand charges for customers with on-site generation, who do not purchase all of their energy requirements from SRP. There is also, the Customer Generation Price Plan, i.e. the E-27 plan for such customers from SRP. The rooftop PV system is one of their more elaborate ways, of ensuring that, the targeted renewable penetration is achieved by 2025. This PV system will yield better performance, when upgraded with a more robust and accurate load forecasting algorithm. With the advancement in Machine Learning over the past few years, we are now able to develop high performance algorithms, for various problems with ease. This is one such scenario, where the room for improvement is vast.
The algorithm controlling this residential PV system, which predicts a specific day's load based on the load pattern of the corresponding day in the previous month, has a serious flaw. Generally, load pattern of a particular house is closely related to the temperature. In a state like Arizona, for example, the temperature (i.e. the load pattern) of June is very different from May. Similarly, August and September are 978-1-5386-7138-2/18/$31.00 ©2018 IEEE very different from each other. This leads to huge deviation in the predicted and the actual values for predicted load. Since the battery charging depends on this prediction, it results in the inefficient operation of the PV system, thus, necessitating a more sophisticated way of predicting the load pattern -An approach that takes into account, the various temperature and seasonal fluctuations unique to the state and an algorithm that must be able to learn and adapt rather than a simple "onesize-fits-all" approach.
Students at the Arizona State University have been collaborating with SRP and trying to solve this problem since 2016 [3] . The initial paper on this topic, tried to solve the problem in a simpler way. Weighted K-means clustering technique was utilized to predict the load, by essentially performing a weighted average of the load values, pertaining to the previous year of the same residence. Regarding the Demand Charge reduction, the battery charge was divided equally between the on-peak hours. The results were better than that of the built-in algorithm but, there was a huge scope for improvement. This paper thus takes a more sophisticated approach to still better the results. The load forecasting is performed using Supervised Machine Learning algorithms, which result in more accurate predictions over the weighted K-means clustering and a unique battery control algorithm involving the availability of solar power has been developed, with the sole aim of reducing the number of charging cycles the battery undergoes. This is done to simplify the problem. From the different algorithms, the results of the Random Forest algorithm have been chosen, since it gives the best prediction. Similar approach has been adapted to predict the available solar (PV) energy, on the day of interest. The forecast load is subtracted from the available PV power, to determine the power needed from the battery at that specific point in time. The procedure is repeated for all the on-peak hours and the maximum Site Demand for every half an hour interval during the on-peak hours is calculated, to be used in the Economic Analysis. The Economic Analysis assumes that the simulated day reflects the load pattern of the house, for a specific billing period. The Demand Charge that would be paid by the customer at the end of the billing period in such a case, is calculated along with similar calculations based on the results of the built-in algorithm. A comparison of both is presented. The result -The Machine Learning based algorithm outperforms the built-in algorithm (Look the Results section).
A. Summary of Contributions
 The algorithm developed earlier [3] has been improved further by re-classifying the load forecasting problem, as a Supervised Learning -Classification problem and applying the appropriate Machine Learning algorithms.
 A more realistic model of the data set, by including features like Temperature, Month of the year, Day of the year, Time of the day, Day of the week and Holidays/Working days, has been constructed.
 An algorithm to predict the PV power generation of the system in use on a specific day in Arizona, has been developed.
 An algorithm to decide the specific power contribution of the battery, towards the load at any point of time on a given day, has been developed.
 A significant reduction in the Demand Charge and optimization of battery usage, thus resulting in a reduced investment return period for the customer was proven through Economic Analysis.
B. Procedure -A brief Description
The power stored in the battery is solely reserved, to supply the load during the on-peak hours, so that the Demand Charge the customer must pay, is minimized. Thus, the development of an algorithm, to appropriately distribute the stored battery energy during the on-peak hours is the agenda. The algorithm developed supplies the load initially from the solar power, with the battery making up any deficit supply and the grid taking up any further deficit. The PV prediction and the load prediction are prerequisites for the algorithm. Additionally, the prolongation of the battery life, by charging the battery only when necessary, is also ensured.
So, the primary objective is the load forecasting using Machine Learning techniques (Section III) and the secondary objective is the PV prediction and the development of the battery control algorithm (Section IV). Finally, the Economic Analysis (Section VI) is performed on the results (Section V) and the appropriate conclusions (Section VII) are drawn. This is the structure of this paper.
II. DESCRIPTION OF BATTERY SUPPORTED ROOF-TOP PV SYSTEM
It is a grid connected PV system. The description of the system and the auxiliary components is given below:
 Solar Panels -24 Polycrystalline panels rated at 265W each. The panels are divided into 2 sub-arrays with 12 panels in each sub-array. In each sub-array, 3 panels are connected in series to form a sub-module. 4 such sub-modules are connected in parallel.
 Charge Controllers -1 unit for each sub-array. The MPPT Charge Controllers can give 3500W each.
 Inverter -A bidirectional 6 kW 120/240 V utilityinteractive inverter is used. It is an adaptable singlephase and three-phase hybrid inverter with grid-tie functionality. The inverter has a peak efficiency of 96%.
 Battery -A 48 V 19.4 kWh Lithium ion battery is used.
 Load Banks -Two custom-made load banks, with a total capacity of 11kW have been built. Loads can be varied in steps of 880W and 72W.
 Raspberry Pi Micro-controllers and 8-module relays -The Pi and the relays are used to vary the load in steps of 880W and 72W to simulate a residential load profile. Python codes are used to control them. A day's load is chosen, from the entire year's load data set given by SRP, based on the temperature on the day of simulation. The chosen load is simulated on two similar days -on the first day, the data pertaining to the built-in algorithm is extracted while the second day is for the new Machine Learning (ML) algorithm implementation. The 11kW load bank simulates the chosen load while the developed Machine Learning algorithm will be used to predict this exact load by providing the rest of the year's load data as training data. The predicted values are fed into the battery control algorithm and the battery is controlled appropriately. The results from both the algorithms are compared and an Economic Analysis is performed. The end results are tabulated.
III. OBJECTIVE 1 -LOAD FORECASTING

A. Data set Description
The data set describing the 1-year load pattern of a "Stratum Three" customer/house in the state of Arizona was provided by SRP specifically for this research. The data set contains sets of 15-minute load profile of the house along with the temperature data and the timestamp providing the necessary information about any specific 15-minute interval. Note: The data set has been cleaned of any personal information of the customer.
This specific data set is chosen because, it has been used by the students of ASU in 2016-2017 to simulate the load pattern of the house. Thus, the built-in algorithm is familiar with the entire data set. So, the built-in algorithm can make its prediction for the load on the day of the simulation, appropriately. This pitches the built-in algorithm and the newly developed Machine Learning algorithm on equal grounds.
B. Algorithm Description
The load forecast has been obtained from the Random Forest Classification algorithm. The "scikit-learn" implementation of the algorithm is used for this study. The following section briefs the general working of the algorithm.
The Random Forest algorithm is an extension of the Decision Tree algorithm. Decision Tree is a Supervised Machine Learning algorithm, which solves the problem by adopting the representation of a tree to model the problem. Each internal node of the tree is an attribute and the leaves of the tree are the classification labels. The best attribute of the data set is placed at the roots of the tree. This is where, the prediction of the label for a record starts. The root attribute and the record's attribute values are compared. Based on the true or false result obtained, the appropriate branch is followed. This leads to the next node. The record's attribute values are compared with the next internal node. This again results in a true/false answer and we follow the appropriate branch to the next internal node. This process is continued till we reach a leaf (label). Once we reach the leaf, the classification of the record is complete. The disadvantage of the method is, each tree is constructed based on a data source and since no model is perfect, the constructed tree model has an error. Since we base our classification of the record, on the output of a single tree, the classification is prone to errors as well. The error can be significantly reduced, by considering the decisions from not one but multiple trees and taking an average. This solution is nothing but the Random Forest algorithm.
A Random Forest algorithm is a collection of such Decision Trees. When a new object from the input vector needs to be classified, the object is fed into each tree of the forest and the classification decision of each tree is considered. The classification with the majority of the 'votes' from the trees is chosen as the most appropriate one [5] . This reduces the possibility of an erroneous classification by a huge margin. The decision of the number of trees in the forest depends on the memory constraints. From the analysis, it is clear that more the number of trees, the better the algorithm works (again, this is true until an optimal point, beyond which, the accuracy decreases). But, the number of trees in the forest is limited by the amount of memory required, to process the output from so many trees. We therefore, choose the number of trees in the forest based on obtaining a reasonable accuracy with reasonable memory requirement. Ultimately, it is a tradeoff which depends on the problem/data set on hand.
C. Feature Extraction Description and Results
The accuracy with which the algorithm predicts the load for a specific day, actually decides the extent of the economic benefit. The previously employed weighted K-means clustering [3] had an issue -The load forecasting was treated as an Unsupervised Machine Learning problem whereas a better classification of the problem would be under the Supervised Machine Learning category. The reasons being:  Availability of Labeled Data.
 Possibility of a Feedback.
 Objective is to predict the outcome/future.
More specifically, the load forecasting problem is a Supervised Learning -"Regression" problem. But, for the sake of simplicity, the problem has been treated as Supervised Learning -"Classification" problem in our case. This is achieved by rounding-off the output power to the nearest 200W value, which results in the creation of "labels" or groups into which each prediction could be classified. The grouping though, may introduce a maximum deviation of +/-100W from the actual value of the load. For example, a load of 299W will be classified as 200W and a load of 301W will be classified as 400W. This is acceptable as the system we are simulating has a maximum capacity of 11kW and 100W is thus, a mere ~1% error.
To better model the data set, six features have been extracted and utilized. The timestamp data has been stripped and five specific features have been extracted. The year value is not utilized as a feature since, same days of a month that are years apart have very similar load pattern. The six features utilized are:
 Temperature -The feature is part of the data set. The temperature pertaining to every 15-minute interval is recorded and provided.
 Month of the year -The months in a year have been clustered together appropriately, based on the average temperature observed from weather data, pertaining to the past 100 years in the state. (See appendix for the clustering details).
 Day of the year -The days of the year are numbered from 1 through 365. Day number 1 and 365 (January 1st and December 31st -Peak winter in Arizona) have more similarity to each other than to day number 180 (end of June -Peak summer in Arizona). To convey this, instead of passing the number of the day in the year, the absolute value of the standard deviation of the number of the day in the year from the mean of 1 through 365 is passed. This ensured the similarity of day 1 and day 365 (both are 180).
 Day of the week -The load pattern from weekday to weekend varies greatly. Therefore, the information pertaining to whether the given day was a weekday or a weekend, is passed as a feature.
 Holidays -The load pattern varies, if a given day was part of a long-weekend or the holiday season. This information too is passed as a feature.
 Time of the day -The load pattern of a house normally varies every hour. The time of the day plays a huge part in determining the load pattern of that particular house. Thus, this is extracted and passed as a feature. Three Supervised Learning Classification algorithms are simulated after passing the said features. The K-nearest neighbors, Support Vector Machines ("rbf" kernel) and Random Forest are the algorithms used. The "scikit-learn" implementation of these algorithms has been utilized, owing to performance and reliability. Results from the Random Forest are used as a base for further analysis, owing to its higher accuracy in predicting the load of the simulation day. IV. OBJECTIVE 2 -PV PREDICTION AND BATTERY CONTROL ALGORITHM
A. Introduction
The battery control algorithm that has been developed, is used to decide the amount of power, the battery needs to provide the load, at every point in time during the on-peak hours while also deciding on whether or not to charge the battery for the next day. This decision requires a prediction of the PV availability along with the load forecast, during the specified on-peak hours. The following sections are explanations of the procedures adopted and decisions made.
B. PV Prediction
The PV availability during the on-peak hours of the specific day, is a required parameter. This data is obtained from NREL's "PVWATTS Calculator". It is a web-application that predicts the PV output of a system based on the following parameters [6]: The parameters are passed as input and the hourly prediction is obtained.
Another method employed for the prediction of PV is, using the Direct Normal Irradiance (DNI) values obtained from NREL's website for Arizona [7] . The obtained values are processed using the "PVLib'' library in Python. Factors like the above listed have been considered for obtaining the results. The results of these two methods are very similar to each other and therefore, the results of the "PVWATTS", is taken as the predicted PV value of a specific hour. A similar year-long study comparing the predictions of "PVWATTS" and the actual output generated by the commercial system installed at the Arizona State University was performed at the beginning of 2018 (for 2016-17). The results proved that the "PVWATTS" predictions are very close to the actual values obtained. (The result of this study is available in the appendix.).
C. Battery Control Algorithm
Previously, the battery was completely charged every night and the power was equally divided between the on-peak hours of the following day [3] . This method poses a problem. SRP's on-peak hours during the summer are from 1 pm through 8 pm. But, the solar energy is unevenly distributed during these hours. Thus, the power from the battery might be needed more during the latter part of the day i.e. the evenings. Therefore, the ideal algorithm would try to supply the load through the PV first, then, a part of the deficit must be made up by the battery and any further deficit should be made up with power from the grid. The capacity of the battery is split, based on the ratio of effective load (load in Watts -available solar power in Watts) at each half-hour interval compared to the load of the entire on-peak hours of the day. The reason such a method has been chosen is, to ensure that the Peak Demand of any particular half-hour does not stand out from the rest and is as uniform as possible. This is the working logic behind this algorithm. The load in watts is predicted by the load forecasting algorithm and similarly, the availability of PV is predicted using the PV prediction. The charging of the battery every night is also controlled. For example, if the entire next day's battery power requirement could be satisfied with 40% state of charge (SoC) of the battery, and the amount of charge left in the battery at the end of the current day is 60%, we will not charge the battery at the end of the day. Alternatively, if the amount of charge left is 60% and the following day's requirement is 50% (battery at 20% SoC is considered fully dis-charged), the battery is then charged to its full capacity (or 90% SoC). This is especially useful when the occupants go on a vacation and during weekday afternoons of a peak summer month. The house in such cases, will most likely require minimal power which could be supplied by the PV, the remaining charge on the battery and grid (without inducing a huge Demand Charge) respectively. The built-in algorithm on the other hand, charges the battery using the excess PV during the day time as well. We do not charge the battery unless necessary and as a result, prolonging the battery life, by avoiding the unnecessary charging/discharging cycles.
V. RESULTS
For the test purpose, two load sets were chosen from the yearlong load data set provided by SRP, to be simulated over 4 days (2 days for each load set). Since SRP considers load averages over half-hour period during the on-peak hours for its Demand Charge calculation, we cluster the given loads, predictions and results into half-hour clusters. Both the algorithms are tested on each load data set according to the procedure described earlier. The half-hour site demand (power drawn from the grid) are compared and the interval with the maximum positive site demand value becomes the standard for the house. So, if the same load pattern continues for the entire billing period, the specific maximum value of site demand will be the value for which the Demand Charge will be calculated at the end of the billing period. 
VI. ECONOMIC ANALYSIS
The investment return period for a customer is mainly dependent on 2 factors -The reduction in Demand Charge paid and the income from the export of excess PV energy to the grid. The customer is charged for the energy consumed from the grid. The economic analysis will hence be based on these parameters. We have 2 sets of data and the economic analysis is performed on both the sets separately, assuming each set to be representing the on-peak hours pattern of a summer billing period. All the rates chosen are according to SRP's E-27 plan for the "Summer" billing cycles. According to the plan, 1 kWh of energy in the summer on-peak hour costs $0.0475 (both export and import). Similarly, a Demand Charge of $8.03 per kW is charged when the maximum demand is less than 3kW. The results are tabulated. Note: This economic analysis is only for the on-peak hours of the summer month. A negative sign in the cost indicates a credit from SRP to the customer. 
VII. CONCLUSION
The results show the Machine Learning algorithm to reduce the Demand Charge by a factor 10, while generating income by exporting the excess PV into the grid. The investment return period is thus, significantly reduced, with the added benefit of decelerating the 'cycling aging' of the battery by planned charge/discharge cycles. This will encourage people to embrace the new technology and along with SRP's efforts, this could help the state achieve the renewable penetration target of 2025. 
APPENDIX
