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). Whilst ML is related to artificial intelligence (AI), they are not the same. 28 ML is a branch of AI involving the application of statistical algorithms to enable a 29 system to learn. Learning can involve data interpretation, identification of patterns 30 and decision making. However, application and acceptance of ML within 31 environmental toxicology, and more specifically for our viewpoint, environmental risk 32 assessment (ERA), remains low. ML is an example of a disruptive research 33 technology [1], which is urgently needed to cope with the complexity and scale of 34 work required.
35
Notable ML achievements in biochemistry and medicine, for example, have 36 aided diagnosis of Alzheimer's disease from magnetic resonance scans [2], survival 37 rates following lymphoma using gene expression profiling [3], chronological age 38 prediction from DNA methylation [4] , and more recently in predictive toxicology [5, 6] .
39
ML is rapidly developing and can now solve complex problems in a fraction of the 40 time and cost of laboratory experimentation. In environmental toxicology, complex 41 and highly variable conditions are the norm. ML will be especially valuable here, by 42 disrupting a reliance on hypothesis-driven and systematic approaches exploring 43 simpler linear relationships.
44
In a recent study, ML outperformed animal testing approaches in chemical 45 safety assessments [6] . In our work, we used ML to predict bioconcentration in into ML for benefit of the economy [9] . Importantly, we must improve knowledge and 66 literacy skills in ML to meet such demand. This could be achieved through 67 collaboration, but the disciplinary gap needs to be bridged by cross-sectoral training 68 and learning to improve ML competency for all scientists. This would not only benefit 69 research, but also the peer-review process for research manuscripts and the inter-70 validation or implementation of models across the field.
71
While more ML-literate scientists will be essential for driving further funding 72 opportunities and delivering a more predictive approach to environmental protection, 73 ownership is another progress-limiting challenge. Third-party access has improved, but not in every case. For proprietary data this can become very complex and even 76 taboo for industry-owned data. Researchers must ensure that they are transparent 77 with data, but also their ML models, to further understanding of the science.
78
Another barrier to ML in ERA is that some regulatory agencies are reluctant to 79 accept and use ML predictions alone for ERA frameworks. The precautionary [10] and focused most on traditional linear approaches, but were vague concerning 87 ML acceptance criteria. As a priority, we recommend that these guidelines be 88 updated a stronger focus on the spectrum of ML models available now. As a final 89 consideration, we call for tripartite collaborative efforts and initiatives by academia, 90 industry and regulators to enable innovative ways to better protect environmental 91 and public health using ML. 
