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An exact formula is established for the lower second order epi-derivative of a 
function of the form g(F(x)), where F is a smooth map from one Banach space 
into another and g is a convex function (generally, not everywhere finite). 
Unconstrained minimization of such functions typically arise as an equivalent (in 
one or another sense) reduction form for many important classes of constrained 
optimization problems. The formula is further applied to study epi-differentiability 
of the max-functionf(x) = max(f(q, x):q~ Q). ‘f3 1991 Academic Press, Inc 
1. INTRODUCTION 
Let X be a Banach space and f an extended real-valued function on X 
which is finite at X. In the article we consider functions 
f(x)= g(e)), (1.1) 
where F is a C i-map of a neighborhood of X E X into another Banach space 
Y which is twice Frechet differentiable at X and g is a proper (i.e., 
everywhere > --oo and not identically equal to + co) convex function on Y 
which is finite and 1.s.c. atj = F(X). 
We say that f is convex-twice differentiable composite, or, simply, 
CC*-composite at 2, or that it belongs to the class CC’(T). 
Functions of this class have been recently recognized as being extremely 
important in optimization theory mainly because practically every 
“smooth” optimization problem with constraints can be equivalently (in 
one sense or another) reformulated interms of unconstrained minimization 
of a CC*-composite function. 
Obviously this offers a tempting possibility of a different and very direct 
approach to optimization theory (and there has been a number of results 
already obtained in this way [3,4, 7-10, 15]), provided only that local 
analysis of CC*-composite functions has been developed well enough. 
’ This research was supported by the Fund for Promotion of Science at the Technion under 
Grant 100-820. 
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Epi-derivatives of various order seem to be extremely suitable for that 
purpose. The first order lower epi-derivative s the same as the lower con- 
tingent derivative. Itfound numerous and diverse applications inanalysis 
and optimization (see [ 11, where the term epicontingeflt derivative isused, 
and references there). The second order lower epi-derivative f? (2, x*; h) (or 
the upper f >(X, x*; h) or, just the (two-sided) epi-derivative S”(.?, x*; h)) 
of a function f( -) at X with respect o a given x* E X* is defined as the 
function whose epigraph is the upper Kuratowski limit (or lower, or just 
the limit if it exists) of the epigraphs of the functions 
$,(h)=t-2[f(X+th)-f(x)-t(x*,h)] 
as t + 0. Analytically, 
fY(X, x*; h) = li~mJ;f tv2(f(X + th’) -f(X) - t(x*, h’)). 
,+ + 
The basic property that distinguishes the lower second order epi- 
derivative from other second order subderivatives is the following. 
PROPOSITION 1. Zf f T (2, x *; h)20 for all h then for any e>O and any 
linear subspace L c X with dim L < 00 the function 
h+f(x+h)-f(x)-t(x*,h)+EIlhl12 
attains a local minimum on L at zero. 
This means that, while other second order directional derivatives can 
also be used to obtain certain second order necessary condition for a 
minimum, only f “(2, x*; h) or its equivalents are suitable for sufficient 
conditions. 
Two-sided second order epi-derivatives were first considered by 
Rockafellar [15, 161. The lower second order epi-derivative s ems to 
have not yet appeared as an explicit object of study, although it must be 
observed that in case dim X< cc the second order subderivative introduced 
by Chaney [S], when it exists, coincides with f “(2, x*; h). (This was 
probably obscured by complexity of Chaney’s definition which, in addition, 
a priori requires ome connection between x* and h at certain points 
around 2.) For that reason we have retained Chaney’s notation. 
A subclass of CC*-composite functions on R” corresponding to g being 
piecewise linear-quadratic was considered in [ 151. It was shown that func- 
tions of this subclass are twice epi-differentiable nd a formula for the 
second epi-derivative was found. Recall that a convex function is piecewise 
linear quadratic if its domain can be broken into a finite number of 
polyhedral pieces in such a way that the function be either afline or 
quadratic on each of them. This subclass is sufficient to cover standard 
problems of mathematical programming with finitely many constraints but 
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not much more. The example at the end of the next section shows that 
already a function on R* which is the maximum of an affine and a linear 
function may not belong to this subclass. (Moreover, the function in the 
example is twice epi-differentiable but its second order epi-derivative can- 
not be computed by Rockafellar’s formula.) An extension of Rockafellar’s 
formula to a broader class of outer functions g( .) was given by Cominetti 
[6] who required that g( .) be Lipschitz on its domain and have the 
property that the second order epi-derivative exists and coincides with the 
usual second order directional derivative. This property is also strong 
enough and the above mentioned example at the end of Section 3 shows 
that very simple functions may not satisfy it. 
There is no hope that the second order epi-derivative may exist in a 
general situation, and if we want to deal with general classes of optimiza- 
tion problems using reduction to composite optimization we must move 
our attention to subderivatives, a  was done in the first order theory. 
In the paper we establish several formulae for the lower second order 
epi-derivative of a CC*-composite function both in the general situation 
described in the beginning and in some special cases. We also give some 
new criteria for second order epi-differentiability and corresponding 
formulae for epi-derivatives. Our intention is to apply these results later to 
study higher order conditions and parametric sensitivity both in composite 
and constrained optimization [11, 121. 
The paper is organized in the following way. In Section 2 we give the 
statement of the main result and prove some corollaries specifying and 
simplifying the formula for certain particular situations. In particular, we
somewhat generalize the mentioned Cominetti’s extension of Rockafellar’s 
result by proving it in a Banach space without assuming that g( .) is 
Lipschitz on its domain. 
Section 3 contains the proof of the main formula. It must be observed 
that the proof is much simpler if g is continuous. The main effort in the 
proof is applied to prove a “basic lemma” which shows that a certain 
higher order regularity estimate hold under simplified (but close to 
standard general) first order regularity assumptions. 
Finally in Section 4 we consider the max-function 
The main formula is specified for such functions (Theorem 2), and then we 
extend to such functions the theory developed by Rockafellar in [ 151 for 
composite functions on R” with piecewise linear-quadratic g( .). Namely, in 
Theorem 3 we give sufficient conditions for the functions of this class to be 
twice (two-sided) epi-differentiable s well as a formula for the second 
epi-derivative under those conditions. The formula employes a simple 
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construction that seems to have first appeared in Kawasaki’s formula [ 141 
for the upper “parabolic” derivative similar to that introduced by Ben-Tal 
and Zowe [2]. We give a short proof of Kawasaki’s result in Theorem 4 
and conclude the paper by establishing in Theorem 5 the connection 
between the second epi-derivative and the parabolic derivative under the 
sufficient conditions of Theorem 3. 
2. THE MAIN THEOREM: STATEMENT AND COROLLARIES 
In what follows we fix a point x E X and set for simplicity 
j = F(X), A = F’(x), w(h) = (4). F”(Z)(h, h). 
For x* E X*, we set 
Q(x*)= {y*Ef3g(y):A*y*=x*j 
K(x*)= {hEX:(y*, Ah)< (x*, h), vy*Et3g(y)}, 
and denote by L the closed subspace of Y spanned by dom g- j. We 
adopt the following regularity h pothesis: 
(H) Im A + L = Y and there is a UEX such that g is finite and 
continuous with respect o J + L at ~7 f Aii. 
This regularity assumption is not the most general but simple and con- 
venient to work with and general enough to cover the most important 
applications. In particular, it is automatically satisfied ifg is continuous or 
if g is as in Example 1 and the original problem with constraints satisfies 
the standard regularity condition. If both X and Y are finite dimensional, 
(H) coincides with the “basic onstraint qualification” f Rockafellar [15]. 
THEOREM 1. If the regularity h pothesis (H) is satisfied, then for a given 
x* we have the following alternative: 
(a) either f “(2, x*; h) = --co for some h, 
(b) or Q(x*) # Qr and for any h 
f”(~ x*.h)=lim inf g(“t’h”t*W)-g(~)-‘(x*, h’) 
3 2 
h’ + h t* 
I--t +o 
w + w(h) 
= lim inf g(Y + ah’ + t2w(h)) - g(Y) - t(x*, h’) 
h’ - h t2 
I-i +o 
If; in addition, f ‘L (X, x*; h) < CO for some h, then h E K(x*). 
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At first glance the formula looks like a chain rule and 
9(h,w)=lihm_;frP2(g(j+rAh’+t2~)-g(j)-r(~*,h’)) (2.1) 
I- co 
resembles the second order directional derivative ofBen-Tal and Zowe [2] 
(if we ignore the fact that the limit inferior isused instead of the limit). A 
substantial difference, however, is caused by the fact that h is involved in 
the limit prvcess. If, say, A is onto, then (2.1) does not depend on M’ at all 
and therefore cannot be represented as a composition of Ah, w(h) and a 
certain derivative of g. 
COROLLARY 1. IfSZ(x*)#Q5, then 
,f” (x, x*; h) d max (y*, w(h)) 
,.* t WV’) 
+lihm_i~fr-2(g(j+tAh’)-g(j)-r(~~*,h’)). 
,+ +a 
Pro@ We observe first that for any z E X 
9(h, w + AZ) = 9(h, w) -t (x*, z) (2.2) 
and that 
f” (X, x*; h) = 9(h, w(h)). 
We have further 
dY+ [Ah’+ t2w)- g(y)-t(x*, h’) 
Therefore 
9(h, w)dliminf g(y’tA(h’/(‘-‘)))-g(y)-‘<x*, (“/(l-r))) 
h’-h t2 
1- to 
+fi_moo”(g();+fw)-g(L’)) 
=liminf g(y+‘A”)-g(y)--(x*,h’) 
h’+h t2 + g’(,, w). 
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We note further that owing to (H), the function 
q(w) = inf [g’(y; w + AZ) - (x*, z)] 
is continuous, hence coinciding with its second conjugate. It is an easy 
exercise from convex analysis to show that 
q**(w) =max{ (y*, w) :yEag(jJ),A*y*=x*} 
=max((y*, w) :y*~Q(.x*)}. 
Therefore for any w we have by (2.2) 
9(/r, w) = inf (9(/i, w + AZ) - (x*, z)) 
<li~m~~ff-Z(g(~+L4h’)-g(~)-t(x*,h’)) 
I-. to 
+ifff {g’(y; w+Az)- (x*,z)} 
=liF+i;ft-*(g(y+tAh’)-g(y)-t(x*,h’)) 
t--r +o
+max{(y*, w) :y*EQ(x*)}. 
I am indebted to R. Poliquin for the observation that, likewise, we can 
prove that 
f”(.c x*; hP*$ <y*, w> 
-tli~~ft-2(g(y+tAh’)-g(jj)-t(x*,h’)) 
t--r +o
which follows at the same way from the inequality 
g( J + tAh’ + t2w) - g( jq - t (x*, h’ ) 
We therefore have the following. 
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COROLLARY 2. Suppose that Q(x*) is a singleton. Then 
f”(X,?~*;h)=(y*,w(h))+liminft~~(g(y+tAh’)-g(y)-t(x*,h’)), h’-h t--r +o
where y* is the unique element of Q(x*). 
COROLLARY 3. Zf Q(x*) # @, then 
.f’L(X, x*; h)a max [(y*, w(h)) + g’L (j, y*; Ah)]. 
“’ En(p) 
Proof: Indeed, setting z(t, h’) = Ah’ + tw(h), and taking an arbitrary 
y* E Q(x*), we get from the theorem 
,f’I (2, x*; h) > lim inf t-2(g(j +- tz(t, h’)) 
h’ + h r- +o 
-g(Y)- t<y*, 44 A’)) + r*(y*, dh))) 
>(y*,w(h))+liminft-2(g(j+tz’)-g(j)-~(y*,z’)) ;‘+A/? r-+0 
= (y*, w(h)) + g”(j, y*; Ah). 
Combining Corollaries 1 and 3, we can obtain further useful results. Here 
is one. 
COROLLARY 4. Assume that Q(x*) # 0, g( .) is twice epi-differentiable 
at j along h and 
g”(L..y*;Ah)=,~~ot-2(g(y+tAh)-g(y)-t(y*,Ah)) (2.3) 
for any y* E Q(x*). Then f is twice epi-differentiable t ?7along h with 
respect o x* and 
f”( x, x*; h) = max (y*, w(h)) .!J*ER(s*) 
+~Ijn;ot-2(6(~+tAh)-g(~)--t(x*,h)) 
Proof: Corollaries 1 and 3 actually imply that under the assumptions 
.f ‘i (x, x*; h) = max (y*, w(h)) y* E R(x*) 
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However, the same arguments as in the proof of Corollary 3 easily show 
that by virtue of (2.3) 
The last corollary extends Cominetti’s generalization [6] of Rockafellar’s 
formula [ 151 for second order epi-derivative of a composite function on R” 
with piecewise linear-quadratic outer function g. (In [6] it is assumed in 
addition to the assumptions of Corollary 4 that g is Lipschitz on its 
domain.) 
In particular, an obvious and useful consequence of the corollary is 
COROLLARY 5. Suppose in addition to (H) that g is a polyhedral 
function. Zf 52(x*) # Qr, rhen for any h E K(x*) 
f”k x*;hb*~;;*, (y*, w(h)). 
The main assumption of Corollary 4 is, of course, (2.3) which means that 
the second order epi-derivative coincides with the usual second order direc- 
tional derivative. The following simple example shows that this condition 
is fairly restrictive. 
EXAMPLE. Let X=R, Y=R2, F(x)=(-x2,x), g(y)=g(&q)= 
max(0, 5 + q2}. Then f(x) ~0 and for X=0 we have j=O, A = (0, l), 
w(h) = ( -h2, 0), K(O)= R, !2(0)=&(0)= ((A, O):O<iz Q l}. 
Therefore max{ ( y*, w(h)) : y* E Q(O)} = 0 and 
cc=f@0f-2max(0, t2h2}=h2, 
so 
a+yzgO, (y*, w(h))=h2#f’l(X,x*;h)=0. 
l 
The function g in this example is the maximum of a linear and a 
quadratic function, hence it is twice epi-differentiable, s follows from [ 151 
but g is not piecewise linear-quadratic 
Another circumstance worth mentioning in connection with this example 
is that, whereas the formula in Theorem 1 is valid independently of specific 
g and F chosen to represent J the formula in Corollary 4 is not. 
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3. PROOF OF THE THEOREM 
We begin the proof with the analysis of the regularity condition (H). Let 
4(u) be a mapping from a neighborhood of the origin in X into Y such that 
G+(O) = 0 and (b(h)-qqh’)-A(h-h’)=r(h,h’) llh-h’ll, (3.1) 
where r(h, h’) -+ 0 as h, h’ -+ 0. The latter means that q5( .) is strictly differen- 
tiable at the origin and d’(O) = A. The condition Im A + L = Y then means 
that the operator (u, U) + Au + u sends Xx Y onto Y. The theorem of 
Ljusternik (see [ 131) now implies that there are E > 0, C > 0 such that 
II4 < -% llwll < E=+ 3x E x St. qqx) + M’E L 
and IIx-uII bC.dist(l, &u)+w). (3.2) 
Suppose also that a(x) is a real-valued function defined and Lipschitz near 
the origin. The following lemma plays the crucial role in the proof. 
BASIC LEMMA. We assume that (H) holds and ag(j) # 0. Suppose we 
are given bounded sequences {h,} c X, {w,,,} c Y, a sequence {II,,,} c Y 
converging to zero and sequences {t,,,} and {a,,,} of positive numbers 
converging to zero and such that m,lt,,, + 0. Suppose also that 
g(Y + dtmh,) + dw, + u,)) < ~0, m = 1, 2, . . . (3.3) 
Then there is a sequence {h:,} c X such that llhh, - h, /I + 0 and 
g(Y + 4(t,U + GW,) + 4t,,$h) 
d g(Y + cb(t,hm) + ~,(w, -I- 0,)) + 4t,h,) + srmy,, 
where y,, -+ 0. 
Proof By (3.3) 
&t,h,) + c~,(w,,, + II,)) E dom g - j c L. 
Choose E, + 0 such that 
II urn II/&n -+0, 
set 
(3.4) 
(3.5) 
and take U E X such that g is continuous at jj + Ati with respect o ,G + L. 
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For 
we have by (3.4) 
where c, is a certain constant. 
It follows from (3.2) that for every m there is an hh such that 
~(LU + %lwrn EL 
and (by (3.6)) 
lIKn-~,Ildm?7(ll%zII +c1Gn IlkI-4). (3.8) 
Since g is continuous at jj + Ati with respect o j + L, there are q > 0 and 
k>O such that 
g(y+Au+u)-g(y)dk if vEL, II4 G ?. (3.9) 
Define z, by 
4(w%J + a,w, = Cl- bJ(d(~,hJ 
+ a,(w, + 0,)) + d,t,(Aii + z,). 
Then z, E L by (3.4) and (3.7) and 
(3.10) 
1 
z m =- C~(LKl) - (1 - 6,) ~(LkJ 
&,.a, 
-b6,t,h+6,a,w,+( l-6,) a,u,]. 
We have by (3.5) 
1 [S 
&,.a, 
ma,wm+(1-6,)a,u,]+0. (3.11) 
On the other hand, since 
em -A, = 6,(5 - A,), 
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we have 
4(~??7K) - (1 - 6,) 4(~,kn) - ~,t,A~ 
= L-I - $(LhiJ - ~!J(Kl- Ul 
+ ~,Cd(f,kJ - r,ALl + t,,AVL - em). 
BY (3.8), (3.5) 
(&,a,)-‘A(&-em)-+0 
and by (3.1) 
t,‘[&&J- t,Ah,] -0. 
It also follows from (3.1), (3.8), and the definition fe, that 
(3.12) 
(3.13) 
ll4(~AL) - c4t,hn) - ~??J(Kn -hn)ll 
= rmfm II& - fL II < r,( II& -em II + t, lb, -h, II) 
d r,Ema,(C IIU, II/‘% f Cl Ilk2 - Gil + Ilk2 - dl)> (3.14) 
where r,,, + 0. 
Therefore 
bn~,)-l C~(t,hL)-~(t,h,)-t,A(h:,-h,)l -,a 
Together with (3.1), (3.12), this shows that zm --t 0, and for sufficiently large 
m we have by (3.9) 
l/z, II 6 b g(y+Au+z,)-g(p)6k. (3.15) 
By (3.10) 
g(L;+~(~,Kl)+%zw,) 
d (I- &?I) dY + 4(tdbn) + Gz(w, + urn)) 
+ 6, dY + t,(Au + z,)) 
or 
g(Y + 4(t,K) + %rw,) + 4LK) 
G dY + 4(~,L) + %l(w, + u,)) -t 4LkJ 
- 6dg(Y + f+YLhn) + %l(w, + urn))- g(Y)1 
+ &nCg(Y+ f,(Au + z,)) - g(Y)1 
+ a( r&J - a( t,h,). (3.16) 
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Since a( .) is Lipschitz continuous, we conclude using the same estimate as 
in (3.14) that 
b(f,KJ - 4t,h,)l Q La,, where il,,, + 0. (3.17) 
We have also (by convexity of g) 
dY + LW + z,)) - g(J) Q t,(g(j + Aii + z,) - g(Y)) 
so by (3.15) 
b,[g(P + l,,,(Afi + z,)) - g(j)] <k ‘&,a,,,. (3.18) 
And, finally, ify* E ag(j), then 
where q is a positive constant. Therefore 
-SmCg(P + d(t,h,) + a,(uj, + 0,)) - g(j)] G q .&,a,. (3.19) 
By comparing (3.16)-(3.19), we complete the proof. 
Proof of the Theorem. If f “(2, x*; h) > -co, then, obviously 
liT+iFf t-'[f(Z+ tAh’)- f(Z)]> (x*, h). 
r--r +o
If this is true for all h, we have 
g’(Y; Ah) 2 (x*, h >, 
which, in view of (H) means that x* E A*ag(y). Hence 52(x*) # 0. 
On the other hand, if y* E a(~*), then 
f(x + th) -f(x) > (y*, F(X + th) -F(X)) 
= (y*, tAh + t2w(h)) + o(t2) 
= t2( y*, w(h)) + o(t2), 
which implies that f N(X, x*; h) > --co. 
Suppose now that the sequences of t, -+ 0 and h, + h is such that 
t,‘[f(x+t,h,)-f(x)-t,(x*,h,)]-+f’L(x,x*;h)=a. (3.20) 
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We have 
.fG + t,h,) = g(j + t,Ah, + t;lW,), 
where w, -+ w(h). Set u, = ~7, - w(h) and apply the basic lemma with 
4th) = Ah, u(h) = (x*, h), a,, = tf, 
to find a sequence {h;} converging to h such that 
lirn supg(Y + ~WJh:, + cP(hN - KY) - tm<x*, K) <u, 
t2 
\ (3.21) 
m-r m 
On the other hand, consider arbitrary sequences of t, -+ +O, h, -+ h, 
and w, + w(h), and set in the basic lemma d(u) = F(x + U) - F(x) and a( .) 
and CC, as above. Then 
4(&A,,) = t,Ah, + &v(h) + tf,u;, 
where II& Ij -+ 0. Therefore 
t,Ah,+t~w,=~(t,h,)+tf,u, 
with I( v, I( --t 0. Applying Basic Lemma, we find a sequence {h;,} + h such 
that 
a < lim inf t;‘[f(x + t,h;) -f(Z) - tm(x*, h;,)] 
m+x 
=liminft;2[g(j+~(t,h;))-g(j)-tm(~*,h;)] 
m-r 
6iiminft,*[g(y+~(t,h,)+t~u,)-g(~)-t,(x*,h,)] 
m-x 
=liminfr~2[g(j+t,Ah,,+t~w,)-g(j)-t,(x*,h,)]. (3.22) 
m + cc 
Together with (3.21), this proves the formula for f’L(X, x*; h). (We have 
used the basic lemma in which we assumed that the quantities are finite. 
But, of course, (3.21) is valid if a = co and (3.22) is valid if the right lim inf 
is equal to CD.) 
It remains to show that hsK(x*) if If’L(X, x*; h)l < co. Take a 
y* E ag(j). Then for any c’ 
g(Y+u)-g(Y)> <v*3 u> 
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so that for any t, + 0, h, --) h satisfying (3.20), we have 
0 = lim t;‘[f(Z + t,h,) -f(X) - tm(x*, h,)] m-m 
= lim t,‘[g(y+t,Ah,+r,)-g(y)-tt,(x*,h,)] m--r02 
(where /Irm II = dt,)) 
2 lim [(y*,Ah,)-(x*,h,)]=(y*,Ah)-(x*,h). 
m-03 
This completes the proof of the theorem. 
4. AN APPLICATION: THE MAX-FUNCTION 
This is the function of the form 
f(x) = yy;fbh 4. (4.1) 
Here Q is a compact metrizable space andf(q, x) is continuous near X (as 
a function of (q, x)) together with its first and second derivatives with 
respect o x: fx(q, x) and f*,.(q, x). It is obvious that j(x) belongs to class 
CC*(X). Here is the “dictionary” ofthe notation: 
Y= C(Q) 
I;: x + Y(Y) =f(q, x) 
g(Y) = 7;; Y(q) 
Y(q) = f(493; A = fx(9,3; 
9(x*) = 
i 
P E QQ,) : ~f,(4. f) 4 =x* 
1 
, 
where Q,, = {q E Q :f( q, X) = max ,,of,(~, .?)} and P(Q,) is the collection 
of probability measures supported on Q,. Then 
MY) = fYQ,); 
&x*)= {h:fx(q, x)h < (x*, h), Vqg Qo}. 
We also use the following notation in the rest of the section: 
u(q) =f(q, -3 -J-(-f); 
u(q) =fx(q, 2) -x*; 
Nq, A) =fxx(q, 3(k A). 
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PROPOSITION 2. If Q. = Q, then for any h E K(x* ) 
(4.2) 
Pro@ In this case j(q) = const = j and 
g(y) = m,a” (y(q) - 3 + j, 
so we can apply Corollary 4. 
Let us turn to the general case 
Qo#Q. 
For t>O we set 
c(t, q, h’) = tp2[z4(q) + tu(q)h + t2w(q, A)]. 
The notation 
P -Q(x*) 
will mean that 
PE f'(Q), ~~/“(qWj -0, liu(4)c~+O. (4.3) 
As u(q) < 0 outside of QO, this implies that the distance from p to Q(x*) 
(w.r.t. any metric that induces the weak* topology on P(Q)) tends to zero 
(and is equivalent o this property if dim X < m ). 
We use the notation lim inf sup in the same sense as in [ 151. 
THEOREM 2. Suppose that Ll(x*) # 0 and h E K(x*). Then 
.f” (2, x *; h) = lim inf sup I 4~ q, h) 4. I- +o p*R(r’t 
Proof: 1. Using the Ky Fan minimax theorem and taking into account 
that c(t, q, h) is linear continuous w.r.t. h’ and P(Q) is convex weak* 
compact, we have for t > 0 
min max c(t, q, h’) 
llh-h’ll<~ qeQ 
= min max s 46 q, h’) 4 IV-h’ll<& PEP(Q) 
= max 
PEP(Q) 
c(cq,h)dw-f.- ~~j-L.(dd~~~]. (4.4) 
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Denote by b,(t, p) the quantity in the square brackets, and let 
uC = lim inf max b,(t, flu). 
t- +0 PEP(Q) 
Obviously, a, does not decrease as E + 0. It is also clear that aE > -CC 
because for p E 9(x*), b,( t, p) = J w(q, h) dp, 
According to Theorem 1 
a = fY (X, x*; h) = lum+i;f FSa; c(t, q, h’) 
I--r +o
and therefore by (4.4) 
a=supa,= sup lim inf max b,(t, P). (4.5) &PO c>O f-i+0 PEP(Q) 
2. To prove the theorem we must show that 
(a) for any sequence of t, --P +0 there is a sequence of measures 
pm 4 52(x*) such that 
lim sup J‘ c(t,, q, h) dp,,, 2 a; 
m-too 
(b) there is a sequence of t, --f +0 such that 
lim sup c(t,, q, h) dp, <a. 
m-rm J 
The proof of the second is elementary. Fix an E > 0 and let t, -+ +0 be 
such that 
a, = lim max b,(t,n, p). 
m-a rEP(P) 
Then for any pm + Q(x*) we have by (4.4) 
Iim sup 4f,, q, h) 4, m-m J 
= lim sup b,(t,, u,) 
m-cc 
Glimsup max bE(tm,P)=a,<a. 
m-rm LISP(Q) 
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3. It remains to prove (a). Fix a sequence of t, -+ +O. Then by (4.4) 
for any e>O 
a,dlimsup max b,(t,,p)=h,. 
m+cc PEP(Q) 
Clearly, h, do not increase as E -+ +0 and b = lim b,: 3 a,:. 
If b = cc, then there is a sequence of p, E P(Q) such that the limit 
superior of 
equals ccj. Let m(k) be a sequence of indices uch that trnckj tends to 
infinity, let P’E~(x*) and 
2 = 
i 
Mz if m=m(k), k= 1, 2, . . . . m 
0, otherwise 
PI,=LPL,z+(1-UP’. 
Then i,,, -+ 0 and, consequently, 11, + a(.~*). On the other hand, 
Am(k,~m(k, = J4m(k, -+ cc and therefore 
This proves (a) in the case when the sequence {t,} is such that b = cc. 
Suppose now that b < co. Let &, be such that 
We have 
a, d lim inf b,( t,, pLc,) 
m - r 
d lim sup bs12(fmr &) 
m-m 
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and, consequently, 
It follows that 
a,<liminfb,(t,,p~)=liminf c(t,,q,h)d& 
m-cc m-r02 J 
< lim inf 
m-m u(q)d&,+t,‘,,h,,~;I~~(q)d~:(l+/w(q,h)dli:] 
G max w(q, h) + lim inf t ~ 
4 m’o3 ( mz~4d4L)- (4.6) 
In other words, 
which may happen only if 1 u(q) dp” -P 0 since u(q) < 0 for all q. 
Thus & + sZ(x*) and the first two relations in(4.6) give 
lim inf c(t,, q, h) d& > a,. 
m-c72 I 
Since a, 7 a < 00, (a) easily follows. 
Remark 1. Slightly changing the argumentation, we can prove the 
following: if Q(x*) #a, h E K(x*), then ([is]) 
f’: (X. x*; h) LS lim sup inf 
(f(x+th’)-f(Z)-t(x*,h’)) 
t-+0 h’+h t2 
= fim sup 1 c(t, q, h) d$. 
t--r +a 
Recall that f is twice epi-differentiable with respect o x* iff “(2, x*; h) and 
f 1(X, x*; h) coincide for all h. The following theorem gives a suflicient 
condition for the max-function to be twice epi-differentiable. Mor over, it 
follows from the proof of the theorem that the condition is actually almost 
necessary. 
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Consider the function e(q, h) on Q defined as 
49, h) = 
i 
0, if quint QO; 
Gq, h), if q$Qo; 
lim sup Z(p, h), if q E Qo\int Qo, 
p-4 
~490 
where for q 4 Q0 
4s h) = - C(dq)h)+ 12/44q) 
(and, as usual, LY + = max { LY, 0} ), 
Since u(q) < 0 if q 4 Q,, the function is well defined, nonnegative, and 
upper semicontinuous on Q. 
In what follows we adopt the convention 
.r e(q, h) dp = co Vp E Q(x*) if e(q, h) = co for some q 
(such a q necessarily belongs to Q,\int Q). 
THEOREM 3. Zf 0(x*) # 121 and h E K(x*), then 
li~yop\c(t,q,h)dp< max /Ce(q,h)+w(q,h)ldp. p E s2C.Y’) 
p + .o(r*) 
(4.7) 
If in addition 
(H 1) Q is locally connected and for any q E Qo\int Q, with e(q, h) > 0 
the limit lim P+Y,P+QO ‘(p, h, exists then actually 
lim inf sup I c(t, q, h) 4 r- +o per 
= max Ce(q, h) + w(q, hII& p E s-2(.x*) s 
Thus, in this case f is twice epi-dlyferentiable with respect o x* and 
f”(-f, x*; h) = ,E”n”;;e, s Ce(a h) + 4s hII 
Proof: 1. We first show that (4.7) is valid. If e(q, h) = 00 for some 
qEQov this follows from the convention. So suppose that e(q, h) < uz 
everywhere. We observe first that 
c(t, q, h) d 4q, h) + 4s h) if q4Qo. (4.8) 
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Indeed, in this case u(q) ~0; if also v(q)h ~0 then l(q, h) = 0 and 
c(t, q, h) d w(q, h) by definition. If v(q)h > 0, then 
max (tr2z4(q) + tr’u(q)h) = Z(q, h) (4.9) 
and the maximum is attained at 
1= -2u(q)/(u(q)h) > 0. 
On the other hand, 
46 4, A) = Mq, A) if qEQ,. 
It follows from (4.8), (4.11) that 
(4.10) 
(4.11) 
c(f, 4, h) < 4s, h) + 4s h) 
for all t > 0, q E Q and, as e(q, h) is u.s.c., (4.7) follows. 
2. Assume now that (Hl) is valid. If e(q, h) = 0 on Q,, then by (4.11) 
lim inf sup s 46 4, A) dp t- +o pEn(x*) 
= max [e(q, h) + w(q, h)] dp. 
PEER(x*) s 
Thus the theorem is true if e(q, h) = 0 on Q,, so we assume in what 
follows that 
Take a qEQo+. Then v(p)h > 0 for p $ Q, sufliciently c ose to q and, as 
lim sup C4q)~12/C-~(q)l p-4 
P+QO 
exists and is positive, 
lim [ -u(p)]/u(p)h = 0 
P+4 
P&QO 
(4.12) 
since u(p)h + 0 when p -+ q E Q, (recall that h E K(x*), so u(q)h < 0). 
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We must show that for any sequence of t,, -+ +0 
(4.13) 
Suppose there is a q E Q$ with e(q, h) = cc. By the assumption, q has a 
connected neighborhood. In view of (4.12) this means that 
-eJYC4PVl 
assumes all values between certain 7. > 0 and 0 as p -+ q in the complement 
of Q,. Therefore since for a given sequence { tm} there is an m, such that 
0 -=c t,, < 22, if m 2 m,, we can find pm $ Q, such that pm -+ q and 
tm = -~4PmYC4Pm)~l 
as follows from (4.9) (4.10) 
5, = c(t,, Pm, h) = QP,, A) + dP,, A) + ‘;c. 
The argument, once used already, shows that in this case there are 
~1, -+ CJ(x*) such that 
s c(t,, 4  A)&,n -+ x. (4.14) 
(Take A,,, = l/A, take any p E sZ(x*) and set 
where E(P) is the unit mass at p.) 
This proves the theorem in the case when e(q, h) = co somewhere in Q,. 
3. It remains to prove that (4.13) is valid also if 
0 < max e(q, h) < cc. (4.15) 
YEQ 
Take a p ES~(X*) at which the maximum in the right-hand part of (4.13) 
is attained. Since Q, is compact, u(q) and u(q) are both continuous and 
e(q, h) is u.s.c., there exists a sequence { vk} of probability measures on Q. 
with finite supports such that 
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vk + p weakly* 
lb II U(q) dV, -+o 
(4.16) 
s U(q) dVk-+0 
lip szp j e(q, h) dv, k j e(q, h) dp. 
Such measures can be constructed, for example, as follows. Let d( ., .) be 
any metric on Q compatible with the weak-star topology. For any k, let 
{i&k}, i= 1, 2, . . . . m(k), be a collection fopen subsets of Q with diameters 
smaller than l,‘k, which covers Q, and has the property that 
114~) - u(q)11 6 l/k, 10) - u(q)1 G l/k, 
if p,qEUikr i= 1, . . . . m(k). 
Let q& be defined by 
qik E ~1 uik 3 
e(qjk, h)=max(e(q, h):qEcl uik>, i = 1, . . . . m(k). 
Then the measures 
m(k) 
where 
vk= c %k*&(qik)> 
i= 1 
alk=,dUlkh a2k =dU2k\“llk), . . . . %k= p ( umk\~~ll uik)v ... 
satisfy (4.16). 
Let now 
HP) = - C@)hl/WP). 
This function is continuous on Q, = Q\QO and, as follows from (4.12), 
a(p)+00 when p+qEQ$. Since Q is locally connected, it follows that 
for any qs Q,+ and any .s>O the function a(p) assumes on 
P(E, q) = {p E Q,: d(p, q) GE} all values between certain a0 (depending on 
q and e) and co. In other words, 
t(q, ~)=inf{t>O:tC’$a(P(q, e))) >O 
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for any q E Qz and E > 0. This means that for any k, r = 1, 2, . . . there are 
m = m(k, r) such that m(k, r) -+ co as r --+ co and 
t,<t(qik,r-‘) if m >, m(k, r), 
i = 1, 2, . ..) m(k) and qikE Q,’ . 
Therefore for m > m(k, r) and i= 1, 2, . . . . m(k) such that qik E Qo+ we can 
find plrnk E Q, such that 
4Pmk) = f, l and d(9jk, Pimk) S r--I. (4.17) 
If qIk $ Qc (that is if e(q,, h) = 0), we set plmk = qik. 
We now define measures p,,,& as follows: 
m(k) 
hk = 1 a;k ’ E(Pimk)3 if m(k, r+ l)>m>m(k, r). 
* j= 1 
It is clear that (by (4.17)) 
U(9) &mk -+ U(9) d”, 
P,,,~ + vk weakly* 
when m+ co. 
On the other hand, since (by (4.9) and (4.10)) 
t,;‘u(p) + t,‘u(p)h = 4P, A) 
if a(p)=t;‘, we have (by (4.17)) 
C(fm~Pimk~h)=e(Pimk~ h)+W(Pimk, h, 
and it follows from the assumptions that 
C(tm, Pimk, h) *e(qik, A) + Wfqik> hf, i= 1, . . . . m(k) 
when m + co. Therefore 
s C(tm, 4, h) d&n/c -+ s [e(% A) +W(% A)] d”k as m+co. 
(4.18) 
Together with (4.16) and (4.18) this completes the proof of the theorem. 
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Remark 2. The following result was proved by Kawasaki [14] (in the 
case when x* = 0). 
THEOREM 4. Assume that a(~*) #@ and tht hEK(x*). Then 
d: f(x, x*; (h, z)) = y=& Ce(s, h) + w(q, h) + 4qbl, 
where 
d: f(% x*; (h, z)) 
= lim:yp tr”[f(f + th + (t2/2)z) --f(Z) - t(x*, h)] 
is the upper “parabolic” second derivative in the spirit of Ben-Tal and Zowe 
[2] and 
t&,(h)= {qG,:dq)h=O). 
Remark 3. We observe that this definition of parabolic second 
derivative differs slightly from that given in [15]. 
Proof We first observe that Q,(h) #0 (because u(q) is continuous, 
52(x*) # 0 and, consequently, max{ u(q)h : h E Q,} B 0 for all h). 
It is clear that 
d:f(Z, x*; (h, z)) = lim;;p max[te2c(t, q, h) + o(q)z], (4.19) 
4 
where c( ., -, . ) is as above. Therefore 
d: fk x*; (k z)) a y~;o=, Cw(q, h) + 4q)zl (4.20) 
because c( t, q, h) = w(q, h) for q E QO. 
Suppose q E Q,,(h) and qn + q are such that I(q,, h) --, e(q, h) > 0. Then 
by definition q $ Q,, u(q,) < 0, u(q,)h > 0 and u(q,)h A 0. Consequently, 
as follows from the definition fZ(q, h), 
tn = -2u(qn)/4q,)h + 0. 
Therefore (see (4.9), (4.10)) 
d: f-6 x *; h z)) = lip*s,up Ct;‘c(t,, qn, h) + u(q,)zl 
(4.21) 
= e(q, h) + w(q, h) + u(q)z. (4.22) 
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Together with (4.20) this shows that 
d: f(i, x*; (k 2)) 2 y~$hj C44, A) + w(q, A) + dsbl. (4.23) 
Assume now that t, + 0, q,, -+ 0 are such that 
?,y 2(c(.r,, qn, hf + 4q,)z) + d: .f(% x*; (k ;)I. 
We may assume, of course that q,, converges to a certain q. Then q E Q, for 
otherwise u(q)<0 and ri2c(t, q, I?) has the order of z,‘u(q) + -s. 
Likewise, we conclude that qE Qo(h) for otherwise we would have 
v(q)h ~0 which again implies that d2f(X, x*; (h, z)) = --x. The latter is 
impossible in view of Theorem 1 because a(~*) # 0. 
If lim sup r,, 2[u(q,) + T,v(q,)h] d 0, then 
d: f(X, x *; (h, z)) d w(q, 12) + v(q),- 
d e(q, A) + 44, A) + 4q)z. (4.24) 
Otherwise (see again (4.9), (4.10)) 
0 <liF+y z;2Cu(q,) + t,dq,Wl 
d lim sup Z(q,, h) = e(q, A), 
n-rr 
and we again arrive at (4.24) in view of (4.19). 
How are this and the above results connected? Of course, the upper 
directional derivative has a distant relation to minimization. But under the 
conditions of the second part of Theorem 3 the epi-derivative can be 
calculated with the help of the upper parabolic derivative. 
THEOREM 5. Assume that Q(x*) # 0 and (Hl) holds for all h E K(x*). 
Then 
(a) f is twice epi-differentiable at X with respect to x*; 
(b) the parabolic derivative (finite or infinite) with respect to x* exists 
for any h and z; 
(c) f “(X, x*; h) = inf; d2f(x, x*; (h, z)). 
Proof: Part (a) is a part of Theorem 3. If he K(x*), then (b) also 
follows from the proof of Theorem 3 for, if (Hl) holds, then, as shown 
there, for any sequence of t, + 0 and any q such that e(q, h) is positive we 
can find a sequence of qn -+ q such that 
t;2Cu(q,) + t,v(q,Pl + 4th h). 
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Finally, if h $ K(x*), then there is a q E Q, such that v(q)h > 0 and for such 
a q tc2c( t,, q, h) + u(q)z + cc for any sequence t, --f 0. Thus, (b) is valid. 
It remains to prove (c) in the case when h E K(x*) and e(q, h) < 00 for 
all qEQ,. (If h#K(x*) thenf’L(x, x*;h)= cc by Theorem 1; ife(q, h)= cc 
for some q E Q then f’L (X, x*; h) = co by Theorem 3 and it is obvious that 
f’L(X, x*; h) d d: f(Z, x*; (h, z)) for any z.) 
Thus, we must prove that 
= max PEQ(x*) s Ce(q, h) + w(q, h)ldp. 
This easily follows from the Ky Fan theorem according to which 
= max Ce(q, h) + w(q, hII dp + i;f[ 4qb 4 . P E WQo) 1 
The inlimum inside the square brackets is distinct from -cc if and only if 
j u(q) & = 0, th at is, if p E sZ(x*). 
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