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Abstract We review in the present article recent de-
velopments within the framework of ab initio many-
body perturbation theory aiming at providing an ac-
curate description of the electronic and excitonic prop-
erties of π-conjugated organic systems currently used
in organic photovoltaic cells. In particular, techniques
such as the GW and Bethe-Salpeter formalisms are be-
ing benchmarked for acenes, fullerenes, porphyrins, ph-
thalocyanines and other molecules of interest for so-
lar energy applications. It is shown that not only the
electronic properties, but also the electron-phonon cou-
pling matrix elements, and the charge-transfer excita-
tions in donor/acceptor complexes, are accurately de-
scribed. The present calculations on molecules contain-
ing up to a hundred atoms are based on a recently de-
veloped Gaussian auxiliary basis implementation of the
GW and Bethe-Salpeter formalism, including full dy-
namics with contour deformation techniques, as imple-
mented in the Fiesta code.
Keywords Ab initio simulations · Many-body
perturbation theory · Organic photovoltaics
1 Introduction
It is certainly difficult to anticipate the evolution of
organic photovoltaic cells at an industrial level [1–4].
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Even though organic systems offer an extremely large
flexibility in terms of available molecules and architec-
tures, the rather low quantum efficiency (a few per-
cent), as compared to standard silicon-based solar cells,
and the problems of stability under UV radiations, are
serious limitations that need to be addressed. It has
been shown however that significant gains [5,6] can
be achieved by tuning the absorption spectrum, band
gap and band offsets of the active molecules/polymers
in standard donor/acceptor hetero-structure cells [7–9].
Using computer quantum simulations to predict such
spectroscopic parameters for actual size molecules or
polymers would therefore be of much interest.
Density functional theory (DFT) remains the method
of choice for the theoretical study of structural and dy-
namical properties, a conclusion that has been recently
consolidated by the implementation of van der Waals
forces into standard exchange-correlation functionals,
with applications to organic systems [10]. Nevertheless,
it remains that DFT is a ground-state formalism with
intrinsic difficulties to describe electronic excitation en-
ergies of the kind involved in photoemission experi-
ments. While the so-called ∆SCF techniques, relying
on differences of total ground-state energies for access-
ing the frontier orbital energies in finite size systems,
offer an excellent compromise between computer time
and accuracy, difficulties exist when it comes to apply
them to the full electronic energy spectrum and/or to
infinite systems.
In these cases, one is bound to rely on the DFT
Kohn-Sham eigenstates which cannot be identified to
true quasiparticle states. In particular, the standard
“band gap problem”, documented since the mid-60s for
extended semiconductors [11], is dramatically enhanced
in absolute value in the case of organic molecules, with
errors of the order of several eV. For sake of illustration,
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the DFT-LDA and DFT-B3LYP Kohn-Sham HOMO-
LUMO gap for the C60 fullerene are found to be 1.6 eV
and 2.8 eV [12,13] to be compared to the 4.9-5.0 eV
experimental value [14]. Several attemps to cure such
problems within the framework of DFT are currently
undertaken, working on the exchange-correlation func-
tionals, within e.g. the framework of range-separated
[15] or orbital-dependent self-interaction corrected [16]
functionals.
In this report, we present recent achievements within
the framework of many-body perturbation theory for
the ab initio study of the electronic properties, electron-
phonon coupling and charge-transfer excitations, in or-
ganic molecules and donor/acceptor dyads of interest
for photovoltaic applications, including fullerenes, por-
phyrins, phthalocyanines, and tetracyanoethylene ac-
ceptor combined with several benzene, naphthalene, and
anthracene donor derivatives. We adopt in particular
the GW and Bethe-Salpeter (BSE) formalisms as im-
plemented in a recently developed auxiliary Gaussian-
basis approach with contour-deformation techniques,
the Fiesta code. Our results show that an excellent
agreement with experiment can be obtained provided
that, beyond standard single-shotG0W0 based on DFT-
LDA eigenstates, one performs a simple self-consistency
on the eigenvalues, or start from Hartree-Fock-like single-
particle energies.
2 Methodology
Beyond the well documented case of inorganic bulk
semiconductors, the use of GW [17–20] and BSE [21–
25] formalisms for the study of organic systems remains
relatively scarce, with early studies devoted e.g. to bulk
periodic acenes [26–28] or PTCDA [29], as prototype or-
ganic semiconductors, and periodic polymers [30–33]. In
another context, the importance of self-energy effects on
the properties of organic molecules deposited on semi-
conducting or metallic surfaces, as a mean in particu-
lar to better understand molecular conductance prop-
erties, have been considered using several approaches,
from model image-charge analysis, static (COHSEX)
approximations, to full-fledged GW calculations [34–
40].
In the case of isolated (gas phase) molecules of in-
terest for photovoltaic applications, such as fullerenes,
porphyrins and phthalocyanines, the rather large num-
ber of atoms (several dozens), and the need to include
a large amount of vaccuum to reduce the Coulomb
interactions between periodic image cells in standard
planewave implementations, certainly explains the lim-
ited number of studies undertaken by few groups world-
wide [37,41–49]. Some of these studies were in partic-
ular made possible by implementing techniques which
allow to bypass the need of the empty states manifold
[45], or by using localized basis, such as strictly local-
ized bases [48], Wannier representations [45], or Gaus-
sian bases [43,46] of the type currently used in most
quantum chemistry studies of molecular systems. Such
real-space localized bases allow to reduce, for molec-
ular systems, both the size of the dielectric matrices
and number of conduction bands. Localized bases are
in particular insensitive to the amount of vaccuum be-
ing added. The results described here below are based
on a recent implementation of the GW/BSE formalism
with localized-basis, the Fiesta package [46,47,50–52],
namely an auxiliary Gaussian basis implementation of
the GW and BSE formalisms, exploiting contour defor-
mation techniques beyond plasmon pole models.
2.1 The many-body GW and Bethe-salpeter equations
Central to the GW [17–20] and BSE [21–25] formalisms
stands the dynamically screened Coulomb potentialW (ω)
related to the bare Coulomb potential v and the un-
screened susceptibility χ0 through a Dyson-like equa-
tion:
[W (ω)] = [v] + [v]S−1[χ0(ω)]S−1[W (ω)],
where the notations [f ] stands for the matrix represen-
tation of any two-point function f(r,r’) in the chosen
auxiliary-basis, with corresponding overlap S matrix.
The susceptibility χ0(ω) is traditionaly calculated from
input Kohn-Sham DFT one-body eigenstates (εi, φi):
[χ0(ω)]µ,ν =
∑
i,j
(fi − fj)
< φi|µ|φj >< φj |ν|φi >
ω + εi − εj + i0+
with (fi) the occupation factors. The calculated screened
Coulomb potential W (ω) allows to build the non-local
and energy dependent self-energy operator Σ, which
accounts for exchange and correlation in the present
quasiparticle formalism [17] and reads:
ΣGW (r, r′|E) =
i
2π
∫
dωei0
+ωG(r, r′|E + ω)W (r, r′|ω)
G(r, r′|ω) =
∑
n
φn(r)φ
∗
n(r
′)/(ω − εn ± iδ)
where the single-particle time-ordered Green’s function
G is again built from the (εi, φi) eigenstates. The self-
energy correction to the input DFT Kohn-Sham eigen-
values requires the calculation of the self-energy at the
quasiparticle energy εQPn , namely:
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εQPn = εn+ < φn|Σ
GW (εQPn )− V
DFT
xc |φn > .
The εQPn represents well-defined charged excitation en-
ergies of the kind obtained in a direct or inverse pho-
toemission experiment and represent thus proper elec-
tronic energy levels.
Optical properties require the knowledge of neutral
excitations upon photon absorption. As such, both the
promoted electron and “left-behind” hole are simul-
taneously present in the system and can interact. As
shown below, in the case of organic systems, due to
confinement and poor screening, this interaction can
be very large, so that the optical gap is significantly
smaller than the quasiparticle band gap. In the present
formalism, the electron-hole (excitonic) interaction is
accounted for by the Bethe-Salpeter equations (BSE).
Namely, the neutral excitation energies can be obtained
as the eigenvalues of the Bethe-Salpeter He−h Hamil-
tonian [21–25] which, in the φei (r)φ
h
j (r
′) product basis
of the non-interacting unoccupied φei and occupied φ
h
j
single-particle states, is composed of three terms as fol-
lows:
Hdiagij,kl = δi,kδj,l
(
εQPi − ε
QP
j
)
Hdirectij,kl = −
∫
drdr′φei (r)φ
h
j (r
′)W (r, r′)φek(r)φ
h
l (r
′)
Hexchangeij,kl = 2
∫
drdr′φei (r)φ
h
j (r
′)v(r, r′)φek(r
′)φhl (r)
It is important to note that in the Hdirect term, the
two electron (or hole) eigenstates are taken to be at
the same position in space, in contrast with the ex-
change Hexchange term. The expression of the optical
excitations in the |φeiφ
h
j > basis is reminiscent of the
Casida’s equations for time-dependent DFT (TDDFT)
[54,55] with the crucial differences that in TDDFT, (a)
the “non-interacting” diagonal part is built from the
Kohn-Sham DFT eigenstates (not the GW quasipar-
ticle energies) and (b) the electron-hole interaction is
accounted for by matrix elements, in the product ba-
sis, of the bare Coulomb potential v, complemented
by the exchange-correlation kernel fxc, namely, with
Kxc(r, r′) = v(r, r′) + fxc(r, r′):
[Kxc]ij,kl =
∫
drdr′φei (r)φ
h
j (r)K
xc(r, r′)φek(r
′)φhl (r
′).
where the adiabatic approximation has been assumed
for fxc. Of crucial importance in the case of charge
transfer excitations, when hole and electron states are
spatially separated, we observe that the φei (r)φ
h
j (r) prod-
uct, that appears in the TDDFT matrix elements, go to
Fig. 1 (Color online) Isocontour representation of the
(a) highest-occupied (HOMO), and (b) lowest unoccupied
(LUMO) molecular orbitals of the tetracyanoethylene with
the 9-methyl-anthracene complex. Contours at ± 15% of the
maximum charge density. Orbitals obtained at the DFT-LDA
TZ2P level. The (partial) charge-transfer character of the
HOMO to LUMO excitation is apparent (see Section 4).
zero, so that one is left with the non-interacting diago-
nal part, namely the difference between DFT Kohn-
Sham unoccupied and occupied states. In that case,
the charge-transfer excitation energy is just the donor-
HOMO to acceptor-LUMO DFT Kohn-Sham gap with-
out electron-hole interaction. This is not the case in
the BSE formalism since, in the direct term, the hole
and electron states are not taken at the same spatial
position and are connected by the non-local W (r, r′)
potential. These observations underline the complexity
of finding a proper kernel within TDDFT that would
“compensate” for the vanishingly small value of the
wavefunction products in the case of charge-transfer
excitations. A typical donor/acceptor complex yielding
charge transfer excitations is represented in Fig. 1.
2.2 The Fiesta code: a Gaussian basis
implementation
Building on previous initiatives to formulate the MBPT
GW and BSE formalisms on auxiliary Gaussian bases
[30,56–58], arguably better suited to molecular systems
than the standard planewave implementations, the Fi-
esta code [46] expresses the non-local two-body op-
erators such as the susceptibilities, bare or screened
Coulomb potentials, and self-energies, on an even-tempered
[59] auxiliary Gaussian basis. With Kohn-Sham states
originating from pseudopotential calculations, the stan-
dard bases available from all-electron quantum chem-
istry studies cannot be straightforwardly imported, since
the auxiliary basis must project on the Hilbert space
generated by the product of unoccupied and occupied
states (the so-called product space [48,60,61]). As such,
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KS basis pentacene H2P C60
IE gap IE gap IE gap
LDA (DZP) 4.94 1.10 5.64 1.94 6.37 1.58
G0W0 (DZP) 5.98 4.21 6.55 4.79 7.28 4.44
GWpsc (DZP) 6.12 4.76 6.70 5.31 7.41 4.76
GWpsc (TZP) 6.20 4.68 6.70 5.25 7.42 4.70
GWpsc (TZ2P) 6.26 4.67 6.76 5.23 7.47 4.67
Exp. 6.6 5.2 6.9 - 7.6 4.9
Table 1 Evolution of the GWpsc ionization (IE) and band
gap energies of selected molecules as a function of the in-
put Kohn-Sham (KS) basis size. DZP, TZP and TZ2P stand
for double-zeta plus polarization, triple-zeta plus polariza-
tion, and triple-zeta plus double polarization. The index (psc)
stands for partial self-consistency on the eigenvalues (see be-
low). The LDA, G0W0(LDA) and GWpsc calculations with
the DZP basis are from Ref. [46]. Results are in eV.
auxiliary bases in the framework of many-body pertur-
bation theory still needs careful testing for chemical
species all across the periodic table. This was done in
some details in Refs. [46,47,50] for a large range of or-
ganic molecules such as fullerenes, porphyrins, phthalo-
cyanines, DNA/RNA nucleobases, and charge-transfer
complexes for which careful comparisons with planewave
calculations have been performed (see Section 4 here be-
low). By comparison with larger bases, it was shown in
particular that four Gaussians with proper localization
coefficients for each s, p, and d channels were sufficient
for convergency within a tenth of an eV (see Table I
of Ref. [46]). For first row elements, the influence of f
channels was found to be negligible.
In the present implementation, we use the Kohn-
Sham eigenstates generated by the DFT Siesta pack-
age [53] which is a pseudopotential DFT code relying on
strictly localized orbital bases [62]. The size of the DFT
basis controls the quality of the Kohn-Sham states and
the number of conduction bands. For sake of illustra-
tion, the number of conduction bands per carbon atom
amounts to 11, 15 and 20 with a double-zeta plus po-
larisation (DZP) basis, a triple-zeta plus polarisation
(TZP) basis, and a large triple-zeta plus double polari-
sation (TZ2P) basis, respectively. While the DZP basis
is probably the minimal basis that should be used for
the study of excited state properties, the comparison
with TZP and TZ2P calculations (Table 1) for pen-
tacene, free-base porphyrine (H2P) and C60 shows that
the ionization energy (IE) and gap are already quite
well converged, within 0.1-0.2 eV, with a tendency to
an increase/decrease of the IE/gap with larger bases.
Such a discrepancy between DZP and larger bases cal-
culations can be compared to the magnitude of the GW
correction to DFT-LDA values, which is of several eV.
Contrary to previous implementation [56], we do not
use any plasmon pole approximation for extending the
screened Coulomb potential to finite frequencies. We
use contour deformation techniques with an integration
along the imaginary axis complemented by the evalua-
tion of the residual of the poles in the first and third
quadrant for states away from the band edges [20,63].
The divergency for E → εn and ω → 0 of the integrand
in the imaginary axis integration contribution to the
correlation energy:
In(E) = −
∫ +∞
0
dω
π
E − εn
(E − εn)2 + ω2
W˜n(iω)
with W˜n(iω) =< φn|W (r, r
′|iω) − v(r, r′)|φn >, can
be taken care of by adding/subtracting an analytically
integrable function with similar behavior in the ω →
0 limit. By further folding the [0,+∞] energy range
onto [0, 1] by a change of variable, typically 12 special
(Gaussian weighted) imaginary frequencies are needed
for the integration along the imaginary axis (see Ref.
[46] for more details).
With the above described implementation, the IE
and HOMO-LUMO gap of 13 molecules of interest for
photovoltaic applications were studied in Ref. [46]. Re-
sults concerning the IEs are summarized in Fig. 2. As
expected, the IEs and gaps are dramatically improved
within the standard single-shot G0W0(LDA) calcula-
tions starting from input DFT-LDA Kohn-Sham eigen-
states. The mean absolute error (MAE) was found to
be significantly reduced, from 1.83 eV to 0.47 eV for the
ionization energy, and from 4.10 eV to 0.76 eV for the
energy gap, respectively, as compared to experiment.
Even though very satisfactory, such an improvement
still leaves a noticeable discrepancy as compared to ex-
periment, with in particular a 0.76 eV MAE on the
HOMO/LUMO gap. The limitations of the standard
G0W0(LDA) calculations for molecular systems have
been recently discussed by several authors [46,47,50,
64,65,67]. As emphasized above, the DFT-LDA start-
ing point is extremely inaccurate, and probably not
the best zeroth order framework to start a perturba-
tion theory. As shown below in section 4, not only the
G0W0(LDA) quasiparticle gap, but also the resulting
excitation energies within the subsequent BSE frame-
work, are still too small as compared to experiment
[47]. A large variety of solutions were proposed, starting
from a very simple diagonal Hartree-Fock-like scheme
[46,64], where the DFT exchange-correlation contribu-
tion to the Kohn-Sham eigenstates is just replaced, in
the G0W0 spirit, by the bare exchange Σ
X contribution
within the LDA basis: εHFn ≈ ε
LDA
n + < φ
LDA
n |Σ
X −
V xc|φLDAn >, to starting Kohn-Sham states obtained
with hybrid functionals [49], and finally much more
computationally intensive full self-consistent approaches
where eigenvalues and eigenstates are updated [65,67].
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Fig. 2 (Color online) Experimental and theoretical energies
in eV. Red circles: experimental values; light blue triangles
up: LDA Kohn-Sham HOMO energy; grey diamonds: non-
self-consistent G0W0(LDA) value; black diamonds: GWpsc
value with self-consistency on the eigenvalues; green stars:
non self-consistent G0W0(HF) (see text). The black dashed
line is a least-squares fit of the GWpsc results. The figure has
been formatted so as to preserve the same physical scale on
both axes. Adapted from Ref. [46].
As shown in Fig. 2, in Tables 1 and 4, and in Refs. [46,
47,50], the Hartree-Fock ansatz, or a simple partial self-
consistency on the eigenvalues only, labeled GWpsc here
below, already significantly improve on theG0W0(LDA)
results, increasing the HOMO-LUMO gap by 0.5-0.6 eV
as compared toG0W0(LDA) results for acenes, fullerenes,
porphyrins, phthalocyanines [46], DNA/RNA nucleobases
[47], and a similar opening for the low lying excitation
energies in donor/acceptor dyads [47]. Such an opening
significantly improves the agreement with experiment.
Besides the value of the ionization energy and band
gap, a final observation concerning the quasiparticle
eigenstates in organic systems is that the GW correc-
tion has been shown to potentially change the ordering
of the states close to the gap as compared to DFT-LDA
calculations. An important case in the family of or-
ganic systems, even though bringing us somehow away
Fig. 3 (Color online) (a) and (b) Isodensity surface plot of
the two highest occupied state of cytozine within DFT-LDA.
(c) Three highest occupied energy levels of cytozine within
DFT-LDA and GWpsc, from Ref. [50], and a many-body
coupled-cluster equation-of-motion technique (EOM-CCSD)
from Ref. [68].
from photovoltaic systems, is that of DNA/RNA nucle-
obases, where the difference of energy between the oc-
cupied out-of-plane π-states and in-plane σ-states can
be affected by more than an eV [50], ruling out the
na¨ıve interpretation of the GW correction as a simple
gap opening “scissor operator”. This is illustrated in
Fig. 3 in the case of the cytozine nucleobase. TheGWpsc
calculations are found in particular to come in excel-
lent agreement with a recent many-body wavefunction
coupled-cluster equation-of-motion calculation [68].
We now proceed in more detail with two quantities
much less commonly studied within many-body pertur-
bation theory, and however of crucial importance for
organic systems, namely the strength of the electron-
phonon coupling, and the charge-transfer excitation en-
ergies in donor/acceptor organic dyads.
3 Electron-phonon coupling in the C60
fullerene within GW
Electron-phonon coupling in organic systems is a cru-
cial aspect when it comes in particular to understand
the mobility of free carriers. The coupling to molecular
vibrations is indeed regarded as the main cause respon-
sible for the poor conductivity of organic semiconduc-
tors [69], limitating dramatically the photocurrent. As
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such, the relaxation energy, λrel, induced by the arrival
of an electron (or hole) onto a molecule, has been the
subject of many experimental and theoretical studies
[69,70]. Such a relaxation energy can be obtained as
the difference between the ground state energy of the
charged system in its equilibrium geometry, and that
of the charged system in its neutral equilibrium geom-
etry. As such, DFT calculations are well justified, even
though clear differences can be observed depending on
the exchange-correlation functional adopted [71].
The same problem can also be considered by calcu-
lating individual electron-phonon matrix elements on
the basis e.g. of perturbative DFT (DFPT) [72]. The
calculation of the “scattering” matrix elements of elec-
trons by vibrational modes lays the foundation of many
fields in condensed matter physics, such as phonon-
mediated superconductivity or inelastic scattering of
free carriers in the normal state. Further, the relaxation
energy can also be calculated as a sum over all phonon
modes contribution, namely: 2λrel =
∑
ν V
ep
ν , with:
V epν =
gν
Mω2ν
gEF∑
i,j=1
| < φi|(eν ·∇)V
SCF |φj > |
2
g2EF
where (eν ·∇)V
SCF is the normalized variation of the
self-consistent potential under distortion of the molecule
along the vibrational mode with index (ν), degeneracy
gν and frequency ων . The (i, j) indices run over the
electronic manifold at the Fermi level with degeneracy
gEF [73]. We have used here the notation V
ep tradi-
tionally used to label the attractive potential “glueing”
electrons in Cooper pairs in the BCS theory of super-
conductivity. The above formula is the molecular limit
[77,78] of the central definition used in ab initio stud-
ies of phonon-mediated superconductivity in extended
solids.
Fullerenes are paradigmatic in both fields of super-
conductivity, through the well known case of the super-
conducting fullerides family [79–81], and also in organic
photovoltaic systems since fullerene derivatives, such
as C60-PCMB, are the most widely used acceptors in
organic cells. As such, the study of the relaxation en-
ergy, or equivalently of the V epν coupling energies, in
the fullerenes, has recently regained much interest with
several experimental [83,82] and theoretical [51,84–86]
studies. The ab initio results are compiled in Table 2 for
the Hg and Ag modes that couple to the three-fold t1u
lowest unoccupied (LUMO) manifold, of interest for su-
perconducting alkali doped fullerides and for the prop-
agation of electrons in acceptor fullerenes derivatives.
The calculated LDA electron-phonon coupling ener-
gies [51,87] reported in Table 2, are significantly lower
than the available experimental values extracted from
Mode LDA Hybrids GW Exp.
Ag(1) 0.5 1.2 - 1.7 1.0
Ag(2) 7.7 10.5 - 12.9 15.0
Hg(1) 5.1 5.3 - 6.0 6.4
Hg(2) 9.9 10.8 - 13.8 11.2
Hg(3) 9.1 11.0 - 16.7 13.9
Hg(4) 4.1 4.2 - 5.3 5.6
Hg(5) 4.2 5.0 - 6.7 5.2
Hg(6) 2.1 2.1 - 4.2 2.3
Hg(7) 16.9 23.0 - 27.7 27.6
Hg(8) 13.7 17.0 - 19.3 20.4
Sum Ag 8.2 11.7 - 14.6 16.0 10.5 (11)
Sum Hg 65.1 78.4 - 99.7 92.5 96.2-96.5 (147)
Total 73.3 90.1 - 114.3 108.5 106.7 (158)
Table 2 Calculated electron-phonon coupling contributions
to Vep (in meV) for the Ag and Hg modes calculated within
LDA and with various hybrid functionals. Hybrid functionals
data from Refs. [84–86]), LDA and GWpsc from Ref. [51]. Ex-
perimental data range from the recent Refs. [86,82]. The older
1995 data by Gunnarsson and coworkers [88] are indicated in
parenthesis.
photoemission (PES) experiments, with measured V ep
potentials found to extend from 96 meV to 147 meV
for the Hg modes contribution [82,83,88], and from
107 meV to 158 meV including both Ag and Hg contri-
butions [83,88]. By comparison, the use of hybrid func-
tionals (column 4, Table 2), with an amount of exact
exchange ranging from 20% [89] to 30%, is shown to
yield significantly larger values, with the coupling con-
stants increasing with the percentage of exact exchange
[84–86].
Even though in better agreement with experiment,
the significant evolution of the coupling energies with
the functional parameters clearly brings the standard
question of knowing which functional should be used
for a given system. This was recently emphasized in
the case of graphene [90] where it was shown that LDA
would dramatically underestimate the coupling energy,
consistently with the present results, while on the con-
trary B3LYP [89] dramatically overestimates it.
To understand the failure of the standard DFT-LDA
approach, and make the connection with GW calcula-
tions, we note that in the case of finite size systems,
the calculation of electron-phonon matrix elements can
be very straightforwardly related, using the Helmann-
Feynman theorem, to the evolution of the electronic
energy level (here the 3-fold t1u LUMO) with respect
to the vibrational mode deformation, namely:
3∑
i,j=1
| < φi|(eν ·∇)V
SCF |φj > |
2 =
3∑
i=1
|(eν ·∇)εi|
2
Such an equation, that reformulates the electron-
phonon coupling problem in terms of the single-electron
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energy levels, clearly questions the standard DFT-LDA
approach with Kohn-Sham eigenvalues known to be in
severe disagreement with experiment for molecular sys-
tems. On the contrary, the quasiparticle GW formal-
ism, which provides much better quasiparticle energies,
appears as a novel interesting framework for calculat-
ing electron-phonon matrix elements. DFT calculations
are still central however by providing the vibrational
phonon modes, a ground-state property.
The results of our GWpsc calculations [51] are com-
piled in the last but one column of Table 2. Clearly,
the GWpsc electron-phonon coupling energies are sig-
nificantly larger than the corresponding DFT-LDA val-
ues, and fall within the range obtained with hybrid
functionals, but without any adjustable parameter. As
compared to experiment, the 92.5 meV total V ep po-
tential energy for the Hg modes is in good agreement
with the two most recent 96.2 meV and 96.5 meV in-
dependent experimental estimates of Ref. [86] (Table
V) and Ref. [82], respectively. Further, the total GWpsc
coupling of 108.5 meV is also in close agreement with
the latest 106.7 meV experimental value [83,86,91].
The present results clearly demonstrate that the
GW formalism, beyond its traditional use in band struc-
ture calculations, can also be of much interest for the
calculation of electron-phonon coupling matrix elements,
at least in the case of organic systems where DFT-
LDA Kohn-Sham eigenvalues are found to be dramat-
ically inaccurate. While hybrid functional calculations
may lead to accurate values, the case of graphene [90]
shows that they can also lead to very bad results, un-
derlying the importance of parameter-free GW calcula-
tions known to perform equally well for extended and
finite size systems. The generalization of the present
GW approach to extended systems stands however as
a clear methodological challenge, in particular for non-
zero phonon momentum q-vectors.
4 Charge transfer excitations in
donor/acceptor complexes
In order to generate free charges that will participate to
the photocurrent, the photoinduced electron-hole (exci-
tonic) pairs must be dissociated [3]. Due to confinement
and poor screening, the typical binding energy of exci-
tons in standard organic cells is of the order of several
hundreds of meV. This is significantly larger than in e.g.
bulk silicon where the exciton binding energy is of the
order of 10-20 meV. The dissociation in organic cells can
nevertheless be achieved at a type-II donor/acceptor in-
terface where the band offsets favour the “jump” of the
electron from the donor side (e.g. P3HT polymers) to
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Fig. 4 (Color online) First singlet excitation energies in eV.
Experimental data (red circles) are from (a) Ref. [95] for gas
phase experiments on benzene, toluene, o-xylene and naphta-
lene donors, and (b) Ref. [96] for experiments in solution on
anthracene and its derivatives. Following Ref. [94], a constant
0.32 eV shift has been added to the experimental data in (b)
to (tentatively) mimic the bathochromic shift. The B3LYP
(blue triangle up) and BNL (green squares) data are the the-
oretical TDDFT results from Ref. [94]. TheG0W0-BSE (grey
diamond) and GWpsc-BSE (black diamond) are the present
Fiesta results. Figures (a) and (b) are not on the same energy
scale.
the acceptor side (e.g. functionalized fullerenes), gen-
erating as an intermediate to dissociation a “charge-
transfer” excited state with hole and electron weakly
overlaping. The mechanisms driving such a dissocia-
tion, and the ways to improve it with respect to the
adverse recombination, are still very badly understood
[2,3].
For reasons that have been hinted above, charge-
transfer excitations are badly described within TDDFT
if standard adiabatic (semi)local exchange-correlation
kernels are used [92]. Charge-transfer excitations are
indeed found to be located at much too small energy as
compared to intramolecular excitations with holes and
electrons presenting a strong spatial overlap. To cure
such a problem, complex non-local kernels, within e.g.
the so-called range-separated functionals family, have
been implemented and tested, leading potentialy to ex-
cellent results. However, as shown e.g. in Ref. [93], the
excitation energies strongly depend on the “localiza-
tion” parameter chosen to tune the range of the inter-
action, leading again to the problem of determining ab
initio the correct parameter for a given finite or ex-
tended system.
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Recently, a scheme proposing to adjust such a pa-
rameter to reproduce the photoemission band gap as
obtained ab initio from ∆SCF DFT calculations was
shown to lead to excellent charge-transfer excitations
without any a priori knowledge of the experimental
data [94]. Such a scheme was tested on several donor/acceptor
organic systems composed of a TCNE (tetracyanoethy-
lene) acceptor combined with benzene, naphtalene and
anthracene derivatives, systems for which gaz phase [95]
and solvated experiments [96] are available. A plot of
the HOMO and LUMO eigenstates (DFT-LDA calcu-
lations at the TZ2P level) was given in Fig. 1 in the
case of the TCNE with 9-methyl-anthracene complex,
showing the charge transfer character of the HOMO to
LUMO excitation. As shown in Fig. 4 under the la-
bel BNL (green squares), the resulting lowest excita-
tion energies, which are charge transfer excitations, are
in much better agreement with experiment (red circles)
than standard TDDFT calculations with the B3LYP
kernel (blue triangles). The availability of precise ex-
perimental data and state-of-the-art TDDFT calcula-
tions offers a precious mean to benchmark GW -BSE
calculations on such charge-transfer systems. This was
achieved in Refs. [37,47].
The charge-transfer excitations obtained within the
BSE formalism as implemented in the Fiesta code [47],
with a TZ2P basis description of the input LDA Kohn-
Sham states, are represented in Fig. 4 (grey and black
diamonds) and compiled in Table 3. As emphasized
above, the quasiparticle band gap obtained from single-
shot G0W0 calculations starting from LDA eigenstates
is significantly too small, yielding too small BSE excita-
tion energies (grey diamonds). When the BSE calcula-
tions are preceeded by a (partial) self-consistent GWpsc
calculation with update of the eigenvalues, the result-
ing excitation energies (black diamonds) are found to
be in excellent agreement with experiment, with a mean
absolute error of the order of 0.1 eV. Our calculations
for benzene derivatives are found further to be in ex-
cellent agreement with planewave calculations using the
GW/BSE Yambo code [37,47,97] (see numbers in paren-
thesis in Table 3), demonstrating the reliability of the
present Gaussian-basis implementation.
5 Conclusions
The present studies, together with the various recent at-
tempts from the community to study organic systems
within the GW and BSE many-body perturbation theo-
ries, clearly show that excellent results can be obtained
for quasiparticle properties, electron-phonon coupling
constants, and charge-transfer excitations. This requests
however that, beyond the standard non-self-consistent
donor G0W0-BSE GWpsc-BSE Exp.
benzene 3.03 (3.10) 3.58 (3.63) 3.59
toluene 2.52 (2.67) 3.27 (3.37) 3.36
o-xylene 2.23 (2.28) 2.89 (3.00) 3.15
naphtalene 1.96 2.55 2.60
MAE 0.74 (0.68) 0.10 (0.07) -
substituent anthracene derivatives
none 1.66 2.17 (2.05)
9-carbo-methoxy 1.64 2.05 (2.16)
9-cyano 1.89 2.32 (2.33)
9-methyl 1.21 1.99 (1.87)
9,10-dimethyl 2.00 2.21 (1.76)
9-formyl 1.89 2.32 (2.22)
MAE 0.43 0.15 -
Table 3 Experimental and theoretical optical gap (eV) for
donor-TCNE complexes. Theoretical results in parenthesis
are obtained with the Yambo package. MAE is the mean ab-
solute error. Experimental results are from Ref. [95,96]. The
experimental results in parenthesis were obtained in solution
and a 0.32 eV constant energy has been added following Stein
and coworker [94] to account for solvation effects.
G0W0 approach based on LDA eigenstates, we use ei-
ther self-consistency in some form, or a different zeroth
order starting point.
The two topics discussed in more details in the present
review, namely the calculation of the electron-phonon
effective coupling potential, and the energy of the charge-
transfer excitations, are certainly of much importance
in the field of organic photovoltaics and beyond. In par-
ticular, the difficulties encountered within the TDDFT
framework to treat non-local excitations clearly paves
the way for the use of the Bethe-Salpeter equations that
treat on the same footing local and non-local excitations
thanks to the screened Coulomb potentialW (r,r′). The
success of the BSE formalism in addressing both in-
tramolecular and charge-transfer excitations can be com-
pared to its ability to treat both extended (Wannier)
and localized (Frenkel) excitons in extended semicon-
ductors or insulators. Concerning the electron-phonon
coupling, the very widespread use of density functional
perturbative theory to study in particular BCS super-
conductors, and the present results emphasizing the
possible failure of DFT-LDA calculations, strongly call
for a careful exploration of the difference between LDA
and GW -based electron-phonon coupling constants in
covalent or metallic extended systems.
It would certainly be unwise to conclude at that
stage that the GW and BSE approaches offer a bet-
ter compromise between CPU time and accuracy than
the specific many-body variational or perturbative the-
ories developed in the quantum chemistry community
for finite size molecular systems. A significant advan-
tage of the GW and BSE approaches however is that
they have been developed for extended systems. As a
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matter of fact, the success of the GW approximation
certainly relies on the strength of the screening in ex-
tended systems that considerably reduces the effective
Coulomb potential. As such, in actual organic photo-
voltaic cells, namely when organic molecules are not
isolated, but surrounded by a screening environment,
there is much confidence that the GW and BSE ap-
proaches will keep being extremely efficient. Such an
observation points clearly in the direction of an impor-
tant challenge in the field of many-body perturbation
theory applied to organic systems, namely its ability
to tackle complex non-periodic and disordered systems
such as realistic donor/acceptor interfaces [98].
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