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STEIN’S METHOD, SEMICIRCLE DISTRIBUTION, AND
REDUCED DECOMPOSITIONS OF THE LONGEST
ELEMENT IN THE SYMMETRIC GROUP
JASON FULMAN AND LARRY GOLDSTEIN
Abstract. Consider a uniformly chosen random reduced decomposi-
tion of the longest element in the symmetric group. It is known that
the location of the first transposition in this decomposition converges to
the semicircle distribution. In this note we provide a sharp error term
for this result, using the “comparison of generators” approach to Stein’s
method.
1. Introduction
The length of a permutation is the minimal number of terms needed to
express the permutation as a product of adjacent transpositions. The longest
element in the symmetric group Sn is the permutation
n n− 1 · · · 2 1,
and it has length
(n
2
)
. For 1 ≤ s ≤ n− 1, denote the adjacent transposition
at location s by τs = (s s + 1). A reduced decomposition of the longest
element is defined as a sequence s1, · · · , s(n
2
) such that the longest element
is equal to τs1τs2 · · · τs(n2)
.
There are nice enumerative results about reduced decompositions of the
longest element. Stanley [12] proved that the number of reduced decompo-
sitions of the longest element of Sn is equal to(n
2
)
!
1n−13n−25n−3 · · · (2n − 3)1
.
This formula was later proved bijectively by Edelman and Greene [5]. A
gentle introduction to the enumerative theory of reduced decompositions of
the longest element (and of other permutations) can be found in Chapter 7
of [3]. Garsia’s lecture notes [6] are also very informative.
Given these enumerative results, it is very natural to study uniformly
chosen random reduced decompositions of the longest element. For ex-
ample, a reduced decomposition of the longest element is said to have a
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“Yang-Baxter” move at position k if sk, sk+1, sk+2 is equal to j, j + 1, j or
to j + 1, j, j + 1 for some j = 1, 2, · · · n − 2. Reiner [11] proves that for all
n ≥ 3, the expected number of Yang-Baxter moves of a random reduced
decomposition of the longest element of Sn is equal to 1. He conjectures
that for n ≥ 4, the variance of the number of Yang-Baxter moves is
(n
2
)−4
(n
2
)−2
,
and that as n → ∞, the distribution of the number of Yang-Baxter moves
approaches that of a Poisson random variable with mean 1. Reiner’s conjec-
ture seems challenging, but it is conceivable that Stein’s method for Poisson
approximation ([2],[4]) will be helpful. The results of the current paper show
that the “comparison of generators” approach to Stein’s method is useful
for studying random reduced decompositions of the longest element.
Reduced decompositions of the longest element are also called sorting
networks by Angel, Holroyd, Romik, and Virag [1], who study them exten-
sively. One of their results concerns the random location X = s1 of the
first adjacent transposition of the reduced decomposition of the longest el-
ement. Using the bijection of Edelman and Greene [5], they show that for
1 ≤ k ≤ n− 1, the probability p(k) = P (X = k) is given by
(1) p(k) =
1(n
2
) (3 · 5 · · · (2k − 1))
(2 · 4 · · · (2k − 2))
(3 · 5 · · · (2(n − k)− 1))
(2 · 4 · · · (2(n − k)− 2))
.
We say that a random variable S has the semi-circle distribution (also called
the Sato-Tate distribution by number theorists) if it has density function
2
pi
√
1− s2 for s ∈ (−1, 1).
Using (1) and Stirling’s formula, the paper [1] shows that
2X
n
− 1→d S as n→∞,(2)
where →d denotes convergence in distribution. The main result of this
note provides upper and lower bounds of the same order on the Wasserstein
distance between 2X/n− 1 and its semi-circle distributional limit.
We recall that the Wasserstein distance between two random variables U
and V is given by
dW (U, V ) = sup
h∈L1
|Eh(U) − Eh(V )|,(3)
where L1 is the collection of all 1−Lipschitz functions h, that is, those
functions h that satisfy |h(x)−h(y)| ≤ |x−y| for all real x, y. Alternatively,
see [10] for instance, we have
dW (U, V ) = inf
P
E|U − V |(4)
where the infimum is taken over all joint distributions P that have the given
marginals.
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Theorem 1.1. For X with distribution (1) and S having the semi-circle
distribution,
1
16n
≤ dW
(
2X
n
− 1, S
)
≤
59
n
.
The reader may wonder why there is a need for Theorem 1.1, given that
there is an explicit formula (1). The answer is that explicit formulas are not
always so informative; just as it is interesting to quantify the error in the
normal approximation to the (explicit) binomial distribution, it is interesting
to quantify the error of approximation by (2).
We mention that there is some prior work relating Stein’s method to the
semicircle law. Namely Go¨tze and Tikhomirov [8] show that the expected
spectral distribution of certain random matrices converges to the semicircle
law by using Stein’s method to study the Stieltjes transform of the empirical
spectral distribution function of random matrices. The methods we employ
are completely different; we use a relationship between the semicircle law
and the Beta distribution, and the “comparison of generators” approach to
the Beta distribution from [7].
The work in [7] applied here uses a ‘discrete density’ approach to Stein’s
method to obtain Proposition 2.1 below, and as noted in [7], shares similarity
to the approach taken in [9].
2. Main results
We apply the ideas in [7], where the Beta approximation to the Po´lya urn
distribution was studied. The support {0, . . . , n} of the examples studied in
[7] corresponds nicely after scaling to the support of the limiting Beta distri-
bution, whereas here the random variable X has support {1, . . . , n− 1}. To
handle the current situation, we provide the following slight generalization
of one direction of Corollary 2.1 of [7] which removes a boundary condition
on functions f for the satisfaction of (6). In the following, for any q ∈ R let
∆qf(k) = f(k + q)− f(k) and let ∆ = ∆1 the forward difference.
Proposition 2.1. Let p be a probability mass function with support the
integer interval I = [a, b] ∩ Z where a ≤ b, a, b ∈ Z, and let ψ be given by
ψ(k) =
∆p(k)
p(k)
, k ∈ I.(5)
Then for all functions c : [a− 1, b] ∩ Z→ R satisfying c(a − 1) = 0, if Y is
a random variable with probability mass function p then
E[c(Y − 1)∆f(Y − 1) + [c(Y )ψ(Y ) + c(Y )− c(Y − 1)]f(Y )] = 0(6)
for all functions f : [a− 1, b]→ R.
Proof. By (11) in the proof of Proposition 2.1 of [7], we see that
E [∆f(X − 1) + ψ(X)f(X) + f(a− 1)1(X = a)] = 0(7)
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for all functions f : [a − 1, b] → R. Replacing f(k) by c(k)f(k) and using
c(a− 1) = 0 yields the result. 
We next note that may write (1) a bit more compactly and express the
distribution of X as
p(k) =
1(n
2
)
∏k−1
j=1(2j + 1)∏k−1
j=1 2j
∏n−k−1
j=1 (2j + 1)∏n−k−1
j=1 2j
, 1 ≤ k ≤ n− 1.(8)
We will find it more convenient to make a linear transformation on both
sides of (2) and deal instead with a limiting Beta distribution; we recall that
the Beta distribution B(α, β) with positive parameters α, β is supported on
(0, 1) with density there proportional to xα−1(1− x)β−1.
By (4) one may directly verify that the Wasserstein distance satisfies the
scaling property
dW (aU + b, aV + b) = |a|dW (U, V ) for all real a, b.(9)
Next, it is easy to verify that
2Z − 1 =d S(10)
when Z ∼ B(3/2, 3/2) and S has the semicircle distribution, where =d
denotes equality of distribution. From (9) and (10) we see that Theorems
1.1 and 2.2 are equivalent.
Theorem 2.2. Let Wn = X/n with X having distribution (8) and let Z ∼
B(3
2
, 3
2
). Then
1
32n
≤ dW (Wn, Z) ≤
59
2n
.
Proof. We apply Proposition 2.1 to the distribution of X, supported on
[1, n− 1] ∩ Z. To calculate ψ in (5), by (8), for 1 ≤ k ≤ n− 1 we have
p(k + 1) =
(
2k + 1
2k
)(
2(n− k)− 2
2(n− k)− 1
)
p(k) =
(2k + 1)(n − k − 1)
k(2(n − k)− 1)
p(k),
so that
ψ(k) =
(2k + 1)(n − k − 1)
k(2(n − k)− 1)
− 1 =
n− 2k − 1
k(2(n − k)− 1)
, 1 ≤ k ≤ n− 1.
Let
c(k) = k(2(n − k)− 1).
Then
c(k − 1) = (k − 1)(2(n − k + 1)− 1) = (k − 1)(2(n − k) + 1)
and
c(k)ψ(k) + c(k) − c(k − 1) = −6k + 3n = 3(n − k)− 3k.
Hence, noting c(0) = 0, Proposition 2.1 yields
E [(X − 1)(2(n −X) + 1)∆f(X − 1) + [3(n −X)− 3X]f(X)] = 0
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for all f : [0, n− 1]∩Z→ R. Replacing f(k) by f(k/n), dividing by 2n and
now writing W = X/n we obtain
(11)
E
[
(nW − 1)
(
1−W +
1
2n
)
∆1/nf(W −
1
n
) +
(
3
2
(1−W )−
3
2
W
)
f(W )
]
= 0
for all f : {k/n : 0 ≤ k ≤ n− 1, k ∈ Z} → R. Applying (11) by letting f(x)
be the indicator of the set {k/n : k ≥ 1} which contains the support of W ,
noting that ∆1/nf(w − 1/n) = 1(w = 1/n) we obtain
E
[
3
2
(1−W )−
3
2
W
]
= 0 and thus EW = 1/2.(12)
Given an absolutely continuous test function h on [0, 1], letting Bh be the
B(3
2
, 3
2
) expectation of h, Lemma 3.1 of [7] shows that there exists a unique
bounded solution f on [0, 1] that solves the Beta Stein equation,
w(1 − w)f ′(w) + (α(1 − w)− βw)f(w) = h(w) − Bh.
By Lemmas 3.2 and 3.4 in [7], now letting f take the value 0 outside the
unit interval, f obeys the bounds
||f || ≤
2
3
||h′|| and ||f ′|| ≤ 8||h′||,(13)
where || · || denotes the supremum norm.
Using that f is the solution to the Stein equation for h for the first equality,
and identity (11) for the second, we have
(14) Eh(W )− Bh = E
[
W (1−W )f ′(W ) +
(
3
2
(1−W )−
3
2
W
)
f(W )
]
= E
[
W (1−W )f ′(W )− (nW − 1)
(
(1 −W ) +
1
2n
)
∆1/nf(W − 1/n)
]
= E
[
W (1−W )f ′(W )− nW (1−W )∆1/nf(W − 1/n)
]
+R1
where
R1 = E
[(
1 +
1
2n
−
3
2
W
)
∆1/nf(W − 1/n)
]
.
As the mean value theorem yields |∆qf(x)| ≤ q||f
′|| for all q > 0 and x ∈ R,
we obtain
R1 ≤
1
n
(
1 +
1
2n
+
3
4
)
||f ′|| ≤
9
4n
||f ′||,(15)
where we have applied (12).
Now returning to the first term in (14), collecting terms (3.6), (3.7), (3.8)
and (3.9) from the proof of Theorem 1.1 in [7] specialized to α = β = 3/2
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and m = 1, we have
(16)
∣∣∣∣ E [W (1−W )f ′(W )− nW (1−W )∆1/nf(W − 1/n)]
∣∣∣∣
≤
1
2n
||f ′||+
1
2n
||h′||+
3
4n
||f ′||+
3
2n
||f ||.
Combining bounds (15) and (16) and then applying (13) we obtain
|Eh(W )− Bh| ≤
1
n
(
14
4
||f ′||+
1
2
||h′||+
3
2
||f ||
)
≤
59
2n
||h′||.
Taking supremum over functions h satisfying ||h′|| ≤ 1 yields the upper
bound in Theorem 2.2.
For the lower bound, applying (11) for f(x) = x one has ∆1/nf(x) = 1/n,
and
E
[
(W − 1/n)
(
1−W +
1
2n
)
+
(
3
2
(1−W )−
3
2
W
)
W
]
= 0.
Solving for EW 2 and using EW = 1/2 from (12), we obtain
E
(
1
2
W 2
)
=
5
32
−
2 + n
32n2
.
It is easy to verify that
E
(
1
2
Z2
)
=
5
32
.
As the function h(w) = w2/2 is an element of L1 on [0, 1], we obtain the
claimed lower bound from (3), as
dW (W,Z) ≥
∣∣∣∣ E
(
1
2
W 2
)
−E
(
1
2
Z2
) ∣∣∣∣ = 2 + n32n2 ≥
1
32n
.

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