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1. INTRODUCTION 
In this paper we consider the differential equation 
y”(X) + (k2 -4(x)) Y(X) = 0, O<x<b<co (1.1) 
where q is a real-valued member of L&CO, b) and Im(k*) # 0. One aspect of 
the limit-point, limit-circle theory of Weyl [lo] is concerned with the circle 
which is the image of the real line under the map 
r + M(5) = - {W - W(x)~l@(x) - W(x)> (1.2) 
where 4 and 19 are the solutions of (1.1) which satisfy the initial conditions 
e(0) = 0, P(O) = 1, d(O) = -1, f(O) = 0. (1.3) 
We write C(x, k) for the circle which is the image of the real line under the 
map (1.2) and D(x, k) for the compact set enclosed by C(x, k). The Weyl 
theory asserts that as x + b the circles nest and tend to either a limit point 
or a limit circle. In the limit-point case it is usual to write m(A), where 
il= k*, for the limit point and in the limit-circle case to write m(A) for any 
point on the limit circle. We refer to [2,9] for a proof of these facts and an 
account of further properties of m-functions. 
One question concerning the m-functions has received particular atten- 
tion in recent years, namely, that of determining their asymptotic form as 
(11 + co. This study was initiated by Everitt in [4] and continued by 
Everitt and Halvorsen in [S]. Both papers make use of integral inequalities 
and, in the case of (l.l), show that 
m(l)=irl’*+O(ILI-l) as IAl+co (1.4) 
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in the sector 0 < E < arg(ll) < n/2 - E. Recently Atkinson [ 1 ] has developed 
a technique for investigating the asymptotic form of m(n) which utilizes the 
Ricatti equations. One of Atkinson’s results runs as follows. Suppose 
k =: a + ifl and q is absolutely continuous on an interval [0, X]. Under 
these circumstances m(~)=m(k*)=ik~’ +(i/2)q(0)k-3+0(/V1 lklp2) as 
1 ~11 + cc and /?(log ( k I- ’ ) + cc. Atkinson’s technique was employed in [6] 
where it was shown that if qe CNIO, X] and 0 <c<arg k< 742-c then 
there exist constants c1 ,..., cN depending only on q(O),..., qcN)(0) such that 
m(A)=ik-‘+ f cjk-i-2+0(IklpN-3) (1.5) 
j=l 
as 1 k I + 00. Although the proof of this result is constructive the method 
used to find c1 ,..., cN is very complicated. The complexity is prohibitive if N 
is greater than about 4. This situation was improved in [7] where a more 
direct means of calculating the cj was given. 
An obvious question raised by the results of [6, 71 concerns the 
asymptotic form of m(L) if q E C” [0, X]. The estimate (1.5) would seem to 
provide some evidence that m(n) may be closely approximated exponen- 
tially simply by letting N+ co. Such a result is not directly accessible from 
the results of [6, 71 since the constant implicit in the O-term in (1.5) is 
dependent on N. A closer investigation reveals a further difficulty, namely, 
that the series 
(1.6) 
j= I 
which may be expected to play a major role in any approximation, is only 
asymptotically convergent in the sense of Poincart (see [3]). 
In this paper we show that these obstacles may be overcome under cer- 
tain circumstances and an estimate for m(n) obtained with an exponentially 
small error term. We also present in Section 8 the results of a computer 
program written in the symbolic manipulation language REDUCE, which 
calculates, in exact fractional arithmetic, the constants cj of (1.5) for j in a 
given range for a variety of functions q(x). The results obtained are of 
independent interest and lend credence to our assertion that the series of 
(1.6) is not, in general, convergent in the usual sense. 
2. THE RESULTS 
We suppose that there exists an X> 0 such that q E C” [0, X] and that 
1 q”‘(x) I < 2BX-‘j! for x E [0, X] and j = 0, 1, 2 ,.... (2.1) 
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Without loss of generality we suppose that 
B> 1, XQ 1. (2.2) 
It may be verified that the above conditions imply that q may be extended 
to an analytic function in an open neighborhood containing the origin. 
In the same way as in [7,8] we define sequences {Q&X)> and (6,) in the 
following way: 
a,(x) := -; q(x) (2.3) 
a .,1(x):=~{4b)+ “Cl am@Jkm(x)} 
m=l 
(2.4) 
for v = 1, 2,..., 
b, :=i, b, :=0 (2.5) 
b p+l :=1 ’ ,<~<, a&0)6, for p=2,3 ,.... (2.6) 
l,,,-,pl 
v+n=p 
We write 1=: k2 where k =: a + i/I and we suppose that c( #O and 
p>o. 
Let 
N+l 
M(k) := 1 b,l-“‘* for NBX-‘<lkl<(N+l)BX-’ (2.7) 
n=1 
where N= 1, 2, 3 ,.... 
Our main result is the following which uses the M(k) function defined 
above to appropriate m(A) = m(k*). 
THEOREM 1. There exist constants A and C such that for all m E D(X, k), 
Im-M(k)1 dCIolI~‘e-BX+C(B~l lkl-3’2 
+ I k I li2) e (p1/2)B-‘Xlkl (2.8) 
provided a > A and /I > A. 
Remark 1. In the case b = cc the estimate (2.8) applies to the unique 
limit point or any point on the limit circle. 
Remark 2. We are forced to approximate m(n) by a discontinuous 
function since the sum on the right-hand side of (2.7) is only known to the 
asymptotically convergent in the sense of Poincare (see [3]). Indeed the 
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bound for the b, that we obtain below is of the order n!. Since the con- 
struction of b, is rather complicated it is difficult to determine how keen 
this bound is and hence to see whether the intervals involved in (2.7) are as 
large as possible. The construction of (2.3)-(2.6) is, however, well suited to 
the symbolic computer language REDUCE and in Section 8 below we give 
the results obtained from a computer program written in REDUCE which 
evaluates certain of the b, for particular functions q(x). Our results indicate 
that the b, do increase rapidly with n and provide evidence that the sum of 
(2.7) does indeed lead to a series which is only asymptotically convergent. 
3. THE BACKGROUND 
We gather together here the results of [7] which we need to prove 
Theorem 1. 
Let r( ., k) be a function in C’[O, X] with the following properties: 
sup I+ k) - 4.~5 k) I < & min(l ~1, B) (3.1) 
x, YE Pm 
sup IIm(r(x,k))-al <A Ial (3.2) 
XE c0.w 
sup lRe(0,k))+Plc~lBl (3.3) 
X-2 corn 
sup Ir(x,k)-&,<$k. (3.4) 
x E CO,Xl 
Let y and z denote the solutions of (1.1) with 
y(O, k) = 1, yyo, k) = -r(O, k) 
z(X, k)= 1, z’(X, k) = t-(X, k). 
Define 
6,(k) := m;,;, J$f+ r(O, k) / 
6,(k) := max z’(x, k) --r(X,k). 
XE ram z(x, k) 
LEMMA 1. rf 
max(a,(k), b(k)) <i mintI aI, B) 
(3.5) 
(3.6) 
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and 
then for all m E D(X, k) 
(3.7) 
40, k) 
m + ~‘(0, k) 
- <40 1al-l e-V (3.8) 
Remark 3. It was shown by Atkinson in [ 1, Sect. 41 that (3.7) holds if 
1 a I > A and /I > A for A sufficiently large. 
Define 
Q(x, k) := k* -q + r* + r’ 
LEMMA 2. Ifqj(k) c (l/64) min( I a I,b) for j = 1,2 then (3.6) is satisfied. 
4. PRELIMINARY RESULTS 
We look first at the a,( .) functions. 
LEMMA 3. For x E [0, X], u = 1, 2, 3 ,...., j = 0, 1, 2 ,..., 
Iap)(x)I <B”(u+j- l)! X-(“+j-l). 
Proof. This is trivial for u = 1 by (2.1) and (2.2). Suppose the result is 
true for a,, t = l,..., u. Consider now a,, 1. By (2.4), 
u-1 
B”u! x-” + 1 B”x- “+*(m-l)! (u-m-l)! 
VI=1 
+“ru! 
“--l (m-l)! (u-m-l)! 
l+ 1 by W), m=l u. 1 
+“x-“u! 1+ u-1 1 1.2.3. . ..(u-m- 1) 
m=, m*(m+l)*.*(u-1)u 
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The result is now proved for a, + i . We now use induction on j and suppose 
that the estimate holds for c$$ ,, t = O,..., j - 1. By Leibnitz’ rule 
@i , = 4. I 
u-1 , 
a(/+ 1) + j 
2 v c w 
,Ci- 1) a(f) 
m=l r=o t m 1 v--m . 
It follows from the induction hypotheses that 
1 @i 1(~) 1 6 f { B"(v + j)! X-('+j) 
j (m+j-r-l)!(u-mm+--l)! 
Xi: t 
t=0 0 (u + j)! 1. 
It is sufficient, by (2.3), to show that 
w 
j j (m+j-f-l)!(u-mft-l)!<l 
(v+j-l)! ’ 
for m = l,..., v - 1. 
I=0 t 
This will follow if we show that 
j (m+ j-f-l)! (u-m+t-l)! 0 t (v+j- l)! 
1 
67 
J+l 
for m = l,..., v - 1 and t = O,..., j. (4.1) 
The left-hand side of (4.1) may be rewritten as 
(j-t+1)~~~(j+m-r-1)(t+1)~~~(t+v-m-l) 
(j+ l)..*(j+v-1) 
j-t+1 (j+m-t-1) (t+l) (t+u-m-l) 1 =-... . . . . .- 
j+l j+m-1 j+m j+v-2 j+v-1 
1 
67 
J+l’ 
The result now follows by induction. 
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5. THE CHOICE OF r( . , k) 
We suppose now that k is fixed with 
lal >A and /?>A (5.1) 
where A is sufficiently large for (3.7) to hold. We further suppose that for 
some integer N 
BNX-‘<Ikl<B(N+l)X-‘. (5.2) 
In the sequel it may be necessary to increase the constant A of (5.1). It will 
be shown that any adjustment in the choice of A is independent of the 
value of N. 
We set 
r(x, k) := rN(x, k) := ik + ; a,(x) kp”. 
lJ=l 
(5.3) 
Our first task is to show that the r of (5.3) satisfies (3.1 t(3.4) if k satisfies 
(5.1) and (5.2). We first need an inequality. 
LEMMA 4. 
6) “Cl (u-l)! N-“<2,N. 
(ii) ? v! N-“~2. 
lJ=l 
Proof. 
W- 1) (i) $ (v-l)!N-I.=;+$+$+ ... +NN 
lJ=l 
(ii) f v!N-“<N f (u-l)!N-“<2 by (iI. 
lJ=l v=l 
The proof is now complete. 
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We consider first (3.1). 
I Uj(x) - aj( Y) I I k 1 -i 
N 
<2 1 B’(j-l)!X-‘+’ 
j=l 
x B-‘X3),-’ 
<eX<Ll<A 
‘N‘ ‘32 
for x, y E [0, X] 
We turn now to (3.2). 
IIm(r(x, k))-al < 2 laj(x)l kl-’ 
j=l 
N 
by Lemma 3 and (5.2) 
if A > 128. 
for x E [0, X] 
G c Bqj- 1y X-j+lB-j 
j=l 
x N-jxj by Lemma 3 and (5.2) 
if A > 128. 
Similar arguments establish (3.3) and (3.4). 
It is shown in 17, (5.3)] that with this choice of r, 
Q(x,k)=QN(x,k)=ah(x)k-N+ F k-” c %l(x) 40) 
USN ?n+n=v 
m.n#O 
=uh(x)k-N+ f kj-2N 
j=O 
aN- j+ fitx) uN- ptX)- 
p=o 
P#N 
p#j-N 
LEMMA 5. Zf x E [0, X] and k satisfies (5.2) then 
(5.4) 
THE TITCHMARSH-WEYL m-FUNCTION 227 
Proof: We see from (5.2), (5.4), and Lemma 3 that 
IQ(x,~)I<N!B~X-~I~(-~ 
+ 5 Iklj-2N 
j=O 
x i B2N-jx-2N+j+2(N-j+pL 1y (N-~-~)! 
p=O 
PZN 
@#j-N 
<N!BNX-NIkI-N l+ g Ikl’-N 
i j=O 
x i BN 
/l=O 
~lfN 
w#i-N 
-jX-N+ j+2 (N-j+p- l)! (N-/J- l)! 
N! 
<N! BNTN I/t l-N l+ ; 
i j=O 
x i x2 (N-j+p- l)! (N-p- l)! 
p=o N! N-j+ N 
c+N 
a#j-N 
<N!BNX-NIkI-N (N-j+p- l)! 
p=. (N-p)..-NNN-’ 
ti#N 
p#j-N 
=jjnBNX-NIkI--N l+ 2 i I...- PL+l 
j=O p=o N-P N 
P+N 
p#j-N 
c1+2 N-j+p-1 1 -... .- 
N N N2 
<6N! BNXpNlkl-N. 
The result now follows. 
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6. AUXILIARY FUNCTIONS 
It is convenient now to estimate the 6, of (2.4) and (2.5). 
LEMMA 6. For p = 2, 3 ,..., N 
lb,,, 1 <2BP-‘(p-2)! X-p+2. 
Proof: We use induction on p. From (2.6), b, = -a,(O) so the case 
p = 2 follows from (2.1) and (2.2). Suppose now that the estimate is true for 
b,, t = 3 ,..., p. We may rewrite (2.6) as 
P-1 
b p+1= -a,-,(O)+i 1 a,-n(Wn (6.1) 
n=3 
where the sum on the right-hand side of (6.1) is vacuous for p = 3. By 
Lemma 3, (6.1), and the induction hypothesis we have that 
P--l 
lb,,, I <BP-‘(p-2)! JJ-~+:+~ C BP-2X-p+4(p-n- l)! (n-3)! 
n=3 
<BP-l(p-2)!X-P+2 1+2 1 
i 
p--l (p-n-l)! 
n-3 (n-2)‘.‘(P-2) I 
p-1 =BP-‘(p-q!X-P+* i 1+2 1 -... 1 p-n-l 1 1 
.=3n-2 p-4 p-33 I 
<BP-l(p-q!X-P+2 
{1+&j. 
The result now follows since the contribution from the sum will be zero 
unless p 2 4. 
It is also convenient to relate the 6, to the a,(O). 
LEMMA 7. Iflkl >&I-‘N then 
N+l 
1 b,k-“+ ik+ f a,(O) k-” -’ 
> I 
< 10 Ikl -“‘gN-3XPN+4N!. 
n=l tJ=l 
Proof We recall that r(0, k) = ik + Cr= 1 a,(O)k-” and we write 
N+l 
r(O,k)-‘= - 1 b,keN+R. 
ll=l 
(6.2) 
It is not difficult to check as in [8, Sect. 61 that with the b, given by (2.5) 
and (2.6) we have that 
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2iv+1 
R=r(O,k)-’ 1 keP 1 a,(O) bw (6.3) 
p=N+l lCu<N 
3Cn<N+l 
v+n=p 
From Lemmas 3 and 6 we see that 
IRIG~ *yl Ikl-P-l ,<;<, l~,(O)llbnl 
p=N+l 
3<Z<k+1 
v+n=p 
+-” ‘y’ jkj-P-‘+N c BP-2X--p+3(u - l)! (n- 3)!. 
p=N+I l<vBN 
3<n<N+l 
v+n=p 
Since 1 k 1 > BX- ‘IV, 
IRl+- 
2N+l 
N c 1 BN- 
p=N+l l<uiN 
39nCN+l 
3x- 
.,+‘&I-l)!(n-3)! 
NP+‘-N 
vtn=p 
6; ,k,-NBN-3X--N+4N! 2Nx+’ 1 
(n - 3)! 
p=N+l l<y<N u(u+ l)-.NNp+l-N 
3<;;<>+1 
v+n=p 
+-“B-J’-N+4N! ‘“c” C 
(p-u-3)! 
p=N+I lCV<N u(u+ l).**NNP+l-N 
39nCN+l 
v+n=p 
ZN+l 
<; ,k,-NBN-3X-N+4N! N-3 c 
c 1. 
p=N+l lQu<N 
3<nCN+l 
The result now follows. 
In fact if 1 k 1 satisfies (5.2) then we may deduce from Stirling’s formula 
and Lemma 7 that 
1 NilbnkPn+(ik+ f aJO)k-“)-I) 
n=l u=l 
< CB-3X4N-NN! . 
< CB-~X~N’I+~~ 
<CBP3X41k\1’2exp(-Ikl N/(N+l)BX-‘) 
(6.4) 
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7. PROOF OF THEOREM 1 
We first show that the r given by (5.3) and the Q of (5.4) are such that 
the conditions of Lemma 2 are satisfied if Q fulfills (5.1) and (5.2). 
Consider first q I (k): 
< sup 
O<X<X 
+NN! lkl~N~-N~--1(1_,-(15/8)BX) 
+lNN! Ikl-Np-‘X-N (7.1) 
+-‘Q&t if A > 128. (7.2) 
We note that the lower bound for A in (7.2) does not involve N. 
Before we consider qZ(k) we need to estimate r’(x, k). By (5.2) and (5.3) 
Ir’(x,k)l< 2 o! Ii-"<2 by Lemma 4. 
v=l 
Now, 
<(4+6BNXpNN! l/k-“) 
if ,4>128. (7.3) 
Once again we note that (7.3) does not involve IV. 
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It follows from (7.2), (7.3), Lemma 1, and Lemma 2 that if k satisfies 
(5.1) and (5.2) then for all moD(X, k) 
1 m + ~(0, k)/z’(O, k) 1 6 40 1 a 1-l eCBX. (7.4) 
We now estimate ~(0, k)/z’(O, k). It is shown in [7, (4.6)] that, since the 
conditions of Lemma 2 are satisfied 
Iz’(O,k)/z(O,k)-r(O,k)l <2q1(k)$~BNrNN! lkl-“/I-’ (7.5) 
by (7.1). This means that 
z’(0, k)/z(O, k) = r(0, k) + u where l,l<z N 5 B YNN! Ikl-N~-l 
and so 
~(0, k)/z’(O, k) = l/r(O, k) - ar(0, k)’ + R (7.6) 
where 
IRI < 1~1~ IV’(lrl -Id-’ 
<lg,2(;)-*lkl’(;[k+1)-1 
<2 lul2 lkl-2 (7.7) 
if A is sufficiently large independently of N. It follows from (7.5~(7.7) that 
for each N 
40, k) 1 --- 
~‘(0, k) rV.2 k) 
d CP-lBNX-NN! 1 kl --N-2 (7.8) 
for NBX- ’ d I k I d (N + 1) BY’ where C is independent of N. By Stirling’s 
formula (7.8) implies that 
do, k) 1 -_- 
~‘(0, k) r(O, k) 
<Cf’ Ikl-3/2e-N 
<C/I-’ Iklb3”exp N 
(N+ 1) BX-’ 
<cfl-’ lkl-3/2e-“12)B-‘Xlkl. (7.9) 
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It follows now from (6.4), (7.4), and (7.9) that if NBX-’ < 1 k 1 < 
(N+ 1) BY’ and (5.1) is satisfied then for all mED(X, k) 
N+l 
m- C b,,k-” 
The result now follows. 
8. EXAMPLES 
We present now the results of a computer program written in the 
language REDUCE which calculates a number of the b, of (2.4), (2.5) for 
particular functions q(x). In each case we conline ourselves to the values, 
n = l,..., 30. All the b, in this range except those shown are zero. 
4(x) =x 
n 
1 
4 
7 
10 
13 
16 
19 
22 
25 
28 
q(x) = x2 
n 
1 
5 
9 
13 
17 
21 
25 
29 
b, 
-l/4 
-7ij32 
21164 
1463i/2048 
-2121/1024 
-495271ij65536 
13647914096 
1445713003i/8388608 
-2681225611262144. 
bn 
-i/4 
21i/32 
-671i/128 
180323i/2048 
-20898423il8192 
7426362705il65536 
-1874409467055i/262144 
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q(x) =x3 
n 
1 
6 
11 
16 
21 
26 
q(x) =x4 
n 
1 
7 
13 
19 
25 
q(x) = cos x 
n 
1 
3 
5 
7 
9 
11 
13 
15 
17 
19 
21 
23 
25 
27 
29 
6, 
i 
318 
-639i/128 
-180495/512 
2403 104679iJ32768 
103176227195132768 
bn 
h/4 
2277i/32 
7809885i/l28 
440977772835ij2048 
b, 
i 
i/2 
i/2 
2li/32 
14li/128 
1183i/512 
3105iJ512 
161643i/8192 
1283729il16384 
4882315li/l31072 
54526693lil262144 
28139521943il2097152 
827376987133il8388608 
2741068769236li/33554432 
253435017267499il33554432 
The program which led to these tables was run on the IBM 360 machine 
at Northern Illinois University. The calculation of each table took 
approximately four minutes of computer time. 
These tables tend to confirm that the estimates of b, given in Lemma 6 
are reasonably sharp for large N if we take X to be 1 and B to be 1. In par- 
ticular they imply that our approximation to m(A) is a Poincare series. 
It would be interesting to find a q(x) for which the series I,“=, b,k-” is 
convergent for all 1 k 1 sufficiently large. 
505(65,2-7 
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