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Abstract
We propose a calculus for marked labelled nets (components), with places and transitions as atoms and merge, addition, fusion
and relabelling as operators. The operators are defined using graph-based transformations; each net can be represented by a term.
Next, we define both a step semantics for nets and a Plotkin-style SOS semantics for net terms and show their equivalence. In the
semantics, both state-oriented and event-oriented properties of components can be expressed. We give a few rules for reducing
components to smaller equivalent ones.
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1. Introduction
In engineering, models are created related to the artifacts to be built. In software engineering, a marked division
exists between graphical and algebraic models. Graphical models are widely used in the initial phases of a project,
despite (or due to) their “open” semantics. Algebraic models are often used in the later design phases. Due to their
formal semantics, they allow various kinds of manipulations and consistency checks, although validation by potential
end users is problematic.
Petri net-based modelling languages, like Design/CPN [13] and ExSpect [11] do combine an intuitive, graphical
approach with mathematical rigour, allowing the use of one and the same modelling paradigm throughout software
construction. However, despite many efforts, Petri nets are not yet widely accepted, which can be attributed to several
causes, one being a lack of true manipulative power. The aim of this paper is to increase the manipulative power of
net-based languages.
The mentioned languages possess a hierarchy concept: nets can be composed from subnets or components. The
ways in which components can be combined to create larger components are defined graphically. A semantics for
components is given only indirectly, by defining the semantics of the nets constructed from the components.
In [20], these problems are addressed. A component can be represented both graphically and as an algebraic term,
built from atoms (places and transitions) and a well-defined set of operators: (binary) merge and (unary) arc addition,
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Fig. 1. Queue with servers.
fusion and relabelling. Terms containing one variable are called contexts; applying a context to a component yields a
new component. The semantics of a component is defined by embedding it in a “universal context”. Components with
the same semantics behave the same in any context.
In this paper, a similar approach is taken. Atoms and operators similar to [20] allow a term representation for
components. Our approach is derived from the theory behind process calculi like CCS [17] or ACP [2]. In contrast to
[20], all nodes of a component are labeled and these labels fully determine the component’s interface. This makes the
semantics of components simpler and allows equations like X || Y = Y || X , that do not hold immediately in [20]. By a
convenient relabeling of the nodes, state spaces of components can be reduced, allowing for instance model checking
that would have been prohibitive otherwise. Due to the labelling of both places and transitions, it becomes possible to
express both state-based and event-based properties of the components.
By using Plotkin-style structured operational semantics (SOS) rules for operators, their semantics becomes
apparent. For example, the operator pia,b can be graphically interpreted as “add an arc from transition a to place
b”. On the semantical level, this becomes “any firing of a produces a b token”. The theory behind SOS rules (cf. [10])
yields compositionality. SOS rules can be used also to define operators that extend the expressive power of Petri nets,
such as reset arcs (cf. [6]).
In order to obtain an idea of the expressive and manipulative power of our approach, consider Fig. 1. The
components depicted there can be seen as models of a queuing system. Component A has the most detail. It represents
a queue with two servers a (above) and b (below). The state of server a is ready (place ar marked) or busy (place ab
marked). The state of server b is represented similarly. Initially, both servers are ready and there are three waiting jobs.
Component B is derived from A by relabeling: the labels as and bs have been renamed to cs, ab and bb to cb, ar and
br to cr and af and bf to cf. Due to the relabeling, the two one-server queues can be modeled as a two-server queue,
which is component C . Components B and C are equivalent (strongly bisimilar [2,17]) and satisfy the same dynamic
properties. We can put C in a certain context, adding transition rc that decrements the number of servers, resulting
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in E . We can apply the same context to B, resulting in D. B and C are strongly bisimilar and so are D and E . We
can abstract further by hiding the labels cb, cr, cf, rd, rc. The resulting component F is equivalent (rooted branching
bisimilar [8]) to G, which can be obtained from F by removing and fusing nodes.
Our paper is structured as follows. After a preliminary section, we define labelled nets, net operators and terms.
We then give a semantics for nets and show the equivalence of this semantics for net terms with a semantics defined
by SOS rules [19]. In a next section, we further explore bisimulation equivalences between nets and give some rules
for reducing nets, like B to C , D to E and F to G in Fig. 1. We terminate with a brief discussion and a comparison
with some related approaches.
2. Preliminaries
2.1. Relations and functions
For any set X , the set of its subsets is denoted by P(X). The set P(A × B) contains all relations between sets A
and B. We write x R y iff (x, y) ∈ R. A → B denotes the set of (total) functions from A to B, which is considered
to be a subset of P(A× B). If f is a function we write y = f (x) iff x f y. The domain of a function f is denoted by
dom( f ) and its range by ran( f ). If f ∈ A → B, then dom( f ) = A and ran( f ) ⊆ B. If f is a function and X a set,
then f  X = {(x, f (x)) | x ∈ dom( f ) ∩ X}. The composition f ◦ g of two functions f, g with ran( f ) ⊆ dom(g) is
the function defined by ( f ◦ g)(x) = f (g(x)). The inverse relation R−1 of a relation R satisfies x R−1 y iff y R x .
The identity functions are defined by id(A) = {(a, a) | a ∈ A}.
2.2. Bags
Let A be a set. The set B(A) of finite A-bags is generated by singleton bags [a] for a ∈ A and a commutative
and associative addition operator + with neutral element [ ], the empty bag. For n ∈ N and α ∈ B(A), the bag nα
represents the n-fold addition α + · · · + α. Each A-bag can be represented in the normal form n1[a1] + · · · + nk[ak]
with the ai ’s being different and ni > 0. An alternative notation is
∑
i∈I ni [ai ], where I is a finite index set. The
singleton bags [ai ] need not be different, so A-bags can also be represented as a sum∑i∈I [ai ]. For bags α, β, we set
α ≤ β iff there exists a γ such that α + γ = β. We set β ≥ α iff α ≤ β. If α ≤ β, then the bag β − α is defined and
satisfies α+ (β − α) = β. The application β(a) of an A-bag β with normal form n1[a1] + · · · + nk[ak] to an element
a ∈ A yields 0 if a 6∈ {a1, . . . , ak}, otherwise it yields ni , where i is such that ai = a. We write a ∈ α iff α(a) > 0.
We define additively closed relations between bags.
Definition 1. A relation R ⊆ B(A)× B(B) is called additively closed iff [ ] R [ ] and ∀x, y, z, w : x R y ∧ z R w⇒
(x + z) R (y + w).
The additive closure of a relation R ⊆ B(A) × B(B) is the smallest additively closed S such that R ⊆ S. It equals
{(∑i∈I f (i)αi ,∑i∈I f (i)βi ) | I finite ∧ f ∈ I → N ∧ ∀i ∈ I : αi R βi }.
If R ⊆ A × B, then R¯ ⊆ B(A)× B(B) is the additive closure of {([a], [b]) | a R b}.
If f ∈ A → B is a function, then f¯ is a function in B(A) × B(B), satisfying f¯ ([ ]) = [ ], f¯ ([a]) = [ f (a)], and
f¯ (x + y) = f¯ (x)+ f¯ (y).
2.3. Transition systems
We presuppose a (possibly infinite) set E of events and a special silent event τ ∈ E . A transition system is a pair
(S,−→), where S is set of states and −→ ∈ P(S × E × S) a ternary transition relation. We write x e−→ x ′ iff
(x, e, x ′) ∈ −→. The interpretation of x e−→ x ′ is that the system can move from state x to state x ′ by event e. The set
R(x) of states reachable from a state x is defined as the smallest set containing x such that for any e ∈ E , y ∈ R(x)
and y′ ∈ S with y e−→ y′ we have y′ ∈ R(x).
We define an equivalence relation on states of transition systems called strong bisimilarity.
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Definition 2. Let (SX ,−→X ), (SY ,−→Y ) be transition systems. A relation R ∈ P(SX × SY ) is called a simulation
iff for all x, x ′ ∈ SX , y ∈ SY , e ∈ E we have
x R y ∧ x e−→X x ′ ⇒ (∃y′ ∈ SY : y e−→Y y′ ∧ x ′ R y′).
A simulation R is a bisimulation iff R−1 is a simulation too. The states x ∈ SX , y ∈ SY are called strongly bisimilar
(notation x ∼ y) iff there exists a bisimulation R such that x R y.
We now define a somewhat weaker equivalence relation on states called rooted branching bisimilarity [8], which
requires an auxiliary notion [4]. We define x
(e)−→ x ′ iff x e−→ x ′ ∨ (e = τ ∧ x = x ′). The relation τ∗−→ is the
reflexive-transitive closure of
τ−→.
Definition 3. Let (SX ,−→X ), (SY ,−→Y ) be transition systems. A relation R ∈ P(SX×SY ) is called an η-simulation
iff for all x, x ′ ∈ SX , y ∈ SY , e ∈ E we have
(x R y ∧ x e−→X x ′)⇒ (∃y′′, y′ ∈ SY : y τ∗−→Y y′′ (e)−→Y y′ ∧ x R y′′ ∧ x ′ R y′).
An η-simulation R is called a branching bisimulation iff R−1 is an η-simulation too. The states x ∈ SX , y ∈ SY are
called rooted branching bisimilar (notation x ∼rb y) iff there exists a branching bisimulation R such that x R y and
in addition
1. for all x ′ ∈ SX , e ∈ E with x e−→ x ′ there exists y′ ∈ SY such that y e−→ y′ and x ′ R y′,
2. for all y′ ∈ SY , e ∈ E with y e−→ y′ there exists x ′ ∈ SX such that x e−→ x ′ and y′ R x ′.
Any bisimulation is a branching bisimulation and strongly bisimilar states are rooted branching bisimilar.
3. Labeled nets
Our net components are Petri nets with labelled nodes (places and transitions) and marked places. A special label
ι indicates internal nodes, related to the silent event τ in process calculi. Nodes with other labels are external,
and constitute the net’s interface. We assume a countably infinite universe N of node labels with ι ∈ N and set
N e = N \ {ι}. We define nets as tuples, i.e. functions with finite domains. If T is a tuple and L ∈ dom(T ), we write
LT instead of T (L). We omit the subscript T if no confusion is possible.
Definition 4. The set M of marked labelled nets (MLNs) consists of the tuples with domain {P, T, F, L ,M},
satisfying the following constraints. If X is an MLN, then PX , TX are disjoint finite sets (the places and transitions),
FX ∈ B((TX× PX )∪(PX×TX )) is the flow function, LX ∈ (PX ∪TX )→ N is a labelling function and MX ∈ B(PX )
is the initial marking.
We draw MLNs as bipartite directed graphs, drawing an arc with weight label n > 0 from node a to b iff
F(a, b) = n. Weights 1 and ι labels are not indicated. The MLN C in Fig. 1 is defined by PC = {wt, cb, cr, rd},
TC = {cs, cf }, FC = [wt, cs]+[cr, cs]+[cb, cf ]+[cs, cb]+[cf, cr]+[cf, rd], LC = id(PC ∪ TC ),MC = 3[wt]+2[cr].
Note that we identified nodes with labels here.
The elements of PX∪ TX are the nodes of anMLN X . The place p ∈ PX is said to contain MX (p) tokens. We define
the functions I, O ∈ TX → B(PX ) satisfying O(t)(p) = FX (t, p) and I (t)(p) = FX (p, t) for all t ∈ TX , p ∈ PX .
Usually I (t), O(t) are written as •t and t• respectively. By abuse of notation, we sometimes represent an MLN as
a {P, T, I, O, L ,M} tuple, allowing more concise formulas. From this representation, the standard one is easy to
reconstruct. An MLN is called neat iff no two nodes have the same label apart from ι. It is called P-concrete (resp.
T -concrete) iff no places (resp. transitions) are ι-labeled. A P- and T -concrete neat MLN is called controllable.
Two MLNs having the same structure are considered identical. This is formalized by defining an equivalence
relation called isomorphism. It is silently assumed that MLNs are equivalence classes modulo isomorphism.
Definition 5. An isomorphism between MLNs X and Y is a bijective function f ∈ (PX → PY ) ∪ (TX → TY ) such
that LY ◦ f = LX , f¯ (MX ) = MY and ∀(a, b) ∈ (PX × TX ) ∪ (TX × PX ) : FX (a, b) = FY ( f (a), f (b)). X and Y
are called isomorphic iff there exists an isomorphism between them.
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Fig. 2. Examples of MLN operators.
3.1. Net operators
In this subsection, we define operators for MLNs. The constant MLNs (i.e. operators without parameters) are Pa,n ,
for a ∈ N , n ∈ N, a place with label a and n tokens and Tb, for b ∈ N , a transition with label b. Their definitions are
Pa,n = ({a},∅,∅, {(a, a)}, n[a]) and Tb = (∅, {b},∅, {(b, b)}, [ ]) respectively. We identify nodes with labels.
The binary merge operator ( ‖ ) juxtaposes two MLNs with disjoint nodes (disjointness may be assumed modulo
isomorphism). The other operators are unary (the arc addition and t-fusion operators may involve transition
multiplication):
Operator Symbol Description
consumption γa,b adding arcs from b-labelled places to a-labelled transitions
production pia,b adding arcs from a-labelled transitions to b-labeled places
t-fusion φa,b,c fusing a and b-labelled transitions into c-labelled ones
p-fusion ϕa fusing all places with the label a
renaming ρ f applying a function f ∈ N e → N to the nodes
A special case of renaming is hiding: τA = ρg , with g = {(a, a) | a 6∈ A} ∪ {(a, ι) | a ∈ A}, labelling all nodes with
labels in A to ι.
We may omit brackets when the operator order is clear. For neat MLNs, the operators are illustrated in Fig. 2. There
we have C = A ‖ B (merge), D = φb,e,h(C) (t-fusion), E = γe,a(C) (consumption) and F = ϕd(ρ f (C)) (renaming,
then p-fusion), where f = id(N e \ {a})∪ {(a, d)}. Note that the same symbol f is used as a function parameter (as in
ρ f ) and as a name for a specific function. In Fig. 1, B is a renaming of A, F a hiding of E (i.e. F = τ{cb,cr,cf,rd,rc}(E))
and E is obtained from C by adding a transition with label rc and adding a consumption (i.e. E = γrc,cr(C ‖Trc)).
For non-neat MLNs, the operators become more intricate as illustrated by their formal definition.
Definition 6. Let X and Y be MLNs such that the sets PX ∪ TX , PY ∪ TY , TX × PX , TX × TX and P(PX ) are mutually
disjoint (so nodes that are added will be new). Let a, b, c ∈ N e, f ∈ N e → N .
Then the net operators are defined as follows
consumption γa,b(X) = (PX , Tγ ∪ T ′γ , Iγ , Oγ , Lγ ,MX )
production pia,b(X) = (PX , Tpi ∪ T ′pi , Ipi , Opi , Lpi ,MX )
t-fusion φa,b,c(X) = (PX , Tφ ∪ T ′φ, Iφ, Oφ, Lφ,MX )
p-fusion ϕa(X) = (Pϕ ∪ P ′ϕ, TX , Iϕ, Oϕ, Lϕ,Mϕ)
renaming ρ f (X) = (PX , TX , IX , OX , ( f ∪ {(ι, ι)}) ◦ LX ,MX )
merge X ‖ Y = (PX ∪ PY , TX ∪ TY , IX ∪ IY , OX ∪ OY , LX ∪ LY ,MX + MY ),
where Tγ , . . . ,Mϕ are given in Table 1. We omit subscripts X there. Note that transitions can be pairs and places can
be sets.
6 J.F. Groote, M. Voorhoeve / Theoretical Computer Science 379 (2007) 1–19
Table 1
Net operator elaborations
Tγ = {t ∈ T | L(t) 6= a}, T ′γ = {(t, p) ∈ T × P | L(t) = a ∧ L(p) = b},
Iγ (t) = I (t) if t ∈ Tγ , Iγ (t, p) = I (t)+ [p] if (t, p) ∈ T ′γ ,
Oγ (t) = O(t) if t ∈ Tγ , Oγ (t, p) = O(t) if (t, p) ∈ T ′γ ,
Lγ (x) = L(x) if x ∈ P ∪ Tγ , Lγ (t, p) = L(t) if (t, p) ∈ T ′γ .
Tpi = {t ∈ T | L(t) 6= a}, T ′pi = {(t, p) ∈ T × P | L(t) = a ∧ L(p) = b},
Ipi (t) = I (t) if t ∈ Tpi , Ipi (t, p) = I (t) if (t, p) ∈ T ′pi ,
Opi (t) = O(t) if t ∈ Tpi , Opi (t, p) = O(t)+ [p] if (t, p) ∈ T ′pi ,
Lpi (x) = L(x) if x ∈ P ∪ Tpi , Lpi (t, p) = L(t) if (t, p) ∈ T ′pi .
Tφ = {t ∈ T | L(t) 6∈ {a, b}}, T ′φ = {(t, u) ∈ T × T | L(t) = a ∧ L(u) = b},
Iφ(t) = I (t) if t ∈ Tφ , Iφ(t, u) = I (t)+ I (u) if (t, u) ∈ T ′φ ,
Oφ(t) = O(t) if t ∈ Tφ , Oφ(t, u) = O(t)+ O(u) if (t, u) ∈ T ′φ ,
Lφ(x) = L(x) if x ∈ P ∪ Tφ , Lφ(t, u) = c if (t, u) ∈ T ′φ .
Pϕ = {p ∈ P | L(p) 6= a}, P ′ϕ = {{p ∈ P | L(p) = a}},
Iϕ(t)(p) = I (t)(p) if p ∈ Pϕ , Iϕ(t)(Q) = Σp∈Q I (t)(p) if Q ∈ P ′ϕ ,
Oϕ(t)(p) = O(t)(p) if p ∈ Pϕ , Oϕ(t)(Q) = Σp∈QO(t)(p) if Q ∈ P ′ϕ ,
Lϕ(x) = L(x) if x ∈ Pϕ ∪ T, Lϕ(Q) = a if Q ∈ P ′ϕ ∧ Q 6= ∅,
Lϕ(Q) = ι if Q ∈ P ′ϕ ∧ Q = ∅,
Mϕ(p) = M(p) if p ∈ Pϕ , Mϕ(Q) = Σp∈QM(p) if Q ∈ P ′ϕ
The disjointness requirements can always be met modulo isomorphism. Since isomorphic nets are considered equal,
isomorphism should be a congruence w.r.t. the net operators, i.e. if MLNs X, Y are isomorphic to X ′, Y ′ respectively,
then X ‖ Y and X ′ ‖ Y ′ are isomorphic and likewise ψ(X) and ψ(X ′) for any unary net operator ψ . Proving it is a
simple, although somewhat tedious task. For example if f is an isomorphism between X and X ′, then the restriction
of f ∪ {((n,m), ( f (n), f (m))) | n,m ∈ dom( f )} to the nodes of γa,b(X) is an isomorphism between γa,b(X) and
γa,b(X ′).
The operators γa,b, pia,b and φa,b,c can easily be understood for neat MLNs possessing nodes with labels that fit
the operator. In that case γa,b (resp. pia,b) adds an arc to (resp. from) a transition and φa,b,c fuses two transitions.
The place fusion ϕa fuses all places with label a; in combination with renaming, we can fuse places in neat MLNs
as shown in nets C and F of Fig. 2. For neat MLNs, our operators are similar to the ones in [20], with the added
advantage of being unconditional (always defined). For example, if an MLN X does not possess b-labelled places, the
set of pairs {(t, p) ∈ T × P | L(t) = a ∧ L(p) = b} becomes empty, and thus in γa,b(X), the a-labelled transitions
are removed from X . Also, ϕa(X) is defined even if the MLN X contains no a-labelled places. In this case, ϕa(X)
equals X with an additional unconnected a-labelled place. The choices that have been made in “degenerate” cases like
the ones sketched above may seem arbitrary, but we will show later their correspondence to a simple semantics for
the operators. We thus obtain a calculus for MLNs without the need for an “undefined” component. It thus becomes
possible to make deductions like “If an MLN X has property P , then pia,b(X) has property Q” without the proviso
“when pia,b(X) is defined”.
Fig. 1 exhibits some intricacies of our operators for non-neat MLNs. We already indicated that C is equivalent
(strongly bisimilar) to B. The net E is obtained from C by adding a transition (labelled rc) with an input arc from
the cr-labelled place, i.e. E = γrc,cr(C ‖Trc). The net D is obtained similarly from B, i.e. D = γrc,cr(B ‖Trc). Since
B possesses two cr-labelled places, the operator γrc,cr duplicates the rc-labelled transitions. By this feat the MLNs D
and E are bisimilar too; strong bisimilarity is a congruence w.r.t. the operators.
We now prove that the merge operator is commutative and associative. Also, the γ operators commute w.r.t.
composition, as do the pi operators.
Lemma 7. For MLNs X, Y, Z we have X ‖ Y = Y ‖ X and X ‖ (Y ‖ Z) = (X ‖ Y ) ‖ Z. Furthermore, γa,b ◦ γc,d =
γc,d ◦ γa,b and pia,b ◦ pic,d = pic,d ◦ pia,b for all a, b, c, d ∈ N e.
Proof. The merge commutativity and associativity follow from the corresponding properties of set union and bag
addition. The γ-commutativity is proved by writing out the components of the resulting MLNs. If c 6= a we obtain
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γa,b(γc,d(X)) = (PX , T ′, I ′, O ′, L ′,MX ),
T ′ = {t ∈ TX | LX (t) 6∈ {a, c}}
∪ {(t, p) ∈ TX × PX | LX (t) = a ∧ LX (p) = b}
∪ {(t, p) ∈ TX × PX | LX (t) = c ∧ LX (p) = d},
I ′(t) = IX (t) if t ∈ TX ∩ T ′,
I ′(t, p) = IX (t)+ [p] if t ∈ TX \ T ′,
O ′(t) = OX (t) if t ∈ TX ∩ T ′,
O ′(t, p) = OX (t) if t ∈ TX \ T ′,
L ′(x) = LX (x) if x ∈ PX ∪ (TX ∩ T ′),
L ′(t, p) = LX (t) if t ∈ TX \ T ′.
For the case c = a we have
γa,b(γa,d(X)) = (PX , T ′, I ′, O ′, L ′,MX ),
T ′ = {t ∈ TX | LX (t) 6= a}
∪ {((t, p), q) ∈ (TX × PX )× PX |
LX (t) = a ∧ LX (p) = d ∧ LX (q) = b},
I ′(t) = IX (t) if t ∈ TX ∩ T ′,
I ′((t, p), q) = IX (t)+ [p] + [q] if t ∈ TX \ T ′,
O ′(t) = OX (t) if t ∈ TX ∩ T ′,
O ′((t, p), q) = OX (t) if t ∈ TX \ T ′,
L ′(x) = LX (x) if x ∈ PX ∪ (TX ∩ T ′),
L ′((t, p), q) = LX (t) if t ∈ TX \ T ′.
In the first case, interchanging γa,b and γc,d does not affect the result. In the second, an isomorphism based on the
set of pairs {(((t, p), q), ((t, q), p)) | t ∈ TX∧ p, q ∈ PX } can be found. The pi-commutativity is fully analogous. 
We define shorthand notations for repeated production, consumption and merge operators.
Definition 8. For α ∈ B(N e ×N e), we define the notations Γα,Πα for a MLN X by
Γ[ ](X) = X, Π[ ](X) = X,
Γ[(a,b)](X) = γa,b(X), Π[(a,b)](X) = pia,b(X),
Γα+β(X) = Γα(Γβ(X)), Πα+β(X) = Πα(Πβ(X)).
For a nonempty finite set I = {i1, . . . , in} and MLNs X i for i ∈ I, we define (‖i∈IX i ) = X i1 ‖ · · · ‖ X in .
By Lemma 7 the definitions of Γα and Πα do not depend on the order in which the bag α is constructed. By the
same lemma, (‖i∈IX i ) does not depend on the order of the i’s.
We build net terms containing the MLN operators. We overload the variable X , denoting both net terms and MLNs.
Let V be a set of variables. We define the set U of unary operators to contain the operators γa,b, pia,b, φa,b,c, ϕa ,
ρ f ,Γα,Πα for any a, b, c ∈ N e, α ∈ B(N e ×N e) and f ∈ N e → N .
Definition 9. The set T (V) of net terms is the smallest set satisfying
– V ∪ {Pa,n | a ∈ N e ∧ n ∈ N} ∪ {Tb | b ∈ N e} ⊆ T (V),
– if X, Y ∈ T (V) then X ‖ Y ∈ T (V),
– if X ∈ T (V), g ∈ U , then g(X) ∈ T (V).
The terms Pa,n, Tb correspond to Pa,n (place) and Tb (transition). A net term represents a net (modulo isomorphism)
through the representation function σ . We define the function σ : (T (V) × (V → M)) → M as follows for
a, b ∈ N e, X, Y, X i ∈ T (V), n ∈ N, v ∈ V , f ∈ V →M and g ∈ U .
– σ(v, f ) = f (v),
– σ(Pa,n, f ) = Pa,n ,
– σ(Tb, f ) = Tb,
– σ(X ‖ Y, f ) = σ(X, f ) ‖ σ(Y, f ),
– σ(g(X), f ) = g(σ (X, f )).
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By induction it is clear that σ(X, f ) is an MLN (an element ofM) for any net term X ∈ T (V) and f ∈ V →M.
The set T (∅) is the set of closed terms and T ({ξ}) is the set of contexts, i.e. terms with a single variable ξ . For
X ∈ T (∅) we write σ(X) instead of σ(X,∅). Note that e.g. σ(Ta ‖ Tb) = σ(Tb ‖ Ta): different terms may represent
the same MLN. If E ∈ T ({ξ}), X ∈ T (∅) then E(X) denotes the term obtained by substituting the term X for every
occurrence of ξ . If E ∈ T ({ξ}) is a context and M anMLN, E(M) denotes the MLN σ(E, {(ξ,M)}). By the definition
of σ , a context determines an MLN operator satisfying E(σ (X)) = σ(E(X)). Terms denoting controllable MLNs can
be constructed by consumption and production from the free merge of its nodes. Arbitrary MLNs can be denoted by
renaming these terms. We define these terms as normal forms and then prove that every MLN is represented by a
closed net term in normal form.
Definition 10. A closed MLN term T is in normal form iff it has the form
ρL(ΠO(ΓI ((‖t∈T Tt ) ‖ (‖p∈P Pp,m p))))).
We can now prove our result on MLNs and terms. As a consequence, the fusion operators can be eliminated for
closed terms. This does not preclude their usefulness, e.g. transition fusion in combination with merge is needed to
model synchronization of actions.
Theorem 11. Every MLN can be represented by a closed net term in normal form.
Proof. Let X be an MLN. Choose Y = (PY , TY , FY , LY ,MY ) isomorphic to X such that PY , TY ⊆ N e (the nodes
of Y are labels!). Let Z1 = (‖t∈TY Tt ) ‖ (‖p∈PY Pp,MY (p)). Then σ(Z1) = (PY , TY , [ ], id(PY ∪ TY ),MY ). Let Z2 =
ΠO(ΓI (Z1)), where O = FY  (TY × PY ) and I = FY  (PY × TY ). Then σ(Z2) = (PY , TY , FY , id(PY ∪ TY ),MY ).
The term Z3 = ρLY (Z2) is in normal form and satisfies σ(Z3) = Y . 
4. Semantics of MLNs and terms
We define an operational semantics of MLNs in terms of a transition system (M,−→). In an MLN, tokens can be
added and (if present) removed explicitly from non-ι places (cf. the “open” places of [3]). Also firing steps can occur,
causing the implicit consumption and production of tokens. We define our event set E as {α | α ∈ B(N e)}∪{α+ | α ∈
B(N e)} ∪ {α− | α ∈ B(N e)} and our states S as the set of MLNs. Relation α+−→ denotes addition and α−−→ removal
of a bag of tokens, whereas
α−→ signifies simultaneous firing of a bag of transitions.
For example, if the MLN X satisfies MX ≥ 2[p], with LX (p) = a and if X ′ is the same as X , except
that MX ′ = MX − 2[p], then we have X 2[a]−−→ X ′ (a removal) and X ′ 2[a]+−→ X (an addition). If in addition
t ∈ TX , IX (t) = [p], OX (t) = [ ], LX (t) = b then X also satisfies X 2[b]−→ X ′ (a step).
We set (α+)+ (β+) = (α + β)+ and (α−)+ (β−) = (α + β)− to allow partial addition on E .
For a formal definition of the semantics, we introduce some notation. If X is an MLN and A ∈ B(PX ), we denote
the MLN (PX , TX , FX , LX ,MX + A) by ABX . Furthermore, we write Y = ACX iff X = ABY . Recall the R¯
operator in Definition 1. We add two similar operators.
If f ∈ T → B(N ), then f˜ ∈ B(T )→ B(N ) is the additive closure of {([t], f (t)) | t ∈ T }.
If L ∈ A → N , then Lˆ ∈ B(A)→ B(N e) is the additive closure of {([a], [L(a)]) | L(a) 6= ι}∪{([a], [ ]) | L(a) = ι}.
Definition 12. The MLN transition system (M,−→), consists of the setM of all MLNs and the smallest set −→ of
triples satisfying for any X ∈M and any A ∈ B(PX ), B ∈ B(TX )
ABX L¯X (A)−−→ X if ι 6∈ L¯X (A),
X
L¯X (A)+−→ ABX if ι 6∈ L¯X (A),
I˜X (B)BX
LˆX (B)−→ O˜X (B)BX .
The conditions ι 6∈ L¯X (A) entail that tokens cannot be removed or added from internal places.
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Fig. 3. Part of the MLN transition system.
Example. In Fig. 3, a small part of the transition system around the MLN G in Fig. 1 is depicted. Two MLNs are
depicted fully; the others are indicated by their state M only, where the wt-labelled place is q and the internal one is p.
For example, from the state 3[q] + 2[p], both transitions can fire concurrently, resulting in step [cs] to state 2[q] + [p].
When the internal transition has fired twice, no more firings can occur, only addition and removal of tokens.
Note that everyMLN X satisfies X
[ ]−−→ X [ ]+−→ X [ ]−→ X . We may write X τ−→ X ′, meaning X [ ]−→ X ′∧X 6= X ′.
If all places are ι-labeled, our transition system embodies the concurrent or step firing rule of transition-labeled nets
(cf. [9]).
MLNs are defined modulo isomorphism. Likewise, transition systems are defined modulo strong bisimilarity.
Isomorphic MLNs are strongly bisimilar states in the MLN transition system. If f is an isomorphism between MLNs
X and Y , then the relation
R = {((PX , TX , FX , LX ,M), (PY , TY , FY , LY , f¯ (M))) | M ∈ B(PX )}
is a bisimulation such that X R Y .
We introduce a semantics for closed net terms via SOS rules and prove that the representation function σ is a
bisimulation between the net and term transition systems. As a byproduct, we shall prove that strong and rooted
branching bisimilarity are congruences w.r.t. contexts.
Definition 13. The term transition system is (T (∅), 7−→), where 7−→ is the smallest relation between net terms
satisfying the rules in Table 2 with parameters n,m ∈ N, a, b, c ∈ N e, α, β ∈ B(N e), X, X ′, X ′′, X ′′′, Y, Y ′ ∈ T (∅)
and f ∈ N e → N in addition to the global addition rule
Add : X α+7−→ X ′ ⇔ X ′ α−7−→ X.
We give an example derivation using the SOS rules.
1 Pa,1
[a]−7−→ Pa,0, Tb [ ]−7−→ Tb AT removal
2 Pa,1 ‖ Tb [a]−7−→ Pa,0 ‖ Tb ME removal,
3 Pa,0 ‖ Tb [a]+7−→ Pa,1 ‖ Tb Add,
4 Pa,0
[ ]7−→ Pa,0, Tb [b]7−→ Tb AT step
5 Pa,0 ‖ Tb [b]7−→ Pa,0 ‖ Tb MEstep
6 pib,a(Pa,0 ‖ Tb) [b]7−→ pib,a(Pa,1 ‖ Tb) (5), (3),PR step
The proof that σ is a bisimulation between term and net transition systems is divided into several parts. We first
give an auxiliary definition and lemma.
Definition 14. The order o(X) of a net term X is defined by
o(X) = 1 if X = Pa,n or X = Tb,
o(X) = o(Y )+ o(Z) if X = Y ‖ Z ,
o(X) = o(Y )+ 1 if X = h(Y ) for some unary operator h.
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Table 2
SOS rules for net operators
AT
ME
CO
PR
TF
PF
RE
r (removal) s (step)
Pa,n+m
(m[a])−7−→ Pa,n , Tb [ ]−7−→ Tb Pa,n [ ]7−→ Pa,n , Tb n[b]7−→ Tb
X
α−7−→ X ′, Y β−7−→ Y ′
X ‖ Y (α+β)−7−→ X ′ ‖ Y ′
X
α7−→ X ′, Y β7−→ Y ′
X ‖ Y α+β7−→ X ′ ‖ Y ′
X
α−7−→ X ′
γa,b(X)
α−7−→ γa,b(X ′)
X
(α(a)[b])−7−→ X ′′ α7−→ X ′
γa,b(X)
α7−→ γa,b(X ′)
X
α−7−→ X ′
pia,b(X)
α−7−→ pia,b(X ′)
X
α7−→ X ′ (α(a)[b])+7−→ X ′
pia,b(X)
α7−→ pia,b(X ′)
X
α−7−→ X ′
φa,b,c(X)
α−7−→ φa,b,c(X ′)
X
α+n[a]+n[b]7−→ X ′, α(a) = α(b) = 0
φa,b,c(X)
α+n[c]7−→ φa,b,c(X ′)
X
α−7−→ X ′
ϕa(X)
α−7−→ ϕa(X ′)
X
n[a]−7−→ X ′′ n[a]+7−→ X ′′′ α7−→ X ′
ϕa(X)
α7−→ ϕa(X ′)
X
α−7−→ X ′, ι 6∈ f¯ (α)
ρ f (X)
f¯ (α)−7−→ ρ f (X ′)
X
α7−→ X ′
ρ f (X)
fˆ (α)7−→ ρ f (X ′)
The following lemma is easily proved by structural induction from the rules in Table 2.
Lemma 15. If X e7−→ X ′, then o(X) = o(X ′).
We now show that σ is a simulation.
Lemma 16. Let X, X ′ ∈ T (∅), e ∈ E such that X e7−→ X ′.
Then σ(X)
e−→ σ(X ′).
Proof. Let X e7−→ X ′. We use induction w.r.t. o(X). If o(X) = 1, i.e. X is an atom, then inspection of the SOS rules
and Definitions 6 and 12 suffices. If o(X) > 1, we distinguish two cases.
1. Suppose X = Y ‖ Z for terms Y, Z .
We shall prove that σ(X) = σ(Y ) ‖ σ(Z) e−→ σ(X ′).
If Y ‖ Z e7−→ X ′, the ME rules (the only SOS rules allowing this conclusion) entail that there exist terms Y ′, Z ′
and events f, g such that X ′ = Y ′ ‖ Z ′, e = f + g, Y f7−→ Y ′ and Z g7−→ Z ′. By the induction hypothesis, since
o(Y ) < o(X) and o(Z) < o(X), we conclude σ(Y )
f−→ σ(Y ′), σ (Z) g−→ σ(Z ′). We can choose representatives of
σ(Y ), σ (Z) satisfying the disjointness requirements of Definition 6, apply this definition and 12, using the fact that L¯
and Lˆ are additively closed to conclude that σ(Y ) ‖ σ(Z) e−→ σ(Y ′) ‖ σ(Z ′). This and σ(Y ‖ Z) = σ(Y ) ‖ σ(Z) and
σ(Y ′ ‖ Z ′) = σ(Y ′) ‖ σ(Z ′) gives σ(Y ‖ Z) e−→ σ(X ′).
2. Suppose X = h(Y ) for some unary h and term Y .
It is shown in the Appendix that σ(h(Y ))
e−→ σ(X ′) by treating each choice of h separately. 
We now show that the inverse of σ is a simulation.
Lemma 17. Let X ∈ T (∅), M ∈M, e ∈ E such that σ(X) e−→ M. Then there exists a term X ′ such that M = σ(X ′)
and X
e7−→ X ′.
Proof. The case that e is an addition α+ can be deduced from the removal case by the global addition rules
X
α+−→ Y ⇔ Y α−−→ X and X α+7−→ Y ⇔ Y α−7−→ X . So we are left with the removal and step cases only. We
again use induction w.r.t. o(X). If o(X) = 1, the rules and definitions show the existence of an atom X ′ such that
M = σ(X ′) and X e7−→ X ′. So we may assume o(X) > 1. We distinguish the cases X = Y ‖ Z and X = h(Y ) for a
unary operator h. We abbreviate σ(X) by X throughout the proof.
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1. We start with the merge case. Suppose X = Y ‖ Z and X e−→ M . We will show that there exist terms Y ′, Z ′
such that M = σ(Y ′ ‖ Z ′) = σ(Y ′) ‖ σ(Z ′) and X e7−→ Y ′ ‖ Z ′. We distinguish the removal and step subcases.
(a) Suppose e is a removal α−.
From X α−−→ M , Definition 12 yields a bag A ∈ B(PX ) not containing ι-labelled places such that M = ACX and
L¯X (A) = α. Using the fact that X = σ(Y ) ‖ σ(Z) and Definition 6, we can find β, γ,M1,M2 such that β + γ = α,
M = M1 ‖M2, σ(Y ) β−−→ M1 and σ(Z) γ−−→ M2. The induction hypothesis and the MEr SOS rule then prove the
existence of terms Y ′, Z ′ such that X α−7−→ Y ′ ‖ Z ′.
(b) Let e = α be a step.
Since X α−→ M , by Definition 12 there exists B ∈ B(TX ) and an MLN M ′ such that X = I˜X (B)BM ′ and M =
O˜X (B)BM ′ and LˆX (B) = α. Since X = σ(Y ) ‖ σ(Z) and TX is the disjoint union of T1 = Tσ(Y ) and T2 = Tσ(Z),
we have B = B1 + B2, where B1 ∈ B(T1), B2 ∈ B(T2). Set β = LˆX (B1), γ = LˆX (B2). Again by disjointness and
I˜X , LˆX being additively closed, I˜X (B) = I˜X (B1)+ I˜X (B2) and α = LˆX (B) = LˆX (B1)+ LˆX (B2) = β + γ . From
Definitions 6 and 12 and disjointness we deduce that I˜X (B1), I˜X (B2) are place bags of σ(Y ), σ (Z) respectively. Let
M1 = I˜X (B1)Cσ(Y ),M2 = I˜X (B2)Cσ(Z). M1,M2 must exist since M ′ = I˜X (B)CX exists and the nodes are
disjoint. Let M ′1 = O˜X (B1)BM1,M ′2 = O˜X (B2)BM2, so M = M ′1 ‖M ′2. Then by Definition 12, σ(Y )
β−→ M ′1 and
σ(Z)
γ−→ M ′2. By the induction hypothesis, there exist terms Y ′, Z ′ such that M ′1 = σ(Y ′), M ′2 = σ(Z ′), Y
β7−→ Y ′
and Z
γ7−→ Z ′. Set X ′ = Y ′ ‖ Z ′, so that σ(X ′) = σ(Y ′) ‖ σ(Z ′). By the MEs SOS rule, M = σ(Y ′ ‖ Z ′) and
X = Y ‖ Z β+γ7−→ Y ′ ‖ Z ′, which proves the step subcase.
2. Let X = h(Y ) for h ∈ U (unary case).
Then h(σ (Y ))
e−→ M . In the Appendix, the existence of a term Y ′ is proved such that M = h(σ (Y ′)) = σ(h(Y ′))
and X
e7−→ h(Y ′) if e is either a removal α− or a step α. 
Combining the two last lemmas, we have our result.
Theorem 18. The function σ is a bisimulation between the term transition system (T (∅), 7−→) and the net transition
system (M,−→).
As a corollary, we deduce congruence properties of the net semantics.
Theorem 19. Let M, N be MLNs and E a context. If M ∼ N then E(M) ∼ E(N ) and if M ∼rb N then
E(M) ∼rb E(N ).
Proof. Let M, N be MLNs with M ∼ N and let E ∈ T ({ξ}). By Theorem 11, there exist closed net terms X, Y
such that σ(X) = M, σ (Y ) = N . Since strong bisimilarity is transitive, we deduce that X ∼ Y . By Theorem 18
and since the SOS rules are in tyft/tyxt format [10], E(X) ∼ E(Y ). By Theorem 18, σ(E(X)) ∼ σ(E(Y )), hence
E(σ (X)) ∼ E(σ (Y )), so E(M) ∼ E(N ). We can repeat the same proof for rooted branching bisimilar MLNs,
replacing the tyft/tyxt format by the RBB safe format [7]. 
Note that with the interleaving firing rule from [9], both bisimulations are not congruences w.r.t. t-fusion. This is
one of the reasons for adopting the step firing rule (Definition 12).
5. Net equivalence
HML (Hennessy–Milner) temporal logic [12] allows us to formulate temporal properties of MLNs. It is possible to
formulate both state-based and event-based properties by addressing the removal/addition of tokens from non-ι places
and the firing of non-ι transitions. The possibility to reason about both states and events is one of the advantages
of Petri Net modelling [15]. In addition, HML can be used as a vehicle for showing that MLNs are not strongly
bisimilar. In order to avoid inconsistencies, we restrict conjunction to countable, i.e. finite or countably infinite sets of
predicates.
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Definition 20. The setH of HML predicates is the smallest set such that
λ ∈ H
¬λ ∈ H
,
A ⊆ H, A countable∧
A ∈ H
,
λ ∈ H, e ∈ E
〈e〉λ ∈ H
.
The satisfaction relation X |= λ between MLNs X and HML predicates λ is the smallest relation satisfying
X 6|= λ
X |= ¬λ
,
∀λ ∈ A : X |= λ
X |=∧ A ,
∃X ′ : X e−→ X ′ ∧ X ′ |= λ
X |= 〈e〉λ
.
We introduce the following abbreviations:
> = ∧∅, [e]λ = ¬〈e〉¬λ, ∨ A = ¬∧{¬λ | λ ∈ A},
⊥ = ¬>, λ ∧ µ = ∧{λ,µ}, λ ∨ µ = ∨{λ,µ}.
An example HML predicate is [α]〈β−〉> (after any α-step, token bag β can be removed), which mixes state-oriented
and event-oriented properties. The following theorem is standard (cf. [12]).
Theorem 21. MLNs are strongly bisimilar iff they satisfy the same HML predicates.
There exists a similar result for rooted branching bisimilarity with a weaker temporal language [18] that abstracts
from silent events. We define subclasses of MLNs for which the equivalence notions defined so far coincide. It is
trivial to show that isomorphism implies strong bisimilarity, which implies rooted branching bisimilarity.
Theorem 22. For controllable MLNs, isomorphism coincides with strong bisimilarity.
Proof. Let X, Y be non-isomorphic controllable MLNs. It suffices to show that X, Y are not strongly bisimilar. We
can findMLNs Z ,W (having nodes as labels) isomorphic to X, Y respectively such that L Z , LW are identity functions
and Z 6= W . Since we can interchange Z and W , one of the following statements must hold for some p ∈ PZ or
t ∈ TZ or α with α ≤ MZ .
1. p 6∈ PW ,
2. t 6∈ TW ,
3. α 6≤ MW
4. MZ = MW ∧ t ∈ TW ∧ IZ (t) 6≥ IW (t),
5. MZ = MW ∧ t ∈ TW ∧ IZ (t) = IW (t) ∧ OZ (t) 6≤ OW (t).
In each case, we give a HML predicate L such that Z |= L and W 6|= L .
1. 〈[p]+〉>,
2. 〈IZ (t)+〉〈[t]〉>,
3. 〈α−〉>,
4. 〈MZ−〉〈IZ (t)+〉〈[t]〉>,
5. 〈IZ (t)+〉〈[t]〉〈MZ−〉〈OZ (t)−〉>.
So by Theorem 21, Z and W are not strongly bisimilar. 
The following theorem corresponds to Theorem 6.1 in [8].
Theorem 23. Rooted branching bisimilar T -concrete MLNs are strongly bisimilar.
In Fig. 1, the MLNs B and C are strongly bisimilar but not isomorphic. MLNs F and G are rooted branching
bisimilar but not strongly bisimilar.
We give some simple rules for reducing MLNs modulo bisimilarity. We define the following reduction operators:
Rn (node removal), ΦA (place fusion) and WB,C (place weaving).
Definition 24. Let X be an MLN and let n ∈ PX ∪ TX , a ∈ N , A ⊆ PX such that ∀p ∈ A : L(p) = a and let
B,C ⊆ PX be disjoint. Moreover, assume that the nodes of X satisfy A 6∈ PX ∪ TX and (PX ∪ TX )∩ (PX × PX ) = ∅.
Then Rn(X) = Y,ΦA(X) = Z ,WB,C (X) = W , where Y, Z ,W are the MLNs defined in Table 3.
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Table 3
Reduction operator elaborations
PY = PX \ {n}, TY = TX \ {n}
∀p ∈ PY , t ∈ TY : FY (p, t) = FX (p, t) ∧ FY (t, p) = FX (t, p)
LY = LX  (PY ∪ TY )
MY = MX  PY
PZ = (PX \ A) ∪ {A}, TZ = TX
∀t ∈ TZ , p ∈ PX ∩ PZ : IZ (t)(p) = IX (t)(p) ∧ OZ (t)(p) = OX (t)(p)
∀t ∈ TZ : IZ (t)(A) = Σp∈A IX (t)(p) ∧ OZ (t)(A) = Σp∈AOX (t)(p)
∀n ∈ (PZ ∩ PX ) ∪ TZ : LZ (n) = LX (n)
LZ (A) = a
∀p ∈ (PZ ∩ PX ) : MZ (p) = MX (p)
MZ (A) = Σp∈AMX (p)
PW = (PX \ (B ∪ C)) ∪ {(p, q) | p ∈ B ∧ q ∈ C}
TW = TX
∀t ∈ TW , p ∈ PX ∩ PW : IW (t)(p) = IX (t)(p) ∧ OW (t)(p) = OX (t)(p)
∀t ∈ TW , (p, q) ∈ PW \ PX : IW (t)(p, q) = IX (t)(p)+ IX (t)(q)
∀t ∈ TW , (p, q) ∈ PW \ PX : OW (t)(p, q) = OX (t)(p)+ OX (t)(q)
∀n ∈ (PW ∩ PX ) ∪ TW : LW (n) = LX (n)
∀(p, q) ∈ PW \ PX : LW (p, q) = ι
∀p ∈ (PW ∩ PX ) : MW (p) = MX (p)
∀(p, q) ∈ PW \ PX : MW (p, q) = MX (p)+ MX (q)
Modulo isomorphism, the assumption about the nodes of X can always be met. Note that ϕa(X) = ΦA(X) with
A = {p | LX (p) = a}, even if A = ∅. Also note that WB,C amounts to place removal when one of the sets B,C is
empty. We will give conditions under which the application of a reduction operator leads to a result bisimilar to the
operand net. We start by defining some concepts.
Definition 25. Let X be an MLN. A place autobisimulation of X is a relation R ∈ PX × PX containing the identity
relation id(PX ) such that the relation {(AB(MXCX), BB(MXCX)) | AR¯B} is a bisimulation. Places p, q ∈ PX are
called place bisimilar if there exists a place autobisimulation R such that p R q .
A place p ∈ PX is called redundant in X if it has label ι and for all Y ∈ R(X) (Y reachable from X ) and β ∈ B(TX )
such that I˜Y (β)(p) > MY (p) there exists a place q ∈ PX with q 6= p such that I˜Y (β)(q) > MY (q).
The maximum place autobisimulation of an MLN X can be computed by starting with the relation {(p, q) |
LX (p) = LX (q)} and removing pairs that turn out not to be related, cf. [1]. Place bisimilar places have the same
label.
Redundancy of a place p means that p always contains enough tokens compared to other places; if a step β cannot
occur, it cannot occur even if an arbitrary amount of tokens were added to p. Often, redundancy of a place can be
proved by linear algebra; in [5], a tractable class of redundant places is defined.
We now formulate reduction rules allowing place fusion, node removal and weaving. Place removal is allowed for
redundant places and transition removal is allowed for duplicates of ι-labelled transitions with similar input and output
bags. Part 4 of the theorem specifies a weaving reduction w.r.t. input and output sets of ι-labelled transitions without
conflicts.
Theorem 26. Let X be an MLN.
(1) If p is redundant in X, then X and Rp(X) are strongly bisimilar.
(2) If there exist different u, t in TX such that IX (t) ≥ IX (u) and IX (u) + OX (t) = IX (t) + OX (u) and
LX (t) = LX (u), then X and Rt (X) are strongly bisimilar.
(3) If R is a place autobisimulation of X and F ⊆ PX is such that ∀p, q ∈ F : p R q, then ΦF (X) is strongly
bisimilar to X.
(4) If t ∈ TX such that LX (t) = ι, IX (t) 6≤ MX , IX (t) = Σa∈A[a], OX (t) = Σb∈B[b] where A, B are disjoint sets of
ι-labeled places and t is conflict free, i.e. ∀p ∈ A, u ∈ TX : p ∈ IX (u) ⇒ u = t , then X and Rt (WA,B(X)) are
rooted branching bisimilar.
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Fig. 4. Weave rule application.
Before giving the proof, we show some examples, considering the nets in Fig. 1. In net B, a place autobisimulation
can be found identifying the cb and cr-labeled places, so we can apply rule 3. We can then invoke rule 2, obtaining
net C . The equivalence of nets D and E can be also be proved by fusion and transition removal. Alternatively, we can
observe that D (resp. E) are obtained by applying the context γrc,cr(ξ ‖ Trc) to B (resp. C) and invoke Theorem 18.
Finally, the rooted branching bisimilarity of F and G follows from the weave and place removal rules, as illustrated
in Fig. 4. In this figure, H equals Rt (WA,B(F)), where t is the shaded transition, A = {p} is conflict-free, B = {q, r}
and IF (t) = [p], OF (t) = [q] + [r ]. So the theorem states that F and H are branching bisimilar. The place pr of H
is redundant, so F is also branching bisimilar to G = Rpr(H).
Proof. We prove the parts separately.
1. Let p, X be as stated. We prove that the relation ρ = {(Z , Rp(Z)) | Z ∈ R(X) is a strong bisimulation. Suppose
Z
α−→ Z ′. If α is a removal, then there exists a bag A of non-ι places such that Z ′ = ACZ and α = L¯ Z (A). Since
L Z (p) = ι, the bag A does not contain p, so Rp(Z ′) = ACRp(Z). Hence, Rp(Z) α−→ Rp(Z ′) and Z ′ ρ Rp(Z ′). If α
is an addition, the global rule can be invoked. If α is a step, then there exists a bag B of transitions such that α = Lˆ Z (B)
and Z ′ = O˜Z (B)B( I˜Z (B)CZ). By the definition of Rp, we conclude Rp(Z ′) = O˜Rp(Z)(B)B( I˜Rp(Z)(B)CRp(Z)),
and hence Rp(Z)
α−→ Rp(Z ′), since Lˆ Rp(Z)(B) = Lˆ Z (B). Moreover Z ′ ρ Rp(Z ′).
Suppose Rp(Z)
α−→ Y . If α is a removal or addition, Definition 12 gives a Z ′ with Rp(Z ′) = Y and Z α−→ Z ′. If
α is a step, we can find a transition bag B such that Y = O˜Y (B)B( I˜Y (B)CRp(Z)). The redundancy of p within Z
ensures that I˜Z (B)CZ is defined and by setting Z ′ = O˜Z (B)B( I˜Z (B)CZ) we have found a Z ′ with Rp(Z ′) = Y ,
Z
α−→ Z ′ and Z ′ ρ Y .
2. Let X, u, t be as stated. The relation {(Z , Rt (Z)) | Z ∈ R(X)} can be proved to be a bisimulation along the
lines of the proof directly above. For any transition bag A in Z corresponds a transition bag A′ in Rt (Z) satisfying
A′(u) = A(u) + A(t) and A′(x) = A(x) for x 6= u in TRt (Z). The condition on X ensures that A′CRt (Z) is defined
if ACZ is defined.
3. Let X, F, R be as stated. Set Y = ΦF (X) and let X0 = MXCX, Y0 = MYCY . Let f = id(PX ∩ PY )∪{(p, F) |
p ∈ F}. By the definition of the fusion operator, (ABX0) α−→ (A′BX0) implies ( f¯ (A)BY0) α−→ ( f¯ (A′)BY0) for any
A, A′ ∈ B(PX ). For any B, B ′ ∈ B(PY ) we have that (BBY0) α−→ (B ′BY0) implies the existence of A, A′ ∈ B(PX )
such that f¯ (A) = B, f¯ (A′) = B ′ and (ABX0) α−→ (A′BX0).
Let Q = {(ABX0, BBY0) | A f¯ B}. We shall prove that Q is a bisimulation. Let U Q V , where U = ABX0,
so V = f¯ (A)BY0. If U α−→ U ′ for some addition or removal or step α, then U ′ = A′BX0 for some A′. Thus,
f¯ (A)BY0
α−→ f¯ (A′)BY0, so Q is a simulation.
Conversely, if V
α−→ V ′ for some removal α, then there exists a bag B0 ∈ B(PY ) such that V = B0BV ′. By
the construction of ΦF , there exists a bag A0 ∈ B(PX ) and MLN U ′ with U ′ Q V ′ such that B0 = f¯ (A0) and
U = A0BU ′. Hence U α−→ U ′ and U ′ Q V ′. The case that α is an addition is similar. So let V α−→ V ′ for
some step α, i.e. there exist A0, A′0 such that f¯ (A0) = f¯ (A), V ′ = f¯ (A′0)BY0 and (A0BX0)
α−→ (A′0BX0). Since
J.F. Groote, M. Voorhoeve / Theoretical Computer Science 379 (2007) 1–19 15
f¯ (A0) = f¯ (A), we have by the definition of f that A0 R¯ A. Since R is a place bisimulation, there exists an A′ such
that U
α−→ (A′BX0) and f¯ (A′) = f¯ (A′0). Choosing U ′ = A′BX0, we have U
α−→ U ′ and U ′ Q V ′, proving that
Q−1 is a simulation. Clearly, f¯ (MX ) = MY , so X and Y are strongly bisimilar.
4. Let X, A, B, t be as stated. Set ρ = {(Z , Rt (WA,B(Z))) | Z ∈ R(X)}. We show that ρ is a rooted branching
bisimulation. Let Z ρ Y (so Y = Rt (WA,B(Z))) for some Z ∈ R(X).
Let α be an addition or a removal and suppose Z
α−→ Z ′. By taking Y ′ = Rt (WA,B(Z ′)) we have Y α−→ Y ′ and
Z ′ ρ Y ′, since the places removed and added by the weave rule are all ι-labeled. Now suppose Y α−→ Y ′. We again
can invoke the fact that the removed and added places are ι-labeled to deduce the existence of a Z ′ such that Z α−→ Z ′
and Z ′ ρ Y ′.
Now let α be a step and suppose Z
α−→ Z ′. So, there exists C ∈ B(TX ) such that Z ′ = O˜X (C)B( I˜X (C)CZ) and
LˆX (C) = α. Now let C ′ = C − C(t)[t]. The weave construction is such that Y ′ = O˜Y (C ′)B( I˜Y (C ′)CY ) does exist
and satisfies Z ′ρY ′. Also, LˆY (C ′) = α, so Y α−→ Y ′.
Finally, suppose Y
α−→ Y ′, i.e. Y ′ = O˜Y (C ′)B( I˜Y (C ′)CY ) for some C ′ ∈ B(TY ). Note that also C ′ ∈ B(TX ), since
TY = TX \ {t}. We shall find Z ′′, Z ′ such that Z τ−→ Z ′′ α−→ Z ′, Z ′′ ρ Y and Z ′ ρ Y ′. Let [A] = Σp∈A[p], [B] =
Σp∈B[p]. Let r ∈ B(PX ) → B(PX ) be recursively defined by r(x) = x if [A] 6≤ x and r(x) = r(x − [A] + [B])
otherwise. Since A and B are disjoint and A 6= ∅, the recursion is well-defined. Let Z ′′ = (PX , TX , FX , LX , r(MZ )).
Now Z ′′ can be reached from Z by zero or more concurrent firings of t and Z ′′ ρ Y by the weave construction. Since
t is conflict free and due to the weave construction, Z ′ = O˜X (C ′)B( I˜X (C ′)CZ ′′) does exist and satisfies Z ′′ α−→ Z ′
and Z ′ ρ Y ′. 
In fact, Definition 25 is such that X and Rp(X) are strongly bisimilar iff p is redundant. Note that often transitions
can be removed (rule 2) after nontrivial fusion (rule 3). Also note that the weave rule may increase the number of
places, so it does not necessarily simplify the net.
6. Example
We use MLNs to model components. The ι-labeled places and transitions constitute the internal state and hidden
methods of the component. The tokens in the visible (non-ι) places define the component’s visible state, that can be
inspected and updated by components in its interface. The visible transitions represent the actions (methods) that other
components can call.
The specification of a component is the equivalence class modulo rooted branching bisimilarity of its MLN model.
The MLN itself models the component’s implementation. It is possible to change the implementation without altering
the specification. By Theorem 19, the specification of a component will remain the same if the specification of the
subcomponents is not changed.
We give a small example, related to file transfer. A file f is connected to a component I , possessing transition aI
labeled a that accepts blocks (tokens) from f and sends them via sI to the network N . The network receives blocks via
rN and transmits them to another location via sN , where they are inserted in file g by a component O via transitions
rO and wO . The interface between I, O and N is by t-fusion, between I and f by consumption and between O and
g by production. In Fig. 5, the specifications of the subcomponents and their interconnection are shown. Blocks are
represented by tokens.
The net X is P f,0 ‖ I ‖ N ‖ O ‖ Pg,0 and Y is (τ{a,c,w} ◦ γa, f ◦ piw,g ◦ φs,r,c)(X). By the “weave” rule, the middle
transitions can be short-circuited modulo rooted branching bisimilarity, leading to Z . The net Z is even rooted
branching bisimilar to V . The nets V and W are not branching bisimilar, though: W can pass from the stage where
f has two tokens to the stage where f is empty by a single silent step, whereas V cannot. The nets V and W are
equivalent w.r.t. weak bisimulation (cf. [2]).
7. Conclusion and future work
This paper uses techniques from process algebra in order to support graphical (net) modelling. In Petri box algebra
[16], nets and algebra are also combined, but the aim is opposite: nets are used to provide a semantics that allows
causal reasoning.
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Fig. 5. File transfer example.
We have defined net components containing external and internal nodes. Operators are used to define net terms
representing net components. Nets have a step semantics and terms a Plotkin-style SOS semantics, which are proved
equivalent. A temporal language can be used to express properties of components and to show non-equivalence. Rules
can be used to reduce nets/terms to equivalent simpler ones.
In contrast to e.g. [20,14], we do not support causal reasoning. The techniques from process algebra used are
based on simple transition systems. Mathematical structures that respect causality generally have a more complicated
operational semantics.
At present, we are developing a modelling language where process algebra (with data) and (colored) Petri nets
can be combined to specify components. Modelling approaches are developed and taught to software engineering
students. The specification and verification of properties for components is further investigated.
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Appendix
We give the second part of the proof of Lemma 16.
Proposition 27. If h(Y ) e7−→ X ′, then σ(h(Y )) e−→ σ(X ′).
Proof. From h(Y ) e7−→ X ′, we deduce that X ′ = h(Y ′) for some term Y ′. We treat the various unary operators
and the step/removal cases separately, using Definitions 6 and 12 and prove h(σ (Y ))
e−→ h(σ (Y ′)) and thus
σ(h(Y ))
e−→ σ(X ′). The addition cases follow from the removal cases and the rules X α+7−→ Y ⇔ Y α−7−→ X
and M
α+−→ N ⇔ N α−−→ M .
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γa,b, pia,b, φa,b,c, ϕa (removal):
Suppose h(Y )
α−7−→ h(Y ′), with h ∈ {γa,b, pia,b, φa,b,c, ϕa}. From the SOS rules, we deduce Y α−7−→ Y ′, so by the
induction hypothesis σ(Y )
α−−→ σ(Y ′) so there exists a bag A such that σ(Y ) = ACσ(Y ′) and L¯σ(Y )(A) = α.
If h ∈ {γa,b, pia,b, φa,b,c}, we deduce h(σ (Y )) = ABh(σ (Y ′)), else h(σ (Y )) = BBh(σ (Y ′)), where the bag B
satisfies B(p) = Σq∈σ(Y )∧(Lσ(Y )(q)=a∨q=p)A(q).
In either case, h(σ (Y ))
α−−→ h(σ (Y ′)).
ρ f (removal):
If ρ f (Y )
α−7−→ ρ f (Y ′), then by the REr rule, we deduce Y β−7−→ Y ′, with α = f¯ (β) and ι 6∈ α. By induction,
σ(Y )
β−−→ σ(Y ′), so there is a bag A of non-ι places such that σ(Y ) = ABσ(Y ′) and β = L¯σ(Y )(A). Hence
ρ f (σ (Y )) = ABρ f (σ (Y ′)) and α = L¯ρ f (σ (Y ))(A). As ι 6∈ α, we have ρ f (σ (Y )) α−−→ ρ f (σ (Y ′)).
ρ f (step):
If ρ f (Y )
α7−→ ρ f (Y ′), then by the REs rule, we deduce Y β7−→ Y ′, with α = fˆ (β). By induction, σ(Y ) β−→ σ(Y ′), so
there are B, Z such that σ(Y ) = I˜Z (B)BZ , σ(Y ′) = O˜Z (B)BZ and β = Lˆ Z (B). Hence ρ f (σ (Y )) = I˜ρ f (Z)(B)BZ ,
ρ f (σ (Y ′)) = O˜ρ f (Z)(B)BZ and α = Lˆρ f (Z)(B). Thus, ρ f (σ (Y )) α−→ ρ f (σ (Y ′)).
φa,b,c (step):
If h(Y )
α7−→ h(Y ′) for h = φa,b,c, then by the TFs rule, we deduce Y β7−→ Y ′ where β = β ′ + n[a] + n[b] and
β ′(a) = β ′(b) = 0 for some n ≥ 0 and α = β ′ + n[c]. By induction, σ(Y ) β−→ σ(Y ′), so there is an MLN Z and
B ∈ B(TZ ) such that σ(Y ) = I˜Z (B)BZ , σ(Y ′) = O˜Z (B)BZ and β = Lˆ Z (B). Write B = Ba + Bb + B ′, where
L¯ Z (Ba) = n[a], L¯ Z (Bb) = n[b] and Lˆ Z (B ′) = β ′. Thus, we can find transitions ai and bi for i ∈ I with |I| = n
such that Σi∈I [ai ] = Ba,
∑
i∈I [bi ] = Bb. Then (ai , bi ) ∈ Th(Z) for i ∈ I and with C = B ′ +Σi∈I [(ai , bi )] we have
h(σ (Y )) = I˜h(Z)(C)Bh(Z), h(σ (Y ′)) = O˜h(Z)(C)Bh(Z) and α = Lˆh(Z)(C). Thus, h(σ (Y )) α−→ h(σ (Y ′)).
ϕa (step):
If h(Y )
α7−→ h(Y ′) for h = ϕa , then by the PFs rule, we deduce Y n[a]−7−→ Y1 n[a]+7−→ Y2 α7−→ Y ′ for some n ≥ 0
and terms Y1, Y2. By induction, using Lemma 15, we obtain σ(Y )
n[a]−−→ σ(Y1) n[a]+−→ σ(Y2) α−→ σ(Y ′). So there
exist A1, A2, B, Z such that σ(Y ) = A1Bσ(Y1), σ(Y2) = A2Bσ(Y1) = I˜Z (B)BZ and σ(Y ′) = O˜Z (B)BZ .
Moreover, Lˆ Z (B) = α and L¯ Z (A1) = L¯ Z (A2) = n[a]. By the definition of ϕa , we deduce that h(σ (Y )) =
h(σ (Y2)) = I˜h(Z)(B)Bh(Z) and h(σ (Y ′)) = O˜h(Z)(B)Bh(Z). Since Lˆh(Z)(B) = Lˆ Z (B) = α, we conclude that
h(σ (Y ))
α−→ h(σ (Y ′)).
γa,b (step):
If h(Y )
α7−→ h(Y ′) for h = γa,b, then by theCOs rule, we deduce Y n[b]−7−→ Y ′′ α7−→ Y ′ for some term Y ′′, with n = α(a).
By induction, using Lemma 15, we obtain σ(Y )
n[b]−−→ σ(Y ′′) α−→ σ(Y ′). So there exist A1, A2 ∈ B(Tσ(Y )), B ∈
B(Pσ(Y )), Z ∈ M with Lˆ Z (A1) = n[a], Lˆ Z (A2) = α − n[a], L¯ Z (B) = n[b] such that σ(Y ) = BB σ(Y ′′),
σ(Y ′′) = I˜Z (A1+ A2)BZ and σ(Y ′) = O˜Z (A1+ A2)BZ . Thus, for i ∈ I with |I| = n we can find ai ∈ TZ , bi ∈ PZ
such that Σi∈I [ai ] = A1 and
∑
i∈I [bi ] = B. Then (ai , bi ) ∈ Th(Z) for i ∈ I. Set A3 = Σi∈I [(ai , bi )]. By the
definition of γa,b, we deduce that h(σ (Y )) = I˜h(Z)(A3 + A2)Bh(Z) and h(σ (Y ′)) = O˜h(Z)(A3 + A2)Bh(Z). Since
Lˆh(Z)(A3 + A2) = Lˆ Z (A1 + A2) = α, we conclude that h(σ (Y )) α−→ h(σ (Y ′)).
pia,b (step):
Analogous to the step case for the γa,b operator. 
We now prove the second part of Lemma 17. First we treat the removal case, also covering the addition case by the
global rule. We then treat the step case.
Proposition 28. If σ(h(Y )) α−−→ M, there exists a term Y ′ such that M = σ(h(Y ′)) and h(Y ) α−7−→ h(Y ′).
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Proof. There exists an A such that σ(h(Y )) = h(σ (Y )) = ABM and L¯σ(h(Y ))(A) = α. The places in the bag A are
labeled, i.e. A(p) > 0 implies Lσ(h(Y ))(p) 6= ι. We treat the various cases for h separately.
h ∈ {γa,b, pia,b, φa,b,c, ρ f }:
There exists an M ′ such that σ(Y ) = ABM ′ and since M ′ = AC σ(Y ) and M = AC h(σ (Y )), we deduce
M = h(M ′). Moreover, σ(Y ) β−−→ M ′ with f¯ (β) = α if h = ρ f and β = α otherwise. Since ι 6∈ dom( f ), A
contains no ι-labelled places in σ(Y ). By induction, there exists a Y ′ such that σ(Y ′) = M ′ and Y β−7−→ Y ′. By the
SOS rules, h(Y )
α−7−→ h(Y ′). With M = h(M ′) = σ(h(Y ′)), the case is proved.
h = ϕa :
Let A = n[p]+ A′, where p is the fusion place and n = α(a). Since A′ does not contain a-labelled places, there exist
B,M ′ such that σ(Y ) = (B + A′)BM ′ and L¯σ(Y )(B) = n[a]. So σ(Y ) α−−→ M ′ and by induction there exists a Y ′
such that σ(Y ′) = M ′ (so σ(h(Y ′)) = M) and Y α−7−→ Y ′. By the PFr SOS rule, h(Y ) α−7−→ h(Y ′). 
Proposition 29. If σ(h(Y )) α−→ M and α is a step, then there exists a term Y ′ such that M = σ(h(Y ′)) and
h(Y )
α7−→ h(Y ′).
Proof. There exist A,M ′ such that σ(h(Y )) = I˜σ(h(Y ))(A)BM ′ and M = O˜σ(h(Y ))(A)BM ′ where L¯σ(h(Y ))(A) = α.
We treat the separate cases for h.
h = γa,b:
If h = γa,b then let A = A1 + A2, where A1 = ∑i∈I [(ai , bi )] consists of all the a-labeled transitions in A and
I is an index set of size n = α(a). For all i ∈ I we have L(ai ) = a and L(bi ) = b. Let B = ∑i∈I [bi ] and
A′1 =
∑
i∈I [ai ]. Then, by Definition 6, O˜σ(h(Y ))(A) = O˜σ(Y )(A′1+ A2) and I˜σ(h(Y ))(A) = I˜σ(Y )(A′1+ A2)+B. Thus,
σ(Y )
n[b]−−→ N α−→ N ′ for certain MLNs N , N ′ with N = I˜σ(Y )(A′1 + A2)Bσ(Y ) and N ′ = O˜σ(Y )(A′1 + A2)Bσ(Y ).
By induction and Lemma 15, we deduce that there exist terms Y ′′, Y ′ such that Y n[b]−7−→ Y ′′ α7−→ Y ′ and σ(Y ′) = N ′.
We then apply the COs rule, obtaining h(Y )
α7−→ h(Y ′).
h = pia,b:
We proceed similarly as in the proof for the case h = γa,b.
h = φa,b,c:
Let A = C + B, where C consists of all the “pair” transitions and B of the others. So we can find an index set
I of size n such that C = Σi∈I [(ai , bi )], where the ai are a-labelled and the bi are b-labelled transitions in σ(Y ).
By Definition 6, I˜σ(h(Y ))(C) = I˜σ(Y )(C1 + C2), where C1 = ∑i∈I [ai ] and C2 = ∑i∈I [bi ]. Hence, I˜σ(h(Y ))(A) =
I˜σ(Y )(C1+C2+ B) and similarly O˜σ(h(Y ))(A) = O˜σ(Y )(C1+C2+ B). Moreover, Lˆσ(h(Y ))(A) = n[c]+ Lˆσ(h(Y ))(B)
and so Lˆσ(Y )(C1 + C2 + B) = n[a] + n[b] + Lˆσ(Y )(B). Hence, σ(Y ) α−n[c]+n[a]+n[b]−→ N for an MLN N with
h(N ) = M . By induction, there exists a term Y ′ such that Y α−n[c]+n[a]+n[b]7−→ Y ′ and σ(Y ′) = N . We then apply the
TFs rule.
h = ϕa :
Write I˜σ(h(Y ))(A) as n[p] + B, where p is the fusion place and B(p) = 0. By Definition 6, as B does not
contain a-labelled places, I˜σ(Y )(A) = B + B ′, where B ′ is a bag of size n consisting of a-labelled places. Since
Mσ(h(Y )) ≥ n[p] + B, Definition 6 yields that Mσ(Y ) ≥ B + B ′′, where B ′′ is also a bag of size n consisting of
a-labelled places. Setting N = B ′B(B ′′Cσ(Y )), we thus have σ(Y ) n[a]−−→ B ′′Cσ(Y ) n[a]+−→ N , with h(N ) = M .
Induction and Lemma 15 yield Y
n[a]−7−→ n[a]+7−→ α7−→ Y ′ and σ(Y ′) = N . We then apply the PFs rule.
h = ρ f :
By Definition 6, σ(Y ) = I˜σ(Y )(B)BM ′ for some transition bag B, so Y fˆ (α)−→ M ′ with h(M ′) = M . By induction,
Y
fˆ (α)7−→ Y ′ for some term Y ′ and hence we can apply the REs rule. 
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