This paper presents a numerical method to implement the parameter estimation method using response statistics that was recently formulated by the authors. The proposed approach formulates the parameter estimation problem of Itô drift diffusions as a nonlinear least-square problem. To avoid solving the model repeatedly when using an iterative scheme in solving the resulting leastsquare problems, a polynomial surrogate model is employed on appropriate response statistics with smooth dependence on the parameters. The existence of minimizers of the approximate polynomial least-square problems that converge to the solution of the true least square problem is established under appropriate regularity assumption of the essential statistics as functions of parameters. Numerical implementation of the proposed method is conducted on two prototypical examples that belong to classes of models with wide range of applications, including the Langevin dynamics and the stochastically forced gradient flows. Several important practical issues, such as the selection of the appropriate response operator to ensure the identifiability of the parameters and the reduction of the parameter space, are discussed. From the numerical experiments, it is found that the proposed approach is superior compared to the conventional approach that uses equilibrium statistics to determine the parameters.
Introduction
Parameter estimation is ubiquitous in modeling of nature. The goal in this inverse problem is to infer the parameters from observations with sufficient accuracy so that the resulting model becomes a useful predictive tool. Existing parameter estimation techniques often belong to one of the following two classes of approaches, the maximum likelihood estimation [25] and the Bayesian inference such as Markov chain Monte-Carlo (MCMC) [6] , depending on the availability of prior information about the parameters. Since the model parameters are usually not directly measured, the success of any inference method depends crucially on the identifiability of the parameters from the given observations. When the dependence of the observations on the parameters are implicit, that is, through the model, sensitivity analysis (see e.g. the review article [5] ) is often a useful practical tool to determine the parameter identifiability.
In this paper, we consider the parameter estimation of ergodic stochastic differential equations driven by Brownian noises. When the corresponding invariant measure of the dynamical systems have an explicit dependence on the parameters, then these parameters can usually be inferred from appropriate one-time equilibrium statistical moments. A popular approach that exploits this idea is the reverse Monte Carlo method [15] developed in Chemistry. In particular, it formulates an appropriate nonlinear least-square system of integral equations by matching the one-time equilibrium averages of some pre-selected observables. Subsequently, Newton's iterations are used to estimate the parameters. At each iterative step, samples at the current parameter estimate are generated for Monte-Carlo estimation to approximate the least-square integral equations and the corresponding Jacobian matrix. In practice, this method can be rather slow due to the repeated sampling procedure. A severe limitation of this approach is that it is restrictive to inference of parameters of the equilibrium density.
This limitation can be overcome by fitting appropriate two-time statistics. As shown in our previous work [11] , we formulated the parameter estimation problem based on the linear response statistics subjected to an external forcing, which drives the system out of equilibrium. The fluctuation-dissipation theory, a hallmark in non-equilibrium statistical physics, suggested that the changes of the average of an observable under small perturbations can be approximated by appropriate two-time statistics, called the FDT response operators [31] . The key point is that these FDT response operators can be estimated using the available samples of the equilibrium unperturbed dynamics so long as we know the exact form of the invariant measure of the dynamics, which we will assume to be the case for a large class of problems, such as the Langevin dynamics and stochastic gradient flows. We should point out that the proposed approach relies on the validity of FDT response statistics, which has been studied rigorously for a large class of stochastic system that includes the SDE setup in this paper [9] . For deterministic dynamics, one can use for example the statistical technique introduced in [7] to verify the validity of the FDT linear response. Following the idea from [17, 18, 26] , we developed a parameter inference method using these response operators in [11] . While the method in [17, 18, 26] involves minimizing an information-theoretic functional that depends on both the mean and variance response operators, our approach fits a finite number of quantities, to be referred to as the essential statistics, which would allow us to approximate the FDT response operators, of appropriate observables (beyond just the mean and variance).
In our previous work [11] , we showed the well-posedness of the formulation in the sense that under infinite sampling, appropriate choices of essential statistics will ensure the identifiability of the parameters. In the present article, we follow up this formulation with a concrete numerical method to solve the resulting nonlinear least-square problems of integral equations involving the essential statistics and dynamical constraints. As one would imagine, the implementation of this approach will face several challenges. First, just like in the reverse Monte-Carlo method, naive implementation of an iterative method for solving this dynamically constrained least-square problem requires solving the model repeatedly. Second, certain essential statistics might not be sensitive enough to some of the parameters, which will lead to inaccurate estimations. To avoid solving the model repeatedly in the minimazation steps, we employ a polynomial surrogate model approach [20, 21] on the least-square cost function that involves the essential statistics. This approach is motivated by the fact that the cost function (or effectively the essential statistics) is subjected to sampling error and that the essential statistics have smooth dependence on the parameters, assuming that the Fokker-Planck operator of the underlying dynamics has smooth dependence on the parameters. Under appropriate regularity assumption on the essential statistics, we will provide a theoretical guarantee for the existence of minimizers of the approximate polynomial leastsquare problem that converge to the solution of the true least-square problem. To ensure the practical identifiability of the parameters, we employ an empirical a priori sensitivity analysis based on the training data used in constructing the polynomial surrogate models and a posteriori local sensitivity analysis to ensure the validity of the a prior sensitivity analysis.
The rest of the paper is organized as follows. In Section 2, we briefly review the concept of essential statistics and parameter inference method using the linear response statistics developed in [11] . In Section 3, we present the proposed numerical algorithm based on the polynomial based surrogate model and discuss its convergence (with detailed proof in the Appendices). In Sections 4 and 5, we show applications on two nonlinear examples, a Langevin model and a stochastic gradient system with a triple-well potential, respectively. In Section 6, we conclude the paper with a summary and discussion.
By standard perturbation technique, e.g., [25] , the difference between the perturbed and unperturbed statistics of any integrable function A(x) can be estimated by a convolution integral, that is,
In (2.2), the term k A (t ) is known as the linear response operator. The FDT formulates the linear response operator as the following two-time statistics
where B i and c i denote the i th components of B and c, respectively. We should point out that the existence of FDT has been studied rigorously under mild conditions [9] . A more explicit form is given by
where ρ is the solution of the Fokker-Planck equation
Here L denotes the generator of the unperturbed dynamics (2.1), and L * is its adjoint operator in the Notice that B † (X ):=B (X ;θ † ) can be determined analytically based on our assumption of knowing the explicit formula of p † eq . Given t , the value of k A (t ;θ † ) can be computed using a Monte-Carlo sum based on the time series of X at p † eq (x). Therefore, the linear response operator can be estimated without knowing the underlying unperturbed system in (2.1) so long as the time series of X at p † eq (x) and the explicit formula for this equilibrium density is known.
The FDT, along with the expression of the kernel function (2.3), has been implemented to predict the change of the expectation of the observable A [1] [2] [3] 8, 14, 19] . The advantage is that the response operator is defined with respect to the equilibrium distribution, which does not involve the prior knowledge of the perturbed density p δ . In statistical physics, the FDT is a crucial formulation to derive transport coefficients, e.g., electron conductivity, viscosity, diffusion coefficients, etc [31] . In the current paper, however, we propose to use the response statistics to infer the underlying true parameter value θ † .
Since this linear response operator is in principle infinite-dimensional, it is necessary for practical purposes to introduce a finite-dimensional approximation. The following parametric form of the response operator has been motivated by the rational approximation of the Laplace transform [16] . To explain the idea, consider the Laplace transformation of k A (t ;θ) denoted by K (s;θ), which can be approximated by a rational function in the following form In the time domain, k A (t ;θ) can be written explicitly as, 6) where I denotes the n-by-n identity matrix. Here m stands for the order of the rational approximation.
In [16] , the coefficients in the rational approximations were determined based on certain interpolation conditions, and such a rational approximation has been proven to be an excellent approximation for time correlation function. For the current problem, g m will be determined using finitely many essential statistics defined as follows. Figure 1 shows the performance of such a discrete representation, where the linear response operator arises from a Langevin model subjected to a constant external forcing (4.25), which will be discussed in Section 4. With such discrete representation we reduce our problem of inferring from an infinitedimensional k A (t ;θ † ) to a finite number of essential statistics. To derive a system of equations involving both θ and those essential statistics we introducê
We also define for j =0,1,
We should stress that (2.7) is not the FDT response, since the B † (x) in (2.7) is defined with respect to p † eq . The key idea in [11] is to estimate the true parameter values θ † by solving
Here, the term on the left-hand-side is estimated from the available sample at p † eq , and the term on the right-hand-side will be computed from the time series generated by solving (2.1) for a given θ ∈D. To ensure the solvability, we assume that the total number of equations in (2.8) is always greater than the dimension of the unknown parameters θ. For this over-determined scenario, we propose to solve (2.8) in the nonlinear least-square sense. The main difficulty in solving the nonlinear least-square problem comes from evaluatingk ( j ) A (t i ;θ), which often requires solving the model (2.1) repeatedly. In next section, we will propose an efficient numerical method to address this issue.
An Efficient Algorithm for Parameter Estimation
In the previous section, we formulated a parameter estimation method as a problem of solving a nonlinear system (2.8) subject to a dynamical constraint in (2.1). In a compact form, we denote the system (2.8) as
where θ ∈[−1,1] N and K > N . Our goal is to solve (3.9) in the sense of least-square, that is,
However, as we mentioned in the last section, we do not necessarily have the explicit expressions for f i (θ) and evaluating f i for certain values of θ requires solving the true model (2.1) to approximate the integral in f i (θ) by a Monte-Carlo sum. For example, if we apply the Gauss-Newton method to solve the nonlinear least-square problem (3.10), the overall computation will become very expensive since we have to solve the model (2.1) repeatedly. As a remedy, we apply the idea of polynomial based surrogate model which was introduced in [20, 21] to alleviate this part of computation.
Polynomial Based Surrogate Model
The key idea of our method is to approximate f i (θ) by a polynomial function f M i (θ). This is motivated by the fact that the sampling error cannot be avoided in computing the value of essential statistics, that is, there is uncertainty on the left-hand-side of (2.8). Thus, it is more reasonable to think of the nonlinear least-square solution of (3.10) as a random variable with certain distribution µ over [−1,1] N .
Furthermore, since { f i (θ)} are C 2 with respect to θ (Remark 2.1) whenever b and σ are (2.1) is C 2 with respect to θ, polynomial chaos expansion provides a natural choice of f M i (θ) based on the orthogonal polynomials with respect to µ.
For instance, if we consider µ∼U [−1,1], i.e., the uniform distribution, then the corresponding orthogonal polynomials are the Legendre polynomials {p n }. They are given by p 0 =1, p 1 = x and the recursive formula
which form a basis for
One can normalize p n by introducing P n := p n n +
In practice, there are two approaches to determine the coefficient α
. The first approach is the Galerkin method, which requires that the errors in the approximation in (3.11) to be orthogonal to the finitedimensional subspace of
In our convergence analysis, we will deduce the error estimates based on the coefficients obtained through this Galerkin (or least-square) fitting. Alternatively, one can determine the coefficient α
by the collocation method, that is, matching the values of f i at certain points of θ in D, denoted by Θ, which leads to the following linear equations
Since (3.12) is equivalent to a polynomial interpolation, a common choice of Θ is the product space of order-M C Chebyshev nodes, where
12) turns into a linear least-square problem). In the numerical examples in this paper, we will use collocation method to determine the coefficients.
(θ), we obtain a new least-square problem for the order-M polynomial based surrogate model, 
f i
∈C ([−1,1] N ), = 3 2 N +2, i =1,2,...,N , 2. Let θ † be the solution of (3.10) such that f i (θ † )=0, i =1,2,...,N ,
the Jacobian matrix of
Then there exists a sequence of minimizer {θ * M } such that
Remark 3.2. The second and third assumptions provide the well-posedness of the original nonlinear leastsquare problem (3.10). Since we discuss the parameter estimation problem under the perfect model setting, the second assumption naturally holds.
The proof of theorem 3.1 can be found in the Appendix. Here we will present the proof for the onedimensional case (K = N =1) to illustrate the main ideas. Notice that in the one-dimensional case, the formula in (3.11) is reduced to
where {P n } are normalized Legendre polynomials. We start with two Lemmas, which pertain to the pointwise convergence of f M , and the proof can be found in [12] . 
Here · ∞ denotes the L ∞ -norm on [−1,1]. In the proof of proposition 3.7, we also need (
To obtain such convergence, one needs higher regularity on f . In particular, we have: 1] ) and f M be the corresponding least-square approximation given by (3.15) .
Proof. Following the same idea in the proof of Lemma 3.4 [12] , we are going to show that
Cauchy sequence under L ∞ -norm. Notice for m >n,
which suggests that we need to find a L ∞ bound for P k . Using the recursion relation p n+1 −p n−1 =(2n + 1)p n and p n ∞ =1, we have
As a result,
From Lemma 3.3 we know that f ∈C
The remaining issue is whether ϕ = f . This is straightforward, since by Lemma
and the convergence is uniform with respect to x. Thus, ∀x ∈[−1,1],
So far, we have shown that with enough regularity of f , we have the uniform convergence of both
To show the existence of minimizer near θ † , the following Lemma is crucial.
Lemma 3.6. Let F :D ⊂R n →R be continuously differentiable in the domain D and suppose that there is
an open ball B (x 0 ,r )⊂D and a positive γ such that ∇F (x) −1 ≤γ ∀x ∈B (x 0 ,r ) and r >γ F (x 0 ) . Then
The proof can be found in [24] . In the one-dimensional case, Lemma 3.6 basically suggests that if a C 1 function f changes with a minimum speed (| f |>γ −1 ) on the interval (x 0 −r,x 0 +r ) and the function value at x 0 is small enough ( f (x 0 )≤ r γ ), then the function must reach zero in this interval. With Lemma 3.4-3.6, we are able to prove the following result which is the one-dimensional analogy of theorem 3.1.
Proposition 3.7. Consider the following one-dimensional nonlinear least-square problem
with solution θ † . If f is approximated by f M given by (3.15) and we assume that
and lim
Proof. From Lemma 3.4 and 3.5, we know that the first assumption provides 
. This implies that there exists a positive constant
At θ =θ † , we have
where we used the fact that
Thus, we are able to select 
Apply the mean value theorem to f (θ
Convergence of the Algorithm
In algorithm 1, we are solving a least-square problem (3.13). For the Gauss-Newton method, a standard local convergence result under a full rank assumption of the Jacobian matrix is well known (e.g., see Chapter 2 of [13] for details). To achieve such a local convergence in our numerical algorithm, we will now verify the full rank condition in the polynomial chaos setting.
For our problem, the Jacobian matrix
is an element of the finite-dimensional polynomial space Γ M N defined by
Using linear independence concept over the function space Γ M N and some fundamental results in algebra, we can prove the following theorem.
is nowhere dense over R N .
Proof. See Appendix.
Remark 3.9.
Here N (J ) is the set of θ for which J (θ) is not full rank in the matrix sense. In our application, N is the dimension of the parameter θ, K is the total number of equations in (3.9) and M is the order of approximation used in (3.11 
Example I: The Langevin Model
For the first example, we consider a classical model in statistical mechanics: the dynamics of a particle driven by a conservative force, a damping force, and a stochastic force. In particular, we choose the conservative force based on the Morse potential 20) where the last quadratic term in U 0 acts as a retaining potential (also known as a confining potential), preventing the particle from moving to infinity. For this one-dimensional model, we rescale the mass to unity m =1, and write the dynamics as follows
whereẆ is a white noise. The generator of the system (4.21), denoted by L , is given by
The smooth retaining potential U (x) guarantees the ergodicity of the Langevin system (4.21) ( e.g., see [25] for more details). Namely, there is an equilibrium distribution (Gibbs measure) p eq (x,v), given by 
Reduction of the Parameter Space
In our previous work [11] , we have suggested an approach to estimate T † and γ † directly from the essential statistics. To construct such essential statistics, we consider a constant external forcing δ f with δ 1. The corresponding perturbed system is given by
that is, c(x)=(0,1) in the FDT formula (2.3). By selecting the observable A =(0,v) , we work with the (2,2) entry of the response operator given by [v(t )v(0)] for t >0, we obtain
(4.26)
Let t →0 + in (4.26) and recall that v ∼N (0,k B T ) at equilibrium, we have 27) where both the left-hand-sides can be computed from the sample. Thus, (4.27) provides direct estimates for T † and γ † . As a result, the original parameter estimation problem can be reduced into estimating ( † ,a † ,x † 0 ) in the potential function U , which is a non-trivial task since the dependence of p eq on these parameters is quite complicated. With these estimates, B † becomes available since it only depends on k B T † , which allows one to compute M j (t i ) in (2.8) and avoid the issue pointed out in Remark 2.4.
Parameter Estimation Approaches
In this subsection, we focus on the three-dimensional parameter estimation problem with θ :=( ,a,x 0 ). First, we review the conventional approach which matches the equilibrium statistics of x. Then, we discuss the proposed new approach using the essential statistics. In particular, we perform a sensitivity analysis to determine the identifiability of the parameters from the essential statistics. Finally, we present the numerical results including a comparison between the conventional and the new approaches.
Conventional Method
We first look at what we can learn from the equilibrium statistics. Since the marginal distribution of x at equilibrium state is proportional to exp(−U (x;θ)/k B T ), a natural idea is to match the moments of x with respect to this equilibrium density. In particular, one can introduce the following three equations 28) where the left-hand-sides are computed from the given data while the right-hand-sides are treated as functions of ( ,a,x 0 ), obtained from solving the model (4.24). The following pre-computation simplifies equation (4.28) into a one-dimensional problem.
To begin with, we define the probability density functions
in terms of U and U 0 , respectively. With a change of variables y := a(x −x 0 ) the normalizing constants N and N 0 satisfy
As a result, the first two equations in (4.28) can be written into 
Sensitivity Analysis of the Essential Statistics
To ensure a successful parameter estimation, it is useful to gather some a priori knowledge of the parameter identifiability from the proposed essential statistics. This is important especially since there are non-unique choices of essential statistics to be fitted and we want to ensure that we can identify the parameters from appropriate essential statistics: Recall that the essential statistics are defined based on the choices of external forcing and observable.
While local sensitivity analysis such as the pathwise derivative method described in [27] is desirable, it requires knowledge of the true parameters which are not available to us. Essentially, the pathwise derivative method is to computeȳ θ :=E[Y (t ,ω)], where Y (t ,ω):=D θ X (t ,θ)] and the expectation is defined with respect to the density of the Itô diffusion (written in its integral form),
Since we have no explicit solutions of the density ρ(x,t ;θ), one way to approximateȳ θ is using an ensemble average of the solutions of the following equation,
(4.32)
Notice that this equation depends on (4.31) and the unknown parameters, θ. The dependence on θ implies that one cannot use this method for a priori sensitivity analysis. However, it can be used for a posteriori sensitivity analysis, evaluated at the estimates, to verify the difficulties of the particular parameter regimes.
As an empirical method for a priori sensitivity analysis, we simply check the deviation ofk(t ,θ) as a function of the training collocation nodes, θ ∈Θ, which are available from Step 2 of Algorithm 1. Of course, a more elaborate global sensitivity analysis technique such as the Sobol index [29] can be performed as well but we will not pursue this here. From this empirical a priori sensitivity analysis, we found that the corresponding essential statistics, E p eq [v(t )v(0)] is not sensitive to x 0 . But it is sensitive to a, and strongly sensitive to . Also, the sensitivity of the low damping case (γ=0.5) is stronger than the high damping case (γ=0). To verify the validity of this empirical method, we compute the local sensitivity analysis indicesȳ θ :=E[Y (t ,ω)], where Y (t ,ω) solves (4.32) with the true parameters (again this is not feasible in practice since the true parameters are not available). v(t ,x 0 ), the joint system of (4.31) and (4.32) (written in differential form) is given as follows,
There is no stochastic term in the last equation, since the noise in the Langevin model is additive with coefficient independent of x 0 . Notice that (x x 0 ,v x 0 )≡(1,0) is a fixed point for the last two equations in (4.33) because of
As a result, by choosing the initial condition to be (x(0),v(0))=(x 0 ,c) for an arbitrary constant c, one can claim that the solution v(t ) of the Langevin model (4.21) is independent of x 0 . Thus, under this circumstance
, confirming the conclusion from our empirical a priori sensitivity analysis.
While this parameter insensitivity may seem discouraging, we can use it to our advantage to simplify the problem. That is, we can assign an arbitrary value to x 0 in applying the Algorithm 1 and consider estimating only θ =(a, ). Once these two parameters are estimated, we can use the formula in (4.29) to estimate x 0 .
We also use this local sensitivity analysis to verify the validity of the a priori sensitivity analysis with respect to and a. Since it is difficult to analyze explicit behaviors as above, for a given realization of the Langevin model, we solve the remaining ODEs by the fourth order Runge-Kutta method. Figure 2 shows the numerical results ofv a andv , where the average is estimated over 3000 realizations of the Langevin model. Based on the scales ofv a andv in Figure 2 , we confirm the validity of the sensitivity of the twotime statistics E p † eq [v(t )v(0)] that was found empirically. Namely, the identifiability of is stronger than a and the identifiability of the low damping case (γ=0.5) is stronger than the high damping case (γ=5.0).
Numerical Results
We now present several numerical results. Based on a time series of size 10 7 (with temporal lag h = . The data, in the form of a time series, are generated from the model (4.24) using an operator-splitting method [30] , which is a strong second-order method.
Low Damping Case
We start with the conventional method. To examine the sensitivity of the estimation for Table 1 : Full and partial estimates of the conventional method using the equilibrium statistics (above) and the estimates using essential statistics (below): the low damping case.
The results have been listed in Table 1 . We clearly observe that the results of the conventional method is sensitive to the value ofT . To explain the sensitivity, recall that in solving (4.30), a and x 0 are viewed as functions of . This suggests that the high sensitivity would occur if
where a( ) and x 0 ( ) are given by (4.29) and the implicit function theorem has been used. By direct computation, we get
Since the explicit formula for the partial derivative with respect to is not easy to compute, its value will be computed using a finite difference formula. Evaluating it at (k B T, ,a,x 0 )=(1,0. Next we report the estimations obtained from the new approach using essential statistics, and the results are listed in Table 1 The results from this test indicate that for the conventional method, it is difficult to obtain very accurate estimates for † , unless T † can be estimated accurately, e.g., by using longer time series. In contrast, the proposed approach of using essential statistics is much less sensitive to the error inT . This approach, however, requires a pre-computing step as noted in Algorithm 1. In our numerical test, we solved the model (4.21) on 64 collocation nodes to evaluate the essential statistics over different values of ( ,a), that is, an order M C =8 Chebyshev nodes were used to construct the Θ used in (3.12). However, as we have previously alluded to, this can be done in parallel, and it will not become a serious issue as long as the dimension of the parameter is relatively small. As for the value of M in (3.12) we picked M =6. (Same scheme was applied to the high damping case) Another interesting issue arises when the damping parameter is large. Since the conventional method fully relies on one-point statistics with respect to equilibrium density, it is important to have high-quality independent samples. In Figure ( left) 4, we show the time correlation of x for both the low damping regimes (γ=0.5) and high damping regime (γ=5.0). We observe that in the latter case, the autocorrelation function of x decays much slower, indicating a strong correlation among the samples with small lags. In this case, the estimates from the conventional method will deteriorate due to the difficulty in obtaining high quality independent sampling. 
High Damping Case
In this section, we focus on the high damping regime γ † =5.0. We will also make a connection between Figure 2 and the estimation using the essential statistics. As shown in Figure 4 (left), we no longer have a fast decay of the time auto-correlation of x. As a result, without changing the sample size, significant error will occur in estimating the moment of x used in the conventional method. Table 2 : Full and partial estimates of the conventional method using the equilibrium statistics (above) and the estimates using essential statistics (below): the high damping case.
This can be clearly seen from the results listed in Table 2 (above). In particular, besides suffering from the sensitivity toT , the error in estimating E p † eq [x n ] for n =1,2,3 also leads to inaccurate estimates for † , a † and x † 0 . We should point out an interesting fact, that is, although the marginal distribution of x at the equilibrium state is independent of γ, a large value of γ causes difficulties in estimating the moments of x in practice. Table 2 and Figure 3 (right) show the numerical results using the essential statistics. Although the relative error is not as small as in the low damping case, it is still lower than the estimates from the conventional method. Here is how our method is implemented: Similar to the low damping case, (4.29) is used in estimating the value of a † based on the estimatesˆ . The 20 essential statistics here are given by k A (t i ;θ † ) for t i =0.04i +0.2, i =1,2,...,20 (suggested by the time auto-correlation of v shown in Figure   4 (right)), which are in a much shorter time interval. Compared to the low damping case, the loss of accuracy can be verifie d based on the sensitivity analysis (Figure 2 ), which indicated that the parameters (a,x 0 ) in this regime are less identifiable when γ is large.
Example II: A Gradient System with a Triple-Well Potential
Our next example is a gradient system driven by white noise. We consider a two-dimensional stochastic system as follow,
where W t is a two-dimensional Wiener process, V is a potential energy, and D is a matrix defined by
The generator L of the system (5.34) satisfies
We choose a triple-well potential function V similar to the model in [10] ,
where χ (−a,a) (z) denotes the characteristic function over the interval (−a,a). Notice that the matrix C is positive definite. The additional quadratic term 0.
in the triple-well potential (5.36) is, again, a smooth retaining potential. It is well known [25] that the triple-well model (5.34) yields an equilibrium distribution given by
which is independent of parameter d , the off-diagonal element of C . In the numerical tests, we set (d † ,a † ,k B T † ,γ † )=(0.5,1,1.5,0.25) as the true values of the parameters. Figure 5 shows the contour plot of the potential and the scatter plot of the time series under this set of parameters. To generate the data from (5.34), we applied the weak trapezoidal method introduced in [4] , which is a weak second-order method.
The Essential Statistics and Reduction of the Parameter Space
Similar to the Langevin model, we consider an external forcing that is constant in x. Subsequently, the perturbed dynamics is given by,
where |δ| 1. If we select A(x):=x as the observable, the corresponding linear response operator reads
where B =(B 1 ,B 2 ) with given by (2.3). As a result, the entries of the linear response operator k A (t ;θ) satisfy
where V x i denotes the partial derivative of V with respect to x i . Using integration by parts one can show that
which leads to
This is known as the equipartition of the energy in statistical mechanics.
Notice that the response operators k (i , j ) (t ;θ † ) are not accessible due to the fact that the function
. This is precisely one of the issue raised in Remark 2.4. For gradient flow systems, this problem can be overcome by introducing a linear transformation to another set of two-time statistics. We define,
and consider their time derivatives. Following the same calculations that led to (4.26), we obtain the following identities for t >0
It is more helpful to rewrite (5.42) into a linear system for t >0
where the coefficient matrix is non-singular since d ∈(−1,1). This linear relationship suggests that one can consider fitting m i , j in placed of k i , j , since the former is numerically accessible. 
Numerical Results
As we have pointed out earlier, the linear response operator, k (i , j ) (t ;θ † ) (5.39), are not directly acces- In light of the fact that m 1,1 (t ;θ) is the two-time statistics of x 1 , we can apply the empirical a priori sensitivity test by checking the dependence ofk(t ,θ) over the training collocation nodes θ =(a,γ)∈Θ, which are available to us from Step 2 of Algorithm 1. In this numerical experiment, the training used 25 collocation nodes, θ ∈Θ. To validate this empirical sensitivity test, we also perform the local sensitivity analysis as described in Section 4.2.2 to parameters a and γ (which, again, is not possible in practice since the true parameters are unknown). The results are shown Figure 6 The estimates are shown in Table 3 . We also show in Figure 6 (right) the contour plot of the cost function together with the estimates based on 300 uniformly generated initial guesses. Notice that the true parameter value does not lie on the lowest contour value and these discrepancies are due to the surrogate modeling and quality of the samples. However, the estimatesâ andγ are still reasonably accurate, as reported in Table 3 . We should point out that the estimatesâ andγ reported in this One interesting question is whether the approximate values of the parameters can reproduce the essential statistics, which is useful in predicting non-equilibrium averages in the presence of external forces. Using the estimates reported in Table 3 , we compare the resulting two-time statistics used in estimating the parameters, m 1,1 (t ;θ), with the corresponding true statistics, m 1,1 (t ;θ † ) (see Figure 7 , left).
In Figure 7 (right), we also compare the estimated response operator, k 1,1 (t ,θ), and the true response operator, k 1,1 (t ,θ † ). Excellent agreement is found.
Summary and Further Discussion
This paper presented a parameter estimation method for stochastic models in the form of Itô drift diffusions. Instead of relying on the underlying one-time equilibrium statistics, we proposed to infer the model parameters from the essential statistics formulated using the fluctuation dissipation theory. Building upon the framework established in our previous work [11] , we formulated the problem as a nonlinear least-square problem subjected to a dynamical constraint. To avoid expensive computational cost in evaluating the essential statistics at each iteration when Gauss-Newton method is used, we proposed to solve an approximate least-square problem based on the polynomial surrogate modeling approach. This approach is motivated by the fact that sampling error cannot be avoided in computing the value of essential statistics and the essential statistics are smooth functions of the parameters. We guaranteed the existence of minimizers of the approximate least-square problem that converge to the solution of the true least-square problem that involves the essential statistics under the assumption that these statistics are smooth functions of the parameters. We also showed that the polynomial approximate least-square problem has a Jacobian that is full rank almost everywhere, which implies the local convergence of Gauss-Newton solutions. We tested the proposed methods on two examples that belong to two large classes of stochastic models -a Langevin dynamics model and a stochastic gradient system. In general, we expect that the parameter estimation procedure should be carried out as follows.
1. Reduce the parameter space by direct estimation using appropriate statistics that are easily computable, whenever this is possible.
2. Based on the observable of interest, the function form of the equilibrium density, the external forcing term, and the available data, identify appropriate essential statistics for the remaining parameters using a priori sensitivity analysis test. In our implementation, we compare the essential statistics computed on the training parameter values (e.g., collocation nodes). A more elaborate global sensitivity analysis technique such as the Sobol index [29] can be used to determine the parameter identifiability.
3. For the remaining parameters, formulate a nonlinear least-square problem using the appropriate essential statistics at some training parameter values.
4. Apply algorithm 1 to obtain the estimatesθ of the true parameter values θ † .
5. Apply a sensitivity analysis, such as the local sensitivity analysis as discussed in Section 4.2.2 as a posteriori confidence check for the estimates. If the parameters are found to be insensitive the selected response statistics, go back to Step 3 and choose a different set of response statistics.
One of the restrictions with our formulation is to be able to compute B † in (2.7), which may require knowledge of (some of) the true values θ † and this is not feasible in general. As a result, the non-linear system (2.8) cannot be evaluated without knowing the true parameters. For the Langevin dynamics, we found that the parameter k B T † in B † can be estimated with the one-time statistics, variance of v. For the gradient flow problem, there exists an invertible linear transformation between the linear response statistics that are not computable and other two-time statistics that can be estimated without knowing the true parameter values. Since the numerical algorithm 1 does not rely on the FDT formulation, one can apply it on any available two-time statistics, e.g., time auto-correlations of the solution. We are not aware of a general routine that bypasses this difficulty. But as we have demonstrated, at least for general Langevin dynamics models and stochastic gradient systems, this idea will work. One of our ultimate goals is to use this method for parameter estimation of molecular modeling, in which a Langevin type of model is usually used. The potential energy typically involves a large set of parameters, e.g., the stiffness constants associated with bond stretching and deformation of bond angles, as well as the coefficients in the van de Waals and screened electro-static interactions. The selection of damping coefficients is also non-trivial, see the review paper [23] for various perspectives. Compared to the existing methods, the novelty of our approach is that we use the response statistics to formulate the parameter estimation problem, which can reveal parameters that do not appear in the equilibrium density. In addition, the polynomial surrogate model provides an efficient mean to solve the nonlinear least-square problem.
To achieve this goal, however, there are some remaining challenges. For large parameter space, we suspect that one needs to combine the existing methods to compute the parameters associated with the equilibrium density as one way to reduce the problem (as suggested in Step 1 above) with the proposed method to estimate the remaining parameters. Second, the proposed method requires high quality and possibly large amount of samples for accurate evaluation of the essential statistics. However, since the essential statistics depend on the choice of the observable and external forcing, approximating highdimensional integral can be avoided so long as the dimensions of the ranges of these two functions are small. Secondly, the underlying model might be subject to modeling error. For example, the model may be derived from a multiscale expansion or just empirically postulated. The formulation of the response statistics in the presence of modeling error will be investigated in separate works.
A Proof of Theorem 3.1
In section 3.2 we presented the convergence result theorem 3.1 and included the proof for onedimensional case. Here we show the proof for the general N -dimensional case. We will first generalize Lemma 3.3-3.5 to the N -dimensional case. Consider the least-square approximation of g (θ i ) and apply Lemma 3.3 to the corresponding coefficients. We are able to draw the conclusion. 
