A finite word w ∈ {0, 1} * is balanced if for every equal-length factors u and v of every cyclic shift of w we have ||u| 1 − |v| 1 | ≤ 1. This new class of finite words were defined in [3] .
Introduction
Sturmian words were first studied by Morse and Hedlund in [6] , since then being one of the core interests in combinatorics on words, and finite balanced words were first introduced and studied in [3] . These words are closely linked because every Sturmian word is balanced, as an infinite word, and every finite balanced word is a factor of some Sturmian word. Every factor of a Sturmian word is not however necessarily a finite balanced word. For a well-known survey on Sturmian words one should look [1] . In this article we will study only finite words.
Besides balanced words, this paper is related more closely to the most unbalanced words 0 q−p 1 p . In [2] there were given many new properties for balanced words in terms of ma-jorization. Majorization is a common notion in many branches of mathematics and has many applications, for example in probability, statistics and graph theory. We will notice that also the words 0 p 1 q−p have many extremal properties in terms of majorization, opposite to the balanced words. This makes it meaningful to call these words the most unbalanced words.
In section 2 we will give the counterpart of Theorem 2.3 from [2] , which says that the base-2 orbit of the balanced word is the least element in the set of orbits with respect to partial sum. In this article we will prove that the base-2 orbit of the most unbalanced word is the greatest element. Hence, this result places every other word, with the same number of ones and zeros, between these two extremal words.
In section 3 we will give the counterpart of Theorem 1.2 from [2] , which says that the product of the elements in the base-2 orbit of a word is maximized precisely when the word is balanced. In this article we will prove that the product is minimized when the word is the most unbalanced word. This is done in the case where the number of zeros is greater than the number of ones.
In section 4 we will do the same for partial product what we did for partial sum in section 2. The result that the base-2 orbit of the balanced word is the least element also with respect to partial product has not been proved, but it seems very likely to be true. In any case, we will prove that the base-2 orbit of the most unbalanced word is the greatest element also with respect to partial product. For this, we will use the result from section 3, which means that the result is proved in the case where the number of zeros is greater than the number of ones.
Definitions and notation
We denote by A an alphabet, i.e. a non-empty finite set of symbols called letters. A word w over A is a finite sequence w = w 1 w 2 . . . w n , where ∀i : w i ∈ A. The empty word ǫ is the empty sequence. The set A * of all words over A is a free monoid under the operation of concatenation with identity element ǫ and set of generators A. The free semigroup A + = A * \ {ǫ} is the set of non-empty words over A. The length of a word w = w 1 w 2 . . . w n ∈ A n is denoted by |w| = n. The empty word is the unique word of length 0. By |w| a , where a ∈ A, we denote the number of occurrences of the letter a in w. A word x is a factor of a word w ∈ A * if w = uxv, for some u, v ∈ A * . If u = ǫ (v = ǫ) then we say that x is a prefix (resp. suffix ) of w. The set F(w) is the set of all factors of w and the set Alph(w) is the set of all letters that occur in w.
Other basic definitions and notation in combinatorics on words can be found from Lothaires books [4] and [5] .
Preliminaries
The lexicographic order of words u = u 1 . . . u n and v = v 1 . . . v n in A n is defined by: u < v if there exists j ∈ {1, . . . , n} such that u k = v k for all k = 1, . . . , j − 1 and u j < v j . We denote u ≤ v if either u < v or u = v. The cyclic shift σ : A n → A n is defined by σ(w 1 . . . w n ) = w 2 . . . w n w 1 . The orbit O(w) of a word w ∈ A n is the vector
where the words O i (w) are the iterated cyclic shifts w, σ(w), . . . , σ n−1 (w) arranged in lexicographic order from the smallest to the largest.
In this paper we will restrict ourselves to binary alphabet, i.e. A = {0, 1}, where we define that 0 < 1. We will denote by (w) 2 = n i=1 w i 2 n−i the base-2 expansion of a word w = w 1 w 2 . . . w n and define the base-2 orbit of w by
A finite word w ∈ {0, 1} * is balanced if for every equal-length factors u and v of every cyclic shift of w we have ||u| 1 − |v| 1 | ≤ 1. If a word is not balanced then it is unbalanced. Notice that for example the word 001010 is not balanced even though it is a factor of a Sturmian word and hence a factor of an infinite balanced word.
Let p and q be coprime integers such that 1 ≤ p < q. W p,q will denote the set of binary words w ∈ A q such that |w| 1 = p and |w| 0 = q−p. From [1] we know that there are q balanced words in W p,q and they are all in the same orbit. We define W p,q to be the set of all orbits in W p,q and get that there is a unique balanced orbit in each W p,q . Because the orbit depends only from one of its components, we will use the lexicographically smallest component O 1 (w) to represent the orbit. So for example the orbit (00101, 01001, 01010, 10010, 10100) will be represented notationally by 00101. Example 1.1. If (p, q) = (2, 5) then the set of all orbits is W 2,5 = {00011, 00101}, where 00011 = (00011, 00110, 01100, 10001, 11000), 00101 = (00101, 01001, 01010, 10010, 10100). The base-2 orbits are I(00011) = (3, 6, 12, 17, 24) and I(00101) = (5, 9, 10, 18, 20) .
For w, w ′ ∈ W p,q the base-2 orbit I(w) = (w 1 , . . . , w q ) of w is said to majorize the base-2 orbit I(w
The majorization defines a partial order on the set W p,q . We can easily calculate that
1)p, which was stated already in [3] after Definition 2.1. We denote the partial sums of the orbit of w by S i (w) = i k=1 I k (w).
Similarly, for w, w ′ ∈ W p,q the base-2 orbit of w is said to majorize with respect to product the base-2 orbit of w
The majorization with respect to product also defines a partial order on the set W p,q . We denote the partial products of the orbit of w by P i (w) = i k=1 I k (w). Let us then present Jenkinsons theorems from [2] .
3) For any coprime integers 1 ≤ p < q, the unique balanced orbit b ∈ W p,q is the least element in (W p,q , ≺). In other words, for any w ∈ W p,q ,
is maximized precisely when w is balanced. The next conjecture, stating Theorem 1.2 for partial product, is very likely to be true. One might be able to prove it using similar idea that Jenkinson used for partial sum. In any case, we will prove the counterpart of it for the most unbalanced word. Conjecture 1.4. For any coprime integers 1 ≤ p < q, the unique balanced orbit b ∈ W p,q is the least element in (W p,q , ≺ p ). In other words, for any w ∈ W p,q ,
Partial sum
In this section we will prove the counterpart for Theorem 1.2. We will not need the condition that q and p are coprime. The word u = 0 q−p 1 p is called the most unbalanced word in W p,q and the orbit of u is called the most unbalanced orbit in W p,q . Example 2.1. If (p, q) = (3, 8) then the set of all orbits is W 3,8 = {00000111, 00001011, 00001101, 00010011, 00010101, 00011001, 00100101}. The base-2 orbits and the partial sums of those orbits are listed in Table 1 . From these partial sums we can see the partial ordering of the set W 3,8 , which is drawn in Figure 1 . 00000111 00001011 00001101 00010011 00010101 00011001 00100101 From now on, to make the notation easier, we will suppose that the base-2 expansion (a 1 a 2 . . . a n ) 2 = n i=1 a i 2 n−i can contain numbers also different from 0 or 1, i.e. a i ∈ N. If there is a power a k i inside a base-2 expansion (a 1 a 2 . . . a n ) 2 then we suppose it means that the number a i appears k times in a row. If we have a number with two or more digits then we put parentheses around it. For example (0012
We will start with a lemma that states some simple formulas on base-2 numbers, which we will need in the proof of Theorem 2.3. Notice that for example (003000) 2 = (000600) 2 , (0040) 2 = (0200) 2 , (010000000) 2 = (001111112) 2 and (001111111) 2 < (010000000) 2 . The next lemma uses these kind of facts.
Figure 1: The partially ordered set (W 3,8 , ≺). If p and q grow large, the poset (W p,q , ≺) grows very complex and it is hard to yield any other general results except the two extremal elements.
Theorem 2.3. For any integers 1 ≤ p < q, the most unbalanced orbit u = 0 q−p 1 p ∈ W p,q is the greatest element in (W p,q , ≺). In other words, for any w ∈ W p,q ,
Proof. We mark w = 0 r 1 1
The orbits of w and u are marked with (w 1 , . . . , w q ) and (u 1 , . . . , u q ).
We get Table 2 by writing the orbits of u and w in (lexicographic) order. There are p number of ones and n ≥ 2 so words w q−p+1 and w q−p+2 start with 10 (the rest of the word is marked with w ′ i ). For the same reasons words w q−p and w q−p−1 start with 01. For words from w 1 to w q−p−2 we get that w i cannot be smaller than a word which we get by increasing the number of zeros in front of the word by one, starting from w q−p−1 . This is because the number of zeros in front of the word cannot increase with more than one, when moving one word upwards, and we clearly get a larger word if it does not increase. Similarly, for words from w q−p+3 to w q we get that w i cannot be larger than a word which we get by increasing the number of ones in front of the word by one, starting from w q−p+2 . We will suppose that all these words w i start as described.
Now we see that estimated the words from w 1 to w q−p−2 to be the smallest possible. Similarly
because we estimated the words from w q−p+3 to w q to be the largest possible. Now we get that
The only thing we need to prove anymore is our assumption S q−p (u) ≤ S q−p (w) in the previous paragraph. Direct calculation gives:
Now we divide the proof into three cases: 1) n ≥ 4, 2) n = 3 and 3) n = 2. 1) Because n ≥ 4 the words w q−p , w q−p−1 , w q−p−2 and w q−p−3 start with 01. It is enough to take only these four words to the partial sum S q−p (w) and even suppose that the remaining parts of these four words are zeros. We get that
where the equality comes from Lemma 2.2, 1 and the last inequality from Lemma 2.2, 2&3.
2) The case n = 3 is similar to the previous one. We divide it into four subcases depending on the values of r i and s i . Because n = 3 the words w q−p , w q−p−1 and w q−p−2 start with 01 in all cases. From now on, we will use Lemma 2.2 without stating it explicitly.
2.1) ∃i, j (i = j): r i , r j ≥ 2. This means there are at least two blocks of zeros of length at least 2, which means that the words w q−p−3 and w q−p−4 starts with 001. Now it is enough to take only five words to the partial sum S q−p (w) and suppose that the remaining parts are zeros. We get that
Because we have two blocks of zeros of length 1, we get that the words w q−p , w q−p−1 start with 011, 011 or 011, 0101 or 0101, 0101 (depending on the values of s i ). We can estimate the partial sum S q−p (w) downwards so we suppose they start with 0101, 0101. Since r i ≥ 2, the word w q−p−3 starts with 001. We get that
2.3) r 1 , r 2 , r 3 = 1, ∃i : s i ≥ 2. Notice that q − p = r 1 + r 2 + r 3 = 3. Because there is at least one block of ones of length at least 2 and r 1 , r 2 , r 3 = 1, we get that the words w q−p , w q−p−1 , w q−p−2 start with 011, 011, 011 or 011, 011, 0101 or 011, 0101, 0101. From these, we again choose the smallest ones 011, 0101, 0101 in order to estimate S q−p (w) downwards. We get that
2.4) ∀i : r i , s i = 1, i.e. u = 000111 and w = 010101. Trivially we get that
3) The case n = 2 is similarly divided into several subcases depending on the values of r i and s i . Because n = 2 the words w q−p and w q−p−1 start with 01 in all cases.
3.1) s 1 , s 2 ≥ 2 and r 1 , r 2 ≥ 2. Because s 1 , s 2 ≥ 2 the words w q−p and w q−p−1 start with 011, and because r 1 , r 2 ≥ 2 the words w q−p−2 and w q−p−3 start with 0011. We get that
3.2) s 1 , s 2 ≥ 2 and r 1 = 1, r 2 ≥ 2. Because r 1 = 1 and s 1 , s 2 ≥ 2 the word w q−p starts with 0111 or 011011 and because r 2 ≥ 2 the word w q−p−2 starts with 00111 or 0011011. From these we choose the smaller ones 011011 and 0011011. The word w q−p−1 starts with 011, since s 1 , s 2 ≥ 2. We get that
3.3) s 1 , s 2 ≥ 2 and r 1 , r 2 = 1. Notice that q − p = r 1 + r 2 = 2. Because s 1 , s 2 ≥ 2 the words w 1 and w 2 start with 011. We get that
3.4.1) s 1 = 1, s 2 ≥ 2 and r 1 ≥ 3, r 2 ≥ 2 or r 1 ≥ 2, r 2 ≥ 3. We can easily see that the words w q−p , w q−p−1 , w q−p−2 , w q−p−3 , w q−p−4 start with 01, 01, 001, 001, 0001. Because s 2 ≥ 2 we additionally get that from these words w q−p and w q−p−2 start with 011 and 0011. Together we have 3.4.2) s 1 = 1, s 2 ≥ 2 and r 1 , r 2 = 2. Notice that q − p = r 1 + r 2 = 4. This is similar to the previous case except we do not have the word w q−p−4 . We get
3.5.1) s 1 = 1, s 2 ≥ 2 and r 1 = 1, r 2 ≥ 4. Because r 1 = 1 and s 2 ≥ 2 the word w q−p starts with 0111 or 01101. We choose the smaller one 01101. Since r 2 ≥ 4, the same applies to the words w q−p−2 , w q−p−3 and w q−p−4 , which are estimated to start with 001101, 0001101 and 00001101. We get
3.5.2) s 1 = 1, s 2 ≥ 2 and r 1 = 1, r 2 = 3. Notice that q − p = r 1 + r 2 = 4. This is similar to the previous case except we do not have the word w q−p−4 . We get
3.5.3) s 1 = 1, s 2 ≥ 2 and r 1 = 1, r 2 = 2. Notice that q − p = r 1 + r 2 = 3. This is similar to the previous case except we do not have the word w q−p−3 and we know that the word w q−p−1 starts with 01001. We get
3.6.1) s 1 = 1, s 2 ≥ 2 and r 1 ≥ 4, r 2 = 1. Because s 2 ≥ 2 the word w q−p starts with 011. Because s 1 , r 2 = 1 and r 1 ≥ 4 we know that the words w q−p−1 , w q−p−2 , w q−p−3 and w q−p−4 start with 01011, 001011, 0001011 and 00001011. We get
3.6.2) s 1 = 1, s 2 ≥ 2 and r 1 = 3, r 2 = 1. Notice that q − p = r 1 + r 2 = 4. This is similar to the previous case except we do not have the word w q−p−4 . We get
3.6.3) s 1 = 1, s 2 ≥ 2 and r 1 = 2, r 2 = 1. Notice that q − p = r 1 + r 2 = 3. This is similar to the previous case except we do not have the word w q−p−3 . We get
3.7) s 1 = 1, s 2 ≥ 2 and r 1 , r 2 = 1. Notice that q − p = r 1 + r 2 = 2. Because s 2 ≥ 2 and r 1 = 1 the word w 2 starts with 0111 or 01101 from which we choose the smaller one 01101. The word w 1 starts with 01011. We get
3.8) s 1 , s 2 = 1 and r 1 , r 2 ≥ 2. Notice that p = s 1 + s 2 = 2. Because r 1 , r 2 ≥ 2 the words w q−p−2 and w q−p−3 start with 001. We get
3.9) s 1 , s 2 = 1 and r 1 = 1, r 2 ≥ 3. Because s 1 , r 2 = 1 the word w q−p starts with 0101 and because r 2 ≥ 3 the words w q−p−1 , w q−p−2 and w q−p−3 start with 01, 001 and 0001. We get
3.10) s 1 , s 2 = 1 and r 1 = 1, r 2 = 2. Now u = 00011 and w = 01001. We get
3.11) s 1 , s 2 = 1 and r 1 , r 2 = 1. Now u = 0011 and w = 0101. We get
Product
In this section we prove the counterpart for Theorem 1.3. We will not need the condition that q and p are coprime. The following two lemmas state some simple inequalities on base-2 numbers that we need in the proof of Theorem 3.3. We will suppose that the base-2 expansion (a 1 a 2 . . . a n ) 2 = n i=1 a i 2 n−i can contain also rational numbers, i.e. a i ∈ Q. For example ( Lemma 3.1. The following inequalities hold for any w ∈ {0, 1} * and a, b ≥ 0 (a + b ≥ 1) such that the words on both sides are equally long and have equally many zeros and ones. 1) 2 · (0
, where a 1 ≥ 1 and a 2 ≥ 0.
Lemma 3.2. The following inequalities hold for any w ∈ {0, 1} * and a, b ≥ 0 (a + b ≥ 1) such that the words on both sides are equally long and have equally many zeros and ones. 1)
, where a, b 1 ≥ 0 and b 2 ≥ 1.
· (0010 a+b ) 2 = (00
a 2 ) 2 = (0110
a 2 ) 2 < (11w) 2 (notice that the length of the base-2 expansion changes after the first and last inequality). 9) 5 6 · (0
The idea of the proof of Theorem 3.3 is to multiply the base-2 expansions of the words in the orbit (u 1 , . . . , u q ) of the most unbalanced word u = 0 q−p 1 p with some number so that the base-2 expansion of the corresponding word in the orbit (w 1 , . . . , w q ) of any other word w ∈ W p,q is larger. If the product of all the multipliers is at least one then we get that the product of u is smaller than the product of w. Table 5 tells what are the multipliers for each word in case 1 of the proof of Theorem 3.3. If we multiply the base-2 expansion of u i with Multiplier(i) we get smaller number than the base-2 expansion of w i . We get that the product of the multipliers really is at least one: in case 1.1
, where (q − p) − p − 1 ≥ 0 because we will suppose that there are more zeros than ones, i.e. p < q − p. The theorem is probably true even without the assumption that there are more zeros than ones, but it would be more difficult to prove. Theorem 3.3. Suppose 1 ≤ p < q are integers such that p < q − p. For w ∈ W p,q the product P (w) = q i=1 I i (w) is minimized precisely when w = 0 q−p 1 p .
Proof. We mark u = 0 q−p 1 p and w = 0 r 1 1
r i = q − p, n ≥ 2 and ∀i : r i , s i > 0. The orbits of w and u are marked with (w 1 , . . . , w q ) and (u 1 , . . . , u q ). Our goal is to prove that P (u) < P (w). We divide the proof into two cases: 1) n ≥ 3 and 2) n = 2. 1) We divide this case into two subcases: 1.1) ∃i, j (i = j): r i , r j ≥ 2 and 1.2) ∃!i : r i ≥ 2. Notice that at least one r i has to be at least two because otherwise there would not be more zeros than ones.
We get Table 5 by writing the orbits of u and w in (lexicographic) order. There are p number of ones so the words from w q to w q−p start with the letter 1 (the rest of the word is marked with w ′ i ). Because n ≥ 3 the next three words from w q−p−1 to w q−p−3 start with 01. In case 1.1 there are at least two blocks of zeros of length at least two, which means that the next two words w q−p−3 and w q−p−4 can start with 01, 01 or 01, 001 or 001, 001. We suppose that the words start with 001, 001 because that makes the product P (w) smallest. In case 1.2 there is only one block of zeros which is of length at least 2, which means that the word w q−p−3 starts with 01, 0011, 001011 or 0010101. Similar to the case 1.1, we suppose that it starts with 0010101 because that makes the product P (w) smallest.
The number of zeros in front of the word cannot increase with more than one, when moving one word upwards. Since (10 a ) 2 > (01 a ) 2 , we get the smallest possible w i for the rest by doing exactly that.
From Lemma 3.1 we now get directly the following inequalities:
We already calculated that the products of the multipliers are at least one:
From these facts we get our claim:
2) This case is similar to the previous one. We divide it into five subcases depending on the values of r 1 , r 2 , s 1 and s 2 . Notice that case r 1 , r 2 = 1 is impossible because then we would have 2 ≤ s 1 + s 2 = p < q − p = r 1 + r 2 = 2.
2.1) r 1 , r 2 ≥ 2 and (s 1 , s 2 ) = (1, 1) 2.2) r 1 , r 2 ≥ 2 and s 1 , s 2 = 1 2.3) r 1 = 1, r 2 ≥ 2 and s 1 ≥ 1, s 2 ≥ 2 2.4) r 1 = 1, r 2 ≥ 2 and s 1 ≥ 2, s 2 ≥ 1 2.5) r 1 = 1, r 2 ≥ 2 and s 1 , s 2 = 1. We get Table 6 by using the same kind of reasoning as in case 1 (the suffixes w ′ i of w i have been left out to save space):
There are p number of ones and n = 2 so the words from w q to w q−p+3 start with 11 and the words w q−p+2 and w q−p+1 start with 10. In cases 2.3, 2.4 and 2.5 we have r 1 = 1 so we i u additionally know that the word w q−p+2 starts with 101.
There are q − p number of zeros and n = 2 so the words w q−p and w q−p−1 start with 01. In addition, in cases 2.1, 2.3 and 2.4 we have s 1 or s 2 ≥ 2, which means the word w q−p starts with 011. In case 2.5 we have s 1 , s 2 = 1, which means the word w q−p starts with 0101. In addition, in case 2.4 we have r 1 = 1 and s 1 ≥ 2, which means the word w q−p−1 starts with either 011 or 01011, from which we choose the smaller one 01011.
In cases 2.1 and 2.3 the word w q−p−2 starts with 0011 because r 1 , s 1 ≥ 2 or r 2 , s 2 ≥ 2. In addition, in case 2.3 we have r 1 = 1, which means it starts with 00111 or 001101, from which we choose the smaller one 001101. In cases 2.2 and 2.5 the word w q−p−2 starts with 001 because r 1 or r 2 ≥ 2. In addition, in case 2.5 we have r 1 , s 1 , s 2 = 1, which means the word w q−p−2 starts with 00101. In cases 2.1 and 2.2 the word w q−p−3 starts with 001 because r 1 , r 2 ≥ 2.
We get the smallest possible w i for the rest of the words by increasing the number of zeros in front of the word by one, until i = 1.
From Lemmas 3.1 and 3.2 we now get the following inequalities: 2.1)
All we need to do anymore is to calculate that the products of the multipliers are at least one:
2.1) 2 q−p−3 · We know that the lexicographically smallest orbit, the most unbalanced orbit u, gives the smallest product and that the lexicographically largest orbit, the balanced orbit b, gives the largest product. This does not apply generally to all the words between these two extremal words, i.e. a word may have a smaller product than a word which has smaller lexicoraphical order.
In [3] it was observed a permutation between the lexicographic ordering of an orbit w ∈ W p,q and the dynamic ordering w, σ(w), . . . , σ q−1 (w) of that same orbit. They called it the lexidynamic permutation for the word w. We can also examine a permutation from the lexicographical order of an orbit in the whole W p,q to the productional order of that orbit. This means that the lexiproductional permutation for the word w ∈ W p,q always maps 1 → 1 and q → q, where |w| = q. Here is the permutation for W 4,9 which is plotted in Figure 2 (the product of the latter word is in parentheses): (678501146123915400000) We can define the balancedness of a word in W p,q by the productional ordering, i.e. a word is more balanced than words with smaller product. We can see that the words 000011101 and 000111001 have larger productional order than lexicographical order and that the words 000011011, 000101011 and 000110101 have smaller productional order than lexicographical order. For the rest of the words these orders are the same. We can therefore define that the words 000011101 and 000111001 are over balanced and that the words 000011011, 000101011 and 000110101 are under balanced. The rest of the words are equally balanced.
Partial product
In this section we prove the counterpart for Conjecture 1.4.
Example 4.1. If (p, q) = (3, 8) then the set of all orbits is W 3,8 = {00000111, 00001011, 00001101, 00010011, 00010101, 00011001, 00100101}. The base-2 orbits and the approximated partial products of those orbits are listed in Table 7 . From these partial products we can see the partial ordering of the set W 3,8 with respect to product, which is drawn in Figure 3 . Notice that it is different from the Figure 1. 00000111 00001011 00001101 00010011 00010101 00011001 00100101 ·10 Theorem 4.2. For any integers 1 ≤ p < q − p, the most unbalanced orbit u = 0 q−p 1 p ∈ W p,q is the greatest element in (W p,q , ≺ p ). In other words, for any w ∈ W p,q ,
We use Table 2 from the proof of Theorem 2.3 and the same kind of deduction. We get
Again, the only thing we need to prove anymore is our assumption P q−p (u) ≤ P q−p (w) in the previous paragraph. We divide the proof into two cases: 1) n ≥ 3 and 2) n = 2. 1) Because n ≥ 3 the words w q−p , w q−p−1 and w q−p−2 start with 01. From Lemma 3.1, 1 and 5, we now directly get that 1/2 · (u q−p ) 2 < (w q−p ) 2 and 2 · (u q−p−2 ) 2 < (w q−p−2 ) 2 . This gives our claim:
(w i ) 2 = P q−p (w).
2) We divide this case into four subcases depending on the values of r i and s i . Notice that case r 1 , r 2 = 1 is impossible because then we would have 2 ≤ s 1 +s 2 = p < q−p = r 1 +r 2 = 2.
2.1) r 1 , r 2 ≥ 2. Now the words w q−p and w q−p−1 start with 01 and the words w q−p−2 and w q−p−3 start with 001. From Lemma 3.1, 1 and 5, we again get that 1/2 · (u q−p ) 2 < (w q−p ) 2 and 2 · (u q−p−3 ) 2 < (w q−p−3 ) 2 . This gives our claim:
2.2) r 1 = 1, r 2 ≥ 2 and s 1 ≥ 1, s 2 ≥ 2. This is identical to the case 2.3 in the proof of Theorem 3.3, from which we get that w q−p starts with 011,w q−p−1 starts with 01 and w q−p−2 starts with 001101. From Lemma 3.2, 4 and 6, we similarly get that 3/4 · (u q−p ) 2 < (w q−p ) 2 and 13/8 · (u q−p−2 ) 2 < (w q−p−2 ) 2 . This gives our claim (notice that 13/8 · 3/4 > 1):
[(u i ) 2 ] · 13/8(u q−p−2 ) 2 · (u q−p−1 ) 2 · 3/4(u q−p ) 2 < q−p i=1 (w i ) 2 = P q−p (w).
2.3) r 1 = 1, r 2 ≥ 2 and s 1 ≥ 2, s 2 ≥ 1. This is similar to the case 2.4 in the proof of Theorem 3.3, from which we get that w q−p starts with 011, w q−p−1 starts with 01011 and w q−p−2 starts with 001011. From Lemma 3.2, 2 and 6, we similarly get that 3/4 · (u q−p ) 2 < (w q−p ) 2 , 11/8 · (u q−p−1 ) 2 < (w q−p−1 ) 2 and 11/8 · (u q−p−2 ) 2 < (w q−p−2 ) 2 . This gives our claim (notice that 11/8 · 11/8 · 3/4 > 1):
[(u i ) 2 ] · 11/8(u q−p−2 ) 2 · 11/8(u q−p−1 ) 2 · 3/4(u q−p ) 2 < q−p i=1 (w i ) 2 = P q−p (w).
2.4) r 1 = 1, r 2 ≥ 2 and s 1 , s 2 = 1. Because r 2 ≥ 2 the words w q−p , w q−p−1 and w q−p−2 start with 01, 01 and 001. Because q − p = s 1 + s 2 = 2 we have u q−p = 0110 q−3 , u q−p−1 = 00110
and u q−p−2 = 000110 q−5 . Now we get that 2/3 · (u q−p ) 2 = (0 (w i ) 2 = P q−p (w).
