Abstract.
Introduction
Let V: R -► R, be locally Lebesgue integrable and consider the scalar secondorder differential equation The class of Besicovitch almost-periodic functions, for example, is defined as the closure of the set of all finite trigonometric polynomials in the Besicovitch seminorm, || ||B , (see [1] or [2] for details): \V\\B = limsnp±-f \V(s)\ds.
T-oo ¿1 J-T It is immediate from the translation properties of such functions that A7{|F|} always exists, since \V\ enjoys the same almost-periodic properties as does V, and is finite [1, p. 94, Lemma 5] .
In a previous paper [4] , it was shown that under the assumption that V is real Bohr almost-periodic, V not identically zero, the equation (1.1) is oscillatory at both +oo and -co for every real X not zero if and only if M{V} = 0. This was extended slightly in [7] to include the case of generalized almost-periodic functions in the sense of Stepanoff, under the tacit assumption that either V or its indefinite integral is uniformly bounded on R.
In each of the cited works use is made of the Bohr uniqueness theorem whereby a non-negative a.p. function with mean value equal to zero must vanish identically, if it is Bohr a.p., or vanish a.e. with respect to Lebesgue measure, if it is Stepanoff a.p. It is a classical result that this uniqueness theorem fails in the Weyl or Besicovitch case.
It turns out that a natural (a priori) condition, namely, that A7{|F|} > 0, is needed in addition to the original one, that is, M{v} = 0, in order to extend the result of [4] to the Stepanoff, Weyl and Besicovitch cases, and that the former condition is necessary. This is seen by the counterexample to the sufficiency, if M{\V\} = 0 and M{V} = 0, at the end of §2. Of course, the proof of this result is an immediate consequence of the Stepanoff uniqueness theorem, see e.g., [7] , and Theorem 1. Since every Bohr a.p. function is Stepanoff a.p. this corollary includes the main result in [4] . Now the function
is Weyl a.p., [1, p. 77] and M{V} = 0 = A7{|F|}. Moreover, the equation (1.1) is nonoscillatory on (-co, + co) if X > 0. This shows that (2.1) cannot be waived, in general.
Next, let V be defined on R as follows: On [0,co), V(x) = l/2(x+ l)2, while on (-co, 0], V(x) = 1 /8(x -1 )2. Since each of these V gives rise to an Euler equation on the respective half-axes, we see that the resulting equation is oscillatory on [0,oo) and nonoscillatory on (-co,0].
Moreover, V is Weyl a.p. as it is in L(R).
3. The proof of the main theorem is based upon the following interesting comparison theorem of Levin [5] , and some results of independent interest. since z2(Tn) -> co with zz. Thus, for such zz, it follows that there exists an x G [Tn , 3FJ, at which z3(x) becomes unbounded, i.e., z2(x) cannot be finite on [Tn , 3FJ for such n , on account of (3.8). This, in turn, implies that z(x) must become unbounded on such an interval for each sufficiently large zz, which is a contradiction. This completes the proof of the lemma. But since Af{|F|} = ||F||B,, we get the desired contradiction. We note, in passing, that the choice of seminorm used above, namely the B-or 77'-seminorm is a matter of indifference since either one generates the same space of Besicovitch a.p. functions (see [1] or [2] ). thus the Ti'-seminorm could well have been used in the definition at the outset rather than our Bseminorm.
