Background properties in experimental particle physics are typically estimated from large collections of events. This usually provides precise knowledge of average background distributions, but inevitably hides fluctuations. To overcome this limitation, an approach based on statistical mixture model decomposition is presented. Events are treated as heterogeneous populations comprising particles originating from different processes, and individual particles are mapped to a process of interest on a probabilistic basis. When used to discriminate against background, the proposed technique based on the Gibbs sampler allows features of the background distributions to be estimated directly from the data without training on high-statistics control samples. A feasibility study on Monte Carlo is presented, together with a comparison with existing techniques. Finally, the prospects for the development of the Gibbs sampler into a tool for intensive offline analysis of interesting events at the Large Hadron Collider are discussed.
Introduction
Background discrimination in particle physics is usually performed by identifing events that are more likely to contain a physics process of interest, the primary goal being rejection of contributions from uninteresting processes that mimic the signal and thus make its extraction and measurement more complicated. Traditional approaches achieve this goal by focussing on entire events, comparing kinematic and topological properties with reference distributions usually obtained from control samples.
This article presents a novel approach that builds on a population-based view of particle physics events, which are treated as collections of particles originating from different physics processes such as a hard scattering of interest as opposed to background. The main goal is not to identify events that are more likely to contain a given signal process, but rather to process collections of particles and map each of them to different processes on a probabilistic basis. This is achieved by applying mixture model decomposition techniques [1] , which are well established in statistics and which have been used in other disciplines to solve formally-similar problems. In this formulation, events are treated as heterogeneous statistical populations comprising particles whose kinematics and topology reflect the process they originated from: an input collection of particles is processed using an iterative algorithm
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that assigns individual particles a probability for them to be associated with a hard scattering of interest as opposed to background.
This contribution describes a feasibility study for the use of the Gibbs sampler for background discrimination at the Large Hadron Collider (LHC).
The Gibbs sampler was originally proposed with regards to Bayesian restoration of images [2] and has subsequently been used to solve different problems in a number of disciplines. The Gibbs sampler and, more generally, Markov Chain Monte Carlo (MCMC) techniques have also been recently applied to the study of the Cosmic Microwave Background radiation [3] . As far as particle physics is concerned, the last few years have witnessed a renewed interest in Bayesian numerical methods in the context of a general effort to take advantage of the flexibility of Bayesian statistics for data analysis [4] [5] [6] , in addition to the use of MCMC methods with reference to specific optimization problems [7] .
In the context of this study, the Gibbs sampler iterates on an input collection of particles in order to decompose the corresponding mixture into particles originating from a hard scattering of interest as opposed to background, and individual particles are mapped to signal or background on a probabilistic basis. Results obtained using the Gibbs sampler on a collection of ∼ 600 simulated particles originating from a hard scattering and from background are reported in this article, together with results from additional toy Monte Carlo studies.
Although the proposed approach can be seen as a solution to a classification problem where individual particles are considered as opposed to entire events, the technique presented here differs significantly from the simple application of existing classifiers to individual particles. Traditional classification techniques in particle physics in fact rely on supervised algorithms, which are first trained on high-statistics control samples, on which they "learn" distinctive features of signal and background signatures, and which are subsequently applied to a test data set. This assumes that background properties estimated from a high-statistics training sample also reliably describe background activity in the data set under study, which often comprises a significantly-lower number of particles than the control sample that was used to train the classifier.
However, the above assumption is often wrong: different events in particle physics can in fact look very different from one another even when the underlying physics processes are the same, and statistical fluctuations can be non-negligible in lowstatistics data sets. When classification is performed using traditional supervised algorithms, fluctuations are usually not taken into account, since training typically relies on high-statistics control samples. The Gibbs sampler as presented in this article can instead also be operated in unsupervised mode: this allows the algorithm to estimate signal and background probability density functions (PDFs) directly from the data, and to map individual particles to signal or background based on those estimates instead of predefined high-statistics templates.
From a broader perspective, this contribution describes a set of techniques that exploit the flexibility of the Gibbs sampler to estimate signal and background properties directly from the data, and to assign individual particles a probability for them to originate from either process. This article does not present an established method for background discrimination at the LHC, but rather discusses results of a feasibility study for the use of the Gibbs sampler in different configurations, the primary objective being the decomposition of an input collection of particles into signal and backgroundassociated subpopulations. While the algorithm is not here proposed as a tool for intensive offline analysis of individual interesting events at the LHC, the total number of particles chosen for this proof of concept is in line with typical charged particle multiplicities corresponding to LHC operating conditions as of July 2011. For this reason, the present implementation of the algorithm is a promising starting point with a view to developing techniques based on the Gibbs sampler for the analysis of individual LHC events at the particle level.
The algorithm
This novel algorithm for background discrimination is presented with reference to the general problem of decomposing a collection of particles from high-energy particle collisions into subpopulations associated with different underlying physics processes and described in terms of different probability distributions.
The input data set thus consists of a mixture of particles, some of which originated from a hard scattering of interest, others from a background process. Provided that the corresponding subpopulations can be characterized sufficiently well in terms of their kinematic or topological properties, it is in principle possible to ask, for each particle, what the probability is for it to originate from signal as opposed to background. In particular, the Gibbs sampler can estimate such probabilities by iteratively sampling from the subpopulation PDFs.
Although mixture model decomposition techniques based on the Gibbs sampler are wellestablished in statistics, classical algorithms are not suited for a direct application to the problem at hand without modification. Classical mixture models in fact usually rely on a parametric formulation that requires the shapes of the PDFs of the relevant subpopulations to be known a priori. However, our previous studies suggest that this assumption may be responsible for non-negligible bias when the Gibbs sampler is applied to the problem at hand. The latter bias ultimately relates to the assumption that PDF functional forms obtained from high-statistics control samples are also appropriate to describe the corresponding probability distributions in the input data set, which often comprises a significantly-lower number of particles, and in which statistical fluctuations may not be negligible.
For this reason, the statistical model for the Gibbs sampler is here formulated in more general terms with respect to classical mixture models used in statistics, without requiring knowledge of the PDF functional forms of the relevant subpopulations. The model is based on the following PDF:
with subpopulation fractions α j ("mixture weights") satisfying:
The variable x can correspond to particle pseudorapidity η, a kinematic variable related to the polar angle of the particle, or p T i.e. the transverse momentum of the particle with respect to the beam direction.
The subpopulation PDFs f j are defined in terms of regularized histograms of x, as described in section 3. The symbol ϕ j is used to denote the estimate of the generic subpopulation PDF f j throughout the text.
Given the above mixture of probability distributions and given a set of observations {x i } i=1,...,N , the problem of clustering the observations into k groups by probabilistically associating each of them with a distribution of origin has been solved numerically in a Bayesian framework using MCMC techniques, in particular using the Gibbs sampler [1] .
The pseudocode of the algorithm is reported below. The value of variable v at iteration t is indicated with v (t) throughout.
.., k as described in section 3.
Iteration t:
(a) Generate the allocation variables z
). The quantity z (t) ij equals 1 when observation i is mapped to distribution j at iteration t, and 0 otherwise. In general, the variables z (t) ij depend both on the mixture weights α j and on the estimates ϕ j of the subpopulation PDFs from the previous iteration.
(b) Generate α (t) from the probability density function of α given z (t−1) = {z
). Knowledge of which particles are mapped to process j at iteration t − 1 makes it possible to generate the subpopulation fractions α at iteration t.
(c) Obtain an updated estimate of the subpopulation PDFs from the data x based on knowledge of which particles are mapped to subpopulation j at iteration t − 1. Details are provided in section 3.
A specific choice for the function ρ and a way to obtain updated estimates of the subpopulation PDFs f j are described in section 3 with reference to a Monte Carlo study. The central idea of the algorithm is the following: the better the observations {x i } i are mapped to the subpopulations j = 1, ..., k, the more accurate the estimates of ρ(α|z) and of the subpopulation PDFs ϕ j . Once some correct values of z ij are found, ρ(α|z) and ϕ j begin to roughly reflect the correct distributions, which in turn leads to additional correct mappings z ij to be found in subsequent iterations.
The Gibbs sampler can be operated both in supervised and unsupervised mode. The above pseudocode corresponds to the "unsupervised Gibbs sampler", where updated estimates of subpopulation PDFs are obtained at each iteration, as indicated at step (c). On the other hand, when step (c) is removed from the pseudocode, particles are mapped to signal and background based on the subpopulation PDFs provided at initialization, and the algorihtm is operated in supervised mode ("supervised Gibbs sampler"). The primary objective of this contribution is to propose the use of the Gibbs sampler in different configurations in order to:
• Obtain estimates ϕ j of the subpopulation PDFs from the input data set.
• Estimate the subpopulation weights α j . In the context of this study, this corresponds to estimating the fractions of background and signal particles contained in the input data set.
• Assign individual particles a probability for them to originate from a given process based on the subpopulation PDFs estimated at step (a) as opposed to relying on high-statistics templates. In the context of this study, this allows classification of individual particles into signal and background.
This article reports the results of a feasibility study for one possible combination of the supervised and unsupervised Gibbs sampler that was chosen with a view to minimizing systematic uncertainties. However, other modes of operation of the algorithm may be appropriate for specific applications, and the exact configuration of the Gibbs sampler may have to be tailored to the analysis at hand.
Monte Carlo study
The Gibbs sampler was applied to a Monte Carlo data set generated using Pythia 8.140 [8] [9], obtained superimposing gg → tt signal events from pp interactions at √ s = 14 TeV to soft QCD interactions, so called Minimum Bias events, in order to simulate background. The signal process was chosen in order to illustrate the use of the algorithm for background discrimination at the particle level. Further studies will be needed in order to extend these results beyond the proof of concept presented in this article, and to assess the potential of the Gibbs sampler for background discrimination in the context of specific analyses at the LHC.
The Gibbs sampler was run over a collection of charged particles with 2 GeV/c < p T < 5 GeV/c, and individual particles were assigned a probability for them to originate from signal as opposed to background based on their η and p T values.
The pseudocode of the algorithm used for this application is shown below. Subscripts sig and bkg relate to signal and background, respectively. are given by regularized η and p T distributions from the high-statistics control sample, as described in section 3.1.
Iteration t:
(a) Generate z (t) ij for all particles (i = 1, ..., N ) and distributions (j = 1, 2 corresponding to background and signal, respectively) according to P (z
for the probability density function of α given z.
(c) Obtain updated estimates of the subpopulation PDFs by regularizing the η and p T distributions corresponding to particles mapped to the relevant subpopulation at iteration t − 1, i.e. based on z
In general, the functions f j are the joint PDFs for η and p T corresponding to background (j = 1) and signal (j = 2) particles. This study is restricted to charged particles with 2 GeV/c < p T < 5 GeV/c, which makes it possible to neglect the correlation between η and p T as a first approximation. For this reason, the joint PDFs take the form f sig/bkg = f
sig/bkg , and obtaining updated estimates of the subpopulation PDFs reduces to regularization of one-dimensional histograms, as described in the following.
As for the number of iterations to be used with the Gibbs sampler, no rule is documented in the literature, and the choice is generally problemdependent. The number of iterations was set to 1,000 in this study, and probabilities were averaged over the last 100 iterations. Multiple runs were performed under different conditions and using different numbers of iterations to make sure the algorithm converged. The issue of whether the stationary distribution has been reached by the sampler has no clear solution in the literature, and established practice relies on visual inspection of trace plots 1 .
In order to obtain initial conditions ϕ (0) j for the subpopulation PDFs, a Monte Carlo data set was used containing a total of about 33,000 charged particles in the kinematic range 2 GeV/c < p T < 5 GeV/c. In addition to estimation of ϕ (0) j , this high-statistics control sample was also used to guide the histogram regularization procedure as described in the following. Figure 1 (a) shows the η and p T distributions for signal (solid green histograms) and background particles (dashed red histograms).
As anticipated, one of the goals of the Gibbs sampler is to estimate the background PDFs directly from the input collection of particles. In other words, the algorithm can classify particles into signal and background without using any predefined background templates: the background PDFs that are estimated by the algorithm thus reflect the specific background conditions in the input data set, which can be different from "average" conditions estimated from a high-statistics control sample.
The Gibbs sampler basically tries to uncover a signal and a background subpopulation in the input collection of particles based on the data and on initial conditions for the subpopulation PDFs. The results presented in this article relate to an input data set comprising 636 charged particles in the above-mentioned kinematic region 2 GeV/c < p T < 5 GeV/c, out of which 481 originate from a signal hard process and 155 from background, corresponding to a fraction of background particles of ∼ 24%. The total number of particles in the input data set is in line with typical charged particle multiplicities at the LHC as of July 2011.
The signal and background η and p T distributions corresponding to the Monte Carlo data set used in this study are shown in figure 2. The solid green (dashed red) histograms in the upper panel display the signal (background) η distributions, normalized to unit area. The corresponding p T distributions are given in the lower panel. Figure 3 shows an example of the x = η distribution for particles mapped to the signal subpopulation at a given step of the Gibbs sampler. As opposed to assuming a functional form for the PDF and fitting a function to the histogram, the histogram is regularized i.e. the subpopulation PDF is obtained by means of spline interpolation of the histogram contents, as further discussed in the following. The superimposed curve on the figure corresponds to the regularized histogram, and is used by the Gibbs sampler as an estimate of the corresponding subpopulation PDF f j .
This approach gives the algorithm more flexibility in terms of estimating the subpopulation PDFs directly from the input data set, and results in a significant reduction of the biases observed in our previous studies. Figure 3 : Example of the pseudorapidity η distribution of particles mapped to the background subpopulation at a given step of the Gibbs sampler. The superimposed curve is the result of the regularization procedure described in the text, and is used by the Gibbs sampler as an estimate of the corresponding subpopulation PDF.
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Regularization
Step (c) in the pseudocode shown in section 3 requires iterative PDF updates based on the current mapping of individual particles to the different subpopulations. This operation is performed when the Gibbs sampler is operated in unsupervised mode, and generally has a significant impact on the results, as described below.
In general, a histogram representing the η or p T distribution of particles mapped to signal or background at a given iteration cannot be used directly as an estimate of the underlying PDF due to the presence of statistical fluctuations. In fact, a simple spline interpolation of the histogram contents, e.g. by means of cubic interpolation, generally leads to fluctuations being mistaken for genuine features of the underying PDFs, and the Gibbs sampler is typically unable to converge. This is similar to what happens when observed distributions in particle physics are unfolded in order to "remove" detector effects: regularization techniques have been investigated in detail in that context, for instance as a way to use a priori information about the underlying distributions in order to get rid of spurious oscillatory components (see e.g. [12] ).
The complexity of the histogram regularization procedure that was used in this study was intentionally kept minimal in order to avoid the introduction of additional complications that may obscure the response of the algorithm at this stage of its development. The possible incorporation of more developed regularization methods is left for future studies.
A priori information about the signal and background PDFs was obtained from the high-statistics control sample. When subpopulation PDFs are estimated during the execution of the Gibbs sampler in unsupervised mode, a "regularization window" is applied to the η histograms in order to get rid of outliers: in other words, a spline interpolation of the histogram contents is obtained using only the part of the histogram that lies between a minimum and a maximum η value, which leads to extreme statistical fluctuations on the tails of the distribution to be excluded. It is worth noticing that assuming a functional form for the PDF and fitting it to the histogram would effectively produce a similar result, i.e. would reduce the impact of outliers on the estimated PDF. However, as anticipated, that approach was observed to introduce significant bias in previous studies, and was thus abandoned in favour of the non-parametric statistical model presented in (1), where subpopulation PDFs are defined as the output of a histogram regularization procedure without reference to any predefined functional form. Figure 4 shows signal and background η distributions from the high-statistics control sample, with superimposed arrows indicating the "regularization window". The maximum |η| value was set to |η| = 5 (|η| = 7) for signal (background) in this study.
On top of this, again with a view to getting rid of extreme statistical fluctuations when regularizing histograms, boundary conditions were introduced on the η and p T PDFs, constraining the value of f j to points chosen based on control sample distributions: in particular, the signal (background) η PDF was constrained to 0 when |η| > 5 (|η| > 7), and signal (background) p T PDFs were constrained at 2 GeV/c and 5 GeV/c to 0.7 (1.2) and 0.1 (0) (see figure 1(a) ).
Results were found to be stable with respect to reasonable changes to the regularization contraints reported above.
Gibbs sampler configuration
As anticipated, the Gibbs sampler can be operated both in supervised and unsupervised mode, and this article presents results obtained using a particular configuration of the algorithm, corresponding to a combination of the two modes of operation chosen to minimize systematic uncertainties.
As already pointed out in section 2, the Gibbs sampler may be used to process an input collection of particles in order to obtain one or more of the following results: 1. Estimate the subpopulation PDFs from the input data set.
2. Estimate the fraction of particles associated with a given process present in the input data set, e.g. the fraction of background particles.
3. Assign individual particles a probability for them to originate from a given process, such as a hard scattering of interest as opposed to background, based on subpopulation PDFs estimated at step (1) as opposed to relying on predefined templates.
Depending on the objective, it may be appropriate to run the algorithm in different modes.
For instance, the histogram regularization procedure that is used to obtain iterative estimates of the subpopulation PDFs with the unsupervised Gibbs sampler directly leads to a bias on the mixture weights. For this reason, the unsupervised Gibbs sampler may not be the most appropriate tool to estimate the fraction of particles in the input data set originating from a given process, such as the fraction of background particles. On the other hand, when the algorithm is operated in unsupervised mode, it can obtain data-driven estimates of the subpopulation PDFs, a result that cannot be achieved using traditional supervised techniques.
One possible combination of supervised and unsupervised Gibbs sampler is here proposed where:
1. The supervised Gibbs sampler is first used to estimate the mixture weights. In the two-subpopulation scenario described in this study, goal (2) above corresponds to estimating the fraction of background particles contained in the input data set. The initial conditions correspond to a fraction of background particles of 0.5, and the subpopulation PDFs at this stage are fixed to the estimates provided by the high-statistics control sample. The corresponding results are presented and discussed in section 3.2.1.
2. The Gibbs sampler is run again on the input data set. This second run is performed in unsupervised mode, i.e. subpopulation PDFs are now updated at each iteration, starting from initial conditions corresponding to regularized distributions from the high-statistics control sample. On the other hand, the mixture weights are kept fixed to the results from the previous step.
As for assigning individual particles in the input data set a probability for them to originate from signal as opposed to background, the most appropriate approach may again depend on the specific application. In general, probabilities may be assigned directly using the unsupervised Gibbs sampler at step (2) above, as done in this study, or an additional run of the supervised Gibbs sampler may altenatively be added after the previous two, with fixed PDFs given by the estimates from step (2) . Further studies will be necessary in order to better understand the classification performance of the Gibbs sampler under different conditions and to guide this choice.
Results obtained running the supervised and unsupervised Gibbs sampler as described above on the Monte Carlo data set used in this study are reported and discussed in the following sections.
Supervised Gibbs sampler
The supervised Gibbs sampler was primarily used in this study to estimate the mixture weights of the statistical model, i.e. the fraction of background particles contained in the input data set. Figure 5 shows the corresponding estimates over the last 100 iterations. The solid green and dashed red curves correspond to the estimated fractions of signal and background particles, respectively. The solid green (dashed red) horizontal line indicates the signal (background) true value from the simulation, while the dash-dot line corresponds to the initial conditions for the mixture weights.
These results indicate a bias on the estimated mixture weights. On the other hand, using the algorithm in supervised mode to estimate the subpopulation mixture weights would introduce a dependence on the regularization parameters due to the histogram regularization procedure discussed in section 3.1, which is not desirable. This study has pointed to the following possible reasons for the observed bias on the mixture weights when the Gibbs sampler is operated in supervised mode:
• Predefined PDF templates: when the algorithm is run in supervised mode, the subpopulation PDFs are not estimated from the data at each iteration, and particles are mapped to signal or background based on the PDF templates obtained from the high-statistics control sample. This can lead to a bias on the estimated mixture weights, which may be different for different input data sets. This is an irreducible source of bias on the supopulation mixture weights when the Gibbs sampler is operated in supervised mode.
• "Sampling bias": Even when the PDF templates obtained from the high-statistics control sample provide a good description of the signal and background PDFs in the input data set, the use of those templates on a lower-statistics data set can still lead to a bias on the mixture weights. In general, the RMS of a histogram obtained sampling from a probability distribution in fact increases with the number of samples, and it may thus be necessary to correct the "high-statistics" PDF templates before applying them to a lower-statistics input data set in order to avoid bias. Future studies will investigate possible ways to mitigate this effect.
In order to make sure that the bias in figure  5 is related to information provided to the Gibbs sampler based on the high-statistics control sample rather than to an intrinsic bias in the algorithm, additional runs on toy Monte Carlo samples were performed, as described in appendix A. In particular, figure 6 displays the estimated mixture weights obtained running the supervised Gibbs sampler on a toy Monte Carlo data set with subpopulation PDFs kept fixed at truth information. In this case, no significant bias is expected, and the figure confirms a better agreement between estimated and true mixture weights with respect to the corresponding results in figure 5.
Unsupervised Gibbs sampler
The unsupervised Gibbs sampler was used in this study to estimate the signal and background PDFs from the input data set, while keeping the mixture weights fixed at the results obtained from the previous run of the algorithm in supervised mode. Figure 7 shows the subpopulation PDFs estimated by the Gibbs sampler on the Monte Carlo input data set. Solid curves correspond to the output of the histogram regularization procedure averaged over the last 100 iterations, superimposed to the true distributions (histograms). The η (p T ) distributions are displayed in the top (bottom) plots, figures on the left-hand (right-hand) side correponding to background (signal). All distributions are normalized to unit area. The bottom panel in each figure shows the corresponding ratio between the relevant subpopulation PDF estimated by the algorithm and truth information.
In addition to obtaining data-driven estimates of the subpopulation PDFs in unsupervised mode, one of the goals of the Gibbs sampler in this application is to assign individual particles a probability for them to originate from a given process, such as a hard scattering of interest as opposed to background. In this study, the latter probabilities were obtained from the same unsupervised run of the algorithm that provided the PDF estimates in figure 7. In general, other choices are possible, such as performing an additional supervised run of the Gibbs sampler with subpopulation PDFs kept fixed at the estimates shown in figure 7 .
A first comparison of the classification performance of the algorithm in the configuration chosen for this study with the corresponding performance of existing techniques is described in section 3.3. Additional studies will be required for a detailed assessment of the classification performance of the algorithm corresponding to different operation modes.
The probabilities returned by the Gibbs sampler were validated by comparing the true kinematic distributions with the corresponding ones for particles with P sig > 0.5, P sig being the probability for a given particle to originate from the signal process, averaged over the last 100 iterations of the algorithm. Results are shown in figure 8 , where histogram bars indicate the η distribution for particles with P sig > 0.5, while stars correspond to true distributions.
Classification performance
Operating the Gibbs sampler as presented in this article is equivalent to using it as a binary classifier. Its performance can thus be quantified using the Receiver Operating Characteristic (ROC) curve, which displays true-positive as a function of false-positive probability. The area under the curve is a number between 0 and 1: the higher its value, the better the classifier is able to discriminate between the two categories (signal and background in this case). The ROC curve of a random classifier would be a straight line along the main diagonal on the true-positive vs false-positive plane ("chance diagonal" [13] ). Figure 9 shows a comparison between the ROC curve obtained using the unsupervised Gibbs sampler on the input collection of particles used for this study and the corresponding curves from different supervised multivariate classification methods using TMVA [14] V04-01-00. The curves are displayed using an equivalent representation in terms of background rejection rate as a function of signal efficiency 2 . The dashed lines refer to Table 1 : Average numbers of pile-up particles (second column) expected at different LHC instantaneous luminosities (first column) [15] . A 25 ns bunch crossing is assumed. The third column reports the corresponding ratios between the number of background and signal particles observed in the kinematic region considered in this study. figure 9 . A 25 ns bunch crossing is assumed [15] . different TMVA methods 3 , namely Boosted Decision Trees (dashed blue), Naive Bayes classification (dashed black), the Neural Network-based classifier MLPBNN (dashed green), and Linear Discriminant (dashed red).
The solid red line corresponds to the Gibbs sampler. The figure suggests that classification performance of the Gibbs sampler is similar to that of existing supervised methods.
It may also be useful to provide a more precise idea of the background rejections and signal efficiencies that can be achieved using the Gibbs sampler corresponding to different LHC instantaneous luminosities 4 . Figure 10 shows estimates of background contamination as a function of signal efficiency at three different LHC instantaneous luminosities. Background contamination is defined as the number of misclassified background particles normalized to the number of signal particles, and is calculated by rescaling the abscissa of the ROC curve by the ratio between the number of background and signal particles in the kinematic region considered in this study, as given in table 1 5 . The three curves correspond to instantaneous luminosities of 10 33 cm −2 s −1 (solid black), 10 34 cm −2 s −1 (dashed blue), and 10 35 cm −2 s −1 (dotted green).
Additional remarks
The possibility to be operated in unsupervised mode distinguishes the Gibbs sampler from existing multivariate approaches such as those available in ROOT [16] with TMVA. However, the iterative nature of the algorithm leads to a disadvantage with respect to established multivariate algorithms in terms of execution time. The running time of the Gibbs sampler corresponding to 1,000 iterations on the Monte Carlo input data set used in this study was about 20 s on a 2GHz Intel Processor with 1GB RAM.
However, given the parallelization potential of the Gibbs sampler that was pointed out already in the original paper [2] , improvements may be possible in this respect, for example using commodity Graphics Processing Units (GPUs) that are extensively used both in particle physics and in other disciplines for compute-intensive applications.
Conclusions and outlook
This contribution has presented a feasibility study for a novel approach to background discrimination in particle physics that builds on a populationbased view of events from high-energy particle collisions. Collections of particles are here treated as mixtures of subpopulations associated with different physics processes, and numerical methods well established in statistics for mixture model decomposition are used to assign individual particles a probability for them to originate from a hard scattering of interest as opposed to background. This application of the Gibbs sampler to a classification problem at the particle level allows the development of a flexible suite of tools to estimate background properties directly from the data, e.g. to obtain PDF shapes without relying on templates obtained from high-statistics control samples and without assuming predefined functional forms.
This study has highlighted strength and limitations of the algorithm operated in supervised and unsupervised mode, and a possible combination has been proposed to reduce bias. In general, systematic uncertainties associated with the use of the Gibbs sampler will have to be evaluated in the context of a given analysis.
Understanding in detail how the classification performance of the algorithm in different configurations compares to existing techniques will require further study, as will the possible development of subsequent versions optimized in terms of execution time building on the inherent parallelizability of the Gibbs sampler.
As anticipated, the total number of particles in the Monte Carlo data set used in this study is in line with typical charged particle multiplicities at the LHC corresponding to operating conditions as of July 2011. For this reason, the results presented in this article are a promising starting point for futher development, with a view to building dedicated software tools based on the Gibbs sampler for intensive offline analysis of individual interesting events at the LHC.
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A Appendix: Toy Monte Carlo studies
Results from the Monte Carlo study described in section 3 were crosschecked on toy Monte Carlo data sets. Samples of ∼ 600 signal and background particles were generated according to η and p T distributions similar to those obtained from Pythia. Particle η and p T were generated independently: Gaussian PDFs centered at zero with standard deviations comparable to those observed in the Monte Carlo were used for η, and p T values were generated based on polynomial PDFs in the range 2 GeV/c < p T < 5 GeV/c parametrizing the corresponding Monte Carlo distributions. Additional crosschecks were performed by varying both toy Monte Carlo generation parameters and seeds, in order to make sure that results did not depend on a specific parameter choice. The algorithm was also run on different numbers of particles in the input data set, with no significant changes to the results.
As mentioned when discussing the bias on mixture weights in section 3.2.1, toy Monte Carlo data sets made it possible to rule out an intrinsic bias in the supervised Gibbs sampler as far as mixture weights are concerned. The following remarks can be made with reference to the results of the supervised Gibbs sampler on the toy Monte Carlo samples:
• Particle η and p T are statistically independent by construction, so that the correlation between the two variables in the data set used for the Monte Carlo study, which is anyway expected to have a small effect, cannot contribute to a bias on mixture weights on the toy Monte Carlo samples.
• The above-mentioned "sampling bias" due to subpopulation PDFs from high-statistics samples being "broader" than the corresponding lower-statistics distributions is not relevant when the PDFs used with the supervised Gibbs sampler come from truth information.
The above-mentioned figure 6 shows typical estimates of mixture weights obtained running the supervised Gibbs sampler on a toy Monte Carlo data set using PDFs from truth information. Results from the last 100 iterations are shown. Solid green and dashed red curves correspond to estimated fractions of signal and background particles, respectively. The solid green (dashed red) horizontal line indicates the true value for signal (background) from the toy Monte Carlo, and the dashdot line corresponds to the initial conditions for the mixture weights. The agreement with the true weights is significantly better than the corresponding results obtained running the Gibbs sampler on the Monte Carlo data set.
