As an important component in dialogue system, Dialogue Act Recognition (DAR) has attracted much attention of researchers. Most of the existing approaches only focus on the information of utterances, but relatively few investigate the roles of DA labels in different layers of a conversation and also some semantic inference in irregular conversations, such as questions and answers skipping back and forth, has not been probed properly so that some dialogue acts are not always recognized correctly. To overcome the aforementioned deficiencies, we propose a hierarchical project method, in which DA labels are embedded in three levels (word, utterance, and DA) to calculate the importance of each word, provide contextual and pragmatic information, and guide the model to generate the category of utterance, respectively. Both multiple attention mechanism and semantic update mechanism are applied to infer the more accurate representation of utterance for DA recognition in a general case. Experimental results show that our model can achieve comparable performance to the state-of-the-art models with less extra information.
I. INTRODUCTION
Dialogue Act Recognition, or Dialogue Act Classification, is an essential and challenging task in Natural Language Processing (NLP) and the purpose of DAR is to assign DA labels to each utterance in either human-to-human or humanto-computer conversation.
There are many applications that can benefit from DAR such as text detection and Semantic understanding. In a dialogue system, DAR identifies the speaker's intention through previous utterance sequences and their corresponding DA labels to generate an appropriate utterance automatically. DAR is also applied to machine translation in which DAR can handle the case that the grammatical form of an utterance is inconsistent with its intention [1] , for instance, the grammatical form of ''Request'' is often similar to a ''Question''. In an automatic speech recognition system, it usually happens that the speaker's pronunciation is inaccurate or sound is disturbed The associate editor coordinating the review of this manuscript and approving it for publication was Hossein Rahmani . by noise. In this case, DAR can reduce the word recognition error rate by correctly identifying dialogue acts of utterances.
In early works, different approaches of machine learning (e.g., SVM, Bayes classifier, and HMM) have been employed and different features (e.g., lexical, syntactic, and contextual dependency) are also explored for DAR. Recently, deep learning has been widely adopted in many natural language processing tasks, and there are already many works that adopt deep learning in DAR and achieve significant improvements compared with previously conventional methods.
Nevertheless, most of these works don't take into account of dependencies between DA labels and the relationship between a DA label and an utterance. Intuitively, DA labels of previous utterances provide the necessary information for recognition of the current one, for example, the ''Question'' is usually followed the ''Answer'' and the ''Accept'' is usually a response of the ''statement''. On the other hand, we also notice that most works treat every word in an utterance evenly and thus generate the utterance vector through a simple operation, which is not appropriate. In fact, VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ different words in an utterance have different weights, for example, ''What'' or ''When'' is the more important word in a ''Question'', than other nouns or verbs. Moreover, we observe that approaching an accurate semantic representation of an utterance is a process of recurrent inference rather than a simple learning. Therefore, the previous methods can not always infer the semantic information for an utterance accurately, especially in case of irregular conversations. The contributions of the paper are as follows:
• In this paper we encode DA labels in multiple levels and these levels can be regarded as different attributes of a DA label. At the word level, DA label is used to estimate the importance of word. At the utterance level, it can be considered as a universal representation of all corresponding utterances to provide contextual and pragmatic information for latter utterance. At the DA level, it guides our model to generate the category of utterance through pragmatic function matching.
• We propose a novel semantic inference process, in which multiple attentions combined with semantic update mechanism is employed to update semantic information dynamically so as to achieve a more accurate representation of utterance.
• Experiments demonstrate that our model can achieve comparable performance to the state-of-the-art model with less information. The rest of paper is organized as follows. In Section II, the related works are presented. In Section III, the model we proposed is described. The experimental results are presented in Section IV. Section V concludes this work.
II. RELATED WORKS
Over the past few years, some previous works treat DAR as a multi-class task, such as SVM [2] , [3] and Bayes classifier [4] . These works take account of lexical and syntax features, but ignore the relationship among utterances in a conversation and assign a DA label to each utterance individually. Besides, some researchers regard DAR as a structured predictive task, such as HMM [5] , [6] and CRF [7] - [9] . These approaches overcome the deficiency of the above methods and use the contextual dependencies to predict DA labels. However, they still have the disadvantage of handcrafted features and being limited by the small domain-specific dataset, which is hard to generalize to open-domain and open-topic datasets.
Recently, approaches based on deep learning have achieved significant success in DAR [10]- [12] . Reference [10] introduced a hybrid model, in which a hierarchical convolutional neural network is employed to extract features within utterance and then obtain a contextual dependency information through a recurrent neural network. Reference [13] proposed a method of combining language model and discourse structure model that considers relationship between adjacent utterances as a latent variable. Reference [14] proposes several ways to incorporate contextual information for DA classification over a CNN baseline method for sentence classification. Although these above methods are much better than methods based machine learning, they only consider the information of utterances or modeling the dependency of utterances and ignore the information of DA labels and dependencies of DA labels. Different from the above, [15] and [16] capture not only the dependencies of utterances but also the ones of DA labels. [15] use a hierarchical recurrent neural network to capture the information in both utterance and conversation level, followed by a conditional random field (CRF) layer to capture DA dependencies. Reference [16] infers semantic information through a memory mechanism and then utilizes the structured attention network on the linear-chain CRF to separate the utterances into cliques dynamically. However, the above methods consider the two dependencies individually and ignoring the influence of the previous DA labels on the following representation of utterance.
Reference [17] proposes a recurrent neural network for DAR, which captures information of both dialogue acts and topics. They notice that the previous DA label affects the representation of the current utterance and employ attention mechanism to calculate the weight to each word on the previous utterance. In the model, the prediction of current utterance only depends on the previous utterance and DA label. However, our observations tell us that this is inadequate, and in some cases, the previous utterance is not always related to the current utterance.
III. PROPOSED METHOD
The overall structure of the proposed model is illustrated as Fig. 1 , which is composed of the following three layers:
• Input Layer: The input layer encodes words based on previous DA labels and then feeds them into the inference layer.
• Inference Layer: The inference layer is the most important component in the proposed model, which recurrently uses the multiple attention mechanism and semantic update mechanism to infer the representation of utterances.
• Output Layer: Given an accurate representation of each utterance, the output layer generates the category of the last utterance by pragmatic function matching. Secondly, as for the DA label of D i , we also employ the ''Embed'' to project it into a vector, but the difference is that we map the DA labels to three subspaces based on their 
where E x ∈ R V ×d and V is the vocabulary size in our model, E y , E y_word , E y_utt , and E y_DA ∈ R k×d , here k is the number of DA classes. W 1 , W 2 , and W 3 ∈ R d×d , b 1 , b 2 , and b 3 ∈ R d . E y_word , E y_utt , and E y_utt are the mapping of E y on word level, utterance level, and DA level, respectively. In this way, the expression ability of DA label is enhanced and different attributes can be used for different functions. Note that the E x can be initialized by pre-trained word embeddings such as Word2Vec [18] or Glove [19] . However, as for the E y , we use Gaussian distribution with zero mean and σ = 0.1 to initialize.
B. INPUT LAYER
As for the input layer, we employ a bidirectional GRU (bi-GRU) [20] to encode X i , which is a variant version of RNN. Bi-GRU is good at not only a long-distance dependency, but also reducing the problems of gradient explosion and vanishing. The bi-GRU has two directions: the forward GRU encodes X i from left to right while the backward GRU encodes X i in a reverse order. Hence, every X i j has two hidden states:
− → H i j and ← − H i j as shown in Eq. 6 and Eq. 7 separately. In the end, we concatenate them to form an integral hidden state: H i as shown in Eq. 8.
− →
represents a concatenation vector and H i ∈ R m×2d . Then, the fully connected layer is employed to fuse the forward and backward information to achieve O i ∈ R m×d . Therefore, each O i j not only represents the information of the j th word, but also has the information of the entire utterance centering on the location of j.
When encoding X i , we use Y i−1 utt to initialize the hidden state of bi-GRU in both forward and backward. Here, Y i−1 utt is the projection of D i−1 at the utterance level, which can be regarded as general representation for corresponding all of utterances and provides contextual and pragmatic information for X i , as shown in Fig. 1 .
Compared with other works that use previous utterances to provide the contextual information, using DA labels can provide more pure and simple contextual information while utterances may contain noise and more complex (e.g., unrelated words and diverse grammar forms).
Also, the proposed method can force the model have the opportunity to learn the dialogue structure. As illustrated in Tab. 1, the first ''Yeah'' is marked as ''Acknowledge'' and the other is marked as ''Accept'', which is caused by that their previous utterances have different pragmatic functions. When we use DA labels to provide pragmatic information, the proposed model can distinguish pragmatic functions of the same word or utterance and encode them with the different pragmatic functions into different representations so that it can learn the dialogue structure.
C. INFERENCE LAYER
In most of recent researches, the utterance vector is produced by the following methods: max-pooling, mean-pooling, or the last hidden state. These methods has a hidden deficiency that they all treat the utterance as a whole and pay less attention to the different contribution of each word in a sentence. In fact, each word plays a different role in a sentence and particularly in an utterance. In order to deal with this, we employ the TABLE 1. A sample of dataset, in which two ''Yeahs'' are marked as different DA labels according to the pragmatic function.
FIGURE 2.
The semantic inference process, in which multiple attention mechanism and semantic update mechanism are employed.
multiple attention mechanism and semantic update mechanism to infer the semantic representation of an utterance.
Firstly, we implement the max-pooling and layer normalization [21] for O i to get the vector of m i 0 as the initial utterance representation shown as Eq. 9
where m i 0 ∈ R d . Secondly, we iterate the multiple attention mechanism and semantic update mechanism for T times to obtain the final utterance representation m i T (T = 3 in our experiment), which performs multiple computational steps (hops) to generate the output results as [22] and [23] . The semantic inference process is shown as Fig. 2 .
1) MULTIPLE ATTENTION MECHANISM
We use multiple attention mechanism to assign the weight for each word to select keywords and reduce the interference introduced by irrelevant words. The weight of each O i j is composed of three similarities: The first similarity is between O i j and E y_word , in which each line in E y_word represents the projection of corresponding the DA labels at the word level. It should be similar to words that often appears in the corresponding category utterance during the training progresses. So this similarity is to find the keywords that have a strong relationship with a certain DA label (e.g., the word ''think'' often appears in ''statement-opinion'', so once it appears in an utterance, the label of this utterance is likely to be ''statementopinion'' and thus ''think'' should be given a higher weight).
The equations are shown as Eq. 10 and Eq. 11. Another one is the similarity between O i j and m i t and this similarity is to find the keywords that dominate the semantics of the current utterance on the t step as shown in Eq. 12. The last one is the similarity between O i j and conversation history and this similarity is a supplement to the above, which is to find the keywords that are closely related to the previous utterances as shown in Eq. 13.
where, A i ∈ R m×k and the j th of A i represent the similarity of the j th word to all of DA classes. s i 1 , s i 2 ∈ R m , and s i 3 ∈ R m×i−1 . Then, we combine s i 1 , s i 2 , and s i 3 to generate an final similarity of s i as the follow:
where r k ∈ [0, 1] is used to measure the correlation between m i t and m k T , and k = 1, 2, . . . , i − 1. [17] also assigns a weight to each word and they calculate weights only based on the previous utterances and ignore the fact that the adjacent utterance don't always have continuous semantic relevance.
Finally, once the similarity of s i is obtained, the feature vector of c i t can be generated in the form of a weighted sum over similarities between s i and O i as (15) where c i t ∈ R d .
2) SEMANTIC UPDATE MECHANISM
The purpose of semantic update mechanism is to merge the previous utterance representation of m i t and feature vectors of c i t to obtain a new utterance representation of m i t+1 . Given the output of multiple attention mechanism of c i t , we concatenate c i t and m i t to feed a fully connected layer, and then we employ a residual connection followed by the layer normalization to generate the new utterance representation of m i t+1 bỹ
where W 4 ∈ R 2d×d and b 4 ∈ R d .
D. OUTPUT LAYER
Firstly, given the contextual information, m [1. .
.n−1]
T , which contains information about utterances and DA labels, the output layer assigns a DA label to the current utterance vector of m n T . Essentially, the output layer estimates the probability of DA labels by
Secondly, we employ an fresh GRU as shown in Eq. 19 to encode the information of both U [1...n] and D [1...n−1] . It is different with [15] and [16] in that they use a bi-GRU instead of GRU.
Finally, a pragmatic function matching is used to calculate similarity between G n and E y_DA as the follow p = softmax(G n E T y_DA ) (20) where G n has not only lexical and syntax information, but also the structure information of contextual and dialogue. E y_DA represents the mapping of DA labels in the dialogue-act level and p is a probability vector over the DA labels.
IV. EXPERIMENTS A. DATASET
Since other datasets have either small training data or less classifications. We evaluate the performance of the proposed model on the most popular Switchboard Dialogue Act Corpus (SwDA) [24] dataset. The details of the dataset are listed in Tab. 2 and the data distribution is also shown as Fig. 3 .
Switchboard Dialogue Act
Corpus is an open-domain dataset that was used by most previous experiments to verify the performance of their models. SwDA includes 1155 telephone conversations with five minutes long, 205,000 utterances and 1.4 million words. Each utterance in a conversation is labeled with one of the 42-class compact DAMSL taxonomy [25] . We divide SwDA into train and test subsets followed by [5] , in which the train set comprises of 1,115 conversations, the test set contains 19 conversations and the rest is not used.
B. IMPLEMENTAL DETAILS
We remove words with frequency less than 2 in the dictionary and replace them with special word ''UNK''. The batch-size is 128 and the length of utterance is truncated or padded with UNK to 35. The word embeddings are initialized with a 300-dimensional and trained on the GoogleNews corpus by Word2Vec. We set the hidden state of our GRU to 300-dimension and applied the dropout [26] with rate of 0.2 as a regularization technique against over-fitting. Computational steps T and input utterance n are set to 2 and 3 respectively. The Adam algorithm is used to train the model with the initial learning rate of 0.001, beta1 of 0.9 and beta2 of 0.999. We also set learning rate decay with 0.55 at every 1000 training steps. The weights W were initialized randomly from a Gaussian distribution with zero mean and σ = 0.1. The weights b were initialized with 0.1. During training, E x , E y , W and b are jointly learned by minimizing a standard cross-entropy loss between predicted distribution p and the true label of D n .
C. EXPERIMENT RESULTS
During training, we found that a better result can be achieved by a two-step training strategy: Fixing the word vectors and training the rest of parameters in the first phase; Training all the parameters in the second phase. By analysis, we think that in early stage of training, the DA label vector does not have accurate semantic and pragmatic information and its learning process mainly depends on the vectors of word and utterance. However, the change of the word vector will interfere with the learning of the DA labels. That is reason why the fixed word vectors can stabilize the learning direction of DA labels in first phase. In second phase, since DA labels already have more accurate semantic and pragmatic information, we can fine-tune word vectors and force them to adapt our dataset. Fig. 4 shows the effect of the number of iterations in the first phase on the final result. In our experiments, the accuracy of our model get the highest when the number of iterations in the first phase is set as 3000. According to the hyper-parameters selected above, we compare our proposed model against following existing methods:
• RCNN [10]: A hybrid model based on CNN and RNN.
• LSTM-Softmax [12] : A deep LSTM network with softmax.
• DRLM-Conditional [13] : Modeling both language and discourse structure for DAR.
• DAH [17] : A dual-attention hierarchical recurrent neural network for DAR.
• BiLSTM-CRF [15] : Combining hierarchical recurrent neural network with CRF for DAR.
• CNN-DAP [14] : Extracting features with CNN and adding contextual information to classify utterance.
• CRF-ASN [16] : Memory mechanism and CRF for DAR. The comparison results are shown in Tab. 3. We can find that methods (e.g., DAH, Bi-LSTM-CRF, CRF-ASN) for modeling both DA label dependencies and utterance dependencies can give better results than methods (e.g., RCNN, LSTM-Softmax, DRLM-Conditional) that only consider utterance dependencies. This shows that it is necessary to consider the information contained in DA labels when predicting the current DA of utterance. The proposed model outperforms most of other models and achieves comparable performance to the state-of-the-art model, CRF-ASN. However, our model only use the previous n-1 utterances of a conversation while CRF-ASN needs all information of both past and on-going utterances. Therefore, the proposed method also outperforms other methods in using less information and thus it is more suitable for the real-time and instant DAR.
In order to verify the effectiveness of the DA label mapping and semantic inference processes in the proposed model, the following ablation experiments have been conducted:
• Remove DA label mapping and only use its original distribution of E y .
• Replace the semantic inference process with simple max-pooling, mean-pooling, and last hidden layer as the representation of utterance, respectively.
As shown in Tab. 4, the accuracy of the proposed model can only reach 80.1% without DA label mapping. This shows that the idea of mapping DA labels to three levels is meaningful and it overcomes the problem of inconsistent data distribution by the use of DA labels in different levels. For example, we suppose ''Statement-opinion'' to be similar to word of ''think'', and also suppose it to be similar in any utterance in which its DA label is ''Statement-opinion''. However, there is a high probability that the data distribution of the two kinds of data is not consistent. Tab. 4 also demonstrates the effectiveness of semantic inference process, which better than other methods. The confusion matrix of our proposed model on test set is shown in Fig. 5 . The labels with the most errors are sd and sv in the figure, although they don't have the highest error rate. An interesting phenomenon from the confusion matrix can be found: 31% of sv is incorrectly marked as sd and 27% of aa is incorrectly marked as b, and these two error rates are very close. In general, aa is the response of sv and sd is usually followed by b. Therefore, it also proves our methodology and these two errors are related and they all comes from the confusion between sv and sd. In fact, we found that it was largely due to the bias of ground truth. As for some utterances, it is also difficult for human to distinguish them. The other important observation is that the proposed model is hard to classify the DA labels with fewer samples, like bf andˆq, because they don't have any special structures or keywords to help identify.
V. CONCLUSION
In this paper, we proposed a hierarchical DA labels embedded mechanism and enhanced the multiple attention structure by semantic update mechanism for dialogue act recognition. Compared to the existing state-of-art methods, the proposed model better utilizes the previous contextual information as well as the direct correlation of hierarchical DA labels. Moreover, the semantic update mechanism enriches the multiple attention structure, especially when the contextualization of conversation is inconsistent or when the questions and answers are skipping back and forth. Finally, the proposed method only utilizes the previous utterance information for dialogue act recognition compared to most of the existing methods and therefore it is more close to real-time and instant QA applications since no on-going utterances are available when we are making a dialogue. 
