A new recursive inverse scheme is applied to a currently popular problem named seismic travel-time tomography, in order to enhance the efficiency and reliability in obtaining a new velocity model if a small number of new data are added to a large data set in the past. In comparison with conventional inverse schemes in seismic tomography, either least-squares or iterative types, this scheme does not require large amounts of matrix-type computations but utilizes the amount of modification in model parameters responsible for each new data set. We also introduce the computation of a collocation travel time (i.e., from a given station to every grid point) for the reference velocity model inverted by the data for all the past events, using a ray tracing scheme called the Huygens' method (Saito, 2001 ), suitable to computations prior to a new event. Combining the above information already stored with the recursive inverse scheme, we can obtain a new or updated velocity model immediately after a new event takes place, because a temporal interval between two events is usually very long in a given local area. Since the model is revised at each recursive step, we perform ray tracings with the updated reference model to get more accurate ray paths and travel times than the conventional inversion schemes that use all the ray tracings for the same reference model. We first showed the validity and stability of the proposed method with synthetic data. We then applied the new approach to the P-wave travel-time data recorded in the Hidaka, south-central Hokkaido, Japan, region, and compared our result with other previous results. Our result shares the overall feature with the previous ones. In addition, a new low-velocity zone is detected in the east of the Hidaka mountains at the depth of 10 km, corresponding to the collision zone of two arcs, due to the use of the updated reference velocity model at each recursive step. We also confirmed that the order of data does not affect the final result, so that the present approach is shown as an appropriate tool for so-called real-time seismic tomography: a updated velocity model is immediately obtained at each time that a new event takes place, in order to monitor temporal variations of model parameters such as velocity structure on the real-time basis.
Introduction
Obtaining three-dimensional velocity structure by seismic travel-time data is one of the most active research fields in the present earthquake today, starting works such as Aki and Lee (1976) and Aki et al. (1977) . The rapid development of both temporary and stationary seismic networks over the world has led to the flourish of this type of studies from global to extremely local problems (e.g., Nolet, 1987; Iyer and Hirahara, 1993) . Three-dimensional velocity models are routinely obtained wherever a certain number of seismometers are installed, under a popular name of "Seismic Tomography". Its basic methodology consists of two parts: (1) ray tracing connecting each pair of source and receiver, and (2) solving an inverse problem with a large but sparse matrix. Both parts have been studied intensively, and there appear no rooms for improvement at least in theoretical points of view.
As the number of data increases rapidly, researchers are trying to obtain results with very high spatial resolution. In order to fulfill this demand, one may introduce an accurate and complex velocity structure as the reference or initial model, and several new approaches have been proposed for computing ray paths and travel times in such complex media very accurately, for example, bending method (Zhao et al., 1992) and finite difference method (Vidale, 1990; Qin et al., 1992) . The introduction of non-linear inverse schemes is another attempt to obtain a stable and accurate final result effectively, such as generic algorithm and simulated annealing, as summarized by Sen and Stoffa (1995) . One important aspect that has been investigated little yet in seismic tomography is the detection of temporal variations in velocity structure. If we had very accurate and spatially dense travel-time data available, slight temporal variations in subsurface velocity might be detected. In research fields other than earthquake seismology, this "realtime tomography" has been already explored, for example, for laser optics (e.g., Zvyagin et al., 2000; Ding et al., 2002) and medical treatment (e.g., Park et al., 2003) . Real-time monitoring of spatial distributions of both water vapor in atmosphere and total electron content in ionosphere is now routinely conducted, using the GPS system (e.g., GPS Research Group, 2004).
As far as the authors know, no serious studies on realtime tomography have been ever attempted in earthquake seismology. Any temporal variations in seismic velocity related to either earthquakes or volcanic activities have high potential for understanding their dynamic processes. One may obtain such a temporal variation with the conventional tomographic approach by taking the difference in results between two data sets, one for an early period and the other for a later period, as mentioned in other branches of science and engineering. A very subtle change in velocity structure in time has been recognized to be one reason why this approach has not been successful yet in earthquake seismology (e.g., Niu et al., 2003) . Moreover, the above straightforward approach is neither suitable nor practical because of a very singular temporal pattern in earthquake occurrence in general, that is, virtually a small number of events in a normal period versus very concentrated occurrence in short time intervals associated with a major event. In other words, we routinely have plenty of "idle" time for new data to come while a new velocity distribution must be obtained immediately after a highly active period of seismicity starts. This singular character in real-time seismic tomography requires the introduction of a new tomographic approach, different from those developed before, as well as in other research fields.
In this study, we shall introduce a new inversion scheme suitable for the above special character in real-time seismic tomography, called recursive inverse scheme. Unlike the other inverse schemes, this scheme adopts an approach to modify the initial model sequentially at every step that a new data set becomes available. Before an active period of seismicity, we are supposed to have obtained a velocity model with the data acquired by that time. After new data become available, a new velocity model is obtained with the small amount of computations only for the new data, without taking into consideration the data that have been already inverted. We shall also introduce a ray-tracing scheme named the Huygens' method (Saito, 2001 ) by collocating source and station, so that the information of ray paths and their travel times from a given station to all the grid points in a medium has been computed and stored a priori. Combining these two new approaches, we can quickly obtain a new velocity model, putting real-time seismic tomography to practical use in future. We shall show the stability and accuracy of our approach with the data set in the Hidaka, Hokkaido, Japan, region, in comparison with the previous results obtained by conventional methods.
Method
Using the Fermat's principle, the travel-time residual δT defined below is linearly related to the perturbation of slowness δu (u ≡ 1/v where v is the velocity of P or S wave) along the ray path obtained for the reference velocity model up to the first order:
(1) where T calc is the travel time calculated for the reference model, T obs is the observed travel time, u re f is the reference model of slowness, and u act is its actual distribution. In a practical inverse problem, we discretize the model space into small blocks or in a representation with the finite number of model parameters. For the k-th observation, δT k , of the total of N observations with the slowness perturbation of the i-th block, δu i , Eq. (1) can be approximately expressed by
where s ki denotes the length of the k-th ray path in the i-th block of the total of M blocks. We can write Eq. (2) in a matrix form as follows:
with the N -dimensional data vector δd with δT k as its k-th element, the N × M matrix G with s ki as its ki-th element, and the M-dimensional model vector δm with δu i as its i-th element.
Compared with conventional inversions in seismic traveltime tomography, we introduce two new approaches in this study, in order to meet the efficiency required by realtime seismic tomography: (a) ray tracing by the Huygens' method with the collocation of source and station, and (b) solving the matrix problem of Eq. (3) by a recursive inverse scheme.
Among a variety of ray-tracing methods that have been introduced in travel-time tomography in earthquake seismology (e.g., Iyer and Hirahara, 1993), we adopt the Huygens' method developed by Saito (2001) . In this approach, we assign grid points in model space, then search the minimum in travel time among all the possible ray paths connecting a source and a given grid point, which modifies the conventional graph or network theory (e.g., Nishi, 2001) developed in other research fields to be suitable in earthquake and exploration seismology. A similar approach was also recently proposed by Rawlison and Sambridge (2004) , investigating its efficiency and accuracy extensively. Although it can compute only the travel time and ray path of the first arrival phase at a given grid point (or a station), this approach is based on the computation of wave front so that ray paths and travel times can be obtained more accurately than the other methods based on the computation of ray paths, particularly for a medium with strong velocity gradient, as shown in the above studies.
In the application to real-time seismic tomography, this method is extremely suitable because its algorithm simultaneously computes ray paths and travel times for all the model or grid points from a given source point. Collocating source and stations, that is, assuming a source located at a given station, this method provides ray paths and travel times for all the grid points at once. If this procedure is conducted prior to a new event, we only need to pick up the ray path and travel time for the grid point where a new event is located (i.e., s ki and δT k in Eq. (2)). In other words, we do not compute ray paths and travel times after a new event occurs, unlike in the conventional seismic tomography.
Next, let us explain the recursive inverse scheme to solve the matrix system of Eq. (3). Among references in geo-physics, we can trace its original idea back to a review paper by Rodgers (1976) . This method, called also Kalmanfilter formulation, has been used in some other branches of earth sciences, such as Global Positioning System (e.g., Hofmann-Wellenhof, 2001 ) and ocean acoustic tomography (e.g., Wunsch, 1990) . Although Aki (1993) emphasized its potential in the overview of an early encyclopedic book on seismic tomography (Iyer and Hirahara, 1993) , it has been used only in a few studies in earthquake seismology. Zeng (1991) used this scheme to obtain a spatial distribution of site effects in his coda analysis under the name of a "recursive stochastic inversion method". Nishigami (2000) inverted the spatial distribution of scattering strength along and around the San Andreas fault in central California with temporal and spatial variations of coda envelopes observed by a seismic network in this area, using the same scheme. These studies emphasized the advantage of this scheme in terms of (a) its computational efficiency for a large matrix system and (b) the simultaneous computation of its resolution and error covariance matrices.
We shall briefly review the scheme here, in order to observe its merits in the application to real-time seismic tomography. Let us first consider two independent measurements of model, m 1 and m 2 , with variances of σ 
Next, we generalize the above scalar representation to the vectorial one in a straightforward manner. Suppose that we have two measurements, m 1 and m 2 , for a model parameter vector m with their model or a priori covariance matrices, S 1 and S 2 , respectively. The estimated value of m is expressed bym
with the corresponding covariance matrix given bŷ
Now let us apply the above result to Eq. (3) in seismic tomography. We introduce the covariance matrices, S ε and S p , of the data and model parameters, δd and δm p , respectively, and substitute them into Eqs. (4) and (5). Equation (3) can be then solved in terms of stochastic inverse (e.g., Aki and Richards, 1980) in the following form:
with the covariancê
Equations (8) and (9) can be rewritten as follows:
The direct use of the above equations requires the computation of an inverse matrix, (GS p G T + S ε ) −1 , which is of the N × N -dimension. Note that most of recent travel-time inversions adopt an iterative solution of the matrix system of Eq. (3) without the use of any inverse matrices (e.g., Nolet, 1987; Iyer and Hirahara, 1993) .
The recursive inverse scheme summarized by Rodgers (1976) , called sequential estimation there, modifies it into a series of simple formulations for each data set (i.e., δd i or each element of the data vector δd). For simplicity, we assume non-diagonal components of the data covariance matrix to be zero, that is, S p consists only of σ 2 i as the i-th diagonal component. Since σ 2 i corresponds to the variance of the i-th measurement δT i , this simplification means no correlations among errors or noise in data and does not become a strong restriction in seismic tomography in practice. Denoting g i to be the i-th row vector of the matrix G, Eqs. (10) and (11) are expressed by the following series (i = 1, 2, . . . , N ) of equations in a recursive form, or equivalent to equation (69) in Rodgers (1976) :
with the model covariance
The initial value of δm, δm 0 , is zero while S 0 may be selected with any a priori information of model parameters in the same sense as stochastic inversion. The choice of S 0 corresponds to the size of the damping factor in the case of an inversion of least-squares (e.g., Aki and Richards, 1980) . Their final values corresponds to the estimated values of model parameters and model covariance matrix:
As pointed out by Zeng (1991) and Nishigami (2000) , the above formulations requires only the division of one scalar in each recursive step, as easily confirmed by Eqs. (12) and (13). This saves the computational amount significantly because the numbers of both data and model parameters, N and M, are very large in recent travel-time inversions. It also naturally introduces the corresponding model covariance matrix, that is, errors in the estimation of model parameters.
The above formulations have an important character suitable for the purpose of real-time seismic tomography. In Eqs. (12) and (13), we process δd i , that is, each piece of our data, using the result of the model parameters inverted by the previous stage of the inversion with the data from δd 1 to δd i−1 . Suppose that we have already obtained the model parameters with the data set of the total number N . Then, if we obtain a new data set, named δd N +1 , we only need to add one simple computation of Eqs. (12) and (13) for i = N + 1, with a vector g N +1 that corresponds to the additional ray path for the (N+1)-th observation. As shown in Eq. (12), we obtain a new result δm N +1 in the form of the revision of the previous model δm N . This feature is suitable to real-time seismic tomography in practice, as explained in Introduction.
Besides the small amount of additional computations when a new piece of data becomes available, this scheme has another advantage over the conventional ones: the reference velocity model for computing a ray path at each recursive step can be updated in a straightforward manner, while we must use the same initial velocity model for all the ray paths in conventional inverse schemes. In the conventional ones, we may revise the velocity model after the first result is inverted, and then obtain the revised ray paths and travel times for such a new model, repeating this process until the result converges. This approach, however, requires a lot of computations, and not practical in the points of view of real-time seismic tomography.
Test with Synthetic Data
In order to investigate the accuracy, stability and efficiency of our proposed inverse scheme in travel-time tomography, we shall conduct a test with the data synthesized for a given three-dimensional velocity model. It is important to observe not only how accurately our inversion scheme can retrieve the given velocity model but also whether its result is different from the one obtained by a conventional inverse scheme or not.
The background velocity structure of the model varies with depth as v(z) = 6.0 + 0.04 × z, where v and z represent velocity in km/s and depth in km, respectively, in a 100 km × 100 km × 50 km model region. We added ±5% positive or negative velocity perturbations as the total of eight blocks of 20 km × 20 km × 10 km size, as shown in Fig. 1 . As a rather ideal situation, sources were distributed in a relatively uniform manner over the model space while stations are assigned sparsely, as shown in Fig. 2 . The total number of the synthetic travel-time data is 16,000. Synthetic travel-times from source to station were calculated by the Huygens' method, as explained in the previous section. We divided the model space into cubic blocks of 1 km × 1 km × 1 km size for ray tracings. Velocity perturbations were inverted at grid points at 10 km × 10 km × 5 km intervals in the model space. We conducted the following two types of inversion: (a) conventional iterative inverse scheme called the LSQR algorithm of Paige and Saunders (1982) that was adopted in Zhao et al. (1991) and Katsumata et al. (2003) , and (b) recursive inverse scheme explained in the previous section. Note that all the ray tracings were conducted for the same initial velocity model in (a) with several iterations for each updated model, while the reference velocity model for ray tracing was revised at each recursive step, or each i-th data set in Eq. (12), in (b). Figure 3 shows the final result of three-dimensional velocity perturbations obtained by the conventional inverse scheme while Fig. 4 by the recursive inverse scheme. Remember that there is one important a priori parameter in each scheme. In other words, each final result may be strongly affected by a rather subjective choice of such parameters. In the conventional iterative inversion, we must judge the convergence of its result to terminate its iteration process. In contrast, we need to select the initial model covariance matrix S 0 in Eqs. (12) and (13) in the recursive inverse scheme. The size of its diagonal elements is closely related to a damping factor in the sense of least-squares, as mentioned in the previous section. In the former case, we terminated the iteration process so that the velocity distribution such as Fig. 3 does not alter significantly even if we repeat more iterations. In the latter case, we obtained results for several different sizes of S 0 , judging the optimal one as the smallest of all that do not show obvious instability in result, similar to the standard stochastic inversion (e.g., Aki and Richards, 1980) . Both schemes successfully retrieve the assigned velocity perturbations in Fig. 1 , showing that our recursive inverse scheme can retrieve a reliable velocity structure similar to the one obtained by the conventional inverse scheme. In addition, the recursive inverse scheme gives a somehow better final result than the conventional one, particularly in a deep part, for example, at depth of 40 km (Figs. 3 and 4) . This difference is mainly originated not due to the theoretical superiority in scheme but the introduction of the updated reference velocity model at each recursive step. Many rays in the present problem, particularly for sources shallower than 30 km, have their turning points near the bottom of the model space (Fig. 2) . The accuracy of the reference model strongly affects ray paths and travel times for rays propagating laterally in a vertically varying medium, that is, where their turning points are located. That is one major reason why a vertical resolution is generally worse than the horizontal in seismic tomography with local events (e.g., Aki and Lee, 1976) . Since the recursive inverse scheme revised the velocity model more frequently than the conventional (i.e., each recursive step versus each iteration with all the data combined), more precise ray paths and travel times were calculated, particularly for rays with turning points. 
Application to the Velocity Structure in the Hidaka Region
We applied the proposed recursive inverse scheme to the P-wave velocity structure in the Hidaka, Hokkaido, Japan, region where the Kuril island arc and the Northeastern Japan arc collide each other. Seismicity there is high (Moriya et al., 1997) , mainly related to the de-lamination of the Kuril island arc under the mountains (e.g., Murai et al., 2003; Taira and Yomogida, 2004) . Takanami (1982) and Moriya (1984, 1987) estimated its threedimensional velocity structure by a tomographic approach. Moriya et al. (1998) , Iwasaki et al. (1998 ), Tsumura et al. (1999 , and Iwasaki et al. (2003) , on the other hand, obtained its fine crustal structure with dense seismic refraction and/or reflection profiles.
From July 1997 to July 2001, a research group from eleven universities in Japan operated a dense temporary seismic network in and around this region (Katsumata et al., 2002) . Using the seismograms recorded by this network, three-dimensional P-and S-wave velocity structures were obtained in this tectonically interesting area with one of the highest resolutions for tomographic results in Japan . In this study, we used a part of this large travel-time data set. We shall compare our result with Katsumata et al. (2003) obtained by the conventional iterative tomographic scheme (Paige and Saunders, 1982; Zhao et al., 1992) with the entire data set, so that we check the accuracy and efficiency of our proposed inversion approach with actual travel-time data.
Data
Distributions of seismic stations and earthquakes are shown in the bottom of Fig. 5, as designated by the square in Fig. 5 , from 0 to 60 km deep, in comparison with the original model space of . These earthquake locations were routinely determined, using the data set recorded by the Hokkaido University Seismic Network (Katsumata et al., 2002) . Similar to Katsumata et al. (2003) , we did not apply any station correction terms to the observed travel-time data because they showed that the resulting velocity structure was affected little by their introduction. The data in this study consists of 7,366 P-wave travel times for 282 earthquakes. The one-dimensional velocity structure same as that of Katsumata et al. (2003) was used as the initial model, except for the omission of a surface layer shallower than 5 km, as shown in the right of Fig. 5 . We corrected this velocity model by the earth-flattening transformation (e.g., chapter 4 of Shearer, 1999) in our inversion. For ray tracings, we divided the model space of 160 km × 160 km × 60 km size (Fig. 5 ) into grids at 1 km × 1 km × 1 km intervals. We used rectangular blocks of 16 km × 16 km × 5 km size for the model parameters to be inverted. The standard deviation of travel-time residuals of the present data set is 0.2450 sec for the initial velocity model.
Checkerboard Test
In order to confirm the accuracy and resolution of the present data set, we performed a checkerboard test at first. We assumed the maximum of ±10% velocity perturbations at grid points with an even interval of 16 km and 5 km in the horizontal and vertical directions, respectively. The velocity at each grid point for ray tracings was assigned as a linear interpolation of the above velocity perturbation. In the left of Fig. 6 , depth slices of the assigned velocity model are shown. Note that we assumed the maximum of ±10% perturbations while ±3% perturbations in the color scale of this figure, because the given slices do not include any points of maximum perturbations. We created synthetic travel-time data with this velocity model for the same source-receiver pairs as the observed travel-time data. Other parameters such as the choice of the initial model covariance matrix S 0 were same as those used for the numerical test in the previous section.
The final three-dimensional velocity models obtained by the conventional and recursive inverse schemes are shown in the middle and right of Fig. 6 , respectively, in the form of depth slices. Both schemes can retrieve the assigned checkerboard pattern quite well, although the absolute values of velocity perturbations are suppressed in either a case, due to the effect of damping. We can nevertheless notice slight difference in their obtained patterns, as follows. At depth of 10∼15 km, the recursive tomography can retrieve both positive and negative perturbations, while negative perturbations (i.e., orange boxes) around the northeastern corner of the model space are not retrieved sufficiently in the conventional one. As seen in Fig. 5 , the number of ray paths are limited in this area, due to weak seismicity there. Similar to the result of the previous numerical test, the use of the updated velocity model at each recursive step provides a slightly better result than the conventional scheme in an area of the model space where the coverage of ray paths is not sufficient. The conventional inverse scheme would provide the same good result if we re-traced all the rays with the updated velocity model and repeat this procedure many times.
Effect of the order of data
Since the entire data set is considered together in any conventional inverse schemes, the order of data (i.e., the subscript i for the data vector δd i in Eq. (3)) does not affect the final result. Even with the use of an iterative scheme, solutions should converge into a single final result after many times of iterations. In contrast, the present recursive inverse scheme solves the problem gradually as one piece of data Fig. 8 . Depth slices of the velocity structures obtained by the recursive inverse scheme, using data A first and data B later (left) and using data B first and data A later (right).
is added, as shown in Eqs. (12) and (13). That is why we propose this scheme to be suitable for the detection of temporal variations in velocity in real-time seismic tomography in future. In other words, the order of the data is a key factor in this scheme. In this subsection, we shall test the accuracy and reliability of the proposed recursive inverse scheme for different orders of the same data set. If the scheme works well, the final result should be the same even though intermediate results with a part of the data set are different.
We divided the total of 282 events into two halves (i.e., 141 events for each sub data set), called data A and data B, where the events of data A took place first. We then obtained a three-dimensional distribution of velocity perturbations in the Hidaka area, using either data A or B. Figure 7 shows each result in the form of depth slices. The result at depths with relatively sufficient ray paths such as depths of 10 and 20 km is similar to each other while the result at depths of more than 30 km is quite different. There are little ray paths in a deep part, and the regions sampled sufficiently are different between the two sub data sets. One may interpret the difference between them as temporal variation of the velocity structure in this region. We do not deny the possibility of temporal variation, but the difference in the coverage of ray paths is likely to be the main reason for the difference in Fig. 7 . Figure 8 shows the final results with different orders of data in the recursive inverse scheme. The left figure shows the result when we first inverted data A (i.e., the left of Fig. 7 ) and subsequently did data B. On the other hand, the right shows the result in the case of data B first (i.e., the right of Fig. 7) , followed by data A. Although there are areas of slightly different velocity perturbations, the agreement between them is sufficient if we consider the general resolution of seismic tomography these days. The results in a deep part (e.g., 40 km deep) are now similar to each other although each half of the entire data set gives clearly different results, as shown in Fig. 7 .
Remember that we update the reference velocity model for the ray tracing at each recursive step. The velocity model is updated, following the result up to the previous recursive step. The evolution of reference models naturally depends on the order of data although its effect should not be very large. In other words, the ray path to be inverted at a given piece of data (i.e., one observation of travel time) slightly depends on the order of data. This factor should be a part of reasons for the difference between the two results of Fig. 8 , so that we can claim that actual numerical errors or instabilities in the proposed recursive inverse scheme are less than those explicitly appearing in Fig. 8 .
In summary, although the recursive inverse scheme of Eqs. (12) and (13) apparently depends on the order of data strongly, the present test proves that the final result is invariant, that is, accurate and reliable. This test also shows the potentiality in the detection of temporal variations in velocity, whether difference of the two figures of Fig. 7 is reliable or not, after taking the quality of data into consideration.
Results
Finally, let us investigate the three-dimensional P-wave velocity structure in the Hidaka region, using the recursive inverse scheme in comparison with the conventional one. The velocity structure imaged by the conventional one is shown in Fig. 9 , while Fig. 10 by the recursive one. In the recursive one, we sorted the order of data different from the previous two cases of Fig. 8 . While the variance reduction of travel-time data is 48.8% for the conventional scheme, 61.6% for the recursive one, slightly larger, due to the use of the updated reference velocity model at each recursive step, as explained above. The total computational times of both methods are of the same order, as far as we obtain the results of similar spatial resolution, as shown in these figures. As predicted, both results agree well each other, confirming the accuracy and stability of our proposed recursive inverse scheme even with actual data.
At a depth of 5 km, there are zones of high velocity in the center of the region, surrounded by zones of low velocity. This high-velocity zone is located nearly parallel to the Hidaka mountains. The west side of the low-velocity zones seems to be subducting from west to east, as seen in the cross section at 42.2N of Figs. 9 and 10. Figure 10 , however, shows this subducting image more clearly. We can also identify another low-velocity body in the east of the Hidaka Mountains at a depth of 10 km in the recursive scheme ( Fig. 10) but not the conventional (Fig. 9 ), which will be discussed in the next subsection. Figure 11 shows the three-dimensional velocity model obtained by Katsumata et al. (2003) . Since we used only a part of their travel time data set, the agreement between our result (Fig. 10) and theirs ( Fig. 11) with the conventional iterative inverse scheme of Zhao et al. (1992) reconfirms the validity and accuracy of the recursive inverse scheme even with actual travel-time data with observational noise. For example, a low-velocity zone exists in both results, extending from Urakawa to Erimo at a depth of about 20 km.
Comparison with previous results
Nevertheless, we can identify slight discrepancies between them, and we need to investigate their origins. While a high-velocity zone in Urakawa-Oki (i.e., along the southwestern off-shore of south-central Hokkaido) about 20 km deep is recognized in Katsumata et al. (2003) , this study could not retrieve such a feature of high velocity. We used few travel-time data passing through this area (see Fig. 5 ), in order to limit our model space to be sampled sufficiently by ray paths. The lack of our detectability of the above feature is not due to the incompleteness of the recursive inverse scheme but originated from the quality of data.
In contrast, our result at a depth of 10 km clearly shows a strong low-velocity area in the center of the model space, as mentioned in the end of the previous subsection. Although the grid interval of Katsumata et al. (2003) is slightly larger than ours and they did not show a result around 10 km deep, there does not seem to exist such a low-velocity area in the corresponding location even by the results at adjacent depths (i.e., 5 and 20 km deep) of Fig. 11 . While we performed ray tracings for a revised reference velocity structure at each recursive step, the result of Katsumata et al. (2002) was derived after only several iterations through the whole data set, using the revised reference velocity model at each iteration. The number of these iterations cannot be increased easily because that would require the total amount of calculations multiplied by the iteration number. This means that our recursive inverse scheme can easily obtain the above feature of high resolution by the natural introduction of updated velocity models without increasing its computational time.
In 1999 and 2000, extensive refraction/wide-angle reflection surveys were conducted in this region. Iwasaki et al. (2003) obtained a very detailed P-wave velocity profile in the crust along an east-west line across the Hidaka Mountains. At depth of about 10 km, they found a region of low velocity (5.5-6.5 km/s) with strong seismic reflection in the east of the axis of the Mountains. They interpreted it as the lower crust of the Kuril arc thrusting over the Northeastern Japan arc, due to their collision there. The body of low velocity at the same depth retrieved by the recursive inverse scheme (Fig. 10) seems to correspond to the uppermost layer of the subducting arc, or the reflector above the collision zone, obtained by Iwasaki et al. (2003) .
Conclusions
We proposed a new inversion scheme for travel-time seismic tomography, combining ray tracing by the Huygens' method of Saito (2001) with the solution obtained by the recursive inversion scheme of Rodgers (1976) . These devices are not only valuable in terms of efficiency and flexibility for inverting model parameters such as P-wave velocity distribution, but particularly powerful if we attempt the practice of real-time seismic tomography in future, that is, we investigate temporal variations in model. In addition to the merits of the Huygens' method discussed in, for example, Saito (2001) and Rawlinson and Sambridge (2004) , we can compute the ray path and travel time from every grid point in model to a given station together, by collocating source and station. We had better compute them before a new event takes place for the updated velocity model at hand obtained by the travel-time data for all the events in the past. We can revise the velocity model immediately after the occurrence of a new event because the required matrix element and data residual have been already prepared.
The recursive inverse scheme is particularly suitable for real-time seismic tomography because we only need simple vector-like computations such as Eqs. (12) and (13), if we like to add small amounts of new travel-time data. For example, suppose that we have already obtained the data in the past consisting of the total number of N = 10, 000 travel times. The computational time of our recursive inverse scheme is grossly similar or might be longer than that of some conventional inverse schemes such as iterative algorithms. On the other hand, we are supposed to obtain one travel-time observation for an event newly occurring in a studied area. We must solve the inverse problem of a large scale (N = 10,001), similar to the previous one, in the conventional seismic tomography. In contrast, our recursive inverse scheme only requires one additional computation for the i = 10,001-th data set in Eqs. (12) and (13), which will be of the order of 1/N times the original computational amount. That is, combining with the already-stored information of ray paths and travel times obtained by the Huygens' method a priori, we can quickly obtain a result Fig . 11 . P wave velocity perturbations derived by Katsumata et al. (2003) . Triangles indicate active volcanoes. (After Katsumata et al., 2003) for the new entire data with N = 10,001. We can also easily check how the result (i.e, the inverted velocity distribution) varies from N = 10, 000 to N = 10,001, as its temporal variation. In this study, we first investigated the stability and accuracy of the recursive inverse scheme for synthetic data with a given velocity model. The result obtained was compared with the one by a conventional iterative inverse scheme, confirming that our result agrees well with the conventional one. Moreover, the introduction of the upgraded reference velocity model at each recursive step enhances the spatial resolution of the final result in some cases. The use of the upgraded velocity model requires large computations for the conventional inverse scheme, so our new scheme rather improves final results in seismic tomography without computational cost.
In the end, we applied our recursive inverse scheme to the actual travel-time data in the Hidaka, Hokkaido, Japan, area, where a three-dimensional P-wave velocity structure of high resolution was already obtained by . Our result accurately reproduced the result of Katsumata et al. (2003) , showing the applicability of our method to travel-time data with realistic velocity models as well as actual source-station geometry in contemporary seismic tomography. In addition, the use of the upgraded reference velocity model in our method could retrieve some detailed velocity anomalies.
As mentioned in Introduction, real-time tomography has been operated in other branches of science and engineering, including a part of GPS observations in earth science. Since temporal variations are predicated to be very complex and subtle or only exist in a long term, very precise and reliable inverted results are required to detect them. Following conventional inverse schemes, we need to solve two independent inversion problems with two different data sets, for example, refer to a recent work by Foulger et al. (2003) . Since we cannot avoid the introduction of subjective (a priori, in other words) parameters such as a timing of the convergence of iterations and a model covariance matrix, the temporal variation detected by this approach is extremely difficult to evaluate objectively with the present quality of data in earthquake seismology.
In contrast, our recursive inverse scheme modifies model parameters at each data set one by one, as seen in Eq. (12). That is, we can fix the above subjective or a priori parameters through the entire inversion process. Dividing the entire data set into two subsets, we also confirmed that the order of data does not affect the final result, as shown in Figs. 7 and 8. The reliability of our approach is proved because the formulations, Eqs. (12) and (13), appear to be strongly controlled by the order of data, while conventional inverse schemes do not explicitly include the order in theory. This test visualizes the potential of the recursive scheme to detect temporal variations in model, for example, comparing the result only by the data from early events (the left of Fig. 7) with that by adding the data for events occurring later (the left of Fig. 8 ).
This study only discusses theoretical and numerical aspects of our proposed approach, and the quality of data is indeed extremely critical in practice if we seriously attempt to detect temporal variations in model. Nevertheless, it is very important for this study to establish an appropriate and reliable inverse scheme for real-time seismic tomography for the first time. We plan to apply the present method to our seismic monitoring system so that inverted temporal variations will be evaluated in a more objective manner than any previous attempts in earthquake seismology.
