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Abstract 
Results are presented for six nuclei from Be to Pb on the structure function ratios F~' / l f f2(x)  
and their A dependence in deep inelastic muon scattering at 200 GeV incident muon energy. The 
data cover the kinematic range 0.01 <: x < 0.8 with Q2 ranging from 2 to 70 GeV 2. The A 
dependence of  nuclear structure function ratios is parametrised and compared to various models. 
1. Introduction 
T h e  s t ruc tu re  f u n c t i o n  F2 for  a b o u n d  nuc leon ,  m e a s u r e d  in deep  ine las t ic  sca t t e r ing  
( D I S )  o f  l ep tons ,  d i f fers  f rom tha t  for  a f ree  nuc leon .  Such  nuc lea r  effects  have  been  
ac t ive ly  i nves t i ga t ed  ove r  the  pas t  decade  [ 1 ] .  The  data  are usua l ly  p re sen ted  in t e rms  
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of the ratio Fz a / F ~ ,  where F~ and F2 ° are structure functions per nucleon of nucleus 
A and the deuteron, respectively. Since the nucleons in the deuteron are only weakly 
bound, F~ is a good approximation for the structure function of a free nucleon. 
For values of the Bjorken scaling variable x <~ 0.05, the ratio F~/F2 ° is smaller than 
unity, a fact known as "shadowing". In the intermediate x range, 0.05 < x < 0.2, the 
ratio shows a small enhancement over unity. For larger values of x, up to about 0.6, the 
ratio decreases with increasing x. The size of all these effects increases with the atomic 
number A. In the kinematic range explored so far there is little or no evidence for a 
dependence on the photon virtuality Q2. 
Attempts have been made to describe shadowing in terms of generalised vector meson 
dominance or of parton-parton fusion. At larger values of x the observed phenomena 
have been discussed within "conventional nuclear physics" models, describing the effect 
of the nuclear potential on the bound nucleons by means of a reduced effective nucleon 
mass, often accompanied by an increased density of virtual pions. Alternatively, an 
increase of the quark confinement size in the nucleus has been invoked. In spite of 
the variety of  theoretical approaches proposed, a quantitative understanding of the basic 
mechanisms responsible for the observed effects is still lacking. 
While the A dependence of nuclear effects in structure functions has been studied 
in detail at large x [ 1 ], in the small x region accurate data are available only for a 
few light nuclei [2,3]. In this paper we present a study of nuclear effects for a wide 
range of A, in the kinematic region 0.01 < x < 0.8 and 2 < Q2 < 70 GeV 2. For the 
present data, carbon - and not the deuteron - was chosen as the reference nucleus; the 
results will thus be given in the form F2A/F2 c. The choice of carbon was motivated by 
the requirement of large target thicknesses. The other target materials were Be, A1, Ca, 
Fe, Sn and Pb. The present results, in conjunction with earlier ones on D, He, Li, C 
and Ca [2,3], allow a detailed investigation of the A dependence of the bound nucleon 
structure function in the shadowing and enhancement regions. 
In deep inelastic muon scattering from a nucleon, the double differential cross section 
per nucleon for one-photon exchange is given by 
I ( 1 , dxdQ ~ -  Q ~  x Q2 J 2[I+R(x,Q2)]  
where F2(x, Q2) is the structure function of the nucleon and R(x,Q 2) is the ratio 
of the longitudinally to transversely polarised virtual photon absorption cross sections. 
The variable _Q2 is the four-momentum of the virtual photon squared, E the incident 
muon energy, a the electromagnetic coupling constant and rn~ the muon mass. The 
Bjorken scaling variable x, and y are defined as x = Q2/2Mv and y = u/E, where v is 
the energy of the virtual photon in the laboratory frame and M the proton mass. The 
function R(x, Q2) is taken to be independent of the nuclear mass A, an assumption 
supported by experimental data for x > 0.0085 and Q2 > 2 GeV 2 [4,5]. Under this 





NMC Collaboration~Nuclear Physics B 481 (1996)3-22 
IRON CONCRETE CONCRETE 
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Fig. I. Target calorimeters and complementary target set-up. The total dimensions are 8 m and 2.4 m along 
the x and y directions, respectively. 
The paper is organised as follows. In Section 2 the features o f  the experiment relevant 
to the present analysis are described, in Section 3 the analysis is discussed and the 
results are presented in Section 4. 
2. The experimental set-up 
The experiment was performed with the NMC spectrometer at the CERN SPS muon 
beam line M2. The incident muon energy was 200 GeV. A detailed description of  the 
spectrometer can be found in Ref. [6] .  In the following we only give a description of  
the target set-up and of  the trigger conditions. 
To perform accurate measurements of  cross section ratios, a complementary target 
set-up was used; similar set-ups were employed in other NMC experiments. Two target 
sets were used, an upstream and a downstream one (Fig. I ) .  Each set consisted o f  two 
pairs of  targets which were alternately exposed to the beam. One pair contained a target 
of  material A1 and a carbon target, one behind the other along the beam direction; in 
the second, complementary pair, the positions of  the two targets were interchanged. The 
pairs of  targets were alternately placed in the beam, for about 40 minutes each. Each 
target in a pair received the same muon flux. Furthermore, the geometrical detector 
acceptance for events with a vertex at a given position along the beam was independent 
of  the target material. The second set o f  targets consisted of  a similar arrangement of  
two pairs o f  targets, placed further down the beam line; in this set material A2 was 
not necessarily the same as material A1 of  the first set. As a pair of  targets from each 
set was placed in the beam at the same time, two ratios of  cross sections, AI/C and 
A2/C ,  were determined simultaneously in two semi-independent measurements. With 
these complementary target arrangements, the cross section ratio, o-A/o -c, for nucleus A 
and carbon can be expressed in a way that depends only on the number of  reconstructed 
events, N, and on the number o f  nucleons per unit area, T, in the target [6] : 
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meas Ik rl~ow 1 Tl~ow2 } 
In this way geometrical  acceptance and detector efficiencies cancel, as do the beam 
fluxes. The formula was applied separately to the upstream and downstream target sets. 
The frequent exchange o f  the target rows substantially eliminated the effects of  possible 
time dependence of  the acceptance and efficiency of  the apparatus. 
Table 1 
Target configurations (see text) 
Row I II III IV V VI VII 
1 C A I C P b  C P b C A I  C F e C F e  CPbCPb CBeCCa  CCaCBe  CSnCSn 
2 A I C P b C  P b C A I C  F e C F e C  PbCPbC BeCCaC CaCBeC SnCSnC 
Table 2 
Paramem~ charac~fising the targe~ used in the measurements. The nuclear densities were calcula~d as 
3A/4~R~ with R~= 5(r2)/3 and (r2),themean square chargeradii of the nuclei, which were taken from 
Ref.[17] 
Target A Density Thickness Nucl. dens. 
[g/cm 21 [X0] l&] [ g / c m 2 1  [nucl./fm 31 
Beryllium 9.01 1.85 2.13 1.84 138.8 0.063 
Carbon 12.01 1.90 3.99 1.65 143.1 0.088 
Aluminium 26.98 2.72 5.66 1.28 135.9 0.106 
Calcium 40.08 1.55 7.21 3.09 115.6 0.106 
Iron 55.85 7.83 9.90 1.04 137.0 0.117 
Tin 118.69 7.31 16.67 0.92 149.3 0.130 
Lead 207.19 11.27 15.51 0.51 98.8 0.138 
The data were collected with seven target configurations, listed in Table 1. The data 
for each of  the target configurations I to VI were collected during a few days in 1989; 
the data for configuration VII were taken in a one month long period in 1988. The 
targets had a similar number of  nuc leons /cm 2, providing optimal statistical accuracy for 
the cross section ratio measurement. The parameters characterising the targets are given 
in Table 2. The Be, C and Ca targets consisted of  75 cm long cylinders; the AI, Fe, Sn 
and Pb targets of  several equally spaced slices distributed over a length of  75 cm. The 
diameter of  the targets was 7.5 cm. All  targets were of  natural isotopic composit ion.  
The total target thickness exposed to the beam was 500-600 g / c m  2. The spectrometer 
was shielded from electromagnetic and hadronic background originating in such an 
amount of  material  by a calorimetric set-up [7] (see Fig. 1), consisting of  an iron- 
scinti l lator tr igger calorimeter,  a concrete-scinti l lator trigger calorimeter and a concrete 
absorber. The iron calorimeter  was located between the upstream and downstream target 
sets; the concrete calorimeter  was installed downstream of  the targets. This arrangement 
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made it possible to detect all hadronic showers emerging with angles of up to 20 ° with 
respect to the beam direction. In this way, for all events in which the scattered muon was 
seen by the NMC spectrometer, the accompanying hadrons were also measured. Thus 
the iron and concrete calorimeters tagged deep inelastic interactions by the detection of 
the hadronic showers. The energy resolution for pions was about 25% at 10 GeV and 
16% at 100 GeV. The calorimeter information was used only at the trigger level. 
The choice of iron for the upstream calorimeter was motivated by the small space 
available between the targets. Concrete was preferred for the downstream calorimeter 
and for the absorber so as to minimise the multiple scattering of the outgoing muon. For 
the same reason, the iron calorimeter had a rectangular hole around the beam axis, with 
a size matching the geometrical acceptance of the forward spectrometer magnet (FSM) 
used to measure the scattered muon momentum. Forward hadrons passing through this 
hole were detected in the concrete calorimeter. 
The iron and concrete calorimeters each consisted of ten layers of active (scintillator) 
and passive (iron or concrete) material. The active area was 1.8xl.8 m 2. The iron 
(concrete) calorimeter had a total depth of 0.65 m (1.15 m),  corresponding to 23 (8.6) 
radiation lengths, X0, or 2.4 (2.3) nuclear interaction lengths, At. In order to resolve 
events originating from the most downstream target, the concrete calorimeter had an 
8 cm wide and 33 cm deep hole (see Fig. 1). The depth of the absorber was 1.82 m 
(17.1X0, 4 .6at) ,  sufficient to contain all showers from the calorimeters; its area covered 
the FSM aperture. 
An energy deposit in the calorimeter above a given threshold was required for an 
event to be triggered. Muon interactions in the absorber did not release energy in the 
calorimeters and were therefore suppressed. A threshold corresponding to an energy 
release of  4 GeV for a hadronic shower gave a trigger efficiency close to 100%. In 
addition to the requirement of  an energy deposit in the calorimeter, the standard "TI"  
trigger conditions described in Ref. [6] were applied, essentially demanding that a 
scattered muon be detected. The trigger was sensitive to muons scattered by more than 
1 ° with respect to the incoming beam direction. 
3. Analysis 
Various kinematic cuts were applied to the data. Events from regions with rapidly 
changing acceptance (scattering angle O < 13 mrad) and poor spectrometer resolution 
(v < 17 GeV) were removed. The requirement y < 0.85 excluded kinematic regions 
where radiative corrections are large. The condition p '  > 30 GeV was imposed on the 
scattered muon momentum, thereby rejecting muons originating from hadron decays. 
Events with poor vertex resolution due to multiple scattering, which is proportional 
to 1/(p'0~), were suppressed by applying the cut x > 0.01, which corresponds to 
p' t9 > 1000 GeV. mrad. The numbers of remaining events are 0.4 x 106 for Be/C, 
Ca/C, AI /C and Fe/C, 0.6 x 10 6 for P b / C ,  and 2.8 x 10 6 for Sn/C. These data cover 
the kinematic region 0.01 < x < 0.8 and 2 < Q2 < 70 GeV 2. 
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In order to obtain the one-photon exchange cross section ratio (trA/tr c) l~ from the 
measured cross section ratio (Eq. (2) ) ,  the measured yields were corrected for higher 
order electroweak processes, notably for the radiative tails of coherent scattering from 
nuclei and quasielastic scattering from nucleons, as well as for the inelastic radiative 
tail. The threshold of the target calorimeter was equivalent to the energy release of 
40-45 minimum ionising particles, which corresponded to 4 GeV for hadronic showers, 
as mentioned earlier, and to a somewhat lower energy for electromagnetic ones. For 
coherent and quasielastic events the v cut of 17 GeV requires a minimum energy of 
the radiated photon of about 10 GeV. This means that also these events satisfied the 
trigger condition, thereby requiring the application of the full coherent and quasielastic 
radiative corrections. 
Each event was weighted with the correction factor r / =  O'ly/O'meas , which was com- 
puted according to the scheme of Akhundov et al. [ 8 ]. Multiphoton exchange processes 
in the coherent radiative tail were also taken into account [9]; they were relevant only 
for the Sn and Pb targets, for which they amounted to less than 3% of the total radiative 
correction in the small x region. 
The calculation of the quasielastic radiative tails requires a parametrisation of the 
nucleon form factor which was taken from Ref. [ 10]. The quasielastic suppression 
factor, which takes into account the reduction of the elastic cross section of the bound 
nucleon with respect to the free one, was evaluated using the results of Bernabeu [ 11 ] 
for carbon and of Moniz [ 12] for the other nuclei. For the evaluation of the coherent 
radiative tails, the nuclear elastic form factors are needed. A parametrisation of the 
electric and magnetic form factors for 9Be was taken from Ref. [ 13 ]. The form factors of 
the other nuclei were calculated using the Fourier transform of their charge distributions. 
These were determined in terms of sums of Gaussians for 12C [14], 4°Ca [15] and 
2°gPb [ 16], by a Fourier-Bessel analysis for 27A! and 56Fe [ 17] and in the framework 
of a three-parameter Gaussian model for ll7Sn [ 18]. 
Finally, in order to determine the inelastic tail contribution, the knowledge of R(x, Q2) 
and FA(x,Q z) is needed. The ratio R(x,Q 2) was taken from the SLAC parametrisa- 
tion [19] and was assumed to be independent of the atomic mass A. The structure 
functions FC(x, Q2) and FA(x, Q2) were obtained using a parametrisation of F D [20], 
the ratio FC/F D [2] and the presently measured ratio FA/FC: 
EA 
F2C (x) F~(x,Q 2) = VC(x,Q2)L~zc(x) (3) FC(x, QZ) = FD(x, Q2)~2 D , 
where the cross section ratios were assumed to be independent of Q2. For the ratio 
FA/F c, the presently measured cross section ratios as well as those from the E139 
experiment [21 ] were used. Since the measured ratio is needed as an input, an iterative 
procedure was required. 
The radiative correction factors, r/, for the individual targets may vary over a wide 
range; in the case of lead from 0.3 at small x to 1.2 at large x. The dominant contribution 
to ~7 stems from the coherent radiative tail. For the ratios however, the largest resulting 
total corrections are 0.85 for C/Be,  0.8 for A1/C, 0.6 for Ca/C and for Fe/C and 0.4 
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Fig. 2. The vertex distribution along the beam direction for two x bins - the lowest bin (top) and an 
intermediate one (bottom). The events originate (left to right) from a carbon, an aluminium; a carbon and 
a lead target, respectively. The events around vertex position - 5  m come from the concrete calorimeter. The 
vertex position is measured from the center of the FSM. 
for Sn/C and for Pb /C in the lowest x bin. Their size decreases rapidly with increasing 
x and differs from unity by less than 0.01 for x > 0.06. 
The data were also corrected for the non-isoscalarity of the targets using a parametri- 
sation of the structure function ratio F~/F~ [6]. This correction is maximum at large x 
where it is at most 15% for the ratio FPb/lff2; it is negligible at small x. 
The finite resolution of the spectrometer leads to an uncertainty in the position of 
the interaction vertex and in the determination of the kinematic variables. The dominant 
source of this smearing is multiple scattering of the muon which strongly affects events 
with small p~v9 (small x).  In Fig. 2 the vertex distributions for the smallest and an 
intermediate x bin are shown. The effects of the smearing on the cross section ratios 
were estimated by a Monte Carlo simulation. 
In the Monte Carlo simulation hits in the detectors were generated for the incident 
and scattered muon tracks according to parametrisations of the measured efficiencies of 
the tracking chambers and trigger hodoscopes. In order to take into account the multiple 
scattering and the energy loss of the muon, a detailed description of the geometry and 
composition of the targets and of the target calorimeters was used. The Monte Carlo 
events were passed through the same reconstruction programs as the data. Each event 
was weighted with the inclusive cross section, i.e. the one-photon exchange cross section 
together with contributions from radiative and other higher order processes. 
The Monte Carlo simulation reproduces the data well for all target configurations. 
As an example, Fig. 3 shows the ratio of the data and Monte Carlo vertex distributions 
along the beam direction for the C,AI and C,Pb target configurations for the x bins 
shown in Fig. 2. 
In Fig. 4, the factors to correct the ratio FFe/F c for the effects of smearing are shown. 
The correction to the ratio is small because the loss of events from a given target is 
compensated by the gain of  events from the adjacent ones. For the smallest value of x 
NMC Collaboration/Nuclear Physics B 481 (1996) 3-22 11 
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Fig. 3. Ratio of data and Monte Carlo yields as a function of the vertex position along the beam direction 
for two x bins for the same target configuration as shown in Fig. 2. The concrete calorimeter is indicated as 
"conc". 
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Fig. 4. The factors to correct the ratio F~e/lff2 for the effects of smearing as a function of x. The errors 
shown are statistical. 
the correc t ion  factor  ranges  f rom 1.02 for B e / C  to 1.04 for P b / C .  Events  or ig ina t ing  in 
the detectors  c lose  to the target reg ion  lead to a correct ion o f  up to 0 .5% for the ratios 
o f  the ups t ream target set. 
As  a check  o f  the me thod  used to calculate  the cross section ratio, fo l lowing  the 
reasoning  presented  in Ref.  [6 ] ,  the ratio o f  the beam fluxes was evaluated f rom the 
measured  number  o f  events.  This  flux ratio was studied as a funct ion o f  all measured  
k inemat ic  var iables  and, after apply ing  all correct ions,  was found to be  independent  o f  
them in the range  where  the results are presented.  
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0.01 0.1 I 0.1 I 
X 
Fig. 5. Structure function ratios as a function of x, averaged over Q2. The inner error bars represent the 
statistical uncertainty, the outer errors the statistical and systematic uncertainties added in quadrature. The 
E139 data for silver and gold were used for the comparison with our tin and lead data, respectively. The 
photo-absorption cross section data are plotted at x ~, 0.01. 
4. The results 
All cross section ratios measured with the same pair of target materials were found to 
agree and the data were therefore combined. The x dependences of the structure function 
ratios FA/F c, averaged over Q2, are presented in Fig. 5 and in Tables 3-8. The mean 
Q2 and mean y for each x bin are also given in the tables. The inner error bars in Fig. 5 
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Table 3 
The ratio F~e/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty 
x (Q2) [GeV 2] (y} F~e/lffz4- stat. 4- syst. 
0.0125 3.4 0.73 1.0144-0.0134-0.020 
0.0175 4.5 0.69 1.0214-0.013 4-0.021 
0.0250 6.0 0.66 1.0194-0.009 -t-0.009 
0.0350 8.0 0.62 1.000::t:0.0094-0.010 
0.0450 9.8 0.59 1.0105:0.0104-0.013 
0.0550 11.4 0.57 0.997-]-0.0114-0.016 
0.0700 13.8 0.54 1.0025:0.0084-0.010 
0.0900 16.8 0.51 0.9985:0.0094-0.016 
0.1250 21.4 0.47 0.9935:0.0074-0.008 
0.1750 27.6 0.43 1.0075:0.0084-0.012 
0.2500 35.5 0.39 1.0015:0.0084-0.010 
0.3500 45.4 0.36 1.0015:0.0144-0.024 
0.4500 53.9 0.33 0.9855:0.0234-0.029 
0.5500 60.5 0.30 0.9385:0.0385:0.046 
0.7000 66.7 0.26 0.9975:0.0615:0.082 
Table 4 
The ratio FAI/F~2 as a function of x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty 
x (Q2} [GeV 2] (y} FAI/fff24- stat. 5: syst. 
0.0125 3.4 0.73 0.9735:0.0194-0.020 
0.0175 4.5 0.69 0.978 4-0.0164-0.016 
0.0250 6.1 0.66 0.969 4-0.0114-0.014 
0.0350 8.0 0.62 0.9715:0.0114-0.013 
0.0450 9.8 0.59 0.981 +0.0124-0.015 
0.0550 11.6 0.57 1.0004-0.0134-0.013 
0.0700 13.9 0.54 1.0105:0.0104-0.010 
0.0900 16.9 0.51 1.0014-0.0114-0.011 
0.1250 21.3 0.47 1.0034-0.0084-0.009 
0.1750 27.4 0.43 1.017 4-0.010±0.011 
0.2500 35.5 0.39 0.9995:0.010-I-0.016 
0.3500 45.3 0.35 0.9835:0.0165:0.026 
0.4500 52.9 0.32 1.0164-0.028 4-0.036 
0.5500 58.2 0.29 0.8965:0.0434-0.058 
0.7000 63.9 0.25 0.9865:0.0714-0.089 
r ep resen t  the  s ta t i s t ica l  unce r t a in t i e s  i n c l u d i n g  those  o f  the  smea r ing  co r rec t ion  factors .  
T h e  ou t e r  e r ror  bars  i nd i ca t e  the  s ize  o f  the  s ta t is t ical  and  sys temat i c  unce r t a in t i e s  added  
in quadra tu re .  
In  the  p r e sen t  resu l t s  the  m a i n  c o n t r i b u t i o n s  to  the  sys temat ic  er rors  at smal l  x are the  
unce r t a in t i e s  o f  the  r ad ia t ive  cor rec t ions .  T h e s e  unce r t a in t i e s  were  e s t ima ted  by  va ry ing  
the  i n p u t  p a r a m e t e r s  to  the  rad ia t ive  co r rec t ion  p r o g r a m  f o l l o w i n g  the  p r o c e d u r e  ou t l i ned  
in Ref .  [ 6 ] .  
O t h e r  c o n t r i b u t i o n s  to the  sys t ema t i c  e r ror  at smal l  x i nc lude  the  unce r t a in ty  o f  the  
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Table 5 
The ratio /if2 a/F~2 as a function of x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.003 and is not included in the systematic uncertainty 
x (Q2) IGeV2I (y) FC2 a/FC2 4- stat. 4- syst. 
0.0125 3.4 0.73 0.945 4-0.0194-0.021 
0.0175 4.5 0.69 0.9394-0.0164-0.022 
0.0250 6.0 0.66 0.9714-0.011 4-0.010 
0.0350 7.9 0.62 0.9704-0.0114-0.011 
0.0450 9.7 0.59 0.9944-0.0114-0.013 
0.0550 11.4 0.57 1.0044-0.012 4-0.017 
0.0700 13.8 0.54 0.9944-0.0094-0.010 
0.0900 16.7 0.51 1.0184-0.0104-0.017 
0.1250 21.2 0.47 1.003 4-0.0074-0.008 
0.1750 27.4 0.43 1.0194-0.0094-0.012 
0.2500 35.3 0.39 1.0134-0.009 4-0.011 
0.3500 45.3 0.36 1.0204-0.015 4-0.025 
0.4500 53.6 0.33 0.964+0.0244-0.030 
0.5500 60.3 0.30 0.9684-0.0424-0.049 
0.7000 66.4 0.26 0.9204-0.0594-0.081 
Table 6 
The ratio F~e/lff2 as a function of x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty 
x (a2) [GeV 2 ] (y) FFe/lff2 4- stat. 4- syst. 
0.0125 3.4 0.73 0.9244-0.0214-0.036 
0.0175 4.5 0.70 0.9654-0.017+0.020 
0.0250 6.1 0.66 0.9514-0.01 ! +0.014 
0.0350 8.1 0.63 0.9774-0.0114-0.014 
0.0450 10.0 0.60 0.9734-0.011 +0.013 
0.0550 11.8 0.58 0.9994-0.0114-0.014 
0.0700 14.1 0.55 1.0104-0.0094-0.010 
0.0900 17.1 0.52 0.9814-0.009 4-0.011 
o. 1250 21.7 0.48 1.0194-0.0074-0.009 
o. 1750 27.8 0.43 0.9974-0.0094-0.010 
0.2500 35.7 0.39 1.0014-0.0094-0.010 
0.3500 45.4 0.35 0.9904-0.0144-0.015 
0.4500 53.6 0.32 0.9314-0.0224-0.026 
0.5500 60.3 0.30 0.9724-0.0414-0.044 
0.7000 66.6 0.26 0.9654-0.0634-0.069 
s m e a r i n g  co r rec t ion .  T h i s  was  e s t ima ted  by  c h a n g i n g  the  ver tex r e so lu t ion  as o b t a i n e d  
f r o m  the  M o n t e  C a r l o  s i m u l a t i o n  by  up  to 3%,  h e n c e  ef fec t ively  m o d i f y i n g  the  a m o u n t  
o f  m u l t i p l e  C o u l o m b  sca t te r ing .  
T h e  ta rge t  c a lo r i m e t e r  ef f ic iency was  o n l y  m e a s u r e d  for  Sn  and  C [22 ,23 ]  w h e r e  i ts 
e f fec t  on  the  ra t io  was  typ ica l ly  less than  o n e  pe r  cent ,  excep t  at large  x w h e r e  i t  r e ached  
a b o u t  2%.  T h e  o the r  ra t ios  were  no t  cor rec ted  for  the  target  ca lo r ime te r  efficiency. A 
sys t ema t i c  e r ro r  equa l  to  the  ful l  co r rec t ion  for  the  S n / C  ra t io  was  assumed.  
T h e  u n c e r t a i n t y  o f  the  m e a s u r e m e n t  o f  i n c o m i n g  ( 6 p / p  = 0 . 2 % )  and  sca t te red  m u o n  
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Table 7 
The ratio FSn/lff2 as a function of  x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty 
x (Q2} [GeV 2] (y} FSn/lff24- stat. 4- syst. 
0.0125 3.2 0.71 0.883-1-0.0114-0.040 
0.0175 4.3 0.68 0.9274-0.009 4-0.025 
0.0250 5.6 0.62 0.9604-0.0064-0.013 
0.0350 7.3 0.56 0.9854-0.0064-0.006 
0.0450 8.6 0.50 0.9884-0.0064-0.004 
0.0550 9.8 0.45 1.010-t-0.006-t-0.002 
0.0700 11,2 0,40 1.0074-0.0054-0.007 
0.0900 12.7 0,33 1,0104-0.0054-0,003 
O. 1250 14,8 0,28 1,012 4-0.0044-0.003 
O. 1750 17,3 0,20 ! ,012 4-0.005 4-0.004 
0.2500 20,5 O, 16 1.009 4-0.0054-0.008 
0.3500 25.1 O. 15 1.007 4-0.0074-0.011 
0.4500 32.0 0.15 0,9804-0.0124-0,012 
0.5500 43,9 0.16 0.9994-0.0284-0.042 
0.7000 56.8 0.24 0.8664-0.0384-0.060 
Table 8 
The ratio FPb/lff2 as a function of  x. The x value, the mean Q2 and the mean y are also given. The 
normalisation error on the ratio is 0.002 and is not included in the systematic uncertainty 
x (O2} [GeV 2] (y) FPb/FC2 4- stat. 4- syst. 
0.0125 3.4 0.73 0.8894-0.0464-0.050 
0.0175 4.5 0.69 0.921 -I-0.0314-0.030 
0.0250 6.1 0.66 0.9384-0.018-t-0.017 
0.0350 8.0 0.62 0.962-4-0.0164-0.012 
0.0450 9.8 0.59 0.9824-0.0174-0.012 
0.0550 11.6 0.57 1.0144-0.0174-0.011 
0.0700 13.9 0.54 1.0284-0.013-4-0.011 
0.0900 16.9 0.51 1.0104-0.014-1-0.010 
0.1250 21.4 0.47 1.0144-0.0114-0.008 
0.1750 27.5 0.43 1.021 4-0.013 4-0.010 
0.2500 35.5 0.39 0.9964-0.0124-0.010 
0.3500 45.3 0.35 0.9734-0.021 +0.015 
0.4500 53.6 0.32 0.9704-0.0364-0.024 
0.5500 60.0 0.30 0.8944-0.0574-0.041 
0.7000 66.1 0.26 0.8104-0.0694-0.088 
momenta (Sp'/p'  = 0.2%) and the uncertainty introduced by the isoscalarity correction 
were also taken into account. They were relevant only at large x, where the former 
amounted to 0.1% for all ratios and the latter to 0.4% for the FPb/F2 c ratio. 
An additional systematic error was included as an estimate of  the uncertainty of  
the method to extract the ratios (Eq. ( 2 ) ) .  This error was evaluated as the difference 
between the present results and those determined as follows. The yield of  the ith target 
in row j ,  Nij, is given by Nij = ESk=l O'kjTkj~j~kjaikj, where o-kj is the total cross section 
of  target material k, Tkj the thickness of  target k, ~bj the muon flux, ekj the average 
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geometric acceptance of target k and aikj takes into account the smearing effects. The 
coefficients aikj were determined using the Monte Carlo simulation described above. A 
fit was performed in each x bin to the number of events from the eight targets and from 
the concrete calorimeter for each row. The fit parameters were the cross section ratios, 
o-A/o -C , the flux ratio for the two target rows, the ratios of the geometric acceptances 
for different target positions and a normalisation constant. The fitted structure function 
ratios were found to agree with those obtained using Eq. (2) to within 0.5% over most 
of the x range and 2% at small x. 
The normalisation uncertainty on the ratios is due to the uncertainties in the target 
thicknesses and amounts to 0.2-0.3%, depending on the material. It is not included in 
the errors shown in Fig. 5. 
At small x, the results for the structure function ratios are sensitive to the assumption 
zlR A -- R A - R c = 0. The difference zlR A has been measured for Ca [5] and Sn [22] ; 
the results are consistent with zero and have a total error of typically t0 .04 .  If  a value 
of AR A = +0.04 is assumed, the ratios change by up to q:0.01 at small x. This was not 
included in the systematic error. 
All structure function ratios presented in Fig. 5 show a characteristic x dependence at 
small and intermediate x. There is a depletion below unity at small x, which increases 
with decreasing x. The ratio FzBe/F c has the opposite behaviour since beryllium has 
a smaller A than carbon. The data show a clear and systematic increase of shadowing 
with increasing nuclear mass A. 
Fig. 5 also shows the results for real (Q2 = 0 GeV 2) photons of 60 GeV [24,25]. 
These are available, however, only for deuterium, carbon, copper and lead; we therefore 
used a power-law interpolation (o- c< A '~) to obtain the values shown. Our data are 
consistent with the results of  the SLAC-E139 experiment at large x also shown in Fig. 5 
which we obtained from published results [21] by dividing the ratios F~/F2 D by FC/F~. 
The errors shown for the E139 results might be overestimated since in calculating them 
we treated these ratios as uncorrelated. The Q2 range covered by the E139 data is 
2-1 l GeV 2. No correction for a possible Q2 dependence of the data was applied. 
The ratio F~za/F c found in the present analysis is also consistent with previous 
NMC results obtained from data taken at incident muon energies of 90 GeV [3] and 
200 GeV [2] (see Fig. 6). 
Fig. 7a shows a comparison of the present NMC data and of the ones of Refs. [2,3] 
with the data of the collaboration FERMILAB-E665 [26] for Ca/C and Pb/C. The 
NMC and E665 ratios with respect to carbon are in good agreement. Conversely, the 
E665 ratios with respect to the deuteron do not agree with the NMC results, as shown 
in Fig. 7b. 
The present results combined with those of our earlier measurements of FzHe/F~, 
FLi/F D, Fca/F D, FCa/F c [3], and FLi/F D, FC/F2 ° [2] cover the range 2 ~< a ~< 207. 
From our previous measurements of  F : / F ~  and FC/F~ we calculated the ratios F : / F  c 
neglecting correlations in the errors. Fig. 8 shows the structure function ratio F : / F  c as 
a function of A for three selected values of x. For A = 12 a point at unity is included 
for all x bins. 
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[] Co/D*D/C 200 GeV [2,3] 
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Fig. 6. The present result for F~z2 a/F~2 compared to the NMC results published in Ref. [3] (obtained at 
90 GeV) and to the result obtained by dividing the lff2a/FD ratio by lff2/F ~ (both obtained at 200 GeV and 
published in Ref. [2] ). The errors were treated as uncorrelated. The error bars represent the statistical and 
systematic uncertainties added in quadrature. The relative normalisation uncertainty between the different data 
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Fig. 7. Comparison of the NMC and 
(Ca /D) / (C /D) ,  taken from Ref. [26]. 
Ref. [2,3] already shown in Fig. 6 (I-l). 
from Ref. [26]. The errors of the E665 
results include the present ones on Ca/C 
Ref. [31 ( r l ) .  F2Pb/F~: the NMC results 
for C/D of Ref. [2]. 
E665 results. (a) F~Z2a/F~2: the E665 points were obtained as 
The NMC points include the present results (o) and those from 
F~b/lff2: the E665 points were obtained as (Pb /D) / (C /D) ,  taken 
results were assumed to be uncorrelated. (b) lff2a/FD: the NMC 
divided by the C/D data of Ref. [2] (o) and the Ca/D results of 
(e) were obtained from the present ones on Pb/C divided by those 
W e  p a r a m e t r i s e d  the  A d e p e n d e n c e  o f  the  da ta  in  the  f o l l o w i n g  ways:  
( i )  W e  used  the  c o n c e p t  o f  the  "e f fec t ive  n u m b e r "  o f  n u c l e o n s  in the  nuc l eus  def ined  
as A '~ = O'rA/O'z,N, w h e r e  O':,A is the  p h o t o n - n u c l e u s  cross  sec t ion  and  O':,N is the  
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Fig. 8. Structure function ratios versus atomic weight  A at x = 0.0125, x = 0.045 and x = 0.175. The lines 
show the results o f  fits to the data with the function F2A/lff2 = cA ('~-1) . The errors shown are statistical only. 
(ii) 
(iii) 
the data using the function FA/F2 c = cA C"-]) was performed in each x bin. The 
continuous lines in Fig. 8 show the results of  the fits for three x bins. The fits 
describe the data satisfactorily. 
The small x data are not well described by a linear function of  the nuclear density, 
p, (Fig. 9) :  F A / F  c = f l  + 8 p ( A ) ,  where the nuclear density is given by p ( A )  = 
3A/4~R3e, with Re 2 = 5<r2)/3. The mean square charge radii of  the nuclei, (r2), 
were taken from Ref. [ 17], and the assumption was made that the nuclear density 
distribution and the charge distributions of  a nucleus are equal. 
Alternatively, one can assume that the nuclear effects are due to the local properties 
of  the nuclear medium [27] .  This leads to a dependence of  the nucleus cross 
section on a volume term (proportional to A) and a surface one (proportional 
to A2/3). The structure function ratios can then be parametrised as F A / F  c = 
a + bA -1/3. The result of  a fit of  this function to the data is shown as solid lines 
in Fig. 10. The small x results are not well described. A functional form including 
SY 
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Fig. 9. St ructure  funct ion ratios versus nuc lear  densi ty  p at x = 0 .0125,  x = 0 .045 and  x = 0 .175.  The solid 
lines show the result  o f  a fit to the data  with the funct ion FA/Ff2 = [3 + ~p(A).  The errors shown are 
statistical only. 
(iv) 
a higher order term proportional to A -2/3 yields a significant improvement of  the 
fit quality: the dashed line in Fig. 10 shows the result of  the fit using the function 
FA /F2 c = a + bA -1/3 + cA -2/3. Extrapolating the fitted functions to A = oo gives 
the nuclear matter to carbon structure function ratio, a, which is shown in Fig. I 1. 
A novel approach to nuclear shadowing has been recently proposed in Ref. [28] ,  
where a scaling variable n was introduced in terms of  which nuclear shadowing 
in deep inelastic scattering is universal, i.e. independent of  A, Q 2  and x. The 
scaling variable n is a measure of  the number of  gluons probed by the hadronic 
fluctuations of  the photon. For the numerical estimates of  n we used Eq. (5) of  
Ref. [28] .  Fig. 12 shows results on structure function ratios plotted as a function 
of  n in the range x < 0.07. It appears that within about 5% all the data scale with 
n .  
RAPID  C O M M U N I C A T I O N  
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Fig. 10. S t ructure  func t ion  rat ios as a funct ion o f  A -1/3 at x = 0 .0125,  x = 0 .045  and  x = 0 .175.  The solid 
lines show the result  o f  a fit to the da ta  with the funct ion FA/lff2 = a + b A - l / 3 ;  the dashed  lines refer  to the 
funct ion F2A /Idf2 = a + bA -1/3 + cA -2/3.  The errors  shown are statistical only. 
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Fig. 1 I. The  a coefficient  f rom the fitted funct ion  F#/l f f2  = a + bA -z /3  + cA -2/3 is shown as a funct ion o f  
X .  
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Fig. 12. Structure function ratios F#/F D at small x as a function of the scaling variable n(x, Q2,A). The 
data points include the present ones divided by the C/D data of Ref. [2] and Li/D of Ref. [3]. The errors 
were assumed to be uncorrelated. The errors shown are statistical only. 
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