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If F is a field and A is an F-central simple algebra with the property that 
[Al2 = 1, where [A] is the class of A in the Brauer group of F, then it follows 
that there exists an F-antiautomorphism of A, that is an F-linear map CT: A -+ A 
with the property a(&) = o(b) u(u). In 1935 Albert proved that under the above 
conditions A in fact admits an involution (of the first kind), that is an anti- 
automorphism fixing F and of period 2. Algebras with involution have been 
studied extensively, especially from the viewpoint of nonassociate algebras: If 6 
is an involution of A, then the fixed (6x = x) and skew (6x = -x) elements of 
the algebra form important nonassociative algebras. For this and other reasons 
it is natural to seek a generalization of the situation just described: Suppose A 
is F-central simple with [A]” = 1. It follows that there is an F-algebra imbedding 
A0 ---f A+1, where A0 is the algebra opposite to A, Is there a reasonable general- 
ization of the notion of involution to this situation ? The purpose of this work is 
to conjecture such a generalization and prove the conjecture in some special 
cases (where A is an F-central division algebra, F has characteristic not 2 or 3, and 
n = 3 or 4). The conjecture states, roughly, that under conditions described 
above, there is an F-linear nonsingular map r: An-l ---f An-l of period n which 
n-2 
induces an F-algebra imbedding from A0 (ganti m @ A) into 
(An-1)x*-i (= the elements of An-l fixed under the natural action J&-i on An-l). 
This generalizes the case n = 2. Moreover the conjecture states that 7 can be 
chosen as above with the additional property that the subgroup of the group of 
F-linear automorphisms of P-1 generated by 7 and &+, (under its natural 
action on An-l) is isomorphic to ,Z;, , with T corresponding to the cyclic permuta- 
tion (1, 2,..., n). Hence we obtain an interesting action & on An-l. 
The structure of the paper is as follows: The first section contains some lemmas 
necessary for the rest of the work. In Section 2, two conjectures are stated. 
Conjecture II is the one outlined above. The two conjectures are shown to be 
equivalent under a restriction on the characteristic of the base field. Section 3 
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contains the main results-proofs of conjecture I in the special cases described 
above. 
The key to the generalization is an idea due to the author’s adviser, T. 
Tamagawa. He obtained a new proof of Albert’s result (n = 2) and the extension 
of his idea to the higher exponent case is the core of this work. The author 
welcomes this opportunity to thank him. 
1. PRELIMINARY LEMMAS 
In this and all other sections, the basic properties of central simple algebras 
will be assumed. 
We introduce some notation to be used throughout the work. The symmetric 
group on 71 letters will be denoted ,Z’, . If F is a field, A an F-algebra, then the 
n 
tensor product m&F ... @r A is denoted An. For each v E Z;, , we 
define anF-algebra automorphism 1, of A” as follows: If & a,, @ uzi @ ... @ 
U,~ E A”, thenI,&, a,$ @ usi @ ... @ a,,) = Ci=, a,-l(,~~ @ u,-~(~J~ @ ... @ 
a,-Gdi . This gives an action of & on A”. By (An)zn we mean the elements of An 
fixed under this action. If S is a subset of A, then C,(S) = (a E A / us = sa 
for all s E S> is the commuting algebra of S in A. Finally A* denotes the group 
of units in A and unadorned tensors are over the ground field F. 
LEMMA 1.1. Let A be an F-central simple algebra, with [A : F] = m2. For each 
n, there is an F-algebra homomorphism u:F[.?&] -+ An such that for each T E 2, , 
the inner automorphism determined by u(n) is I, , that is I,,(x) = U(TT)-~XU(TT) for all 
x E An. Moreover if n < m, then any such map u is a monomorphism. 
Proof. The case A = F is trivial. We assume then for the rest of the proof 
that m 3 2. We consider two special cases: 
Case 1. Assume n = 2. We need to show there is an element c E (A @ A)* 
such that c-‘(a @ b)c = b @ a for all a, b E A and c2 = 1. By the Skolem- 
Noether theorem, there is an x E (A @ A)* such that x-l(a @ b)x = b @ a for 
all a, b E A. It follows that +(a @ 6) x2 = a @ 6, so the inner automorphism 
determined by x2 is the identity. Hence x2 E F*. 
We claim x2 E (F*)2 = {a” 1 a EF*): 
Suppose not. It follows that F[x] is a field, of degree 2 over F. Consider 
C’,&F[x]), the centralizer ofF[x] in A @ A. Clearly CAoa(F[x]) = (A @ A)zz 
Now if (al , a2 ,..., am2} is a basis of A over F, it is easy to see that 
{ai @ ai 1 I < i < mz} U {ai @ ai + uj @ ai 1 1 ,( i < j ,( m2> 
is a basis of (A @ A)z:! over F. It follows that [(A @ A)22 : F] = m2(m2 + 1)/2. 
Since F[x] is a field, C,&F[x]) . 1s a central simple F[x]-algebra. In particular 
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[C,,,(F[x]) : F[x]] = r2, for some r. But [C,oA(F[x]) : F] = m2(m2 + 1)/2, 
so we conclude that m2(m2 + I)/4 is a square. This is easily seen to be impossible. 
This proves the claim. 
We conclude that xa = u2, for some a SF*. Let c = x/u. Since c determines 
the same inner automorphism as x and c2 = x2/a2 = 1, we are done in this case. 
(Note that c $ F, so the map F[,ZJ --f A2 is one to one for all m > 2). 
Case 2. We now assume A = End,(V), where Y is an m-dimensional 
F-vector space. The result in this case is proved in Weyl’s Classical Groups [3, 
Lemma 4.4B], but is perhaps difficult to extract, so at least an outline of the 
argument will be given. We have A n = (End,(V))” &J End,(P) where # is 
given as follows: Let n1 , ~1~ ,..., V, be a basis of V. It follows that {vi, @ viz @ 
... @ Use 1 1 < ij < m} is a basis of Vn over F. If Ti E End,(V), for i = 1, 2 ,..., n, 
then #( TI @ T, @ ... @ T,J(q, @ viz @ ... @ vi,) = T,(q) @ T,(zQ @ 
... @ T&Q,). 
Define a map f: F[&] + End,(P) by f(n)(vil @ ... @ vi,) = vi,(z) @ 
Vi,(*) 0 ” 0 Z’i,(,) . It is an easy computation to check the following two 
properties off: 
(1) f is an F-algebra homomorphism of F[&] into Endz( P). 
(2) The inner automorphism determined by #-‘(f(r)) is I,, , for all 
TrE‘z,. 
Letting u = 4-l 0 f we have the first half of the lemma. 
Now assume n < m. We need to show that any F-algebra homomorphismg: 
F[&] --f End,(P) with the property that I,(x) = [#-l(g(n))]-lx[#-l(g(rr)ll for 
all v E JZ’,, and x E (End,(V))“, is one to one. 
First note that for all n E: &, , #-‘(g(r)) and #-‘(f(n)) determine the same 
inner automorphism. Hence for each rr E ,& , there exists k, E F* such that 
gb-) = hf(4. Now suppose gCLE~, cu,,n) = 0 for some 01, E F. We conclude 
that Cnez ~l,,kJ(~) = 0. But, since 71 < m, we have the element or @ nz @ 
... @ v, & I/““. Thus 0 = (C ol,k,f (n))(v, @ ... @ v,) = C c&.,zI,(~J @ ... @ 
v,(,) . We conclude (Y&, = 0 for all r. Hence 01, = 0 for all r’, and g is one to one. 
We can now handle the general case: 
If K is a field extension of F, then (A @ K)” s A” @ K as K-algebras, 
under the map (a, @ R,) @ ... @ (a, @ k,) + (a, @ ... @ a,) @ (K,k2 ... K,). 
To avoid extra notation, we will identify these two algebras under this map. 
In addition we need to distinguish between the actions of Z, on (A @ K)” and 
on A”. Let 1: denote the automorphism x, @ x2 @ ... @ x,-+x,+(,) @ x,,-‘(~) @ 
... @ x,~~(,) for xi E A @ K and let & denote the corresponding action on A”. 
A simple computation shows that 1, @ 1 = 1; , keeping in mind the identifica- 
tion of (A @ K)n and An @ K. 
Icow let K be a splitting field for A, so that A OF K E End,(V) for some 
m-dimensional K-vector space V. By case 2, there is an F-algebra homomor- 
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phismf: F[&] ---f (A @ K)fl such that f(r)-k@(r) = IL(x) for all x E (A @ K)“. 
Let u E zl, be a transposition. Restricting ourselves to the two copies of A 
affected by the action of u, it follows from case 1 that there is an element 
C,, E (An)* such that Cc2 = 1 and C;‘xC, = z(x) for all x E An. SinceI, @ 1 = 
Ii, we have that the inner automorphism determined by C, @ 1 in An @ K 
is 1: . Sincef( ) 1 u a so d t e ermines 1: , we conclude that C, @ 1 = k!(o) for some 
KEK. But C,2 =f(~)~ = 1. H ence k2 = 1, so k = &l. Clearly then we may 
choose C, so that C, @ 1 =f(u), w r e h’l retaining the properties of C, in An. 
Now define u: F[Z,] -+ An as follows: If u E 2% is a transposition, let U(U) = 
C, , where C, is as described in the previous paragraph. If uru, ... ulc = 1, 
where the u, E zl, are transpositions, then (~(a~) u(u2) .*. u(uk)) @ 1 = 
Gl * G, *.* Cck) @ 1 in An @ K. But (C,,l * Cc, *a* C’J @ 1 = (Cm1 @ 1) 
(Co, @ 1) .*. (Co, @ 1) =f(u1)f(u2) ***f(uJ =f(ulu2 ..* uk) =f(l) = 1. Hence 
u(q) u(u2) ... ~(a,) = 1. We conclude that u can be extended to all ofF[&] and 
that u satisfies the first half of the lemma. 
We have the following commutative diagram of F-algebra homomorphisms: 
Assume n < m. By case 2, f is one to one. Hence u is one to one. Moreover if g 
is any F-algebra homomorphism from F[&] to A” such that for each rr E ,&, 
the inner automorphism determined by g(n) is 1, , then g(n) = K,,~(?T) for some 
k, E F* and all T E 2Yn . It follows easily that g is one to one, so we are done. 
LEMMA 1.2. Let B be a$nite dimensional F-algebra, where F is an injnite $eld 
of characteristic either 0 or greater than n. Then (Bn)=n is generated, as anF-algebra, 
by elements of the form b @ 1 @ ... @l+l@b@l@--0al+-..+ 
l@l@*..@l@b,whereb~B. 
Proof. First note that the argument in Weyl [3, p. 1301 shows that (Bn)zn is 
generated as an F-algebra by elements of the form b @ b @ ... @ b, for b E B. 
To finish the proof, let b E B and consider the F-algebra homomorphism from 
the polynomial ring in n-variables F[X, ,..., X,l to Bn given by xi -+ 1 @ ... @ 
l@b@l@... @ 1. Under this map, X,X,~..X,-+b@b@..*@b. 
Using the characteristic restriction, the symmetric powers theorem says X,X, ... 
X, can be expressed as a polynomial in the elements Xik + X,k + ... + X,,k, 
for1 <J~,(n.Henceb@b@...@bisapolynomialinb~@l @...@l+ 
10b”010...01+...+1010...0b”, for 1 <k<n, so we are 
done. 
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2. STATEMENT OF CONJECTURES 
In this section the two forms of the conjecture will be stated and their equiva- 
lence proved. 
Conjecture I. Let A be an F-central simple algebra, with A” = End,(V), 
where V is an F-vector space and n2 < [A : F]. There is an element a in (A”)=n 
such that 
(1) (An-l @ 1)a = A% and 
(2) the canonical left An-r-module map An-l @ 1 --f (An-l @ l)a, given 
by x @ 1 + (X @ l)a, is an isomorphism. 
Note that if A has exponent n (that is, the class of A in the Brauer group of F 
has order n), then the condition n2 < [A :F] is satisfied. 
Conjecture II. Let A be anF-central simple algebra such that A” = End,(V), 
where V is an F-vector space and [A : F] 3 n2. There is an F-linear nonsingular 
transformation T: An-l --f An-l with the following properties: 
(1) 
n-2 
~(1 01 @...a1 @A)C(A”-‘)=+I 
and T /1~1~...~1cm is an antihomomorphism (that is, for all X, y E A, 
T(l @ ‘.’ @ 1 @ Xy) = T(1 @ “’ @ 1 By) T(1 @ *” @ 1 OX)). 
(2) 7 has period n. 
(3) T(X @ y) = (1 @ x) T(1 @ ... @ 1 @ y) for all x E An-2, y E A. 
(4) The subgroup of (End,(A))* generated by ,&-r (acting in the usual 
way on An-l) and 7 is isomorphic to &, , where the isomorphism sends &-, 
to itself (permutations fixing the last letter) and 7 to (1,2,..., n). 
THEOREM 2.1. If the characteristic of F is either zero OY greater than n, then 
Conjectures I and II are equivalent. 
Proof. (I => II) First note that since (An-l @ l)a = Ana and a E (An)Z;l, 
we have (I,,(A”-l @ 1))a = &,(A”-l @ 1)1,(a) = I,((A”-l @ 1)~) = I,(Ana) = 
A%. It follows that (*) IT1(A+l @ 1)~ = ITz(A+-l @ 1)a for all 7~~ , r2 E ,& . 
In particular (1 @ An-l)a = (Am-l @ 1)a. Since An-l @ 1 E (An-1 @ l)a, it 
follows that 1 @ An-l g (1 @ A+l)a. W e conclude that given x E An-l, there 
is a unique y E A”-l such that (1 @ ~)a = (y @ 1)~. Hence there is a well- 
defined map 7: An-l -+ An-l given by x -+ T(x), where (1 @ x)a = (T(X) @ 1)a. 
Clearly 7 is F-linear and nonsingular. For convenience of notation we will denote 
n-2 
\ 
the restriction of 7 to 1 @I 1 @ ... @ 1 @ A by ;i, that is, ?(a) = ~(1 @ ... @ 
1 @ a) for all a E A. 
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We claim T satisfies the conditicm; of the conjecture: 
--, 
(1) If XEA, then (1 @ 1 @ ... @ 1 @x)a = (T(x) @ 1)a. If ~~25’~~~ 
(acting on the first n - 1 factors of A”), then I,((1 @ ... @ 1 @ x)a) = 
IJ(.T.(x) @ l)a), so (1 @ 1 @ ... @ 1 @ x)a = (I,,(?(%)) @ 1)a. By the defining 
property of 7, we conclude that 1,(?(x)) = F(X) for all T E Z,-i . Hence ?(A) _C 
(A”-1)-k. 
Moreover, if x, y E A, then (1 @ ... @ 1 @ xy)a = (1 @ ... @ 1 @ x) 
(1 @ ... @ 1 @y)Cz = (1 @ ... @ 1 @X)(?(Y) @ 1)a = (T(3)) 0 1)(1 @ ... @ 
1 @ x)u = (F(Y) @ I)(F(x) @ 1)~ = (?(y)?(x) @ 1)~. Hence ?(xy) = F(Y) T(X). 
(2) Let Cl:, a::) @ C$ @ ... @ a& E An-l. Using (*) from above we can 
find positive integers sk , 1 < k < n, and elements ai:’ E A, 1 < i < n - 1, 
1 <j < sk , 1 < k < 71, such that the following equations hold: 
By applying appropriate permutations, it follows that we have the following set 
of equations: 
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In terms of 7 these equations may be written: 
Hence ? = 1. It is easy to see that if a E A, a # 0 or 1, then for 1 <<j < n - 2, 
ii-1 
J 
d(n @ 1 @ ... @ 1) = 1 @ ... @ 1 @ a @ 1 @ ... @ 1 # a @ 1 @ ... @ 1. 
Also T+-~(u @ ... @ 1) = ~(1 @ ... @ 1 @ u) E (An-l)z*-l by (1). Since 
a @ 1 @ ... @ 1 $ (An--l)+ ~-l (a @ 1 @ ... @ 1) # a @ 1 @ ... @ 1, so 
T:has period 12. 
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(3) For all x E An-2, y E A, we have (1 @ (x @ y))a = (1 @ x @ 1) 
(1 @ ... @ 1 @y)a = (1 @ x @ 1)(?(Y) 0 l)u = [((l @ x) F(Y)) @ l]a. 
(4) Using 7 we may view An-r as a left An-module as follows: If x E An-l 
and y E A, then (x @ y)a = x@?(y) for all a E An-l. An easy check shows that 
this is indeed an An-module action and that moreover the map CL: An + An-l 
given by ~(x @ y) = x?(y), for x E An-l and y E A, is a left An-module homo- 
morphism. In this way An--l is a cyclic An-module with generator 1. 
Let G be the subgroup of (End,(A+l))* generated by ,Z’,,-, and 7. We define 
a map u: & + End,(A+‘) as follows: If u E & , then u(u)(x) = &(x @ 1)) 
for all x E An-l. We want to show u is the desired isomorphism of Z,, onto G. Let 
x E An-l and y E A. We first show the follawing. 
(i) If e E ,Z+, C Z;, (permutations fixing the last letter) then u(a) = 1, 
(acting in the usual way on An-l). 
(ii) If u E &-, , then p(I,(x 0 y)) = u(u)(p(x 0~)). 
(iii) If 01 = (1, 2 ,..., n)E&, then 4&(x 0 Y)) = +4x 0 Y)). (In par- 
ticular u(a) = T). 
(iv> If 0 E & , then ~cL(k4x 0 Y>> = 44G(x 0 ~1). 
(v) If u1,u2 E&a, then u(u,u,) = u(ur) u(u2). 
Proof of (i). If u E ,Z’+r and x E An-l, then U(U)(X) = p&(x @ 1)) = 
P(L(X) 0 1) = L(x). 
(ii) We have P(~,(x 0 Y>) = P(L(x) 0 Y) = L(x) S(Y) = 4h9 UT(Y)) 
since ?(A) C (An-l)z+l = &(x?(y)) = u(u)(x?(y)) by (i) = u(u)(p(x 0~)). 
(iii) First we note that using parts (1) and (3) of Conjecture II, one can 
derive the following: (*) If a E An-l, x E Anw2 and y E A, then ~((x @ y)u) = 
(1 0 4 44 T(Y)* 
Now let x = x1 @ x2 @ ... @ x,-, E An-l. Then we have &(x By)) = 
p(y 0 x) ,2P(Y 0x1 0 x2 0 ... 0 xn-1) = (Y 0 Xl 0 ... 0%2)%-l) = 
(y@m)T(xr@x2@..*@x+r)by(*)above=(y@1 @...@l)~(x). 
Applying 7 to this equation we get T(&(x 0~))) = ~((y @ 1 @ ... @ 1) I) = 
(1 @ y @ 1 @ ... @ 1) I” by (*). Continuing to apply 7 we arrive at 
+-2(&(x By))) = (1 @ 1 @ ... @ 1 @ y) P-‘(X). Finally, applying T once 
more (and using (*)), we get ~~-~(~(1,(x @ y))) = 7”(x) -7(y) = x?(y), since 
7% = 1. Hence &(x @ y)) = 7(x?(y)) = T(~(x @ y)) as desired. 
(iv) First note that an easy induction shows that &lc(x @ y)) = 
T+(X @ y)) for all K > 0. Now if u E .Zn , then u = &or for some h 3 0 and 
u E Z-1 . Thus p(L(x 0 Y)> = &J’oJx 0 Y>> = ~&(L1(4 0 Y)) = 
P+(~~~(x) @ y)) = A(ul)(p(~ @ y)). Hence U(U) = @u(u~) (seen by letting 
y = 1) and PW 0~)) = 4u)(x 0~). 
CENTRAL SIMPLE ALGEBRAS 457 
(v) This is now easy: u(u&(x) = $J,,l,,cX @ 1)) = &J&~(x @ 1))) = 
~J&PL(LZ(~ 0 1))) by (iv) = 4~1) +4W 
We can now conclude the proof of (4). By part(v) above, u(&) _C (End,(A”-l))* 
and u is a group homomorphism onto its image. Moreover by (i) and (iii), u maps 
,Z+i identically onto ,?& and ~(a) = 7. It follows that u(&) = G. An easy 
argument shows u must then be injective, so we are done. 
(II + I). First note that the proof of part (4) above used only the first 
three parts of Conjecture II and in particular did not use (directly) Conjecture I. 
Since we are now assuming Conjecture II, we can use the setup and results (i) 
through (v) of that proof. So let p: A n -+ An-’ be as above, a left A” module 
homomorphism. Let J = ker p, so that we have the exact sequence of left An- 
modules: 0 + J---f An + An-l -+ 0. Now F[&] acts on A” (via the action 
of ,& on A”) and on An-l (via part (4) of Conjecture II). Then part (iv) of the 
proof of part (4) above says exactly that p is a left F[&]-module map. 
In particular J is F[,Z,J-stable. By Lemma 1.1, there is an F-algebra mono- 
morphism f: F[&] + An such that f(u)+cf(u) = I,(X) for all u E & and all 
x E An. We have then a left module action of the F-algebra A” @ F[&] on A” 
given by (X @ u)a = ~af(u)-~ where X, a E An and u E &, . Since J is a ieft 
ideal of A” andf(u) Jf(u)-’ = J, we conclude that Jis stable under An @F[&]. 
Given the restriction on the characteristic of F, the algebra A @ F[&] is semi- 
simple. Hence there is a left An @F[,&] submodule K of An, such that An = 
/ @ K. It follows that K is a left ideal of An and that f(u) Kf(u)-l = K for 
Upon, so K is F[&]-stable. For the corresponding idempotent decomposition 
1 = f + e, where f~ J and e E K, we have 1 = 1,(l) = 1,(f) + 1Je) for all 
u E C;, . But 1,(f) E _I and IO(e) E K, so by the uniqueness of the decomposition, 
I,(e) = e and I,,(f) = f for all u E ,?Yfl . Hence e E (An)z*. 
We claim e satisfies the conditions of Conjecture I. Since e E (A”)=n, it suffices 
to prove properties (1) and (2). Note first that 1 @ 1 @ ... @ 1 @ y - r(y) @ 
1~Jforally~A.SinceJe=O,weconcludethat(1~l~~~~~1~A)e~ 
(An-l @ 1)e. Hence Ane = (A”-’ @ l)(l @ A)e C (An-1 @ 1)e. For (2), 
because 1 - e E J, it follows that p(e) = 1. Let x E An-l, with (X @ l)e = 0. 
We have 0 = ~((x @ 1)e) = (X @ 1) p(e) = (x @ 1) . 1 = X. Hence (2) holds 
and the theorem is proved. 
3. MAIN RESULTS 
This section is devoted to proving Conjecture I in the following setting: A 
is an F-central division algebra, n = 3 or 4, and the characteristic of F is not 2 
or 3. The case rz = 2 was proved by Tamagawa, for A a central simple algebra 
and F of arbitrary characteristic. 
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We begin with a lemma which gives a sufficient condition for the validity of 
Conjecture I in the case where A is a division algebra. Assume the characteristic 
of F is either 0 or greater than n and let D be an F-central division algebra such 
that Dn = End,(V) for some vector space V, and [D : F] > n2. By Lemma 1.1 
we may view F[&] as sitting inside D”. Now suppose there is a I @ 1 @ ... @ 
1 @ D-basis of V, q ,..., z’, , such that U = ~~=, Fvi is &-stable. Using the 
characteristic restriction, we know F[&] is semisimple, so there is a &-sub- 
module W of V such that V = U @ W. Let e be the corresponding idempotent 
in End,(V), that is ev, = vi for all i, and eW = 0. 
LEMMA 3.0. Under the conditions described above, the element e satisfies the 
requirements of Conjecture I. 
Proof. By its construction, e E (D”)‘n. We may write e = e, + ... + e, 
where each ei is a minimal idempotent in End,(V) given by ei’zj =- S,jzj’j and 
e, W = 0. It follows that Dne = D”e, @ Dnep @ ... @ Dne, where the sum is 
direct as F-vector spaces. We claim that (D,-l @ 1)e = (0,~~ I, 1) e, @ 
(Dnpl @ I) e2 @ ... @ (D+l @ 1) e, . To see this it suffices to show 
(Dn-l @ 1) ei C (D+l 6J 1)” for each i. Since (vi ,..., v,} is a 1 @ ‘.. @ 1 @ D 
basis of V, and C,,( 1 @ ... @ 1 @ D) = Dn-l @ 1, there are idempotents 
fi ,..., fY in Dnpl @ 1 such that 1 =fi $ ... Tfr andfivj = &vj, for 1 < i, 
j < r. It follows that fie = ei for all i. Hence (D+l @ 1) ei = (D+l ,s l)fie Z 
(D,-l @ I)e, as desired. 
Now we compute some dimensions. Since D n = End,(V), the division algebra 
part of Dn-’ is Do, that is Dn-l g Do @ MQ’) for some s. Let VP = [D : F]. 
It follows that s = mn-2. Thus the F-dimension of an irreducible D”-l-module 
is sm2 = mn. Hence for each i, 1 < i < r, we have [(D”-l @ 1) ei : F] 3 m”. 
But the irreducible D”-modules also have dimension mn, so [D”e, : F] = mn, 
for each i. Since (D+l @) 1) ei C Dnei , we conclude (D+l @ 1) ei = Dnei . 
In particular (Dn-l @ 1)” = Dne. Moreover, since {vi ,..., a,> is a 1 @ ... ‘3 1 @D 
basis of V, we have r = rn”M2. Thus [(Dn-l @ 1)e : F] = r[(Dn-l @ I) e, : F] = 
mn-2mn = m2n--2 = [D+l @ 1 : F], so Dn-* @ 1 E (D+1 @ I)e under the 
canonical map and we are done. 
In summary then, in order to prove Conjecture I for A a division algebra (and 
with the characteristic of F restricted as described above), it suffices to find a 
1 @ 1 @ ... @ 1 @ A-basis such that the F-span of the basis is Z,&-stable. 
THEOREM 3.1. Let F be afield of characteristic not 2 or 3. Let D be an F-central 
division algebra with D3 z End,(V), V an F-vector space, and D # F. Then there 
is an element a in (OS)=3 such that (D2 @ I)a = D3a and such that the canonical 
left D2-module map D2 @ 1 --+ (D2 @ 1)a is an isomorphism. 
The proof will be broken up into a series of lemmas. 
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LEMMA 3.2. There exists elements 01 E (D2 @ l)* and p E (D3)* such that 
(I) ~~‘(XOyOX)OI=yOXOXfoYazzx,y,zED, 
(2) /i-1(x @ y @ z)j? = z @ x @ yfor all x, y, x E D, and 
(3) the F-subalgebra of 03 generated by LY. and p is isomorphic to F[&], 
where the isomorphism sends 01 to the transposition ( I, 2) and /3 to the cyclic permuta- 
tion (1, 2, 3). 
Proof. This is a special case of Lemma 1.1. Note that D3 = End,(V) 
implies that the class of D has order three in the Brauer group of F. Hence 
[D : F] = 32k, some k > I. In particular [D : F] > 9, so the full force of Lemma 
1 .l applies. 
One can easily verify that C@ = p2a. It follows that 1 + p j- /3” commutes with 
I + 01 and 1 - 01. Also we have 
F[/&] = F[a] = y F[or] @ +[a] 
is the decomposition of the semisimple algebra F[&] into its simple components 
and 
LEMMA 3.3. (I + ol)V and (1 - a) V aye irreducible (0”)“~ @ D-moduZes. 
Proof. The commuting algebra of (D2)2z @ D in End,(V) is F[JY2] @ 1. The 
previous lemma shows that (1 + or)/2 and (1 - 01)/2 are minimal idempotents of 
F[&] @ 1. Since (D2)r2 @ D is semisimple (it is the commuting algebra of 
F[,&] @ I), all (D2)=2 @ D-modules are completely reducible, so the result 
follows. 
LEMMA 3.4. Let W be a 1 @) 1 @ D-submodule of V such that (I + p + /3”) W C W. 
Then 
((D2)zz @ I)(1 + /3 + j3”)W = (1 0 1 0 D)(l + fi + p”)w 
=: ((D2)rz @ D)(l + p + ,8”)W. 
Proof. Note first that the second equality follows from the first. To prove the 
first equality we use two facts: 
(1) (0”)“~ @ 1 is generated, as an F-algebra, by elements of the form 
d@l@l+l@d@l,dED,and 
(2) For all d E D, w E V, we have 
(1+~+~2)(1@I~d)w=(l@l@d)w+(1@d@1)~w+(d~I@l)/32w. 
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The first fact is a special case of Lemma 1.2, once we note that D # F, so F is 
infinite. The second fact follows immediately from the definition of j?. If w E 
(1 + /I + /I”) V, we may rewrite (2) as 
(2’) (1 + j3 + /I”)(1 @ 1 @ d)w = (1 @ 1 @ d)w + (d @ 1 @ 1 + 
1 @ d @ 1)w. 
Now let w E (1 + p + p2)W. Then (2’) applies. Since (1 @ 1 @ D)W C W, 
we have (1 + p + /3”)(1 @ 1 @ d) w E (1 + /? + /3”) W. It follows that 
(1 @ 1 @ D)(l + /I + ,!I”)WC ((0”)“~ @ I)(1 + p + ,!?“)W. If Xi = dI @ 1 @ 
1 @ 1 + 1 @ dI @ 1, then by (2’) we have X,(1 + /3 + fi2)W C (1 @ 1 @ D) 
(1 + p + /3s) W. Moreover if X2 = d, @ 1 @ 1 + 1 @ d, @ 1, then we have 
&X2(1 + B + B”)WZ X,(1 0 1 0 D)(l + B + B”)W = (1 0 1 0 D>X, 
(1 + /I + j3a) W Z (1 @ 1 @ D)( 1 + jl + /3”) W. Applying (I), we infer that 
((0”)“~ @ l)(l + /I + /3”)W C (1 @ 1 @ D)(l + /I + p)W, which finishes the 
lemma. 
LEMMA 3.5. (a) (1 @ 1 @ D)(l + a) Ve = (1 + cy)V. 
(b) (1 @ 1 @ D)(l - LX) Ve = (1 - a)V. 
Proof. (a) Let W = (1 + CX)V. Th en W satisfies the hypotheses of the 
previous lemma. (Recall that 1 + 01 and 1 + /3 + /3” commute.) Hence 
(1 0 1 OD)(l +B+B2)W=((D2)“20D)(1 +B+B”)W.But(l +B+P”)WC 
(1 + a)V and (1 +/3 + /?“)(l + a) # 0 (by Lemma 3.2). By Lemma 3.3, 
(1 + a)V is irreducible as a (D2)“z @ D-module. Hence ((Dz)Q @ D) 
(1 + /3 + /12)W = W = (1 + CY.)V as desired. 
(b) This is done in the same way as part (a). 
We can now finish the proof of the theorem. By Lemma 1.3, it suffices to find 
a 1 @ 1 @ D-basis of V with F-span stable under the action of ,?Ys . Now 
is a 1 @ 1 @ D-module decomposition. We will work with each piece separately: 
[(l + or)/2]V: By Lemma 2.5, part (a), there is a 1 @ 1 @ D-basis 
01 ,..‘> V, of [( 1 + a)/21 V such that each oi lies in [( 1 + a)/23 Ve. Then CYV~ = 
/3r~~ = vi , all i. Hence for each i, the one-dimensional F-space Fvi is &-stable. 
In particular CL, Fvi is &-stable. 
[(I - or)/2]V: By Lemma 3.5, part (b), there is a 1 @ 1 @ D-basis 
ui ,..., u, of [( 1 - or)/21 I’ such that each ui lies in [( 1 - oc)/2] V. Then mi = 
-ui and /3ui = ui , all i. Hence for each i, the one-dimensional F-space Fui is 
&-stable. In particular z:=, Fui is &stable. 
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Combining the two pieces, we see that {ui ,..., u, , zlr , va ,..., v,.} is a basis of 
the desired kind, so we are done. 
THEOREM 3.6. Let F be afield of characteristic not 2 OY 3. Let D be an F-central 
division algebra with D4 z End,(V), V an F-vector space, and [D : F] > 16. 
Then there is aa element a in (D4)=4 such that (D3 @ 1)a = (D4)a and such that 
the canonical left D3-module map D3 @ 1 + (D3 @ I)a is an isomorphism. 
The proof will be given as a series of lemmas. 
LEMMA 3.7. There exist elements ar~(D @ 1 @D @ l)*, jIe(D3 @ l)*, 
and y E (04)* such that 
(1) M-l(x~y@~@~)~=x@y~x@wforaZZx,y,z,w~D, 
(2) B-l(xOyOzOw)B=zOxOyOwforallx,y,z,w~D, 
(3) y-l(x @ y @ z @ w)y = w @ x @ y @ z for all x, y, z, w E D, and 
(4) The F-algebra generated by OL, p, and y is isomorphic to F[.Z4], the iso- 
morphism sending cy to the transposition (1, 3), /3 to the permutation (1, 2, 3) and y 
to (1,2, 3, 4). 
Proof. This is a special case of Lemma 1.1. Note that we are using the 
assumption that [D : F] > 16. 
Using the fact that 01 and y generate the dihedral group of order 8 and some 
straightforward computations, one can verify the following facts: 
(1) I + (Y and 1 - iy commute with both 1 + /I + /3a and 2 - p - !a. 
(2) (1 + 4(1 + B + B”) commutes with 1 + y + y2 + y. 
(3) (1 - a)( 1 + j3 + 8”) commutes with 1 - y + y2 - y3. 
(4) (1 + d)(2 - B - B”) commutes with 1 + y + y2 + y3. 
It is easy to see that the center of F[Z3] is three dimensional over F, spanned 
byithe mutually orthogonal idempotents 
l+al+/9+/3a,~l+B+P 2-P-P2 
2 3 2 3 ’ 3 * 
Also 
2-p-p = Z-P-P2 lfa 
3 2+ 
2-/3--a 1-LY 
3 3 - 2 
and these are mutually orthogonal (noncentral) idempotents. Since [F[,Z3] : F] = 6 
and F[E3] is semisimple, we conclude the following lemma. 
481/57/2-13 
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LEMMA 3.8. 
F[Z] 3 =1$-a 1 
2 
+B+B2qr]&“: 
3 3 2 
1 +B+P”,[,] 
3 3 
- 0 2 B - 82 3 F[Z] 3 
is the decomposition of F[Z3] into its simple components. We have 
2 - $ - ‘” Fcc,l g M,(F). 
LEMbfA 3.9. (1 + a)(1 + p + 8”)v, (1 - a)(1 + B + B”)v, (1 - a)(1 + 
/3 + /3z)V, (2 - p - /I”)( 1 + CX)V, and (2 - /3 - /I”)(1 - a)V are all irreducible 
(03)zs @ D-modules. 
Proof. The commuting algebra of (D3)r3 @ D in End,(V) is F[Z3] @ 1. 
The previous lemma shows that (1 -& a)( 1 + j3 + p), (1 & or)(2 - /3 - 8”) are 
minimal idempotents ofF[Z3]. The lemma follows. 
LEMMA 3.10. (a) Let W be a 1 @ 1 @ 1 @ D-submodule of V such that 
(l+y+y2+y3)WCW. Then 
((D3)=3 0 I)(1 + Y + y2 + r”>W = (1 0 1 0 1 0 D)(l + Y + Y + r”,W 
= ((D3jz3 0 D)( 1 + Y + y2 + Y”, W. 
(b) Let W be a 1 @ 1 @ 1 @ D-&module of V such that (1 - y + y2 - 
yS)W C W. Then 
((D3)=, @ l)(l - y + y” - y”)W = (1 @ 1 @ I @ D)(l - y + y2 - y3)W 
= ((D3)z3 @ D)( 1 - y + y2 - y”) W. 
Proof. The proof is the same as that given for Lemma 3.4, so we will omit it. 
Nowlet Vy=(vEV~yv=v}=(1+y+y2+y3)V. 
LEMMA 3.11. (a) (1 @ 1 @ 1 @ D)(l+ol)(l+/I+/12)Vy = (l+a)(l+,!I+/32)V. 
(b) (101 01 OD)(l--cr)(l+B+B2)(l-y+y2-y3)V=(1-~)(1+B+S2)1/: 
(c) (1 @ 1 @ 1 @ D)(l + cY)(2 - p - j92) Vy = (1 + 0()(2 - #I - /?2) v. 
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Proof. (a) Let IV = (1 + a)( 1 + p + j3”)I’. Then W satisfies the hypo- 
theses of part (a) of the previous lemma. Hence (1 @ 1 @ 1 @ D) WY = 
((0”)“3 @ D) WY = ((D”)“a @ D)(l + a)(1 + p + p2) Vy. By Lemma 3.9, 
(1 + cy)(l + p + j3”) I’ is irreducible as a (0”)“3 @ D-module. Hence we 
conclude (1 @ 1 @ 1 @ D) WY = W. Part (b) and (c) are proved in the same 
way, using the appropriate sections of Lemma 3.9 and 3.10. 
LEMMA 3.12. If w E (1 + a)(2 - /3 - p) I’Y, then the F-space U = 
Fw + F/~w is F[&]-stable. 
Proof. First note that (1 + /3 + p2)w = (1 + j3 + /3”)(2 - /3 - p2)w = 0. 
Thus fi2w = -w - /3w. It follows that /3(U) C U. Next, we have cxw = w, 
c@w) = /3%w = /3”w E U. Thus a(U) Z U. Finally yw = w and ypw = 
qEy2w = a/3w E U. Thus y(U) C U. Since a, ,k?, and y generate &, we are 
done. 
We can now jkish the proof of the theorem. By Lemma 1.3, it suffices to find 
a 1 @ 1 @ 1 @ D-basis of V withF-span stable under Za . We have 
yJ+cr I+j3+82 V@l--ol l+fl+fiB” Iq2--B--B2 I/ 
2 3 2 3 3 ’ 
a 1 @ 1 @ 1 @ D-module decomposition. Each piece will be considered 
separately: 
((1 + a)/2)((1 + B + p2)/3)v: BY L emma 3.11 part (a), there is a 1 @ 1 @ 




for all i. Then azri = /3uBvi = yz+ = We , for all i. Since 01, /3 and y generate & , 
each one dimensional F-space Fvi is &stable, so in particular xi=, Fv, is Z4- 
stable. 
((1 - or)/2)((1 + /3 + fi2)/3)V: By Lemma 3.11 part (b), there is a 1 @ 1 @ 
I @ D-basis ur , up ,..,, u, of 
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It follows that for all i, olui = yui = -ui and PUN = ui . Hence each one- 
dimensional F-space FUi is F[Z,]-stable. Thus zi=, Fui is &stable. 
((2 - /3 - /?)/3)V: We have 
2-/3---s 2-/I-/32 1-a 
3 
vv= 2-/3-P l+a 
3 2vo 3 TV 
as 1 @ 1 @ 1 @ D-modules. By Lemma 3.11 part (c), there is a 1 @ 1 @ 1 @ 
D-basis w1 , w2 ,..., wt of 
2-&/P 1+ar 
3 TV 
such that for each i, 
W,E 1 +r+r2+y3 v 
z 4 
Let Xi = Fwi + Fpwi . By Lemma 3.12, each Xi is &stable. 
We claim that the set wr , wa ,..., wt , ,9wr , ,Beu, ,..., /Iw, is 1 @ 1 @ 1 @ D- 
independent: To prove the claim, identify D with 1 @ 1 @ 1 @ D. Suppose 
i$ wi + i b$wi = 0 for ai,biED, Z= I,..., t. (*I 
i=l 
Applying c$” ant using that each ai and bi commutes with #12, we obtain 
Ci=i aitifi2w, + ~i=l biawi = 0. Next, using c$” = j3a and ~lwi = wi , all i, 
we obtain 
il a&i + f biwi = 0. (**) 
i=l 
Adding (*) and (**), we have 
,$4wi + ki) + ag bi(wi + Bwi) = 0.
Hence &r (ai + bi)(wi + pwi) = 0. Since Wi + pwi + p”euz = (1 + p + 
B”) wi = 0, we obtain xi=, (ai + bi) fl”wi = 0. Hence ai = --bi , i = I,..., t. 
Starting again from (*), by applying 01 we obtain xi aiwi + C b@wi = 0. 
Adding this to (*) gives 0 = 2 C aiwi + C b@wi + pwi) = 2 C aiwi - 
C biwi = C (2ai - bi) wi . Hence 2~2, - bi = 0 all i and ai = -b, all i. Hence 
ai = b, = 0 all i, so the claim is proved. 
Now since 
2-/I-/32 1+012-p-/?2 --c12-/3-p =-- 
3 2 3 +I 2 3 
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is a decomposition of (2 - /3 - p2)/3 into minimal idempotents in 
2 - ! - p F[ZJ s M2(F) 
(see Lemma 34, we conclude 
[ 
J+y 2-/78” q = [l-y 2-;--82 q 
=l 2-P-P 
z I 3 V:F]. 
Hence the set wl ,..., wt , /3wl ,..., /3wt is a 1 @ 1 @ 1 @ D-basis of 
2-P-P2 v 
3 . 
Since C Fwi + C Fpwi = C Xi is stable under .& (Lemma 3.12), we are done. 
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