Shrinkage type estimators are developed for the intercept parameter of a simple linear regression model and the case when it is suspected a priori that the slope parameter is equal to some specific value is considered. Three different estimators of the intercept parameters are examined. The relative performances of the estimators are investigated based on a simulation study of the biases and mean squared errors. The associated bootstrap confidence intervals are also studied and their performance is evaluated.
In the absence of any prior information, the maximum likelihood (equivalent, least squares) estimator of the regression parameters are given by ( ) . The additional uncertain prior information about the slope parameter is utilized with a view to produce improved estimators. Khan and Saleh (1997) developed the preliminary test estimator and certain types of shrinkage estimators that utilize a so-called distrust factor and adopted this approach to estimate the slope parameters of two suspected parallel regression models. Ahsanullah (1993, 1994) considered estimating the conditional mean for simple regression model, and Khan and Saleh (1997) discussed the problem of shrinkage preliminary test estimation for the multivariate Student-t regression model.
The Estimators
The idea of preliminary test estimation is based on utilizing the result of a preliminary test in choosing between two alternative estimators. In the case considered herein, the two estimators are the unrestricted estimator The preliminary test estimator PTE is defined as Moreover, the PTE does not allow a smooth transition between the two extremes. A possible remedy for this is to use an estimator with a continuous weight function. This function could be the P-value of the preliminary test. The use of the P-value as a continuous weight function in preliminary test estimation was utilized by Baklizi (2004) and Baklizi and Abu-Dayyeh, W. (2003) . If
shrinkage estimator can be found as follows:
Another possibility is given by Khan and Saleh (1997) 
The Confidence Intervals
Bootstrap intervals are computer intensive methods based on re-sampling with replacement from original data. Bootstrapping regression models can be constructed and run in several ways. The procedure adopted in this study was to resample with replacement from the pairs ( )
Several bootstrap based intervals are discussed in the literature.; the most common are the bootstrap-t interval, the percentile interval and the bias corrected and accelerated (BCa) interval. , H 1 .
The bias corrected and accelerated interval is also calculated using the percentiles of the bootstrap distribution of 
Results
The results for biases are shown in Table 1 . It appears that PV 0 β has the least bias among the shrinkage estimators. The bias of all estimators increases as the initial guess moves further from the true value to a certain point and then decreases again, and the biases of all estimators decreases as the sample size increases. Results for the MSE performance are shown in Table 2 Table  3 ). Results indicate that the BCa intervals and tint intervals perform better than the PRC intervals among intervals based on
Regarding interval widths, it appears that the tint intervals are the shortest followed closely by the BCa intervals (see Table 4 ). The PRC intervals are very wide compared to the other intervals based on PV 0 β . 
