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INTRODUCTION 
A number of authors have considered the following pair of continuous 
linear programming problems: Let B(t) and C(s, t) be n x m matrices for 
each s and t in [0, T]. Let A* denote the transpose of A. 
Primal problem: Find sup Jta*(t) z(t) clt subject to x > 0, 
Dual problem: Find inf S,‘y*(t) y(t) dt subject to y > 0 
a*(t) <y*(t) B(t) - f-y*(s) C(s, t) ds O<t<T. 
t 
A duality theorem has been proved for these problems under various 
assumptions. Tyndall in [I] assumes that B and C are constant and 01 and y 
are continuous, extending the result in [2] to the case where 01 and y are only 
bounded and measurable. Levinson [3] again assumes that 01 and y are con- 
tinuous but also allows B and C to be arbitrary continuous matrix-valued 
functions. Hanson and Mond [4] extend Levinson’s result by requiring of 01 
and y only that they be bounded and measurable. All these results require, 
in addition, certain algebraic properties of y, B and C. These algebraic 
restrictions are relaxed in Grinold [5] w h ere 01, y, B, and C are required to 
be only bounded and measurable. Grinold, however, assumes that C(t, S) = 0 
if s > t. In this paper a duality theorem is proved under the same hypothesis 
as in [3] except that 01, y, B, and C are required only to be bounded and 
measurable. Also a duality theorem without existence of an optimal solution 
to the primal problem is proved with y only assumed integrable. Finally, 
it is shown that the values of both problems depend continuously on 01. In 
proving these results a key role is played by the author’s formulation of 
linear programming in topological vector spaces [6]. 
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1. LINEAR PROGRAMMING IN TOPOLOGICAL VECTOR SPACES 
In this section the relevant results of [6] will be stated. Let E be a locally 
convex topological vector space and let E’ denote its dual; i.e., E’ is the space 
of continuous linear functionals on E. If y E E’ and x E E, we write either 
(x, y) or (y, x) for y(x). Let K be a cone in E. The dual cone K- is the cone 
in E’ defined by 
Let x,, and x1 be arbitrary elements of E. Consider the following two pro- 
blems: 
Problem 1: Find inf{[ / x,, + 5x, E K} 
Problem 2: Find sup{(x,, , y) 1 y E K-, (x1 , y) = - l}. 
THEOREM 1.1. If exactly one of the Problems 1 and 2 is .feasible, then the 
feasible one has infksite value. If Problems I and 2 are both feasible then they 
have the same value. Furthermore, Problem 1 always assumes its value; i.e., the 
inf is a min. 
The words “feasible” and “value” which appear here have their obvious 
meanings, stated precisely in [6]. The other result of [6] which we need is the 
following corollary to Theorem 2 of that paper: 
COROLLARY 1 .l. Let K have a nonempty interior and let Problem 1 have 
Jinite value. If there exists a neighborhood N of x0 such that Problem 1 is still 
feasible when x,, is replaced by an arbitrary point of N, then Problem 2 assumes 
its value; i.e., the sup is a max. 
2. THE CONTINUOUS LINEAR PROGRAMMING PROBLEM 
If A is a matrix-valued function defined on [0, T], A(t) = (aij(t)), we will 
say A E L,[O, T] if aij E L,[O, T] for each (i, j). If A is an n x 1 matrix, it will 
be considered an element of R”. To denote simultaneously that A(t) E R” for 
0 < t < T and that A E L,[O, 2’1, we write A EL,“. The interval [0, T] is to 
be understood. A* denotes the transpose of A. Finally, for A EL,, we find 
1 A ID to be the sum of the p norms of its entires; 
LEMMA 2.1. Let E1 be the space L,” with the topology induced by the 2 norm. 
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Then the dual of El is L,“; i.e., a functional F dejked on El is continuous if and 
only if there exists y in Lzm such that 
F(x) = j’ x*(t) y(t) dt. 
0 
Proof. A functional of the given form is surely continuous. If F is a con- 
tinuous functional, then it may be extended to a continuous functional on 
L,“, since L,” is dense in Lzm and hence, by the Riesz representation theorem, 
has the desired form. 
Now let E = El x R where El is defined in the preceding lemma and R 
is the set of real numbers. Topologize E with the product topology, taking 
the usual topology for R. Then E’ = E,’ x R. If (w, 7) E E’ and (x, [) E E 
then w ~~~~~ and 
((x, 0, (w, di = j’ x*(t) 4) dt + &I- 
O 
Now we can formulate the problem to be studied. Suppose 
(HI) B(t) and C(s, t) are n x m matrices. 
B ~L,[O, Tl, C ~Lrn(Kh Tl x LO, TI). 
(H2) y ELLS, 01 EL,“. 
Consider the following cones: K C E and k? C E’. (x, 5) E K, iff (x, 5) E E, 
and there exists y EL,“, y > 0 a.e. satisfying 
x*(t) <y*(t) B(t) - jr y*(s) C(s, t) ds a.e. 
t 
5 = j;y*W At) dt 
R = 
I 
(w, 7) / (w, 7) E E’, w 3 0 a.e., 
B(t) w(t) - j’ C(t, s) w(s) ds + Ty(t) < 0 a.e.1 . 
0 
We want to show that R = K-. 
LEMMA 2.2. If F(t, s) EL~~([O, T] x [0, T)], then 
jTjtF(t, s) ds dt = jTjTF(s, t) ds dt. 
0 0 0 t 
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Proof. The integral on the left is the double integral of F(t, s) over the 
triangle 0 < s < t, 0 < t < T. Evaluating this double integral as an iterated 
integral in the reverse order and interchanging the names s and t gives the 
desired result. 
LEMMA 2.3. I? = K-. 
Proof. Let (x, 5) E K. Say 
x*(t) < y*(t) B(t) - jTy*(s) C(s, t) ds a.e., (2.1) t 
y 2 0 a.e., y E La”, 5 = j; y*(t) y(t) dt. 
Let (w, v) E E’ satisfy w >, 0 a.e. 
<(x, 0, (w, 4) = j: x*(t) 40 dt + h 
< j:r*W [B(t) w(t) - j: C(t, 4 4s) ds + w(t)] dt, 
(2.4 
where Lemma 2.2 has been used. If (w, 7) E R, then the square bracket in 
(2.1) is GO, soRcK-. 
Conversely, suppose (w, 7) E K-. If x EL,” and x < 0 a.e., then, putting 
y = 0, we see that (x, 0) E K. Let E be an arbitrary measurable subset of 
[0, T]. Define x* = (9 ,..., x”) by xi = - the characteristic function of E, 
xj = 0 for j # i. Then, x EL,~ and x < 0; so (x, 0) E K. Hence 
((x, 01, (w, 7)) = - j, WV) dt < 0. 
Since this holds for all measurable sets E and all i, w > 0 a.e. Finally, let y 
be an arbitrary element of L,” satisfying y 3 0 a.e. Let 
x*(t) = y*(t) B(t) - j: y*(s) C(s, t) ds, 
5 = j*r*(t) y(t) dt. 
0 
Then (x, 6) E K. Exactly as in the derivation of (2.2), we get 
j= y*(t) [B(t) w(t) - j' C(t, 4 4s) ds + w(t)] dt < 0. (2.3) 
0 0 
Just as in the argument to show that w > 0 a.e., appropriate choices of y 
show that the square bracket in (2.3) is < 0 a.e.; hence K- Z I?. 
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Now let x0 and xi be elements of E defined by x,, = (OL, 0), x1 = (0, 1). 
Then problems I and 2 defined in Section 1 are 
Problem 1: Find inf{E 1 x0 + [x1 = (01, 6) E K}; i.e., find inf J$y*(t) r(t) dt 
subject to y EL,~, y > 0 a.e. and 
a*(t) <y*(t) B(t) - Sly*(s) C(s, t) ds a.e. (2.4) 
Problem 2: Find SUP(X,, , (w, rl)) = S,Ta*(t) 4) dt subject to 
(xi, (w, 7)) = 7 = - 1 and (w, 7) E K-; i.e., find sup s,’ a*(t) w(t) dt 
subject to w ELLS, w 3 0 a.e. 
B(t) w(t) - 1’ C(t, s) w(s) ds < y(t) a.e. (2.5) 
0 
Except for minor discrepencies to be discussed in Section 5, Problems 1 and 2 
are the dual and primal problems, respectively, of [l-5]. The duality theorem 
to be proved will follow from Theorem 1.1 and Corollary 1.1, once K is 
shown to have the necessary properties. 
3. PROPERTIES OF K 
In order to apply the results cited in Section 1, it must be shown that K 
is closed and has a nonempty interior. To do this we make, following 
Levinson [3], some further hypothesis on B = (bij) and C = (cij). 
(H3) There exists 6 > 0 such that for almost all t each column of B(t) 
contains an element > 6. Also, B(t) > 0. 
(H4) C(s, t) > 0 a.e. and y(t) > 0 a.e. 
A pair of function (x, y) with x EL,” and y E Lmn will be called admissible 
if y 3 0 a.e. and (2.1) is satisfied a.e. 
THEOREM 3.1. Let x E Lam and let a be a constant satisfying a > j x lrn . Let 
p. = l/6 exp[c/S (T - t)], where c = 1 C(s, t)lm . Let y* = a(p, , p. ,..., po). 
Then (x, y) is admissible. Furthermore, there exists a constant M such that 
1 x II < k implies (x, y) is admissible for some y satisfying I y jl < AJk. 
Proof. Let p EL,l satisfy p 3 0 a.e. Let y* = (p, p ,..., p). Then (H3) 
and (H4) imply that each component of y*(t) B(t) - JFy*(s) C(s, t) ds is 
bounded below by Sp(t) - c s,‘p(s) ds. If x* = (xl,..., xm), then (x, y) will be 
admissible if 
xi(t) < l+(t) - c ,‘, p(s) ds. (3.1) 
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First suppose that for each i, xi is the characteristic function of (7, T), 
which we denote by f7 . We will produce a function p7 > 0 such that 
f$) = a,,@) - c j;p,(s) ds. (3.2) 
By converting this to a differential equation, one gets the solution 
pr(t) = + exp (- + t) [exp (+ T) - exp (+- 7)] for t < 7, 
P&) = $ exp [+(3' - t)] for t > 7. 
Direct computation verifies that this satisfies (3.2). This already proves the 
first assertion of the theorem for if we put p = up,, in (3.1) we get for the 
right side ufo = a > xi(t). 
Next, suppose xi is the characteristic function of a set E of positive measure. 
There exists a sequence {(ti , TJ} of disjoint open intervals whose union 
contains E and which satisfies C (TV - ti) < 2m(E). Since the characteristic 
function of (ti , TV) isfti - fTi , a function pE will satisfy (3.1) if 
fj [f&) -f&)1 = APE@) - c jr PEN ds. 
An obvious candidate for a solution is 
PEN = 2 [P&) - PTiW 
1 
Now for t < ti , 
0 < Pt,(t) - PTi(t) < $ (Ti - ti)exp ($ T) , 
and for ti < t < 7i, 
( 1 $T, 
while for t > 7i , 
P&) - P&) = 0. 
If t # (ti , T<) for every i, then 
(3.3) 
pE(t) < $ $ exp ($- T) (TV - ti) < $ exp ($ T) W), (34 
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while if t E (ti , TJ for some i, then this i is unique. So 
1 
&) < s exp ($ T) [l + $ wq] . (3.5) 
This shows that pE E L,l and the monotone convergence theorem shows that 
pE satisfies (3.3). Furthermore, (3.4) and (3.5) imply 1 pE II < M,m(E), where 
Ml= $ (1 + F) exp (f T) . 
Next, suppose that / xi j is a simple function 
where g, is the characteristic function of a measurable set Ei and the Ei’s 
are disjoint. A solution of (3.1) is C aipE, . 
Finally, let x be an element of L,” satisfying / x II < K. For each i there 
exists a simple function /Y satisfying /Y > / xi / a.e. and I p II < 2R. Let 
,8 = C /Ii . Then p > I xi 1 a.e. and I p II < 2mk. By the preceding paragraph, 
we can find a solution of 
B = 444 - c j; P(S) & 
satisfying p EL m , p 3 0 a.e., j p II ,< Mr / /3 II ,< 2mM,k. Then p satisfies 
(3.1) for all i; hence (x, y) is admissible and 
IYI~=~IPI~,<~~~~& 
We now make the additional hypothesis: 
(H5) y EL,“. 
It is assumed, for the remainder of this section, that (H5) is satisfied. 
COROLLARY 3.1. Problem I is feasible VU EL,” and has a finite value 
V(a) 3 0. V is uniformly continuous in the 1 norm. 
Proof. (CX, y) is admissible for some y; hence problem 1 is feasible. y > 0 
a.e. implies V(a) is finite and > 0. Suppose j a1 - CY~ II < k, and let (a1 , yr) 
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be admissible. Let /I = % - 01~ . Then there exists y,, such that (p, ys) is 
admissible and 1 y,, /r < Mk. (as , y1 + ys) = (czr + /I, yr + ye) is also 
admissible, and 
~~(Y1+Yo)*Y~~-~~Yl*Ydt$lYI,ililk. (3.6) 
Choose y1 SO that sryr*y dt < V(ai) + R. Then (3.6) implies 
w%!) - V(9) < (1 + M I y Im) k. 
Similarly, one gets the same inequality with 01~ and 0~s interchanged, so that 
I Wl) - W,>l G (1 + l+z IY Im) k. 
COROLLARY 3.2. If yi > 0 on a set of positive measure for some i, then K 
has a nonempty interior. 
Proof. For x EL,“, (x, y) is admissible if y = a(po ,..., p,,), a >, / x ICC . 
s T T r*(t) y(t) dt 2 a 0 s PO(t) rw a* o 
Since this holds for a sufficiently large, we get (01, 6) E K, whenever 5 > V(U). 
V(0) = 0. Therefore, Corollary 3.1 implies that there exists k > 0 such that 
0 < V(a) < 1, whenever 1 01 1s < k, for 1 01 II < T1jz / OL 1s. We have, then, 
that ( OL 1s < k, 5 > 1 imply (01, 6) E K. 
Next, following Levinson [3], we make one further assumption. 
(H6). For almost all t and all (i,j), either bij(t) = 0 or bij(t) >, 6. 
LEMMA 3.1. For each 01 EL,“, (or, V(a)) E K; i.e., Problem 1 assumes its 
value. 
Proof. This is exactly Theorem 2 of [3]. Although Levinson assumes 
C(s, t) is piecewise continuous his proof goes through without change 
assuming only C EL, . 
LEMMA 3.2. K is closed. 
Proof. If y = 0 a.e., then K = L,” x {0}, which is closed. So assume 
yi > 0 on a set of positive measure. The K has a nonempty interior by Corol- 
lary 3.2 and for any 01 EL,“, (01, V(a)) E bdK, so there exists a hyperplane H 
which contains (or, V(a)) such that clK lies in one of the closed half-spaces 
determined by H. Now suppose (8, b) E clK, (8, b) + K. Then b < V(p). Let 
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H denote a hyperplane which supports clK at (13, V(p)). If (j?, b) 4 H, then 
(& b) and (/3, V@) + 1) lie in the distinct open half-spaces determined by H 
which implies (p, b) $ clK. So we must have (13, b) E H. Let H have the 
equation 
The fact that H supports a cone implies that h = 0, and the fact that 
(6, b) and (/3, V(p)) both lie on H implies 7 = 0. So we must have that 
Jr x*(t) y(t) dt is of th e same sign, whenever (x, 5) E K. Since we may choose 
x EL,m arbitrarily, we must have jrx*(t) y(t) dt is of the same sign for all 
x EL,~. Since y # 0 on some set of positive measure, this is impossible. 
THEOREM 3.2. Under hypotheses (HI)-(H6), Problems 1 and 2 have the 
same jkite value, and optimizing functions exist for both. The common values of 
these two problems are, for$xed y, a umyormly continuous function, in the 1 norm 
of a. 
Proof. By Lemmas 2.3 and 3.2, K is closed and K = K-, hence Theorem 
1 .l is applicable. So Problems 1 and 2 have the same finite value and Pro- 
blem 1 assumes its value since they’re both feasible. If y = 0 a.e., this com- 
mon value is 0 and is clearly assumed. Suppose yi > 0 on a set of positive 
measure for some i. Lemma 3.2 says that K has a nonempty interior. Corol- 
lary 3.1 implies that for each 01 EL,~, (01, 6) E K for some 5. If we take x0 
to be an arbitrary element of E, say x0 = (aa , to) and x1 = (0, l), then 
x0 + 6x1 = (a0 , to + 6) E K for some [. Hence Problem 1 remains feasible 
for any choice of x0 . Then, Corollary 1.1 guarantees that Problem 2 assumes 
its value. The continuity assertion is contained in Corollary 3.1. 
4. WEAKENING OF HYPOTHESIS 
In this section we prove a weaker duality theorem in which we do not 
require (H5) to be satisfied; i.e., we require only y ELLS, not y EL,“. This 
is done by showing that if y ELI, then K is closed in the appropriate topology 
so that Theorem 1.1 is applicable. 
By the weak topology on L,” is meant the weakest topology in which LIm 
is the dual of Lmm. In this topology, a sequence {+} of elements of Lam 
converges to x0 EL,” if 
j: x,*(t)y(t) dt -+ j; x,*(t)y(t) dt Vy ELLS. 
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If this happens, we say x, + x,, weakly. For L,” x R we take the product 
of the weak topology on L,” with the usual topology on R. The dual of 
L,” x R is then Llm x R. Lemma 2.3 still holds in this topology, the proof 
requiring no modification except that the w which appears in the definition of 
R is now in Llm rather than L,“. The statements of Problems 1 and 2 are 
unaltered except that in Problem 2 we require w ELLS instead of w cLzm. 
We have previously used the fact that if, for some i, yi > 0 on a set of 
positive measure, then (x, 6) E K for c > V(x). This follows from Theorem 
3.1 and hence holds even if (H5) is not satisfied. 
LEMMA 4.1. There exists a constant M such that if (x, y) is admissible 
thenfor some v EL,“, 0 < v < y a.e., 1 v Irn < M 1 x jm and (x, v) is admissible. 
Proof. This follows easily from Lemma 3.1 of [3]. 
Before given the proof that K is closed in the topology described above, 
we list some facts from functional analysis which will be needed in the proof. 
(i) If x, -+ x0 weakly, then {x9} has a subsequence which is uniformly 
bounded in the co norm. This is fairly easily proved by contradiction. 
(ii) If x, ELarn and 1 xg lrn < kV$, then {x9} has a subsequence which 
converges weakly. This follows from the Alaoglu Theorem [7, p. 4241. 
(iii) If A is a convex subset of L,” x R, then A is closed in the topology 
introduced above. If (x, , 5,) E A, xp + x,, weakly, then E,, ---f 5, imply 
(x0, to) E A [7, p. 437, n. 161. 
LEMMA 4.1. K is closed in the topology described above. 
Proof. If y = 0 a.e., then K = L,” x {0}, which is closed. So we suppose 
that for some i, yi > 0 on a set of positive measure. Let (x, , 5,) E K, xp + x0 
weakly, 4, + &, . Then by (iii) it suffices to prove that (x,, , &,) E K. This will 
be the case if (x,, , 0 E K for some [ < &, . By (ii), we may suppose 
/ x, Irn < Wp. For each p there exists yD such that (xz, , y,) is admissible and 
5, = Jiyg*(t) y(t) dt. By Lemma 4.1 there exists v, such that (x0 , vp) is 
admissible, / v, / < KM, and JivUg*(t) y(t) dt < 5, . By (ii) {vp} has a weakly 
convergent subsequence; so, say, v, + v,, weakly. It is easily seen that vD 3 0 
a.e. We want to show that (x,, , vO) is admissible: 
x9*(t) - vD*(t) B(t) < jr v,*(s) C(s, t) ds a.e. 
Let w ELlm, w 3 0 a.e. 
j: [x,*(t) w(t) - VP*(t) B(t) w(t)] dt < j: j: q,*(s) C(s, t) dsw(t) dt. (4.1) 
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Now 
s 
T 
s 
T 
v~*(s) C(s, t) ds + vo*(s) C(s, t) ds. 
t t 
(4.2) 
Since 1 vD Irn < kM, each component of vD*(s) C(s, t) is < KM 1 C lrn; SO 
(4.2) and the dominated convergence theorem imply 
vp*(s) C(s, t) dsw(t) dt ---f 
Then it is clear that in (4.1) x, and v, may be replaced by x0 and v. . Since 
this holds VW EL,“, w > 0, we conclude that (x0 , v,,) is admissible. Then 
(x0 , f) E K, where 
f = jr vo*(t) y(t) 4 
< = lim j’ VP*(t) y(t) dt < lim 5, = 5, . 
0 
Hence (x0 , to) E K. 
THEOREM 4.1. In Problem 2, change the condition w E Lzm to w E Llm. 
Then, if (Hl)-(H6), excluding (H5), are satisfied, Problems 1 and 2 have the 
same finite value. Furthermore, Problem 1 assumes its value. 
5. EQUIVALENT PROBLEMS 
Our formulations of Problems 1 and 2 differ from the problems studied 
in [l-4] in that w is required only to lie in L,” or, in Theorem 4.1, in Llrn 
rather than in L,“, and our inequalities are required to hold only a.e. In 
the following theorem, 01 and y are thought of as functions rather than ele- 
ments of an L, space. 
THEOREM 5.1. Theorem 3.2 remains valid af Problem 2 is altered by 
requiring w to be in L,“. If (H3) holds everywhere, then Theorems 3.2 and 4.1 
both remain valid if Problem 1 is altered by requiring the inequalities to hold 
everywhere. 
Proof. Multiply both sides of (2.5) by h* = (1, l,..., 1). From (H3) each 
component of h*B(t) is > 8. Assuming (H5) holds, let ci = 1 y Im , c = / C Im . 
Then 
* ( c WV) j <C,+cI:I~w’(s)Ids a.e. 
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Applying Gronwall’s lemma [3], we get 
I I CT C w”(t) < 2 exp 6 ( ) a.e. 
Hence w E Lam, which proves the first assertion of the theorem. 
To prove the second assertion, it suffices to show that given a function 
which satisfies the constraints of Problem 1 it may be altered on a set of 
measure 0 so that it satisfies the inequalities everywhere. This can be done 
because the i-th component of (y*(t) + MX*) B(t) exceeds the i-th compo- 
nent of y*(t) B(t) by 6M. 
Note that it may be impossible to satisfy the constraints of Problem 2 
everywhere; e.g., if B has a row of zeros and a(t) has a corresponding 
component which is positive on a set measure 0, it may be possible to satisfy 
(2.4) a.e. but not everywhere. 
Note added in proof. The first clause of Theorem 3.2 has also been proved by 
A. Murakami and M. Yamasaki, “Duality Theorems for continuous linear Program- 
ming Problems” J. Sci. Hiroshima Univ. Ser. A-l 33 (1969), 213-221. 
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