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Abstract
In recent years, advances in computer architecture and lipid force field parameters
have made Molecular Dynamics (MD) a powerful tool for gaining atomistic
resolution of biological membranes on timescales that other tools simply cannot
explore. With many key biological processes involving membranes occurring on
the nanosecond timescale, MD allows us to probe the dynamics and energetics
of these interactions in molecular detail. Specifically, we can observe the
interactions taking place as a peptide or protein comes into contact with a lipid
bilayer, and how this may shape or alter the bilayer either locally (changes
in headgroup orientation, lipid fluidity) or in bulk (lipid demixing, membrane
curvature). The resolution achieved through atomistic MD can be directly
compared with other tools such as NMR and EPR to gain a full perspective of
how these biological systems behave over different timescales. As my background
is in computational physics, this thesis not only looks into broadening our
understanding of various interactions with biological membranes, but also into
the development of construction and analytical software to assist in my research
and benefit others in the field.
One aspect of biological membranes that could vastly benefit from MD simula-
tions is that of antimicrobial peptides (AMPs). These peptides primarily target
and destroy microbes by permeabilising the cell membrane through a variety of
proposed mechanisms, where each mechanism relies on the AMP to adopt specific
conformations upon contact with bacterial membranes. In this thesis, I present
an investigation into the interactions between a synthetic AMP and an inhibitor
peptide designed to regulate antimicrobial activity through the formation of a
coiled coil structure, which restricts the AMP from adopting new conformations.
Simulations captured the spontaneous formation of coiled coils between these
peptides, and specific residues in their sequences were identified that promote
unfolding. This knowledge may lead to better design of coiled coil forming
i
peptides.
Another aspect of biological membranes that can be explored with MD is the
interactions between model bacterial membranes and amphipathic helices, such
as the MinD membrane targeting sequence (MinD-MTS). This 11-residue helix
is responsible for anchoring the MinD protein to the inner membrane of Bacillus
subtilis and plays a crucial role in bacterial cell division. MinD is known to exhibit
sensitivity to transmembrane potentials (TMVs), whereby its localisation and
binding affinity to bacterial membranes are disrupted upon removal of the TMV.
Simulations revealed rapid insertions of MinD-MTS peptides into the headgroup
region of a model bacterial membrane. Analytical software was constructed
to measure the membrane properties of the lipids surrounding inserted MinD-
MTS peptides, which revealed splayed lipid tails and suggests the MinD-MTS
may be capable of inducing membrane curvature. Additional simulations were
conducted to investigate the influence of a TMV on model bacterial membranes,
where software was constructed to measure changes in membrane properties. An
analysis of these simulations suggests that a TMV is capable of lowering the
transition temperature of a model bacterial membrane by a few degrees, yielding
increased fluidity in the lipids and increased perturbations on the membrane
surface.
Finally, another aspect of biological membranes that can be explored through
MD is that of electroporation. This induction of transient water pores in cell
membrane provides an exciting aspect for drug delivery applications into cells,
whereby electric fields are applied to cells to increase the uptake of therapeutic
drugs. Simulations of membranes with high voltage TMVs were conducted that
sought to investigate the implications of electroporation across a variety of bilayer
compositions at different temperatures. Software was constructed to measure
changes in membrane and system properties, which revealed that pore formation
occurred at the same threshold voltage for different bilayer compositions in the
fluid phase (∼1.9 V) and a higher voltage for DPPC bilayers in the gel phase (∼2.4
V). The TMV was found to be highly dependent on the area per lipid (APL),
implying that bilayers with bulkier lipids or those transitioning from gel to fluid
will experience smaller TMVs and fewer pore formations. These simulations
also revealed lipid flip-flopping through pores, where charged lipids tended to
translocate in the direction of the electric field to produce an asymmetrically
charged bilayer. Finally, simulations utilising charged peptides with membranes
yielded electroporation effects, whereby the charged peptides generate an identical
ii
TMV to those produced by an ion imbalance of equal magnitude. This suggests
that charged peptides, such as AMPs, may be capable of permeabilising cell
membranes through electroporation mechanisms.
iii
Lay summary
Biological cells play fundamental roles in the development and maintenance
of living organisms; a detailed understanding of the mechanisms behind many
cellular functions is crucial for the development of new treatments for human
disease. As each cell is housed by a membrane, many drug therapies must
overcome this barrier to gain access to the intracellular contents in order to assist,
block or disrupt cellular functions to achieve therapeutic goals. Furthermore,
certain drug therapies, such as a class of naturally occurring peptides known
as antimicrobial peptides (AMPs), specifically target and disrupt the function
of the cell membrane to achieve their therapeutic goal. Therefore, a detailed
understanding of the mechanisms involved in the function of cell membranes, and
the interactions of cell membranes with proteins, peptides, or other molecules, is
crucial in the design of new therapies.
The research presented in this thesis uses Molecular Dynamics (MD) to in-
vestigate the effects of various biological processes and phenomenon broadly
involved in lipid bilayer interactions. Chapter 3 presents Membrainy, a tool to
analyse changes in membrane properties from lipid bilayer trajectories, where
these changes are often a result of environmental perturbations. This tool was a
necessary creation to allow for the analyses of the simulations presented in this
thesis, and has since been published and made available for others in the scientific
community. Additionally, this chapter presents tools aimed at the construction,
maintenance and post-analysis of membrane systems.
Chapter 4 presents the concept of regulating the antimicrobial activity of AMPs
through the binding of an inhibitor peptide to form a coiled coil structure. Coiled
coils comprise two amphipathic α-helical regions wrapped around each other with
their hydrophobic faces buried together, providing a strong cohesive bond between
the helices. By binding to an AMP through coiled coil formation, these inhibitor
peptides can target and disrupt the ability for AMPs to bind to membranes and
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to adopt new conformations, thus disabling their antimicrobial action. In this
chapter, a mutated version of the AMP Cecropin-B is used as a model system
to investigate whether an inhibitor peptide is capable of coiled coil formation
with this mutant. Simulations revealed that coiled coil formation between these
peptides is possible but highly infrequent, where this infrequency is primarily
due to specific residues which strongly disrupt the susceptibility for coiled coil
formation. This analysis can therefore be used to improve the sequences of coiled
coil forming peptides for future studies.
Chapter 5 investigates the insertion of the MinD membrane targeting sequence
(MinD-MTS), an 11-residue amphipathic helix responsible for anchoring the
MinD protein to the inner membrane of Bacillus subtilis and plays a crucial
role in bacterial cell division. Previous studies have identified this sequence to
be highly sensitive to membrane potentials, whereby an ionic gradient found
across all bacterial cell membranes promotes peptide binding to the membrane.
Simulations of MinD-MTS with a model bacterial membrane revealed that this
peptide rapidly inserts into the headgroup region and results in splayed lipid
tails, which may give rise to membrane curvature. Additional simulations were
conducted that sought to understand what effect a membrane potential may have
on membrane properties, and revealed that the membrane potential is capable of
slightly lowering the transition temperature of a model bacterial membrane.
Chapter 6 investigates the electroporation phenomenon, whereby electric fields
applied to lipid bilayers result in the formation of transient water pores. This
phenomenon has also been shown to occur when an ionic gradient is placed
between membrane compartments, generating a high voltage membrane potential.
Simulations were conducted to explore the implications of electroporation on a
variety of lipid bilayer compositions at different temperatures, which revealed
that bilayers with bulkier lipids required a larger ionic gradient to achieve
pore formation than those with smaller lipids. Furthermore, an increase in
temperature reduced the strength of the membrane potential due to the bilayers
expanding, reducing the frequency of pore formation. This was most noticeable in
membranes that transition between gel and fluid phase. Furthermore, additional
simulations revealed that charged peptides, such as AMPs, are capable of inducing
pore formation via electroporation mechanisms. This may reveal an additional
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Preface
The fundamental area that I have been researching is that of computational
biophysics, with a strong focus on antimicrobial peptides and their interactions
with cell membranes on the nanoscale, and the effects of low and high voltage
transmembrane potentials on the lipid properties of cell membranes. My research
has been funded by EPSRC, and certain projects have involved collaborations
with the National Physical Laboratory, London; the Department of Biochemistry,
University of Oxford; the Institute for Cell and Molecular Biosciences, Newcastle
University; and IBM’s TJ Watson Research Center, New York. My research
is purely computational driven through Molecular Dynamics (MD) simulations,
with strong ties to collaborators focusing on other experimental techniques such
as microbiology and nuclear magnetic resonance.
In 1928, the Scottish biologist Alexander Fleming made the first discovery of a
class of antibiotics known today as penicillins, found in the molds produced by
the Penicillium fungus. These molds were known for their antibiotic properties
as early as 1640, but it was only in 1940 when two scientists, Howard Florey and
Ernst Chain, isolated the penicillin molecules and began producing enough to
experiment on mice. A year later, Charles Fletcher, a doctor who had heard of
Florey and Chain’s research, had a patient who was near death due to a simple
wound infection. He managed to obtain a small quantity of penicillin and treated
his patient, who initially made a spectacular recovery but unfortunately died a
few weeks later when Fletcher ran out of penicillin. However this proved that
penicillin had remarkable potential to treat bacterial infection. Florey and Chain
tried to persuade British drug companies to produce penicillin in large quantities,
but were largely unsuccessful due to these companies being preoccupied with the
Second World War. Shortly after, Florey managed to persuade an American
drugs company to mass produce penicillin and, by D-Day, it was widely used to
treat wounded soldiers who showed signs of infection, saving hundreds of lives
xviii
and earning the nickname “the wonder drug”.
Since the discovery of the penicillin family, many new classes of antibiotics have
been discovered. Today there are over one hundred antibiotics available for safe
human use, many of which are derivatives from the same class. Antibiotics have
revolutionised medicine as we know it, paving the way for a huge range of medical
and surgical procedures that would almost certainly result in death from infection
if left untreated.
However, there is a dark side to the story: antibiotic resistance. In the
past 15 years, the number of documented cases where bacterial infections have
not responded to current therapies has been increasing at an alarming rate.
The ECDC (The European Centre for Disease Prevention and Control) has
documented the levels of antibiotic resistance across Europe since 2001 and has
observed a rise in antibiotic resistance for each class, some rising faster than
others. Today, penicillin is largely ineffective. In the UK there is approximately
62% resistance to penicillin from Staphylococcal wound infections and, in some
countries across Europe, the number of resistant cases reported is much higher.
The outlook for future generations is certainly in doubt; there is a huge demand
for new therapies targeted at the eradication or prevention of bacterial infection.
This is where I began my journey in 2010 at the start of my PhD. I began working
alongside the National Physical Laboratory in London and IBM’s TJ Watson
Research Centre in New York, looking specifically at antimicrobial peptides, a
class of antimicrobials that have evolved in nature as a response to infection and
show remarkably low levels of resistance. During my PhD, I became interested
in how these antimicrobials interface with bacterial membranes. I developed
computational tools to implant peptides on top of bacterial membranes, and tools
to analyse how the shape and properties of these membranes may be modified by
such peptides. I also became interested in membrane potentials, and eventually
combined both interests into my final project where I explored how antimicrobial
peptides may establish pores within bacterial membranes through a phenomenon
known as electroporation.
It is my hope that my contributions to the ongoing research in antimicrobial
peptides and cell membranes will have some benefit for the scientific community,
and perhaps inspire other PhDs to continue my research from a microbiology
perspective. I also hope that the computational tools I have developed and




The work presented in this thesis aims to improve our understanding of a class
of antimicrobials known as antimicrobial peptides (AMPs), and how they may
influence cell membranes through the induction of a transmembrane potential.
This chapter aims to give a broad introduction to the fundamental science and
concepts discussed throughout this thesis. For a more detailed overview of the
fundamental biology, and for the citations of the information discussed within
this chapter, unless otherwise stated, see [1] and [2].
1.1 Cells, cell membranes, lipids and lipid bilayers
The biological cell is arguably one of the most fundamental evolutionary
developments of life; it is the basic building block of all known living things.
The name “cell” is derived from the Latin cella which translates to “small room”
and describes the basic appearance of the cell, having a range of intracellular
contents housed within a cell membrane. These intracellular contents range from
simple proteins, peptides and other small molecules to highly complex molecular
machines such as ribosomes and mitochondria, which are surrounded with a salty
cytoplasm and enclosed within a plasma membrane. Cells also contain genetic
material in the form of DNA or RNA, which are encoded with the information
required to construct the building blocks for new cells. This means that cells are
the smallest unit of life and are highly self sufficient, typically responsible for their
own maintainence, replication and function, with the exception of certain cells
1
such as viruses which partly rely on host cells for various critical functions [3].
Cells can be divided into two categories: eukaryotic and prokaryotic (Figure
1.1).
(a) Eukaryote (b) Prokaryote
Figure 1.1 The two categories of biological cells. Source: [4].
Eukaryotic cells (Figure 1.1a) are those that contain a nucleus, typically
belonging to complex organisms including plants, animals and fungi. They are
large (10-100µm), highly structured cells containing a cytoskeleton network and
one or more linear DNA molecules within the nucleus. They contain internal
structures known as organelles (e.g. mitochondria, plastids, lysosomes etc.) which
are housed within their own membranes. Eukaryotic cells replicate through
mitosis and cytokinesis, a process of replicating and dividing the contents of the
cell that can take anywhere from a few minutes to over a year depending on the
type of cell [5]. Exceptions to the eukaryotic classification exist, such as mature
red blood cells which are eukaryotes but have their nucleus and most organelles
ejected to maximise space for hemoglobin storage [6].
Prokaryotic cells (Figure 1.1b) are without a nucleus, typically belonging to
single celled organisms such as bacteria and archaea. They are typically much
smaller (∼ 1µm) and less complex than eukaryotes, containing very little internal
structure and commonly house circular DNA. Exceptions to the prokaryotic
classification exist, such as the gram-negative bacteria Thiomargarita namibiensis
which can potentially reach sizes of 750 µm, large enough to be visible with the
naked eye [7]. Prokaryotes replicate through a simple binary fission process where
the DNA is copied and the cell divides near the midpoint. This division process
is discussed in detail in Section 5.1.1.
The intracellular contents of both eukaryotes and prokaryotes are enclosed within
a cell membrane. Cell membranes are remarkable multi-functional structures that
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not only act as a protective barrier and container for the intracellular contents,
but as an osmotic barrier, a platform for transmembrane proteins and fusion
events, a capacitor and resistor for maintainance of chemical and electrostatic
potentials, and a barrier for drug and antibody delivery into the cell [8]. It is the
ability of the membrane to act as a flexible barrier that enables cells to thrive,
allowing the transport of essential nutrients into the cell while protecting the cell
from harmful extracellular molecules.
Figure 1.2 Illustration of the complexities of biological cell membranes. Source:
[4].
Cell membranes are complex structures that contain a wide range of molecules
including lipids, proteins and carbohydrates (Figure 1.2). The main building
blocks of the membrane are the lipids, more commonly phospholipids. These are
mostly derivatives of diglycerides that consist of a glycerol molecule attached
to two fatty acids, and contain a phosphate group on the third carbon and
usually another polar molecule adjacent to the phosphate group (Figure 1.3).
Phospholipids are amphipathic; the fatty acid tails are hydrophobic while the
phosphate headgroup is hydrophilic. They may also have zwitterionic headgroups
where the phosphate group is negatively charged and the extra polar molecule on
the headgroup may be positively charged. The lipid tails can contain a mixture of
saturated and unsaturated hydrocarbons (containing one or more double bonds).
When many of these lipids are grouped together in water, they often exploit
the hydrophobic effect by self assembling into a lipid bilayer, consisting of two
layers or leaflets of parallel lipids with the hydrophobic regions buried together.
This hydrophobic effect drives an entropic process that seeks to minimise the free
energy of the system by minimising the interfacial surface between hydrophobic
molecules and water. This means that lipid bilayers are semipermeable, allowing
them to behave as a barrier by naturally excluding hydrophilic molecules (certain
proteins, carbohydrates, ions etc.) while allowing other molecules to pass freely.
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Figure 1.3 Illustration of a phospholipid, specifically a DPPE phospholipid in
the gel phase.
Other forces also play a role in the stability of lipid bilayers, such as van der Waals
interactions, electrostatics and hydrogen bonding. The bilayer also allows the
inclusion and incorporation of various transmembrane proteins, carbohydrates,
sterols and polysaccharides that play important roles in cell function, without
compromising structural integrity.
Phospholipids can be categorised and identified by their two parts: the headgroup
and the tail. Phospholipids are abbreviated to four letters, where the first two
letters identify the two lipid tails attached to the first and second carbons of
the glycerol molecule, and the final two letters identify the headgroup attached
to the third carbon. As an example, the lipid 1-palmitoyl,2-oleoyl-sn-glycero-3-
phosphocholine can be abbreviated to POPC where the PO symbolises the two
lipid tails comprising a saturated palmitoyl fatty acid containing 16 hydrocarbons
and an unsaturated oleoyl fatty acid containing 18 hydrocarbons, with a double
bond between the ninth and tenth carbons. The final two letters PC symbolise the
headgroup which in this case is phosphocholine, a negatively charged phosphate
group with a positively charged choline group.
In addition to phospholipids, there are many other types of molecules found in
cell membranes, such as lipopolysaccharides (LPS) and sterols. LPS are common
to gram-negative bacteria and serve a vital role in the structural integrity and
protection of the membrane. Sterols, such as cholesterol or vitamin D, are
common to eukaryotic cells, coexisting alongside phospholipids and play a role in
modulating the structure and fluidity of the membrane.
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1.2 Membrane fluidity and phase transitions
Membrane fluidity is the measure of the relative mobility of the lipids within a
bilayer. Similarly to most materials, lipid bilayers undergo a first order phase
transition at a certain temperature, experiencing two primary phases known as
the fluid (Ld) phase and the gel (Lβ) phase. The fluid (or liquid disordered) phase
occurs at higher temperatures and is characterised by highly mobile lipids that
are able to traverse great distances in a random walk manner [9]. The lipid tails
are typically more disordered and energetic, causing a lateral expansion of the
bilayer that results in a thinner membrane (Figure 1.4a). The gel (or solid) phase
occurs at lower temperatures and is characterised by highly immobile lipids. The
lipid tails are more ordered and linear, resulting in a thicker membrane with
tighter packing of the lipids (Figure 1.4b). Other phases have also been proposed
such as the ripple and subgel phase [10].
(a) Fluid membrane (b) Gel membrane
Figure 1.4 Illustration of membranes in the fluid and gel phases. (a) POPC
bilayer and (b) DPPC bilayer, both at 297K. The main difference
between the two lipid types is the presence of a double bond in the
POPC lipid tail.
The transition temperature at which the lipids undergo a phase change is
primarily defined by the types of lipids within the bilayer. Increasing the number
of carbons in the lipid tails results in a higher transition temperature, due to
the longer tails exerting additional van der Waals forces which decreases lipid
mobility. Increasing the number of double bonds in the lipid tails results in a
lower transition temperature, due to the double bond causing a kink in the lipid
tails which disrupts the optimal packing of the acyl chains and creates additional
free space for the lipid tails to occupy. Other factors also contribute to changes in
transition temperature such as the presence of cholesterol which is known to raise
the transition temperature [11]. Cholesterol enriched areas of the bilayer may also
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induce lipid rafts; specialised highly ordered membrane microdomains that may
play a role in many cellular processes such as signal transduction, membrane
trafficking, cytoskeletal organisation, and pathogen entry [12, 13].
1.3 Antimicrobial and amphipathic peptides
Antimicrobial peptides (AMPs) are a class of antimicrobials that have evolved in
nature as a direct immune response to microbial infection. Not only do they target
and destroy both gram-positive and gram-negative bacteria, but they have also
proved effective against viruses, fungi and even cancer cells [14–22]. They have
been found in a wide variety of species across the planet, including plants, animals
and invertebrates. They are also found all over the human body; on the surface
of our eyes, between our gums, in our sweat etc. Examples of well established
AMPs include the Magainan peptide originally found in the skin of African clawed
frog [23], the Cecropin peptide originally found in the North American Cecropia
moth [24], and Dermcidin secreted in the human sweat glands [25]. AMPs are
currently being studied as an alternative or supplement to existing antimicrobial
therapies. Their mechanisms differ from conventional antibiotics in that they
primarily target and disrupt the cell membrane, increasing its permeability and
ultimately resulting in cell death.
AMPs come in many shapes and sizes. They adopt a range of different
conformations including alpha helical, beta stranded (due to the presence of two
or more disulfide bonds), extended and mixed (containing a mixture of the three
previous conformations) (Figure 1.5). AMPs often adopt a new conformation
when in contact with lipid bilayers, commonly with part or all of the peptide
adopting an amphipathic helical conformation. This amphipathicity is achieved
by the helical peptide containing all of its hydrophobic residues on one side of
the helix and polar residues on the other side (Figure 1.6). This change in
conformation plays an important role in the inclusion of the AMP with lipid
bilayers, as amphipathic helices exploit the hydrophobic effect by burying their
hydrophobic residues with the lipid tails, and the polar residues remain in contact
with the lipid headgroups and water. The resulting helical region of the peptide
would sit amongst the lipid headgroups, parallel to the bilayer surface.
The mode of action of AMPs is somewhat unclear; the complex nature of cell
membranes and rapid onset of cell death makes their exact mechanism difficult
6
(a) Alpha Helical (b) Beta Strand
(c) Extended (d) Mixed
Figure 1.5 Images of the secondary structure for different types of AMPs. (a)
Pexiganan, (b) Tachyplesin 1, (c) Indolicidin, (d) Human Beta
Defensin 3.
Figure 1.6 Illustration of the amphipathic AMP Pexiganan. The amphipathic
nature is achieved by the hydrophobic (green) residues orientated on
one side, with the polar residues (red) orientated on the other side.
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to capture, with no single experimental technique able to provide a complete
picture of their mechanism. AMPs must first navigate past the complex structures
extruding from the lipid bilayer such as the lipopolysaccharides (LPS) or capsular
polysaccharides. This is likely assisted by the electrostatic interactions between
the peptides and charged lipids, since many species of microbes carry a slight
negative charge on their membrane, achieved by acidic phospholipids such as
phosphatidylglycerol [26], and many AMPs contain the cationic residues lysine
and arginine [27]. Once they have reached the membrane surface, certain AMPs
are thought to disrupt the membrane via one or more of three broad mechanisms:
toroidal pore formation, barrel-stave pore formation, and carpet mechanism [28].
The toroidal pore formation mechanism applies to the shorter alpha helical
peptides such as the magainins and protegrins. The helical peptides insert into
the headgroup region of the lipid bilayer, parallel to the bilayer surface. They then
reorientate themselves such that they are perpendicular to the membrane surface
and perturb the membrane enough to establish transient water pores, lined with
both peptide and lipid headgroups. Barrel-stave pore formers, such as dermcidin,
assemble in a similar way to toroidal pores; however, these peptides bundle
together to form a stable ion channel. Many of these channels often require zinc
ions for antimicrobial activity [29, 30]. The carpet mechanism involves peptides
that carpet the surface of the bilayer, and at high concentrations are thought
to disrupt the bilayer in a detergent-like manner. There is also evidence that
certain AMPs may interfere with intracellular workings, such as inhibiting cell-
wall synthesis, nucleic-acid synthesis, protein synthesis and inhibiting enzymatic
activity [31–34].
1.3.1 Antimicrobial peptide resistance mechanisms
Remarkably, microbes have shown very few resistance mechanisms to AMPs when
compared to conventional antibiotics. This becomes even more remarkable when
we consider that AMPs have fought off microbial assault for many thousands
of years. This is likely because there is no single gene mutation that can
completely alter the composition of the cell membrane - many gene mutations
would have to occur simultaneously for the membrane to exhibit AMP resistance
[28]. Furthermore, antimicrobial assaults often comprise many different types of
AMPs, and therefore can employ a multi-strategic assault on microbes to bypass
possible resistance mechanisms [16].
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However resistance to AMPs is far from impossible. Certain species of bac-
teria such as Serratia and Morganella exhibit natural immunity by lacking
appropriate levels of charged lipids in the outer membrane [35]. The gram-
positive Staphylococcus aureus and Staphylococcus xylosus also exhibit natural
resistance to cationic AMPs by having an increased number of positively
charged D-alanines in the teichoic acids attached to the membrane. Peschel
et al. showed that by deactivating the genes dltA, dltB, dltC and dltD, an
increased susceptibility to cationic AMPs could be achieved [36]. These genes
are responsible for the creation and transport of D-alanine to the teichoic
acids, and therefore deactivating them increases the net negative charge on the
membrane, promoting electrostatic interactions with cationic AMPs. Similarly,
Kristian et al. showed that deactivation of the mprF gene in S. aureus resulted
in an increased succeptibility to cationic AMPs by increasing the net negative
charge on the membrane [37]. This gene plays a role in the synthesis of lysyl-
phosphatidylglycerol, a phospholipid that is modified with L-lysine through the
MprF protein to increase the positive charge on the membrane. Furthermore,
resistance to Pexiganan, a synthetic analogue of Magainan, has been engineered
in vitro which alarmingly also caused cross-resistance to the human-neutrophil-
defensin-1, an important AMP found in our immune systems [38]. This raises an
interesting and urgent question as to whether therapeutic use of AMPs is safe?
Could resistance to specific AMPs compromise our natural ability to fight off
infection as well as the immune responses in other living organisms?
Not all membrane-mediated AMP resistance mechanisms are achieved from
changes in membrane surface charge. A study involving the gram-negative
Salmonella enterica identified that the pagP gene plays a role in membrane
permeabilisation [39]. When activated, this gene encodes the protein PagP that
drives acylation of lipid A, resulting in a decreased membrane permeability and
restricting the AMPs ability to penetrate into the membrane. Another study
involving the gram-negative Klebsiella pneumoniae showed that increasing the
number of capsular polysaccharides attached to the outer membrane limited the
interaction of AMPs with the membrane surface [40]. Worryingly, increased levels
of capsular polysaccharides in K. pneumoniae have been shown to be influenced
by treatment with the antibiotics ciprofloxacin and ceftazidime [41], suggesting
that many of our conventional antibiotic therapies may be establishing cross-
resistance with AMPs.
There has also been a number of studies that have shown AMP resistance
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mediated through mechanisms that do not involve changes to the membrane. One
such study showed that S. aureus secretes a proteolytic enzyme capable of cleaving
and inactivating LL-37, an AMP commonly found at sites of inflammation in
the human body [42, 43]. Similarly, the metalloprotease enzyme ZapA found
in Proteus mirabilis has been shown to cleave both LL-37 and the human beta
defensin 1 (hBD-1), an AMP found in organs throughout the human body [44, 45].
Furthermore, the bacterial species Porphyromonas gingivalis has been shown to
secrete digestive proteases to break down AMPs [16]. Therefore microbes are not
only capable of fortifying their cell membrane against AMP attack, but can also
release an array of defensive molecules as a preemptive strike to deactivate or
disable approaching AMPs.
1.4 The membrane potential
The membrane potential is an electrical potential found across all biological cell
membranes, achieved by the balance (or more specifically, the imbalance) of
intracellular and extracellular ionic concentrations [46]. This ionic imbalance is
maintained by both active and passive ion transport through the cell membrane
via ion channels and pumps, capable of transporting specific ions in a given
direction and rate (Figure 1.7). One example is the Na+/K+ -ATPase ion pump,
found in abundance in all animal cell membranes [47]. This pump consumes ATP
to transport three Na+ ions out of the cell and two K+ ions into the cell, and is
the primary means by which animal cells maintain a high potassium/low sodium
intracellular concentration. Through this mechanism, each cycle of the pump
results in a charge imbalance of -1 within the cell, and therefore drives a negative
potential gradient across the membrane. Furthermore, plasma membranes exhibit
permselectivity (i.e. degrees of permeability) allowing certain ions to permeate the
membrane more easily than others [48]. This provides another means for cells to
drive ionic gradients between the intracellular and extracellular compartments.
The potential difference across a membrane is defined as the transmembrane







where V is the TMV (Volts), R is the gas constant (8.31 J/(K mol)), T is the
temperature (Kelvin), F is the Faraday constant (9.65 x 104 C/mol) and z is
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Figure 1.7 Illustration of how a membrane potential is maintained via passive
and active ion channels and pumps within the cell membrane. The
membrane is also exhibits permselectivity, allowing certain ions to
permeate more easily. Image adapted from [4].
the valance of the ion (i.e. +1 for K+). The final term is the concentration ratio
of intracellular to extracellular K+. This equation provides the measurement for
a TMV across a biological membrane with ideal permselectivity. However as
biological membranes are far from ideal, the Nerst equation must be modified to
take into account the permselectivity of the membrane for other ions that also
significantly contribute to the membrane potential (Na+ and Cl−). This is known




PK [K]in + PNa[Na]in + PCl[Cl]out
PK [K]out + PNa[Na]out + PCl[Cl]in
(1.2)
which now includes the permselectivity terms Pi (in cm/s) for each ion.
Virtually all eukaryotic and prokaryotic cells maintain a resting TMV in the order
of 10-100mV [49], although higher voltages have been observed in many bacterial
species such as Escherichia coli and Bacillus subtilis [50, 51]. The existence of
the membrane potential plays a crucial role in a wide range of cellular processes.
These include the transport of nutrients into and out of cells, biophysical signaling
across cells including signaling for muscular and cognitive processes, and cell
proliferation [46, 47, 52]. Many transmembrane peptides and proteins exhibit
voltage sensitivity, allowing them to act as molecular devices that are activated
through voltage induced conformational changes that modulate their function
within the cell. One such example is the Na+/K+ -ATPase ion pump discussed
above, which has been observed to increase its activity with higher voltages
[53]. Another example is the phosphohydrolytic enzyme phospholipase A2 which
hydrolyses the bond connecting the second fatty acid to the glycerol molecule
in phospholipids, and whose activity was shown to increase with higher voltages
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[54]. In electrically excitable cells such as myocytes (muscle cells) and neurons, the
membrane potential also acts as a communication relay, capable of transmitting
signals between the various voltage sensitive proteins within the membrane [55].
These proteins, known as voltage-gated ion channels, open or close in response
to changes in the membrane potential. Upon opening, they allow ions to flow
through the channel causing a rapid change in the local membrane potential,
known as an action potential, which is detected by neighbouring voltage-gated
channels causing them to open, thus relaying the signal along the cell membrane
through each ion channel. This biophysical signalling process plays an essential
role in the function of the central nervous, skeletal muscular and cardiac systems.
Whilst TMVs have also been observed to play a role in the binding affinity
of various peptides and proteins [56–59], cell membranes are impenetrable to
many other molecules at biologically relevant voltages. For example, DNA and
RNA molecules in solution cannot enter most eukaryotic cell types (apart from
specialised immune cells such as macrophages). However in 1982 it was discovered
that eukaryotic (and later prokaryotic) cells subjected to electric field pulses
allowed the uptake of DNA and (later) other molecules into the cell [60]. This
uptake is mediated by the formation of transient water pores in the cell membrane,
established through a biophysical phenomenon known as electroporation.
1.5 Molecular dynamics
Molecular dynamics (MD) is a highly evolving computational technique that
allows the dynamics and energetics of complex molecular systems to be captured
with atomic resolution, and fills the spatial and temporal resolution gap that
other experimental techniques cannot observe. MD allows us to solve Newton’s
equations of motion for a system of atoms by integrating their positions and
velocities over time:









As many body calculations are inherently complex, the errors involved in
integrating the positions and velocities of a system of atoms after a time interval
(t) grow proportionately with the size of t. To solve this, the simulations are
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divided into many smaller time intervals (known as a time step, ∆t), typically 1-2
fs, which is small enough to reduce the integration error when dealing with typical
atomic forces and velocities. The forces acting on each atom are recalculated at
each time step, which not only takes into account the Coulomb and van der Waals
interactions between atoms, but also the contributions from the stretching and
rotation of atoms connected via covalent bonds.
The increasing CPU power of todays computing facilities along with advances in
both hardware and software means MD is becoming a highly accessible technique
to improve our understanding of the behaviour of molecular systems. With
the creation of supercomputers such as IBM’s BlueGene and the UK National
Supercomputing Service HECToR/ARCHER, we can perform increasingly more
complex calculations to analyse the inner workings of massive systems, such as
lipid bilayers, over biologically significant timescales.
1.6 Aims and outline of this thesis
During my time at the University of Edinburgh, I have taken part in a variety of
projects and collaborations, all with slightly different themes but broadly based
around AMPs and lipid bilayers. As my background is in computational physics,
I also set out to develop software to assist in the construction and interpretation
of lipid bilayers, which have not only benefited the work presented in this thesis,
but also for those in the MD community conducting similar research. The aims
and outline of the projects presented in this thesis are as follows:
In Chapter 3: Advancing software for the study of lipid bilayers
through MD, I present Membrainy: a unified intelligent analysis tool capable of
employing a range of analytical techniques to measure the various membrane-
specific properties of simulated lipid bilayers. Currently, there are very few
existing tools capable of measuring and interpreting changes in lipid bilayer
properties. Furthermore, these existing tools are problematic to install and
operate, requiring complicated user-created configuration files and run scripts
containing detailed information about each bilayer being analysed. These existing
tools also have difficulties interpreting double bilayers, asymmetric bilayers, and
bilayers undergoing structural changes such as lipid flip-flopping. Membrainy was
written to solve these problems, providing a highly automated and versatile tool
that interprets a wide variety of bilayer compositions and force fields without the
13
need for user input. Membrainy will also automatically interpret single, double,
and asymmetric bilayers, and contains algorithms to automatically detect and
compensate for structural changes such as lipid flip-flopping. This chapter also
introduces several construction tools that were designed to aid in the creation
and management of ion imbalances across double bilayers, and a post-analysis
tool aimed at removing the fluctuations from a data set due to poor sampling of
lipid bilayer trajectories.
In Chapter 4: An investigation into antimicrobial peptide inhibitors, I
investigate a theoretical resistance mechanism to AMPs from the binding of an
amphipathic antagonist peptide released by the bacterium. Such a peptide could
theoretically exploit hydrophobic interactions with the AMP to form a dimer or
coiled coil, rendering the AMP inert. This study aims to explore this mechanism
by conducting simulations of coiled coil formation using a mutant of the AMP
cecropin-B along with an engineered anti-AMP. These peptides are simulated
under various initial orientations, and the frequency and efficiency of coiled coil
formation is explored when these peptides are initiated under an ideal orientation.
These simulations reveal that coiled coil formation from these peptides is possible
but highly unlikely, due to the presence of a proline residue which disrupts the
helical and amphipathic nature of each peptide.
In Chapter 5: Advancing our understanding of membrane potentials,
I investigate the effect a transmembrane potential (TMV) has on the properties
of lipid bilayers. I present simulations of lipid bilayers at and above biologically
relevant voltages, and use Membrainy to determine the differences in membrane
and system properties of these bilayers when compared with bilayers without
a TMV. These comparisons reveal subtle changes in thickness, area per lipid
and fluidity at high voltages, but no significant changes at biologically relevant
voltages within these timescales. In the second half of this chapter, I explore
the membrane targeting sequence of the bacterial protein MinD (MinD-MTS),
which plays an important role in the cell division of B. subtilis and is known
to show binding sensitivity to membranes under the influence of a TMV. By
conducting simulations of MinD-MTS with model bacterial membranes, the
insertion dynamics and energetics were captured. I also explore the theory of
lipid splaying: an increased flexibility of the lipid tails in the annular shell of
lipids surrounding inserted amphipathic peptides. I use Membrainy to analyse the
annular shell of lipids surrounding inserted MinD-MTS peptides, which reveals
higher levels of disorder in these lipid tails when compared to the bulk lipids,
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indicating the presence of lipid splaying.
In Chapter 6: An investigation of electroporation in lipid bilayers, I
study the electroporation phenomenon induced by an ion imbalance across a
variety of lipid bilayer compositions at different temperatures. This allows for a
comparison of the electroporation process in membranes with different bilayer
properties, such as area per lipid, fluidity, and surface charge, with the aim
to determine whether certain lipid types incur changes in the pore formation
process and frequency. My results reveal that increases in membrane surface
area require an increase in ion imbalance to achieve the same voltage, where the
membrane surface area is determined by properties such as the temperature,
bilayer composition and fluidity. Surprisingly, the electroporation threshold
voltage appears identical in all fluid bilayers regardless of the temperature and
composition; however, this threshold voltage is larger for bilayers in the gel phase,
likely due to an increased bilayer stability from the additional van der Waals forces
between ordered lipid tails. These simulations also reveal that the presence of a
negatively charged lipid has no significant effect on the pore formation process;
however, these charged lipids are observed to translocate through the pore in the
direction of the electric field, giving rise to an asymmetrically charged bilayer.
The second half of this chapter aims to answer the questions: Can AMPs, or
more generally charged peptides, induce a TMV across a double bilayer? And if
so, can charged peptides generate a sufficiently strong electric field to induce pore
formation via electroporation mechanisms? I present simulations showing that
the AMP Pexiganan induces an electrostatic potential across a double bilayer with
identical shape and strength to one produced by an ion imbalance. Furthermore,
I show that the peptides Pexiganan, Poly-l-lysine and Poly-glutamic acid are
capable of inducing transient water pores in lipid bilayers via electroporation
mechanisms. This may provide evidence for an additional step in the pore





Section 2.1 will give a brief overview of the fundamental concepts and techniques
used in MD, which are widely available in many textbooks. For a more
comprehensive description of the techniques used in MD, and for the citations of
the information contained within this section, see [61] and [62].
Section 2.2 will give an overview of the model lipid bilayers used in the simulations
presented throughout this thesis.
2.1 Molecular dynamics
2.1.1 GROMACS
GROMACS [63] is a fast, well respected MD package maintained by a vast
community of computational biophysicists and biochemists, and is available under
the GNU General Public License. GROMACS has been cited in thousands
of articles since first being published in 1995 and is becoming one of the
most widely used open source MD packages. Originally designed for low-end
scaling, such as desktops and small clusters, GROMACS has since been improved
for better scaling on high-end machines. GROMACS contains some clever
algorithms designed to boost performance during simulations, such as dynamic
load balancing that automatically reassigns atoms to a different processor if the
load imbalance is above a threshold. Recent advances in the software also allows
for simulations to be conducted on GPGPU clusters, utilising a hybridisation
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of CPUs and GPUs by performing non-bonded force calculations on the GPUs,
while the remaining calculations are performed on the CPUs. This is highly
advantageous as the non-bonded force calculations are the most computationally
expensive step during the integration and can be safely calculated on the GPUs in
parallel, yielding a boost in simulation speeds of 3-5x over pure CPU simulations.
GROMACS also contains a powerful suite of construction and analytical tools
used throughout the simulations presented in this thesis. Many of these
construction tools enable the creation of topologies for complex systems such
as lipid bilayers, and allow for proteins to be solvated with water and ions. The
analytical tools are capable of employing a range of techniques such as root mean
square fluctuations, electrostatic potential calculations, and deviation from ideal
helices.
2.1.2 Force fields
Force fields are an essential part of every MD simulation; they express how the
atoms in a system interact with each other and obey the laws of Physics. Force
fields explicitly define the bond strengths, angles, and torsion angles between
two or more atoms, as well as an approximated mass and charge. These
values are obtained from both quantum mechanical calculations and experimental
data. There are many force fields to choose from, each with slightly different
approximations that reflect a physically realistic system. There is no perfect
force field suitable for all systems, but recent studies suggest that some force
fields may be more accurate in modelling certain systems, such as protein folding
and membrane interactions [64, 65]. Because of this, each MD simulation needs
to carefully choose an appropriate force field to maximise the accuracy of the
intended results.
Equation 2.1 denotes the potential energy function of the atomic positions (r) of
N atoms, and is incorporated into the most common force fields. The first term in
the equation models the interaction between pairs of bonded atoms modelled with
a harmonic potential, which allows for an increase in energy when the bond length
b deviates from its resting bond length b0. The second term sums over the valance
angles (the angle formed between three bonded atoms, e.g. A−B−C), which is also
modelled using a harmonic potential. The third term is the torsional potential,
sometimes recognised as “improper” torsions, which models the changes in energy







































Figure 2.1 Overview of the force field potential energy interactions. Solid lines
represent covalent bonds, and dashed lines represent non-covalent
interactions.
interactions between all pairs of atoms (i and j) in the system. These pairs can
be in different molecules or in the same molecule when each atom is separated by
three bonds or more. This nonbonded contribution uses partial charges qi on each
atom interacting via Coulomb’s Law, as well as a Lennard-Jones 6-12 potential
for van der Waals interactions.
Once calculated, the potential energy function for each atom in the system can





where F̄ (t) can then be substituted into Equation 1.3 to determine the accelera-
tions of each atom in the system.
CHARMM
The CHARMM (Chemistry at HARvard Macromolecular Mechanics) force field
is a widely used and well respected atomistic force field that has been in
development since the early 1980s. Hydrogen bonding in proteins and peptides
was the key principal behind the force field; it was designed by using quantum
calculations of hydrogen bonded complexes between water and the hydrogen bond
donors/acceptors of amino acids. It was found that fitting the peptide-water
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interactions led rise to peptide-peptide hydrogen bonding [66, 67]. There are
many different versions of the CHARMM force field available, the most popular
being the CHARMM22 protein force field, CHARMM27 lipid/DNA/RNA force
field, and the recent CHARMM36 all lipid + cholesterol force field. These force
fields can be used in combination with each other which is often advantageous
when mixing peptides with membranes. CHARMM is also the primary force field
used by NAMD (NAnoscale Molecular Dynamics) [68], a widely used Molecular
Dynamics package designed to scale over hundreds of computer cores and is
particularly suitable to high-end systems such as IBM’s BlueGene [69].
As the CHARMM force field contains parameterisation for the most common lipid
types, this makes it an ideal choice for simulating membrane systems. However,
for systems containing proteins and peptides (including peptides interacting with
membranes), CHARMM is known to show helical bias and is therefore not the
best choice when studying protein or peptide folding [70].
AMBER
The AMBER force field is another well respected and established atomistic
force field that has been in development since the early 1980s. AMBER
derives its atomic charges through quantum chemistry calculations via fitting of
partial atomic charges to the quantum electrostatic potential [66]. The van der
Waals forces were adapted from fits to amide crystals [71] and from liquid-state
simulations [72]. Similarly to CHARMM, AMBER has many versions to choose
from. The latest version AMBER99 SB-ILDN has been shown to be particularly
accurate in protein folding simulations when compared with other force fields [73].
AMBER has recently introduced a version of its force field specifically designed
for lipids, known as Lipid14 [74]. This force field looks promising but has yet to
be extensively tested.
OPLS
The OPLS (Optimized Potentials for Liquid Simulations) is another widely used
force field in development since the late 1980s, containing parameterisation for
both united-atom and all-atom simulations. OPLS adopts the bond stretches,
angle bends, and torsional terms from the AMBER force field; however the
torsional potential has been improved by including a cosine expansion.
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GROMOS
The GROMOS force field formed the basis for the development of GROMACS
in the early 1990s [62]. The force field is a united atom force field; it treats small
groups of atoms as a single united atom (e.g. aromatic rings are treated as a
single particle or bead). Non-polar hydrogens are also paired with their bonding
partners. The result is a force field that reduces the number of calculations per
timestep, ideal for membrane simulations or protein folding simulations over long
timescales. Although GROMOS does not contain any force field parameters for
lipids, it is often paired with Berger lipids [75]: a hybrid of GROMOS atom types
and OPLS partial charges. These lipids were parameterised such that the lipid
bilayer properties match experimental values almost exactly.
Martini
The Martini force field is a coarse grained force field that groups clusters of
atoms together into beads. This force field was designed to allow MD to reach
timescales that would not be possible with other force fields, and as such lipid
bilayer simulations can easily reach several microseconds in the time it would take
an atomistic force field to achieve 100 ns. This force field is ideal for studying
lipid mixing/demixing and domain formation, as these processes typically take
hundreds of nanoseconds to occur. Martini requires a fixed backbone structure
for proteins and is therefore not suitable to study protein folding. A lipid,
which typically contains around 125 atoms can be compressed into ∼13 beads,
which results in computationally cheaper calculations when compared with a fully
atomistic force field.
2.1.3 Integrators
In order to compute the trajectory and coordinates of a system over time, the
equations of motion must be integrated for each particle over a given timestep, ∆t.
Several integrators have been derived for this purpose, each with varying levels
of accuracy and computational cost. Typically, minimising the integration error
involves using more complex calculations which incur additional computational
cost, and therefore one must carefully choose an appropriate integrator based
on the type of simulation being conducted. Each integrator follow Newton’s
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i = 1...N, (2.3)
where the force for a given particle can be calculated from its negative derivative





where V (r) is explicitly defined by the force field and is likely a variant of
Equation 2.1. Once the forces acting on each atom have been calculated, each
integrator then applies a different approach to determining the updated positions
and velocities of each atom. The two most commonly used integrators in MD
simulations are as follows:
The leap frog integrator
The leap frog integrator is a commonly used integrator in MD simulations due
to it being computationally cheap while maintaining a high level of accuracy. As
the name suggests, this integrator uses small leaps in time to compute the new
positions and velocities of each atom in the system. The leaps are divided into















which leads to an error in the position of order O∆t2. This should be sufficiently
accurate in MD simulations if a small enough timestep is used.
The velocity verlet integrator
The velocity verlet integrator is another commonly used integrator that computes
the new position and velocity at the same timestep, but computes an additional
half timestep velocity in order to increase the accuracy of the full timestep




















This has the advantage of decreasing the error in the position to order O∆t4,
but requires an additional calculation per atom making it more computationally
expensive than the leap frog integrator.
2.1.4 Pressure coupling
Pressure coupling is an important part of MD that allows the running of
simulations in an NPT ensemble (isobaric-isothermal). It works by allowing the
simulation box dimensions to fluctuate thus maintaining a constant pressure by
changing the box volume. This is of particular importance for membrane systems
as they are known to expand/shrink with changes in temperature; therefore the
simulation box must account for this. Pressure coupling can be determined
isotropically, semi-isotropically or anisotropically. Systems with interfaces, such
as lipid bilayers, are dealt with semi-isotropically where the x/y dimensions
(bilayer plane) are coupled together, and the z dimension is independently
coupled. The two most common pressure coupling schemes are as follows:
Berendsen pressure coupling
The Berendsen approach rescales the coordinates and box vectors using a matrix








and the scaling matrix is defined by:
µij = δij −
nPC∆t
3τp
βij {P0ij − Pij(t)} (2.11)
where β is the isothermal compressibility of the system and nPC is the number
of steps to wait before updating the box dimensions. This approach does not
scale the velocities, and although it produces the correct average pressure, it
fails to produce an accurate NPT ensemble. The Berendsen coupling scheme is
therefore ideal for system equilibrations and simulations where maintaining a low
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computational cost is important.
Parrinello-Rahman coupling




= VW−1b′−1(P − Pref ) (2.12)
where V is the volume of the box, W is a matrix parameter that determines
the strength of the coupling and b represents the matrix of box vectors. The
values of W−1 can be calculated at the start of the simulation from the desired









where L is the largest box matrix element.
The Parrinello-Rahman approach also has the advantage of altering the equations





















This approach is often paired with the Nosé-Hoover thermostat (see Section
2.1.5), as both use similar modifications to the equations of motion for all
particles in the box. Parrinello-Rahman coupling produces an accurate NPT
ensemble and is therefore the ideal choice for most MD simulations. However
as the box dimensions are constrained to equations of motion, the Parrinello-
Rahman approach may produce inaccuracies in systems where the box dimensions




As with the majority of MD systems, a constant temperature ensemble needs
to be established for NPT and NVT (isochoric-isothermal) ensembles - but not
NVE (isochoric, constant energy). The three most common coupling schemes are
as follows:
Berendsen temperature coupling
Also known as the weak coupling scheme, the Berendsen algorithm mimics weak
coupling with first-order kinetics to an external heat bath with temperature T0.







causing an exponential decay with time constant τ . This means that the strength
of the coupling can be varied with τ , which can be beneficial for differentiating
between equilibration runs and MD runs. The Berendsen thermostat suppresses
the fluctuations of the kinetic energy, meaning that a proper canonical ensemble
is not generated. The error scales with 1/N , so for large systems the ensemble
averages will not be significantly affected, but properties such as the heat capacity
will be affected. The heat flow within the system is affected by the scaling of



















where Ndf is the total number of degrees of freedom. The kinetic energy change
caused by rescaling the velocities is partly redistributed between kinetic and
potential energy; therefore the change in temperature is less than the scaling
energy. This is why τ 6= τT .
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Velocity rescaling thermostat
This is an addition to the Berendsen thermostat that includes a stochastic term
to ensure the correct kinetic energy distribution:











where K is the kinetic energy and dW refers to the Brownian motion term. This
thermostat produces a correct canonical ensemble and still has the advantages of
the Berendsen thermostat.
Nosé-Hoover temperature coupling
The Berendsen velocity rescaling thermostat is suitable for relaxing a system to
a given temperature but, for true MD, a more accurate thermostat is needed
that explores a correct canonical ensemble. An extended ensemble approach was
first proposed by Nosé [76] and later modified by Hoover [77] which extends the
system Hamiltonian by introducing a thermal reservoir and a friction term ξ to
the equations of motion. The friction parameter is a fully dynamic quantity with











and for the heat bath:
dpξ
dt
= (T − T0). (2.21)
where T0 is the reference temperature defined in the simulation parameters. The










The mass parameter can then be described in terms of the oscillation period τT






which provides a much more intuitive way of selecting the coupling strength since
τT is independent of the system size and reference temperature.
In summary, the weak coupling scheme as used by the Berendsen and the velocity
rescaling thermostats provides a strongly damped exponential relaxation of the
temperature deviation, ideal for equilibrating systems, whereas the Nosé-Hoover
approach produces an oscillatory relaxation, which leads to more accurate MD
simulations.
2.1.6 Replica exchange
Also known as parallel tempering, replica exchange is a technique that allows
systems to overcome relatively high energy barriers and explore possible con-
formations that may not be achievable with a standard MD simulation. In
short, we simulate or “sample” multiple replicas of the same system at different
temperatures. The samples can then be randomly exchanged between two
temperatures with the probability:












where U1 and U2 are the instantaneous potential energies of two given replicas.
After two replicas have been swapped, the velocities are scaled by (T1/T2)
±0.5 so
that the correct Boltzmann sampling is achieved [78, 79].
However when using pressure coupling, the density at higher temperatures will
decrease, leading to higher energy. To compensate, a modification to Equation
2.24 was proposed by Okabe et al. [80] to include the respective pressures:



















where V1 and V2 are the respective instantaneous volumes in the simulations.
In most cases the differences in volume are small enough that the last term is
negligible, but when the difference between P1 and P2 becomes large, the last
term begins to affect the probability significantly.
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2.1.7 Ewald summation
The Ewald summation is a numerical approach to approximate the long range
electrostatic contributions acting on each atom in a system. In general, the












where i and j are atomic indexes and rij is the minimum distance between two
atoms. This can be expanded to include additional terms when treating the

















where rij,n is the real distance (not the minimum-image) between two atoms and
n represents a cell in the cubic lattice at point n = (nxL, nyL, nzL), where nx,
ny, nz are integers. This method is problematic in that it converges extremely
slowly and is conditionally convergent, meaning that the order in which the terms
are considered results in different outcomes.
The solve this, the Ewald approach considers each charge to be surrounded by a
neutralising Gaussian charge distribution of equal magnitude but opposite sign.
This allows the electrostatic contributions to be split into a sum of the interactions
between charges (direct) and their neutralising distribution (reciprocal), and
includes a third term to correct for the interactions of each Gaussian with itself:






































β is a parameter that determines the relative weight of each sum, and m is
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the wave vector defined as m = (mx,my,mz). The erfc term is know as the







As the Ewald summation considers reciprocal charges for every charge in the
lattice, this approach requires a neutrally charged system for the summation to
converge.
2.2 Model lipid bilayers
The simulations presented within this thesis focus on five bilayer composi-
tions. The first is POPE/POPG (3:1): a negatively charged bilayer compris-
ing 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphoethanolamine (POPE), a neutrally
charged lipid with a mixture of saturated and unsaturated lipid tails and a zwit-
terionic headgroup containing an ethanolamine group (NH3); and 1-palmitoyl-2-
oleoyl-sn-glycero-3-phosphoglycerol (POPG), a negatively charged lipid with the
same lipid tails to POPE, and a glycerol group containing two oxygen atoms on
the headgroup. This bilayer composition forms a model bacterial membrane and
carries an overall negative charge, making it highly attractive to cationic peptides.
Its transition temperature has been determined to be around 298-299 K [81].
The second bilayer composition is another model bacterial membrane containing
a quaternary mixture of 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE),
1,2-distearoyl-sn-glycero-3-phosphoethanolamine (DSPE), 1,2-dioleoyl-sn-glycero-
3-phosphoglycerol (DOPG), and 1,2-distearoyl-sn-glycero-3-phosphoglycerol (DSPG).
The full bilayer is referred to as DOPE/DSPE/DOPG/DSPG and has a ratio
of 3:3:1:1 for the respective lipids. Similarly to the POPE/POPG bilayer,
this composition contains neutrally charged PE lipid headgroups and negatively
charged PG lipid headgroups, and also contains a mixture of saturated and
unsaturated lipid tails. The transition temperature of this mixture is not precisely
known.
The third bilayer composition is 1-palmitoyl,2-oleoyl-sn-glycero-3-phosphocholine
(POPC), a neutrally charged bilayer comprising a mixture of saturated and
unsaturated lipid tails and a choline headgroup (CH3). This is a model eukaryotic
bilayer with a transition temperature of 271 K [81].
28
The fourth bilayer composition is POPC/POPG (3:1). This bilayer was created
as a direct comparison with a POPE/POPG bilayer, replacing the smaller PE
headgroups with bulkier PC headgroups to result in a bilayer that displaces a
larger surface area.
The fifth bilayer composition is 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC),
a neutrally charged bilayer comprising two saturated tails and a choline head-
group, and has a transition temperature of 314 K [81]. This bilayer was created
to represent a bilayer with a high gel content (Lβ phase) at room temperature.
Each bilayer was constructed using the CHARMM-GUI membrane builder
[82, 83], comprising 200 lipids per leaflet1. Due to incompatibilities with the
CHARMM-GUI output and GROMACS, the MD software NAMD (version 2.9)
was used to perform a minimisation of the membranes for 2000 steps. The
water and ions were also removed prior to minimisation as NAMD encounters
errors in systems containing over 100,000 atoms. After minimisation, topologies
were constructed using the program pdb2gmx with the CHARMM36 force field,
and new water and ions were added using the programs genbox and BoxMod (as
described in Chapter 3). To safely solvate the membranes using genbox, the “van
der Waals trick” was employed, which is described in the GROMACS tutorial
by Justin A. Lemkul [84]. Following solvation, a small void existed between the
water and lipid headgroups which was fixed by applying position restraints to
the lipids and equilibrating the system for 50ps, allowing the water and ions
to soak into the lipid headgroup region. The bilayers were further minimised
in GROMACS and then equilibrated for 50-100ns using the Parrinello-Rahman
and Nosé-Hoover coupling schemes. Double bilayers were then constructed by
duplicating the single bilayer and placing it on top of itself, removing additional
waters such that the separation between bilayers was approximately 5 nm. The
double bilayers were then equilibrated for 100 ns.
1The POPE/POPG (3:1) bilayer comprised 192 lipids per leaflet.
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Chapter 3
Advancing software for the study of
lipid bilayers through MD
3.1 Background
The nature and behaviour of lipid bilayers has been widely studied with MD
since the parameterisation of the first phospholipid force fields in the 1990s. The
first bilayer studies comprised DPPC and DMPC bilayers with 18-50 lipids per
leaflet and were simulated on timescales in the range of 100 ps to 1 ns [85–87].
As bilayer simulations were new, these studies employed “in-house scripting” to
measure the various membrane-specific properties from the MD trajectories, such
as fluidity, area per lipid (APL), bilayer thickness and order parameters. These
measurements could then be directly compared with measurements obtained
through experimental techniques to confirm their validity.
Lipid bilayer simulations conducted today are considerably more complex than
those conducted 20 years ago, whereby planar bilayer simulations typically
involve 100-200 lipids per leaflet conducted on timescales of tens to hundreds
of nanoseconds for atomistic force fields, and up to tens of microseconds
for coarse-grained force fields. Furthermore, the number of parameterised
phospholipids has expanded considerably, and as such many simulations employ
lipid bilayer mixtures containing two or more types of phospholipids, sterols or
other molecules. In addition, various studies have simulated more complex types
of bilayers such as double bilayers, vesicles, micelles and virus capsids [88–91].
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As lipid bilayer simulations continue to evolve, there is a surprising lack
of available analytical tools targeted for the analysis of membrane-specific
properties. Many publications still employ in-house scripting, which is a highly
inefficient use of time and can lead to analytical mistakes and inconsistencies
between publications. Several of the existing analytical tools are reviewed in
Section 3.1.1, where the abilities and limitations of each tool are discussed.
Tools specifically targeted at the construction of membrane systems are also
rare; most existing construction tools are primarily designed for protein in water
simulations and can be problematic when used for membrane systems. One such
example is the program genbox, a construction tool provided with the GROMACS
package used to solvate simulation boxes [63]. When solvating membranes, this
program incorrectly inserts water molecules within the hydrophobic core of the
membrane. Another example is the GROMACS tool genion, a program to set
the ionic concentration of a system by replacing water molecules with ions. This
program accepts an ionic concentration as an input parameter and determines the
number of ions to insert based on the volume of the box. This approach is accurate
for protein in water systems as the protein displaces very little volume; however,
as membranes displace a much larger volume in the simulation box, this approach
leads to incorrect ionic concentrations. Furthermore, as the water molecule
selection is random, this approach is incompatible with membrane systems that
contain compartments such as double bilayers, vesicles and capsids, as they
require identical ionic concentrations in each compartment to avoid inadvertently
establishing a membrane potential.
One example of a construction tool that is targeted specifically for membrane
systems is CHARMM-GUI [83], a tool to construct lipid bilayers with customised
lipid compositions. This is a powerful and easy to use tool that is entirely web-
based, and therefore requires no installation. The main disadvantage of this tool
is that the output files are primarily designed to work with the CHARMM [92]
and NAMD [93] MD packages. Once the bilayer has been constructed, a selection
of output files are provided which includes a trajectory file containing the atomic
coordinates of the membrane; however, this membrane has not been energy
minimised and encounters an error when trying to minimise in GROMACS. The
membrane must first be energy minimised using CHARMM or NAMD before
it can be ported to GROMACS. Furthermore, when creating a bilayer that
leads to a system with 100,000+ atoms (which is typical of most modern bilayer
simulations), this program produces formatting errors in the trajectory file, which
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can only be corrected by removing some or all of the water molecules (to reduce
the number of atoms) and adding them back at a later stage.
3.1.1 Review of existing tools
This section reviews a selection of the existing tools targeted for the analysis of
membrane-specific properties. An analysis of the advantages, disadvantages and
common flaws in each tool can assist in the design of a new membrane analysis
tool.
g order
The GROMACS tool g_order is a program to measure the order parameters
of acyl chains [63] (which will be discussed further in Section 3.2.1). These
measurements are often presented in studies involving lipid bilayers to quantify
the level of fluidity in the bilayer. As g_order is contained within the GROMACS
package, it requires a complete install of GROMACS to operate, which has many
dependencies such as FFTW [94] and GCC [95]. g_order was originally designed
to measure the order parameters for united-atom force fields; however, a more
accurate approach is available for atomistic force fields which is currently not
utilised by g_order. Furthermore, the approach used by g_order incorrectly
calculates the order parameters for double-bonded carbon atoms in unsaturated
lipid tails. In addition, this program requires user-created index files containing
the atom types for each carbon atom in each lipid tail, which is a complicated
and tedious process that must be repeated for each analysis. These index files are
also static, meaning g_order cannot be used to generate order parameters for a
dynamic region of the bilayer, such as the annular shell of lipids surrounding
molecules (in which lipids are continuously entering and exiting the shell).
g_order requires a GROMACS tpr file to operate, meaning it is restricted to
a GROMACS-only analysis and as such it would be difficult (but not impossible)
to analyse trajectories produced by other MD packages.
In summary, g_order is capable of measuring order parameters from a wide
range of trajectory formats; however, it could be greatly improved by removing
the dependency for a user-generated index file, which could easily be generated
automatically. Furthermore, g_order could be greatly improved by utilising
a more accurate approach to determining atomistic order parameters, which
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would also allow for the correct measurement of double bond order parameters
in unsaturated lipid tails.
GridMAT-MD
GridMAT-MD is a program to measure the APL and bilayer thickness from a
trajectory file [96], and requires no installation due to the choice in language
(Perl). The APL is measured by assigning each lipid to a cell in a 2D grid
of polygons and then averaging the area of each polygon. GridMAT-MD will
also subtract the area of any proteins or peptides embedded in the membrane.
The coordinates of the polygons are plotted to a file which can be visualised
using another program. The bilayer thickness is determined by measuring the
separation between paired lipids on each leaflet using a user-specified reference
atom. These lipids are paired based on their proximity to each other, where only
the z-distance is used. The final bilayer thickness is averaged over each paired
lipid, and GridMAT-MD also produces a data file containing a 2D lattice to be
visualised by another program. Because APL and bilayer thickness are relatively
simple calculations, this program is force field independent. GridMAT-MD is limited
to the analysis of single planar bilayers.
As with the other tools, the analysis of a trajectory using GridMAT-MD requires
a user-constructed parameter file that contains information about the system to
be analysed. This includes the names of the lipids, water and ions, the number
of frames and the number of lipid types within the trajectory, and whether the
system contains any protein molecules. At first glance, many of these input
parameters seem unnecessary; for example, the parameter file asks for the names
of each lipid type contained within the trajectory, and therefore it is unnecessary
to also ask for the number of lipid types. Furthermore, as there are only a
handful of lipid types currently parameterised, it would not be overly difficult to
automatically scan the trajectory to determine which lipid types exist within the
membrane. It is also unnecessary to ask how many frames are in the trajectory
file, as any algorithm capable of reading a trajectory file could easily detect this
automatically. This may seem trivial, but these unnecessary input parameters
cost additional time and effort during the analysis and may lead to analytical
mistakes.
In summary, GridMAT-MD provides a comprehensive algorithm to determine
membrane APL and thickness; however each analysis requires a user-generated
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parameter file that must be configured for each system, and requires information
that could easily be determined automatically. GridMAT-MD is also limited to gro
and pdb (uncompressed) trajectory file formats, which are slow to read and utilise
much larger files than compressed trajectory formats. Furthermore, as pdb and
gro trajectories (containing multiple frames) are not natively produced by most
MD packages, this will likely require a conversion to this format which will incur
additional time and effort. This tool could be greatly improved by adding the
ability to read compressed trajectory files such as GROMACS xtc and trr files.
g lomepro
g_lomepro is a unified membrane analysis tool capable of measuring membrane
thickness, APL, membrane curvature and order parameters [97]. This tool
utilises a similar technique to that employed by GridMAT-MD to generate the APL
and membrane thickness. The order parameters are calculated using the same
approach employed by g_order; however a different formula is used to calculate
the order parameters for double-bonded carbon atoms in unsaturated lipid tails,
yielding the correct values when compared with g_order.
g_lomepro is currently the most comprehensive unified membrane analysis tool
available, containing four analytical techniques for various membrane-specific
measurements. This tool works with GROMACS trajectory files and is entirely
dependent on a complete GROMACS installation. As this tool is written in the
C language, it requires compilation which may be difficult for the inexperienced
(and sometimes the experienced) user, and may be problematic on non-Linux
operating systems. This also means g_lomepro would require a recompilation
each time a new GROMACS version is installed, and may not be compatible
with newer versions. Similarly to g_order, g_lomepro requires a GROMACS
tpr file to operate and would likely be problematic for the analysis of trajectories
produced by other MD packages.
In summary, g_lomepro provides a broad range of analytical techniques in one
unified tool, making it ideal for many types of lipid bilayer simulations. However,
due to the choice in language, g_lomepro is difficult to install and is therefore
limited to the experienced user (n.b. I consider myself an experienced user and I
could not get g_lomepro to install successfully). This choice of language is where
tools like GridMAT-MD and CHARMM-GUI have an advantage over g_lomepro in
that they do not require compilation. It is also worth noting that g_lomepro does
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not appear in any search engine results and has not been updated since early 2014.
There is also no mention of its usage with double bilayers, asymmetric bilayers
and spherical bilayers, so it is assumed that its analysis is limited to single planar
bilayers.
3.1.2 Aims and software design
In Section 3.1.1, several existing tools targeted at the analysis of membrane-
specific properties were reviewed. The advantages of each tool were highlighted,
and several common flaws were identified that greatly reduced the usability of
each tool. With these in mind, any future tool targeted at the analysis of
membrane-specific properties should have the following specifications:
• Employ a wide range of analytical techniques in one unified tool.
• Be written in a language that is usable across a range of operating systems
and requires no compilation.
• Minimise user input, avoiding the use of parameter files and avoiding user-
specified variables that could otherwise be determined automatically.
• Be compatible with as many file formats (especially compressed trajectory
files) and force fields as possible.
• Be able to interpret as many bilayer types as possible (single, double,
asymmetric, vesicle, etc.)
Section 3.2 presents Membrainy: a ‘smart’, unified membrane analysis tool
designed and constructed using the specifications listed above. This tool was
required for the analysis of the simulations presented throughout this thesis,
as existing tools were insufficient for the types of analysis required, and not
suitable for double bilayers. Each analytical component within Membrainy was
tested using a variety of lipid bilayer systems, and each result was confirmed by
comparing it to those produced either with existing tools, experimental data, or
judged for logical consistency. This tool is also presented in Publication 1.
Section 3.3 presents the tools BoxMod, MoleculeInserter and SmoothGraph.
BoxMod (Section 3.3.1) is a tool used to set the ionic concentrations of single or
double bilayers, and can be used to establish ion imbalances between membrane
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compartments. MoleculeInserter (Section 3.3.2) is a tool used to insert
molecules into a lipid bilayer system. SmoothGraph (Section 3.3.3) is a tool
to remove fluctuations in analytical plots due to poor sampling, enhancing its
presentation and assisting in the interpretation of meaningful data.
3.2 Membrainy
Membrainy is an intelligent membrane analysis tool that endeavours to provide
both the inexperienced and experienced user access to a wide range of analytical
techniques to enable the measurement of various membrane-specific properties
from planar bilayer trajectories [98]. Membrainy was designed for simplicity and
ease of use, requiring no compilation and minimal user input to operate. As the
range of lipid bilayer studies is broad, Membrainy was designed to automatically
interpret a variety of bilayer compositions and force fields, and is capable of
interpreting single, double and asymmetric bilayers. Membrainy can also interpret
dynamic membranes that undergo structural changes such as lipid flip-flopping
and pore formation, and employs different analytical approaches when switching
between atomistic, united-atom or coarse grained force fields.
A suite of ten analytical techniques is integrated within Membrainy. These include
the following:
1. Acyl chain order parameters: a measurement to quantify the degree of
order in the lipid tails, which is often associated with lipid fluidity [99–101].
2. Headgroup orientations: a measurement of the angles observed in the
lipid headgroup relative to the membrane surface, which are known to be
sensitive to electric charges and dipole fields [102].
3. Area per lipid (APL): a measurement to quantify the average surface
area consumed by each lipid within the membrane.
4. Lipid mixing/demixing entropy: a quantification of the level of mixing
between two or more lipid types, which plays an important role in a wide
variety of cellular functions including DNA fusion and phase transitions
[103].
5. Time evolution of the transmembrane voltage (TMV): a mea-
surement to monitor changes in the TMV, which may be of particular
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importance in electrophysiology or electroporation simulations [104–106].
6. 2D surface maps: a high resolution 2D representation of the bilayer
surface, which is particularly helpful when looking at defects, undulations
and gel clusters that may not be easily observable in 3D visualisation
software.
7. Gel percentage: a quantification of the level of fluidity in the bilayer,
determined by measuring the linearity of the lipid tails.
8. Leaflet and membrane thickness: a measurement which may be of
importance in simulations where bilayers undergo electrostriction [107].
9. Leaflet symmetry: a measurement used to detect and quantify lipid flip-
flopping, which may be useful in bilayers containing transient water pores
[108].
10. Annular shell analysis: an ability to perform a separate analysis on the
annular shell of lipids surrounding molecules, whether inserted or in close
contact with the membrane surface, which may be helpful in understanding
how these molecules affect the local properties of the membrane, such as
changes in lipid tail flexibility [109].
Membrainy is written in Java, a language that is widely used in all modern
architectures and operating systems. As programs written in Java are precom-
piled, they require no compilation or installation to operate, which is highly
advantageous when compared with tools written in other languages such as C.
Java also provides for the safe execution of multithreaded code, allowing much
of the analytical components within Membrainy to be conducted in parallel.
Membrainy also contains performance boosting multithreaded algorithms to
enhance its functionality, such as algorithms for using multiple threads to load
larger trajectory files, and algorithms for preloading the next frame in the
trajectory while the current frame is being analysed.
To minimise user input, the algorithms within Membrainy automatically detect
and interpret each membrane system. On loading the trajectory files, Membrainy
constructs a system box which contains an array of atoms, where each atom
stores the atomic positions, velocities, atom type, residue identification (resID)
and the residue name. An algorithm then converts this array of atoms into an
array of molecules, where each molecule is constructed based on its resID as
37
atoms containing the same resID belong to the same molecule. Membrainy then
scans the array of molecules to determine which lipids (and sterols) exist in the
system. This is done by accessing a database containing every four letter lipid
and sterol name parameterised within Membrainy. The geometric centre of the
bilayer is calculated, and then each lipid is assigned to a corresponding leaflet by
comparing the height of the phosphorous atom in each lipid with the geometric
centre of the bilayer. This calculation can be done once for static bilayers or can
be performed on every frame for dynamic bilayers that may undergo structural
changes to the leaflets such as pore formation or lipid flip-flopping. Flip-flopping
occurs when the phosphorous atom crosses the geometric centre of the bilayer,
causing the algorithm to assign the lipid to the opposite leaflet. Membrainy also
contains an algorithm to automatically detect double bilayers, which is achieved
by comparing the separation between the geometric centre of the lowest and
highest lipid in the system. If the z-component of this separation is greater
than 6 nm (which is slightly larger than a typical bilayer thickness) then a double
bilayer is assumed. Membrainy then calculates a geometric centre for each bilayer,
and applies the same algorithm to assign each lipid to one of the four leaflets.
Membrainy has an inbuilt force field library containing information on systems
utilising the CHARMM36, Berger/GROMOS87 and Martini v2.0 lipid param-
eters, and other force fields will likely be implemented in the future. This
library contains a list of the atom types used by each lipid tail, the bond
lengths and angles for lipid tails and water molecules, and various other force
field specific information. This removes the dependency for the user to provide
detailed information about each membrane system being analysed, allowing each
analytical component within Membrainy to operate efficiently and accurately, and
eliminates the possibility of human error. Membrainy contains an algorithm to
automatically detect the force field used in the trajectory files, which is achieved
by comparing the lipid headgroup atom types with those stored in the library.
Membrainy is written in Java, a language that is compatible with all modern
architectures and operating systems. Membrainy requires no installation, a
particular benefit over existing software written in C/C++ which requires some
knowledge to install and rarely compiles without a hitch. Membrainy is entirely
object-orientated and written such that adding to or modifying the source code is
easy. The core code is multithreaded and contains various performance boosting
algorithms designed to optimise the workload across all processors, and additional
analytical components can easily be written and implemented into Membrainy
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without the need to modify the core code.
Membrainy has only been available to download for a short time and has already
received interest from many scientists in the field. Membrainy is freely available
to download at www.membrainy.net and contains the following analytical
components:
3.2.1 Order Parameters
The measurement of acyl chain order parameters is a technique used to describe
the degree of freedom and flexibility in the lipid tails and has a direct correlation
with membrane fluidity [99–101]. Deuterium order parameters are typically
obtained through 2H-NMR (Deuterium Nuclear Magnetic Resonance) and are
plotted as an entropy (SCD). In MD systems, order parameters for saturated and







where θ is the angle the C−H bond vectors along the lipid tails make with the
membrane normal [110], taken as the z-axis for planar bilayers. This approach
utilises each individual C−H bond in the lipid tails. As united-atom force fields









which is derived from the order parameter tensor [111], and achieved by defining
molecular axes where the z-axis encompasses the Ci−1−Ci+1 vector, the y-axis
lies on the plane containing Ci−1−Ci−Ci+1, and the x-axis is orthogonal to the
y and z axes. The angles that the x and y axes make with the membrane
normal is then used to determine Sxx and Syy from Eqn. 3.1. This approach
is utilised by g_order for both atomistic and united-atom force fields. Martini
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where θ is the angle between the lipid tail bonds and the membrane normal.
The final order parameter for each technique is averaged over all leaflets in the
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system, and Membrainy will also produce separate order parameters for each lipid
type and leaflet. For atomistic and united-atom force fields, Membrainy plots the
values of −SCD for each carbon along the lipid tails. This experiences maximum
order at 0.5 and disorder at -1, whereas the Martini force field experiences
maximum order at P2 = 1 and disorder at P2 = −0.5. The resulting order
parameters plot can be directly compared to other order parameter plots to reveal
changes in lipid tail flexibility and membrane fluidity, or can be compared with
2H-NMR measurements. Membrainy can also produce histograms of the angles
measured by each technique. To maximise performance, the order parameter
algorithms are multithreaded, where each lipid tail type (e.g. POPE-palmitoyl,
POPE-oleoyl, etc.) is assigned its own thread, allowing much of the analysis to
be conducted in parallel.
To achieve these measurements, Membrainy constructs an index of all acyl chains
in the system by determining each lipid tail type and loading the corresponding
carbon atom types from its inbuilt force field library. This is a significant
improvement over the existing tool g_order, which requires these indices to be
user-constructed. As Membrainy contains three approaches for generating order
parameters based on whether the force field is atomistic, united-atom or coarse
grained, the appropriate algorithms are automatically selected based on the force
field in use. If an atomistic force field is detected, Membrainy will also index the
hydrogen atoms connected to each carbon atom, which allows for the C−H bond
vectors to be calculated. The membrane normal is set to (0,0,1) for upper leaflets
and (0,0,-1) for lower leaflets.
As an exemplar, a POPE/POPG (3:1) double bilayer was simulated for 50 ns
in the CHARMM36 force field at 297 K using the HECToR supercomputer
(1024 cores), and the saturated and unsaturated order parameters were measured
using both g_order and Membrainy. Figures 3.1a-b depict a comparison of
these measurements, revealing that both programs produced near identical order
parameters for saturated and unsaturated lipid tails, with the exception of the
double bond region in the unsaturated lipid tails (Figure 3.1b, carbon numbers
8 and 9) in which g_order calculates incorrectly. To produce these results,
Membrainy was executed with a single command line which initiates the analysis
without the need for user input or parameter files. In comparison, g_order
required the use of the tool make_ndx to generate three lipid tail index files
containing the saturated, unsaturated, and double bond indices. These require a
user input of each lipid tail carbon atom type, which are located within the force
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(a) Saturated order parameters
(CHARMM)
(b) Unsaturated order parameters
(CHARMM)
(c) POPE saturated order parameters
(Berger/GROMOS)
(d) POPE unsaturated order parameters
(Berger/GROMOS)
Figure 3.1 Saturated and unsaturated order parameters for lipid tails in a
POPE/POPG (3:1) double bilayer at 297 K, where (a) and (b)
employ the CHARMM force field, and (c) and (d) employ the
Berger/GROMOS force field. Measurements are made using the
tools g_order and Membrainy. Both tools yield similar order
parameters in the CHARMM force field, and identical order
parameters in the Berger/GROMOS force field. However g_order
incorrectly calculates the order parameters in the double bond region
of unsaturated lipid tails ((b) and (d), carbon numbers 8 and 9).
field parameter files and can be difficult to interpret (this interpretation requires
the knowledge of which atom types are bonded to each other). Once interpreted,
each atom type must be manually typed into make_ndx in the correct sequence
before executing. Saturated and unsaturated order parameters must be calculated
separately, and unsaturated double bonds require a third execution of g_order.
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This entire setup process takes 15-20 minutes for an experienced user and must
be repeated for each system under analysis. In comparison, there is no setup
for Membrainy (and therefore takes 0 minutes). g_order executes the analysis
slightly faster than Membrainy due to a more efficient trajectory reader; however,
the additional time cost incurred from creating the index files makes Membrainy
the overall faster tool.
Similarly, a POPE/POPG (3:1) double bilayer was simulated for 50 ns in the
Berger/GROMOS force field at 297 K (512 cores), and a similar analysis was
conducted on POPE lipid tails only (Figure 3.1c-d). Both Membrainy and
g_order yield identical order parameters, with the exception of the double bond
region in the unsaturated lipid tails (Figure 3.1d, carbon numbers 8 and 9) which
g_order calculates incorrectly. Calculating the order parameters using g_order
incurs additional time when using the Berger/GROMOS force field, as the atom
types in POPE and POPG lipid tails are different. This means that a total of
six executions of g_order (and make_ndx) is needed to produce a full average
of saturated and unsaturated order parameters in this system. In comparison,
Membrainy requires only a single execution to generate a full average of each order
parameter.
These result suggests that Membrainy produces more accurate results than
g_order in the CHARMM force field, and identical results in the Berger/GRO-
MOS force field. Furthermore, Membrainy shows an overall speed increase over
g_order when analysing a system, and requires no user input to operate.
3.2.2 Annular shell analysis
When a peptide, protein or other molecule comes into contact with a bilayer,
whether in contact with the bilayer surface or fully inserted into the bilayer,
the properties of the lipids within a given radius or shell of the peptide may be
modified. This may be in the form of molecules changing the rotational freedom
or orientation of the lipid headgroups, or molecules changing the local fluidity of
the bilayer. Membrainy identifies those lipids within the annular shell surrounding
a molecule and performs an analysis on those lipids (Figure 3.2). This analysis
can then be compared with a control group comprising lipids selected from outside
of the shell in the same leaflet.
Membrainy isolates the annular shell of lipids around a molecule by calculating a
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Figure 3.2 The first annular shell of lipids (shown in turquoise) surrounding an
inserted amphipathic peptide.
distance vector between each atom in the bilayer and each atom in the molecule.
If the distance between any two atoms is within a user-specified radius (the
default is 4 Å), the lipid is counted as being within the shell. These lipids
can then be analysed to determine their properties. A control group can also
be established by selecting random lipids outside of the shell from the same
leaflet, comprising either a fixed number of lipids, an identical number of lipids
to those found within the shell, or all lipids outside of the shell. Membrainy
also contains an algorithm to exclude gel lipids from the control group, as many
proteins and peptides are known to show selectivity for inserting into fluid regions
[112]. Gel lipids are identified using the same technique described in Section 3.2.7.
If multiple molecules are present, the user may specify one, several or all molecules
to construct annular shells, and Membrainy will assign a thread to each molecule,
populating the shells in parallel. The output plots contain an average of all shells
in the system. Membrainy is also fitted with an annular shell analysis algorithm
to produce detailed records of which lipids occupy the shell at any given time and
which lipids spend the longest time in the shell. In mixed bilayer compositions,
Membrainy will plot the ratio of lipid types found within the shell over time.
The method of calculating a distance vector between the atoms in molecules with
the atoms in lipids is a computationally expensive one. To improve performance,
these calculations are multithreaded such that each molecule receives its own
thread. Furthermore, the leaflet nearest to the molecule is identified every few
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frames and only the lipids from that leaflet are used in the distance calculations.
Membrainy is also capable of scanning only the lipid headgroups or tails when
determining if a lipid lies within the shell, which may be advantageous when
considering the contact between the molecules and only one part of the lipid.
An exemplar of this tool is provided in Chapter 5 (Section 5.3.3), where the
amphipathic peptide MinD-MTS was inserted into a POPE/POPG (3:1) double
bilayer, and Membrainy was used to investigate the changes in order parameters
to the lipids in the first annular shell of this peptide.
3.2.3 Time evolution of the TMV
With the main focus of double bilayer simulations being aimed at the study of
TMVs, the ability to monitor the time evolution of the TMV may be important in
understanding changes to the TMV from various biophysical phenomenon such as
electrostriction and electroporation. Specifically for electroporation simulations,
pore formation can be identified by a sharp drop in TMV due to ion transport
through the pore, and the gradient of this drop can determine the rate of voltage
loss. Changes in the TMV may also occur when bilayers undergo the flip-flopping
of charged lipids, as changes in the charge distribution between leaflets may affect
the TMV. The electrostatic potential across a bilayer can be determined from a
double integral of Poisson’s equation:








and is achieved by splitting the simulation box into “slices” along the z-axis and
calculating the charge density in each slice [113]. The box is then corrected
such that Ψ(0) = 0. Membrainy outsources this task to the GROMACS
tool g_potential as the force field library within Membrainy lacks non-lipid
parameters. The TMV against time measurements are achieved by splitting the
full trajectory into smaller trajectories and calculating the electrostatic potential
in each trajectory. The TMV can then be extrapolated from each smaller
trajectory and recombined to produce a TMV against time measurement over
the full trajectory. This extrapolation is achieved by intelligently scanning the
electrostatic potential output file to measure the average voltage across the central
water compartment, a task which is not easy as Membrainy must predict the
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central compartment boundaries based on changes in the electrostatic potential
gradients, which differ greatly depending on the strength of the TMV. Several
checks are made within this algorithm to prevent false predictions, and Membrainy
will also alert users to TMV calculations it thinks may be inaccurate.
Figure 3.3 The time evolution of the TMV across a POPE/POPG (3:1) double
bilayer at 297 K with an ion imbalance of +20. The plot indicates
a pore formed at ∼15 ns, followed by a sharp drop in TMV as ions
were transported through the pore, resulting in a dissipation of the
ion imbalance. The resulting TMV is indicative of the remaining
ion imbalance (+2).
Numerous electroporation simulations were conducted for 30 ns using POPE/POPG
(3:1) double bilayers at 297 K (1024 cores). These systems were initially
established with ion imbalances of +20, achieved by moving 10 cations from the
inner (anodic) water compartment to the outer (cathodic) water compartment,
similar to the approach taken by Sachs et al. [88]. Transient water pores were
observed to form after a random time interval, allowing both cations and anions
to travel through the pores in opposite directions, resulting in a loss of the initial
ion imbalance. Membrainy was used to monitor the time evolution of the TMV
for each simulation, one of which was chosen as an exemplar and is referred to
throughout this Chapter. Figure 3.3 depicts the TMV against time measurements
for this simulation, revealing an initial TMV of -2.65 V, which lowers to -2.35 V
during the first 5 ns due to the lateral expansion of the bilayers undergoing
electrostriction (which is discussed in Section 5.1.2). Once a pore had formed,
a sharp drop in TMV is observed at a rate of 0.75 V/ns, corresponding to ion
transport through the pore at a rate of 3 ions/ns. The resulting TMV is indicative
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of the remaining ion imbalance (+2). These measurements provide an informative
way to monitor changes to the TMV during a trajectory, and can be used in
electroporation simulations to determine the time at which a pore is formed and
the rate at which the TMV is dissipated.
3.2.4 Bilayer and Leaflet Thickness
As lipid tails are more linear when in the gel phase, they produce thicker bilayers.
As the temperature increases, the flexibility of the lipid tails increases which
results in a loss of linearity and subsequent thinning of the bilayer. Bilayer
thickness measurements can be used to determine changes in fluidity and phase
transitions [114, 115]. Furthermore, bilayer and leaflet thickness can be useful
when looking at electrostriction effects [107, 116].
Figure 3.4 Bilayer and leaflet thickness measurements dB and dL, and the
standard deviation in the thickness σ.
Membrainy measures bilayer and leaflet thickness (dB and dL) by averaging
the heights of the phosphorous atoms in each leaflet (Figure 3.4). Membrane
thickness is then calculated by subtracting the average phosphorous height from
two opposing leaflets, and leaflet thickness is calculated by subtracting the average
phosphorous height with the geometric centre of the bilayer. Standard deviations
in thickness can also be calculated from the height variations of the phosphorous
atoms, which is useful when determining the level of perturbations experienced
by the bilayer surface.
Measurements of the bilayer and leaflet thickness were made on the previous elec-
troporation simulation (Figure 3.5), which reveals that the bilayers and leaflets
experience a thinning prior to pore formation due to electrostriction. Upon pore
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(a) Membrane thickness
(b) Leaflet thickness (c) Standard deviation in leaflet thick-
ness
Figure 3.5 Measurements of (a) membrane thickness, (b) leaflet thickness and
(c) standard deviations in the leaflet thickness of a POPE/POPG
(3:1) double bilayer undergoing electroporation at ∼15 ns. Prior
to pore formation, membrane and leaflet thickness decrease due to
electrostriction, and both increase immediately after pore formation.
The anodic leaflets also appear slightly thinner than the cathodic
leaflets, and show increased standard deviations in the leaflet
thickness suggesting a more perturbed leaflet.
formation, the bilayers and leaflets begin to expand as the TMV is reduced,
allowing the bilayers to relax towards their initial thickness. Interestingly, the
anodic leaflets are consistently thinner than the cathodic leaflets, which was also
observed by Böckmann et al. [117]. Measurements of the standard deviations in
leaflet thickness reveal that both leaflets become more perturbed, with greater
perturbations in the anodic leaflets. These measurements show Membrainy to
be an effective tool to monitor changes in membrane and leaflet thickness upon
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environmental perturbations such as a TMV.
3.2.5 Area per lipid
Area per lipid (APL) is a measurement that describes the average surface area
that lipids would occupy within the membrane, and is another structural property
of the membrane that has a correlations with membrane fluidity [118]. Bilayers
in the gel phase exhibit lower APLs due to a tighter packing of the lipids, and
bilayers in the fluid phase exhibit larger APLs from the increased mobility of the
lipids. The APL is therefore highly specific to the temperature and lipid types
found in the membrane, as lipids with larger headgroups displace more surface
area. As an example, POPE lipids have a small ethanolamine headgroup and
both a saturated and unsaturated lipid tail, and have been measured to occupy
an APL of 56.6 Å2 at 30◦C [119]. SOPC lipids (1-stearoyl-2-oleoyl-sn-glycero-
3-phosphocholine) have a larger choline headgroup and also have a mixture
of saturated and unsaturated lipid tails (with the saturated tail containing an
additional two carbons compared with POPE), and they occupy an APL of 64.3
Å2 at 30◦C. This increase in APL is primarily due to choline headgroups displacing
more surface area in the bilayer. Membrainy offers a simple APL calculation,
achieved by dividing the box xy area with the number of lipids per leaflet, which
is then plotted against time. Membrainy is also capable of producing multiple
APLs when an asymmetric bilayer is detected.
As an exemplar, Membrainy was used to measure the APL from the previous
electroporation simulation (Figure 3.6), revealing an initial APL of 50.75 Å2
followed by a sharp increase within the first few nanoseconds corresponding to
the lateral expansion of the bilayers from electrostriction, and a steady increase
prior to pore formation. As pore formation occurs, the APL sharply increases to
accomodate for the area consumed by the pore. The APLs between leaflets also
differ during pore formation, suggesting that some lipid headgroups are sitting in
the pore and occasionally cross the geometric centre of the bilayer (which may
lead to lipid flip-flopping). The APL sharply drops between 15-18 ns as the TMV
is dissipated and the bilayers relax, reaching a relatively constant APL of 51.7
Å2 by 30 ns. The APLs between leaflets are also consistently different during
the final 5 ns, suggesting that lipid flip-flopping has occurred. To determine the
validity of this analytical component, the tool g_energy was used to output the
box dimensions, which were then converted into an APL via simple scripting.
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Figure 3.6 APL measurements of a POPE/POPG (3:1) bilayer undergoing
electroporation at ∼15 ns. Prior to pore formation, the APL steadily
increases by ∼2 Å, after which the APL steadily decreases to a
relatively stable value. This result was confirmed using the tool
g_energy. Membrainy shows the APL to differ between leaflets after
pore formation, suggesting lipid flip-flopping may have occurred.
This plot (also depicted on Figure 3.6) confirms the validity of Membrainy, and
correctly shows an average APL between leaflets when flip-flopping has occurred.
3.2.6 Lipid flip-flopping
Transmembrane lipid translocation, more commonly known as lipid flip-flopping,
is the process in which lipids are translocated between the two opposing leaflets of
a bilayer [120]. This translocation occurs from both passive and active transport
mechanisms and plays a crucial role in the maintenance of asymmetric cell
membranes [121]. Lipid flip-flopping has been documented in a number of studies,
many of which involved pore-forming peptides suggesting a possible link between
pore formation and lipid flip-flopping [122–125]. Lipid flip-flopping has also been
observed in simulated DMPC bilayers through electroporation, whereby lipids
translocate through transient water pores in both directions [108].
Membrainy automatically detects lipid flip-flopping when scanning the bilayers on
each frame, and has the ability to produce a plot of leaflet symmetry over time.
This symmetry is calculated by subtracting the number of lipids in the cathodic
leaflets from the number of lipids in the anodic leaflets, and therefore a value of
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-2 indicates a single flip-flop to the cathodic leaflet.
Figure 3.7 Leaflet symmetry of a POPE/POPG (3:1) double bilayer undergoing
electroporation. Pore formation occurs within ∼5 ns, where the
leaflet symmetry reveals the pore is constructed with lipids from the
anodic leaflet. By 30 ns, all but one POPE lipid had returned to
the anodic leaflet (and one POPE lipid had translocated from the
cathodic to anodic leaflet), which is shown as a leaflet symmetry of
0. POPG symmetry reveals a value of -10, suggesting five POPG
lipids had flip-flopped to the cathodic leaflet. This suggests POPG
lipids show an increased tendency to flip-flop towards the cathodic
leaflet through transient water pores in TMV simulations.
Membrainy was used to detect lipid flip-flopping during a 30 ns simulation of a
POPE/POPG (3:1) double bilayer (1024 cores), in which an ion imbalance of +20
was maintained with position restraints. A pore formed within 5 ns and remained
open for the duration of the simulation. Fig. 3.7 depicts leaflet symmetry
measurements during the simulation revealing that, upon pore formation, both
POPE and POPG plots show negative symmetry, suggesting that the toroidal
structure of the pore mainly comprises POPE and POPG lipids from the anodic
leaflet. This is likely due to the tendency for transient water pores to initiate
formation from the anodic water compartments, as observed by Böckmann et
al. [117]. After 15 ns, the POPE symmetry returns to zero, indicating that the
distribution of POPE lipids across both leaflets has equalised; however, the POPG
symmetry steadily decreases, indicating that POPG lipids are translocating
through the pore towards the cathodic leaflet. By 30 ns, one POPE lipid in each
leaflet has flip-flopped and five POPG lipids have flip-flopped to the cathodic
leaflet. This suggests that POPG lipids experience a greater tendency to flip-flop
50
through transient water pores in bilayers subject to a high voltage TMV, in which
the POPG lipids are translocated towards the cathodic leaflet, likely due to the
additional forces acting on the anionic POPG headgroups from the electric field.
Membrainy has therefore detected and interpreted lipid flip-flopping through a
transient pore within this system.
3.2.7 Gel percentage
The gel content of a bilayer can be represented as a percentage by considering
the distance between the first and last carbon atoms on a lipid tail for an ideal
gel lipid. This distance is made up from a series of carbon-carbon bonds with
a length and angle predefined by the force field. By knowing these lengths and
angles, the number of carbons in the lipid tail, and the number of double bonds,
simple trigonometry can be used to determine the distance between the first and
last carbons for a perfectly linear lipid tail (Figure 3.8).
Figure 3.8 Method of calculating the length of a perfectly linear lipid tail by
using the force field bond lengths and angles with trigonometry. The
lengths and angles displayed are taken from the CHARMM36 force
field.
Membrainy is equipped with an algorithm to calculate this length for any lipid tail,
including those that are yet to be implemented. The carbon-carbon bond and
double bond lengths are all hard coded into Membrainy from each implemented
force field, as well as the carbon-carbon-carbon angles and carbon-carbon=carbon
angles (the latter being the double bond angle). Membrainy will identify the lipid
tails within the bilayer and calculate the separations between the first and last
carbon atoms in the tails for each lipid. These lengths are compared to the length
of an ideal lipid tail, and any lipid tail length above a user-specified tolerance is
counted as a gel lipid. A final overall gel percentage is produced and plotted
against time. Examples of gel percentage calculations are presented in Section
3.2.8.
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3.2.8 2D Surface Maps
The membrane surface can be represented in a 2D map by binning the heights of
















where Ai,j is the highest atom in cell i,j, φ
n+1
i,j is the resulting scalar value
produced by the method, and the final term is the sum of the neighbouring cells’
scalar values. Iterating over this method produces a scalar field of successive
displacement, generating a series of Gaussians that can be scaled and mapped
to a colour to produce a contour map of the leaflet surface. These maps also
behave as density maps, producing more prominent Gaussians in regions of the
lattice containing a high density of atoms, such as lipid tails in the gel phase.
As the Gauss-Seidel method is one of successive displacement, the lattice must
be recalculated many times (∼100-200 iterations) in order to fully populate each
cell. There is a “sweet spot” for the number of iterations used; too few and the
lattice will not be sufficiently populated, and too many will lose the resolution of
the individual lipids on the lattice and flatten the Gaussians. The resolution of
the lattice also has a sweet spot which, through trial and error, is roughly 4 cells
per angstrom when using 100 iterations of the Gauss-Seidel method.
Once the lattice has been populated, each cell is scaled to a number between 0 and
1, and mapped to a colour. Values of 0 are presented as blue, which represents
thin or sparsely populated regions of the lattice; values of 1 are presented as red,
which represents thick or densely populated regions of the lattice; and values of
0.5 are represented as green, which typically represents fluid regions. Values in
the range [0,0.5] and [0.5,1] are represented as proportionate mixes of green and
blue, and green and red respectively. Black areas represent a hole or pore in the
leaflet, which is identified by unpopulated regions of the lattice. A map for each
leaflet is displayed through an inbuilt graphical interface in real-time and can be
saved as an image. Membrainy will also overlay the positions of molecules and ions
on the maps, where the N-terminus of peptides and proteins are highlighted in
dark purple. This inbuilt graphical interface is highly advantageous as it removes
the dependency to require other software to visualise this analysis. As iterative
approaches can be computationally expensive, each leaflet is assigned its own
thread allowing the maps to be generated in parallel.
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Figure 3.9 Example of a 2D surface map (right) from a leaflet containing a
pore, displayed using VMD (left). The maps are colour coded such that
blue indicates thin or sparsely populated regions, red indicates thick
or densely populated regions, with green in between. Hexagonally
packed red dots indicate gel clusters, and black indicates a pore or
hole.
By modifying the resolution of the map and number of iterations of the method, it
is possible to tune the map such that it captures the landscape of individual lipids
in great detail, with visual similarities to high resolution atomic force microscopy
(AFM). Lipids in the gel phase appear as hexagonally packed red dots due to the
lipid tails establishing a densely populated region on the lattice (where one red
dot represents one lipid tail), and the hexagonal packing is a natural property of
lipid tails in a highly ordered phase [126].
There are many 3D visualisation programs, such as VMD [127] and Pymol [128],
capable of visualising a lipid bilayer from all orientations; however, in these
3D representations it is often difficult to visualise thin spots, perturbations and
defects in the bilayer and on the bilayer surface. As a 2D representation contains
far less detail, it becomes much easier to visualise this. One such example
is depicted in Figure 3.9, where the bilayer from the previous electroporation
simulation was imaged immediately after pore formation using VMD, and compared
with its corresponding 2D surface map. This map reveals the presence of gel
regions throughout the bilayer (approximately 50%) and also shows a thin region
of the bilayer extruding away from the pore. The green region around the pore
also suggests the pore formed in a fluid region of the bilayer.
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(a) POPE/POPG 297 K (b) POPC 297 K (c) DPPC 297 K
(d) POPE/POPG 320 K (e) POPC 320 K (f) Peptide insertion
Figure 3.10 Measurements of (a) membrane thickness, (b) leaflet thickness and
(c) standard deviations in the leaflet thickness of a POPE/POPG
(3:1) double bilayer undergoing electroporation at ∼15 ns. Prior
to pore formation, membrane and leaflet thickness decrease due
to electrostriction, and both increase immediately after pore
formation. The anodic leaflets also appear slightly thinner than
the cathodic leaflets, and show increased standard deviations in the
leaflet thickness suggesting a more perturbed leaflet.
As further examples, six surface maps were generated from various bilayers
conducted at different temperatures, and Membrainy was used to determine the
gel percentages of each bilayer. Figures 3.10a and d depict a POPE/POPG
(3:1) bilayer at 297 K and 320 K respectively. As the transition temperature for
this bilayer composition is between 298-299 K [81], Membrainy detected ∼53%
gel at 297 K and ∼14% gel at 320 K, which is accurately portrayed in each
surface map and confirms that this bilayer composition has undergone a phase
transition between the temperatures. Similarly, Figures 3.10b and e depict a
POPC leaflet at 297 K and 320 K respectively, for which Membrainy detected
∼16% gel at 297 K and ∼14% gel at 320 K. These percentages correspond to
bilayers in the fluid phase, which is in agreement with a transition temperature
of 271 K for POPC bilayers [81], and is accurately portrayed in each surface map.
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Figure 3.10c depicts a DPPC bilayer at 297 K, in which Membrainy detected
∼85% gel. This percentage is in agreement with a transition temperature of
314 K for DPPC bilayers [81], and is accurately portrayed in the surface map.
Interestingly, this surface map shows gel lipids in the tilted Lβ′ phase which is
represented by the smudged appearance in the gel domains and has an orientation
of ∼30 degrees to the x axis. Figure 3.10f depicts the surface map of the MinD-
MTS peptide inserted into a POPE/POPG (3:1) bilayer at 300 K (where this
simulation is presented in Section 5.3.3). This map shows the location of the
peptide in the bilayer and reveals the size and shape of the defect within the
bilayer. Membrainy has therefore provided an alternate means to visualise the
membrane surface through the generation of 2D surface maps, which presents
information about the membrane shape and structure that would otherwise be
difficult to determine from a 3D representation.
3.2.9 Headgroup Orientations
The lipid headgroup is the polar interface between the membrane core and the
intracellular/extracellular spaces and has been observed to exhibit sensitivity
to electric charges, dipole fields, and temperature effects [129, 130]. These
headgroups exhibit a degree of flexibility around their phosphorous hinge (Figure
3.11), and experimental techniques have shown the headgroup to sit roughly
perpendicular to the lipid tails with a variation of around 30 degrees to
the membrane surface [102, 131]. In MD simulations, measurements of lipid
headgroup orientations can provide an effective means to compare bilayers
undergoing environmental perturbations, such as those under the influence of
a TMV.
Membrainy measures lateral headgroup orientations θ by establishing a vector
between two reference atoms in the headgroup, one being the phosphorous atom
and the other being another atom on the headgroup (which is usually polar).
This vector is then projected onto the membrane normal to produce an angle.
Membrainy then bins these angles into a histogram in the range -90 to 90 degrees,
where a value of 0 indicates the headgroup is parallel to the membrane surface
and positive angles indicate the headgroup is pointing away from the membrane.
Axial headgroup orientations φ are calculated by projecting the headgroup vector
onto the membrane surface, taken as the xy plane, to produce a radial angle
between 0 and 360 degrees. Each axial angle is plotted for each lipid over time.
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Figure 3.11 Method of calculating headgroup orientations for lipids. A vector is
established between two reference atoms, one being the phosphorous
atom and the other being the polar atom. Lateral headgroup angles
θ are produced by projecting this vector onto the membrane normal,
and axial angles φ are produced by projecting this vector onto the
XY plane and calculating its angle to the x-axis.
This algorithm is multithreaded, where each lipid type is assigned its own thread
and run in parallel.
Figure 3.12 Headgroup orientations of a POPC double bilayer subject to a TMV
of -1.95 V. The anodic and cathodic leaflets are compared with a
no-TMV (0V) double bilayer, which reveals a shift of +2.5 degrees
for anodic leaflets and -1.5 degrees for cathodic leaflets. This shift
suggests the headgroups are tending to align with the electric field.
As an exemplar, a POPC double bilayer was equilibrated for 100 ns without a
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TMV, after which a 30 ns simulation was conducted using an ion imbalance of
+28, achieving a TMV of -1.95 V. Membrainy was used to measure the headgroup
orientations before and after applying a TMV, which were then smoothed with
the program SmoothGraph (see Section 3.3.3) and depicted in Figure 3.12. These
measurements yield a mean angle of 23 degrees in both leaflets without a TMV,
and mean angles of 25.5 and 21.5 degrees in the anodic and cathodic leaflets
respectively after applying a TMV. This reveals a shift of +2.5 degrees in the
anodic leaflets and -1.5 degrees in the cathodic leaflets, suggesting that the
headgroups in both leaflets are tending to align with the electric field. These
measurements are comparable to those found by Böckmann et al. [117], who
conducted simulations of POPC bilayers subject to an applied electric field. This
study also saw a positive shift for anodic leaflets and a negative shift for cathodic
leaflets, with roughly the same magnitude.
3.2.10 Lipid Mixing/Demixing Entropy
As all known eukaryotic and prokaryotic membranes contain more than one type
of lipid, many model lipid bilayer simulations are conducted using phospholipid
and sterol mixtures. These mixtures are not always ideally mixed; many studies
have reported the presence of lipid demixing where individual lipid types cluster
together to form domains [132–134]. Various MD studies have also observed
demixing effects in lipid bilayers [135–137].
Membrainy has the ability to quantify the level of lipid mixing/demixing as an
entropy, which provides a measure of the two-dimensional spatial heterogeneity of
any lipid bilayer system, and a means to study changes following an environmental
perturbation. This entropy follows the formula:
S(x1,.., xN) = N
∑
xi,nbi
p(xi, nbi) log p(xi | nbi), (3.6)
as provided by Brandani et al. [138], where p(xi, nbi) is the probability of finding
a lipid of type xi neighboured to a lipid of type nbi, and p(xi | nbi) indicates the
conditional probability that a lipid is of type xi given that its neighbour is of type
nbi. Membrainy calculates this entropy by running a distance calculation between
two reference atoms (usually the phosphorous) for each lipid in a leaflet in order
to determine the nearest neighbouring lipid and its type. This information is then
binned into a probability matrix and is normalised such that the total probability
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is always 1. This can then be used with Equation 3.6 to calculate an entropy. A
theoretical maximum entropy can be calculated from:
Smax = −
∑
ρxi log ρxi , (3.7)
where ρxi is the density of a lipid of type xi. Membrainy also produces a scaled
entropy such that Smax = 1.
Figure 3.13 Lipid mixing entropy of a POPE/POPC (3:1) bilayer over 200 ns,
scaled such that Smax = 1. The bilayer was initially constructed
such that the POPC lipids (red) are clustered together in the lower
left quadrant. Both lipid types mix together during the simulation,
achieving a scaled entropy just below the theoretical maximum for
a perfectly mixed system.
As an exemplar, a bilayer was constructed containing 1512 POPE and 504 POPC
Martini lipids, where the POPC lipids were initially clustered together in a
quadrant of the bilayer creating a perfectly demixed system. This bilayer was
simulated for 200 ns on a quad core linux machine, and its trajectory was analysed
by Membrainy to produce a scaled mixing entropy over time (Figure 3.13). These
measurements reveal an initial entropy of 0.3, which immediately increases as the
system began to mix. By ∼150 ns the entropy settles just below the theoretical
maximum entropy, indicating the bilayer is fully mixed. Membrainy therefore
quantifies the level of mixing/demixing in this system.
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3.2.11 Conclusion
Membrainy is an intelligent membrane analysis tool that not only supplements
or replaces existing analytical tools, but also contains a range of analytical
techniques to measure membrane-specific properties that have no comparable
tool. As lipid bilayer studies continue to evolve, many existing analytical tools
fail to interpret newer approaches to simulating bilayers, such as the use of double
bilayers and asymmetric bilayers. Furthermore, many existing tools require
a considerable amount of user input to install and operate, often requesting
information on the trajectory file that could easily be determined automatically.
This additional user input can lead to human error and inconsistencies between
each analysis. Membrainy provides an easy to use tool targeted for both
the inexperienced and experienced user, which requires no installation and
is compatible with all modern operating systems. Membrainy operates with
minimal user input, requesting only the user-specified variables required for each
analysis (e.g. probe radius, surface map resolution etc.). This is a considerable
improvement over existing tools and allows for an overall faster analysis.
Each analytical component within Membrainy was tested on a variety of lipid
bilayer systems and was found to be either comparable to or an improvement
upon existing software. For the analytical techniques that have no comparable
software, the results were confirmed using experimental data or judged for logical
consistency.
Membrainy has now been published in the journal Source Code for Biology and
Medicine (Publication 1) and is already in use within the MD community.
3.3 Other Tools
The construction and parameterisation of membrane systems, especially double
bilayer systems, is often problematic with existing construction tools. There is
no convenient method to establish an ion imbalance across a double bilayer, or to
assign the correct salt concentration around a bilayer, which includes assigning
equal salt concentrations for each membrane compartment. These parameters are
usually achieved manually by “copying and pasting” atoms into the trajectory
file, which can easily lead to human error and inconsistencies between simulations,
as well as being time consuming.
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With this in mind, I developed tools to assist in the construction and parame-
terisation of membrane systems, and are compatible with double bilayers. These
include BoxMod (Section 3.3.1), a tool designed to manage the salt concentrations
in membrane systems, and MoleculeInserter (Section 3.3.2), a tool to insert
peptides, proteins, and other molecules into a membrane system. These tools
not only remove the human error component but also contain safety and sanity
checks to remove further human error from incorrect parameterisation of each
system.
In addition, I have created the post-analysis tool SmoothGraph (Section 3.3.3) that
uses progressive and iterative averaging to remove the fluctuations from a data
set caused by poor sampling, which is common to many analytical approaches
applied to membrane systems. This tool can be used in combination with several
analytical tools from Membrainy.
I have also created many other tools that are not presented in this thesis. These
include:
1. DoubleBilayerBuilder: a tool to duplicate and transform a single bilayer
into a double bilayer, specifying the exact separation between the bilayers
and removing or adding waters if necessary. This tool can also be used to
shrink or expand existing double bilayers.
2. ShrinkBilayer: a tool to reduce the number of lipids per leaflet by
removing lipids, waters and ions from the edges of the simulation box while
maintaining equal x and y box dimensions.
3. PDBtoGro: a tool to safely convert a membrane pdb file to a gro file,
normally done incorrectly by the GROMACS tool editconf which changes
four letter lipid names to three letter names, thus rendering the file
unusable.
4. PeptideSequencer: a program to scan a pdb/gro file and list the sequences
of any peptides or proteins, which are not easy to obtain from the trajectory
or topology.
5. PeptideMonitor: a program to monitor a peptide’s tilt and height, which
may be useful for peptides inserted into a membrane. This also includes
the orientation of the hydrophobic face for amphipathic peptides.
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6. ConcentrationChecker: a program to determine the salt concentration in
a system, including those with membrane compartments.
7. CompartmentScanner: a program to determine the ion and water imbalance
between membrane compartments.
8. TopologyScanner: a program to scan a system and generate a GROMACS
topology file.
9. Indexer: a program to generate a GROMACS index file that contains the
indices for each leaflet.
10. AverageDataSets: a program to average or merge data sets, which is
extremely useful when used in combination with analytical data produced
by Membrainy.
Finally, I have written an interface to the Grace software that allows axis labels,
titles, subtitles, and plot legends to be predefined in my tools. This interface is
also used extensively within Membrainy.
3.3.1 BoxMod
BoxMod is a construction tool designed to optimise ionic concentrations, ion
placement, and ion imbalances across single and double bilayers. This tool was
a necessary and essential development for the management of double bilayer
systems as they require the number of ions in each water compartment to be
identical, unless intentionally establishing a TMV.
BoxMod scans double bilayer systems to determine the number of ions in each
compartment. BoxMod will then add or remove ions such that each compartment







where na,nc and nw are the number of anions, cations and water molecules
in each compartment. If the salt concentration requested is greater than
the original salt concentration, BoxMod will randomly select water molecules
from each compartment and replace them with ions, where the ion takes the
atomic coordinates of the oxygen atom in the water molecule. If a lower salt
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concentration is selected, BoxMod will remove the ions closest to the centre of
the water compartments to ensure the ions that have been soaked up by the
lipid headgroups are left untouched. These ions are then replaced with water
molecules, where the oxygen atom from the water molecule takes the atomic
coordinates from the ion, and two hydrogen atoms are generated with a random
orientation to the oxygen atom such that they lie on the same plane. BoxMod
will also issue warnings if the salt concentration requested is very different to
the initial salt concentration, as this may be unintentional and would require
additional equilibration of the bilayers.
If an ion imbalance is requested for the purpose of establishing a TMV, then
cations from the inner water compartment are replaced with water molecules, and
water molecules from the outer compartment are replaced with cations. Moving
a single cation achieves an ion imbalance of +2 (as one cation is removed and one
is added from opposing compartments); therefore it is only possible to achieve an
even ion imbalance with this method.
BoxMod also completely reorders the molecules in the output file and topology
such that they are more readable and informative. This means that a quick
glance at the topology file can inform the user of the exact number of ions and
water molecules in each compartment, and the number of lipids in each leaflet.
This was developed as a safety check for double bilayer systems that may involve
TMVs to ensure the correct ion imbalance is used, which normally cannot be
determined from the topology file.
3.3.2 MoleculeInserter
MoleculeInserter is a program designed to insert peptides into the water
compartments around a membrane. This program allows the user to specify
the exact separation and orientation of the peptide from the membrane surface.
MoleculeInserter loads a membrane system and peptides from separate input
files and then runs a distance calculation between each atom in the peptide with
each atom in the bilayers. If the separation between peptide and bilayer is below
a user-specified distance, then the peptide is moved away from the membrane
surface until it reaches that distance. The program then removes all waters and
ions within a given radius of the peptide (the default is 2.5 Å) and merges the
peptides and bilayers into a single output file, generating a new topology.
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MoleculeInserter allows the user to specify amphipathic helical peptide orien-
tations to the bilayer; the peptide can be rotated such that the hydrophobic face
points towards or away from the membrane surface. This may be beneficial in
assisting the insertion of that peptide into the membrane, as specific orientations
of the hydrophobic face may lead to faster insertion times. The hydrophobic
face is located by averaging the geometric centres of each hydrophobic residue. A
vector is then established by projecting this average onto a backbone vector, which
runs directly through the centre of the helix. The resulting vector produces an
orientation for the hydrophobic face in amphipathic peptides, which then allows
for the peptide to be rotated around the backbone vector until the hydrophobic
face is aligned with the membrane normal.
3.3.3 SmoothGraph
Many of the analytical tools within Membrainy use histograms to represent certain
data, such as the headgroup orientations and the C−H bond angles in the lipid
tails. This is a highly efficient means to present this data in a format that can be
easily understood and interpreted. However, histograms rely on a high level of
sampling to produce meaningful results, which is sometimes difficult to achieve
from simulations of lipid bilayers. As these simulations are typically quite large
(100,000+ atoms), the simulationist must carefully choose a trajectory output
frequency that is small enough to ensure good data sampling, but large enough to
meet the limited storage requirements imposed on the simulationist. This is often
a delicate balance which considers the purpose of the simulation, the length of the
simulation, and the size of the simulation (or specifically, the number of lipids
to be sampled). However, many spontaneous events, such as pore formations,
may further limit the window of sampling. Additionally, bilayers with mixed
lipid compositions contain fewer lipids of each type, and therefore will also suffer
reduced sampling for each lipid type when compared with a bilayer composed of a
single lipid type. Poor sampling in a histogram often results in large fluctuations
between the data points, producing a plot that lacks visual finesse and increases
the difficulty in interpreting any meaningful data.
As an exemplar, Membrainy was used to produce a histogram of the anodic
and cathodic headgroup orientations from a POPE/POPG (3:1) double bilayer
undergoing electroporation, where only 10 ns of sampling was obtained which
produces a heavily fluctuating plot (Figure 3.14a). One approach to removing
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(a) Raw data (b) Running average
(c) Non-linear curve fitting (d) Progressive averaging
Figure 3.14 Three approaches to smoothing a heavily fluctuating histogram,
where (a) is the raw data produced by Membrainy, (b) uses the tool
Xmgrace to produce a running average, (c) uses the tool Xmgrace to
impose non-linear curve fitting, and (d) uses the tool SmoothGraph
to produce a progressive averaging, resulting in smooth but highly
accurate plots.
these fluctuations is known as a running average, employed by the software
Xmgrace. Although there is no documentation to explain the exact methods
used by Xmgrace, it is likely that this approach approximates each data point
by taking a simple average over N -points either side of the central data point.
This approach is unable to calculate averages at the boundaries and, as such,
the resulting plots lose the data points at the boundaries. Xmgrace was used
to smooth the headgroup orientations histogram, specifying a length of average
N = 4 (Figure 3.14b). From the figure, some of the larger fluctuations have been
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removed and the plot remains accurate, encompassing a path close to the original
data; however, much of the plot remains unsmooth, and the first and last four
data points have been lost. The smoothing can be enhanced by increasing the
size of N ; however, larger values of N result in a loss of accuracy through changes
to the shape of the plot, and also incur a flattening of the peaks (and troughs)
and lose even more data points at the boundaries.
As a second approach to smoothing these plots, Xmgrace also has the ability to
apply non-linear curve fitting to a data set. This was applied to the headgroup















where A0 and A1 are variables automatically determined by Xmgrace. The
resulting plot shows perfectly smoothed curves that approximately trace the
outline of the raw data (Figure 3.14c). However, a closer inspection of these
plots reveals that the mean orientations have shifted by a significant amount,
which is most noticeable in the anodic POPE plot which shifts by +4 degrees.
Furthermore, the plots are inaccurate around the boundaries and completely fail
to capture areas of significance highlighted in Figure 3.14a, where an increased
number of anodic POPG headgroup orientations were observed between -90 and
-30 degrees, and between 40 and 60 degrees.
As neither of these approaches using Xmgrace have produced an accurate and
visually correct smoothed plot, an additional tool was constructed to host a
new approach specifically designed for this type of histogram. SmoothGraph
is a program to smooth the data of any plot or graph that may suffer visible
fluctuations from poor sampling. This program uses progressive averaging of a
data set which not only enhances the visual presentation of the plot, but also
maintains a high level of accuracy without losing the shape of the original plot.
The resulting plot is a prediction of what the original plot would look like should
it receive additional sampling. This tool is ideally suited for plots that follow a
non-linear and non-Gaussian pattern.
SmoothGraph uses an iterative and progressive algorithm to calculate averages






xin+j (i 6= j), (3.10)
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where xin is the data point at position i on the iteration n, and 2n is also the
number of data points averaged on iteration n. This equation is iterated N
times, where the value of n grows by one on each iteration to a maximum size
of N such that {n ∈ Z | 0 ≤ n ≤ N}. This allows each iteration to expand the
number of data points used in the average by two (one either side of xi), causing a
slower convergence on the averaged data point when compared to taking a single
average over 2N data points, as employed in the running averages. This leads
to a less fluctuated, more accurate plot when using smaller values of N . At the
boundary conditions, the value of n shrinks accordingly such that xin+j never
samples through the boundary.
SmoothGraph was used to smooth out the fluctuations from the headgroup
orientation histograms, specifying an identical length of average used by the
running averages (N = 4, Figure 3.14d). This plot reveals the same level of
accuracy when compared with the running averages (Figure 3.14b), where both
approaches captured the areas of significance in the anodoic POPG headgroup
orientations; however, SmoothGraph considerably enhanced the appearance of the
histograms without the need for a larger averaging size, thus maintaining a high
level of accuracy when smoothing the plots.
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Chapter 4
An investigation into antimicrobial
peptide inhibitors
The majority of my first year was spent working in collaboration with the
National Physical Laboratory (NPL) in Teddington, London; the department
of biochemistry at the University of Oxford; and the IBM T.J. Watson Research
Centre in Yorktown Heights, New York. The aim of the collaboration was to
advance our understanding of antimicrobial peptides (AMPs) by exploring their
mode of action, with the goal of ultimately designing better, more efficient AMPs.
In this chapter, the AMP Cecropin-B was chosen as a model system to investigate
the regulation of antimicrobial activity through the formation of a coiled-coil
between AMPs and AMP inhibitors. These inhibitors exploit the hydrophobic
effect between amphipathic peptides by binding with the AMP, thus restricting
its ability to adopt new confirmations. This proposed mechanism could be used
to exploit other known coiled-coils for the treatment of human disease.
4.1 Background
4.1.1 Cecropin-B
Cecropins are a family of AMPs found across a variety of species ranging from
the hemolymph of insects to pig intestines [139–141], and have been suggested
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to exploit both the carpet mechanism and formation of ion channels [28, 142].
They are highly cationic, contain between 35 and 39 residues, and are strongly
active against both gram-positive and gram-negative bacteria [143]. Circular
dichroism (CD) and 1H-NMR experiments have shown the cecropins to adopt
helical conformations when in contact with lipid bilayers and to be random coils
in solution [144, 145]. Cecropin-B comprises 35 residues with several cationic
Figure 4.1 Cecropin-B in helical form. This peptide shows amphipathic
properties as the majority of the hydrophobic residues (white) align
on one face of the helix. However the proline residue (24th residue)
normally disrupts the helix, allowing two helical regions to coexist.
When inserted into the membrane, the 23 residue N-terminus
spans the bilayer while the 10 residue C-terminus spans the lipid
headgroups.
lysines and arginines spread over the full peptide, and a sequence that is highly
amphipathic when in helical form (Figure 4.1). Cecropin-B contains a proline
residue which is known to act as a backbone ‘hinge’ by lacking the ability to form
hydrogen bonds in the backbone, thus disrupting the helix [146]. Interestingly,
proline is the 24th residue in Cecropin-B, which divides the peptide into a 23
residue and 10 residue section, where 23 residues is the same number of residues
found in the magainin family (as well as other short AMPs). Studies have shown
this 23 residue section likely inserts into and spans the lipid bilayer while the
remaining 10 residues interface with the headgroup region [147]. Cecropin-B also
contains a tryptophan residue at position 2 which plays an important role in
membrane fusion [148].
4.1.2 Coiled coils
Whilst the amphipathic helices of AMPs such as Cecropin-B and Magainin have
the property of binding to microbial membranes as part of their activities, these
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AMPs have sequence similarities to ‘coiled coils’. These are common structures in
biology, found in a wide range of proteins such as: keratins, a structural protein
found in human skin; myosins, a family of motor proteins found in muscle cells;
and kinesins (Figure 4.2), another family of motor proteins designed to transport
cargo around the cell [149–151]. They consist of two or more α-helices in a
superhelical configuration with their hydrophobic residues meshed together in a
zip-like manner [152], and have been described as having ‘Velcro’-like properties
[153].
Figure 4.2 Motor protein Kinesin containing the motor domains (left) that are
connected by a long coiled coil. Kinesins are powered through ATP
conversion to ‘walk’ along the microtubules within various eukaryotic
cells, transporting cargo around the cell [151].
Coiled coils are a unique super structure to α-helices and require a level of
amphipathicity to establish formation, driven by the hydrophobic effect between
non-polar residues of amphipathic molecules. The individual helices comprise a
heptad repeat of residues with the empirical sequence hpphcpc, where p represents
a polar residue, c represents a charged residue, and h represents a hydrophobic
residue, typically leucine, isoleucine, valine or alanine [154]. As α-helical peptides
exhibit 3.6 residues per turn, placing the hydrophobic side chains every three
and four residues results in an amphipathic peptide. However, this achieves an
average spacing of 3.5 hydrophobic residues per turn, causing a slight rotation
of the hydrophobic face that spirals around the helix at around 10 degrees per
turn [152]. It is this spiral that allows two helical peptides following the heptad
sequence to wrap around each other and form a coiled coil.
Coiled coil design and function has been explored computationally in several
studies. These include a study by Woolfson and Alber whereby an algorithm was
presented to predict the oligomerisation states of coiled coils [155]. This algorithm
specifically determines whether an amino acid sequence will favour a dimeric or
trimeric oligomerisation state. A similar study by Lupas et al. presented an
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algorithm to determine coiled coil regions in protein sequences [156], and was
used to identify over 200 proteins in the GenBank database [157] that contained
coiled coil domains.
4.1.3 Designing a Cecropin-B mutant and inhibitor
The possibility of interactions between AMPs and inhibitor peptides, or ‘anti-
AMPs’, may provide a platform to facilitate the regulation of antimicrobial
activity through coiled coil formations [158]. Upon binding of an anti-AMP, the
structural properties of the AMP are modified, which may limit their ability
to adopt certain conformations and disrupt their antimicrobial action [159].
Nevertheless, despite the sequence similarity of AMPs to coiled coils, a feature
of many AMPs is the inclusion in their sequences of helix-disrupting motifs
[160]. In the case of Cecropin-B for example, three G(X)nG (glycine zipper)
motifs form a continuous stretch starting in the second heptad from the N-
terminus, which potentially disrupts the ability to form coiled coils. Therefore,
in order to facilitate coiled coil formation with Cecropin-B, selective mutations
were necessary to incorporate the heptad repeat sequence.
Figure 4.3 Designing the Cecropin-B mutant and anti-mutant [160].
Figure 4.3 represents the design process in creating a Cecropin-B ‘mutant’ along
with its inhibitor counterpart, the ‘anti-mutant’. The tryptophan residue at
position 2 and the proline residue at position 24 were left untouched in the mutant
as they have been shown to be important for antimicrobial activity [147]. The
anti-mutant was designed to be the direct counterpart to the mutant by following
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a similar heptad repeat using oppositely charged residues.
Stain-dead assays using Staphylococcus aureus were conducted at NPL and
confirmed that the Cecropin-B mutant retained antibacterial activity, albeit
slightly less potently than the native sequence (Publication 2). As expected,
the anti-mutant alone showed no antibacterial activity. Assays were conducted
containing the mutant and anti-mutant at ratios of 1:5-10 respectively, which
revealed a significant reduction in the cell killing rates compared to the mutant
alone. At ratios lower than 1:5, there was no difference in killing rates compared
to the mutant alone. These results indicate that there is some anti-antimicrobial
effect from the anti-mutant at high concentrations. CD measurements of
the mutant and anti-mutant provided quantitative information of coiled coil
interactions.
4.1.4 Simulation methods
All peptides were generated in silico using the Xplor-NIH program [161, 162],
which generates alpha helical peptides with a short 1 ps equilibration using
the CHARMM19 force field. A stepsize of 1 fs was used, and hydrogen
bonding between backbone atoms was constrained to helical distances during the
equilibration. The resulting peptides were near linear alpha helical structures.
All experiments were conducted using the AMBER99 SB-ILDN force field with
a stepsize of 2 fs, unless otherwise stated. This force field has been identified
in a number of studies to be optimal in determining protein/peptide secondary
structures with a significant improvement on side chain torsion potentials [163–
165]. For all peptide-water systems, the peptides were added into a box with
dimensions 7x7x7 nm and periodic boundary conditions, and solvated with the
TIP3P water model. The number of water molecules in each system varied
between 11000 and 11100. All production runs used an NPT ensemble with the
pressure maintained by an isotropic Parrinello-Rahman coupling scheme with a
time constant of 2 ps, reference pressure of 1 bar and isothermal compressibility
of 4.5 ×10−5 bar−1. The temperature was maintained by a Nosé-Hoover coupling
scheme with a time constant of 0.5 ps, and the peptides and water/ions were
coupled separately to a heat bath at 300 K. Nonbonded interactions were
evaluated with a 1 nm range and updated every 10 fs. Bond lengths and angles
were constrained using the LINCS algorithm. The equations of motion were
integrated using the leapfrog method. All systems were minimised using the
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steep algorithm, and then equilibrated in an NVT ensemble for 100 ps, followed
by an NPT ensemble for 100 ps, and all production runs were 20 ns.
All secondary structure timelines have their x-axis as time and y-axis as residue








4.2 Investigating coiled coil formation with a
model AMP and inhibitor
4.2.1 Secondary structures in solution
CD spectra produced at NPL suggested that the native Cecropin-B, mutant and
anti-mutant are all random coils in solution. A molecular picture of this secondary
structure can be obtained through short MD runs, which will also determine the
validity and accuracy of the AMBER99 SB-ILDN force field for these systems.
The three peptides were placed in water boxes with counter ions, equilibrated and
simulated for 20 ns. Figure 4.4b reveals the native Cecropin-B peptide begins to
unfold within the first nanosecond and continues to unfold for the remaining
simulation time. A short alpha helical section remains between residues 6-15
(KKIEKMGRNI); however this may disappear at longer timescales. The resulting
secondary structure suggests that Cecropin-B prefers a random coil conformation
in solution, with ∼25% helicity after 20 ns (Figure 4.4a). Figure 4.5b reveals
the mutant is more helical than its native counterpart, with a persistent break
in the helix between residues 16-24 (INGLVKAGP) due to the proline residue. The
resulting structure comprised two helical sections folded over each other, with
∼50% helical content (Figure 4.5a). Figure 4.6b reveals the anti-mutant remained
slightly more helical than the mutant with a similar break in the secondary
structure around residues 16-24 (IQGLEKEIP). This break appears less persistent
than in the mutant, with an overall helical content of ∼65%, where most of the
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helicity loss is located at the terminals (Figure 4.6a).
(a) Cecropin-B (b) Timeline
Figure 4.4 (a) Cecropin-B structure after 20ns in solution. (b) Secondary
structure timeline for Cecropin-B over 20ns.
(a) Cecropin-B mutant (b) Timeline
Figure 4.5 (a) Cecropin-B mutant after 20ns in solution. (b) Secondary
structure timeline for the Cecropin-B mutant over 20ns.
(a) Anti-mutant (b) Timeline
Figure 4.6 (a) Anti-mutant after 20ns in solution (b) Secondary structure
timeline for the anti-mutant over 20ns.
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4.2.2 Secondary structure of Cecropin-B with an anionic
bilayer
In order to observe how the secondary structure of Cecropin-B is affected
by contact with the surface of an anionic lipid bilayer, a simulation was
conducted containing two Cecropin-B peptides (cB1 and cB2) placed either
side of a 1,2-dilauroyl-sn-glycero-3-phosphocholine / 1,2-dilauroyl-sn-glycero-3-
phosphoglycerol (DLPC/DLPG (3:1)) bilayer, pre-equilibrated for 20 ns at 300
K. Only counter ions were used as similar experiments were conducted at NPL
using the same bilayer composition without salt. The peptides were initially α-
helical and placed within a few angstroms of the bilayer surface using the program
MoleculeInserter, where the hydrophobic faces of each peptide were directed
away from the membrane to maximise initial electrostatic interactions. A short
equilibration run was conducted before simulating the system for 20 ns. The
CHARMM36 force field was used, and the secondary structure of each peptide
was mapped over the full trajectory (Figures 4.7a-b).
Having started in a helical conformation, both peptides show a strong preference
to remain helical while in contact with an anionic lipid bilayer. This may
be due to the electrostatic interactions between the charged residues and the
lipid headgroups increasing the backbone stability and preventing unfolding.
Interestingly, cB2 experienced folding around the hinge at 2.5 ns and established
an “L” shaped peptide. At 7 ns, the two helical sections folded on top of each
other to form a “U” shape, merging their hydrophobic faces. This suggests that
the proline hinge may be active even when the peptide is in contact with a lipid
bilayer. cB1 remained almost perfectly helical through the simulation, with slight
unfolding around the proline hinge (Figure 4.7c). There was no sign of peptide
insertion on this timescale. A radial distribution function (RDF) between the
nitrogen atom on the lysines and the phosphorous atom on both DLPC and DLPG
lipids is shown in Figure 4.7d, revealing a strong preference for the peptides to
interact with the anionic DLPG lipids.
The CHARMM force field has previously been found to show a bias for helical
conformations [165, 166], and it is therefore difficult to assess the accuracy of
the peptide secondary structure from these simulations. To further investigate
this bias, a separate simulation was conducted where Cecropin-B was placed
in a water box and allowed to unfold over 20 ns using the CHARMM36 force
field. The resulting peptide comprised ∼91% helical content and even remained
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(a) cB1 Timeline (b) cB2 Timeline
(c) cB1 after 20ns (d) Radial distribution function
Figure 4.7 (a),(b) Secondary structure timelines for two Cecropin-B peptides
over a DLPC/DLPG (3:1) bilayer at 300K over 20 ns. (c) Image of
cB1 after 20ns, with a break in the backbone by the proline residue.
(d) Radial distribution function (RDF) of the lysines from both
peptides interacting with the DLPC and DLPG headgroups.
helical around the proline residue, confirming the helical bias in this force field.
Future experiments involving Cecropin-B with anionic membranes could utilise
the AMBER or Berger lipid force field to achieve a more accurate analysis of the
secondary structure when in contact with anionic bilayers.
4.2.3 Formation of an ideal coiled coil
To investigate whether the mutant and anti-mutant are capable of forming a coiled
coil under ideal conditions, a simulation was devised to maximise the likelihood of
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spontaneous coiled coil formation in water. Both peptides were placed in a water
box and orientated in the z direction such that their hydrophobic faces were
pointing towards each other, with a separation of 1.4 nm between the peptide
geometric centres (Figure 4.8a). The anti-mutant was given a 30 degree incline
in the x and y directions to match the spiral of the hydrophobic face in the
mutant. The system was subject to a short equilibration followed by a 25 ns
simulation.
(a) Initial Configuration (b) Timeline
(c) The resulting coiled coil structure (d) Solvent accessible surface area
Figure 4.8 (a) The initial orientations between the mutant (left) and anti-
mutant (right) in optimal position to form a coiled coil. (b)
Secondary structure timeline for both peptides over 25 ns shows
very little deviation from alpha helices. (c) The resulting coiled coil
after 25 ns, with the leucine (yellow) and isoleucine (green) residues
highlighted. (d) The solvent accessible surface area of the coiled coil.
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Both peptides fused at their N-termini within the first nanosecond, followed
by fusion of the remaining hydrophobic residues along the peptides in a zip-
like manner. By 10 ns, the peptides had formed an optimal coiled coil and
maintained their structure for the remaining simulation time. The dimerisation
of the peptides was observed to prevent them from unfolding in solution, as both
peptides maintained a high helical content during and after coiled coil formation
(Figure 4.8b); however, there was slight unfolding at the mutant N-terminus,
and the proline residues in both peptides caused a slight disruption to the helix
throughout the simulation. The resulting coiled coil structure can be seen in
Figure 4.8c.
One measurement that can be obtained from the coiled coil formation is the
solvent accessible surface (SAS), a measurement used to describe the amount of
hydrophobic/hydrophilic surfaces on molecules that are exposed to water/solvent.
Figure 4.8d depicts the SAS over the full trajectory. A sharp drop in hydrophobic
SAS is observed within the first 1-2 ns as the peptides fuse their hydrophobic faces
together, removing some contact with the water. Interestingly, the hydrophobic
SAS area continued to descend slightly for the first ∼20 ns, suggesting that the
hydrophobic residues require this time to optimise their packing. There was
relatively little change in hydrophilic SAS area, which is to be expected for an
ideal coiled coil formation as there should be no packing of hydrophilic residues.
This simulation reveals that the mutant and anti-mutant are capable of spon-
taneous coiled coil formation given ideal starting conditions, and will remain as
a coiled coil for the duration of the simulation. The interactions between both
peptides enhances the stability of the secondary structure and prevents loss of
helicity. However it is apparent from the secondary structure timeline that there
is a persistent instability at the N-terminus of the mutant. Visual inspection of
the trajectory showed this instability to be caused by the tryptophan residue,
which is too large to sit comfortably in the hydrophobic zip between peptides.
Tryptophan is also found in the coiled coil C-terminus of the HIV-1 protein gp41
and has been noted to establish a cavity in the coiled coil due to its size [167].
Instabilities in the secondary structure also exist around the proline hinge in
both helices while in coiled coil formation. Prolines are found in other coiled
coil forming proteins but are almost always found in the first turn of the helix
[168, 169]. It would be interesting to observe the likelihood of spontaneous coiled
coil formation in non-ideal conditions, given the tendencies for the proline to
rapidly destabilise the helix and disrupt the amphipathicity in both peptides.
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4.2.4 Investigating parallel coiled coil formation
Spontaneous coiled coil formation has previously been simulated using MD by
Piñeiro et al. [170]. In their study, two peptides utilising the heptad repeats were
placed in parallel in water boxes with four different initial orientations and run for
10 ns. A total of 8 simulations were conducted with the goal of observing coiled
coil formation under a variety of initial orientations. With this study in mind, a
similar study was devised to explore coiled coil formation with the mutant and
anti-mutant peptides, applying a similar technique to the one used in the Piñeiro
et al. study but increasing the number of simulations performed and orientations
used to explore coiled coil formation from many starting trajectories.
Figure 4.9 Initial setup of the simulations, where each peptide was rotated
individually through 90 degrees to expose all faces.
A series of 48 simulations were conducted with the mutant and anti-mutant
peptides, exploring 16 possible orientations. Both peptides were placed in parallel
in a water box separated by 1.4 nm between the peptide geometric centres (Figure
4.9). Each peptide was individually rotated by 90 degrees along the backbone
vector to establish 16 orientations and expose all faces of the peptides to each
other. Each orientation was duplicated three times and simulated for 20 ns using
randomised starting velocities.
From the 48 simulations, only one simulation resulted in a successful coiled coil
formation (Figure 4.10). This formation took slightly longer than the coiled coil
previously formed under ideal conditions; however, the resulting structure was
very similar. Interestingly, but not surprisingly, the simulation that resulted
in a coiled coil started from a conformation where the hydrophobic faces were
aligned. The two duplicate simulations with identical initial orientations failed
to form a coiled coil, suggesting that coiled coil formation from these peptides is
highly sensitive to the initial conditions. This may also suggest that a coiled coil
formation with these peptides is non-favourable, where other dimerisation states
are preferred.
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(a) 0ns (b) 5ns (c) 10ns
Figure 4.10 Evolution of the coiled coil formation over 10ns. The initial
configuration had the hydrophobic faces aligned and took ∼10ns
to develop into a coiled coil.
The study conducted by Piñeiro et al. also resulted in only one parallel coiled
coil formation from an initial orientation that saw the hydrophobic faces aligned.
They concluded that coiled coil formation may be a two-stage process, firstly
forming an initial complex which then slowly rearranges to form a coiled coil.
However they also extended simulations of two failed coiled coil complexes for an
additional 100 ns and saw no rearrangement and coiled coil formation, suggesting
that their peptides had fallen into a long-lived energy trap. Their result, along
with the result of this experiment suggest that coiled coil formation will only
occur within a timescale of 20ns under ideal initial conditions.
Figure 4.11a shows the SAS of the hydrophobic residues for the three systems with
identical starting configuration and randomised initial velocities, one of which
resulted in successful coiled coil formation while the other two formed linear
dimers. Interestingly, there is very little difference in the SAS between each
system. This can likely be explained by the dimers having a similar configuration
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(a) SAS of the three duplicates (b) SAS of coiled coils with failed coiled
coils
Figure 4.11 Solvent accessible surface area (SAS) of the hydrophobic residues
for (a) The three simulations with identical starting configuration
and randomised velocities, one of which resulted in a coiled coil and
the others as perfect dimers. (b) Successful and unsuccessful coiled
coil formation from different starting configurations.
to a coiled coil, where many of the hydrophobic residues are buried together
but lack the optimal packing achieved from a coiled coil, resulting in a slightly
higher SAS. It is therefore possible that extending these simulations may allow
the peptides additional time to optimise their packing by adopting the coiled coil
conformation.
Figure 4.11b shows the averaged SAS of both successfully formed coiled coils
(from Section 4.2.3 and from this section) compared with two randomly selected
configurations (failed coiled coils) from the 48 simulations. This reveals a clear
difference in SAS between both averages, indicating that the two failed coiled coils
lack optimum packing of the hydrophobic residues. As both failed coiled coils
had lost some helicity and amphipathicity due to unfolding around the proline
residue and at the terminals, it is highly unlikely that extending these simulations
would result in a coiled coil conformation. This likely suggests that the helix-
disrupting motifs within these peptide sequences make coiled coil formation highly
unfavourable.
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4.2.5 Investigating antiparallel coiled coil formation
Although each simulation so far has utilised the mutant and anti-mutant with a
parallel helix alignment, coiled coils are also capable of antiparallel formations
due to the symmetry in the heptad sequence [171]. The majority of coiled coils
observed in nature appear to associate with parallel helix alignment; however, a
growing number of antiparallel coiled coils have been documented [172]. Piñeiro
et al. also observe antiparallel coiled coils with their peptides, which interestingly
show preference for antiparallel conformations even though their peptides were
designed to dimerise in parallel. They reported that the positioning of charged
residues, the favourable interactions between the helix dipoles, and the packing
of the lysines and leucines at the hydrophobic interface all resulted in increased
stability in antiparallel confirmations. This suggests that preference for parallel
or antiparallel conformations may be sequence dependent.
As Figure 4.3 previously indicated, the mutant and anti-mutant sequences were
designed to form parallel coiled coils. The mutant is highly cationic with a charge
of +12, and the anti-mutant contains a mix of two cationic and seven anionic
residues and has a resulting charge of -4. Therefore it is likely that electrostatic
attraction will persist when antiparallel.
A further series of 48 simulations were conducted with the mutant and anti-
mutant placed antiparallel in water, exploring 16 orientations. Surprisingly, none
of the 48 simulations resulted in a coiled coil, including those with ideal starting
configurations. This may simply reflect the low frequency of successful coiled coil
formations observed in the parallel experiments, and therefore no conclusion can
be drawn as to whether antiparallel coiled coil formation is possible using these
peptides.
4.2.6 Further investigations of coiled coil formation under
ideal conditions
To further investigate the likelihood of coiled coil formation given an ideal starting
orientation, a series of 50 simulations were conducted using an identical starting
configuration of the mutant and anti-mutant, allowing only the initial velocities
to be randomised for each simulation. The peptides were orientated in parallel
such that their hydrophobic faces were aligned.
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Out of the 50 simulations, only one coiled coil was observed, with the remaining
simulations forming a range of non-specific configurations similar to those
observed previously. To quantify the amount of coiled coil in each simulation,
a program was constructed to calculate the percentage of coiled coil observed
in the final frames of each system. This percentage is achieved by calculating
the separation between the geometric centres of paired hydrophobic residues; an
ideal coiled coil with optimum hydrophobic packing should see each hydrophobic
residue on both peptides in close contact to each other. A separation of 5 Å or
less was designated 100%, whereas 10 Å or more was designated 0%, with the
percentage scaled linearly inbetween. The percentages for each paired residue are
averaged to give the overall percentage of coiled coil in the system. The resulting
percentages were then binned into a histogram (Figure 4.12).
Figure 4.12 Histogram of the distribution of coiled coil percentages from 50
identical simulations with randomised initial velocities.
Only one system resulted in a coiled coil and achieved percentage of 94.65%,
where the last 5% was lost due to unfolding at the C-terminus on both peptides.
The remaining systems scored below 50%, with the majority scoring 0 − 10%.
This analysis demonstrates that the formation of a coiled coil with the mutant
and anti-mutant in solution, given an ideal starting conformation, is possible but
infrequent. It is worth noting that Piñeiro et al. conducted a total of 6 simulations
using an ideal starting conformation, which resulted in four successful coiled
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coils. This differs greatly from the 57 simulations I have conducted using an ideal
starting configuration, which resulted in only three coiled coils. This strongly
suggests that coiled coil formation with these peptides is highly unfavourable.
It is likely that the presence of helix-disrupting motifs, particularly the proline
residue which was required for antimicrobial action in the mutant, elicits strong
peptide unfolding which may seriously hinder coiled coil formation in both parallel
and antiparallel conformations when simulated in water.
4.2.7 Investigation of a coiled coil in various ionic
concentrations
Ions are known to influence the stability of various biological systems, including
proteins and lipid bilayers, by modifying the electrostatics of the system [173, 174].
As an example, changing the ionic concentration around a lipid bilayer can modify
the properties of the bilayer such as its area per lipid or lipid mobility. The
effect of ions on coiled coil formation has previously been studied by Jelesarov
et al. [175]. Their findings suggest that coiled coil formation is only promoted in
the presence of kosmotropic ions (e.g. sulfate, phosphate, carbonate) which are
known to promote protein folding and the burial of hydrophobic residues. The
simulations conducted throughout this chapter, and those conducted by Piñeiro
et al., were all done so in the presence of counter ions (sodium) only.
As the mutant and anti-mutant are highly charged peptides, the presence of
various ionic concentrations surrounding a preformed coiled coil may disrupt
the electrostatics between the peptides and modify the stability of a preformed
coiled coil. To explore this, a range of ionic concentrations was introduced to
the preformed coiled coil established in section 4.2.3. This coiled coil was placed
in water boxes containing ionic concentrations of 0.01, 0.1, 0.15, 0.5, 1.0, 5.0
and 10.0 Mol/l of Na+Cl−. The simulations were subject to a brief equilibration
before being conducted for 20 ns. The RMS deviations from an ideal helix, a
measure used to determine changes in helicity, are show for 0.01 and 10 Mol/l in
Figure 4.13.
The RMS deviations show no significant deviations from an ideal helix between
using 0.01 and 10 Mol/l of Na+Cl−, suggesting that modifying the ionic
concentration has no effect on the stability or structure of a preformed coiled
coil. Visual inspection of each final frame showed the coiled coil to remain
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Figure 4.13 RMS deviation from an ideal helix for a 20ns run of a coiled
coil in 0.01 and 10 Mol/l of Na+Cl-. The plot shows no
significant difference in RMSD of the helices at low and high salt
concentrations.
intact in each simulation. This suggests that the stability of the coiled coil is
primarily driven by the hydrophobic interface between peptides, and changes to
the electrostatic interactions around the coiled coil are insufficient to disrupt the
hydrophobic interface.
4.2.8 Conclusion
The possibility of interactions with AMPs and an inhibitor peptide, an ‘anti-
AMP’, may provide a means to regulate the antimicrobial activity of certain
AMPs through the formation of a coiled coil. This coiled coil formation restricts
the ability for AMPs to adopt new conformations, an important step in their
mechanism of action. However, susceptibility to coiled coil formation is not native
to AMPs and, as such, their sequences must be mutated to facilitate this.
In this chapter, I have explored the formation of a coiled coil using a model
system of two designed peptides, which have their sequences derived from the
AMP Cecropin-B. As the native Cecropin-B is incapable of exploiting coiled
coil formation, its sequence was mutated to include the heptad repeat motif
commonly found in coiled coil forming peptides; however, several residues were
left untouched as they are known to be vital for antimicrobial action. Similarly,
an inhibitor peptide was designed to be the counterpart to this mutant. Stain-
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dead assays conducted at NPL revealed that the mutant Cecropin-B retained
antimicrobial properties, albeit slightly less potent than the native Cecropin-
B (Publication 2). Furthermore, circular dichroism (CD) measurements of
the mutant and anti-mutant provided quantitative information of coiled coil
interactions.
An investigation of the secondary structures of Cecropin-B, Cecropin-B mutant
and the anti-mutant indicated each peptide has a tendency to unfold in water,
which is in agreement with CD measurements. The unfolding was most noticeable
around the terminals and residues 16-24 due to a disruption in the backbone
caused by a proline residue. The native Cecropin-B was by far the most
unstructured, achieving a helicity of ∼25% after 20 ns after unfolding from a pure
helix. From similar simulations, the mutant and anti-mutant peptides appeared
much more helical than the native sequence, achieving helicities of ∼50% and
∼65% under the same conditions. The secondary structure of Cecropin-B in
contact with the surface of an anionic lipid bilayer was also explored through
simulation, showing high levels of helicity; however, the simulations indicated
unfolding at the proline hinge, suggesting that this helix-disrupting motif persists
when in contact with anionic bilayers.
The spontaneous formation of a coiled coil with the mutant and anti-mutant in
water was explored through simulation using a variety of initial configurations.
In total, 147 simulations were conducted of which 48 were parallel and 48 were
antiparallel, exploring 16 initial orientations of the mutant and anti-mutant.
A further 50 simulations were conducted using an ideal initial configuration,
achieved by aligning the hydrophobic faces of both peptides. A final simulation
was conducted from an ideal configuration that also saw a 30 degree incline in
the x and y directions to the anti-mutant in order to match the spiral of the
hydrophobic faces on both peptides.
Of the 147 simulations, only three captured the dimerisation process of a
successfully formed coiled coil, each of which began from a parallel ideal initial
configuration. In these simulations, both peptides initially fused at their N-
termini, followed by burial of each hydrophobic residue in a zip-like manner.
Measurements of the solvent accessible surface (SAS) yielded an initial sharp drop
in hydrophobic area followed by a slight decrease over 20 ns, suggesting that the
hydrophobic residues require this time to optimise their packing. The tryptophan
residue was observed to protrude from the hydrophobic core of the coiled coil due
to its size, and the proline residues in both peptides elicited instabilities in the
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secondary structure which persisted during and after coiled coil formation. The
helical percentages of both peptides remained high throughout the simulations,
suggesting that coiled coil formation enhances the stability of the helices and
prevents them from unfolding.
Of the 144 simulations that failed to produce a coiled coil, 54 were conducted
using an ideal initial configuration. From this, at least two possible conclusions
can be drawn: either spontaneous coiled coil formation is highly infrequent from
simulations conducted in water over short timescales, or that spontaneous coiled
coil formation between the mutant and anti-mutant is unfavourable. A study
conducted by Piñeiro et al. using different peptide sequences saw four spontaneous
coiled coil formations from six simulations initialised with an ideal configuration,
suggesting that the second conclusion is more likely. However, their study also
noted that spontaneous coiled coil formation is highly dependent on the initial
configuration, indicating that the first conclusion may also be true. No definitive
conclusions can be drawn as to whether the mutant and anti-mutant are capable
of antiparallel coiled coil formation, as only three antiparallel simulations were
conducted using an ideal initial configuration. Additional experiments are sought
to further explore the possibility of antiparallel coiled coils with these peptides.
A preformed formed coiled coil was subjected to varying ionic concentrations in
the range of 0.01-10 Mol/l of Na+Cl− to study its effect on coiled coil stability.
Visual inspection and RMS deviations from an ideal helix revealed no change to
the overall structure of the coiled coil, which remained intact at all concentrations.
Future experiments could explore the effect of kosmotropic ions on coiled coil
formation, as these ions are known to promote protein folding and the burial
of hydrophobic residues. In addition, umbrella sampling or pulling simulations
could be used to determine the strength of the hydrophobic interactions in the
coiled coil in order to determine the amount of energy required to separate the
two peptides.
As both the mutant and anti-mutant retain many of the helix-disrupting motifs
from the native Cecropin-B sequence, it is likely that the formation of a coiled
coil in a physical system is infrequent, given the need for high helicity and
amphipathicity to propagate coiled coil formation. Unless additional interactions
occur that promotes folding, the mutant is only in its folded helical conformation
when in contact with lipid bilayers; however, this is a short-lived state as the
mutant likely inserts into the bilayer, allowing the hydrophobic residues to
interface with the bilayer core, removing its susceptibility to coiled coil formation.
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Nonetheless, there is experimental evidence suggesting that the addition of the
anti-mutant into Staphylococcus aureus cultures treated with the mutant results
in anti-antimicrobial activity, albeit at molar ratios of 5-10 times more that of
the mutant. Should this not be due to coiled coil formations, I speculate that
this may be achieved through partial dimerisation of the two peptides in solution
which, upon contact with the lipid bilayer, would restrict the mutant’s ability
to fold into an amphipathic helix. Another possible explanation for the anti-
antimicrobial activity is that the anti-mutant may be attracted to the cationic
ion channels established by the mutant, lodging themselves within the channel
and disrupting their function.
The MD analysis of coiled coils is not restricted to AMPs and may have important
practical applications for development of new treatments for disease. The results
for the model system of a Cecropin-B mutant shows that it may be possible
to inhibit its function through the binding of an inhibitor peptide via the
formation of a coiled coil structure, which restricts the ability of the mutant to
adopt the conformations required to exhibit antimicrobial activity. Whilst it has
been speculated that bacterial resistance to AMPs could develop through host-
produced inhibitor peptides, there is no evidence for this phenomenon, especially
as AMPs such as Cecropin-B typically incorporate helix-disrupting motifs and
lack the necessary motifs that incur susceptibility to coiled coil formation.
However, artificially designed inhibitors which form coiled coil structures with
target peptides and proteins may have applications as new therapies for human
disease. This potential has already been demonstrated in at least three diseases
where the causative proteins have coiled coil motifs. In Alzheimers disease, a
synthetic inhibitory peptide was shown to block formation of amyloid aggregates
which are responsible for brain plaque formation [176]. In HIV-1, a synthetic
inhibitory peptide was shown to block viral fusion with cells by blocking the gp41
coiled coil protein [177]. In cancer, a synthetic inhibitory peptide was shown to
block the function of an envelope protein of the human T-cell leukemia virus and
bovine leukemia virus [178]. The design and development of inhibitors which form
coiled coil structures represents a very exciting possibility for future therapies,
which can be greatly assisted by the MD approaches developed in this chapter.
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Chapter 5
Advancing our understanding of
membrane potentials
5.1 Background
5.1.1 The MinCDE system
One application of the membrane potential that has recently been identified is its
role in bacterial cell division. Cell division is a highly complex process involving
many transmembrane proteins that play key roles in the division process. Division
is ultimately achieved by the formation of the Z-ring at the midcell (Figure 5.1)
[179]. Its formation at the midcell maximises the survival probability of each
new bacterium by allowing an even distribution of cellular contents and genetic
material in the newly formed compartments. The Z-ring is formed by the protein
FtsZ, a GDPase which is present in almost all types of bacteria and Archae [180].
FtsZ binds with other proteins such as ZipA and FtsA to form microtubules,
acting as a scaffold and allowing the formation of a new cell wall at the midcell.
The localisation of FtsZ is modulated by another group of proteins known as the
MinCDE system, encoded by the minB operon and comprising three proteins:
MinC, MinD and MinE [181].
The MinCDE system inhibits FtsZ binding at the poles and restricts its
localisation to the midcell. MinD, a transmembrane ATPase, oscillates from pole
to pole, anchoring itself to the headgroup region of the membrane and forming
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Figure 5.1 Diagram of the MinCDE system. MinD binds to the cell membrane
at the poles, assisted by MinE, and recruits the binding of MinC.
MinC inhibits the binding of FtsZ (which forms the Z-ring) at the
poles thus restricting its localisation to the midcell. This allows the
division process to begin at the midcell, allowing an even distribution
of cellular contents in both compartments to maximise the survival
probability of each newly formed bacterium. Image adapted from
[179].
a polar zone that extends towards the midcell. MinD localisation is assisted by
MinE, which forms a ring at the edge of the MinD polar zone. MinC is then free
to bind to MinD, stimulating its ATPase ∼10-fold and inhibiting the binding of
FtsZ at the poles, thus restricting its localisation to the midcell.
A recent study by Strahl and Hamoen [182] found that the localisation of MinD
in B. subtilis is disrupted on dissipation of the membrane potential via poly-
lysine coated slides. These slides are used to hold the bacteria in place, but are
also known to dissipate the membrane potentials of cells [183]. They further
explored this dissipation with the addition of the ionophore carbonyl cyanide
m-chlorophenylhydrazone (CCCP), which exhibits a similar dissipation effect to
poly-lysine [184]. On addition of CCCP to B. subtilis, over 20 proteins had their
localisation disrupted as many of these proteins rely on an anchor protein such
as MinD for their localisation. To investigate this further, Strahl and Hamoen
synthesised the 21-residue amphipathic helix found at the C-terminus of MinD,
responsible for anchoring MinD to the membrane. They introduced this peptide
to bacterial liposomes and observed that its binding affinity to the membrane
increased five to sixfold on induction of a membrane potential. Additional
experiments using a mutated version of the C-terminus peptide identified its
amphipathicity to be essential for the binding process. Strahl and Hamoen
proposed two possibilities as to why this peptide exhibits sensitivity to membrane
potentials. Firstly, they proposed that a membrane potential may result in
a subtle conformational change of the amphipathic helix that enhances MinD
89
binding to bacterial membranes. Secondly, they proposed that the membrane
potential may affect the fluidity of the membrane and enhance MinD binding,
as it has previously been observed that MinD binding affinity is increased when
membrane fluidity is increased [185]. This second hypothesis forms the basis for
the experiments conducted in Section 5.4.
5.1.2 Electrostriction
Electrostriction is an effect observed in all dielectric materials when subject to
an electric field. The result is a slight thinning of the material, caused by the
charges within the dielectric experiencing a slight displacement in the direction
of the electric field. For lipid bilayers, which are dielectrics, the mechanical force
acting on the bilayer from the electrostatic attraction of the charges located on
the two bilayer surfaces may also induce a reduction in bilayer thickness.
A study by Heimburg focused on the theory of electrostriction in lipid bilayers
which treats the bilayer as a capacitor and investigates its association with
changes in membrane thickness and fluidity [107]. By considering a membrane
of fixed thickness D, capacitance Cm and a TMV Vm, the force acting on the















where E = Vm/D if the membrane is assumed to have a uniform dielectric
constant. By assuming biologically relevant values for the capacitance and
thickness, this electrostrictive force roughly equates to 0.1 bar at 100 mV, and 10
bar at 1 V. As the hydrostatic pressure between the two leaflets is significantly
weaker than this force, this implies that the bilayer will undergo a thickness
reduction and an increase in surface area. This is significant because both these
changes are characteristic of a phase change from gel to fluid, suggesting that
a TMV across a membrane could “melt” the bilayer, effectively lowering its
transition temperature.
5.1.3 Disruption of the membrane potential in bacteria
As mentioned previously, the membrane potential is an electrical potential found
across all biological cells and plays a crucial role in many cellular processes
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such as biophysical signaling, conformational changes in transmembrane proteins,
transport of ions and molecules into and out of the cell, and cell proliferation.
The dissipation of the membrane potential in B. subtilis was observed to result in
antimicrobial activity, and therefore may be an area of interest in the development
of new antimicrobial therapies.
Most antibiotic drugs in use today target and disrupt five key biosynthetic
pathways relating to the synthesis of proteins, folic acid, peptidoglycans, DNA
and RNA [186]. Whilst targeting these pathways has been hugely successful in
treating bacterial infection since their discovery, there is an obvious need for new
antimicrobial drugs to combat the growing number of drug-resistant strains. Most
antibiotics are largely ineffective at treating persistent infections in which bacteria
are quiescent (meaning slow-growing or dormant). These species of bacteria,
such as Mycobacterium tuberculosis (TB) or Pseudomonas aeruginosa, are
capable of becoming recalcitrant to antibiotic attack by undergoing physiological
adaptations to render themselves quiescent, establishing a level of immunity (or
indifference) to antimicrobials without the need for genetic resistance. Once
antimicrobial attack has ceased, these bacterial species will often regain normal
function. They are thought to achieve this indifference by downregulating their
biosynthetic processes to baseline levels, maintaining a metabolically inactive
state without compromising their survival [186]. Importantly, during this period
of inactivity these bacterial species still rely on normal membrane function for
survival, exposing a weakness that could be exploited through the treatment of
membrane-targeting antimicrobials such as AMPs.
In addition to the many membrane-targeting AMPs that exhibit their antimicro-
bial action via membrane disruption and permeabilisation, several AMPs have
been discovered that behave as TMV-disruptors, exhibiting their antimicrobial
action through the dissipation of the membrane potential. One such AMP
that exploits this mechanism is lactoferrin, a member of the transferrin family
found in the secreted fluids of mammals (milk, saliva, mucus etc.) that has
broad antimicrobial activity in many species of bacteria, viruses, fungi, and
parasites [187]. Unlike the vast majority of AMPs, lactoferrin causes no significant
disruption to the membrane integrity. Instead, it has been associated with
changes to the membrane permeability, allowing the transport of small ions
through the membrane and resulting in the loss of membrane potential. Its exact
mechanism is still unclear; however it is thought to act intracellularly by causing
perturbations in metabolic pathways.
91
Another AMP that behaves as a TMV-disruptor is daptomycin, a lipopeptide
antibiotic produced by Streptomyces roseosporus that has shown potent antimi-
crobial action against multiple drug-resistant gram-positive organisms [188]. This
AMP inserts into the plasma membrane and is thought to trigger oligomerisation
of membrane proteins to form ion channels, transmembrane pores or other
aggregate structures. The result is a loss of intracellular potassium. Interestingly,
it has been reported that daptomycin requires an initial TMV in order to exhibit
its AMP action. One study found that lowering the initial TMV of S. aureus
from -165 mV to -100 mV before the addition of daptomycin severely impaired
its lethal effects [51].
The exact reason why the loss of a TMV results in antimicrobial action is still
unclear. A study by Schäffer and Thiele looked at the association between
changes in membrane fluidity induced by imposing an electric field across the
membrane [189]. They stated that a change in membrane thickness can lower the
free energy contributions of the electrostatic and long-range forces acting across
the membrane, which in turn can induce a phase separation in the membrane
resulting in the formation of domains. In combination with Heimburg’s theory
of electrostriction which suggests an electric field across a membrane can induce
changes in thickness, these two studies imply that a TMV may result in an
increase in membrane fluidity that may assist the insertion of amphipathic helices
such as in the C-terminus of MinD.
5.1.4 Establishing a TMV in simulation
Almost every biological simulation conducted with MD uses periodic boundary
conditions. This imposes a problem on establishing a TMV across a lipid bilayer,
as any ions situated above or below the bilayer are easily transported through
the boundaries and will exert forces through the boundaries. Therefore it is not
possible to create an ionic gradient across a bilayer with a traditional simulation.
There are two documented approaches to establishing a TMV in lipid bilayer
simulations. The first approach uses an applied uniform electric field, which can
be specified as an input parameter in the configuration file of the simulation.
This adds an additional force parameter experienced by every atom to include
the electric field force, defined by F = qE. This method has the advantages of
being relatively computationally cheap and easy to set up, and can be performed
with any bilayer type, size and force field. The second approach was developed
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by Sachs et al. [88], who showed that a TMV can be established by creating an
ionic gradient between the membrane or water compartments of a double bilayer,
which consists of two planar bilayers on top of each other separated by several
nanometres of water and ions. This establishes two distinct water compartments
between the bilayers, restricting the movement of water and ions to their assigned
compartment. A TMV can then be established by transplanting an ion imbalance
between the water compartments, creating an anodic and cathodic compartment
with corresponding anodic and cathodic leaflets (Figure 5.2). This method is
considerably slower than using an applied electric field as there are effectively
twice as many atoms in the system compared with using a single bilayer. This
method can also cause some of the bilayer properties to become coupled as they
experience the same semi-isotropic pressure coupling, and as such will always have
identical area per lipid and similar bilayer thickness. However, this method is the
most biologically relevant as it generates its electric field in the same way to the
electric field found across cell membranes. Therefore this method was employed
to establish TMVs in each simulation throughout this chapter.
Figure 5.2 Illustration of a double bilayer with an established membrane
potential. Cations are removed from the inner water compartment
and placed in the outer compartment, establishing an anodic and
cathodic compartment with corresponding leaflets.
To achieve accurate ion imbalances and ionic concentrations with a double
bilayer, the tool BoxMod is required (see Section 3.3.1 for a full description of
its function). This tool is capable of achieving identical ionic concentrations in
each water compartment, and is capable of establishing an ion imbalance between
the compartments by removing cations from the central (inner) compartment and
distributing them throughout the outer compartment.
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The resting TMV for E. coli has been measured to be in the range of -85 mV
to -142 mV [50]. However, achieving a voltage this small across a double bilayer
proved to be difficult. The smallest possible voltage can be achieved by moving
a single cation from the inner to outer compartment, which establishes an ion
imbalance of +2 (one compartment experiences a change in charge of +1, while
the other experiences -1). However, measurements revealed that moving a single
cation across bilayers with a surface area of ∼10x10 nm induces a TMV in the
range of -210 mV to -275 mV, higher than the voltages found in both eukaryotic
and prokaryotic cells. Lower voltages can only be achieved by constructing larger
bilayers; however, this would make an already computationally expensive system
even more so. Therefore it was decided to retain these bilayers and conduct
simulations with slightly higher voltages than found in E. coli.
Interestingly, one outcome of the research in this thesis was the observation
that the electric field within the bilayers is not uniform, with the anodic leaflets
experiencing a larger electric field strength than the cathodic leaflets (which is
detailed in Section 6.2.3). For this reason, analysis of the bilayers must treat
each leaflet separately, producing an average for the anodic and cathodic leaflets.
As the field strength is greatest in the anodic leaflets, any effect achieved from a
TMV on the membrane properties will be most noticeable in these leaflets.
5.2 Aims
Section 5.3 aims to investigate the insertion and inclusion of the MinD-MTS
peptide into a model bacterial membrane, where its binding affinity to bacterial
membranes is altered when under the influence of a membrane potential. The
energetics and dynamics of the insertion process are studied in detail, and changes
in lipid properties in the annular shell of lipids surrounding inserted MinD-MTS
peptides are identified.
Section 5.4 aims to investigate why the membrane potential plays a crucial role
in the localisation of MinD and therefore bacterial cell division. This is done
by investigating a possible link between membrane potentials and changes in
membrane properties, such as the thickness, area per lipid and fluidity.
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5.3 Investigation into the insertion and inclusion
of MinD-MTS
The MinD-MTS (membrane targeting sequence) is an 11-residue peptide taken
from the C-terminus of the MinD protein found in B. subtilis. The full C-terminus
includes an alpha helical region that extends outwards from the main protein
structure and acts as a molecular “hook”, partially inserting into the headgroup
region of the membrane to anchor the full protein. Interestingly, the full C-
terminus is not amphipathic, with only residues 7-17 exhibiting an amphipathic
region [181]. These residues were extracted from the full terminus and assigned
an acyl cap at the new N-terminus and an amide cap at the new C-terminus. The
acyl cap was not parameterised in the GROMACS version of the CHARMM36
force field and had to be added manually. The resulting sequence contained an
α-helical amphipathic peptide (Figure 5.3).
Figure 5.3 The 21-residue MinD C-terminus, where the region displayed in
colour is the 11-residue MinD-MTS containing a total charge of +3.
Green side chains represent hydrophobic residues and red side chains
indicate charged lysines.
As the MinD C-terminus has shown an increase in binding affinity with bacterial
membranes under the influence of a membrane potential, a series of simulations
were conducted to investigate the spontaneous insertion of MinD-MTS with and
without membrane potentials in POPE/POPG (3:1) double bilayers above and
below the transition temperature, which is at 298-299 K for this composition [81].
In total there were fourteen systems constructed: two systems at 293K without
a TMV, two systems at 293K with a TMV of -260mV (achieved from an ion
imbalance of +2), three systems at 300K without a TMV, and four systems at
300K with a TMV of -210mV (+2). There were also three single bilayer systems
at 300K. The differences in TMV between both temperatures are explained in
Section 6.2.6. Each system contained four α-helical MinD-MTS peptides placed
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1.4 nm away from the surface of each leaflet using the program MoleculeInserter
(Figure 5.4). Each simulation was conducted for 100 ns using the HECToR super
computer, where single and double bilayer systems utilised 512 and 1024 cores
respectively (16 and 32 nodes), and each simulation took approximately 36 hours
of runtime to complete. The resulting trajectories were then analysed visually to
determine peptide insertions.
Figure 5.4 Initial setup of four MinD-MTS peptides with a POPE
(green)/POPG (orange) double bilayer. The peptides were
positioned at 1.4 nm from the bilayer surface using the program
MoleculeInserter. Four peptides were used to increase the
probability of spontaneous insertion.
In total, four fully inserted MinD-MTS peptides were observed within the
simulation time in four separate simulations, with several more peptides showing
the early stages of insertion and several peptides that had fused their hydrophobic
faces together. The simulations containing inserted peptides were extended for
an additional 50 ns to increase the post-insertion trajectories and allow for
the analysis of the annular shell of lipids surrounding the inserted peptides.
Interestingly, no peptides were observed to insert at 293 K, with all four insertions
occurring in regions of high fluidity at 300 K. Insertions occurred in both TMV
and no-TMV systems, including a single bilayer system.
5.3.1 Insertion process
The MinD-MTS insertion process was observed to follow a common pathway in
all four insertions, and can be characterised into five stages:
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1. Firstly, an initial electrostatic attraction between the lysine side-chains and
the negatively charged phosphate groups on the lipids brought the peptides
into contact with the bilayer surface within a few nanoseconds.
2. The peptides underwent a rotation to reorientate their hydrophobic face
towards the bilayer.
3. All four insertions were N-terminus driven, with lys1 holding the terminus
in place while met3 and met4 inserted into the headgroup region (Figure
5.5b). This sometimes (but not always) caused the peptides to tilt away
from the bilayer.
4. The remaining hydrophobic residues inserted one by one into the headgroup
region, with the bulkier phe10 and phe11 inserting last (Figure 5.5c).
5. The peptides sat in the lower headgroup region parallel to the membrane
surface with their hydrophobic residues in contact with the lipid tails
(Figure 5.5d). The peptides had a mean tilt of 6.6◦ to the membrane surface
and a mean depth of 17.2 Å from the bilayer centre.
During the initial contact phase, the electrostatic interactions between the
charged residues in MinD-MTS and the phosphate groups in the lipids drive
the attraction of the peptide to the bilayer surface. Figure 5.6a shows the radial
distribution function (RDF) of the MinD-MTS lysine N+ atoms with the P−
atoms on both POPE and POPG lipids, where the RDF depicted is an average
of all four MinD-MTS peptides. The RDF reveals that these lysine side chains
have almost double the interactions with POPG lipids than with POPE lipids
while in the contact phase. This translates to almost a sixfold increase in contact
with PG lipids over PE lipids when taking into account the lipid ratios for this
bilayer composition.
Figure 5.6b depicts the headgroup orientations for the lipids in the annular shells
of all MinD-MTS peptides during the contact phase, which has been smoothed
with the program SmoothGraph (see Section 3.3.3). A significant shift in the
headgroup orientations is observed, where PE headgroups within the shells reveal
a mean orientation of -4◦ compared with a mean of +4◦ for the control group,
comprising randomly selected lipids from outside of the shells. This is likely
explained by the electrostatic repulsion from the cationic lysines with the cationic
PE ethanolamine group (NH3+). This repulsion may also result in MinD-MTS
driving the POPE lipids out of the shell, which may explain the low RDF values
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Figure 5.5 The insertion process of MinD-MTS, with the hydrophobic and
charged residues highlighted in green and red respectively. (a) Initial
attraction is governed by electrostatics. (b) Insertion is N-terminus
driven which can cause a tilt in the peptide. (c) The remaining
hydrophobic residues inserted one by one until the full peptide was
included into the headgroup region. (d) The final peptide sat at a
mean depth of 17.2 Å.
for POPE lipids. The PG headgroups within the annular shell also reveal a
significant shift in orientation with a mean angle of 27◦, higher than the control
mean of 18◦. This is likely due to the slight negative charge (-0.65 in the
CHARMM force field) assigned to both oxygen atoms on the PG glycerol group,
causing their orientation to raise slightly through electrostatic attraction with the
lysines on MinD-MTS.
Figure 5.6c depicts the Coulomb and Lennard-Jones (LJ) energies for a single
MinD-MTS peptide that inserted into the bilayer. The initial contact phase
lasted ∼50 ns, during which MinD-MTS rotated its hydrophobic face towards
the bilayer and inserted its N-terminus into the headgroup region, causing a tilt
in the peptide (Figure 5.5b). This tilt resulted in a sharp reduction of Coulomb
energy between 35 and 50 ns as two of the lysines situated near the C-terminus had
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(a) Radial distribution function (b) Headgroup orientation
(c) Insertion energies
Figure 5.6 (a) Radial distribution function of the cationic lysine side chains on
all MinD-MTS peptides with the phosphate groups on both POPE
and POPG headgroups during the contact phase. (b) Headgroup
orientations of the annular shell of lipids surrounding all MinD-MTS
peptides during the contact phase (c) The Coulomb and Lennard-
Jones energies of the insertion and inclusion of a single MinD-MTS
peptide with the bilayer.
lost contact with the lipids. A steady increase in LJ energy is observed during
the insertion phase as the hydrophobic residues are inserted one by one until
the peptide is fully included into the headgroup region by ∼100 ns. Once fully
inserted, MinD-MTS maintains a moderately constant LJ energy. Fluctuations
are observed in the Coulomb energy as lipids move in and out of the annular
shell.
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Each MinD-MTS insertion energy plot shares similarities to that of Figure 5.6c;
however, some insertions saw less or no tilt in MinD-MTS prior to insertion,
resulting in a higher Coulomb energy throughout the insertion. The LJ energy
was also observed to slightly increase post-insertion in some of the simulations
as MinD-MTS descended deeper into the headgroup region until reaching its
optimum depth.
5.3.2 Peptide depth and orientation
The program PeptideMonitor was constructed to monitor the relative depths
of the peptides within the bilayers and the tilt on the peptides with respect to
the bilayer surface. The relative peptide height is calculated by subtracting the
geometric centre of the peptide backbone atoms with the geometric centre of
the bilayer, and the peptide tilt is calculated by finding the angle the peptide
backbone vector (that travels along the centre of the helix) makes with the xy
plane (or membrane surface). Each inserted peptide was analysed for 50 ns after
insertion and the average depths and tilts can be found in Table 5.1.
Peptide depth Peptide tilt
Insertion 1 16.9 Å ± 1.8 Å 7.3◦ ± 10.7◦
Insertion 2 16.2 Å ± 1.7 Å -0.8◦ ± 9.1◦
Insertion 3 20.0 Å ± 1.9 Å 16.8◦ ± 9.8◦
Insertion 4 15.6 Å ± 2.2 Å 3.3◦ ± 12.7◦
Table 5.1 The mean peptide insertion depth, relative to the bilayer centre, and
the peptide tilt with respect to the bilayer surface. Positive tilt angles
indicate the C-terminus is pointing downwards.
The POPE/POPG bilayers have a typical leaflet thickness of 20-25 Å at 300 K,
with a mean phosphorous atom height of ∼21.6 Å from the geometric centre
of the bilayer. From visual inspection, these peptide depths are consistent
with the insertion of MinD-MTS into the lower headgroup region, extending its
hydrophobic residues to the first 2-3 carbons on the lipid tails and its charged
residues remain in contact with the headgroup region (Figure 5.7). The peptides
sit roughly parallel to the membrane surface with a slight tilt in all but one
insertion, suggesting that the C-terminus sits slightly deeper within the bilayer.
The resulting mean peptide depth and tilt is 17.2 Å ± 1.932 Å and 6.6◦ ± 10.7◦.
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Figure 5.7 Image depicting the final insertion depth of MinD-MTS. The bilayer
is highlighted by the headgroups (green) and tails (white). MinD-
MTS sits in the headgroup region with a mean depth of 17.2 Å from
the bilayer centre. At this depth, the hydrophobic residues extend to
the first 2-3 carbons on the lipid tails.
5.3.3 Lipid splaying effect
Amphipathic helices exhibit some unique properties when interacting with lipid
bilayers. They have been observed to sense membrane curvature and even induce
curvature once inserted [190–192]. The direction of the curvature is related to the
peptide’s structural properties, the depth at which it resides in the membrane, and
the type of lipids within the bilayer. It has been suggested that this curvature
is induced as a result of changes to the lipid tails, or lipid ‘splaying’, in the
lipids within the annular shell of an inserted amphipathic helix (Figure 5.8). The
splaying effect is achieved from the inherent tendencies of amphipathic helices to
reside in the headgroup region and upper lipid tail region, creating an excess of
negative lateral pressure in the lower lipid tail region. This disrupts the normal
van der Waals forces in the lipid tails surrounding the amphipathic helix and
allows them to become more flexible, which in turn disrupts the interactions
with neighbouring lipids and thus changes the local properties of the membrane,
inducing positive curvature. If an amphipathic helix resides deeper in the
membrane, the excess negative lateral pressure occurs in the upper lipid tail
and headgroup regions, inducing negative curvature.
The presence of lipid splaying can be detected by looking at the order param-
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Figure 5.8 Illustration of how amphipathic helices reside in the headgroup region
of lipid bilayers and induce lipid splaying, allowing extra flexibility
in the annular shell lipid tails of the peptide.
eters in the annular shell of lipids surrounding inserted MinD-MTS peptides.
Membrainy (see Section 3.2.2) was used to measure the order parameters in the
annular shell of lipids surrounding each inserted MinD-MTS peptide, where 50
ns of sampling was measured using a probe radius of 4 Å around each peptide.
Two control groups were established, both randomly selecting lipids outside of
the shell in equal numbers to those found within the shell, with one control group
using the option built into Membrainy to ignore lipids considered in the gel phase,
which were identified using a tail length tolerance of 80%. This control group is of
particular importance in these simulations as MinD-MTS was observed to insert
only into fluid regions of the membrane, and as such would require a fluid control
group for an accurate comparison.
The analysis of the annular shell of lipids surrounding the inserted MinD-MTS
peptides yields clear evidence of lipid splaying (Figure 5.9a). An increase in
disorder along the central carbon atoms of the acyl chains in the lipids surrounding
MinD-MTS is observed. This highlights an increase in lipid tail flexibility, which
is indicative of lipid splaying. The similarities in order parameters for the first few
carbon atoms in the lipid tails of the shell and no-gel control group highlight the
region in which the hydrophobic residues of MinD-MTS reside, which restricts the
lipid tails from splaying until further down the acyl chain. Interestingly, the order
parameters towards the end of the acyl chains are also very similar, suggesting
that the splaying may not translate down the entire acyl chain.
It is also important to highlight the significance of the no-gel option implemented
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(a) Deuterium order parameters (b) Headgroup orientations
Figure 5.9 (a) Deuterium order parameters, and (b) headgroup orientations,
averaged from the annular shell analysis of four inserted MinD-MTS
peptides with control groups. There is a clear shift in order around
the centre of the lipid tail between the lipids surrounding MinD-MTS
(black) and the control group (red) containing only fluid lipids. The
increased disorder in the shell lipids suggests increased flexibility in
the middle of the lipid tails. The effect on the headgroup orientations
was significantly less than observed during the contact phase (Figure
5.6b).
into Membrainy. The control group containing both gel and fluid lipids shows an
increase in order for each carbon atom along the acyl chain, suggesting that this
control group is sampling an entirely different phase of lipids compared with the
lipids surrounding MinD-MTS. The similarities in order parameters for the shell
lipids and no-gel control lipids suggest they are sampling the same phase.
Figure 5.9b depicts the headgroup orientations for the annular shell of lipids
surrounding inserted MinD-MTS peptides compared with a fully fluid control
group, revealing considerably less deviations from the control group when
compared with the headgroup orientations during the contact phase (Figure 5.6b).
This smaller deviation was investigated further by generating RDFs between the
lysines and either the phosphate or ethanolamine/glycerol groups (i.e. the base or
tip of the headgroup) (Figure 5.10). This revealed considerably more interactions
with the phosphate groups, which is as expected due to the negative charge on
the phosphate group in both POPE and POPG lipids, and is unlikely to alter the
headgroup orientation. There is ∼20 times more contact with the PE phosphate
group than with the ethanolamine group, and ∼3.5 times more contact with
the PG phosphate group than with the glycerol group, which likely explains the
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(a) RDF (LYS - POPE) (b) RDF (LYS - POPG)
Figure 5.10 RDF of MinD-MTS interacting with POPE and POPG head-
groups, where the headgroup phosphate base and ethanolamine/g-
lycerol tip are calculated separately.
larger shift in PG headgroup orientation observed in Figure 5.6b. This shift
is likely achieved by the negative charges on the glycerol group. These RDFs
also reveal more interactions with the phosphate group on POPG lipids than
POPE lipids, indicating an enrichment of POPG lipids within the shell. The
MinD-MTS insertion depth will also play a role in the headgroup orientations, as
greater depths will result in less contact with the headgroup tips. The sequence
of residues may also affect the headgroup orientation by defining the relative
positions of each lysine residue when in helical form. Figure 5.7 depicts two
lysines (shown in red) residing on the sides of the peptide that are interacting
with the lower headgroup region, while the third lysine is located on the top of
the peptide and is interacting with the headgroup tips. This is in agreement with
the RDF data and further explains the slight shift in PG headgroup orientation.
5.3.4 Conclusion
The insertion process of the MinD-MTS peptide (residues 7-17 of the C-terminus
of MinD) was investigated through MD simulations with POPE/POPG (3:1)
double bilayers at 293 K and 300 K, where this bilayer composition has a
transition temperature of 298-299 K [81]. These simulations saw four spontaneous
insertions within 100 ns at 300 K, and no insertions at 293 K, likely due to
the higher levels of gel domains increasing the difficulty of insertion. These
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peptides came into contact with the bilayer surface within a few nanoseconds due
to the electrostatic attraction between the cationic lysines and anionic POPG
headgroups. During this contact phase, the RDFs between the lysine side
chains on MinD-MTS and the phosphate groups on the lipids showed twice as
many interactions with POPG lipids. The lipid headgroup orientations in the
annular shells of all MinD-MTS peptides were analysed using Membrainy and
compared with a control group comprising an equal number of lipids to those
found in the shells. PE angles were observed to decrease by 8◦ and PG angles
increased by 9◦. These changes in orientation correspond with the electrostatic
attraction/repulsion on the headgroups from the cationic lysines on MinD-MTS,
suggesting the cationic PE headgroups experience a decrease in angle as they
are repelled into the membrane, and the anionic PG headgroups experience an
increase in angle as they are attracted away from the membrane. The attractive
forces between the lysines and PG headgroups is indicative of the additional
interactions with POPG lipids indicated by the RDFs.
Insertion of MinD-MTS began with a rotation of its hydrophobic face to
reorientate it towards the lipids. In each of the four complete insertions, MinD-
MTS first inserted its N-terminus hydrophobic residues, followed by the remaining
hydrophobic residues until the phenylalanines at the C-terminus had inserted.
MinD-MTS then sank deeper into the headgroup region until reaching a mean
depth of 17.2 Å from the bilayer centre. This depth places MinD-MTS in the
lower headgroup region, with the hydrophobic residues penetrating the first 2-3
carbon atoms in the lipid tails and the charged residues interacting with both the
lower and upper headgroup region. MinD-MTS also exhibits a slight tilt of 6.6◦
leaving the C-terminus slightly deeper than the N-terminus.
The order parameters were measured in the first annular shells surrounding the
four inserted MinD-MTS peptides and compared with a control group comprising
fluid lipids randomly selected from outside of the shell. The order parameters
yielded clear evidence of lipid splaying, shown as an decrease in lipid tail order
in the shelled lipids, which implies an increase in lipid tail flexibility. The first
few carbon atoms in the lipid tails surrounding MinD-MTS showed no significant
change in order parameters, suggesting that the hydrophobic residues in MinD-
MTS (which are located in this region) restrict the splaying effect to further down
the tails. This may have implications in understanding how amphipathic helices
give rise to membrane curvature, which has been shown by Zemel et. al to be
highly dependent on the insertion depth [192].
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The headgroup orientations were also measured in the first annular shells
surrounding each inserted MinD-MTS and compared with a control group.
Although a slight shift in orientation was observed, this shift is significantly
less than observed during the contact phase, suggesting the inserted MinD-MTS
peptides have very little influence on headgroup orientation once inserted. RDFs
of the inserted peptides show the lysines are mostly interacting with the phosphate
groups, with some interaction with the glycerol groups on the POPG headgroups.
It is likely that these headgroup orientations are dependent on the insertion depth
and the sequence of the peptide. Peptides residing deeper in the membrane will
interact more with the phosphate groups and less with the headgroup tips, which
exerts less influence on the headgroup orientations. The sequence of the peptide
will define the positioning of charged residues on the helix, where lysines located
on top of the helix are more likely to interact with the headgroup tips that residues
located elsewhere.
The initial investigation covered in this chapter sought to explain why MinD
exhibits an increase in binding affinity with membranes under the influence of a
membrane potential. However, the simulations revealed insertions of MinD-MTS
in both TMV and no-TMV simulations, highlighting that insertion is still possible
without a TMV. The study conducted by Strahl and Hamoen also observed MinD-
MTS binding in bacterial liposomes with and without a TMV, with an increase
in binding affinity in TMV liposomes. This therefore suggests that a membrane
potential merely enhances the insertion process of amphipathic helices. However,
the experiments conducted by Strahl and Hamoen with B. subtilis showed that
MinD was delocalised when the membrane potential was dissipated, suggesting
that the membrane potential also plays a role in the ability of MinD to sense the
bacterial poles. As these polar regions are highly curved (which is also true for
liposomes), it is plausible that a membrane potential may assist in the ability
of amphipathic helices to sense membrane curvature. It is also plausable that a
membrane potential across a curved membrane could behave differently than with
a planar membrane, as curved membranes will have one surface slightly larger
than the other which may influence the strength and shape of the electric field
across the bilayers (and is discussed further in Chapter 6). Additional simulations
are required to specifically look for changes that may occur in the lipids under
the influence of a TMV. This forms the basis for the next series of experiments
in this chapter.
The MD analysis of MinD-MTS with model bacterial membranes provides a
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high level of detail of the dynamics and energetics associated with its insertion.
Whilst the MinD-MTS peptide is specialised for strong anchoring of the MinD
protein into the interior cell membrane of certain bacteria, its ability to rapidly
bind to and insert into bacterial membranes makes it a promising target for
the development of drug delivery systems into cells. Sequences with similar
properties to the MinD-MTS have already shown promise in several studies
as an effective drug delivery methods, where these sequences are transplanted
onto larger molecules to facilitate cell penetration. Roshihiko et al. showed
that the highly hydrophobic 11-polyarginine peptide can be used to efficiently
transport the cancer suppressing protein p53 into cancer cells [193]. Morris et
al. showed that the peptide Pep-1 facilitates rapid cell uptake of various peptides,
proteins, and even full-length antibodies into mammalian cells [194]. The MD
analytical tools developed and applied in this research may be of value in designing
peptide sequences to optimise membrane insertion and delivery of a wide range
of molecules into cells for a range of medical applications such as treatment of
cancers.
5.4 Investigation into the effects of TMVs on lipid
bilayers
As discussed in Section 5.1.1, a study conducted by Strahl and Hamoen found
that the binding affinity for the amphipathic C-terminus of MinD increased five
to sixfold when a membrane potential was introduced to bacterial liposomes [182].
They concluded that the membrane potential may be modifying the properties of
the membrane, such as its fluidity, to promote the binding of amphipathic helices
to the membrane.
The simulations presented in this section explore possible changes in the mem-
brane properties of model bacterial membranes with and without a membrane
potential. By using Membrainy, these membrane properties could be analysed to
detect any changes experienced by the lipids that may alter the fluidity of the
membrane, or other effects that could contribute to an increase in binding affinity
of MinD.
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5.4.1 Simulations at biologically relevant voltages
Two model bacterial lipid bilayers were chosen for this study. These were
a POPE/POPG (3:1) double bilayer containing 192 lipids per leaflet, and a
DOPE/DSPE/DOPG/DSPG (3:3:1:1) double bilayer containing 200 lipids per
leaflet (a full description of both bilayers can be found in Section 2.2). Both
bilayers had approximate dimensions of 10x10x20 nm, and all simulations were
conducted on the HECToR super computer using 1024 cores (32 nodes) requiring
approximately 36 hours of runtime to complete.
POPE/POPG bilayers
The POPE/POPG double bilayer had received 50 ns of equilibration at 300 K
prior to establishing an ion imbalance of +2 and corresponding TMV of -225 mV.
The system was energy minimised and subjected to a brief equilibration before
conducting the simulation for 200 ns. The original (no-TMV) double bilayer
simulation was also extended for 200 ns to provide a direct comparison for the
analysis of the TMV system.
Membrainy was used to analyse the final 100 ns of each simulation (Figure 5.11).
Surprisingly, there was no significant change between the TMV bilayers (red)
and the no-TMV bilayers (black) for each membrane property. Figures 5.11a-
b depict the area per lipid (APL) and bilayer thickness for both simulations.
Should there be an increase in fluidity, we might expect to see an increase in
APL and decrease in bilayer thickness. However, both plots fluctuate considerably
during the simulation but show no significant difference between the TMV and
no-TMV systems. Figures 5.11c-d depict the order parameters and headgroup
orientations for both simulations, where the headgroup orientations have been
smoothed with the program SmoothGraph. Again, should there be an increase in
fluidity, we might expect to see lower numbers in the order parameters for the
TMV system; however, both order parameter plots are virtually identical. As the
lipid headgroups for POPE are zwitterionic, we might expect to see some form
of alignment of the headgroup with the electric field established by the TMV;
however, the plots show no significant change in headgroup orientation for both
PE and PG lipid headgroups when compared with the no-TMV system.
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(a) Area per lipid (b) Bilayer thickness
(c) Saturated order parameters (d) Headgroup orientations
Figure 5.11 Comparison of 0V (black) and -225mV (red) simulations for (a)
area per lipid, (b) bilayer thickness, (c) saturated order parameters
and (d) headgroup orientations in a POPE/POPG (3:1) double
bilayer at 300 K for 100 ns. There is no significant difference
between the plots, suggesting there is no observable effect from the
TMV on the bilayer properties on this timescale and temperature.
DOPE/DSPE/DOPG/DSPG bilayers
The DOPE/DSPE/DOPG/DSPG (3:3:1:1) double bilayer had received 50 ns
of equilibration at 310 K. As this bilayer is a mix of 4 lipid types, its exact
transition temperature is unknown and difficult to approximate. Pure DOPE,
DSPE, DOPG and DSPG bilayers have respective transition temperatures of -16
◦C, 74 ◦C, -18 ◦C and 55 ◦C [81]. It was therefore decided to conduct simulations
of this bilayer at two temperatures: 310 K and 330 K, in order to determine the
most appropriate temperature to explore possible changes in membrane fluidity.
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The simulation of the 310 K double bilayer was extended for 200 ns. Additionally,
the 310 K double bilayer was annealed to 330 K over 50 ns at a rate of 1 K/ns,
and conducted for 200 ns.
(a) 310K (b) 330K
Figure 5.12 2D surface maps of a 310 K and 330 K simulation of
DOPE/DSPE/DOPG/DSPG (3:3:1:1). Red hexagonally packed
dots indicate the presence of gel clusters. The 310 K and 330
K simulations had final gel percentages of 62.4% and 16.3%
respectively.
Membrainy was used to calculate gel percentages and 2D surface maps for the
final frames of both simulations (Figure 5.12). The bilayers at 310 K indicated a
gel percentage of 62.4% (Figure 5.12a), whereas the bilayers at 330 K indicated
a gel percentage of 16.3% (Figure 5.12b). We can therefore deduce that the
transition temperature is somewhere between the two temperatures. As it has
been suggested that TMVs should lower the transition temperature, the 310 K
simulation would be more applicable to detect possible changes in fluidity than
a bilayer above the transition temperature.
A TMV of -275 mV was established with an ion imbalance of +2 using the initial
frame of the 310 K system, and the simulation was conducted for 200 ns. This
was then compared to the existing 200 ns of the no-TMV simulation at 310 K.
Figure 5.13 depicts the results from the final 100 ns of the TMV and no-TMV
simulations. Again, there is no significant difference between the TMV and no-
TMV bilayer properties. Figures 5.13a and 5.13b depict the APL and bilayer
thickness, which again show fluctuations in both simulations and no significant
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(a) APL (b) Bilayer thickness
(c) Saturated order parameters (d) Headgroup orientations
Figure 5.13 Comparison of 0V (black) and -275mV (red) simulations for (a)
APL, (b) bilayer thickness, (c) saturated order parameters and (d)
headgroup orientations in DOPE/DSPE/DOPG/DSPG (3:3:1:1)
double bilayers at 310 K for 100ns. There is no significant
difference between the plots, suggesting there is no observable effect
from the TMV on the bilayer properties on this timescale and
temperature.
difference between the plots. Figure 5.13c depicts the order parameters for
saturated lipids, showing virtually identical values in both plots. Finally, Figure
5.13d depicts the headgroup orientations for all four lipid types, which have
been smoothed with SmoothGraph and show no significant shift in headgroup
orientation.
The result from both the POPE/POPG and DOPE/DSPE/DOPG/DSPG TMV
simulations was surprising; the studies highlighted in Section 5.1 imply that the
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influence of a membrane potential will induce changes in membrane fluidity,
yet these simulations show no significant changes to the membrane properties
when compared with bilayers without a membrane potential, implying there
is no change in fluidity. However, as Heimburg has suggested that membrane
potentials may lower the transition temperature and ‘melt’ the bilayer [107], a
temperature of 300 K in the POPE/POPG bilayer may be too high to show
any changes in fluidity when under the influence of a membrane potential,
as this lipid composition has a transition temperature of 298-299 K [195].
Furthermore, Heimburg’s models of electrostriction in lipid bilayers suggest that
a TMV of 1 V would lower the transition temperature of a DPPC membrane by
around 1.5 degrees, which is likely to be of similar order for POPE/POPG and
DOPE/DSPE/DOPG/DSPG bilayers. Therefore we can deduce that it would
be highly unlikely to see any changes in fluidity in these bilayers at biologically
relevant voltages. Even if the appropriate temperatures were to be chosen, it
seems unlikely that any measurements made over 100 ns of simulation time would
reflect any significant changes in membrane properties.
5.4.2 Simulations above biologically relevant voltages
As the previous study has failed to capture any changes in membrane properties
in bilayers under the influence of a membrane potential, one possible option to
further investigate this would be to use higher voltages. Any changes to the
membrane properties would likely be intensified from a high voltage TMV and
may be observable within the timescale of 100-200 ns. However, care needs to be
taken in choosing an appropriate voltage as too high a voltage would result in
electroporation effects in the bilayers (which is presented in Chapter 6).
Multiple voltages of DOPE/DSPE/DOPG/DSPG at 310K
Additional simulations were constructed of the DOPE/DSPE/DOPG/DSPG
mixture at 310 K with TMVs of -865 mV, -1.17 V, -1.4 V and -1.63 V. These
voltages were achieved using ion imbalances of +6, +8, +10 and +12, and each
simulation was conducted for 100 ns. Membrainy was used to analyse the final
50 ns, allowing some time for the bilayers to equilibrate to the TMV. Figure 5.14
depicts the order parameters for saturated lipid tails in the anodic leaflets for
all voltages. In this figure, there is no clear trend in the ordering of the lipid
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tails. The maximum separation in order is ∼0.03 between the -275 mV and -1.17
V simulations, which is considerably less than the shift in order observed in the
MinD-MTS simulations when comparing gel and fluid lipids (∼0.5). This suggests
that the differences in order are likely due to normal fluctuations between each
system, and shows no sign of fluidity changes between each voltage.
Figure 5.14 Saturated order parameters for multiple voltages of DOPE/DSPE/-
DOPG/DSPG double bilayers at 310K. There is no trend in the
direction of order parameter shift between the plots, suggesting the
differences are due to normal fluctuations between simulations.
(a) Leaflet thickness (b) Standard deviation
Figure 5.15 (a) Leaflet thickness for the inner leaflets only across all voltages,
and (b) the standard deviations taken from (a). There is relatively
no change in leaflet thickness, however we do observe an increase
in standard deviation suggesting the leaflet is becoming more
perturbed.
Similarly, measurements of the average bilayer thickness over the trajectory
113
showed no significant differences between the voltages (data not shown). Anodic
leaflet thickness also showed very little deviation across all voltages (Figure 5.15a).
However an increase in standard deviation of the anodic leaflet thickness is
observed as the voltages increases (seen as the error bars in Figure 5.15a, which
are plotted in Figure 5.15b). Leaflet thickness is measured by subtracting the
average height of the phosphorous atoms in a leaflet with the geometric centre of
the bilayer, and therefore the standard deviation of this thickness portrays the
height variations in the phosphorous atoms. This suggests that the leaflet surface
is becoming more perturbed as the voltage increases.
This is the first observation from these simulations of a change in membrane
properties induced by a membrane potential. However it is surprising that there
is no significant change in leaflet or bilayer thickness, showing no evidence of
electrostriction effects. This may be due to the temperature selected for this
simulation, which may be too far below the transition temperature to fully explore
the influences of a membrane potential on the bilayer properties.
Multiple temperatures of POPE/POPG at 1V
As the exact transition temperature for the DOPE/DSPE/DOPG/DSPG mixture
cannot be determined without additional simulations or experimental data,
the POPE/POPG (3:1) double bilayer provides the best means to investigate
membrane potential effects around the transition temperature which, as men-
tioned previously, is around 298-299 K. To provide a quantitative study, three
temperatures were chosen to simulate bilayers above and below the transition
temperature for this lipid composition: 295 K, 297 K and 300 K. As Heimburg’s
model of electrostriction has predicted a ∼1.5 degree decrease in transition
temperature for a TMV of 1 V, the 297 K bilayer falls within this window and
therefore should be the most relevant temperature to observe any changes in the
membrane properties.
The previous double bilayer at 300 K was annealed to 295 K and 297 K at a rate
of 1 K/ns, and equilibrated for 50 ns each. Simulations were conducted at both
0 V and -1 V (using an ion imbalance of +8) over 100 ns, and each simulation
was duplicated and conducted using different starting velocities. An analysis of
the membrane properties of both duplicates was conducted and averaged using
Membrainy, and the analysis of the order parameters and headgroup orientations
was taken from the final 50 ns.
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Figure 5.16 depicts the order parameters for the anodic leaflets, area per
lipid, anodic leaflet thickness and anodic headgroup orientation across the
three temperatures. The saturated order parameters (Figures 5.16a-c) show
a significant increase in disorder in the TMV systems below the transition
temperature (295 K and 297 K), with the largest increase observed in the systems
closest to the transition temperature (297 K). There is also an increase in disorder
observed in the cathodic leaflets in systems below the transition temperature, but
to a lesser extent (data not shown). Above the transition temperature (300 K),
there is no significant difference between the plots. This measurement suggests
that the bilayers experience an increased level of fluidity in the TMV systems
below the transition temperature when compared to the no-TMV simulations,
expressed as an increase in flexibility/disorder throughout the entire lipid tail.
The levels of fluidity remain unchanged above the transition temperature.
Similarly, the areas per lipid (Figure 5.16d-f) show a slight increase in APL below
the transition temperature, with the greatest difference (about 1 Å2) between the
297 K systems. This increase in APL indicates that the membrane is expanding
laterally, which is representative of an increase in fluidity and may be caused by
electrostriction. The was no significant difference in APL in the 300 K systems.
Figures 5.16g-i depict the anodic leaflet thicknesses, which shows thinning of
the leaflets below the transition temperature, with a decrease in thickness of
around 0.25 - 0.5 Å in the 297 K systems. This may also be representative of
electrostriction, and agrees with the increase in APL and increase in disorder
to suggest higher levels of fluidity. There was no significant difference in anodic
leaflet thickness at 300 K.
The effect of a TMV on the lipid headgroups is inconclusive (Figures 5.16j-l).
Although there is some shift between the TMV and no-TMV systems, the mean
angles are roughly identical (Table 5.2). The POPE orientations are 1-2 degrees
higher and the POPG orientations are 0-3 degrees lower in the TMV simulations
when compared to the no-TMV simulation. These shifts in mean angles are
well within standard deviations, and could be explained by normal fluctuations
across the systems. Nonetheless, it is interesting that the headgroup orientation is
affected considerably less (if at all) by the TMV compared with other membrane
properties. The effect of a TMV on headgroup orientation is investigated further
in Chapter 6.
These results show conclusive evidence that a TMV of 1 V is capable of altering
the properties of a POPE/POPG double bilayer below its transition temperature
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Mean PE angle Mean PG angle
noTMV TMV noTMV TMV
295 K 3◦ 4◦ 24◦ 24◦
297 K 3◦ 5◦ 27◦ 24◦
300 K 3◦ 5◦ 24◦ 21◦
Table 5.2 The mean headgroup orientations for POPE and POPG lipids in
TMV/no-TMV simulations conducted at three temperatures. Each
orientation is averaged from two systems.
(295 K and 297 K) within 100 ns, suggesting that the bilayers undergo an increase
in fluidity and experience a lowering of the transition temperature. It is surprising
that a slight effect from the TMV exists at 295 K which is 3-4 degrees below the
transition temperature, slightly more than the shift of ∼1.5 degrees predicted by
Heimburg. However that prediction is based on a DPPC bilayer at 314 K, and
therefore the shift in transition temperature for POPE/POPG bilayers will be
different. It is also interesting that there is no observable effect at 300 K, which is
only 3 degrees higher than the systems showing the greatest change in membrane
properties, and only 1-2 degrees higher than the transition temperature.
5.4.3 Conclusion
The aim of research in this chapter was to elucidate the mechanism in which
MinD-MTS binding affinity is increased when interacting with bacterial mem-
branes under the influence of a membrane potential. Evidence from the various
studies highlighted in this chapter suggests that membrane potentials may alter
the fluidity of the membrane by lowering the transition temperature. This may be
achieved from electrostriction effects that cause a decrease in membrane thickness,
lowering the free energy contributions of the electrostatic and long-range forces
acting across the membrane which in turn can induce a phase change. This
finding lead to an investigation into possible changes to the membrane properties
by comparing TMV systems with no-TMV systems. This also required the
construction of analytical tools, compatible with double bilayers, to monitor any
changes occurring in the membrane properties that may affect its fluidity. This
was a major factor in the development of Membrainy.
Two lipid bilayer compositions were studied: POPE/POPG (3:1) and DOPE/D-
SPE/DOPG/DSPG (3:3:1:1). These bilayers were simulated with a variety
of voltages and temperatures. To achieve biologically relevant voltages, a
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single cation was moved across the bilayers achieving a voltage of -225 mV
for POPE/POPG bilayers at 300 K, and -275 mV for the DOPE/DSPE/-
DOPG/DSPG bilayers at 310 K. These voltages are more than double that of
the voltage found across E. coli; however, smaller voltages cannot be achieved
without substantially compromising simulation speed and computational cost.
At these voltages, no changes to the membrane properties (order parameters,
APL, membrane thickness and headgroup orientation) were observed in either
bilayer composition when compared with no-TMV systems. This was a surprising
result as the literature clearly describes changes in fluidity in membranes under
the influence of a TMV. The lack of any change to the membrane properties in
these simulations may be explained by using the incorrect temperature, incorrect
timescale, or a combination of the two. It was therefore decided to further explore
TMVs using a variety of temperatures in the region of the transition temperature
for each composition. The voltages were also increased to intensify any TMV
effect on the lipids so that it may be observed within the timescales achievable
through atomistic MD.
Additional voltages of the DOPE/DSPE/DOPG/DSPG bilayers were explored,
ranging from -865 mV to -1.63 V. The order parameters for all voltages showed
a maximum deviation of around 0.03, which is considerably smaller than those
observed in previous measurements of gel and fluid (∼0.075) suggesting that these
deviations may be representative of normal fluctuations between each system. An
analysis of the anodic leaflet thickness showed very little deviation across each
voltage; however, the standard deviation in leaflet thickness showed a consistent
increase as voltage increased, suggesting that the leaflets were more perturbed at
higher voltages. The exact transition temperature for this bilayer composition is
unknown, and it is likely that 310 K is too far below the transition temperature
to observe the full effect from a TMV.
A further experiment was conducted using three temperatures of the POPE/POPG
bilayers: 295 K, 297 K and 300 K. As the transition temperature for this
bilayer composition is roughly 298-299 K, these temperatures were chosen to
model this composition above and below the transition temperature. Four
simulations were conducted at each temperature for 100 ns using randomised
initial velocities, two of which exhibited a TMV of -1 V. Membrainy was used
to analyse the membrane properties of each system, yielding a clear increase
in disorder in the order parameters for the simulations below the transition
temperature (295 K and 297 K) but not above the transition temperature (300
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K). Similarly, an increase in APL and a decrease in anodic leaflet thickness
was observed in the TMV simulations below the transition temperature but not
above. These changes in bilayer properties strongly suggest that the bilayers
below the transition temperature are experiencing electrostriction, which incurs
an increase in fluidity due to the lateral expansion of the bilayers. These changes
in bilayer properties are intensified just below the transition temperature (297
K). An increase in fluidity implies that the TMV may be capable of lowering
the transition temperature, which explains why there is no effect at 300 K.
Surprisingly, there was very little deviation in headgroup orientations across all
temperatures when comparing TMV and no-TMV systems. An analysis of the
electric field strength in the headgroup and lipid tail region may provide further
information as to why the lipid tail flexibility is more strongly influenced by the
TMV than the headgroup orientations.
Although these results suggest that the bilayers are experiencing an increase in
fluidity in the presence of a TMV, there are still many unanswered questions
as to how this might apply to the binding affinity of MinD-MTS. Firstly, no
effect was observed at biologically relevant voltages; the changes in membrane
properties were only observable at -1 V. This may simply highlight an issue with
the MD timescales, where an effect might be observable at biologically relevant
voltages on timescales outwith those achievable through atomistic MD. Secondly,
a shift in transition temperature of 1.5 degrees at -1 V is highly unlikely to have
any significant shift in transition temperature at biologically relevant voltages.
This shift would translate to 0.1-0.3 degrees at -150 mV, and would fail to see
any changes to the MinD localisation in fluid bacterial membranes. The changes
in fluidity may play a role in the MinD localisation, but it is likely that there
are other pieces of the puzzle yet to be discovered. This investigation warrants
additional studies to further elucidate the mechanisms behind the increase in
binding affinity observed with MinD-MTS, in which I would be very interested
to see how the membrane potential differs around regions of curved membranes







Figure 5.16 Black = 0V, Red = 1V. Analysis from POPE/POPG double
bilayers at 295K, 297K and 300K, with each plot averaged from
two simulations. (a-c) Saturated order parameters for the anodic
leaflets. (d-f) Area per lipid. (g-i) Leaflet thickness for the anodic
leaflets. (j-l) Headgroup orientations. The plots show changes in
membrane properties in the 295K and 297K simulations, but not








Electroporation is the term given to the induction of transient pores or holes
within biological membranes through the use of electric fields. This biophysical
phenomenon has been documented and utilised in vivo for several decades as
a technique to introduce molecules (e.g. antibiotics, dyes, DNA) into a cell
through electropermeabilisation of the cell membrane [196]. These transient
pores are established by applying electric field pulses on a microsecond to
millisecond timescale, which typically generate transmembrane voltages (TMVs)
in the range of 200 mV to 1 V with a corresponding electric field strength
of the order of 108 V/m [197]. The use of electric field pulses allows the
membrane to heal between each pulse, enabling the entry of extracellular
molecules into the cell while preserving the overall structure and function of the
cell. Because of this, electroporation is seen as a highly attractive means for many
biomedical and biotechnological applications. These include electrogenetherapy,
whereby utilising electric field pulses after injection of genetic materials in vivo
has been observed to enhance DNA transfection into host cells, which may
have applications for immunisation and treatment of human disease [198, 199].
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Another application is that of electrochemotherapy, in which electric field pulses
targeted at permeation nodules have been observed to improve chemotherapy
responses by boosting the uptake of antitumor drugs into cancer cells [200, 201].
The same electric field pulses can also give rise to electrofusion, a phenomenon
which utilises the electroporation of cell membranes to merge two adjacent cells
[202].
On a molecular level, the enhanced permeabilisation of the cell membrane is
achieved through the formation of transient toroidal water pores, in which the
size and frequency of pore formation is proportional to the strength of the
electric field [203]. These pores can also occur naturally and serve an important
role in the maintenance of the ionic electrochemical gradient involved in many
cellular processes, as discussed in Section 5.1. As these pores exist on such short
timescales, the mechanisms and dynamics behind their formation and lifespan had
proven difficult to capture with existing experimental techniques and remained
elusive for many years. However, recent advances in lipid force field parameters
allowed several MD studies to elucidate the kinetics and energetics behind
electroporation, providing a clear picture of the step-by-step process involved in
pore formation [117, 203–205]. The mechanisms behind pore formation induced
by an applied electric field can be categorised into five stages:
• Stage 1: The lipid headgroups, which are typically charged and/or
zwitterionic, experience a shift in dipole orientation as the charges attempt
to align the headgroup with the electric field. This shift strongly perturbs
the orientation of the lipid tails, which incurs a thinning of the hydrophobic
bilayer core [117].
• Stage 2: Water molecules on either side of the bilayer experience an
alignment of their dipole to the electric field, which enhances the probability
of water molecules inserting into the anodic leaflets (the leaflets in contact
with the cellular compartment containing a negative electrostatic potential).
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This enhanced probability, along with the changes in headgroup orientation
and bilayer thinning, allows for the intrusion of water files into the bilayer.
• Stage 3: These water files drag the lipid headgroups deeper into the
bilayer, causing defects or perturbations on the bilayer surface. Under
the right conditions, water files can connect with the cathodic water
compartment to form a prepore.
• Stage 4: Pore formation immediately follows from a prepore, which
sees additional water molecules pulled into the bilayer through a dielectric
avalanche. This pulls additional lipid headgroups into the hydrophobic
region of the bilayer, giving rise to the toroidal shape of the pore. The pore
remains open for the duration of the pulse and sees cations and anions flow
through the pore in opposite directions.
• Stage 5: Once the pulse is terminated, the membrane slowly heals by
closing the pore; however, a defect is left within the bilayer comprising a
thin, highly perturbed region in both leaflets.
Although the pore formation mechanisms have been elucidated, the implications
of electroporation with certain bilayer compositions are still unknown, with only
a handful of MD studies being published in the past few years. One such study
by Casciola et al. looked into the relation between the electroporation process
and bilayers containing cholesterol [206]. Their findings suggest that increasing
the levels of cholesterol in simulated POPC bilayers increased the electroporation
threshold voltage, i.e. the minimum voltage required to induce pore formation
within the simulation time. As cholesterol is known to modify the fluidity of
bilayers, this may suggest that electroporation of membranes in the gel phase
will also require higher threshold voltages. Gurtovenko and Lyulina conducted
electroporation simulations using an asymmetric neutrally charged bilayer [207],
where one leaflet was composed entirely of POPE lipids and the other of POPC.
Their findings suggest that pore formation is initiated from the POPC leaflet
regardless of the direction of the electric field, suggesting that the POPE leaflet
is considerably more robust due to increased intermolecular hydrogen bonding
between the lipids, leading to a denser packed water-lipid interface and increased
ordering in the lipid tails. They found that this water-lipid interface prevents the
formation of water files, an essential stage in the pore formation mechanisms.
Another study by Reigada looked into the electroporation of heterogeneous
membranes containing lipid rafts, in which lipids in a highly ordered phase were
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surrounded by lipids in a disordered phase [208]. This study saw minimal changes
in the properties of those lipids in an ordered phase, whereas the lipids in a
disordered phase experienced significant changes in order parameters, area per
lipid and bilayer thickness. Furthermore, pore formation was exclusive to regions
of disordered lipids.
Polak et al. investigated the electroporation effect using bilayers constructed from
DPhPC (diphytanoyl-phosphocholine) esters and ethers [209]. These lipids differ
from DPPC lipids by having additional branched chains connected throughout the
lipid tails. When compared with pure DPPC bilayers, DPhPC bilayers exhibited
a higher electroporation threshold voltage, likely explained by the increased
stability in the bilayers from a slower conformational motion of the lipid tails.
In addition, a study by Wang and Larson found that electroporation in DPhPC
bilayers favoured barrel-stave pore formation, also due to the increased stability
in the bilayers [106]. On terminating the electric field, barrel-stave pores were
observed to close within 2 ns, whereas toroidal pores remain open after 40 ns,
further highlighting the increased stability in DPhPC bilayers.
Most MD studies of electroporation in lipid bilayers follow the technique of
applying a uniform electric field to the simulation box, achieved by adding an
additional component ~F = q ~E to the force acting on each atom, where ~E is
the desired electric field strength defined in the simulation parameters. Sachs et
al. adopted an alternate approach of inducing electroporation in lipid bilayers by
replacing the applied electric field with an ion imbalance across a double bilayer
[88]. This approach, which is discussed and used throughout Chapter 5, simulates
the natural ionic gradient found across biological cell membranes. However, as
this approach is considerably more computationally expensive than simulating a
single bilayer, only a handful of studies have utilised this approach [106, 108, 205];
as such, the specific properties of bilayers undergoing electroporation induced by
ion imbalances have yet to be fully explored. Studies utilising both approaches
have described similar pore formation mechanisms but different pore lifetimes:
an applied electric field allows pores to remain open indefinitely, whereas an ion
imbalance achieves short-lived pores. This is because the electric field across the
bilayers causes ions to flow through the pore in the direction that results in a
dissipation of the ion imbalance. Once dissipated, the electric field strength is
greatly reduced and unable to sustain the pore, allowing the membrane to slowly
heal.
One area of electroporation that has yet to be explored through MD is a proposed
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mechanism whereby charged molecules, such as AMPs, are capable of inducing
a sufficient electric field across the membrane to induce pore formation. This
possibility was first proposed by Miteva et al. [210], who conducted non-MD
electrostatic potential calculations with NK-lysin and found that this protein
has sufficient charge to induce electroporation in membranes. Gurtovenko and
Vattulainen also briefly mentioned that charged peptides may be capable of
inducing electroporation in double bilayers when substituting an ion imbalance
[205].
6.1.2 Aims
The work in Section 6.2 aims to improve our understanding of the electroporation
process when induced by ion imbalances using a range of bilayer compositions and
temperatures. These include simulations of POPE/POPG (3:1), POPC/POPG
(3:1), POPC and DPPC bilayers at 297 K and 320 K1. A comparison of each
composition and temperature may help elucidate the relationship between the
electroporation threshold voltage and the bilayer fluidity. Also, by conducting
simulations with POPE/POPG (3:1) and POPC/POPG (3:1) bilayers, the
implications of electroporation on negatively charged bilayers can be explored.
Furthermore, the shape of the electric field and the role of electroporation induced
lipid flip-flopping in POPE/POPG (3:1) bilayers is explored.
The work in Section 6.3 merges the topics discussed in Chapters 4 and 5 (AMPs
and TMVs) to answer the question: Can an AMP generate a TMV across a
double bilayer? And if so, can AMPs achieve pore formation in double bilayers
via electroporation? How does this differ from using an ion imbalance, and
what implications will this have on cell membranes? This section also raises the
interesting question as to whether certain AMPs utilise membrane electroporation
as a stage in their mechanism of action.
6.1.3 Simulation methods
All peptides were synthesised using the Xplor-NIH program [161, 162] as α-
helices with a short 1 ps run using the CHARMM19 force field. A stepsize of
1 fs was used, and hydrogen bonding between backbone atoms was constrained
1Due to time constraints and insufficient computational resources, DPPC bilayers were
conducted at 297 K only.
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to helical distances during the dynamics run. POPC, POPC/POPG (3:1) and
DPPC bilayers were constructed using the CHARMM-GUI bilayer builder [82]
with 200 lipids per leaflet and a water thickness of 15 Å to each leaflet. Additional
waters were then added to achieve a box height of approximately 10 nm. The
single bilayers were energy minimised using the steep algorithm and equilibrated
for 50 ns at 297 K in the CHARMM36 force field. Afterwards, each single bilayer
was duplicated and placed on top of the original bilayer to form a double bilayer.
Waters and ions were added/removed such that the box height was approximately
20 nm, and each water compartment was assigned a salt concentration of 150 mM
K+Cl− using the program BoxMod (see Section 3.3.1). The bilayers were then
equilibrated for 150 ns at 297K, and duplicates were created and annealed to 320
K at a rate of 1 K/ns and equilibrated for 150 ns. The equilibrated POPE/POPG
(3:1) double bilayer from Chapter 5 was reused.
A velocity rescale thermostat was used with a time constant of 0.2 ps, which saw
the bilayers and solution coupled separately. A Berendsen semi-isotropic pressure
coupling scheme was used with a time constant of 2 ps, reference pressure of
1 bar and a compressibility of 4.5 x10−5 bar−1, which saw the xy and z box
vectors coupled separately. Bond lengths and angles were constrained using the
LINCS algorithm and were limited to all bonds with hydrogen atoms. Nonbonded
interactions were evaluated with a cutoff of 1.4 nm and updated every 10 fs, with
the exception of van der Waals interactions which were evaluated with a cutoff
a 1.2 nm and experienced an exponential decay from 0.8 nm. The equations of
motion were integrated using the leapfrog method with a stepsize of 2 fs. All
simulations were conducted using the GROMACS v4.5.5 package [63].
All simulations were conducted on the HECToR super computer using 1024 cores
(32 nodes), which is capable of simulating 30 ns of these double bilayer systems
in approximately 12 hours.
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6.2 Electroporation of model membranes using ion
imbalances
6.2.1 Electroporation of POPE/POPG bilayers
MD simulations were conducted to investigate electroporation of a POPE/POPG
(3:1) double bilayer induced by an ion imbalance. The program BoxMod was used
to establish an ion imbalance of +20, which moves 10 cations from the inner
water compartment to the outer compartment to create a negative potential in
the inner (anodic) compartment. The resulting simulation was energy minimised
and conducted for 30 ns.
(a) Membrane image (b) 2D surface map
Figure 6.1 (a) Image of a pore in the POPE/POPG (3:1) bilayer at 16 ns,
obtained with the program VMD [127]. (b) 2D surface map of the
pore at 16 ns, obtained with Membrainy. The surface map indicates
the pore formed in a region of high fluidity on a thin, highly perturbed
spot on the membrane.
Through visual inspection of the trajectory, a single pore formed at ∼15 ns
and remained open for the remaining simulation time (Figure 6.1a). Whilst
open, cations were transported through the pore from the cathodic to anodic
compartment, corresponding to the direction of the electric field. Having been
initialised with an ion imbalance of +20, the final imbalance of the system after
30 ns was +2, suggesting that the existence or purpose of the pore was to
return equilibrium to the ionic concentrations in each compartment and lower
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the TMV across the bilayers. A 2D surface map of the pore was generated
using Membrainy and shows the pore occurring in a thin or weak spot in the
membrane with a high level of fluidity (Figure 6.1b). Prior to pore formation,
the trajectory showed the formation of various water files in the anodic leaflet
which were subsequently dissipated in less than a nanosecond. These water files
have also been observed in the anodic leaflets when using an applied electric
field [117], suggesting that the mechanisms of pore formation between both
approaches are similar. Pore formation was established after a water file from
the anodic compartment connected with the cathodic compartment, which then
rapidly increased in size to a maximum diameter of approximately 10.8 Å.
Figure 6.2 depicts various membrane and system properties analysed from the
simulation. Figure 6.2a depicts the evolution of the TMV over the trajectory,
revealing an initial TMV of -2.7 V which decreases over 5 ns to -2.35 V. During
these 5 ns, Figure 6.2b reveals that the box is expanding laterally and shrinking in
height, likely due to electrostriction effects causing a compression of the bilayers
and subsequent lateral expansion. There may also be thinning of the bilayers
from a headgroup dipole shift as highlighted in stage 1 of the pore formation
mechanism. The lateral expansion incurred a small increase in membrane surface
area, resulting in a slight drop in TMV as the ion imbalance is spread over a larger
area. At 15 ns, a sharp drop in TMV is observed as pore formation occurred.
Cations flowed through the pore at a rate of 3 ions/ns (Figure 6.2c), resulting
in a rapid loss of TMV at a rate of 650 mV/ns. By 18 ns, the ion imbalance
drops to +4 and the TMV lowers to -250 mV, which is likely well below the
electroporation threshold; however, the pore remained open for the remainder of
the simulation time. This is likely due to its hydrophilic toroidal shape which
held ions and water molecules within the pore, restricting or slowing the bilayer’s
ability to close the pore. The pore diameter decreased in size over the remainder
of the simulation and saw an additional cation enter the pore and briefly become
stuck at ∼24 ns, taking approximately 2 ns to pass through the pore. After 30
ns, the resulting pore diameter was 3.5 Å and the TMV was approximately -225
mV from an ion imbalance of +2.
Figures 6.2d-e depict the saturated and unsaturated lipid tail order parameters
taken between 5-15 ns (i.e. after equilibration and before pore formation) and are
compared with a no-TMV system sampled over 10 ns. A significant increase in
disorder is observed in both saturated and unsaturated lipids, which also reveals
slightly more disorder in the anodic leaflets than the cathodic leaflets. Figure
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(a) Evolution of the
TMV
(b) Box dimensions (c) Ion imbalance






(g) APL (h) Leaflet thickness (i) Standard deviation in
leaflet thickness
Figure 6.2 Analysis of a POPE/POPG (3:1) double bilayer undergoing
electroporation from an ion imbalance of +20 (-2.35 V). Pore
formation occurred at ∼15 ns, which incurs a drop in TMV to -
225 mV as cations flowed through the pore towards the anodic leaflet,
resulting in a dissipation of the ion imbalance. Order parameters and
headgroup orientations were measured between 5-15 ns, revealing an
increase in disorder when compared to a no-TMV simulation, and
a small shift in mean headgroup orientation which suggests that the
headgroups are tending to align with the electric field. An increase
in APL and a reduction in thickness is observed in both leaflets prior
to pore formation, which is reversed after pore formation. The plots
reveal that anodic leaflets incur greater changes to the lipid properties
over cathodic leaflets.
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6.2f depicts the headgroup orientations for the anodic and cathodic leaflets taken
between 5-15 ns and smoothed with the program SmoothGraph (see Section 3.3.3).
A slight shift in orientation is observed in both anodic and cathodic leaflets, which
show mean POPE orientations of 5 and 0.5 degrees respectively, and mean POPG
orientations of 22.5 and 25.5 degrees. The same bilayer without a TMV shows
mean orientations of 2.5 degrees for POPE headgroups and 24.5 degrees for POPG
headgroups. This indicates a mean anodic and cathodic POPE headgroup shift
of +2.5 and -2 degrees respectively, and a POPG headgroup shift of -2 and +1
degrees, suggesting that the headgroups are tending to align with the electric field;
however, this alignment is extremely subtle which may indicate that the electric
field within the headgroup region is relatively weak. The anodic leaflets appear to
experience a greater shift in orientation than cathodic leaflets, and anodic POPG
headgroups reveal an area of significance between -90 and -15 degrees, indicating
an increased number of headgroup orientations within this region which suggests
that POPG headgroups are being pulled into the bilayer.
Figures 6.2g-i depict the area per lipid (APL), leaflet thickness and standard
deviations in the leaflet thickness. The APL shows a steady increase of ∼2 Å2
within the first 15 ns (Figure 6.2g), corresponding to the lateral expansion of the
bilayers. Once the pore is formed, a sharp drop in APL is observed while cations
flowed through the pore (15-18 ns) which corresponds with the lateral shrinking of
the bilayers as the TMV is lowered. Once the ion flow slows, the APL fluctuates
but remains relatively constant for the remainder of the simulation at around 1 Å2
higher than the initial APL. Prior to pore formation, both the anodic and cathodic
leaflets decrease in thickness by around 0.5-0.8 Å (Figure 6.2h), where the anodic
leaflets are consistently thinner than the cathodic leaflets. Once the pore is
formed, both leaflets rapidly expand and then maintain a relatively constant
thickness for the remainder of the simulation, which is 0.25-0.5 Å thinner than
the initial thickness. The standard deviations in the leaflet thickness reveal an
increase for both leaflets, with slightly larger deviations in the anodic leaflets
(Figure 6.2i), suggesting that the anodic leaflets are more perturbed than the
cathodic leaflets.
Figure 6.2c reveals that no anions were observed to travel through the pore
during the simulation. This is likely explained by the overall lack of anions
in the system, as each compartment contained only 9 anions (compared with
97 or 117 cations). This vast difference in ion ratios is due to the requirement
imposed by the Ewald summation (see Section 2.1.7) to maintain a neutrally
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charged system, which required a significantly larger amount of cations given
that POPE/POPG (3:1) bilayers are highly anionic. Previous electroporation
studies (discussed throughout Section 6.1.1) have shown both anions and cations
to flow through the pore in opposite directions, suggesting that this is an artifact
from simulating charged bilayers.
To determine the validity and consistency of these results, and the frequency of
pore formation at this TMV, six additional simulations were carried out using four
initial frames taken from the equilibrated no-TMV POPE/POPG (3:1) trajectory
(the frames chosen were after 50 ns, 80 ns, 90 ns and 100 ns of equilibration2).
Simulations containing duplicates of the initial frames were given randomised
initial velocities, and each simulation was conducted for 30 ns.
Membrainy was used to measure the time evolution of the TMV for each
simulation, which is depicted in Figure 6.3a along with the TMV measurements
from the previous simulation. In total, five pore formations (from seven
simulations) were observed to occur within the simulation time. Interestingly,
each simulation starting from the 50 ns frame experienced pore formation at
roughly the same time even though randomised initial velocities were used. An
analysis of the lipids involved in these pores indicated that two of the pores formed
in exactly the same spot on the same bilayer (in the double bilayer system), and
the third pore formed on the opposite bilayer. This suggests that their formation
at similar times is coincidental. The pores that formed from the two simulations
starting from the 100 ns frame occurred on opposite bilayers, but formed at the
same weak spots observed in the pore formations that occurred in the 50 ns
frames. These results suggest that pore formation occurs at a random point in
time on either bilayer, but shows a high probability to form at the same thin or
weak spot on the bilayer containing a high level of fluidity. The resulting TMVs
ranged between -0.4 V and -0.1 V.
Of the two simulations that failed to form a pore (80 ns and 90 ns), Figures
6.3b and 6.3c depict a comparison of the APL and TMV measurements over the
trajectories. This reveals that in simulations where the ion imbalance remains
constant, the APL and TMV are partially coupled. Any change in APL incurs
a similar change in TMV, which is also true for each pore formation simulation
prior to the pore opening. This partial coupling is likely achieved because both
the APL and electrostatic potential calculations are heavily influenced by the box
2Note that the POPE/POPG (3:1) bilayer had received approximately 200 ns of equilibration
prior to the numbers stated in this section.
130
(a) TMVs of all simulations
(b) APLs of failed pores (c) TMVs of failed pores
Figure 6.3 (a) Time evolution of the TMV for seven simulations of
POPE/POPG (3:1) double bilayers with ion imbalances of +20 (-
2.35V). The initial frames used were taken after 50 ns (red), 80 ns
(blue), 90 ns (purple), and 100 ns (black) of equilibration. Five out
of seven simulations resulted in pore formations. (b) and (c) depict
the APL and TMV measurements for the two simulations (80 ns
and 90 ns) that failed to produce a pore, revealing partial coupling
between the APL and TMV.
x and y dimensions, and may have some interesting applications when studying
bilayer compositions that undergo changes in APL such as upon transitioning
from gel to fluid phases.
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6.2.2 Investigating the unsaturated order parameters shift
The order parameters of the double bond (carbons 8-9 in Figure 6.2e) reveal an
unusual shift between the anodic and cathodic leaflets, showing the first carbon
in the anodic leaflets to be considerably more disordered than the second carbon,
and vice-versa for the cathodic leaflets. This differs greatly from the no-TMV
simulation which shows roughly equal order parameters for both carbons.
Figure 6.4 The distribution of C-H bond angles for the C8 and C9 double bond
carbon atoms in the unsaturated lipid tails of a POPE/POPG (3:1)
double bilayer with a TMV of -2.35 V. The anodic (red) and cathodic
(blue) leaflets are compared with a no-TMV (dashed black) system.
The shift in angles suggest the C−H bonds are tending to align with
the electric field.
To investigate this shift in order parameters, Membrainy was modified to
produce histograms of the C−H bond angles for each carbon in the lipid tails.
Figure 6.4 depicts the histograms produced for the C8 and C9 carbon atoms
in the unsaturated lipid tails, which have been smoothed with the program
SmoothGraph. A shift in bond angle is observed when compared with a no-
TMV system, revealing that the anodic leaflets experience a decrease in mean
C−H bond angle in both carbon atoms, whereas the cathodic leaflets experience
an increase in mean angle in both carbon atoms. This corresponds with the C−H
bond tending to align with the electric field in both leaflets, since the CHARMM
force field assigns a charge of -0.15 to the carbon atom and +0.15 to the hydrogen
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atom. This alignment accounts for the unusual shift in order parameters because
bond angles tending towards 90 degrees are more ordered; therefore, the C8 atom
in anodic leaflets would appear more disordered while the C9 atom would appear
more ordered, and vice-versa for the cathodic leaflets.
It is interesting to note that this shift in mean C−H bond angle, including those
in other carbon atoms in the lipid tails, is more substantial than the shift observed
in the mean headgroup orientations in Figure 6.2f, which one would expect to be
more perturbed by an electric field due to the headgroups holding considerably
more charge and flexibility than these C−H bonds. This may suggest that the
electric field is stronger in the lipid tail region than in the headgroup region, and
is investigated further below.
6.2.3 Analysis of the electric field
The simulations conducted in Section 6.2.1 produced some interesting results that
shed light on the shape and strength of the electric field within the bilayer. Firstly,
the anodic leaflets exhibit slightly larger changes to their properties than the
cathodic leaflets, suggesting that the electric field may be stronger in the anodic
leaflets. Secondly, on applying a TMV, the shift in mean headgroup orientations
for both zwitterionic POPE and anionic POPG headgroups is smaller than the
shift in mean orientation of the lipid tail C−H bonds, which hold considerably
less charge and are less flexible than the lipid headgroups. This suggests that the
electric field may be weaker in the headgroup region than in the lipid tail region.
Finally, the formation of water files occurs mostly in the anodic leaflets, and
each pore formation is visibly initiated by the anodic leaflet/compartment. This
has been suggested to be a result of the water dipole alignment in the anodic
compartment [117], but may also be explained by the increased perturbations
observed in the anodic leaflet properties.
To investigate this, the electric field across the bilayers in the previous simulation
was calculated by taking the negative derivative of the electrostatic potential,
since E = −∇φ. The electrostatic potential from the original electroporation
simulation was measured between 5-15 ns using the program g_potential, and
then the program Xmgrace was used to calculate the negative derivative of this
potential.
Figure 6.5 depicts the electric field across the lower bilayer from the -2.35 V
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Figure 6.5 The electric field across a POPE/POPG (3:1) bilayer with a TMV
of -2.35 V (red) and 0 V (black). The 0 V system exhibits glide
reflection symmetry with a mean electric field strength of 0 V/nm
across the bilayer. The -2.35 V system shows positive electric field
values throughout the bilayer, with a greater field strength in the
anodic leaflets and a mean field strength of 0.37 V/nm.
POPE/POPG (3:1) system (red) compared with a no-TMV system (black). The
no-TMV plot shows a non-zero electric field within the bilayer, revealing glide
reflection symmetry around the bilayer centre (i.e. the electric field values are
equal and opposite across both leaflets). This electric field peaks with a value of
∼0.5 V/nm in both headgroup regions and at the end of the lipid tails. The -2.35
V system shows a similarly shaped electric field that is skewed in the positive
direction in both leaflets, peaking in the lipid tails with a value of 0.8 V/nm
in the cathodic leaflet and 1.4 V/nm in the anodic leaflet. The average electric
field strength over the bilayer (taken between 2 and 8 nm) is 0.37 V/nm. This
electric field strength is slightly larger than the electroporation threshold field
strength reported by various electroporation studies using applied electric fields,
which is 0.29 V/nm for POPC bilayers and 0.3 V/nm for DMPC bilayers, both
of which were approximated from simulations using the Berger lipid force field
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[117, 205]. This may suggest that electroporation in POPE/POPG bilayers may
occur within 30 ns at voltages lower than -2.35 V. To confirm this, an additional
simulation was conducted using an ion imbalance of +16 (-1.9 V) which revealed
a pore formation at 29 ns. This voltage corresponds to an electric field strength
of 0.29 V/nm averaged over the bilayers.
The shift in electric field at -2.35 V provides clear evidence that the anodic leaflets
experience a greater field strength than the cathodic leaflets, and may explain
the stronger changes in anodic leaflet properties observed in Figure 6.2, as well as
the low voltage TMV simulations conducted in Chapter 5. This is an interesting
finding which was also observed by Böckmann et al. when using an applied electric
field with POPC bilayers [117]; however, the shape of the electric field within the
bilayers is different to their observations, possibly due to the differences between
the two approaches of generating a TMV. Interestingly, Gurtovenko and Lyulina
saw no preference for the creation of water files in a specific direction while
applying an electric field to pure POPE and POPC bilayers [207]. Clearly there
is a conflict in results which requires a detailed comparison of the experimental
procedures employed by each study to further elucidate this.
Another significant finding from this analysis is that the electric field strength in
the headgroup regions of both leaflets is almost identical to those of a no-TMV
system, which may explain why there is very little change in mean headgroup
orientation between TMV and no-TMV systems. As the previous headgroup
orientation analysis reveals some shift in headgroup orientation above and below
the mean, this may be due to lipid headgroups sitting deeper within the bilayer
and are subject to the stronger electric fields observed in the tail region. This is
clearly evident with the presence of water files which drag the lipid headgroups
into the lipid tail region, and may also explain the increase in anodic POPG
headgroup orientations observed between -90 and -15 degrees.
6.2.4 Electrostatic potential for bilayers of different
dimensions
As observed in the previous experiments, an increase in the bilayer surface area
results in a drop in TMV due to the ion imbalance being spread over a larger
surface. This can be further explained by looking at Equation 3.4 in Section
3.2.3, which calculates the electrostatic potential by taking a double integral of
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Poisson’s equation and utilises the charge density of a slice in the z-dimension
[211]. Calculating this charge density requires dividing by the volume of these
slices, which is mainly dependent on the box xy area as the height of the slices
are typically very small (about 0.18 Å for these simulations).
As the TMV is highly sensitive to changes in the box x and y dimensions, to what
extent will the TMV be affected when the z-dimension is increased to allow for
a greater separation between the bilayers? To investigate this, three simulations
of POPE/POPG (3:1) double bilayers with different dimensions and lipids per
leaflet were constructed. An ion imbalance of +20 was established across each
double bilayer, which were then simulated for 30 ns.
(a) Evolution of the TMV
Waters Start Size End Size
100 lipids/leaflet 23804 7.4 x 7.4 x 21.3 nm 7.5 x 7.5 x 20.7 nm
200 lipids/leaflet 42810 10.8 x 10.8 x 18.9 nm 11.1 x 11.1 x 17.9 nm
200 lipids/leaflet 77970 9.97 x 9.97 x 32.05 nm 10.03 x 10.03 x 31.67 nm
(b) Simulation dimensions
Figure 6.6 (a) Time evolution of the TMV for 3 double bilayers of different
dimensions and lipids per leaflet. (b) The dimensions of each system
before and after electroporation.
Figure 6.6a and Table 6.6b depict the time evolution of the TMV and box
dimensions for each system. As expected, halving the number of lipids per leaflet
results in a vastly increased TMV, which incurred pore formation within the first
nanosecond. Surprisingly, an increased separation between the bilayers has no
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significant effect on the TMV as both plots show near identical TMVs and pore
formation times.
This result is quite puzzling as one would expect the TMV to lower when
increasing the separation between bilayers, since the ion imbalance is spread out
over a greater distance. However, as both simulations experience pore formation
on a similar timescale, this implies that these TMV measurements are accurate.
As an additional check, the height of the slices used in the electrostatic potential
calculations was varied in the analysis of each system in order to determine
whether this variable has an effect on the TMV; however, each analysis produced
similar electrostatic potentials and TMVs.
6.2.5 Electroporation in various bilayer compositions
The electroporation of POPE/POPG (3:1) bilayers discussed in Section 6.2.1
has yielded some interesting observations on the changes in lipid and system
properties before and after pore formation. These simulations have also suggested
that POPE/POPG (3:1) bilayers experience an electroporation threshold voltage
of around -1.9 V within the 30 ns simulation time, with a corresponding ion
imbalance of +16.
As membrane compositions of different lipid types result in bilayers with very
different membrane properties, such as differences in their APL, fluidity and
surface charge, the implications of electroporation with various lipid bilayer
compositions at 297 K was investigated. Firstly, a POPC bilayer was selected
to represent a neutrally charged bilayer. This composition has a transition
temperature of 271 K [81], and therefore will be highly fluid at 297 K. POPC lipids
also exhibit larger APL values than POPE lipids and will therefore result in an
increased surface area for a similar number of lipids per leaflet. The second bilayer
composition was POPC/POPG (3:1), which combines the differences observed
between POPC and POPE lipids with the negatively charged POPG lipids. This
composition should give a good indication of whether a charged lipid has any
effect on the pore formation process by directly comparing it to pure POPC
bilayers undergoing electroporation. The final composition was a DPPC bilayer,
which has a transition temperature of 314 K and therefore should contain a high
gel content at 297 K. As the various studies mentioned in Section 6.1.1 suggest
that the electroporation threshold voltage is higher in highly ordered bilayers,
a DPPC bilayer should provide an interesting comparison to observe the pore
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formation process within gel domains and explore the differences in threshold
voltage between each bilayer composition.
POPC
Three initial frames of an equilibrated POPC double bilayer at 297 K were subject
to an ion imbalance of +24, which achieved a TMV of approximately -1.75 V after
equilibration3. This bilayer composition contained a similar number of lipids per
leaflet to the POPE/POPG bilayers. Each simulation was conducted for 30 ns
and saw no pore formations within that time. Three more simulations were
constructed containing an ion imbalance of +28, which achieved a TMV of -1.95
V after equilibration. This TMV is roughly identical to the threshold voltage of
POPE/POPG bilayers when using an ion imbalance of +16.
Two of the three simulations (at -1.95 V) resulted in pore formations at ∼20
ns. Figure 6.7 depicts various membrane and system properties from one of
the electroporation systems analysed by Membrainy. The APL (Figure 6.7a)
reveals a large increase from ∼62 Å2 to ∼68 Å2 prior to pore formation, which
is a significantly greater increase in APL than observed in the POPE/POPG
simulations prior to pore formation (∼2 Å2). A sharp drop in APL is observed
upon pore formation, which coincides with a sharp drop in TMV (Figure 6.7b)
and an ion transfer rate of 3 cations/ns and 3.2 anions/ns (Figure 6.7c), which saw
roughly equal numbers of anions and cations pass through the pore in opposite
directions. The sharp drop in APL while the pore is open suggests that the
bilayers are relaxing as the electric field strength is reduced, which alleviates
the compression on the bilayers from electrostriction. Figure 6.7d depicts the
headgroup orientations measured between 5-30 ns from the +28 ion imbalance
simulation that failed to produce a pore within the simulation time, which allowed
for greater sampling of the headgroup orientations. This figure reveals a slight
shift in orientation for both anodic and cathodic leaflets, which indicate mean
orientations of 25.5 and 21.5 degrees respectively. This differs slightly from a
mean orientation of 23 degrees measured from a no-TMV system, revealing a 2.5
degree increase in orientation for the anodic leaflets and 1.5 degree decrease for
the cathodic leaflets. This shift in orientation is indicative of the headgroups
tending to align with the electric field and further signifies the additional electric
field strength within the anodic leaflets. These shifts in mean angles are in
3The equilibration is defined as the first 5 ns of the dynamics run, where the TMV stated is
not the initial TMV but the TMV achieved after the bilayers had laterally expanded.
138
(a) APL (b) Evolution of the TMV
(c) Ion imbalance (d) Headgroup orientations
Figure 6.7 Electroporation of a POPC bilayer with an ion imbalance of +28.
Membrainy was used to analyse various membrane and system
properties during the simulation, which saw pore formation occur
at ∼20 ns.
agreement with the angles measured by Böckmann et al. [117], who also conducted
electroporation simulations of POPC bilayers.
It is interesting to note that this bilayer composition requires an additional ion
imbalance of +12 to induce the same TMV observed in POPE/POPG bilayers.
This is likely due to the larger APL exhibited by POPC lipids, and suggests
that larger ion imbalances are required to induce electroporation in membranes
containing lipids that displace more surface area. This may provide a basis to
design antimicrobial agents or therapies that discriminate against membranes of
different compositions by exploiting this voltage-shift, whereby certain membrane
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compositions would be more susceptible to electroporation than others when the
ionic gradient or electric field strength across the membrane is precisely calibrated.
POPC/POPG
Ion imbalances of +24 and +28 were established in six initial frames (three at
each ion imbalance) of an equilibrated POPC/POPG (3:1) double bilayer at 297
K, which achieved TMVs of -1.7 V and -1.9 V respectively. These values are 0.05
V lower than those achieved by a pure POPC bilayer, which likely suggests that
POPG lipids displace slightly less surface area than POPC lipids.
(a) APL (b) Evolution of the TMV
(c) Ion imbalance (d) Headgroup orientations
Figure 6.8 Electroporation of a POPC/POPG (3:1) bilayer with an ion
imbalance of +28. Membrainy was used to analyse various
membrane and system properties during the simulation, which saw
pore formation occur at ∼10 ns.
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Only one pore was observed in a system containing an ion imbalance of +28
which saw pore formation occurring at ∼10 ns (Figure 6.8). The changes in
APL are very similar to those observed in the POPC bilayers (Figure 6.8a). In
addition, ions travelled through the pore at a rate of 3.25 cations/ns (Figure 6.8c),
similar to the rate observed in both POPC and POPE/POPG (3:1) simulations.
No anions passed through the pore, however this system had a similar setup
to the POPE/POPG (3:1) bilayers and saw only 30 anions per compartment
(and 116-144 cations per compartment). Figure 6.8d depicts the headgroup
orientations measured between 5-30 ns from a +28 simulation that failed to
produce a pore within the simulation time. These measurements reveal that
POPC lipids experience very little shift from their mean orientation of 19 degrees,
which is 4 degrees lower than those found in a pure POPC bilayer. POPG
lipids in the anodic and cathodic leaflets experience mean orientations of 1.5 and
5.5 degrees respectively, a significant decrease from their mean orientation of 10
degrees obtained from a no-TMV simulation. This no-TMV mean orientation is
also substantially lower than the mean orientation of 24.5 degrees observed from
POPE/POPG simulations, suggesting that replacing POPE lipids with POPC
lipids has a significant effect on the POPG headgroup orientations. Although the
cathodic leaflet sees a slight change in mean POPG orientation, the histogram
reveals very little difference when compared with the no-TMV POPG orientation
histogram; however, POPG lipids in the anodic leaflets experience a similar
increase in headgroup orientations between -90 and -15 degrees as observed from
the POPE/POPG (3:1) simulations, suggesting that anodic POPG headgroups
are being pulled into the bilayer.
When comparing these simulations to pure POPC bilayers, these results suggest
that the presence of negatively charged lipids in the bilayer composition has little
consequence on the electroporation process and the voltage required to induce
pore formation; however, both POPE/POPG (3:1) and POPC/POPG (3:1)
simulations display increased sensitivity in anodic POPG headgroup orientations
from the electric field, which may incur changes to the membrane properties and
electroporation threshold voltage by increasing the instability of the membrane.
Additional simulations are required to fully explore the consequences of a
negatively charged lipid on the electroporation process. It is also possible that
negatively charged lipids may restrict the flow of anions through the pore from
electrostatic repulsion, which cannot be determined from these simulations due to
the limitations imposed by the Ewald summation. One possible solution to bypass
this limitation would be to construct a double bilayer where each bilayer contained
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an equal and opposite charge, e.g. a POPE/POPG bilayer and a POPE/DOTAP
bilayer. This would allow for the monitoring of both anions and cations travelling
through transient water pores in anionic and cationic membranes.
DPPC
Ion imbalances of +16 and +20 were established in six initial frames (three at
each ion imbalance) of an equilibrated DPPC double bilayer at 297 K. Membrainy
determined that these bilayers contained ∼85% gel, and ion imbalances of +16
and +20 achieved TMVs of approximately -1.95 V and -2.4 V respectively, which
is 0.05 V higher than those observed across POPE/POPG bilayers.
(a) 2D surface map (b) Ion imbalance (c) Evolution of the
TMV
(d) Saturated order pa-
rameters
(e) APL (f) Leaflet thickness
Figure 6.9 Electroporation of a DPPC bilayer with an ion imbalance of +28
and gel content of ∼85%. Membrainy was used to analyse various
membrane and system properties during the simulation. These plots
reveal that electroporation of a DPPC bilayer in the gel phase is very
different to those previously observed in other bilayer compositions.
A small, slow functioning pore is formed at ∼13 ns and is highly
restrictive to ion transfer through the pore.
The three simulations at -1.95 V failed to achieve pore formation within the
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simulation time; however, two pore formations occurred in the simulations at -
2.4 V, one of which is depicted in Figure 6.9. Visual inspection of the trajectory
showed a toroidal pore which was considerably smaller than those observed
previously. A 2D surface map taken at 15 ns reveals this pore to occur in a thin
spot of the membrane with a diameter of ∼6.3 Å (Figure 6.9a). The small size of
the pore is likely due to the additional van der Waals forces between lipid tails in
the gel phase, which was observed by Polak et al. to bring extra stability to the
bilayer and restrict pore formation and duration [209]. The result is a very slow
passage of ions through the pore (Figure 6.9b), which achieves an ion imbalance
of +10 after 13 ns of activity, and an ion transfer rate of 0.33 ions/ns through the
pore, which is ∼9 times slower than pores observed in fluid bilayers. A resulting
TMV of -750 mV is observed (Figure 6.9c), which appears to be insufficient to
drive additional ions through the pore beyond 25 ns. An analysis of the order
parameters for saturated lipid tails between 5-10 ns reveals increased disorder in
both leaflets when compared to a no-TMV simulation (Figure 6.9d). Both the
APL (Figure 6.9e) and leaflet thickness (Figure 6.9f) reveal very little change in
each plot throughout the simulation when compared to similar plots from fluid
bilayer simulations. The fluctuations in both plots appear to have no correlation
with the changes observed in TMV, suggesting that both plots depict normal
fluctuations experienced by lipid bilayers. The other simulation that experienced
pore formation saw the pore form within the first few nanoseconds and remained
active for 14 ns, transferring ions at a rate of 0.5 ions/ns to yield a final imbalance
of +6 and a corresponding TMV of -400 mV.
The electroporation threshold voltage in this bilayer composition appears to be
higher than those of fluid bilayers, which all saw pore formation occur at around
-1.9 V within 30 ns. This strengthens the observations made by Reigada, Polak et
al., and Wang and Larson, which suggests that highly ordered membranes require
higher TMVs to induce electroporation [106, 208, 209]. This may provide another
basis for designing antimicrobial agents or therapies that discriminate between
different bilayer compositions.
6.2.6 Electroporation at different temperatures
Changing the temperature of a membrane can result in vastly different membrane
properties, especially when exploring bilayer compositions at, below and above
the transition temperature. Higher temperatures give rise to more energy within
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the lipids, which not only modify the membrane properties but may induce
changes to the pore formation process through differences in lipid dynamics. The
previous bilayer compositions were conducted at 297 K and found pore formation
in fluid bilayers to occur within 30 ns at a threshold TMV of approximately -1.9
V, whereas DPPC bilayers in the gel phase exhibited a threshold TMV of -2.4
V and produced a smaller, less stable toroidal pore with a slower passage of ions
through the pore.
To investigate the effects of temperature changes on pore formation, simulations
were constructed containing POPE/POPG (3:1), POPC/POPG (3:1) and POPC
double bilayers at 320 K. These simulations were then compared with the existing
simulations at 297 K to observe any differences in membrane or system properties.
POPE/POPG
As POPE/POPG bilayers have a transition temperature of 298-299 K [81], a
temperature of 320 K will give rise to higher levels of fluidity than previously
observed at 297 K. Membrainy was used to measure gel percentages from no-
TMV simulations for this bilayer composition at each temperature, which yielded
∼55.5% gel at 297 K and ∼19% gel at 320 K.
An ion imbalance of +20 was established across six simulations of a POPE/POPG
double bilayer at 320 K using six different initial frames. Each simulation was
conducted for 30 ns and saw TMVs of approximately -1.7 V. The same ion
imbalance at 297 K achieved a TMV of -2.35 V, indicating that an increase in
temperature of 23 degrees lowers the TMV by 650 mV. No pores were observed
to form within 30 ns in any of the six simulations.
Six additional simulations were constructed, three of which used an ion imbalance
of +24 and three with +26, achieving TMVs of -1.95 V and -2.05 V respectively.
One pore was observed to form at 29 ns with an ion imbalance of +24, and
another at 12 ns with an ion imbalance of +26.
Figure 6.10 depicts a comparison between POPE/POPG bilayers at 297 K (+20)
and 320 K (+26) which both resulted in pore formation at roughly identical
times. Figure 6.10a reveals that the 320 K simulation has an initial APL that
is ∼8 Å2 higher than that of the 297 K simulation, and appears to experience
a greater increase in APL prior to pore formation, suggesting that either fluid
bilayers or higher temperatures may allow the bilayers to be more responsive to
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(a) APL (b) Evolution of the TMV
Figure 6.10 (a) APL and (b) Evolution of the TMV measurements from two
POPE/POPG bilayers, one at 297 K with an ion imbalance of
+20 and the other at 320 K with an ion imbalance of +26.
electrostriction effects. Figure 6.10b reveals that the pore formation process is
almost identical between both simulations, which sees ion transfer through the
pores occur at roughly the same rate and result in similar TMVs.
This experiment suggests that the pore formation process in POPE/POPG
bilayers is identical at both temperatures, which occurs at the same threshold
TMV of approximately -1.95 V. However, to achieve this TMV required using an
ion imbalance of +16 at 297 K and +24 at 320 K, revealing an increase of +8
(a 50% increase) for simulations at 320 K. This is likely due to the larger bilayer
surface area from the increased fluidity incurred by POPE/POPG bilayers well
above the transition temperature.
POPC
Three initial frames of a POPC double bilayer at 320 K were subject to
ion imbalances of +28, which achieved TMVs of approximately -1.9 V. Each
simulation was conducted for 30 ns and saw two pore formations at 2.5 ns and 9
ns.
Figure 6.11 depicts a comparison between POPC bilayers at 297 K (+28) and
320 K (+28). The 320 K simulation sees an initial APL increase of ∼2 Å2 when
compared with the 297 K simulation. This is a much smaller difference than
observed between the POPE/POPG bilayers at 297 K and 320 K, which is likely
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(a) APL (b) Evolution of the TMV
Figure 6.11 (a) Area per lipid and (b) Evolution of the TMV measurements
from two POPC bilayers with ion imbalances of +28 and
temperatures of 297 K and 320 K.
due to both temperatures being well above the transition temperature for POPC
bilayers. Both systems see an initial TMV difference of ∼0.1 V and similar
ion transfer rates through the pores. These results suggest that an increase in
temperature from 297 K to 320 K in POPC bilayers has very little effect on
the pore formation process. This may also be true for any bilayer composition
sampling different temperatures in the same phase.
POPC/POPG
Three initial frames of a POPC/POPG double bilayer at 320 K were subject to
ion imbalances of +28, which achieved TMVs of approximately -1.85 V and is
0.05 V lower than that of a pure POPC double bilayer. Three pores were formed
at 4 ns, 11 ns and 27 ns.
Figure 6.12 depicts a comparison between POPC/POPG bilayers at 297 K (+28)
and 320 K (+28). Similarly to the POPC simulations, these plots show that
both temperatures, which are above the transition temperature, result in similar
TMVs, changes in APL, and ion transfer rates through the pores. The presence
of a charged lipid has no observable effect on the pore formation process when
comparing both temperatures to a pure POPC bilayer.
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(a) APL (b) Evolution of the TMV
Figure 6.12 (a) Area per lipid and (b) Evolution of the TMV measurements
of two POPC/POPG bilayers with ion imbalances of +28 and
temperatures of 297 K and 320 K.
6.2.7 Electroporation induced lipid flip-flopping
Transmembrane lipid translocation, more commonly known as lipid flip-flopping,
is the process in which lipids are translocated between the two opposing leaflets of
a bilayer [120]. This translocation occurs from both passive and active transport
mechanisms and plays a crucial role in the maintenance of asymmetric cell
membranes [121]. Gurtovenko and Vattulainen previously observed lipid flip-
flopping in simulated DMPC bilayers under the influence of an applied electric
field, whereby lipids translocate through transient water pores in both directions
[108].
To investigate the possibility of lipid flip-flopping through transient pores
established by an ion imbalance, a POPE/POPG (3:1) double bilayer was
constructed in which an ion imbalance of +20 was maintained with position
restraints using a force constant of 1000 kJ/mol nm2. Membrainy was modified
to monitor for lipid flip-flopping during the trajectory.
Figure 6.13 depicts the analysis of various membrane and system properties from
the simulation, which saw pore formation occur within the first few nanoseconds
and remain open for the duration of the simulation. Surprisingly, after the initial
equilibration, an immediate drop in TMV is observed (Figure 6.13a). This was
highly unexpected as the fixed ion imbalance was expected to maintain a constant
electric field strength, and therefore the TMV should only respond to changes in
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(a) Evolution of the TMV (b) Area per lipid (c) Leaflet symmetry
(d) Pore at 30 ns (e) 2D surface map at 30
ns
(f) Pore at 30 ns
Figure 6.13 Analysis of the POPE/POPG double bilayer with a fixed ion
imbalance of +20. (c) The leaflet symmetry defines the lipid
imbalance between leaflets, where a value of zero represents a
symmetrical bilayer and negative numbers represent lipid flip-
flopping from the anodic to cathodic leaflet. (d) and (e) reveal
that the pore formation is much larger than previously observed.
(f) A side-on image of the pore after 30 ns, where the phosphorous
atoms on POPE and POPG lipids are represented as black and
red (respectively) in the anodic compartment, and grey and orange
(respectively) in the cathodic compartment. Five POPG lipids had
flip-flopped from the anodic to cathodic leaflet via the pore.
APL. However, a comparison of the TMV and APL (Figures 6.13a and 6.13b)
reveals that the sharp drop in TMV occurred after the initial expansion of the
bilayers, suggesting that the TMV is being lowered through another mechanism.
One possible mechanism that may affect the TMV is the creation of an asymmet-
rically charged bilayer through the flip-flopping of POPG lipids. Asymmetrically
charged membranes were shown by Gurtovenko and Vattulainen to be capable
of modifying the TMV [212]. Figure 6.13c depicts the leaflet symmetry in the
bilayer, where a value of 0 indicates a symmetric bilayer and -2 indicates a
single flip-flop from the anodic to the cathodic leaflet. Upon pore formation,
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the leaflet symmetry shows both POPE and POPG lipids translocating from
the anodic to the cathodic leaflet. When visually inspected, these lipids formed
the toroidal structure of the pore, which further signifies that pore formation is
driven from the anodic leaflets. After 15 ns, the POPE lipids initially involved
in the pore structure return to the anodic leaflet whereas the number of POPG
lipids translocating to the cathodic leaflet increases. By 30 ns, one POPE lipid
has flip-flopped between both leaflets (achieving a leaflet symmetry of 0) and five
POPG lipids have flip-flopped from the anodic to the cathodic leaflet (achieving a
leaflet symmetry of -10). This suggests that the negatively charged POPG lipids
experience an increased tendency to flip-flop through transient pores towards
the cathodic leaflet, establishing an asymmetrically charged bilayer. The POPG
lipids within this simulation establish a charge imbalance of -10 within the bilayer,
which may play a role in lowering the TMV by countering the ion imbalance.
Figures 6.13d, 6.13e and 6.13f depict images of the pore shape and structure at
30 ns, where the pore appears significantly larger than those observed previously.
The side-on view in Figure 6.13f depicts the toroidal structure of the pore, where
the phosphorous atoms for POPE and POPG lipids in the anodic leaflet are
represented by black and red respectively, and grey and orange in the cathodic
leaflet. By 30 ns, five POPG phosphorous atoms from the anodic leaflet are
clearly visible in the cathodic leaflet, and one POPE phosphorous atom from
each leaflet has swapped. It should also be noted that the lipid flip-flopping in
this simulation is intermediate; most of the lipids that flip-flopped still reside in
both leaflets simultaneously by having one lipid tail in each leaflet. This suggests
that it would take longer than 30 ns for a lipid to completely translocate from
one leaflet to the other, which is in agreement with the study by Gurtovenko
and Vattulainen who found an average translocation time of 60 ns [108]. It is
also interesting to note that lipid flip-flopping was only observed to occur in the
lipids involved in the formation of the toroidal pore, and therefore the number of
POPG lipids observed to flip-flop is dependent on those lipids located at the site
of pore formation. It would be interesting to extend this simulation to observe
if the toroidal pore would allow other POPG lipids in the vicinity of the pore to
flip-flop.
Although the creation of an asymmetrically charged bilayer via the flip-flopping
of POPG lipids may provide an explanation for the TMV loss, a comparison of
Figures 6.13a and 6.13c reveals that the changes in the POPG symmetry occur
at different times to the changes in TMV. The sharp drop in TMV occurred
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between ∼2.5 ns and ∼8 ns, which corresponds to a leaflet symmetry value of -8
for both POPE and POPG lipids. However, after 8 ns the leaflet symmetry is
reduced to -4 for both lipid types, but the TMV exhibits a slight decline which
is not reflective of the changes in leaflet symmetry. This suggests that changes
in the leaflet symmetry may not be solely responsible for the observed changes
in TMV. Furthermore, the study by Gurtovenko and Vattulainen saw TMVs in
the range of 198 - 238 mV when simulating asymmetrically charged bilayers with
a charge imbalance in the range of 62 - 64. This is obviously a much greater
charge imbalance than that produced by five POPG lipids, suggesting that the
TMV change would be even smaller. Interestingly, the TMV lowers by ∼300
mV between 10 and 30 ns whereas the APL remains relatively constant during
this time. Therefore, it is likely that a combination of effects play a role in
determining the TMV, such as the APL, bilayer surface area and the surface
charge distribution, which changes significantly upon pore formation. Further
experiments are required to fully elucidate the role of each membrane and system
property on the TMV.
6.2.8 Conclusion
The electroporation of various bilayer compositions using different TMVs and
temperatures has been investigated, with the aim to broaden our understanding
of the electroporation process induced by an ion imbalance. Analytical techniques
were implemented into Membrainy that were specifically designed to analyse
systems of this nature. These include measurements of the TMV over time,
detection of lipid flip-flopping, and a separate analysis of the anodic and cathodic
leaflet properties.
A detailed analysis of electroporation induced by an ion imbalance across a
POPE/POPG (3:1) double bilayer at 297 K was made. A simulation was
conducted containing an ion imbalance of +20, which achieved an initial TMV
of -2.7 V. This TMV dropped to -2.35 V within the first 5 ns as the bilayers
were compressed through electrostriction, resulting in a lateral expansion of the
bilayers with a corresponding decrease in TMV due to the ion imbalance being
spread over a greater surface area. The bilayers remained intact for approximately
10 ns, in which measurements of the order parameters and headgroup orientations
were made. The order parameters for both saturated and unsaturated lipids
showed a significant increase in disorder when compared with a no-TMV system,
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and the anodic leaflets showed a further increase in disorder when compared with
the cathodic leaflets. The headgroups revealed a slight shift in mean orientations
where both POPE and POPG headgroups were observed to shift in order to
align with the electric field, which was also observed by Böckmann et al. in
simulations of POPC bilayers with applied electric fields [117]. An increase in
anodic POPG lipids with headgroup orientations between -90 and -15 degrees
was observed, suggesting that anodic POPG lipids were being pulled into the
bilayer. Pore formation was driven by the anodic leaflet upon which a sharp drop
in TMV was observed, corresponding to the flow of cations through the pore
from the cathodic to anodic compartment, resulting in a dissipation of the ion
imbalance. Membrainy showed this dissipation to occur at a rate of 3 cations/ns
with a corresponding drop in TMV at a rate of 650 mV/ns. The APL sharply
increased prior to pore formation, after which it lowered slightly but remained
higher than the starting APL. This is likely due to the pore remaining open
for the remainder of the simulation time due to its hydrophilic toroidal shape,
which holds water molecules within the bilayer. The leaflet thickness continuously
decreased prior to pore formation, after which it increased and settled to a
thickness slightly below the initial thickness. The standard deviations in leaflet
thickness increased prior to pore formation, suggesting that the leaflets were
becoming more perturbed. The anodic leaflets were consistently thinner than the
cathodic leaflets and exhibited greater deviations in thickness. These results were
duplicated and confirmed using different initial frames and randomised initial
velocities.
An unusual shift in double bond order parameters was observed in unsaturated
lipid tails, which saw anodic leaflets experience an decrease in order in the first
carbon of the double bond, and an increase in order for the second carbon when
compared with a no-TMV double bond. Cathodic leaflets saw the exact opposite
of this. To fully elucidate this, Membrainy was modified to produce histograms
of the anodic and cathodic C−H double bond angles, which revealed a shift in
mean orientation of 2-4 degrees and suggested that these bonds were tending to
align with the electric field. This is an interesting result as these C−H bonds
carry a slight charge of -0.15 and 0.15 respectively, yet they show a comparable
shift in mean orientation when compared with the lipid headgroups, which carry
considerably more charge and are more flexible than the C−H bonds. This
suggests that the electric field across the bilayers may be much larger in the
lipid tail region than in the headgroup region.
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To elucidate this difference in electric field strength and to understand why the
anodic leaflets experience greater changes in lipid properties than the cathodic
leaflets, the electric field strength across each double bilayer was analysed. This
was found to show glide reflection symmetry across a no-TMV system, with the
electric field peaking at 0.5 V/nm in both the headgroup region and the last few
carbons along the lipid tails. In each TMV system prior to pore formation, a
field strength of 0.5 V/nm was also observed in the headgroup region, suggesting
that the TMV has minimal influence on the headgroups. The lipid tail region
showed cathodic and anodic leaflets to experience peak field strengths of around
0.8 V/nm and 1.4 V/nm respectively, which likely explains why the TMV exerts
a greater influence on the anodic lipid properties over the cathodic lipids. The
shape of the electric field strength within the bilayer differs to those depicted
in the Böckmann et al. study, which shows a uniform field strength within the
lipid tails of both leaflets. This may be due to differences between using an ion
imbalance and an applied electric field. The Böckmann et al. study also saw pore
formation initiate from the anodic leaflets; however, they attributed this to the
dipole orientation of water molecules showing preference for inserting into anodic
leaflets. Interestingly, the study conducted by Gurtovenko and Lyulina used an
identical bilayer composition and force field to those used in the Böckmann et
al. study, and saw no preference for pore formation to occur in a specific leaflet.
A more detailed analysis and comparison of each simulation technique would be
required to fully elucidate each finding.
Additional double bilayers at 297 K were constructed comprising POPC,
POPC/POPG (3:1) and DPPC lipids. Each bilayer was tested using a
variety of ion imbalances to determine an approximate threshold TMV in
which electroporation would occur within 30 ns. This TMV was found to be
approximately -1.9 V for each bilayer composition at or above its transition
temperature, which corresponds to an electric field strength of ∼0.29 V/nm and
is of comparable strength to the threshold electric field strengths reported in
previous studies [117, 205]. A TMV of -2.4 V was required to induce pores in
DPPC bilayers at 297 K, which is well below the transition temperature and
comprised ∼85% gel. This suggests that bilayers in the gel phase may exhibit a
higher threshold TMV to induce pore formation than those in the fluid phase,
and is in agreement with a previous study by Reigada which saw preference for
pore formation in disordered regions of the bilayer over ordered regions [208].
Interestingly, to achieve a TMV of -1.9 V required an ion imbalance of +16
in POPE/POPG bilayers and +28 in POPC and POPC/POPG bilayers. This
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additional imbalance was needed because POPC lipids exhibit a larger APL than
POPE lipids, resulting in a lower TMV as the ion imbalance is spread over a larger
membrane surface area. This difference in ion imbalance may provide a basis
to design antimicrobial agents and therapies that discriminate between bilayer
compositions, and as such may be calibrated to electropermeabilise membranes
which exhibit smaller APLs while leaving those with larger APLs intact. There
were minimal differences observed when comparing POPC and POPC/POPG,
suggesting that the presence of a negatively charged lipid has no effect on
the electroporation process. However, both POPE/POPG and POPC/POPG
simulations observed a increase in POPG headgroups orientated towards the
bilayer centre, which may have consequences on the bilayer stability and pore
formation process. It is also unclear whether the presence of negatively charged
lipids would restrict the flow of anions through the pores, which could not be
determined from these simulations due to a lack of anions in the system to satisfy
the Ewald summation. One approach to explore the effects charged lipids may
have on ion transport through the pore is to construct a double bilayer where one
bilayer is cationic and the other is anionic, thus producing a neutrally charged
system and allowing for an equal number of anions and cations.
Pore formation was also studied at 320 K for POPE/POPG (3:1), POPC/POPG
(3:1) and POPC bilayers. The pore formation process was identical at each
temperature, which saw similar rates of ion transport through the pore and a
similar pore formation frequency. No change in ion imbalance was required in
POPC and POPC/POPG bilayers as an imbalance of +28 yielded similar TMVs
at both temperatures; however, POPE/POPG bilayers at 320 K required an ion
imbalance of +24 to achieve the same TMV observed with an ion imbalance of
+16 at 297 K. This is because the transition temperature for POPE/POPG is
298-299 K and therefore undergoes a phase change between the temperatures.
This phase change incurs an increase in APL, which lowers the TMV by around
650 mV at 320 K. Exploiting this TMV gap for membranes at or around
the transition temperature may provide another means to design antimicrobial
agents and therapies that discriminate between membrane compositions at certain
temperatures, and as such may allow for the electropermeabilisation of certain
bilayer compositions while others are left intact.
Gurtovenko and Vattulainen observed that transient pore formation allowed lipids
to translocate or flip-flop between leaflets in both directions while simulating
DMPC bilayers with applied electric fields. To further investigate this effect, a
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simulation of a POPE/POPG (3:1) double bilayer was conducted in which an ion
imbalance of +20 was maintained using position restraints, which allowed the pore
to remain active throughout the simulation. Membrainy was modified to detect
and monitor lipid flip-flopping during the simulation, which was conducted for 30
ns. Upon pore formation, both POPE and POPG lipids from the anodic leaflet
formed the toroidal structure of the pore, further signifying that pore formation
is initiated by the anodic leaflets. Approximately 10 ns after pore formation,
the POPE lipids within the pore moved back to the anodic leaflet, creating an
even distribution of POPE lipids between leaflets. Interestingly, POPG lipids
continued to translocate from the anodic leaflet to the cathodic leaflet. After
30 ns, one POPE lipid had flip-flopped between both leaflets and five POPG
lipids had flip-flopped to the cathodic leaflet. This suggests that POPG lipids
experience an increased tendency to flip-flop through transient pores towards the
cathodic leaflet, which corresponds to the anionic POPG headgroup moving in
the direction of the electric field. This system saw a drop in TMV from -2.35 V
to -650 mV immediately after pore formation, which was initially thought to be
due to the creation of an asymmetrically charged bilayer from the flip-flopping of
POPG lipids. However, the analysis of the simulation revealed that the POPG
lipids flip-flopped after this TMV drop, which implies that factors other than the
ion imbalance, APL and charged lipid distribution can contribute to changes in
the TMV. Further experiments are required to fully elucidate the influences on
the TMV from each membrane and system property.
6.3 Electroporation of model membranes using
charged peptides
In Section 6.2, the electroporation of a selection of lipid bilayer compositions,
temperatures, lipid phases and TMVs was explored using ion imbalances across
double bilayers. This use of an ion imbalance was originally presented in a study
by Sachs et al. [88], which showed this as an alternate means of establishing
a TMV across lipid bilayers without the need for an applied electric field. A
year later, Gurtovenko and Vattulainen showed that establishing a high voltage
TMV with an ion imbalance is capable of inducing electroporation [105]. In
their publication, they suggest the possibility of exchanging the ion imbalance
for charged peptides, such as cationic AMPs, which may induce the same
electroporation effects as observed when using an ion imbalance.
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The possibility of cationic peptides inducing electroporation in lipid bilayers has
yet to be explored through MD, but has been suggested in many experimental
studies. Binder and Lindblom saw an electroporation-like mechanism in the
binding of the cell-penetrating peptide penetratin which, at a threshold con-
centration, allows the internalisation of penetratin within lipid vesicles [213].
Wadia and Dowdy investigated several cell penetrating peptides for cancer-
specific therapies and found that increasing the number of charged residues in
the peptides improved the efficiency of peptide uptake into the cell [214]. Wender
et al. found that removing certain cationic residues in the HIV-1 tat protein
dramatically reduced its ability to translocate across the cell membrane [215].
A more recent study by Kennedy et al. showed that treating cells with cationic
peptides prior to applying an electric field enhanced membrane disruption [216].
These studies all suggest that many cell-penetrating peptides, which often
contain regions densely populated with cationic residues, may increase the local
permeability of the cell membrane to allow for the translocation of these peptides
into the cell. This may also be an additional step in the mechanisms that allow
AMPs to penetrate and disrupt cell membranes.
This section will use MD to explore the effects on lipid bilayers upon replacing the
ion imbalance with charged peptides. These simulations can then be compared
with the ion imbalance simulations conducted in Section 6.2 to observe any
differences.
6.3.1 Pexiganan
Pexiganan, which is sometimes referred to as MSI-78, is a synthetic amphipathic
cationic AMP derived from the magainin peptides that are isolated from the
skin of the African clawed frog [217]. Pexiganan is structurally similar to both
Magainin 1 and 2, containing many of the original residues and maintaining a
similar length. Various studies investigated the significance of each residue in
the magainin sequences in an attempt to understand its mechanism of action
and found that substituting specific residues, including increasing the number
of cationic residues, enhanced its potency [218–222]. Each enhancement was
combined to create Pexiganan, which holds a total charge of +10 achieved from
nine lysine residues and a positively charged N-terminus. Its mechanism of action
was probed through solid-state NMR which captured the formation of toroidal
pores in POPC bilayers [223].
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As the previous electroporation experiments with POPE/POPG bilayers utilised
an ion imbalance of +20, two Pexiganan peptides (containing a total charge of
+20) were inserted into the outer water compartment of a POPE/POPG (3:1)
double bilayer at 297 K using the program MoleculeInserter, in which the
peptides were positioned equidistant to each other and each bilayer (Figure 6.14a).
The simulation was energy minimised, equilibrated, and conducted for 30 ns.
(a) System setup (b) Electrostatic Potential
Figure 6.14 (a) The initial setup of a POPE/POPG (3:1) double bilayer
containing two Pexiganan peptides placed in the outer compartment
equidistant to each other and each bilayer, creating a charge
imbalance of +20. (b) The electrostatic potential of the pexiganan
system between 5-15 ns, which is compared with a system
containing an ion imbalance of +20.
Both peptides came into contact with the upper bilayer within a few nanoseconds;
however, by 5 ns one peptide had switched to the lower bilayer and remained
there for the remainder of the simulation. The electrostatic potential was
measured between 5-15 ns and compared with the electrostatic potential from
the original ion imbalance simulation discussed in Section 6.2.1 (Figure 6.14b).
This comparison reveals that the simulation containing two Pexiganan peptides
achieves an identical electrostatic potential across the bilayers when compared
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with an ion imbalance of +20, in which both approaches achieve a TMV of -2.35
V. This implies that Pexiganan, or more generally charged peptides, are capable
of generating a TMV across lipid bilayers to a similar extent as when using an
ion imbalance.
(a) Area per lipid (b) Evolution of the TMV
(c) Ion imbalance (d) 2D surface map
Figure 6.15 Analysis of the POPE/POPG (3:1) double bilayer undergoing pore
formation induced by 2x Pexiganan. The (a) APL and (b) TMV
measurements compared with an ion imbalance simulation reveal
that both approaches achieve similar mechanisms of pore formation.
(c) Cations were observed to flow through the pore, establishing
an ion imbalance that counteracts with the charge imbalance from
Pexiganan. (d) A 2D surface map taken from 19 ns, which shows
the pore to be ∼9.8 Å in diameter.
The Pexiganan simulation also saw pore formation to occur at ∼18 ns, which
appears to follow the same pore formation mechanisms as those induced by an
ion imbalance. Figures 6.15a-b reveal similar changes in APL and TMV when
compared to the original ion imbalance simulation conducted in Section 6.2.1.
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The rate of ion transfer through the pore is slightly slower, which saw 7 cations
travel from the cathodic to the anodic compartment at a rate of 1 cation/ns
(Figure 6.15c), compared to 3 cations/ns for the ion imbalance simulations. A
2D surface map was taken at 19 ns and indicates a pore diameter of ∼9.8 Å,
which is comparable in size to those formed by an ion imbalance (Figure 6.15d).
After 30 ns, an ion imbalance of -14 is established across the bilayers, yielding a
TMV of -300 mV. This suggests that the established ion imbalance, which in this
simulation is a surplus of cations in the central (anodic) compartment, is capable
of counteracting the charge imbalance established from the Pexiganan peptides,
resulting in a drop in TMV.
This experiment yields some interesting observations. Firstly, two Pexiganan
peptides are capable of inducing a TMV across a double bilayer, achieving a
virtually identical electrostatic potential along the simulation box when compared
with an electrostatic potential achieved by an ion imbalance of equal magnitude.
Secondly, these Pexiganan peptides are capable of inducing transient toroidal pore
formation in POPE/POPG (3:1) bilayers via electroporation mechanisms, and are
likely capable of inducing pores in other membrane compositions. Thirdly, pore
formation results in a loss of the TMV due to the transport of cations through
the pore into the anodic compartment, which drives an ionic gradient between
the membrane compartments and counters the charge imbalance established by
the peptides. This differs from pore formation induced by an ion imbalance which
drives an equilibrium of the ionic gradient between compartments. In physical
terms, this suggests that Pexiganan induced pore formation in cell membranes
would increase the number of cations within the cell, which may have implications
on the TMV and intracellular function. Finally, as Pexiganan is known to
disrupt the cell membrane and establish toroidal pores, could this use of the
electroporation phenomenon play a role in its mechanism?
To further investigate pore formation using Pexiganan, four duplicate simulations
were conducted with randomised initial velocities, three of which saw pore
formation within 30 ns (Figure 6.16a). Each pore formation was similar to that
of the previous simulation and saw cations flow through the pore into the anodic
compartment, resulting in a loss of TMV through partially neutralising the charge
imbalance from the peptides. No Pexiganan peptides were observed to insert into
the bilayers within the simulation time, and there was no observable correlation
between the bilayer containing the pore and the bilayer in which the peptides
interacted with.
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(a) Evolution of the TMV
(b) Image of Pexiganan blocking the pore (c) 2D surface map of Pexiganan blocking
the pore
Figure 6.16 (a) TMV measurements from multiple simulations of electro-
poration of POPE/POPG (3:1) double bilayers induced by two
Pexiganan peptides. The red plot saw pore formation directly
underneath a Pexiganan peptide, which obstructs the pore and
restricts the flow of ions through the pore, resulting in a resting
TMV of -900 mV. (b) Image of the simulation that saw a
Pexiganan peptide blocking the pore, taken at 30 ns. (c) 2D surface
map of the image displayed in (b).
One simulation (shown in red in Figure 6.16a) yields a resting TMV of -900
mV after pore formation, which is significantly higher than the resting TMVs
observed in the other simulations. A visual inspection of this trajectory showed
that the pore formed directly underneath one of the Pexiganan peptides (Figure
6.16b-c), which allowed the peptide to behave as a plug and obstruct the usual
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flow of cations through the pore. Two cations were observed to travel through
the pore at roughly 24 ns and 26 ns by passage through a small gap between the
peptide and the pore. The peptide, which has a helical length greater than the
diameter of the pore, showed no signs of travelling through the pore within the
simulation time.
Surprisingly, Figure 6.16a reveals that the TMV drops by more than double,
yet only two cations were transported through the pore. This would leave an
overall charge imbalance of +16 across the bilayers which was observed in previous
ion imbalance simulations to achieve a TMV of -1.9 V, a 1 V difference to this
simulation. Along with the observations made in Section 6.2, this further suggests
that the TMV cannot be entirely quantified by the APL and charge imbalance,
and is likely influenced by other factors such as the shape and charge distribution
of the bilayer.
6.3.2 Poly-l-lysine
Poly-l-lysine (PLL) is a simplistic cationic peptide containing n-repeats of the
residue lysine. Shima et al. showed PLL to be a potent antimicrobial agent against
gram-positive and gram-negative bacteria in vitro when n >= 10 residues [224].
When synthesised to a maximum of n = 25-30, the study found that increasing
the number of lysine residues increased the potency of PLL. When added to E.
coli, PLL was observed to strip the outer membrane followed by an abnormal
distribution of the cytoplasm, causing physiological damage to the cell.
In MD simulations, PLL can be synthesised to any value of n, allowing for a
precise calibration of the charge imbalance across double bilayers using one or
several peptides. To investigate the electroporation properties of PLL, seven
simulations of PLL+20 were constructed in which the peptide was synthesised as
alpha helical containing 20 lysine residues. PLL+20 was placed in the centre of
the outer water compartment of four initial frames of a POPE/POPG double
bilayer, taken after 50 ns, 80 ns, 90 ns and 100 ns of equilibration. Three of the
simulations saw position restraints placed on the peptide backbone atoms using
a force constant of 1000 kJ/mol nm2, which held the peptide in the centre of
the water compartment to restrict its contact with the bilayer surfaces. Each
simulation was energy minimised, equilibrated and conducted for 30 ns.
Figure 6.17a depicts the time evolution of the TMV for each simulation, which
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(a) TMVs of PLL+20 (b) TMVs of 2x PLL+10
Figure 6.17 TMV measurements for PLL+20 and two PLL+10 peptides. (a)
A pore was formed in each PLL+20 simulation. (b) The TMVs
of each PLL+10 simulation are depicted as solid lines, and their
corresponding PLL+20 simulations using the same initial frame are
depicted as dotted lines.
all saw pore formation between 3 and 13 ns and result in TMVs in the range of
0-500 mV. Interestingly, the two simulations that saw TMVs of 0 mV both had
final ion imbalances of -18, implying that a charge imbalance of +2 remained in
the system. The previous chapter (Section 5.4) showed that an ion imbalance of
+2 was capable of inducing a TMV of roughly -225 mV for this bilayer, which
further suggests that additional factors may play a role in determining the TMV.
These simulations also reveal that fixing the peptides in the centre of the box still
allows pore formation to occur, implying that the peptides do not need to be in
direct contact with the bilayers to induce electroporation.
Three more simulations were conducted using two PLL+10 peptides (containing
10 lysines each), which were inserted in the outer compartment of three initial
frames of the same POPE/POPG (3:1) double bilayer (80 ns, 90 ns and 100 ns)
and positioned equidistant to each other and to each bilayer. The peptides were
held in place using position restraints, and each simulation was equilibrated and
conducted for 30 ns. Two pore formations were observed, in which their TMV
measurements are depicted in Figure 6.17b along with those of the fixed PLL+20
simulations. The pore formation times in the 80 ns and 90 ns simulations were
roughly identical to those of PLL+20; however, the 100 ns simulation failed to
produce a pore within the simulation time.
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This provides an interesting comparison of the pore formation times (and perhaps
pore formation efficiency/frequency) between two systems with identical charge
imbalance, one having the imbalance localised in a single peptide and the other
having the imbalance spread between two peptides. This result suggests that a
single PLL+20 peptide and two PLL+10 peptides behave in a similar way, achieving
similar TMVs and pore formation times. However, based on a comparison of only
three initial frames, it is still unclear as to whether using two PLL+10 peptides over
one PLL+20 peptide would produce differences in the pore formation process in
this bilayer composition. This would make a very interesting experiment, either
in vitro or in vivo, to compare the use of double the concentration of PLL+10
with PLL+20, which may elucidate any variations in efficiency when inducing
pore formation and in exhibiting antimicrobial action.
6.3.3 Poly-glutamic acid
Poly-glutamic acid (PGLU) is another simplistic peptide which contains n-repeats
of the residue glutamic acid making the peptide highly anionic. PGLU has been
investigated as a drug and antigen delivery system for the treatment of cancerous
tumours and HIV-1 infection [225, 226].
To investigate the effects of a negatively charged peptide on a negatively charged
lipid bilayer, four simulations were conducted in which PGLU−20 was inserted
into the outer compartment of four initial frames of a POPE/POPG (3:1) double
bilayer, taken after 100 ns, 110 ns, 130 ns and 150 ns of equilibration. Position
restraints were placed on the backbone atoms of each peptide to prevent bilayer
contact, and the simulations were equilibrated and conducted for 30 ns. Each
simulation resulted in pore formation at approximately 10 ns, 15 ns and 28 ns,
where the latter simulation was extended for an additional 5 ns to capture the
resting TMV.
Figure 6.18 depicts the TMV measurements for each simulation. As this is
a negatively charged peptide, the TMV across the bilayers is now positive,
experiencing TMVs of approximately +2.35 V after the initial equilibration. Pore
formation occurred in a similar manner to those previously observed with cationic
peptides, with the exception that the anodic and cathodic leaflets/compartments
swap positions and cations are now observed to flow into the outer (anodic)
compartment where the PGLU−20 is situated. The order parameters and leaflet
thickness also confirm that the anodic and cathodic leaflets swap positions (data
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Figure 6.18 TMV measurements of four simulations containing poly-glutamic
acid (PGLU−20) with a POPE/POPG (3:1) double bilayer. Each
system started from a unique initial frame and resulted in pore
formation within 10-28 ns.
not shown) by showing that the outer leaflets experience a greater increase in
disorder and decrease in thickness when compared to the inner leaflets.
These results suggest that the sign of the charge imbalance (positive or negative)
appears to be irrelevant for electroporation to occur, which saw pore formation
induced by PGLU−20 peptides to occur on similar timescales to pore formations
induced by PLL+20 peptides. However, the flow of cations (and presumably
anions) has reversed, which suggests that cells may experience a surplus of anions
within the cell when treated with anionic peptides.
6.3.4 Comparison of electroporation induced by charged
peptides and ion imbalances
When inducing electroporation from an ion imbalance, the imbalance is spread
out over the entire water compartment, whereas when inducing electroporation
from charged peptides, the imbalance is highly localised over a single spot on the
membrane. This difference in charge distribution may have implications on the
pore formation time and frequency, and can be checked by comparing all previous
peptide and ion imbalance simulations that were initiated from the same initial
frame.
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Figure 6.19 Comparison of TMV measurements from simulations of ion
imbalances and charged peptides conducted from three initial
frames.
Figure 6.19 depicts the TMV measurements from simulations of two Pexiganan,
PLL+20, two PLL+10, K+20 (free) and K+20 (fixed), which began from the 80 ns,
90 ns and 100 ns initial frames. All peptides in these simulations were fixed in the
centre of the outer compartment, and the fixed ion simulations were constructed
by removing ten cations from the inner compartment and placing them in a linear
wire-like distribution in the centre of the outer compartment, which were then
fixed in place with position restraints using a force constant of 1000 kJ/mol nm2.
Both the 80 ns and 90 ns frames saw pore formation occur in all peptide
simulations at similar times; however, no pores were observed in any of the ion
imbalance simulations. The 100 ns frame saw pore formation occur in both the
ion imbalance and PLL+20 simulations, but no pore formations occurred with
two PLL+10 or two Pexiganan peptides. From this result, no general conclusions
can be drawn on the differences between the pore formation time and frequency
between using charged peptides and ion imbalances. A more in-depth study would
be required to further elucidate any possible differences between each approach.
This may also require the use of a larger membrane to distinguish between a
localised electric field from a charged peptide and an evenly distributed electric
field from an ion imbalance.
6.3.5 Conclusion
In this section, I have investigated a new approach of generating a TMV across
a double bilayer by substituting an ion imbalance with one or several charged
peptides. These peptides were shown to generate an electrostatic potential
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across the bilayers with similar shape and strength to the electrostatic potential
generated by an ion imbalance of equal magnitude. Furthermore, charged
peptides were shown to induce electroporation in double bilayers, where the
pore formation frequency, TMV, and ion transfer rate through the pore appears
indistinguishable to those induced with an ion imbalance. However, whilst
electroporation induced by an ion imbalance results in an equilibrium of the ionic
concentrations between membrane compartments, inducing electroporation with
charged peptides establishes a negative ion imbalance that counters the charge
imbalance of the peptides. This negative ion imbalance may have implications
for biological cells as cationic peptides would incur a surplus of cations within
the cell, whereas anionic peptides would incur a surplus of anions within the cell.
Furthermore, as many membrane-targeting AMPs are known to permeabilise the
cell membrane through the formation of toroidal pores, it is conceivable that
AMPs could utilise the electroporation phenomenon to assist in their mechanism
of action and to gain entry to the intracellular compartment.
Pexiganan, a synthetic cationic amphipathic helix, is one such AMP known
to permeabilise the membrane through the formation of toroidal pores in
anionic membranes [223]. To investigate whether Pexiganan can utilise the
electroporation phenomenon, simulations were conducted in which two Pexiganan
peptides were placed over a POPE/POPG (3:1) double bilayer, yielding a charge
imbalance of +20. These simulations yielded TMVs of approximately -2.35 V,
an identical TMV to those observed when using ion imbalances of +20. Pore
formation was also observed, and revealed no correlation between the bilayer
containing the pore and the bilayer in which the peptides interacted with.
Additional simulations were conducted in which the Pexiganan peptides were
fixed in the centre of the water compartment using position restraints, restricting
their contact with the bilayer surface. These simulations revealed that pore
formation can still occur without direct bilayer contact.
Similarly, simulations were conducted with the AMP Poly-l-lysine (PLL), a
simplistic cationic peptide comprising n-repeats of the residue lysine. This
peptide is known to strip the outer membrane of E. coli followed by an abnormal
distribution of the cytoplasm [224]. Simulations of PLL+20 and two PLL+10 were
conducted in which these peptides were placed over POPE/POPG (3:1) double
bilayers and fixed with position restraints. Pore formation was observed to occur
from both peptides with no observable differences in pore formation frequency
between each peptide. This could further be investigated by conducting in vitro
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experiments to ascertain whether one peptide is more effective than the other at
achieving antimicrobial action, where PLL+10 is used at double the concentration
of PLL+20. This may also determine whether electroporation plays a significant
role in the antimicrobial mechanisms of these peptides.
Electroporation was also induced by Poly-glutamic acid (PGLU), another
simplistic peptide containing n-repeats of the negatively charged residue glutamic
acid, and has been investigated as a drug and antigen delivery system for
the treatment of cancerous tumours and HIV-1 infection [225, 226]. PGLU−20
was observed to induce pore formation in a similar manner to PLL+20, with
the exception that these simulations saw the anodic and cathodic leaflets and
compartments swap places, and ions were observed to flow through the pore in the
opposite direction when compared with electroporation from cationic peptides.
As it appears that charged peptides and ions induce electroporation with similar
mechanisms, the question was asked as to whether the localisation of the charge
imbalance has an effect on the pore formation frequency, i.e. does having the
charge imbalance localised above a single spot on the membrane incur pore
formation faster or slower than when the charge imbalance is spread out over the
entire membrane surface? To investigate this, each existing peptide simulation
was compared to its corresponding ion imbalance simulation. Three frames were
chosen in which simulations of K+20 were compared with two Pexiganan (+20)
peptides, one PLL+20 peptide and two PLL+10 peptides. Additional simulations
were also conducted in which an ion imbalance was positioned in a wire-like
structure at the top of the simulation box and fixed with position restraints. From
the analysis, no conclusion could be drawn from the pore formation frequency
when differentiating between different charge imbalance distributions. Further
studies would be required to fully elucidate this, which may require the use of
larger membranes to distinguish between localised and evenly distributed charge
imbalances. Nevertheless, the results to date suggest that charged peptides induce
pore formation with similar mechanisms to those observed when using an ion
imbalance. This suggests that charged peptides, such as AMPs, may be capable
of utilise pore formation via electroporation to gain entry into the cell or assist
in their antimicrobial action.
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Chapter 7
Summary, discussion and future
work
In this thesis, I have presented several MD studies aimed at advancing our
understanding of various biological systems and phenomena, focusing on the
study of antimicrobial peptides, transmembrane potentials and electroporation
of lipid bilayers. I have also presented new software to analyse and interpret
the properties of lipid bilayers explored through MD simulations, allowing for
a greater understanding of the changes undergone by lipid bilayers in response
to environmental perturbations. To summarise, a brief outline of each project,
its conclusions and potential applications, including future work, are discussed
below.
Chapter 3 presents and discusses the development and implementation of the
software Membrainy: a ‘smart’, unified membrane analysis tool that provides
researchers with an integrated suite of analytical techniques targeted at the
measurement lipid bilayer properties. These properties often change in response
to various biological phenomena and environmental perturbations, including
interactions with AMPs and other charged peptides (Chapters 4,5 and 6),
changes in response to membrane potentials established via ionic gradients
(Chapters 5 and 6), and changes in response to transient pore formation due
to electroporation (Chapter 6). Existing tools were studied to identify their
advantages and disadvantages, and certain key elements were identified and used
in the design process of Membrainy. This includes the elimination of complicated
index files employed by tools such as g_order, which can take 15-20 minutes to
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construct, and parameter files used by tools such as GridMAT-MD, which contain
parameters that could easily be determined automatically through intelligent
detection algorithms. Membrainy automatically detects each membrane system
to analyse, including automatic force field detection, automatic double bilayer
detection, automatic lipid composition detection etc., allowing the user to focus
his or her efforts on the interpretation of the data rather than the operation of
the tool. Membrainy also eliminates the need to be compiled, in which existing
tools written in C require complicated compilations and have many dependencies
on existing libraries or software. It is these features that allow Membrainy to
provide a safer and more convenient alternative to existing tools. Furthermore,
Membrainy contains analytical techniques that are not available in existing tools,
further advancing its usefulness as a unified membrane analysis tool. Membrainy
has been published in the journal Source Code for Biology and Medicine and has
already contributed to the analysis of several studies outwith this thesis.
In addition to Membrainy, Chapter 3 also presents two lipid bilayer construction
tools, aimed at assisting the creation of single and double bilayer systems. The
tool BoxMod allows for a precise calibration of the ionic concentrations across lipid
bilayers and membrane compartments, a necessary process in the construction
of any lipid bilayer system. The tool MoleculeInserter allows molecules
to be positioned at a user-specified distance and orientation from the bilayer
surface, allowing for consistency when conducting multiple simulations involving
molecules and lipid bilayers. In addition, the post-analysis tool SmoothGraph is
presented, which allows the removal of fluctuations from data sets due to poor
sampling, thereby enhancing the visual finesse of the data set and assisting in the
interpretation of meaningful data.
Chapter 4 introduces the concept of regulating AMP activity through the forma-
tion of a coiled coil structure upon binding with an inhibitor peptide, whereby
the coiled coil formation restricts the AMP from adopting new confirmations
required to exhibit antimicrobial action. This concept may also be applicable
to non-AMPs, as any disease or biological process that utilises coiled coils may
also allow this vulnerability to be exploited. In this chapter, the AMP Cecropin-
B is used as a model system to explore the formation of coiled coils through
MD simulations. Despite sequence similarity to coiled coils, AMPs such as
Cecropin-B are incapable of coiled coil formation and therefore Cecropin-B was
mutated to incorporate the heptad repeats commonly associated with coiled
coils. This mutant peptide was used in the design of an inhibitor peptide,
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the anti-mutant, which incorporates sequence similarities but with oppositely
charged residues. Stain-dead assays conducted at NPL revealed the mutant to
retain antimicrobial activity, albeit at a reduced potency to the native Cecropin-
B. Assays containing the mutant and anti-mutant revealed anti-antimicrobial
activity at molar ratios of 1:5-10 respectively, and CD measurements provided
quantitative information of coiled coil interactions. The simulations presented
within this chapter reveal the Cecropin-B, Cecropin-B mutant and anti-mutant
to be partially unstructured in solution with approximately 25%, 50% and 65%
of helicity respectively. Simulations also reveal that coiled coil formation between
the mutant and anti-mutant is possible, but highly infrequent. This infrequency
is likely mediated by the strong tendency for these peptides to unfold in water,
where the unfolding is primarily driven by a proline residue in all three peptides,
disrupting the hydrogen bonds required to stabilise the helix.
This approach of using inhibitors to target peptides and proteins susceptible
to coiled coil formation is not limited to AMPs, and may have important
practical applications for development of new treatments for disease. A study
by Brandenburg et al. used a synthetic inhibitory peptide to block formation of
coiled coil susceptible amyloid aggregates, which are responsible for brain plaque
formation in Alzheimer’s and Parkinson’s disease [176]. Bianchi et al. used a
synthetic inhibitory peptide to block HIV-1 fusion with host cells by blocking
the gp41 protein via coiled coil mechanisms [177]. Lamb et al. used a synthetic
inhibitory peptide to block the function of an envelope protein in the human T-
cell leukemia virus and bovine leukemia virus [178]. The design and development
of inhibitors which form coiled coil structures therefore represents a very exciting
possibility for future therapies.
Chapter 5 presents an investigation into the insertion process of the MinD
membrane targeting sequence (MinD-MTS) into a model bacterial membrane.
This 11-residue peptide has its sequence taken from the C-terminus of the MinD
protein that plays a crucial role in the cell division of B. subtilis. In vitro
experiments by Strahl and Hamoen have shown MinD-MTS to increase its binding
affinity to bacterial liposomes upon establishing a TMV and, upon removal of the
TMV in B. subtilis, the MinD protein becomes delocalised [182]. MD simulations
showed the MinD-MTS to be an amphipathic helix that rapidly inserts into
POPE/POPG (3:1) bilayers within 50-100 ns. Prior to insertion, the MinD-MTS
was shown to perturb the lipid headgroups by causing an increase in mean POPG
headgroup orientation and a decrease in POPE headgroup orientation. Upon
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insertion, the hydrophobic face was observed to interface with the hydrophobic
core of the bilayer, extending 2-3 carbons down the lipid tails with a mean peptide
depth of 17.2 Å from the centre of the bilayer. At this point, Membrainy was
used to calculate the order parameters of the lipids in the annular shell of MinD-
MTS, revealing the presence of splayed lipid tails. This is a significant finding as
splayed lipid tails have been suggested to lead to membrane curvature, where the
depth of the peptide plays a role in assigning the shape of the curvature [192].
This type of analysis therefore has potential applications in studying or designing
peptides capable of sensing or inducing membrane curvature.
Surprisingly, the insertions of the MinD-MTS peptides occurred in simulations
with and without a TMV. This lead to a further investigation to detect changes
in membrane properties using a variety of bilayer compositions, temperatures
and voltages. These simulations found that the transition temperature of
POPE/POPG (3:1) bilayers is slightly lowered (by 1-2 degrees) when subjected
to a 1 V TMV, where bilayers at 295 K and 297 K experienced an increase in
fluidity (more so at 297 K) and bilayers at 300 K saw no significant changes.
These results provide conclusive evidence of changes in membrane properties in
POPE/POPG (3:1) bilayers when under the influence of a TMV, but only at
temperatures slightly below the transition temperature.
Many of the questions regarding the MinD-MTS experiments conducted by
Strahl and Hamoen remain unanswered. It is still unclear how this small
shift in transition temperature could play a role, if at all, in modifying the
binding affinity of MinD-MTS and the localisation of MinD. This is particularly
evident when considering that this small shift in transition temperature is
achieved with a TMV ∼5 times higher than those found in bacterial cells.
Furthermore, this shift in transition temperature would only affect the MinD
binding affinity and localisation in membranes slightly below their transition
temperature. Nonetheless, the results from this chapter provide insight into the
workings of lipid bilayers and the changes undergone when influenced by a TMV.
However, additional experiments are sought to further elucidate the mechanisms
behind the MinD binding affinity and localisation with bacterial membranes.
Given that MinD binding to B. subtilis is localised at the bacterial poles when
influenced by a TMV, future MD studies could focus on exploring the effects of
TMVs around curved membranes, such as those found at the bacterial poles, for
which the differences in surface areas on both sides of the membrane may incur
local changes to the TMV, or changes to the membrane properties that differ
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from those of planar bilayers to facilitate MinD binding.
The results from this study have been shared with Strahl and Hamoen, who
are conducting further research to investigate the link between TMVs, MinD
localisation, and the MinD-MTS binding affinity. It is likely that our research
collaboration will result in a publication in the near future. Additionally,
the research behind the MinD-MTS insertion process, which was conducted in
collaboration with the Department of Biochemistry at the University of Oxford,
is currently in submission.
Chapter 6 presents an investigation into the electroporation phenomenon,
whereby applied electric fields induce transient water pores in cell membranes.
The mechanisms behind the pore formation process have been captured using
MD [117, 203–205], and various studies have explored the implications of
electroporation with certain bilayer types [106, 206–209]. The research in this
chapter continues this exploration by investigating electroporation using a variety
of bilayer compositions and temperatures, allowing for a comparison of bilayers
with varying levels of fluidity, area per lipid, surface charge, and electric field
strength. The simulations within this chapter employ a ionic gradient approach
whereby electroporation is induced by an ion imbalance across a double bilayer.
This differs from the majority of electroporation studies which employ a uniform
electric field approach by adding an additional force component experienced by
each atom in the simulation box and, as such, the implications of electroporation
induced by an ion imbalance is largely unexplored.
The simulations presented in this chapter reveal that the pore formation process
appears identical to those induced by an applied electric field, with the exception
that pores formed through ion imbalances are short-lived: the pore allows the
equilisation of ionic concentrations between membrane compartments, resulting
in a dissipation of the ion imbalance and a lowering of the TMV. Prior to pore
formation, these simulations reveal a significant increase in disorder in the lipid
tails, with additional disorder in the anodic leaflets. Headgroup orientations
were observed to tend to align with the electric field; however, the shift in
mean orientation is only 1.5-2.5 degrees (in POPC and POPE/POPG (3:1)
bilayers) with TMVs of -2.35 V, with the greatest shift in the anodic leaflets.
This observation is consistent with those made by Böckmann et al. [117], who
saw similar shifts in headgroup orientations when using an applied electric field
with POPC bilayers. A shift in the lipid tails C−H bond angles was also
observed, which was noticeably more significant than the shift observed in the
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headgroup orientations. This was a surprising observation since the headgroup
is considerably more charged and flexible than the lipid tail C−H bonds. This
lead to an analysis of the electric field strength throughout the bilayer, revealing
an identical field strength in the headgroup region when compared to a no-
TMV bilayer. This analysis also saw a significantly greater field strength in
the lipid tail region, which peaks in the anodic lipid tails. This may provide
an explanation as to why the anodic leaflets experience greater perturbations in
membrane properties when compared to those of the cathodic leaflets.
In addition, the simulations within Chapter 6 also reveal a partial coupling
between the APL and TMV, suggesting that bilayer compositions with larger
APLs, or those transitioning from gel to fluid phases, will experience smaller
TMVs with the same ion imbalance. The threshold voltage to induce pore
formation within 30 ns appears to be roughly identical in all fluid bilayers (∼1.9
V), whereas DPPC bilayers in the gel phase exhibit a higher threshold voltage
(∼2.4 V). This higher threshold voltage agrees with the observations made by
Polak et al., and Wang and Larson, who observed that highly ordered bilayers
prevent the formation of water files within the bilayer due to increased stability
in the lipid tail region [106, 209]. Lipid flip-flopping was also observed to occur
via transient water pores, whereby neutrally charged lipids translocate through
the pore in both directions. A simulation utilising a constant ion imbalance
across POPE/POPG (3:1) bilayers revealed that the electric field drives POPG
lipids to flip-flop towards the cathodic leaflet, which gives rise to an asymmetric
bilayer. This may have potential applications in driving bilayer asymmetry via
electroporation mechanisms, and future simulations could explore the effect an
asymmetrically charged bilayer poses on the TMV.
This chapter also presents simulations to investigate the possibility of electro-
poration induced by charged peptides, a concept that has been suggested in
several studies but has remained unexplored with MD [213–216]. Simulations
of charged peptides (Pexiganan, Poly-l-lysine and Poly-glutamic acid) with
POPE/POPG (3:1) double bilayers revealed electroporation mechanisms whereby
charged peptides, which do not need to be in direct contact with the bilayer
surface, achieved identical TMVs and a pore formation process when compared
to using an ion imbalance of equal magnitude. One observed difference between
each approach is that electroporation via charged peptides drives an ionic gradient
between cellular compartments, whereas electroporation via ion imbalances
results in an equilisation of ionic concentrations. However, both approaches
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result in a dissipation of the TMV upon pore formation, suggesting that the
ionic gradient driven by electroporation from charged peptides results in a
neutralisation of the charge imbalance established by the peptides. This may
have implications for cells treated with cationic AMPs, which may experience a
flux of anions in the intracellular compartment prior to cell death. Furthermore,
as many AMPs are known to permeabilise the membrane through the formation
of pores, these simulations provide evidence to suggest that AMPs could utilise
the electroporation phenomenon to assist in their mechanism of action.
The research described in this thesis may have a number of practical applications
especially for the treatment of human diseases and infection. To better
our understanding of the interactions of peptides with both prokaryotic and
eukaryotic cells, the MD methods developed and presented in this thesis could be
used to optimise peptide interactions with cell membranes. This may involve
studying the insertion of amphipathic peptides to determine their effects on
the local membrane properties, and investigating how changes in lipid tail
flexibility may give rise to membrane curvature; or to increase peptide uptake
into cells through the induction of TMVs and pore formation via electroporation
mechanisms, where peptides can be designed to achieve optimal interactions with
pores to achieve efficient transport into the cytoplasm of cells. Depending on
the application, peptides could be designed to exploit differences in membrane
properties between different species; for example, to discriminate between
bacterial, human and cancer cells by designing peptides that specifically target
properties unique to each type of cell.
In addition to exploiting differences in membrane properties between different
cells, the observations from Chapter 6 suggest that temperature can significantly
effect the TMV of different bilayer compositions, resulting in different efficiencies
of pore formation which could be exploited for specific applications. In cancer,
for example, the site of the cancerous cells could be heated or cooled to promote
higher poration efficiencies and increased uptake of therapeutic drugs, while
limiting uptake to healthy cells. Alternatively, the cancer site could be injected
with ionic solutions or charged molecules, with the aim of modifying the TMV
for increased membrane permeabilisation via electroporation mechanisms.
In conjunction with optimised peptide design, further functionalities could be
achieved by the addition of membrane targeting sequences, such as the MinD-
MTS, into the sequences of peptides or proteins in order to facilitate efficient
binding and insertion into cell membranes. These additions may have potential
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applications for improved drug delivery into bacteria or cancer cells by improving
their interactions with cell membranes. For the treatment of cancer, there is
significant interest in inhibiting or blocking certain intracellular proteins which
are known to be key drivers of the cancer. A major example is peptide inhibitors
of the proteins hDM2 and hDMX, which down regulate the cancer-suppressing
protein p53 in a wide range of different cancers and for which peptide inhibitors
have been developed using classical methods without the availability of advanced
MD methods [227].
Aside from using MD to design better peptides for the treatment of disease
and infection, other applications of the research described in this thesis can be
envisaged. For example, the preservation of food stored at room temperature or
fridge temperature could be enhanced by utilising AMPs which are specifically
designed to kill bacteria at these temperatures. Creams for the treatment of
topical infections such as bacterial, fungal and parasitic infections, could include
charged peptides or molecules which increase the uptake of the active ingredient
via electroporation mechanisms, improving the efficiency of these treatments. The
same approach could be applied to antiseptics and antimicrobial wipes, whereby
antimicrobials are utilised along with charged molecules or charged surfaces to
more efficiently kill microbes than simple alcohols or antiseptic chemicals. AMPs
could also be utilised in agriculture, whereby crops could have their genetic
sequences modified to include the genes for such AMPs to inhibit growth of
microbes, thus improving food yield and quality.
Whilst the above applications of MD are broad and varied, it is important to
understand that living cell membranes are a fluid mixture of lipid bilayers and
numerous other surface molecules, such as sugars and glycoproteins. As a result,
the MD study of peptides optimised for binding to and transportation into cells
should be integrated with biological studies with live cells in order to measure
actual biological effects on cells. Such biological studies are likely to uncover
unexpected actions of certain peptides which can then be further optimised with
the assistance of MD. In addition, biological studies with live organisms would
provide a further screening step for the evolution of peptides for therapeutic uses.
Thus it is envisaged that the next stage in the development and application of the
MD tools developed in this research would be integration into multidisciplinary
research projects to achieve a powerful combination of in silico, in vitro and in
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Böttcher, and Beate Koksch. Inhibition of amyloid aggregation
by formation of helical assemblies. Chemistry-A European Journal,
17(38):10651–10661, 2011.
[177] Elisabetta Bianchi, Marco Finotto, Paolo Ingallinella, Renee Hrin,
Anthony V Carella, Xiaoli S Hou, William A Schleif, Michael D Miller,
Romas Geleziunas, and Antonello Pessi. Covalent stabilization of coiled
coils of the hiv gp41 n region yields extremely potent and broad inhibitors
189
of viral infection. Proceedings of the National Academy of Sciences of the
United States of America, 102(36):12903–12908, 2005.
[178] Daniel Lamb, AW Schuttelkopf, DM Van Aalten, and David W Brighty.
Highly specific inhibition of leukaemia virus membrane fusion by interaction
of peptide antagonists with a conserved region of the coiled coil of envelope.
Retrovirology, 5(1):70, 2008.
[179] Joe Lutkenhaus. Assembly dynamics of the bacterial mincde system and
spatial regulation of the z ring. Annu. Rev. Biochem., 76:539–562, 2007.
[180] William Margolin. Ftsz and the division of prokaryotic cells and organelles.
Nature Reviews Molecular Cell Biology, 6(11):862–871, 2005.
[181] Tim H Szeto, Susan L Rowland, Cheryl L Habrukowich, and Glenn F King.
The mind membrane targeting sequence is a transplantable lipid-binding
helix. Journal of Biological Chemistry, 278(41):40050–40056, 2003.
[182] Henrik Strahl and Leendert W Hamoen. Membrane potential is important
for bacterial cell division. Proceedings of the National Academy of Sciences,
107(27):12281–12286, 2010.
[183] Takashi Katsu, Tomofusa Tsuchiya, and Yuzaburo Fujita. Dissipation of
membrane potential of escherichia coli cells induced by macromolecular
polylysine. Biochemical and biophysical research communications,
122(1):401–406, 1984.
[184] Joel M Kralj, Daniel R Hochbaum, Adam D Douglass, and Adam E Cohen.
Electrical spiking in escherichia coli probed with a fluorescent voltage-
indicating protein. Science, 333(6040):345–348, 2011.
[185] Shirley Mazor, Tomer Regev, Eugenia Mileykovskaya, William Margolin,
William Dowhan, and Itzhak Fishov. Mutual effects of mind-membrane
interaction: Ii. domain structure of the membrane enhances mind binding.
Biochimica et Biophysica Acta (BBA)-Biomembranes, 1778(11):2505–2511,
2008.
[186] Julian G Hurdle, Alex J O’Neill, Ian Chopra, and Richard E Lee. Targeting
bacterial membrane function: an underexploited mechanism for treating
persistent infections. Nature Reviews Microbiology, 9(1):62–75, 2010.
[187] JL Gifford, HN Hunter, and HJ Vogel. Lactoferricin. Cellular and molecular
life sciences, 62(22):2588–2598, 2005.
[188] LilyAnn Jeu and Horatio B Fung. Daptomycin: a cyclic lipopeptide
antimicrobial agent. Clinical therapeutics, 26(11):1728–1757, 2004.
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Abstract5
Background: The study of biological membranes using Molecular Dynamics has become an increasingly popular
means by which to investigate the interactions of proteins, peptides and potentials with lipid bilayers. These
interactions often result in changes to the properties of the lipids which can modify the behaviour of the membrane.
Membrainy is a unified membrane analysis tool that contains a broad spectrum of analytical techniques to enable:
measurement of acyl chain order parameters; presentation of 2D surface and thickness maps; determination of lateral
and axial headgroup orientations; measurement of bilayer and leaflet thickness; analysis of the annular shell
surrounding membrane-embedded objects; quantification of gel percentage; time evolution of the transmembrane









Results: Each analytical component within Membrainy has been tested on a variety of lipid bilayer systems and was
found to be either comparable to or an improvement upon existing software. For the analytical techniques that have




Conclusions: Membrainy is a user-friendly, intelligent membrane analysis tool that automatically interprets a variety
of input formats and force fields, is compatible with both single and double bilayers, and capable of handling
asymmetric bilayers and lipid flip-flopping. Membrainy has been designed for ease of use, requiring no installation or
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The cell membrane plays a crucial role in many bio-24
logical systems, not only as a container for intracellular25
contents but also as an osmotic barrier, a platform for26
transmembrane proteins and fusion events, a means for27
maintenance of chemical and electrostatic potentials, and28
a barrier for drug and antibody delivery into the cell [1].29
Cell membranes are primarily composed of phospholipids30
arranged in a bilayer and have been studied heavily with31
a host of experimental techniques including nuclear mag-32
netic resonance, electron paramagnetic resonance and33
electron microscopy [2-5]. Recent developments in lipid34
force field parameters have lead to a wide range of molec-35
ular dynamics (MD) studies involving lipid bilayers which36
aim to improve the spatial and temporal resolution over37
*Correspondence: Cait.Macphee@ed.ac.uk
Institute for Condensed Matter and Complex Systems, School of Physics and
Astronomy, The University of Edinburgh, Mayfield Road, Edinburgh, UK
existing experimental techniques [6]. In many of these 38
studies, the membrane can be seen as a dynamic system 39
that changes in response to environmental perturbations. 40
Understanding the behaviour of the lipids can be crucial to 41
understanding the behaviour of the system, e.g. to under- 42
stand why certain amphipathic peptides prefer to insert 43
into fluid or curved regions of the membrane [7,8], or to 44
understand the effect a membrane-embedded object has 45
on the mechanical properties of the surrounding lipids 46
[9]. An improved understanding of the lipid behaviour 47
in response to environmental perturbations may lead to 48
advances such as improved drug design and delivery into 49
the cell [10]. 50
There are several tools freely available to analyse indi- 51
vidual components of the membrane such as its thickness, 52
curvature, area per lipid, or acyl chain order parame- 53
ters [11-13]; however, we were unable to locate tools 54
that provide measurements of other membrane prop- 55
erties such as headgroup orientations, gel/fluid ratios, 56
© 2015 Carr and MacPhee; licensee BioMed Central. This is an Open Access article distributed under the terms of the Creative
Commons Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and
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lipid mixing/demixing entropy, etc. Furthermore, many of57
these existing tools are targeted towards the experienced58
user, requiring complicated installations and configura-59
tion files to operate. Existing platforms for the creation60
of analytical tools such as MDTraj [14] and MDAnaly-61
sis [15] rely on the installation of additional packages to62
operate and as such may be problematic for non-Linux63
users.64
We present Membrainy, an intelligent membrane anal-65
ysis tool that endeavours to provide both the inexperi-66
enced and experienced user access to a wide range of67
analytical techniques to enable the measurement of var-68
ious membrane-specific properties from planar bilayer69
trajectories. Membrainy was designed for simplicity and70
ease of use, requiring no compilation and minimal user-71
input to operate. As the range of lipid bilayer studies is72
broad, Membrainy was designed to automatically inter-73
pret a variety of bilayer compositions and force fields,74
and is capable of interpreting single, double and asym-75
metric bilayers. Membrainy can interpret dynamic mem-76
branes that undergo structural changes such as lipid77
flip-flopping, and employs different analytical approaches78
when switching between atomistic, united-atom or coarse79
grained force fields. A suite of analytical techniques is80
integrated within Membrainy. Acyl chain order param-81
eters quantify the degree of order in the lipid tails, a82
measure often associated with lipid fluidity [16-18]. Head-83
group orientations provide a measurement of the angles84
observed in the lipid headgroup relative to the membrane85
surface, and have been shown to be sensitive to elec-86
tric charges and dipole fields [19]. Lipid mixing/demixing87
entropy is a quantification of the level of mixing between88
two or more lipid types, which plays an important role in89
a wide variety of cellular functions including DNA fusion90
and phase transitions [20]. The transmembrane voltage91
(TMV) across a double bilayer can be measured over time,92
and may be of particular importance in electrophysiology93
or electroporation simulations [21-23]. Generation of sur-94
face maps provide a high resolution 2D representation of95
the bilayer surface and is particularly helpful when look-96
ing at defects, undulations and gel clusters that may not97
be easily observable in 3D visualisation software. Gel per-98
centages quantify the fluidity of the bilayer by measuring99
the linearity of the lipid tails. Measurements of leaflet and100
membrane thickness may be of importance in simulations101
where bilayers undergo electrostriction [24]. The detec-102
tion and measurement of lipid flip-flopping may be useful103
in bilayers containing transient water pores [25]. Finally,104
the ability to perform a separate analysis on the annular105
shell of lipids surrounding molecules, whether inserted or106
in close contact with the membrane surface, may be help-107
ful in understanding how these molecules affect the local108
properties of the membrane, such as changes in lipid tail109
flexibility [26].110
Implementation 111
Membrainy has been written in Java, which provides 112
maximum compatibility across a range of operating sys- 113
tems, requires no compilation and enables the safe and 114
efficient execution of multithreaded code. Membrainy 115
contains various multithreaded algorithms to optimise 116
efficiency and processor use across a range of architec- 117
tures. These include algorithms for using multiple threads 118
to load larger trajectory files, for preloading the next 119
frame in the trajectory while the current frame is being 120
analysed, and for running each analytical technique in par- 121
allel. Membrainy has been primarily designed for use with 122
the GROMACS MD package [13], and contains a user 123
interface that should be intuitive to GROMACS users. 124
Membrainy is capable of reading GROMACS xtc, trr, tpr, 125
cpt and gro trajectory file types, along with the stan- 126
dard pdb trajectory file type used by other MD packages 127
(e.g. AMBER [27], CHARMM [28], NAMD [29], etc.). 128
Membrainy has been implemented with the CHARMM36 129
[30], Berger/GROMOS87 [31] and Martini v2.0 [32] force 130
fields, and is expandable to include other force fields and 131
trajectory formats. Asymmetric bilayers and lipid flip- 132
flops are detected by assigning each lipid to a correspond- 133
ing leaflet depending on the height of its phosphorous 134
atom relative to the geometric centre of the bilayer. All 135
output graphs are readable by the Grace plotting soft- 136
ware [33] and are preprogrammed with appropriate axis 137
labels and titles. Double bilayer systems are automatically 138
detected and incur additional output plots which con- 139
tain averages of the inner and outer leaflets for certain 140
analytical techniques. 141
Order parameters 142
Order parameters for saturated and unsaturated lipid tails 143







where θ is the angle the C−H bond vectors along the lipid 145
tails make with the membrane normal [34], taken as the 146
z-axis for planar bilayers. This approach utilises each indi- 147
vidual C−H bond in the lipid tails. As united-atom force 148
fields lack non-polar hydrogen atoms, the above equation 149
is modified to include the relation 150




which is derived from the order parameter tensor [35], 151
and achieved by defining molecular axes where the z- 152
axis encompasses the Ci−1−Ci+1 vector, the y-axis lies 153
on the plane containing Ci−1−Ci−Ci+1, and the x-axis 154
is orthogonal to the y and z axes. The angles that the 155
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used to determine Sxx and Syy from Eqn. 1. Martini order157
parameters are calculated from the equation158
P2 = 12
(
3 cos2 〈θ〉 − 1) (3)
where θ is the angle between the lipid tail bonds and the159
membrane normal.160
The final order parameter for each technique is averaged161
over all leaflets in the system, and Membrainy will also162
produce separate order parameters for each lipid type and163
leaflet. For atomistic and united-atom force fields, Mem-164
brainy plots the values of −SCD for each carbon along the165
lipid tails. This experiences maximum order at 0.5 and dis-166
order at -1, whereas the Martini force field experiences167
maximum order at P2 = 1 and disorder at P2 = −0.5.168
Membrainy can also produce histograms of the angles169
measured by each technique. To maximise performance,170
the order parameter algorithms are multithreaded, where171
each lipid tail type (e.g. POPE-palmitoyl, POPE-oleoyl,172
etc.) is assigned its own thread, allowing much of the173
analysis to be conducted in parallel.174
Headgroup orientations175
Membrainy calculates lateral and axial headgroup orien-176
tations, producing a histogram for each lipid type. The177
lateral angles are calculated by establishing a headgroup178
vector from two reference atoms, one being the phos-179
phorous atom and the other being another atom on the180
headgroup. This vector is then projected onto the mem-181
brane normal to produce an angle. The histograms are182
plotted in the range -90 to 90 degrees, where a value of 0183
indicates the headgroup is parallel to the membrane sur-184
face and positive angles indicate the headgroup is pointing185
away from the membrane. Axial angles are calculated by186
projecting the headgroup vector onto the membrane sur-187
face, taken as the xy plane, to produce a radial angle188
between 0 and 2π . Each axial angle is plotted for each189
lipid over time. This algorithm has been multithreaded,190
where each lipid type is assigned its own thread and run191
in parallel.192
2D surface maps193
The membrane surface can be represented in a 2D map by194
binning the heights of each atom in each leaflet into a 2D195







φni−1,j + φni+1,j + φni,j−1 + φni,j+1
)]
(4)
where Ai,j is the highest atom in cell i, j, φn+1i,j is the result-197
ing scalar value produced by the method, and the final198
term is the sum of the neighbouring cells’ scalar values.199
Iterating over this method produces a scalar field of suc-200
cessive displacement, generating a series of Gaussians that201
can be scaled and mapped to a colour to produce a con- 202
tour map of the leaflet surface. These maps also behave 203
as density maps, producing more prominent Gaussians 204
in regions of the lattice containing a high density of 205
atoms, such as lipid tails in the gel phase. The scalar 206
field is colour-coded such that blue regions indicate thin 207
or sparsely populated regions of the leaflet, red indicates 208
thick or densely populated regions, with green between 209
the two. Black areas represent a hole or pore in the leaflet, 210
which is identified by unpopulated regions of the lattice. A 211
map for each leaflet is displayed through a graphical inter- 212
face in real-time and can be saved as an image. Membrainy 213
will also overlay the positions of molecules and ions on 214
the maps. As iterative approaches can be computationally 215
expensive, each leaflet is assigned its own thread allowing 216
the maps to be generated in parallel. 217
Leaflet/membrane thickness, area per lipid and gel 218
percentage 219
Membrane thickness is determined by calculating the 220
average height of a user-specified reference atom, typi- 221
cally the phosphorous atom, for each leaflet. The average 222
height of the reference atom for two opposing leaflets can 223
then be subtracted. Leaflet thickness is calculated by sub- 224
tracting the average height of the reference atom with the 225
geometric centre of the bilayer. A 2D thickness map can 226
also be produced by binning the reference atoms into a 227
2D lattice and applying the same algorithm used by the 228
2D surface maps. Membrainy offers a simple area per lipid 229
(APL) calculation by dividing the box area by the num- 230
ber of lipids per leaflet, and will automatically produce 231
multiple APLs for asymmetric bilayers or when lipid flip- 232
flopping is detected. Gel percentages can be approximated 233
by comparing the force field distance between the first 234
and last carbon atoms in the lipid tails with the distance 235
found in the trajectory files. As fluid lipid tails are non- 236
linear, this distance is typically much less than the force 237
field distance. A user-specified tolerance is assigned to the 238
force field distance, and any lipid with a trajectory distance 239
above this tolerance is counted as a ‘gel’ lipid. 240
Annular shell analysis 241
Membrainy isolates the annular shell of lipids around 242
molecules by calculating a distance vector between each 243
atom in the bilayer with each atom in the molecule. If 244
the distance between any two atoms is within a user- 245
specified radius, the lipid is counted as being within the 246
shell. These lipids can then be analysed to determine 247
their properties. A control group can also be established 248
by selecting random lipids outside of the shell from the 249
same leaflet, comprising either a fixed number of lipids, 250
an identical number of lipids to those found within the 251
shell or all lipids outside of the shell. An option exists to 252
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and peptides are known to show selectivity for inserting254
into fluid regions [36]. Gel lipids are identified using the255
same technique described above. If multiple molecules are256
present, the user may specify one, several or all molecules257
to construct annular shells for, and Membrainy will assign258
a thread to each molecule, populating the shells in par-259
allel. The output plots contain an average of all shells in260
the system. Membrainy is also fitted with an annular shell261
analysis algorithm to produce detailed records of which262
lipids occupy the shell at any given time and which lipids263
spent the longest time in the shell. In mixed bilayer com-264
positions, Membrainy will plot the ratio of lipid types265
found within the shell over time.266
Evolution of the TMV267
In double bilayer systems, the TMV can be extrapolated268
from the average electrostatic potential between the two269
bilayers, which is calculated from a double integral of270
Poisson’s equation271












and is achieved by splitting the simulation box into ‘slices’272
along the z-axis and calculating the charge density in each273
slice [37]. The box is then corrected such that (0) = 0.274
Membrainy utilises the GROMACS tool g_potential275
by splitting the full trajectory into smaller trajectories and276
calculating the electrostatic potential in each trajectory.277
The TMV can then be extrapolated from each smaller tra-278
jectory and recombined to produce a voltage against time279
measurement over the full trajectory.280
Lipid mixing/demixing entropy281
Membranes containing two or more lipid types can have282
their lipid mixing/demixing quantified as an entropy with283
the equation284
S(x1,.., xN ) = N
∑
xi,nbi
p(xi, nbi) log p(xi | nbi) (6)
as described by Brandani et al. [38], where p(xi, nbi) is285
the probability to find a lipid of type xi neighboured to a286
lipid of type nbi, and p(xi | nbi) indicates the conditional287
probability that a lipid is of type xi given that its neigh-288
bour is of type nbi. To calculate the entropy, a distance289
vector is established between the phosphorous atoms on290
each lipid in a leaflet to determine the nearest neighbour-291
ing lipid and its type. This information is then binned into292
a probability matrix and normalised such that the total293
probability is always 1, and then used with Eqn. 6 to pro-294




ρxi log ρxi (7)
where ρxi is the density of a lipid of type xi. A scaled 297
entropy is also produced such that Smax = 1. 298
Results and discussion 299
Membrainy was tested on Linux 64-bit machines contain- 300
ing 2-8 cores on a selection of single and double bilayer 301
trajectories employing the CHARMM, GROMOS and 302
Martini force fields. Where appropriate, results were com- 303
pared with either existing software, experimental values, 304
or judged for logical consistency. 305
Order parameters 306
Order parameters are a measure of the level of order or 307
entropy in the lipid tails and can give insight into the fluid- 308
ity of the membrane, as gel lipids exhibit a greater degree 309
of order over fluid lipids. Membrainy was used to generate 310
order parameters for various bilayer compositions, which 311
found saturated lipid tails to be comparable to those pro- 312
duced by the GROMACS tool g_order in the CHARMM 313
and GROMOS force fields. For bilayers employing the 314
CHARMM force field, Membrainy yields more accurate 315
order parameters to g_order by utilising each C−H 316
bond vector, whereas g_order ignores these vectors and 317
instead reconstructs them from the Ci−1−Ci+1 vector in 318
a similar approach used by Membrainy with united-atom 319
force fields. The order parameters for unsaturated lipids 320
were also comparable, excluding the region around the 321
double bond in which g_order calculates incorrectly. 322
Membrainy automatically generates the necessary lipid 323
tail information required to calculate order parameters, 324
requiring no user-input. This is a significant improve- 325
ment over g_order which requires a lengthy setup of 326
user-constructed index files. This also restricts the order 327
parameter analysis to a fixed number of lipids and as such 328
it would be difficult to conduct an annular shell analysis 329
with g_order. 330
Annular shell analysis 331
The properties of the lipids in close proximity to other 332
molecules, whether inserted or in close contact with 333
the membrane surface, may be modified by the pres- 334
ence of such molecules and result in local changes to 335
the membrane. Membrainy isolates an annular shell of 336
lipids surrounding a peptide, protein or other molecule, 337
and compares its properties to lipids outside of the shell. 338
As an exemplar, we inserted the MinD membrane tar- 339
geting sequence (MinD-MTS) into the headgroup region 340
of a POPE/POPG (3:1) double bilayer. This peptide is 341
an 11-residue cationic amphipathic helix located at the 342
C-terminus of the MinD protein that plays an important 343
role in the cell division of Bacillus subtilis [39]. Using a 344
shell radius of 4 Å, the order parameters of the lipids 345
located within the shell were analysed over 50 ns and 346
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number of lipids selected randomly from outside of the348
shell within the same leaflet. The order parameters reveal349
an increase in disorder for lipid tails within the shell when350
compared to those outside of the shell (Figure 1), whichF1 351
suggests the presence of splayed lipid tails. This phe-352
nomenon has previously been predicted for amphipathic353
peptides inserted into the headgroup region of lipid bilay-354
ers [26]. The option to ignore all gel lipids from the control355
group was enabled as our chosen peptide had inserted into356
a fluid region of the bilayer that contained ∼27% gel at 300357
K. Without this option, the control group was observed to358
sample a more ordered phase of lipids, providing an inac-359
curate comparison with the fluid lipids found within the360
shell. The annular shell analysis algorithm revealed that361
lipids were continuously entering and exiting the shell,362
and saw approximately 10-14 lipids occupy the shell at363
any given time. Membrainy can also determine lipid type364
ratios within the shell for mixed bilayer compositions,365
which may be useful when studying molecules that give366
rise to an enrichment of certain lipid types. This measure-367
ment revealed an average lipid ratio of 2.6:1 POPE:POPG368
within the shell, suggesting that MinD-MTS gives rise to369
an enrichment of POPG lipids, likely mediated by the370
increased electrostatics between the cationic peptide and371
anionic POPG headgroups.372
Figure 1 Annular shell order parameters. The order parameters of
saturated lipid tails from an annular shell analysis of MinD-MTS, an
amphipathic helical peptide inserted into a POPE/POPG (3:1) double
bilayer at 300K. The shell order parameters are shown in black, along
with two control groups: the red plot uses the option built into
Membrainy to ignore all gel lipids, which produces a more accurate
control group for this peptide as it resides in a fluid region of the
bilayer; and the blue plot contains both gel and fluid lipids. The
differences between the black and red plots indicate the presence of
splayed lipid tails in the annular shell, whereas the blue plot is
sampling the wrong phase of lipids and provides an inaccurate
comparison to the lipids within the annular shell.
Evolution of the TMV 373
The TMV is the electrical potential found across biologi- 374
cal cell membranes and plays a crucial role in a wide range 375
of cellular processes, including the transport of nutri- 376
ents into and out of the cell, biophysical signaling, and 377
cell proliferation [40-42]. Membrainy is capable of mea- 378
suring the time evolution of the TMV across a double 379
bilayer, which may be of importance in electrophysiology 380
and electroporation simulations. As an exemplar, numer- 381
ous electroporation simulations were conducted for 30 382
ns using POPE/POPG (3:1) double bilayers. These sys- 383
tems were initially established with ion imbalances of +20, 384
achieved by moving 10 cations from the inner (anodic) 385
water compartment to the outer (cathodic) water com- 386
partment, similar to the approach taken by Sachs et al. 387
[43]. Transient water pores were observed to form after 388
a random time interval, allowing both cations and anions 389
to travel through the pores in opposite directions, result- 390
ing in a loss of the initial ion imbalance. Membrainy was 391
used to produce TMV against time measurements for 392
each simulation, one of which is depicted in Figure 2. This F2393
measurement reveals an initial TMV of -2.65 V, which 394
lowers to -2.35 V during the first 5 ns due to the lat- 395
eral expansion of the bilayers undergoing electrostriction. 396
Once a pore had formed, a sharp drop in TMV is observed 397
at a rate of 0.75 V/ns, corresponding to ion transport 398
through the pore at a rate of 3 ions/ns. The resulting TMV 399
is indicative of the remaining ion imbalance (+2). These 400
measurements provide an informative way to monitor 401
Figure 2 Evolution of the TMV and membrane thickness. A
POPE/POPG (3:1) double bilayer was subject to an ion imbalance of
+20, achieving an initial TMV of -2.65 V. Within 5 ns, the TMV lowers to
-2.35 V as the bilayers expand laterally and experience a thickness
reduction due to electrostriction. At 15 ns, a transient water pore
formed through electroporation, allowing ions to travel through the
pore in opposite directions. This resulted in a rapid loss of the initial
ion imbalance which incurs a sharp drop in TMV. By 17 ns, the TMV is
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changes to the TMV during a trajectory, and can be used402
in electroporation simulations to determine the time at403
which a pore is formed and the rate at which the TMV is404
dissipated.405
Leaflet/membrane thickness and area per lipid406
Using the same electroporation simulation as above,407
Membrainy was used to measure the leaflet and mem-408
brane thickness over the trajectory (with the membrane409
thickness depicted in Figure 2). This membrane thickness410
steadily decreases prior to pore formation, corresponding411
to the electrostriction effects experienced by the bilayers412
from the TMV. After pore formation, the bilayer thickness413
sharply increases as the TMV is dissipated, suggesting414
that the electrostriction effects had diminished and the415
bilayers were able to relax towards their initial thickness.416
Similar results were obtained for the leaflet thickness, and417
interestingly the anodic leaflets were observed to be con-418
sistently thinner than the cathodic leaflets prior to pore419
formation, which was also observed by Böckmann et al.420
in a similar electroporation study [44]. Membrainy was421
used to calculate the APL during the simulation, which422
revealed an increase in APL prior to pore formation, and a423
decrease afterwards. This result was identical to the APL424
produced with the GROMACS tool g_order, which can425
output the box dimensions over time to be converted to an426
APL.427
Lipid flip-flopping428
Transmembrane lipid translocation, more commonly429
known as lipid flip-flopping, is the process in which lipids430
are translocated between the two opposing leaflets of a431
bilayer [45]. This translocation occurs from both pas-432
sive and active transport mechanisms and plays a crucial433
role in the maintenance of asymmetric cell membranes434
[46]. Lipid flip-flopping has also been observed in sim-435
ulated DMPC bilayers through electroporation, whereby436
lipids translocate through transient water pores in both437
directions [25].438
Membrainy was used to detect lipid flip-flopping dur-439
ing a 30 ns simulation of a POPE/POPG (3:1) double440
bilayer, in which an ion imbalance of +20 was maintained441
with position restraints. A pore formed within 5 ns and442
remained open for the duration of the simulation. Figure 3F3 443
depicts the TMV and leaflet symmetry measurements444
during the simulation, where the leaflet symmetry is cal-445
culated by subtracting the number of lipids in the cathodic446
leaflets from the number of lipids in the anodic leaflets,447
and therefore a value of -2 indicates a single flip-flop448
to the cathodic leaflet. Upon pore formation, the leaflet449
symmetry reveals that the toroidal structure of the pore450
mainly comprised POPE and POPG lipids from the anodic451
leaflet. This is likely due to the tendency for transient452
water pores to initiate formation from the anodic water453
Figure 3 Lipid flip-flopping. TMV and leaflet symmetry
measurements of a POPE/POPG (3:1) double bilayer undergoing
electroporation over 30 ns. A value of -2 in leaflet symmetry indicates
a single flip-flop from the anodic to the cathodic leaflet. A pore was
formed within 5 ns, which saw both POPE and POPG lipids from the
anodic leaflet form the toroidal structure of the pore. After 15 ns, the
POPE lipids within the pore return to the anodic leaflet while
additional POPG lipids translocate to the cathodic leaflet. By 30 ns,
one POPE lipid had flip-flopped from both leaflets (producing a
symmetry of 0) and five POPG lipids had flip-flopped to the cathodic
leaflet. This suggests that POPG lipids are more susceptible to
flip-flopping towards the cathodic leaflet through transient water
pores when under the influence of a TMV.
compartments, as observed by Böckmann et al. [44]. After 454
15 ns, the POPE symmetry returns to zero, indicating 455
that the distribution of POPE lipids across both leaflets 456
has equalised; however, the POPG symmetry steadily 457
decreases, indicating that POPG lipids are translocating 458
through the pore towards the cathodic leaflet. By 30 ns, 459
one POPE lipid in each leaflet had flip-flopped and five 460
POPG lipids had flip-flopped to the cathodic leaflet. This 461
suggests that POPG lipids experience a greater tendency 462
to flip-flop through transient water pores in bilayers sub- 463
ject to a high voltage TMV, in which the POPG lipids are 464
translocated towards the cathodic leaflet, likely due to the 465
additional forces acting on the anionic POPG headgroups 466
from the electric field. Membrainy has therefore detected 467
and interpreted lipid flip-flopping through a transient 468
pore within this system. 469
2D surface maps and gel percentage 470
Surface maps were generated for POPE/POPG (3:1) 471
bilayers at 297 K, 300 K and 320 K, and DPPC and 472
POPC bilayers at 297 K using the CHARMM force field 473
(Figure 4). The 300 K POPE/POPG bilayer contained the F4474
MinD-MTS inserted into the headgroup region, and the 475
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Figure 4 2D surface maps. These maps depict leaflets taken from a variety of lipid bilayer simulations. Red hexagonally packed dots represents gel
clusters and black areas indicate the presence of a pore or hole in the leaflet. (a) and (b) depict POPE/POPG (3:1) bilayers at two temperatures,
where (a) is near the transition temperature and contains ∼53% gel, and (b) is in the fluid phase and contains ∼14% gel. (c) and (d) depict POPC
and DPPC bilayers at 297 K, containing ∼16% and ∼85% gel respectively. These percentages correspond with the correct phase of each bilayer as
297 K is above the transition temperature for POPC and below that of DPPC. The DPPC map also reveals a smudged appearance to the gel clusters
which is indicative of lipids in the tilted Lβ ′ phase. (e) depicts an inserted MinD-MTS peptide in a POPE/POPG (3:1) bilayer at 300 K. (f) depicts a
leaflet containing a transient water pore established through electroporation in a POPE/POPG (3:1) bilayer at 297 K.
electroporation. As 297 K is approximately the transition477
temperature for POPE/POPG bilayers [47], Membrainy478
detected ∼53% gel within the bilayer. This percentage is479
accurately portrayed in the surface map (Figure 4a) where480
approximately half of the map appears as gel, represented481
by hexagonally packed red dots (the hexagonal packing482
of lipid tails occurs naturally in gel domains). The same483
bilayer was analysed at 320 K and showed ∼14% gel,484
which is also portrayed in the surface map (Figure 4b)485
by showing fewer gel clusters. The POPC bilayer at 297 486
K shows a highly fluid bilayer with ∼16% gel (Figure 4c), 487
whereas the DPPC bilayer at 297 K shows ∼85% gel 488
(Figure 4d). These measurements are in agreement with 489
their corresponding transition temperatures of 271 K for 490
POPC bilayers and 314 K for DPPC bilayers [48]. Inter- 491
estingly, the DPPC bilayer exhibits gel lipids in the tilted 492
Lβ ′ phase which is portrayed in the surface map by the 493
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maps were generated for the bilayer containing an inserted495
MinD-MTS peptide (Figure 4e) and the bilayer from496
the previous electroporation simulation containing a497
transient water pore (Figure 4f ). These 2D surface maps498
provide an alternative representation of the bilayer, capa-499
ble of producing both a contour and density map that por-500
trays gel clusters, pores, surface undulations and defects501
that may not be easily seen in 3D visualisation software502
such as VMD [49] and Pymol [50].503
Headgroup orientation504
The lipid headgroup is the polar interface between the505
membrane core and the intracellular/extracellular spaces506
and has been observed to exhibit sensitivity to electric507
charges, dipole fields, and temperature effects [51,52].508
Experimental techniques have shown the lipid headgroup509
to sit roughly perpendicular to the lipid tails with a510
variation of around 30 degrees to the membrane sur-511
face [19,53]. In MD simulations, measurements of lipid512
headgroup orientations can provide an effective means513
to compare bilayers undergoing environmental perturba-514
tions, such as those under the influence of a TMV. As515
an exemplar, a POPC double bilayer was equilibrated for516
100 ns without a TMV, after which a 30 ns simulation517
was conducted using an ion imbalance of +28, achiev-518
ing a TMV of -1.95 V. Membrainy was used to measure519
the headgroup orientations before and after applying a520
TMV, which yielded a mean angle of 23 degrees in both521
leaflets without a TMV, and mean angles of 25.5 and 21.5522
degrees in the anodic and cathodic leaflets respectively523
after applying a TMV. This reveals a shift of +2.5 degrees524
in the anodic leaflets and -1.5 degrees in the cathodic525
leaflets, suggesting that the headgroups in both leaflets526
are tending to align with the electric field. These measure-527
ments are comparable to those found by Böckmann et al.528
[44].529
Lipid mixing/demixing entropy530
The entropy of lipid mixing/demixing provides a mea-531
sure of the two-dimensional spatial heterogeneity of532
any lipid bilayer system, and a means to study changes533
following an environmental perturbation. A bilayer was534
constructed containing 1512 POPE and 504 POPC Mar-535
tini lipids, where the POPC lipids were initially clustered536
together in a quadrant of the bilayer creating a per-537
fectly demixed system. This bilayer was simulated for538
200 ns and its trajectory was analysed by Membrainy to539
produce a scaled mixing entropy over time (Figure 5).F5 540
These measurements reveal an initial entropy of 0.3,541
which immediately increases as the system began to mix.542
By ∼150 ns the entropy settles just below the theoret-543
ical maximum entropy, indicating the bilayer was fully544
mixed. Membrainy has therefore quantified the level of545
mixing/demixing in this system.546
Figure 5 Mixing entropy. The mixing entropy of a POPE/POPC (3:1)
bilayer over 200 ns, scaled such that Smax = 1. The bilayer is initialised
such that POPC lipids (shown in red) encompass the lower left
quadrant of the bilayer and the remaining bilayer contains POPE
lipids (shown in green), creating a perfectly demixed system. An initial
entropy of 0.3 is observed, which increases as the lipid types mix
together. By 150 ns, the resulting entropy settles just below the
theoretical maximum entropy, indicating a perfectly mixed system.
Conclusions 547
Membrainy is an important tool for any membrane simu- 548
lation where the lipids may undergo changes in response 549
to environmental perturbations. Membrainy was designed 550
to be simple and powerful, requiring no compilation 551
and minimal user-input to run, and offers a wide range 552
of analytical techniques for the calculation of various 553
membrane-specific properties including those that, to 554
our knowledge, are not currently available with existing 555
software. Membrainy is capable of automatically inter- 556
preting a wide range of lipid bilayer systems, including 557
those with complex lipid compositions, or those utilis- 558
ing single, double or asymmetric bilayers. Membrainy will 559
automatically detect the force field in use, and is able 560
to adapt to dynamic membranes that undergo structural 561
changes such as lipid flip-flopping. We have shown Mem- 562
brainy to be a useful and effective tool for analysing a 563
broad scope of biological effects and environmental per- 564
turbations acting on lipid bilayers that may incur changes 565
to the lipids and therefore modify the properties of the 566
membrane. 567
Availability and requirements 568
Project Name: Membrainy 569
Project home page: www.membrainy.net 570
Operating systems: Platform independent 571
Programming language: Java 572
Other requirements: Java v1.6 or higher, GROMACS v4 573
or higher (to enable some features) 574
License: GNU GPL v2 575
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Background: Direct antagonists of native antimicrobial peptide (AMP) sequences are unknown.
Results: Complementary antagonistic sequences can co-fold with AMPs into functionally inert assemblies.
Conclusion: Antagonists act as anti-AMPs.
Significance: The findings offer a molecular rationale for anti-AMP responses with potential implications for antimicrobial
resistance.
Antimicrobial or host defense peptides are innate immune
regulators found in all multicellular organisms. Many of them
fold into membrane-bound -helices and function by causing
cell wall disruption in microorganisms. Herein we probe the
possibility and functional implications of antimicrobial antago-
nism mediated by complementary coiled-coil interactions
between antimicrobial peptides and de novo designed antago-
nists: anti-antimicrobial peptides. Using sequences from native
helical families such as cathelicidins, cecropins, and magainins
we demonstrate that designed antagonists can co-foldwith anti-
microbial peptides into functionally inert helical oligomers. The
properties and function of the resulting assemblies were studied
in solution, membrane environments, and in bacterial culture
by a combination of chiroptical and solid-state NMR spectros-
copies, microscopy, bioassays, and molecular dynamics simula-
tions. The findings offer a molecular rationale for anti-antimi-
crobial responses with potential implications for antimicrobial
resistance.
Intermolecular recognition by peptides is a critical aspect of
regulatory processes at cellular interfaces (1). Native systems
ranging from viral fusion proteins (2) and SNARE complexes
(3) to membrane skeletal networks (4) and harbor domains of
enteric pathogens (5) rely on specific -helical coiled coils to
maintain interfacial contacts in a highly cooperative manner.
Amphipathic helical monomers can be designed to incorporate
alternative interfaces into such assemblies, thereby disrupting
regulatory processes (6). By contrast, amphipathic antimicro-
bial helices bind to microbial membranes without a priori
requirements for specific assemblies (7). Given their sequence
similarities with coiled coils, antimicrobial peptides may be
challenged by co-assembly with antagonistic helices, a propo-
sition that has so far been unexplored. Thus, the overall aim of
this study is to explore the hypothesis that antimicrobial activ-
ity in peptides can be effectively neutralized by the formation of
inert coiled-coil complexes.
Coiled-coil sequences show heptad repeats of hydrophobic
and polar residues (usually designated abcdefg), in which a and
d form hydrophobic interfaces (8). To form contiguous inter-
faces the a/d patterns of corresponding helices must be in reg-
ister, which is prevented by the average spacing of hydrophobic
residues along a coiled-coil sequence being 3.5 residues. This is
less than one complete turn (3.6 residues) of a monomeric
-helix (9). To rectify this discrepancy a/d patterns impose a
slight left-handed twist enabling left-handed helix-crossing
angles in the coiled-coil bundle, which permits, but does not
guarantee, stable coiled coils. Further stabilization is required
through complementary electrostatic interactions at e and g
sites of successive heptads between partner strands (i.e. g-e
interactions: g of one heptad and e of the following heptad
on the other helix) (Fig. 1) (8, 9). Therefore, in assigning
coiled-coil patterns in antimicrobial sequences it is neces-
sary to consider hydrophobic a/d pairs in conjunction with
charged e/g pairs.
Antimicrobial peptides (AMPs)2 are cationic amphipathic
structures that fold and oligomerize in anionic phospholipid
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membranes (7). By this convention, antagonistic sequences are
anionic amphipathic helices that remain unfolded in solution
and in membrane environments but fold upon binding to cati-
onic AMPs (Fig. 1). The strength and stability of this binding
depend on helical propensity and persistence length. An anti-
microbial sequence can comprise up to 50 amino acid residues
(7, 10; see also antimicrobial sequences database at the bbcm
Web site at the University of Trieste, Italy), and most helical
AMPs contain 20–35 residues which should be sufficient for
coiled-coil formation (11). However, and importantly, native
antimicrobial helices often incorporate helix-disrupting motifs
to facilitate membrane insertion. Common examples include
glycine zipper G(X)nG motifs, where X is any residue and n 
3–6 (12, 13). Length correlations between these motifs and
antimicrobial peptides are not obvious. For instance, bom-
binins prefer n  3 as do membrane proteins that incorporate
glycine zippers for transmembrane helix dimerization, whereas
cecropins, defensins, and magainins tend to have variable n, a
strategy also used by proteins to specify phosphate binding and
domain folding (14–19). Given these dependences and prefer-
ences for longer coiled coils in membrane proteins (2–5) it was
appropriate to probe one sequence having a relatively long and
uninterrupted helical stretch and another longer sequence con-
taining G(X)nG motifs. A cathelicidin, bovine myeloid antimi-
crobial peptide-27 (b27) (20), and cecropin B (cB), originally
isolated from the cecropia moth Hyalophora cecropia (21) met
the requirements (Fig. 1).
EXPERIMENTAL PROCEDURES
Peptide Synthesis—All peptides were synthesized on a Liberty
microwave peptide synthesizer (CEM Corporation) using stan-
dard solid phase Fmoc (N-(9-fluorenyl)methoxycarbonyl) proto-
cols on Rink amide-4-methylbenzhydrylamine resins with
HCTU/DIPEA as coupling reagents. Peptides were purified by
semipreparative RP-HPLC on a JASCO HPLC system (model
PU-980; Tokyo, Japan) and confirmed by MALDI-TOF mass
FIGURE 1. Peptide design. A, cathelicidin type: bovine myeloid antimicrobial peptide-27 (b27) and anti-b27. B, cecropin type: native cecropin B (cB), cecropin
B template (cBt), and anti-cecropin B template (anti-cBt). Linear sequences (top) and configured onto helical wheels (bottom) are monomeric with 3.6 residues
(left) and coiled-coil with 3.5 residues (right) per turn. Antimicrobial peptides and antagonists are shown in blue and red, respectively. Mutations in cBt are in
black, and key residues in helix-disrupting motifs are underlined. Three overlapping G(X)nG motifs are highlighted by horizontal brackets. Double-headed arrows
denote electrostatic e-g interactions.
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spectrometry (Bruker Daltonics) with -cyano-4-hydroxycin-
namic acid as the matrix.
MS [MH]: b27, m/z 3282.2 (calc.), 3283.2 (found); anti-
b27, 3138.3 (calc.), 3139.3 (found); cB,m/z 3834.5 (calc.), 3836.0
(found); cBt, m/z 3968.1 (calc.), 3969.1 (found); anti-cBt, m/z
3843.4 (calc.), 3843.4 (found); m2, m/z 2465.9 (calc.), 2467.0
(found); m2t, m/z 2526.1 (calc.), 2526.1 (found); m2t2, m/z
2555.3 (calc.), 2556.2 (found); anti-m2, m/z 2529.8 (calc.),
2529.8 (found); anti-m2t2, m/z 2560.9 (calc.), 2562.0 (found).
[MNa] and [MK] were also found.
High Performance Liquid Chromatography—Analytical and
semipreparative gradient RP-HPLC was performed on a
JASCO HPLC system using Vydac C18 analytical (5 m) and
semipreparative (5 m) columns. Both analytical and semi-
preparative runs used a 10–60% B gradient over 50 min at 1
ml/min and 4.5 ml/min, respectively, with detection at 230 and
220 nm. Buffer A was 5% and buffer B was 95% aqueous
CH3CN, 0.1% TFA.
Lipid Vesicle Preparation—The lipids, 1,2-dilauroylphos-
phatidylcholine (DLPC) and 1,2-dilauroyl-sn-glycero-3-phos-
pho-(1-rac-glycerol) (DLPG), 75%/25% (w:w) used for lipo-
some construction were from Avanti Polar Lipids. The lipids
were weighted up, dissolved in chloroform-methanol (2:1, v:v),
dried under a nitrogen stream, and placed under vacuum over-
night. The resulting film was hydrated to 10 mg/ml total lipid
concentration in 10 mM phosphate buffer, pH 7.4. The suspen-
sion was then extensively vortexed, sonicated (30 °C), and
extruded using a hand-held extruder (Avanti Polar Lipids) (15
times, polycarbonate filter, 0.05 m) to give a clear solution
containing small unilamellar vesicles, which were analyzed (50
nm) by photon correlation spectroscopy.
Photon Correlation Spectroscopy—Vesicles were resus-
pended to a final concentration of 1 mg/ml and were analyzed
on a Zetasizer Nano (ZEN3600,Malvern Instruments,Worces-
tershire, UK). Dynamic light scattering batch measurements
were carried out in a low volume disposable cuvette at 25 °C.
Hydrodynamic radii were obtained through the fitting of auto-
correlation data using the manufacture’s software, Dispersion
Technology Software (DTS version 5.10).
Circular Dichroism Spectroscopy—All CD spectra were
recorded on a JASCO J-810 spectropolarimeter fitted with a
Peltier temperature controller. Allmeasurementswere taken in
ellipticities in millidegrees and converted to molar ellipticities
([], deg cm2 dmol1) by normalizing for the concentration of
peptide bonds. Aqueous peptide solutions (300 l, at a given
concentration) were prepared in filtered (0.22 m) 10 mM
phosphate buffer, pH 7.4. CD spectra recorded in the presence
of synthetic membranes are for lipid:peptide molar ratio of
100:1. CD titrations were performed at 20 °C by titrating anti-
cBt (177.5 M) into cBt (30 M) to achieve anti-cBt/cBt molar
ratios from 0.1 to 2.
Linear Dichroism Spectroscopy—Solution-phase flow linear
dichroism spectroscopy was performed on a JASCO-810 spec-
tropolarimeter using a photo elastic modulator 1/2 wave plate,
and a micro-volume quartz Couette flow cell with 0.25 mm
annular gap and quartz capillaries (all from Kromatec Ltd.).
Molecular alignmentwas achieved through the constant flowof
the sample solution between two coaxial cylinders: a stationary
quartz rod and a rotating cylindrical capillary. Linear dichroism
(LD) spectra were acquired with laminar flow obtained by
maintaining the rotation speed at 3000 rpm and processed by
subtracting nonrotating base-line spectra. LD spectra recorded
in the presence of synthetic membranes, DLPC and DLPC:
DLPG (3:1), were prepared at a lipid:peptide molar ratio of
100:1 (2 mM total lipid, 20 M peptide).
FTIR Spectroscopy—All FTIR spectra were collected using a
Tensor-37 series FTIR spectrophotometer with a BioATR II
unit (Bruker Optics) as the sampling platform with a photovol-
taicMCTdetector and a BrukerOptics work station, whichwas
equipped with OPUS software. Aqueous samples of very low
volume (15 l, 50–130 M) were placed in a circular sampling
area of radius 2 mm with a path length of 6 m. This multire-
flection ATR accessory is based on a dual crystal technology,
which has an upper silicon crystal and a hemispherical zinc-
selenide (ZnSe) lower crystal that does not come into contact
with the sample. The temperature of the sample was main-
tained at 20 °C by means of flow connectors to a circulating
water bath. This accessory was purged continuously through-
out the experiment with dry nitrogen via telescopic inserts that
seals the optical path inside the spectrometer sample compart-
ment. All FTIR spectra were collected with resolution 4 cm1,
scanner velocity 20 kHz, 256 scans, phase resolution 32, and
zero filling factor 4.
Analytical Ultracentrifugation—Sedimentation equilibrium
experiments for anti-cBt and cBt peptides and their equimolar
mixture were carried out at 20 °C in a Beckman Optima XL-I
analytical ultracentrifuge fitted with absorbance and interfer-
ence optics. Sedimentation equilibrium curves were measured
by interference optics in the 1.2-cm path length cells. 100-l
samples of 100Mpeptides, individually and as equimolarmix-
tures buffered to pH 7 with 20 mM potassium phosphate, were
used. Buffer density was taken as 1.0007 mg/ml, and samples
were equilibrated for 24 h at rotor speeds of 30,000, 37,000 and
50,000 rpm. The data were fitted using routines in Origin (Ori-
gin Lab). The average partial specific volumes for the peptides
were calculated from the amino acid sequences and were 0.73
ml/mg for all samples.
Isothermal Titration Calorimetry—Measurements were ob-
tained using a Microcal VP-isothermal titration calorimeter
and a calorimetric cell (initial volume 1.46 ml) with a 260-s
equilibration time and a 120-s initial delay after each addition.
The titrations were performed at 20 °C with stirring until no
further enthalpy changes were observed. Binding isotherms
were recorded for cBt (30 M) following the injection of anti-
cBt (2 l aliquots, 1.4 mM) into the cell. The observed heats
were corrected for dilution effects by titrating peptide solu-
tions, as appropriate, into the buffer and using the heat of last
injections due to negligible differences between the first and last
injections. All the datawere corrected for the volume of the added
titrant and analyzed by proprietary software (Microcal Origin 7)
using a one-site binding model to allow for the determination of
associationconstants (Ka), changes inenthalpy (H) andenthropy
(S). Each experiment was performed in triplicate.
Solid-state NMR—DMPC-d54 and DMPG were purchased
fromAvanti Polar Lipids and used without further purification.
A 3:1 (molar ratio) of DMPC:DMPG (8 mg of total lipid) was
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solubilized in a 2:1 mixture (v/v) of chloroform and methanol
and dried under a stream of N2 gas to generate a thin film. The
lipid film was subsequently rehydrated with 20 mM HEPES
buffer (containing deuterium-depletedH2O and peptide) at pH
7 to a final volume of 30l. 1 mg/ml stock solutions of cecropin
mutant and blocker peptides were prepared in deuterium-de-
pleted HEPES buffer at pH 7 and were added to the hydrated
lipid to give a final total lipid:peptide molar ratio of 25:1. In
samples in which the cecropin mutant and blocker were both
present, the individual stock peptide solutions were combined
before being diluted and added to the lipid film for rehydration.
Static ssNMR experiments were carried out on a Varian Infini-
typlus 500-MHz spectrometer equipped with a 4-mm MAS
HXY probe at 30 °C. All samples were prepared with total lipid
concentrations of 10mg/ml in 20mMpH7HEPES buffer. Static
2H ssNMR spectra were acquired at 76.8 MHz using a quadru-
polar echo sequence with a recycle delay of 0.5 s. 200,000 scans
were collected, and 2H pulse lengths of 4 s were used.
Molecular Dynamics Simulations—Molecular dynamics simu-
lations of the cecropin assembly inserted in aqueous solutionwere
performed inGROMACS (v4.5.5) using the AMBER99SB-ILDN
force field with 150 mM concentration of sodium and chloride
molecules for charge neutralization. AMBER99SB-ILDN was
chosen following testing of four force fields, and correctly
reproduced phenomena were observed in the primary mono-
meric spectra whereas other force fields showed helical bias.
Monomeric structures were simulated for 50 ns in the NPT
ensemble following energy minimization, 200-ps equilibration
in the NVT ensemble, and 200-ps equilibration in the NPT
ensemble. The dimer structure was run for 100 ns with 200ips
equilibration steps in the NVT and NPT ensembles, both with
and without peptide position restraints. These extra steps
allowed for relaxation of the solvent and the dimer in each
ensemble. The initial helical configuration was obtained using
the XPlor-NIH structure determination algorithm. In detail,
the temperature was coupled using a velocity-rescaling ther-
mostat (coupling time 0.1 ps) with separate peptide and solvent
coupling groups. Pressure coupling was isotropic and achieved
through a Parrinello-Rahman coupling scheme (coupling time
2.0 ps).
Bond lengths were constrained using the LINCS algorithm.
The TIP3P water model was used, and a time step of 2 fs was
used throughout. Coulomb and van der Waals forces were
treated by a twin range cut-off scheme, with short range elec-
trostatics experiencing a cutoff of 1 nm and long range by par-
ticle-mesh Ewald with grid spacing of 0.12 nm. Pair-lists were
updated every five steps.
Minimum Inhibitory Concentration (MIC) Assay—MICs
were determined by broth microdilution on Pseudomonas
aeruginosa ATCC 27853, Escherichia coli K12, Staphylococcus
aureus ATCC 25723, Micrococcus luteus NCIMB 13267, and
Bacillus subtilisATCC 6633 according to the Clinical and Lab-
oratory Standards Institute. Typically, 100 l of 0.5–1  106
cfu/ml of each bacterium in Mueller-Hinton medium broth
(Oxoid) was incubated in 96-well microtiter plates with 100 l
of serial 2-fold dilutions of the peptides (from 100 to 0 M) at
37 °C on a three-dimensional orbital shaker. The absorbance
was measured after peptide addition at 600 nm using a Victor 2
plate reader (PerkinElmer Life Sciences). MICs were defined as
the lowest peptide concentration after 24 h at 37 °C. All tests
were done in triplicate.
Stain-dead Antimicrobial Assay—S. aureus (ATCC 25723)
culture (1 ml) was centrifuged to give a cell pellet, which was
washed twice with 10 mM phosphate buffer, pH 7.4, before
being reconstituted in phosphate buffer to giveA600 nm 0.008.
1 ml of the solution was dispensed in a 2-well glass chamber
(LabTek)with diluted (1/500) propidium iodide (1mg/ml, from
Invitrogen). The chambers with surface-settled bacteria (60
min) were mounted on a confocal microscope (Olympus)
equipped with an incubation chamber at 37 °C. Propidium
iodide fluorescence emission was monitored at 625 nm for 60
min (three frames/min) using an appropriate filter after the
addition of peptide (1 ml). Recorded images (XYZ) were ana-
lyzed using Fiji software to plot the number of fluorescent
(stain-dead) cells as a function of time.
Hemolysis Assay—Hemolysis was determined by incubating
10% (v/v) suspension of human erythrocytes with peptides.
Erythrocytes were rinsed four times in 10 mM PBS, pH 7.2, by
repeated centrifugation and resuspension (3 min at 3000  g).
Erythrocytes were incubated at room temperature for 1 h in
either deionized water (fully hemolysed control), PBS, or with
peptide in PBS. After centrifugation at 10,000 g for 5min, the
supernatant was separated from the pellet and the absorbance
measured at 550 nm. Absorbance of the suspension treated
with deionized water defined complete hemolysis. The values
below correspond to the percentage of hemolysis at tested con-
centrations. All tests were done in triplicate.
Gram Stain Assays—20 l of a bacterium culture was dis-
pensed onto a glass slide and spread well. The slide was swiftly
passed through a Bunsen flame to dry and fix cells before stain-
ing. The fixed bacteria were first covered in crystal violet
(0.25%) for 30 s followed by washing with water (distilled, fil-
tered 0.22 m) until all of the excess stain was washed off, and
then with iodine (1.0%) for 2 min before washing with a mini-
mum amount of acetone needed to rinse off the iodine color.
The cells were counterstained with safranin (0.5%) for 30 s,
washed with water, and dried by a Bunsen flame. The obtained
slides were viewed under a Leica DMLB fluorescent micro-
scope. The images were obtained at 100 magnification under
oil and analyzed by ImageJ.
RESULTS
CathelicidinAssemblyDesign—b27 consists of 27 amino acid
residueswith one glycine at each terminus (20). TheC-terminal
heptad of the peptide is predominantly hydrophobic and con-
tains a PXXP motif, which is believed to promote membrane
insertion (22). A largerN-terminal stretch has three incomplete
coiled-coil heptads starting with a charged arginine at g fol-
lowed by putative a/d and g/e patterns. An antagonist sequence,
anti-b27, was designed to match these patterns in a parallel
arrangement. a and d positions were occupied by core-stabiliz-
ing combinations of phenylalanine and leucine residues to favor
low oligomers while promoting cooperative folding (23–25).
Negatively charged glutamates were used in g and e positions of
anti-b27 to pair corresponding g, e lysines and arginines in
b27. The remaining b, c, and f sites weremade neutral polar and
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alanine residues. The PXXPmotif in the antagonist was deemed
redundant and was replaced to stabilize coiled-coil formation.
Fig. 1A summarizes the design.
Cathelicidin Assembly Folding—Consistent with the design,
the peptides did not fold individually in aqueous solutions at
micromolar concentrations. Circular dichroism (CD) spectra
were characteristic of randomcoil or disordered conformations
(Fig. 2A). Similarly, none of the peptides folded in the presence
of zwitterionic unilamellar vesicles whose composition mimics
that of mammalian membranes (supplemental Fig. S1). In con-
trast, CD spectra for equimolar peptide mixtures showed
appreciable helical signals indicative of coiled-coil formation
(Fig. 2A). The behavior of the peptides in anionic unilamellar
vesicles, which mimicked microbial membranes, was consis-
tent with the observations. Unlike anti-b27, which remained
disordered, b27 underwent a coil-helix transition suggesting
membrane binding (Fig. 2B).
The helix content in both cases did not exceed 35% (supple-
mental Fig. S1). The percentage of -helix was estimated using
the equation: 100([]222  3000)/33,000 (26). However, the
thermal denaturation of pairmixtures gave sigmoidal unfolding
curves indicative of cooperatively folded structures (Fig. 2C).
Low temperature CD and FTIR spectra recorded before and
after thermal unfolding revealed almost complete reversibility
of folding (supplemental Fig. S1). The first derivatives of the
unfolding curves comprised several overlapping transitions
with two clear cut-offs of transition midpoints (Tm) at approx-
imately 37 °C and 70 °C, with the higher Tm becoming more
pronounced at higher concentrations (Fig. 2D). The transitions
were broadly within the biokinetic temperature ranges. How-
ever, the lower cut-off remained apparent at all concentrations
and was dominating at lower concentrations (Fig. 2D).
Although b27 was strongly antimicrobial (Table 1) the effect of
the antagonist on the activity of b27 could not bemeasuredwith
certainty (results not shown). Therefore, anti-b27-b27 interac-
tions were deemed insufficiently stable under physiological
conditions. The lack of stability can be attributed to that g-e
interactions available in b27 can support the assembly of only
FIGURE 2. Peptide folding probed by CD spectroscopy. A, CD spectra for b27 (red line), anti-b27 (blue line), and anti-b27:b27 (black line) in 10 mM phosphate
buffer. B, CD spectra for b27 (red line) and anti-b27 (blue line) in anionic membranes. C and D, thermal unfolding curves (C) and their first derivatives for
anti-b27:b27 (D) as a function of temperature at 222 nm. E, CD spectra for cB (green line), cBt (red line), anti-cBt (blue line), anti-cBt:cB (magenta line), and
anti-cBt:cBt (black line) in 10 mM phosphate buffer. F, CD spectra for cB (green line), cBt (red line), and anti-cBt (blue line) in anionic membranes. G and H, thermal
unfolding curves (G) and their first derivatives (H) for anti-cBt:cBt as a function of temperature at 222 nm. CD spectra are for 30 M concentration of each
peptide, pH 7.4, room temperature. Thermal unfolding curves are for 15 M (red line), 30 M (black line), and 50 M (blue line) concentration of each peptide.
Lipid-peptide ratio for CD spectra in anionic membranes was 100:1.
TABLE 1
Biological activity of peptides
Peptide
Minimum inhibitory concentration (MIC)









M M M M M M
b27 3.13  0.43 4.51  1.56 0.78  0.01 	100 0.74  0.33 		250
Anti-b27 	200 	200 	200 	200 	200 		250
cB 0.62  0.01 1.56  0.01 50.7  0.10 	100 0.46  0.20 		250
cBt 1.28  0.04 1.55  0.01 6.33  0.12 25.9  0.06 0.36  0.10 		250
Anti-cBt 	200 	200 	200 	200 	200 		250
a Human erythrocytes, 50% cell death compared with untreated cells, 1–9% at 250 M.
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two combined heptads, which falls short of a stable coiled coil
formed by three contiguous heptads (Fig. 1A) (11). The longer
cB sequence was thus probed.
Cecropin Assembly Design—cB comprises 35 amino acid res-
idues and three G(X)nGmotifs, which in principle can span five
canonical coiled-coil repeats. However, all three G(X)nGmotifs
form a contiguous stretch starting in the second heptad from
the N terminus which makes the assigning of contiguous
coiled-coil patterns problematic. Searches using coiled-coil
prediction algorithms (Paircoil2, COILS, Multicoil), albeit
biased toward stand-alone sequences, did not give any apparent
pattern either. Therefore, selective point mutations were
allowed.
The central G(X)4GP motif and the tryptophan residue,
important for activity (27), were kept in the sequence. The
N-terminal lysine was assigned to the first g position. This
ensured minimum mutations by placing isoleucines and leu-
cines in a and d and by swapping hydrophobic and polar resi-
dues in g and a to enable contiguous a-d/e-g pairs (23–25). A
singleAla3Lysmutation at an epositionwas adapted to enable
a continuous network of electrostatic interhelical interactions,
whereas aGlu3Glnmutation at a b position excluded an intra-
helical i, i4 electrostatic interaction. This completes a cB tem-
plate, cBt. Similar to the anti-b27, anti-cBt was designed tomir-
ror thea-d/e-g arrangements in cBt.Glutamateswere used at all
e and g sites, whereas isoleucines and leucines occupied a and d
sites. The G(X)4GP was simplified to G(X)5P. This stretch is
functionally irrelevant for anti-cBt, which is meant to be bio-
logically inactive, but structurally it is sufficient to prevent the
sequence of such length to fold autonomously. In the resulting
anti-cBt:cBt arrangement all five heptads of cBt contribute to
the binding with anti-cBt with the number of e-g pairs being
nearly doubled compared with b27 (Fig. 1B).
Cecropin Assembly Folding—The CD spectra of the pair in
aqueous solutions revealed 20% increases in helicity (26) versus
those recorded for anti-b27:b27 (Fig. 2, A and E, and supple-
mental Fig. S1). Comparable helical signals were recorded for
cBt and cB in anionic membranes (Fig. 2F). None of the pep-
tides folded in zwitterionic membranes (supplemental Fig. S1).
CD spectra for individual peptides and the equimolar mixtures
of cB with anti-cBt in solution as well as anti-cBt in anionic
membranes were characteristic of random coils (Fig. 2, E and
F). CD titrations performed by adding anti-cBt into the buff-
ered cBt, which was kept at a constant concentration, provided
quantitative information of coiled-coil interactions. The CD
values (millidegrees at 222 nm) showed saturation after reach-
ing an equimolar anti-cBt:cBt ratio (n  1) allowing thus the
stoichiometry of the complex being calculated from the titra-
tion curve as 1:1 (Fig. 3A). Sedimentation equilibrium data,
which fitted an analysis that assumed a single ideal species,
returned aMr of 7148 (93% confidence limits of 6766 and 7527)
for the 1:1 anti-cBt:cBt mixture, which was close to that
expected for an anti-cBt:cBt dimer (7811), versus a Mr of 3508
(3328, 3691) for the monomeric anti-cBt (3843) (Fig. 3B). Fur-
ther evidence comes from isothermal titration calorimetry
experiments. Binding isotherms obtained for cBt titrated with
anti-cBt support endothermic binding characteristic of native
coiled-coil systems (28), and the integrated heats fitted into a
single site binding model gave a stoichiometry of 1:1 (n  0.8)
and a strong association (binding) constant (Ka) of 2.8  0.2 
106 M1. The endothermic binding enthalpy (H) for this inter-
FIGURE 3. Stoichiometry of anti-cBt:cBt interactions. A, CD points recorded for 222 nm by titrating anti-cBt into cBt (30 M). The intersection of the lines fitted
on the titration curve indicates a 1:1 binding stoichiometry. B, sedimentation equilibrium analysis. Experimental data (open circles) were collected at 37,000 rpm
for a 100 M sample at 20 °C. The line is a calculated curve for an ideal dimer. C, isothermal titration calorimetry of the interactions. Heat absorbed (cal/s) for
each isotherm is plotted versus titration time (min) and shows endothermic binding (top panel). Integrated heats (kcal/mol) are plotted versus anti-cBt:cBt molar
ratios (bottom panel).
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action was 9.7 kcal/mol with a favorable G of 7.8 kcal/mol
(Fig. 3C).
Consistent with the design, the results are comparable with
those for other native and designed coiled-coil systems (28–30)
and indicate that cB and cBt efficiently and selectively bind to
anionic membranes and anti-cBt bundles up with cBt. Collec-
tively, the data confirm cooperative and strong anti-cBt-cBt
interactions, which remain at equilibrium with cBt.
To gain a better insight into oligomerization we performed
molecular dynamics simulations using the Amber99SB-ILDN
force field (supplemental text) (31). The 20-ns simulations of
individual peptides revealed random conformations with no
further significant changes to the peptides observed into 50 ns
of simulations. Elements of helical structure in individual resi-
dues and short peptide stretches were present in both peptides
which can be accounted for by their high helical propensities
(Fig. 4, A and B, and supplemental Fig. S2). When visualized
together following an equilibration phase, anti-cBt and cBt
appeared to align in parallel supported by hydrophobic (a-d)
and charged (e-g) contacts (Fig. 4C). At initial configurations (0
ns) the C-terminal fragments and hinge regions proved to be
partly unfolded, but over 100 ns the assembly evolved into a
rigid -helical structure (Fig. 4D), which was consistent with
the secondary structure analysis of each residue using the
STRIDE secondary structure algorithm (supplemental Fig. S2).
The C-terminal fragments retained a degree of unfolding, sug-
gesting some fraying of the assembly. This arrangement was
maintained over 100 ns conforming to the formation of a stable
and cooperatively folded structure.
The findings were further supported by sigmoidal unfolding
curves of anti-cBt:cBt (Fig. 2G). The first derivatives of the
curves gave dominating transition midpoints at 	60 °C, which
at higher concentrations increased to 	70 °C (Fig. 2H). The
obtained spectra had some structure suggesting partial unfold-
FIGURE 4. Molecular dynamics simulations of cecropin assembly. Secondary structure visualization after 50 ns for cBt (A) and anti-cBt (B), and for anti-cBt:cBt
(C) at the initial configuration (0 ns) and after 100 ns (D).
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ing, consistent with the simulations, or -to- conformational
transitions. CD spectra recorded after the thermal denatur-
ation agreed with incomplete reversibility of folding, whereas
FTIR spectra recorded before and after thermal denaturation
showed nearly identical helical bands at 1650 cm1 and 1550
cm1, with no indication of a -sheet switch (1610–1625
cm1) (supplemental Fig. S1). CD spectroscopy can only reveal
averaged or relative changes in helicity corresponding tomixed
types of binding comprising membrane-bound antimicrobial
peptides and assembled coiled coils, both of which are associ-
ated with helix formation.
Further evidence for antagonist effects on antimicrobial pep-
tides may be ascertained from changes in membrane binding
monitored by LD spectroscopy. LD arises from differential
absorption of light linearly polarized parallel and perpendicular
to an orientation axis and thereby provides a convenient probe
of relative peptide orientation to the membrane surface (32).
LD spectra for cB and cBt in anionic membranes were similar
and showed positive and negative bands at approximately 200–
210 nm and 220–230 nm, respectively, which are characteristic
of -* and n-* electronic transitions of peptide helices lying
flat on membrane surfaces (33). This is consistent with the
proposed carpet-like mechanism of action for cB (34) and
indicates that cBt should retain this mode of action (Fig. 5A
and supplemental Fig. S3).
Negligible signals were recorded for anti-cBt in anionic
membranes (Fig. 5A and supplemental Fig. S3) and for all pep-
tides in zwitterionic membranes (supplemental Fig. S3). In the
presence of anti-cBt no absorption patterns could be identified,
suggesting interfering contributions from anti-cBt (Fig. 5A and
supplemental Fig. S3). LD spectra for preformed anti-cBt:cBt
complexes at different ratios were also negligible without spe-
cific binding or orientation, but revealed shape similarities with
the spectra for cBt implying competing interactions of cBt for
anti-cBt andmembrane surfaces (Fig. 5A and supplemental Fig.
S3). Further support for this conclusion comes from solid-state
NMR studies.
Fig. 5B shows static 2H spectra of anionic membranes with
chain-deuterated lipids (DMPC-d54) in the absence and pres-
ence of the peptides. Spectra for the membrane alone showed
maximum and minimum splittings of 28 and 4.9 kHz, respec-
tively. Intermediate peaks that correspond to CD2 groups along
the fatty acid acyl chains were well resolved. On addition of cBt,
no individual peaks could be resolved, suggesting that the pep-
tide interacts with and disorders the lipid molecules along the
length of the acyl chains. Inmarked contrast, the innermost and
outermost splittings for anti-cBt:cBt were consistent with the
lipid only spectrum, suggesting that anti-cBt prevents cBt from
disrupting the lipids. In all of the spectra, the innermost split-
ting corresponding to the CD3 groups on the ends of the acyl
chains was apparent, implying that the lipid termini remained
buried within the lipid bilayer, which together with that there
were no dominant peaks observed at 0 kHz suggests that
micellization did not take place (Fig. 5B). The observations are
consistent with the CD and LD data in that cBt folds onto ani-
onic membranes and binds with its antagonist through cooper-
ative interactions that interfere with membrane binding (35).
Cecropin Assembly in Bacterial Culture—The results dis-
cussed so far support the formation of anti-cBt:cBt complexes
that can exist in dynamic membrane environments. However,
to be competitive under equilibrium conditions the interac-
tions are likely to require anti-cBt in excess. In physiological
terms, this is consistent with that AMPs must respond to
microbial challenge within their proteolytic life time (i.e. min-
utes) and that inhibitory effects on antimicrobial activity should
become apparent within the same time scale.
Toprobe this,weperformedstain-deadassaysusinga log-phase
planktonic culture of S. aureus. MICs against the bacterium were
at 15–30 M ranges (25 M, Table 1), at which anti-cBt:cBt were
stable up to 70 °C (Fig. 2H). In these assays the fluorescence emis-
sion of propidium iodide used as a dead cellmarkerwasmeasured
after peptide addition as a function of time (Fig. 6).
To directly assess the inhibition of cBt by anti-cBt the total
number of cells lysed by cBt at the MIC after 1 h was taken as
100% killing rates. Thus, in the first 30 min killing rates for cB
and cBt were 60 and 40%, respectively (Fig. 6, A and B). No
effects observed for anti-cBt at concentrations 	100 M, and
marginal killing rates (10%) at higher concentrations (	250
FIGURE 5. Cecropin folding in anionic membranes. A, LD spectra for cBt
(dotted line), anti-cBt (bold line), cBt added to anti-cBt (dashed line) and pre-
formed anti-cBt:cBt (dot-dashed line). Lipid-peptide ratio was 100:1 (20 M
peptide), pH 7.4, room temperature. Arrows point to -* and n-* electronic
transition bands. B, solid-state NMR spectra for blank (no peptide, black), cBt
(red), and anti-cBt:cBt (blue). Lipid-peptide ratio was 25:1, pH 7.4, room tem-
perature. Vertical dashed lines are to assist comparison between the inner-
most and outermost splittings of the three spectra.
Anti-antimicrobial Peptides















M) were consistent with the medium cytotoxicity of the pep-
tide at hemolytic concentrations (Table 1). For anti-cBt:cBt at
5–10:1 molar ratios a continuous lag-phase in killing rates of

10%was observed over the first 40min of incubation (Fig. 6,A
and B). The effect then became less apparent with gradual
exponential increases in killing rates up to 60% after 60 min
accounting for 40% decreases in the activity of cBt. The optical
density measurements of bulk culture overnight (MIC assays)
at 5–10:1 ratios gave the visible growth of S. aureus which was
comparable with that of the bacterium without peptide (Fig.
6C). In contrast, lower anti-cBt:cBt ratios (
5:1) imposed no
inhibition on the antimicrobial activity of cBt (Fig. 5C). E. coli
and P. aeruginosa that were found to bemore susceptible to cBt
(Table 1) gave varied and irreproducible MIC differences
between cBt and anti-cBt:cBt. Because optical densitymeasure-
ments take no account of changes at the cellular level we sought
additional evidence from Gram stain assays for these strains.
E. coli and P. aeruginosa incubated with peptide for 16 h were
Gram-stained and imaged by optical microscopy (Fig. 7A and
supplemental Fig. S4). Nearly complete inhibition of cell
growth by cBt was apparent for both strains. No obvious effects
were found for anti-cBt and anti-cBt:cBt samples (10:1) in
which cell populations were remarkably similar for both strains
(Fig. 7, A and B). Round and blue-stained spheroplasts, partic-
ularly for P. aeruginosa, were observed for cBt and anti-cBt:cBt
samples, but not in anti-cBt samples. This is consistent with
spheroplast-forming activities of cell wall or membrane-active
antibiotics (36), which implies that anti-cBt:cBt may retain
residual antimicrobial activity of cBt giving rise to cell wall defi-
cient-forms (Fig. 7).
DISCUSSION
The results prompt several conclusions. Firstly, anti-antimi-
crobial activity may occur at a microscopic level, which is not
necessarily detected by changes in optical density. Second, the
5–10:1 ratios of anti-AMP to AMP give detectable anti-antimi-
crobial effects. Third, coiled-coil stability, which directly links
to primary structure, determines all of these points. Indeed,
other antimicrobial sequences that are biologically and struc-
turally similar to cB and b27 are shorter. This decreases the
probability of shorter antagonists and their assemblies with
AMPs.Magainin 2 (m2) can serve as an example. The peptide is
a 23-mer with one G(X)4G motif, which thus can represent a
shorter version of cB. Although it was possible to assign a
coiled-coil template in the sequence our attempts to find an
efficient antagonist were unsuccessful (supplemental Figs. S5
and S6). Furthermore, mutations used to generate suitable
magainin templates significantly compromised membrane
binding (supplemental Fig. S6). This lack in sequence plasticity
may not come as a surprise if one considers that shorter anti-
microbial helices may aim at minimizing the possibility of co-
folding with potential antagonists, which in turn are challenged
to produce stronger binders. Such a competition is pre-defined
in native AMPs which contain the patterns of both antimicro-
bial helices and coiled coils. The former is thus designed to
prevail in membrane environments but can become “frus-
trated” by a competitive trigger, an antagonist, which gives way
to the latter.
Antimicrobial peptides are being considered as new drug
candidates in the post-antibiotic era (7). Their clinical
potential is largely attributed to that widespread microbial
resistance against them has yet to emerge (10, 37, 38). In this
context, it is plausible to suggest that antagonistic sequences
secreted by bacterial cells or expressed on their surfaces may
elicit anti-antimicrobial responses. Although this remains to
be shown in nature, this report, to the best of our knowledge,
provides the first example of peptide sequences capable of
FIGURE 6. Stain-dead S. aureus cells. A, percentage of stain-dead cells as a function of time for cB (100 M, red squares), cBt (25 M, green triangles), anti-cBt (250
M, purple crosses), and anti-cBt:cBt (125:25 M, blue diamonds). B, confocal microscopy images of cells stained with propidium iodide after incubation with
corresponding peptide. C, absorbances measured overnight at 600 nm for the bacterium incubated with anti-cBt:cBt at different ratios (black pillars), for the
bacterium without peptide and for the culture medium only (gray pillars). Error bars, S.D.
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antagonistic responses to the action of host defense peptides.
Specifically, the combination of experimental and computa-
tional approaches confirms a coiled-coil-mediated antagonistic
mechanism which is consistent with the functional basis of
antimicrobial peptides as local and short contact time immune
regulators.
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Antimicrobial peptides are postulated to disrupt microbial phospho-
lipid membranes. The prevailing molecular model is based on the
formation of stable or transient pores although the direct observa-
tion of the fundamental processes is lacking. By combining rational
peptide design with topographical (atomic force microscopy) and
chemical (nanoscale secondary ion mass spectrometry) imaging on
the same samples, we show that pores formed by antimicrobial
peptides in supported lipid bilayers are not necessarily limited to
a particular diameter, nor they are transient, but can expand laterally
at the nano-to-micrometer scale to the point of complete membrane
disintegration. The results offer a mechanistic basis for membrane
poration as a generic physicochemical process of cooperative and
continuous peptide recruitment in the available phospholipidmatrix.
innate host defense | de novo protein design | nanometrology |
antibiotics | nanoscopy
Structurally compromised phospholipid membranes can leadto premature cell death, which is particularly critical for
unicellular microorganisms (1, 2). Multicellular organisms take
the full advantage of such vulnerability by using host defense or
antimicrobial peptides (AMPs) (1–6). Although there are >1,000
AMPs known to date (7), only a few have been studied to expose
the molecular mechanisms of action. The proposed barrel-stave
pore (4, 8), torroidal pore (3), and carpet models (9) differ ac-
cording to the ways in which AMPs interact within phospholipid
bilayers, but all are believed to involve two distinct peptide–lipid
states—an inactive surface-bound S-state and a pore-like insertion
I-state (1, 10, 11). However, the link between these two states
and membrane disintegration remains unresolved.
Despite their apparent diversity in structure and modes of ac-
tion, AMPs share common features that make their modulation in
model sequences possible. The peptides preferentially target an-
ionic microbial surfaces, upon binding to which (S-state) they
adopt amphipathic conformations by partitioning polar and hy-
drophobic amino acid side chains (2, 12, 13). Neutron diffraction
and solid-state nuclear magnetic resonance (ssNMR) spectros-
copy suggest that these conformations assemble into perpendicular
stacks that close into the pore-like (I-state) structures (5, 11, 14).
Here, positive curvature strains (15) and membrane thinning (16)
are induced and may precede poration. In lipid vesicles (17, 18)
and supported bilayers (16), kinetic studies imply the formation of
transient pores (6), suggesting that antimicrobial peptides may
expand through the monolayers of the lipid bilayers (15–18).
Much research has focused on small and stabilized pores (5, 14,
15, 17). Growth arrest and uniform sizes of pores conform to the
functional and structural rationale of specialized transmembrane
proteins but may not be consistent with that of antimicrobial
peptides.
Indeed, bacterial protein toxins such as α-hemolysins oligo-
merize into small 2- to 4-nm pores of defined structure, which is
sufficient to cause the rapid discharge of vital resources (ions,
ATP) from host cells (19, 20). Cell death in this case is a con-
sequence, but not an aim. In contrast, AMPs are designed to kill
microbial cells, not necessarily specifically (21), but rapidly
within the time limits of their proteolytic stability. The behavior
of other protein toxins is somewhat similar to these two sce-
narios. For example, perforins (22) that activate intrinsic suicide
programs (apoptosis) of various cells, thus mediating cell lysis
rather than causing it directly, use different avenues for mem-
brane targeting and can form heterogeneous transmembrane
pores (23). Heterogeneity in pore formation for AMPs may de-
rive from the fact that, unlike the case of membrane proteins
(24), there are no a priori topological constraints on assembled
structures that the peptides must adopt in bilayers. Therefore,
their pore sizes may be governed as much by progressive peptide
aggregation as they are by local energetics. Because AMPs are
typically cationic, free-energy changes in the edges of pores can
be affected by peptide positions and local variations in the di-
electric medium between peptide molecules, suggesting strong
electrostatic repulsion. In this light, poration can be described as
a physical phenomenon accommodating peptide diffusion in the
membrane matrix with no strict predisposition for a particular
pore size, but with sufficient freedom of movement for lateral
expansion. To address this phenomenon in a sufficient molecular
detail, the direct observation of pore architecture and dynamics
is needed, but thus far has been lacking.
One reason for the lack of direct observation is the intrinsic
complexity of imaging poration in live cells. Membrane binding of
AMPs is kinetically driven and, in live cells, occurs over timescales
of microseconds to minutes (2, 25). Pores need not expand sub-
stantially because cell death can occur concomitantly as a result of
membrane leakage and swelling under osmotic pressure and be-
cause AMPs can reach and bind to intracellular targets or disrupt
processes that are crucial to cell viability (protein, DNA, or cell-
wall syntheses) within the same timescales (2, 25). Furthermore,
microbial membranes are curved 3D architectures whose diame-
ters do not exceed 2 μm. Pore formation in these membranes can
cause significant variations in membrane tension, which can lead to
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“premature” membrane rupture before individual pores can ex-
pand substantially. A visible expansion in live cells depends on
these interrelated factors, which makes its direct observation
problematic.
In contrast, longer time and length scale studies are accessible
in supported lipid bilayers (SLBs) (26). SLBs provide ideal ex-
perimental models for fluid-phase membranes and can be im-
aged by atomic force microscopy (AFM) (27, 28). Combining
AFM with high-resolution secondary-ion mass spectrometry
(SIMS), which has been shown to provide compositional chem-
ical imaging of small lipid domains with lateral resolution of
<100 nm (29), permits the detailed visualization of poration
in SLBs.
To mitigate the complexities of direct live cell studies, we in-
troduce and explore here a model system designed to expose the
fundamental physicochemical processes relevant in the peptide–
bilayer interactions. A model antimicrobial peptide, which com-
bines main features of helical AMPs, was designed to integrate
into SLBs that were then used as substrates for detailed nanoscale
imaging and analysis by AFM and high resolution SIMS.
Results
To enable pore formation, a de novo amino acid sequence,
KQKLAKLKAKLQKLKQKLAKL, dubbed amhelin (for “anti-
microbial helix insert”), was generated as an archetypal model of
transmembrane AMPs. The peptide comprises three PPPHPPH
heptads, in which P is polar or small (alanine) and H is hydro-
phobic. This arrangement allows for the formation of a contigu-
ous amphipathic helix in SLBs spanning ∼3.15 nm (0.54 nm per
turn) to match the bilayer thickness of ∼3.2 nm (30, 31). The
heptads in the sequence place i and i + 7 residues (32), which are
of the same type, next to each other when viewed along the
helical axis (Fig. 1A and Fig. S1). This order ensures the segre-
gation of hydrophobic and polar residues onto distinct regions or
faces, giving rise to an amphipathic helix. The hydrophobic face
was kept short at the 1:1.5 ratio of hydrophobic (leucine) to
cationic (lysine) residues to avoid hemolytic activities common for
venom peptides that have broader hydrophobic clusters (4, 33).
To support the ratio, small alanines and neutral glutamines,
which do not contribute to membrane binding, were alternately
arranged in the polar face as a neutral cluster opposite to the
hydrophobic face (SI Text).
Peptide folding in solution was probed using zwitterionic uni-
lamellar vesicles (ZUVs) and anionic unilamellar vesicles (AUVs)
mimickingmammalian andmicrobial membranes, respectively (33,
34). Dilauroylphosphatidylcholine (DLPC) was used to assemble
ZUVs whereas its mixtures with dilaurylphosphatidylglycerol
(DLPG) at 3:1 ratios were used to assemble AUVs (30, 33). These
lipid compositions yield fluid-phase membranes at room and
physiological temperatures (27, 30, 31). Circular dichroism (CD)
spectroscopy revealed that amhelin did not fold in aqueous buffers
or in the presence of ZUVs at micromolar concentrations. In
contrast, an appreciable helical signal was recorded for the peptide
in AUV samples (Fig. 1B). Linear dichroism (LD) spectroscopy,
which gives a convenient probe for relative peptide orientation in
membranes, showed band patterns comprising maxima at 190–195
nm and 220–230 nm, and a minimum at 205–210 nm, which are
indicative of peptide insertion into AUVs in a transmembrane
manner (Fig. 1C) (35). In contrast, no signal was observed for
a designed non-AMP, which cannot bind and order in membranes
(Fig. 1C) (33). 31P magic angle spinning ssNMR (MAS ssNMR)
spectra of AUV mixed with amhelin revealed increasing broad-
ening of phospholipid peaks as a function of decreasing lipid–
peptide ratios (Fig. 1D). This broadening effect relates to an in-
crease in line width caused by a decrease in the T2 relaxation time
(36), which corresponds to an increase in correlation time of the
phospholipid groups. This increase suggests a decrease inmotion of
phospholipid groups in contact with the peptide, which is more
pronounced at higher peptide concentrations and is more notice-
able in thicker membranes (Fig. S1). Taken together, the data is
consistent with a transmembrane insertion of the peptide.
Early oligomers of helical inserts are believed to arrange into
small pores whose projections can be obtained by crystallizing
peptide–lipid assemblies in fluid bilayers as a function of hy-
dration and temperature (14). Diffraction patterns of such as-
semblies show regular hexagonal arrays of pores comprising just
a few helices. To probe the dynamics of poration and expansion,
amhelin inserts in AUVs were explored with molecular dynamics
simulations using the Chemistry at HARvard Macromolecular
Mechanics (CHARMM)36 force field (37). Amhelin helices
remained stable with slightly tilted orientations over timescales
of 100 ns whereas rudimentary hexameric and octameric pores
constructed in the bilayers expanded with the root-mean-square
displacement (rmsd) separations doubling in diameter over
timescales of order 100 ns (Fig. 1 E and F andMovies S1 and S2).
These results imply that early oligomers have a tendency for ex-
pansion, which may occur at the expense of further peptide
recruitment in the pores.
Consistent with the folding and simulation data, amhelin ex-
hibited antimicrobial activity with minimum inhibitory concen-
trations typical of AMPs, while showing negligible hemolytic
activity (Table S1 and Fig. S2) (1, 2, 12, 21). AFM revealed the
surface corrugation of amhelin-treated bacterial cells (Escherichia
coli) (Fig. S2). The analysis of pore-like structures was deemed
ambiguous due to the considerable roughness of the cell surfaces
(Fig. S2) (25). A comparative analysis was performed on SLBs
prepared by the surface deposition of AUV in aqueous solution
using adapted protocols (26, 29). Silicon wafers used as substrates
were coated with a 9-nm layer of silicon dioxide to (i) support
Fig. 1. Peptide design and folding. (A) Amhelin sequence, linear and on
a helical wheel, and as an amphipathic helix spanning ∼3.15 nm (in blue, 2ZTA
PDB entry rendered with PyMoL). (B) CD spectra of amhelin (20 μM) in 10 mM
phosphate buffer (red line), ZUVs (blue line), and AUVs (green line). (C) LD
spectra of amhelin (solid line) and the non-AMP (dashed line) (both at 20 μM)
in AUVs. (D) 31P MAS ssNMR spectra of AUVs mixed with amhelin at different
lipid–peptide ratios, −0.9 ppm (large peak) and 0.2 ppm (small peak) reso-
nances arise from the PC and PG headgroups, respectively. (E) The rmsd for the
molecular dynamics simulation of a model octameric amhelin pore (initial
configuration in Inset) in anAUVbilayer. (F) Initial (Left) and later stage (Right)
configurations of a model hexameric amhelin pore in the bilayer.






























homogeneous and stable bilayers maintained in the fluid phase at
room temperature and (ii) avoid charge build-up during SIMS
measurements, which is necessary as SIMS relies on the detection
of secondary ions extracted from the surface by a focused beam of
primary ions (133Cs+) rastered across the sample (29).
The SLB samples were incubated with solutions containing
amhelin, which was 15N-labeled at all alanine and leucine residues
and washed to remove excess peptide. To arrest poration and
preserve structural changes in the membrane, the hydrated sam-
ples were then rapidly frozen and freeze-dried (29). Secondary ion
images of the 12C14N– and 12C15N– signals, which are commonly
used in imaging SIMS experiments of biological materials (38),
revealed pores of varied forms and sizes supporting the conjecture
of pore expansion across the whole scanned area (Fig. 2A and
Fig. S3).
In these samples, we expect a higher signal intensity from
regions of the surface rich in peptide because each unlabeled
residue in amhelin contributes to 12C14N–, but the 12C15N– signals
will come predominantly from the labeled residues. Thus, SIMS
images have a strong degree of component specificity providing
direct evidence for the location of the peptide, which prompts the
conclusion that the observed pores are peptide-specific. The
conclusion was reinforced by the images of the 12C15N–/12C14N–
ratio and hue saturation intensity (HSI) images (Fig. 2B and Fig.
S3). Complementary images of control samples (bare and non-
AMP-treated SLBs and bare and amhelin-treated silicon wafer
substrates) were featureless (Fig. 2C and Figs. S4 and S5).
Firstly, all these images suggest that the interior of the pores in
the amhelin-exposed samples is completely free of peptide, as are
the control samples, as expected. Secondly, 12C15N–/12C14N– ra-
tios far above natural abundance values (0.37%) are recorded
from the surface of the sample away from the pores and are
particularly evident at the edges of the pores, where the peptide
content appears to be highest (40%) and increases with increasing
pore sizes (Fig. 2B). Thirdly, high peptide accumulations can be
seen running across the NanoSIMS images, presumably pore-
connecting ridges that are spread across the imaged area sug-
gesting peptide migration dynamics (Fig. 2 A and B and Fig. S3).
It should be emphasized here that SIMS measurements relate
to the chemical composition of the surface with only a minor
contribution from topography. Therefore, AFM measurements
on the same samples were performed to support the SIMS data
(Fig. 3). AFM-scanned pore sizes revealed that the pore edges
protruded from the surface to the heights of ∼4 nm (Fig. 3A). The
long axis of the peptide can account for ∼3.2 nm whereas the
remaining is consistent with the size of a lipid head group (Fig.
3B). Although other explanations are possible, the height differ-
ence could be interpreted as due to a staggered arrangement of
the peptides at the pore edges, with every other peptide being
shifted slightly upward, while retaining their roughly vertical
alignment on the edge (4, 5) and maximizing the contact with the
hydrophic lipid tails (Fig. 3B). In addition, small white-dot
deposits observed predominantly inside the pores and on their
edges are most likely due to the aggregation of peptide–lipid
material ejected from the membrane. These observations alto-
gether (i) suggest that the peptide incorporates into the bilayer
by distorting and partially displacing the lipids of the outer
leaflet and (ii) imply an efficient migration mode of lipid–peptide
assemblies through fluidic pores and ridges in a highly coop-
erative manner.
An intriguing question provoked by the observations is the
peaking of pore edges. Although the heights of the edges were
fairly consistent, the depth values of the perforations could not
be determined reliably. The holes would appear as deep as ∼2
nm in relation to the surrounding surfaces, but an explicit cross-
section analysis was hampered by high noise levels from the
surfaces in the 1- to 2-nm range. The peaking itself may become
negligible under equilibrium conditions at which outer leaflet
lipids detach irreversibly and too fast to be observed without
deliberately arresting the system by freezing. An insight into this
scenario can be obtained only in solution.
Therefore, we monitored real-time changes of SLBs incubated
with amhelin by time-lapse AFM in water (25). Amhelin solution
at low concentration was directly introduced into a liquid cell that
contained an AUV lipid bilayer assembled on flat mica. After the
first 10 min of incubation, small pores started forming on the
surface and continued to grow in size and numbers over the pe-
riod of 2 h, culminating in the total removal of the lipid from the
mica surface (Fig. 4A). The lipids are likely to dissolve in the form
of micelles, possibly including peptides. On removal of larger
amounts of the SLB, material increasingly precipitates on the
surface (Fig. 4A and Fig. S6). As expected, the pores appeared as
Fig. 2. SIMS analysis of amhelin-treated supported lipid bilayers. (A) SIMS images of 12C14N–, 12C15N–, and 12C15N–/12C14N– signals from the supported lipid
bilayers treated with the isotopically labeled peptide. (B) 12C15N–/12C14N– ratio expressed as HSI images. The rainbow scale changes from blue (natural
abundance ratio of 0.37%) to red (40%, >100 times the natural ratio). This image is the sum of several sequential images to enhance the statistical significance
of the measured ratios. (C) SIMS images of 12C14N–, 12C15N–, and 12C15N–/12C14N– signals from the supported lipid bilayers with no peptide. Incubation con-
ditions: 10 μM, pH 7.4, 20 °C.
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expanding holes, suggesting the displacement of outer lipids from
the surface into the water, which is characteristic of equilibrated
systems (17). The depths of perforations reached ∼2.7 nm, con-
forming to the amhelin spanning the bound hydrophobic core of
the bilayer (Fig. 4B). Similar real-time changes were observed for
another amphipathic AMP (AMP2) whose pore expansion in
SLBs provides an additional example (Figs. S1 and S6).
Discussion
Collectively our findings provide evidence for pore expansion, or
an E-state, of amphipathic antimicrobial peptides in lipid bilay-
ers (Fig. 5). The E-state promotes cooperative peptide migration
through the lipid matrix and can persist to complete membrane
disintegration. Our proposed model of pore expansion is the
synergistic interplay of two physical processes.
In the first, peptide adsorption induces surface tension on
membrane surfaces, which, when sufficiently large, leads to pora-
tion. The pore formation promotes peptide migration from the
surface to the edges of the pores. This variation of surface tension
with composition (Gibbs surface excess) is driven by amphipathic
peptides having higher affinity to the membrane edges (3, 4). The
process is likely to reduce the tension between peptide and lipid
bilayers, thereby stabilizing the formed pores. However, it is
challenged by strong electrostatic repulsion between inserted
helices in the pore edges (3, 4). In live cells, this conflict can be
avoided both because excess peptide on cell membranes can
migrate through small pores directly into the cytoplasm targeting
intracellular components and because continuous peptide in-
corporation and diffusion in lipid bilayers can be preempted by
membrane swelling (6, 12, 22). For flat and extended 2D lipid
matrices, pore expansion is more thermodynamically favorable
and is determined by both incorporation and repulsion of pep-
tides to the pore edges. In this way, inserting helices can be viewed
as charged equipotential surfaces with a degree of translational
freedom (4, 14) conforming to toroidal type poration, which is
characterized by shallow energy minima leading to substantial var-
iations in pore sizes (4, 6, 18).
Pores of 10 μm in size can be physically generated in giant
unilamellar vesicles (100 μm in diameter) by strong optical illu-
mination in a viscous medium (39). The edges of the generated
pores make up a “line” of lipid bilayer edges that, unless stabi-
lized or expanded, reseal due to the line tension (17, 18). De-
tergent molecules (e.g., Tween 20) can reduce the tension and
partially stabilize the line (17, 39) but cannot fold and propagate.
Instead, they form micellar aggregates above a critical concen-
tration. In contrast, antimicrobial peptides become amphipathic
only upon folding, which, in conjunction with sustained hydro-
phobic and electrostatic interactions, enables their progressive
self-assembly in lipid bilayers. Pore expansion is also different
from mechanisms of fusion and transmembrane proteins whose
conserved topologies impose specific self-assembly modes and
pore architectures (22). For example, HIV glycoprotein 41 (gp41)
controls each step in fusion, including pore nucleation, through
a sequence of highly specialized conformations rendering the
dimensions and lifetime of induced pores precisely optimized for
viral entry.
Fig. 3. Amhelin-treated supported lipid bilayers. (A) In-air AFM topographic
images with a cross-section along the highlight line. (B) Schematic represen-
tation of pore edges showing the thickness of the SLB (3.2 nm), the maximum
observed height (4 nm), and the difference between the two (0.5–0.8 nm)
accounted for by possible protrusion variants, three shown. For clarity, only
one peptide (blue cylinder) and one phospholipid per layer are shown (ali-
phatic chains in gray, headgroups in pink). Incubation conditions: 10 μM, pH
7.4, 20 °C.
Fig. 4. In-water AFM imaging of amhelin-treated supported lipid bilayers. (A) Topography of supported lipid bilayers during incubation with amhelin. Color
scale (see Inset, 0 min): 3 nm (0–20 min); 9 nm (30–120 min). (B) Topography image after 40 min incubation with cross-sections along the highlighted lines.
Incubation conditions: 0.5 μM, pH 7.4, 20 °C.






























Thus, our findings support the biological rationale of antimi-
crobial peptides as nonspecific and fast-reacting molecules that
target microbial membranes and whose action depends on con-
centration and matrix availability rather than on pore uniformity
and global structural parameters such as folding topology.
Materials and Methods
Peptide Design and Synthesis. Amhelin and a non-AMP control,
QIAALEQEIAALEQEIAALQ and AMP2 were designed, synthesized, and char-
acterized according to protocols published elsewhere (33) (SI Materials and
Methods). 15N-amhelin labeled at all alanine and leucine residues was pur-
chased from AnaSpec. All peptides were identified by reverse phase high
performance liquid chromatography (RP-HPLC) and MALDI-TOF mass spec-
trometry. MS [M+H]+: amhelin, m/z 2448.2 (calculated), 2447.7 (found); non-
AMP, m/z 2152.4 (calculated), 2152.4 (found); 15N-amhelin, m/z 2458.2 (cal-
culated), 2458.1 (found); AMP2, m/z 2319.1 (calculated), 2320.1 (found). [M+
Na]+ and [M+K]+ were also found.
Circular and Linear Dichroism Spectroscopy. All CD spectra were recorded on
aJASCOJ-810 spectropolarimeterfittedwithaPeltiertemperaturecontroller.All
measurements were taken in ellipticities in mdeg and converted to molar
ellipticities ([θ], deg cm2·dmol−1) by normalizing for the concentration of pep-
tide bonds. Aqueous peptide solutions (300 μL, 20 μM)were prepared infiltered
(0.22 μm) 10mMphosphate buffer, pH 7.4. CD spectra recorded in the presence
of synthetic membranes are for lipid:peptide molar ratio of 100:1. Solution-
phase flow LD spectra were recorded on a Jasco-810 spectropolarimeter using
a photo-elastic modulator 1/2 wave plate, and a microvolume quartz cuvette
flow cell with∼0.25mmannular gap and quartz capillaries (all fromKromatec).
Molecular alignment was achieved through the constant flow of the sample
solution between two coaxial cylinders—a stationary quartz rod and a rotating
cylindrical capillary. LD spectra were acquired with laminar flow obtained by
maintaining a cell rotation speed of 3,000 rpm and processed by subtracting
nonrotating baseline spectra. LD spectra recorded in the presence of synthetic
membranes were prepared at a lipid:peptide molar ratio of 100:1 (2 mM total
lipid, 20 μM peptide).
Solid-State NMR Spectroscopy. ssNMR experiments were carried out on
a Varian Infinityplus 500MHz spectrometer equippedwith a 4mmMAS triple
resonance (HXY) probe at 30 °C. 31P ssNMR spectra were acquired at 202
MHz. A single 4 μs 90° pulse was used to excite directly the 31P nuclei, and
broadband proton decoupling of 20 kHz was applied during the acquisition
period. Samples were rotated at 8 kHz MAS at 20 °C. The 8k scans were
collected, and the pulse delay was 4 s. Spectra were referenced to NH4H2PO4.
Molecular Dynamics Simulations. Molecular dynamics simulations were per-
formed using the CHARMM36 force field using chloride counter ions for
charge neutralization. The initial helical configuration was obtained using
the XPlor-NIH structure determination algorithm (http://nmr.cit.nih.gov/
xplor-nih/). DLPC/DLPG (3:1) membranes were constructed with dimensions
of 12 × 12nm and simulated with a semiisotopic moles, pressure, tempera-
ture (NPT) ensemble with equilibrations of 20 ns. Production runs were then
performed for ∼100 ns.
In-Air Atomic Force Microscopy Imaging. Topographic, amplitude, and phase
AFM images were recorded using tapping mode AFM on an MFP-3D Asylum
AFM instrument (for imaging bacteria) and on a Cypher Instrument (Asylum
Research) (for imaging supported lipid bilayers). All AFM images were flat-
tened with a first-order line-wise correction fit. AFM tips used were super-
sharp silicon probes (Nanosensors; resonant frequency ∼330 kHz, tip radius
of curvature <5 nm, force constant 42 N/m). Images were processed using
proprietary SPIP software, version 5.1.3.
In-Water Atomic Force Microscopy Imaging. Topographic images of supported
lipid bilayers in liquid were recorded in contact mode on a JPKNanoWizard I
AFM, mounted on an Olympus IX71 inverted optical microscope, as well as in
tappingmode on the Asylum Cyphermentioned above. The AFMprobes used
for all experiments in liquid were MSNL Silicon Nitride probes with spring
constants of 0.005–0.03 N/m (Bruker AFM probes) for contact mode imaging,
and Olympus BL-AC40 (∼0.1 N/m, Olympus) for tapping mode. Images were
processed using Gwyddion (http://gwyddion.net) first-order line-wise flat-
tening and cross-section measurements.
High Resolution Secondary Ion Mass Spectrometry. SIMS imagesof chemicaland
isotopic distributions were acquired on a CAMECA NanoSIMS 50 with lateral
resolution down to 50 nm. The instrument uses a 16 keV primary 133Cs+beam to
bombard the sample surface and collects five selected secondary negative ions
using a Mauttach–Herzog mass analyzer with electrostatic sector and asym-
metric magnet configuration. 12C14N– and 12C15N– secondary ions were col-
lected. Three of the following signals were also recorded simultaneously to give
information on sample morphology: 12C–, 13C–, 16O– and 31P–. The ratio images
(12C15N–/12C14N–) (30 by 30 μm, 256 by 256 pixels) were collected with a large
primary aperture to match the pixel size in the images with the incident ion
beam diameter (∼120 nm). A smaller primary aperture was used to achieve
higher lateral resolution images (10 by 10 μm). The datawere collectedwithout
preliminary 133Cs+ implantation to avoid sputtering away the thin samples. The
images were calculated and processed using OpenMIMS software (MIMS,
Harvard University; www.nrims.harvard.edu), were multiplied by a scale factor
10,000, and processed by a median filter with one pixel radius. Ratios of the
control samples were calculated as: ratio = 12C15N–/(12C14N– + 12C15N–) × 100%.
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