This paper will report a new value of the fine structure constant a obtained by an improved ewluation of the a3 and a4 corrections t o the electron anomalous magnetic moment U , . This will lead to a value of LY with a precision exceeding 1 part in lo9 when new measurements of ue become available.
Introduction
In early days of modern physics the fine structure constant cu used to be determined from measurement of simple atomic systems such as the hydrogen and helium atoms. However. it tiirned out to be very difficult for these systems to go beyond the precision of a few ppm. This is mainly due to the fact that we need additional information on the internal structure of proton which is known only crudely at present.. Thus, for high precision determination of a in atomic physics, systems consisting solely of leptons such as electrons and muons, in which the effects of strong and weak interactions are known to be very smail, are preferred.
The simplest "atomic" system is an electron in free space. Of particular importance is the anomalous magnetic moment a, associated with the spin of the electron which is precisely calculable from first principles. The precision of theoretical result is limited only by the power of computing facility available. Thus the anomalous magnetic moment of an electron plays a crucial role in testing the validity of QED, or, more generally, the standard model. Combined with the very precise measurement of the anomalous magnetic moment of a free electron where the numerals enclosed in the parentheses on the first line are, respectively, errors in the numerical integration of the sixth-order and eighth-order terms and the experimental uncertainty in the measureinerit (l) , and l ppb is 1 part per billion.
The value of a given in (2) -1.557 (70) + . . .
(3)
The second-order and fourth-order terms, namely the coefficients of LY/T and are known analytically. The sixth-order term has been revised recently [3] . The eighth-order term is a preliminary value reported in [4] and was determined by pureiy numerical means using the iterative-adaptive MonteCarlo integration routine VEGAS [5] . The last term is the sum of contributions of vacuum polarizations due to muon, tau, and hadron as well as the contribution of the weak interaction.
To compare (3) with experiment we need a value of cy measured by some means. The best non-QED measurements of cy available at present are a-l(q.Hal1) = 137.035 997 9(32) (24ppb), a-'(acJ) = 137.035 977 0677) (56ppb), cr-l(h/mn) = 137.036 011 28(524) (39ppb), (4) which are based on the quantum Hall effect [SI, the ac Josephson effect [7] , and the measurement of the ratio of Planck's constant h and the neutron mass m, [8] . If one uses cy(q.Hall), for instance, one obtains a,(q.Hall) = 1 159 652 201.4 (0.5)(2.1)(27.1) x where the three errors are due to the uncertainties in the sixth-order and eighth-order terms and in a(q.Hall). This is in good agreement with experiment (1). However, the values a,(acJ) and ae(h/m,) calculated using other values of a's from (4) are about + 2.9 and -2.3 standard deviations away from the experimental value.
(5)
Work in progress
In anticipation of the forth-coming measurements of the electron g -2 a new calculation is in progress to improve the theoretical prediction further. The largest source of theoretical uncertainty is the a4 term. This term consists of contributions of 891 Feynman diagrams, most of which are 10-dimensional integrals whose integrands consist of up to about 20,000 terms of complicated rational functions. The size of the error, in spite of an extensive numerical work carried out on various scalar, vector and parallel processors over many years, reflects the difficulty in performing numerical integration of such gigantic integrals with high precision. The difficulty is compounded by the necessity to carry out pointwise renormalization of ultraviolet divergences and pointwise separation of infrared divergences on the computer. In some cases these calculations cannot be executed reliably in double precision arithmetic because of the noise caused by rounding of the last digits. We are then forced to resort to an extended precision arithmetic which slows down the computation by more than an order of magnitude. Numerical analysis of the dependence of the integrals on the infrared cut-off parameter, which we have been occasionally forced to introduce, also requires nontrivial amount of computing time. Recent advances in the computing power of massively parallel processors give the hope that reliable evaluation of these integrals is possible at last. The coefficient of the a4 term has already been improved significantly. The result of the new calculation will be reported at the Conference.
The result (2) shows that the current theoretical uncertainty is already two times smaller than the experimental uncertainty in (1). The intrinsic theoretical error in a(a,) will be brought down to less than 1 ppb. When the forthcoming measurements of a, [9] are completed, the experimental uncertainty will be reduced by more than an order of magnitude. The uncertainty in the value of a(a,) will then be reduced to better than 1 ppb.
