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Abstract
Quantum mechanics is among the most important and successful mathemati-
cal model for describing our physical reality. The traditional formulation of quan-
tum mechanics is linear and algebraic. In contrast classical mechanics is a geo-
metrical and non-linear theory that is defined on a symplectic manifold. However,
after invention of general relativity, we are convinced that geometry is physical
and effect us in all scale. Hence the geometric formulation of quantum mechanics
sought to give a unified picture of physical systems based on its underling geo-
metrical structures, e.g., now, the states are represented by points of a symplectic
manifold with a compatible Riemannian metric, the observables are real-valued
functions on the manifold, and the quantum evolution is governed by a symplectic
flow that is generated by a Hamiltonian function. In this work we will give a com-
pact introduction to main ideas of geometric formulation of quantum mechanics.
We will provide the reader with the details of geometrical structures of both pure
and mixed quantum states. We will also discuss and review some important appli-
cations of geometric quantum mechanics.
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1 Introduction
In the geometrical description of classical mechanics the states are represented
by the points of a symplectic manifold M which is called the phase space [1].
The space of observables consists of the real-valued and smooth functions on the
phase space. The measurement of an observable f :M −→ R in a state p ∈M is
given by f (p ). The space of observables is equipped with the structure of a com-
mutative and associative algebra. The symplectic structure of the phase space also
provides it with the Poisson bracket. An observable f is associated with a vector
field X f . Hence, flow on the phase space is generated by each observable. More-
over, the dynamics is given by a particular observer called the Hamiltonian H and
the flow generated by the Hamiltonian vector field XH describes the time evolution
of the system on the phase space.
In quantum mechanics the systems correspond to rays in the Hilbert spaceH ,
and the observables are represented by hermitian/self-adjoint linear operators on
H . Moreover, the space of observables is a real vector space equipped with two al-
gebraic structures, namely the Jordan product and the commutator bracket. Thus
the space of observables is equipped with the structure of a Lie algebra. However,
the measurement theory is different compare with the classical mechanics. In the
standard interpretation of quantum mechanics, the measurement of an observ-
able Aˆ in a state |ψ〉 ∈H gives an eigenvalue of Aˆ. The observable Aˆ also gives rise
to a flow on the state space as in the classical theory. But the flow is generated by
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the 1-parameter group e i Aˆt that preserves the linearity of the Hilbert space. The
dynamics is governed by a specific observable, called the Hamiltonian operator Hˆ .
One can directly see that these theories both have several points in common
and also in difference. The classical mechanical framework is geometric and non-
linear. But the quantum mechanical framework is algebraic and linear. Moreover,
the standard postulates of quantum mechanics cannot be stated without reference
to this linearity. However, some researcher think that this difference seems quite
surprising [2, 3, 4, 5] and deeper investigation shows that quantum mechanics is
not a linear theory either. Since, the space of physical systems is not the Hilbert
spaceH but it is the projective Hilbert spaceP (H )which is a nonlinear manifold.
Moreover, the Hermitian inner-product of the Hilbert space naturally equips the
projective space with the structure of a Kähler manifold which is also a symplec-
tic manifold like the classical mechanical phase space M . The projective space
P (H ) is usually called quantum phase space of the pure quantum states.
Let Hˆ be a Hamiltonian operator on H . Then we can take its expectation
value to obtain a real function on the Hilbert space which admits a projection h
to P (H ). The flow Xh is exactly the flow defined by the Schrödinger equation
onH . This means that Schrödinger evolution of quantum theory is the Hamilto-
nian flow on P (H ). These similarities show us that the classical mechanics and
quantum mechanics have many points in common. However, the quantum phase
space has additional structures such as a Riemannian metric which are missing in
the classical mechanics (actually Riemannian metric exists but it is not important
in the classical mechanics). The Riemannian metric is part of underlying Kähler
structure of quantum phase space. Some important features such as uncertainty
relation and state vector reduction in quantum measurement processes are pro-
vided by the Riemannian metric.
In this work we will also illustrate the interplay between theory and the applica-
tions of geometric formulation of quantum mechanics. Recently, many researcher
[6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] have contributed to development of geomet-
ric formulation of quantum mechanics and how this formulation provide us with
insightful information about our quantum world with many applications in foun-
dations of quantum mechanics and quantum information theory such as quantum
probability, quantum uncertainty relation, geometric phases, and quantum speed
limit.
In the early works, the most effort in geometric quantum mechanics were concen-
trated around understanding geometrical structures of pure quantum states and
less attention were given to the mixed quantum states. Uhlmann was among the
first researcher to consider a geometric formulation of mixed quantum states with
the emphasizes on geometric phases [17, 18, 19]. Recent attempt to uncover hid-
den geometrical structures of mixed quantum states were achieved in the following
works [20, 21, 22, 23, 24, 25]. Some researcher also argue that geometric formula-
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tion of quantum mechanics could lead to a generalization of quantum mechanics
[4]. However, we will not discuss such a generalization in this work. Instead we
concentrate our efforts to give an introduction to its basic structures with some ap-
plications. In particular, in section 2 we review some important mathematical tools
such as Hamiltonian dynamics, principal fiber bundles, and momentum map. In
section 3 we will discuss the basic structures of geometric quantum mechanics
including quantum phase space, quantum dynamics, geometric uncertainty rela-
tion, quantum measurement, geometric postulates of quantum mechanics, and
geometric phase for pure quantum states. In section 4 we will extend our discus-
sion to more general quantum states, namely the mixed quantum states repre-
sented by density operators. Our review on the geometric quantum mechanics of
mixed quantum states includes purification, symplectic reduction, symplectic and
Riemannian structures, quantum energy dispersion, geometric uncertainty rela-
tion, geometric postulates of quantum mechanics, and geometric phase. Finally
in section 5 we give a conclusion and an outlook. Note that we assume that reader
are familiar with basic topics of differential geometry.
2 Mathematical structures
Mathematical structures are important in both classical and quantum physics. In
algebraic description of quantum mechanics linear algebra and operator algebra
are the most preferred structures for describing physical systems. However, in geo-
metric quantum mechanics the most important mathematical structures are geo-
metrical such as Hamiltonian dynamics, principal fiber bundles, and momentum
maps. In this section we will give a short introduction to these topics.
2.1 Hamiltonian dynamics
In Hamiltonian mechanics the space of states or phase space is a differential man-
ifoldM equipped with a symplectic form ω which plays an important role in de-
scribing the time evolution of the states of the system. Here we will give a short
introduction to Hamiltonian dynamics. For a detail discussion of Hamiltonian dy-
namics we recommend the following classical book [1].
LetM be a smooth manifold with p ∈M and T (M ) be the tangent space ofM .
Moreover, let
ω :Tp (M )×Tp (M )−→R (1)
be a two-form onM . Thenω is called symplectic if
1. ω is closed, dω= 0, and
2. ω is non-degenerated, that is,ω(u , v ) = 0 for all u ∈Tp (M )whenever v = 0.
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The pair (M ,ω) are called a symplectic manifold. If H :M −→R is a smooth func-
tion onM , then d H is a 1-form onM . Moreover, let X :M −→T (M ) be a vector
field. Then we define a contraction map ı : T (M )−→T ∗(M ) by ı XHω=ω(XH , ·).
The vector field X is called symplectic if ı Xω is closed. Furthermore, a vector field
XH :M −→T (M ) is called a Hamiltonian vector field with a Hamiltonian function
H if it satisfies
ı XHω=ω(XH , ·) = d H . (2)
A Hamiltonian system consists of the following triple (M ,ω, XH ). Let XH ∈ T (M )
be a Hamiltonian vector field. Then XH generates the one-parameter group of dif-
feomorphism Diff(M )
{φHt } :R×M −→M , (3)
whereφHt ∈Diff(M ) satisfies
• dd t φHt =XH ◦φHt withφH0 = id, and
• φHt+s =φHt (φHs (x )) for all t , s ∈R and x ∈M .
For a Hamiltonian system (M ,ω, XH ) each point x ∈M corresponds to a state of
system and the symplectic manifoldM is called the state space or the phase space
of the system. In such a classical system, the observables are real-valued functions
on the phase space. Let K : M −→M be a function. Then K is constant along
the orbits of the flow of the Hamiltonian vector field XH if and only if the Poisson
bracket defined by
{K , H}ζ =ωζ(XK , XH ) = d K (XH )(ζ) (4)
vanishes for all ζ ∈M . Assume XH is a Hamiltonian vector onM , and let x be a
point ofM . Moreover, letφt be one-parameter group generated by XH in a neigh-
borhood of the point x . If we assume that the initial state is x , then the evolution
of the state can be described by the map ζx : R −→M defined by ζx (t ) = φt (x )
with initial state ζx (0) = x . Under these assumptions the trajectory of ζx (t ) is de-
termined by the Hamilton’s equations
ζ
′
=XH (ζ). (5)
Note that
LXHω= ı XH dω+d (ı XHω) = 0+d d H = 0, (6)
whereLXH is the Lie derivative, implies that the flow φt preserves the symplectic
structure, that is φ∗tω = ω. If the phase space M is compact, then ζx (t ) is an
integral curve of the Hamiltonian vector field XH at the point x .
Theorem 2.1. Consider a Hamiltonian system (M ,ω, XH ). If ζ(t ) is an integral
curve of XH , then energy function H (ζ(t )) is constant for all t . Moreover, the flow
φt of H satisfies H ◦φt =H.
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Proof. By the Hamilton’s equation (5) we have
d H (ζ(t ))
d t
= d Hζ(t )(ζ
′
(t )) = d Hζ(t )((XH )ζ(t ))) (7)
= ω((XH )ζ(t ), (XH )ζ(t )) = 0.
Thus we have shown that H (ζ(t )) is constant for all t .
LetM be a manifold. Then an almost complex structure onM is an automor-
phism of its tangent bundle J :T M −→TM that satisfies J 2 =−1. Moreover, the
almost complex structure is a complex structure if it is integrable, meaning that a
rank two tensor, usually called the Nijenhuis tensor vanishes [26].
Let (M ,ω) be symplectic manifold. Then a Kähler manifold is symplectic manifold
equipped with an integrable compatible complex structure. Moreover, (M ,ω) be-
ing a Kähler manifold implies thatM is a complex manifold. Thus a Kähler form is
a closed, real-valued, non-degenerated 2-form compatible with the complex struc-
ture.
Example. Let (q 1,q 2, . . . ,q n , p1, p2, . . . , pn ) be canonical coordinate for the sym-
plectic form, that isω=
∑n
i=1 q
i ∧p i . Then in these coordinates we have
XH =

∂H
∂ p i
,− ∂H
∂ q i

= J ·d H , J =

0 In
−In 0

, (8)
where In is a n ×n identity matrix.
In the following sections we will show that the quantum dynamics governed by
Schrödinger and von Neumann equations can be described by Hamiltonian dy-
namics outlined in this section.
2.2 Principal fiber bundle
One important mathematical tool used in the geometric formulation of quantum
physics is principal fiber bundles. In this section we will introduce the reader to
the basic definition and properties of principal fiber bundles and in the following
sections we will apply the tool to the quantum theory.
Let S and P be differentiable manifolds and G be a Lie group. Then a differen-
tiable principal fiber bundle
G 
 // S pi // P (9)
consists of the total spaceS and the action of G onS that satisfies
• G acts freely from the right onS , that is η :S ×G −→S defined by η(p , g ) =
p · g .
6
Figure 1: Illustration of the bundle pi and the decomposition of Tp (S ).
• the base spaceP =S /G is a quotient space with pi being differentiable sub-
mersion.
• Each % ∈P has an open neighborhood U and a diffeomorphism ϕ : pi−1(U )
−→ U ×G such that ϕ(p ) = (pi(p ),φ(p )) whit φ : pi−1(U ) −→ G defined by
φ(p · g ) =φ(p )g , for all p ∈pi−1(U ) and g ∈G .
If p ∈pi−1(%), then pi−1(%) is the set of points p · g , for all g ∈G .
Example. One important example of such a principal fiber bundle is the construc-
tion of homogeneous spaces
H 
 // G
pi // G /H , (10)
where H is a closed subgroup of G and G /H = {g H : g ∈G } is the set of all left coset
of H in G .
Now, if we consider the principal fiber bundle G 
 // S pi // P , then the
tangent space ofS can be decompose as
Tp (S ) =Vp (S )⊕Hp (S ), (11)
where Vp = {v ∈ Tp (S ) : Tppi(v ) = 0} is called a vertical subspace and Hp (S ) is
called the horizontal subspace. Note that the horizontal subspace is transverse to
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the vertical subspace, see Figure 1. A principal connectionA in S is an assign-
ment of the subspace Hp (S ) of Tp (S ) such a that Hp g (S) = (Rp )∗Hp (S) for each
p ∈ S and g ∈G with Rg : S −→ S defined by Rg p = p · g . A vector v ∈ Tp (S )
is called horizontal if v ∈ Hp (S ) otherwise it is called vertical vector. A vertical
vector is denoted by vert(v ) and a horizontal one is denoted by hor(v ). Thus the
vector v can be written as v = vert(v ) + hor(v ). A curve c (t ) ∈ S with t ∈ {0, 1}
is called horizontal if d c (t )d t , is horizontal. Now, let γ(t ) ∈ P . Then γ˜(t ) is a lift of
γ(t ) if pi(γ˜(t )) = γ(t ). Moreover, if γ˜(t ) is a horizontal curve of γ, then γ˜(t ) is called
a horizontal lift. We will consider other important principal fiber bundles in the
following sections.
2.3 Momentum map
The momentum map is also an import tool in the geometric formulation quantum
mechanics, specially in the construction of phase space of mixed quantum states.
Here we give a very short introduction to the momentum map.
Let S be a symplectic manifold and G be a Lie group acting on S . Then the
orbit of G through p ∈S is defined by
Op = {ψg (p ) : g ∈G } (12)
and the stabilizer or isotropy subgroup of G is defined by
Gp = {g ∈G :ψg (p ) = p}. (13)
The action of G on M is called transitive if there is only one orbit, it is called free if
all stabilizers are trivial, and it is called locally free if all stabilizers are discrete.
Let S be a symplectic manifold and G be a Lie group acting on S from the left.
Then the mapping
J :S −→ ð∗ (14)
is a momentum map, where ð is the Lie algebra of G and ð∗ is dual of ð. Moreover,
for a weakly regular value µ∈ ð∗ of J the reduced space
Sµ = J−1(µ)/Gµ (15)
is a smooth manifold with the canonical projection being a surjective submersion,
where
Gµ = {g ∈G : Ad∗gµ=µ} (16)
is the isotropy subgroup at µ for the co-adjoint action. The following theorem is
called the symplectic reduction theorem [27].
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Figure 2: Symplectic reduction, where Oµ denotes the orbits of Gµ.
Theorem 2.2. Consider a symplectic manifold (S ,Ω) endow with a Hamiltonian
left action of a Lie group G and a momentum map J :S −→ ð∗. Suppose that µ∈ ð∗
is a regular value of J and the group Gµ acts freely and properly on J−1(µ). Then
the reduced phase space Sµ = J−1(µ)/Gµ has a unique symplectic form ωµ such
that pi∗ωµ = i ∗µΩ, where iµ : J−1(µ) −→ S is inclusion and piµ : J−1(µ) −→ Sµ is a
canonical projection.
If H : S −→ R is a G -invariant Hamiltonian, then it induces a Hamiltonian
Hµ :Sµ −→R. Moreover, the flow of the Hamiltonian vector field XHµ on Sµ is the
Gµ-quotient of the flow of XH on J−1(µ). Let cµ(t ) be the integral curve of XHµ onSµ. Then for p0 ∈ J−1(µ) we will find the integral curve c (t ) = φt (p0) of XH such
that piµ(c (t )) = cµ(t ), where piµ : J−1(µ) −→ Sµ is a projection, see Figure 2. The
following theorem is proved in [28].
Theorem 2.3. Suppose Gµ
  // J−1(µ) pi // Sµ is a principal Gµ-bundle with
connection A. Moreover, let cµ be the integral curve of the reduced dynamical system
on Sµ. The integral curve of S through p0 ∈ pi−1(cµ(0)) is obtained as follows: i)
Horizontally lift cµ to form the curve d (t ) ∈ J−1(µ) through p0; ii) Let ζ(t ) = A ·
XH (d (t )), such that ζ(t ) ∈ ð; iii) Solve the equation g˙ (t ) = g (t ) · ζ(t ). Then c (t ) =
g (t ) ·d (t ) is the integral curve of the system onS with initial condition p0.
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Example. Consider the symplectic manifold (Cn ,Ω), where
Ω=
i
2
∑
i
d z i ∧d z¯ i =
∑
i
d x i ∧d yi =
∑
i
ri d ri ∧dθi (17)
is a symplectic form on Cn . The S1-action on (Cn ,Ω) is defined by t 7−→ φt =
{multiplicationby e i t } is Hamiltonian with momentum map J : Cn −→ R defined
byψ∈Cn 7−→− |ψ|22 +C , where C is an arbitrary constant. If we chose the constant
C to be C = 12 , then J
−1(0) =S2n−1 is the unit sphere in Cn .
3 Geometric formulation of pure quantum states
In the geometric formulation of quantum mechanics we consider a Hamiltonian
dynamical system on a symplectic manifold, where the phase space is the projec-
tive Hilbert space constructed by principal fiber bundle and the evolution is gov-
erned by Schrödinger’s equation is equivalent to Hamilton’s equations determined
by symplectic structure. The Kähler structure of the quantum phase space includes
a Riemannian metric that distinguishes the quantum from the classical mechan-
ics. In this section we will give an introduction to geometric quantum mechanics
of pure states. The topics we will cover include quantum phase space, quantum
dynamics, geometric uncertainty relation, quantum measurement, postulates of
geometric quantum mechanics, and geometric phase.
3.1 Quantum phase space
In linear-algebraic approach to the quantum mechanics, a quantum system is de-
scribed on a Hilbert spaceH . We start by showing that the Hilbert space is a Kähler
space equipped with symplectic form and compatible Riemannian metric. A her-
mitian inner product 〈·|·〉 :H ×H −→C on a Hilbert spaceH is defined by
〈ψ|φ〉= 1
2ħh G (ψ,φ)+
i
2ħhΩ(ψ,φ), (18)
for all |ψ〉, |φ〉 ∈H where the real part G (ψ,φ) = 2ħhRe〈ψ|φ〉 is a Riemannian met-
ric that satisfies the following relation
G (ψ,φ) =G (φ,ψ), (19)
and Ω(ψ,φ) = 2ħhIm〈ψ|φ〉 is a symplectic structure that satisfies
Ω(ψ,φ) =−Ω(φ,ψ). (20)
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Figure 3: Illustration of the principal fiber bundle.
IfH is a complex Hilbert space, then an almost complex structure J :H −→H
satisfies J 2 =−1 and we have the following relations between G ,Ω and J : Ω(ψ,φ) =
Ω(J (ψ), J (φ)) and G (ψ,φ) = G (J (ψ), J (φ)). Moreover, since J (ψ) = iψ it follows
that
G (ψ,φ) = Ω(ψ, J (φ)) =−Ω(J (ψ),φ). (21)
These relations define a Kähler structure onH . Thus the Hilbert space is a Kähler
space. Moreover, the Hilbert space is a symplectic manifold. SinceH is isomor-
phic to its tangent space and symplectic form is non-degenerate, closed differen-
tial 2-form onH .
For any state |ψ〉 ∈H , the unit sphere inH is defined by
S (H ) = {|ψ〉 ∈H : 〈ψ|ψ〉= 1} ⊂H . (22)
Any two vectors |ψ〉, |φ〉 ∈S (H ) are equivalent if they differ by a phase factor, that
is |ψ〉= e iϕ |φ〉, withϕ ∈R. Thus the proper phase space of pure quantum systems
is
P (H ) =S (H )/∼, quantum phase space (23)
If |ψ〉 ∈ S (H ), then the corresponding equivalence class [|ψ〉] can be identified
with the one-dimensional projector Pψ = |ψ〉〈ψ| which implies that P (H ) is the
space of one-dimensional projectors inH . This construction defines a principal
U (1)-bundle
U (1) 
 // S (H ) pi // P (H ) (24)
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overP (H ), see Figure 3. Thus for any vector |ψ〉 ∈H , the corresponding fibre
pi−1([ψ]) =
¨
e iϕ |ψ〉
〈ψ|ψ〉 ∈S (H )
«
(25)
could be identified with the Lie group U (1). In a finite dimensional quantum sys-
tem the Hilbert space is given by (n + 1)- dimensional Euclidean spaceH =Cn+1
and we have the following principle fiber bundle
U (1) 
 // S2n+1 pi // CPn , (26)
where the quantum phase spaceP (H ) is a complex projective space
CPn = S2n+1/U (1), (27)
with S2n+1 being a unit sphere in Cn+1 =R2n+2.
Example. The simplest non-trivial case is the first Hopf bundle
U (1)∼= S1   // S3 pi // CP1 ∼= S2 . (28)
Thus P (C2) = CP1 is the quantum phase space of a quantum bit or a qubit state.
To be able to define a qubit state explicitly, let {|i 〉}1i=0 be a set of orthonormal basis
of a two-level quantum systems onH =C2 and
|ψ〉 = α0|0〉+α1|1〉= e iη

cos
θ
2
|0〉+ e iφ sin θ
2
|1〉

be a vector defined on S (H ) = S3 = {(α0,α1) ∈ C2 : |α0|2 + |α1|2 = 1}. Then pi is
defined by
pi(α0,α1) = xi = 〈ψ|σi |ψ〉= (α∗0,α∗1)σi

α0
α1

, (29)
whereσi for i = 1, 2, 3 are Pauli matrices,
σ= (σ1,σ2,σ3) =

0 1
1 0

,

0 −i
i 0

,

1 0
0 −1

. (30)
The sphere S2 is usually called the Bloch sphere representation of the quantum bit
|ψ〉. The simplest mixed quantum state is defined by
ρ =
1
2
 
I +
3∑
i=1
xiσi
!
=

1+ x3 x1− i x2
x1+ i x2 1− x3

, (31)
where x1 = 〈ψ|σ1|ψ〉= 2Re(α∗0α1), x2 = 〈ψ|σ2|ψ〉= 2Im(α∗0α1), and x3 = 〈ψ|σ3|ψ〉=|α0|2− |α1|2 with the constraint detρ = 1− x21− x22− x23 ≥ 0. For a pure qubit state,
we have equality, detρ = 0. We will in details discuss the mixed quantum states in
the next section.
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Note thatP (H ) is equipped with a Hermitian structure induced by the one on
H that makes P (H ) a Kähler manifold. Next we will discuss Kähler structure on
P (H ).
The quantum phase space P (H ) is a differentiable complex manifold and pi is
differentiable map. The tangent space T[ψ]P (H ) is isomorphic to quotient space
H /Cψ, where Cψ is subspace of H . Thus the projective map pi is a surjective
submersion. Moreover, let Tψpi :H −→ T[ψ]P (H ). Then the kernel is defined by
KerTψpi=Cψ and the restricted map KerTψpi|(Cψ)⊥ : (Cψ)⊥ −→ T[ψ]P (H ) is a com-
plex linear isomorphism from (Cψ)⊥ = {|ψ〉 ∈H : 〈ψ|φ〉= 0} to the tangent space
of the quantum phase space T[ψ]P (H ) that also depends on chosen representa-
tive |ψ〉 ∈ [ψ].
Proposition 3.1. Let |ψ〉 ∈S H and |φ1〉, |φ2〉 ∈ (Cψ)⊥, Then
〈Tψpi(φ1)|Tψpi(φ2)〉= 2ħh〈φ1|φ2〉 (32)
gives a Hermitian inner product on T[ψ]P (H ), where the left hand side does not
depend on the choice of |ψ〉 ∈ [ψ]. Thus (32) defines a Hermitian metric on the
quantum phase space which is invariant under the action of transformation [U ],
for all unitary group U onH . Moreover,
ω(Tψpi(φ1), Tψpi(φ2)) = 2ħhIm〈φ1|φ2〉 (33)
defines a symplectic form on quantum phase space. Furthermore,
g (Tψpi(φ1), Tψpi(φ2)) = 2ħhRe〈φ1|φ2〉 (34)
defines a Riemannian metric on quantum phase space. The symplectic form (33)
and the Riemannian metric (34) are invariant under all transformation [U ].
The Riemannian metric (34) is usually called the Fubini-Study metric. Let
φ1,φ2 ∈H and υ(φi ) = Tψpi(φi ) for i = 1, 2. Moreover, assume that |ψ〉 6= 0. Then
an explicit expression for the Hermitian metric is given by
〈υ(φ1)|υ(φ2)〉= 2ħh 1‖|ψ〉‖4
‖|ψ〉‖2〈φ1|φ2〉− 〈φ1|ψ〉〈ψ|φ2〉 . (35)
Now the Riemannian metric defined by equation (34) is given by
gψ(υ(φ1),υ(φ2)) = 2ħh
1
‖|ψ〉‖4 Re
‖|ψ〉‖2〈φ1|φ2〉− 〈φ1|ψ〉〈ψ|φ2〉 (36)
and the symplectic form defined by equation (33) is given by
ωψ(υ(φ1),υ(φ2)) = 2ħh
1
‖|ψ〉‖4 Im
‖|ψ〉‖2〈φ1|φ2〉− 〈φ1|ψ〉〈ψ|φ2〉 . (37)
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For the proof of the proposition 3.1 see reference [29]. Now, consider the principal
Gµ-bundle
Gµ
  // J−1(µ) pi // Sµ (38)
that we have defined in (14). Let S = H with the symplectic form Ω(ψ,φ) =
−ħhIm〈ψ|φ〉 and the S1-action being the multiplication of a vector by e iθ . Then
G = Gµ = S1 for any µ ∈ ð∗ = R. If ζ ∈ R, then we have ζH (ψ) = iζ|ψ〉 for any
|ψ〉 ∈ H . The momentum map J :H −→ R is defined by J (ψ) = ‖|ψ〉‖2 . Moreover
the symplectic form is given by Ω=−dΘwith
Θ(ψ) · |φ〉= ħh
2
Im〈ψ|φ〉. (39)
Furthermore, the level set J−1
− 12 is the sphere in H of radius one, that is
J−1
− 12=S (H ). And finally the quantum phase space isSµ =P (H ).
We can also apply the symplectic reduction theorem 2.2 to equip the quantum
phase space with a symplectic form and a Riemannian metric as follows. Let
i : S (H ) −→ H . Then there is an unique symplectic form on P (H ) such that
pi∗ω= i ∗Ω. Thus we have
ω(υ(φ1),υ(φ2)) = Ω(φ1,φ2). (40)
Note that the expression given by (33) coincides with (41) since for any vector φ ∈
TψS (H )∼= (Cψ)⊥ we haveφ ⊥ψ. Thus forφ⊥ =φ we have
ω(υ(φ1),υ(φ2)) = 2ħhIm〈φ1|φ2〉=Ω(φ1,φ2). (41)
We also have pi∗g = i ∗G which gives g (υ(φ1),υ(φ2)) =G (φ1,φ2).
We have in some details defined and characterized the quantum phase space of
pure quantum states. In particular, we have used principal fiber bundle and mo-
mentum map to investigate the geometrical structures of quantum phase space. In
the next section we will discuss the quantum dynamics on quantum phase space
based on the Hamiltonian dynamics.
3.2 Quantum dynamics
The measurable quantities or observables of the quantum system are represented
by hermitian/ self-adjoint linear operators acting onH . One of the most impor-
tant example of such an operator is called Hamiltonian operator Hˆ defined on
H . Let |ψ〉 ∈ H . Then, the dynamics of quantum systems is described by the
Schrödinger’s equation
iħh d |ψ(t )〉
d t
= Hˆ |ψ(t )〉. (42)
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Let Aˆ be a hermitian/self-adjoint operator onH . Then a real-valued expectation
function A :H −→R is defined by
A(ψ) =
〈ψ|Aˆψ〉
〈ψ|ψ〉
=
1
2ħh G (ψ, Aˆψ). (43)
Now, we can associate to each H a Hamiltonian vector field XH , which is defined
by ı XHΩ = d H . Moreover, we can identify TψH withH since the Hilbert space is
a linear space. Thus a vector field X :H −→ TψH can be identified with X :H −→
H and a linear operator acts as a vector field onH as follows
XHˆ (ψ) =− iħh Hˆψ. (44)
One also can show that an observable generates a 1-parameter group ϕt :H −→
H defined by ϕt (ψ) = e i Hˆ tψwithψ∈ TψH .
Theorem 3.2. The Schrödinger vector field XHˆ is Hamiltonian and the Schrödinger
equation defines a classical Hamiltonian systems onH :
XH = ħhXHˆ . (45)
Proof. We can identify the tangent space of a Hilbert space TψH with the Hilbert
space, sinceH is a linear space. Now, letψ,ξ∈H , then we have
d H (ψ)(ξ) =
d
d t
H (ψ+ t ξ) |t=0
=
1
2
d
d t
〈ψ+ t ξ|Hˆ (ψ+ t ξ)〉 |t=0
=
1
2
〈ξ|Hˆψ〉+ 1
2
〈ψ|Hˆξ〉
= G (ξ, Hˆψ)
= ħhΩ(ξ, iħh Hˆψ)
= ħhΩ(XHˆ ,ξ)(ψ).
Thus ħhXHˆ is a Hamiltonian vector field with respect to the symplectic form Ω on
the Hilbert space.
Next we will discuss the relation between Poisson bracket defined by the sym-
plectic form on the Hilbert space and the commutators of quantum observables Aˆ
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and Bˆ with corresponding expectation function A and B onH respectively. Let XA
and X B be the Hamiltonian vector fields corresponding to A and B . Then we have
{A, B}Ω(ψ) = Ωψ(XA , X B )
=
1
2i
 〈XA (ψ)|X B (ψ)〉− 〈X B (ψ)|XA (ψ)〉
=
1
2i
〈ψ|(Aˆ Bˆ − Bˆ Aˆ)ψ〉
=
1
2i
〈ψ|[Aˆ, Bˆ ]ψ〉,
where XA = ħhX Aˆ = −i Aˆψ and X B = ħhX Bˆ = −i Bˆψ. Let Pψ = |ψ〉〈ψ| ∈ P (H ) be
a one-dimensional projector in H which is also called a density operator corre-
sponding to the pure state |ψ〉. Then the evolution of Pψ under unitary operators
is governed by von Neumann equation as follows
iħh
d Pψ
d t
= [Hˆ , Pψ] (46)
with a solution that defines a curve in P (H ). Now, let a :P (H ) −→ R be a func-
tion defined by a (Pψ) = A(ψ) or equivalently by a (Pψ) = Tr(AˆPψ). We can also
define a Hamiltonian vector field on quantum phase space P (H ) by ı HΩ = d H ,
where h(Pψ) = H (ψ). Since P (H ) being a Kähler manifold, it is equipped with a
symplectic fromω and the von Neumann equation can be written as follows
d Pψ
d t
=
1
ħh {h, Pψ}ω, (47)
where {h, Pψ}ω is the Poisson bracket corresponding to the symplectic form ω on
the quantum phase space.
Thus we have shown that in the geometric formulation of quantum mechanics the
observables are real-valued functions and Schrödinger equation is the symplectic
flow of a Hamiltonian function on P (H ). Moreover, the quantum phase space
P (H ) is a nonlinear manifold equipped with a Kähler structure and the flow gen-
erated by an observable consists of nonlinear symplectic transformation as in the
classical mechanics.
In the following section, we will discuss some applications of geometric quantum
mechanics including geometric uncertainty relation, quantum measurement, pos-
tulates of quantum mechanics, and geometric phase.
3.3 Geometric uncertainty relation
We have have shown that the quantum phase space P (H ) of a pure state is
equipped with a symplectic and a Riemannian structure. Moreover, we have
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shown that the expectation values of observables can be related to the Riemannian
and symplectic structures. This relation, enable us to derive a geometric version of
uncertainty relation [30] for a pure state [31]. Let the uncertainty of an observable
Cˆ corresponding to a normalized state |ψ〉 be defined by
(∆Cˆ )2ψ = 〈ψ|Cˆ 2|ψ〉− 〈ψ|Cˆ |ψ〉2. (48)
Then, the following theorem provides us with a geometric version of uncertainty
relation.
Theorem 3.3. Let Aˆ and Bˆ be two quantum observales onH . Then we have
(∆Aˆ)2(∆Bˆ )2 ≥ Ω(XA , X B )2+(G (XA , X B )−A B )2 , (49)
where (∆A)2 = (∆Aˆ)2(ψ) is a function on the Hilbert space S (H ). Moreover, let
a : Aˆ −→ R and b : Bˆ −→ R be two functions on P (H ) of the observables Aˆ and Bˆ
respectively, which are defined by
a ◦pi= 〈ψ|Aˆ |ψ〉= A |S (H ), b ◦pi= 〈ψ|Bˆ |ψ〉= B |S (H ). (50)
Furthermore, let g be the Riemannian metric and ω be the symplectic form on
P (H ) such that the Poisson and Riemannian brackets can be defined by
{A, B}ω =ω(XA , X B ), (A, B )g = g (XA , X B ), (51)
respectively. Then the uncertainty relation onP (H ) is given by
(∆a )2(∆b )2 ≥ ω(Xa , Xb )2+ g (Xa , Xb )2 (52)
= {a ,b}2ω+(a ,b )2g ,
where (∆a )2(Pψ) = (∆A)2(ψ).
Proof. Let Cˆ⊥ = Cˆ − 1C = Cˆ − 1〈ψ|Cˆ |ψ〉, where C = 〈ψ|Cˆ |ψ〉 is the expectation
value of the observable Cˆ and 1 is an identity operator. Then it is easy to show that
(∆Cˆ )2ψ = 〈Ψ|Cˆ 2⊥|ψ〉. Now for two quantum observables Aˆ and Bˆ we have
(∆Aˆ)2ψ(∆Bˆ )
2
ψ = 〈ψ|Aˆ2⊥|ψ〉〈ψ|Bˆ 2⊥|ψ〉. (53)
And by Schwartz inequality we get
〈ψ|Aˆ2⊥|ψ〉〈ψ|Bˆ 2⊥|ψ〉 ≥ 〈ψ|Aˆ⊥ Bˆ⊥|ψ〉2. (54)
But we can also rewrite
Aˆ⊥ Bˆ⊥ =
1
2
[Aˆ⊥, Bˆ⊥]+
1
2
[Aˆ⊥, Bˆ⊥]+, (55)
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where [Aˆ⊥, Bˆ⊥]+ = Aˆ⊥ Bˆ⊥+ Bˆ⊥Aˆ⊥. Now by inserting equation (55) in equation (54)
we get
(∆Aˆ)2ψ(∆Bˆ )
2
ψ ≥ 14
|〈ψ|[Aˆ⊥, Bˆ⊥]+|ψ〉|2+ |〈ψ|[Aˆ⊥, Bˆ⊥]|Ψ〉|2 . (56)
Note that [Aˆ⊥, Bˆ⊥] = [Aˆ, Bˆ ],
|〈ψ|[Aˆ⊥, Bˆ⊥]+|ψ〉|2 = 〈ψ|[Aˆ⊥, Bˆ⊥]|ψ〉2, (57)
and |〈ψ|[Aˆ, Bˆ ]|ψ〉|2 = −〈ψ|[Aˆ, Bˆ ]|ψ〉2, which enable us to rewrite equation (54) in
the following form
(∆Aˆ)2ψ(∆Bˆ )
2
ψ ≥ 14
〈ψ|[Aˆ⊥, Bˆ⊥]+|ψ〉2−〈ψ|[Aˆ, Bˆ ]|ψ〉2 . (58)
Next, we will expand [Aˆ⊥, Bˆ⊥]+ as
[Aˆ⊥, Bˆ⊥]+ = [Aˆ −1A, Bˆ −1B ]+ (59)
= Aˆ Bˆ + Bˆ Aˆ − Aˆ B −A Bˆ − BˆA − BAˆ +21BA
= [Aˆ, Bˆ ]++2A B −2A Bˆ −2BAˆ.
Thus the expectation value of [Aˆ⊥, Bˆ⊥]+ can be written as
〈ψ|[Aˆ⊥, Bˆ⊥]+|ψ〉 = 〈ψ|[Aˆ, Bˆ ]+|ψ〉+2A B〈ψ|ψ〉−2A〈ψ|Bˆ |ψ〉−2B〈ψ|Aˆ |ψ〉
= 〈ψ|[Aˆ, Bˆ ]+|ψ〉−2A B. (60)
Now, we want to rewrite uncertainty relation given by equation (54) in terms of
geometrical data we have, namely the symplectic structure
Ωψ(XA , X B ) =
1
2i
 〈ψ|XA X B |ψ〉− 〈ψ|X B XA |ψ〉 (61)
=
1
2i
〈Ψ|Aˆ Bˆ − Bˆ Aˆ |Ψ〉
=
1
2i
〈ψ|[Aˆ, Bˆ ]|ψ〉,
where we have used XA = ħhX Aˆ = −i Aˆψ and similarly for X B , which implies that〈ψ|[Aˆ, Bˆ ]|ψ〉= 2iΩψ(XA , X B ) and the Riemannian metric
Gψ(XA , X B ) =
1
2
 〈ψ|XA X B |ψ〉+ 〈ψ|X B XA |ψ〉 (62)
=
1
2
〈ψ|Aˆ Bˆ + Bˆ Aˆ |ψ〉
=
1
2
〈ψ|[Aˆ, Bˆ ]+|ψ〉
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which also gives 〈ψ|[Aˆ, Bˆ ]+|ψ〉= 2Gψ(XA , X B ). Thus we have
〈ψ|[Aˆ⊥, Bˆ⊥]+|ψ〉 = 〈ψ|[Aˆ, Bˆ ]+|ψ〉−2A B (63)
= 2(Gψ(XA , X B )−A B ).
The inequality (56) can now be written in terms of the Riemannian metric and the
symplectic form on the Hilbert space as follows
(∆Aˆ)2(∆Bˆ )2 ≥ Ω(XA , X B )2+(G (XA , X B )−A B )2 .
This proof the first part of theorem. Next we want to prove (52) which gives an
uncertainty relation on the quantum phase spaceP (H ). If ξ,η∈ TpP (H ), then
g p (ξ,η) =Gψ(X⊥, Y ⊥), ωp (ξ,η) = Ωψ(X⊥, Y ⊥), (64)
and ψ ∈ H is projected to p ∈ TpP (H ). If X and Y are arbitrary vectors in H ,
then
X⊥ =X − 〈ψ|X 〉〈ψ|ψ〉ψ, Y
⊥ = Y − 〈ψ|Y 〉〈ψ|ψ〉ψ. (65)
Thus we have g p (Xa , Xb ) =Gψ(X⊥A , Y ⊥B ) andωp (Xa , Xb ) = Ωψ(X⊥A , Y ⊥B )which gives
g p (Xa , Xb ) =Gψ(X⊥A , Y ⊥B ) =Gψ(XA , YB )−A B (ψ) (66)
and
ωp (Xa , Xb ) = Ωψ(X⊥A , Y ⊥B ) = Ωψ(XA , YB ). (67)
Now the uncertainty relation onP (H ) can be written as
(∆a )2(∆b )2 ≥ ω(Xa , Xb )2+ g (Xa , Xb )2 = {a ,b}2ω+(a ,b )2g . (68)
This end the proof of our theorem on geometric uncertainty relation for pure quan-
tum states.
Note that in a special case we have
(∆a )2 = g (Xa , Xa ) (69)
which gives rise to a geometrical interpretation of quantum uncertainty relation.
Let XH be a Hamiltonian vector field. Then the uncertainty of the energy of a quan-
tum system
(∆h)2 = g (Xh , Xh ) (70)
is equal to the length of Xh . This establishes a direct relation between measurable
quantity of a physical quantum system and geometry of underling phase space.
In particular the energy uncertainty measures the speed at which the quantum
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system travels through quantum phase space. For applications of this result to
quantum speed limit see references [32, 33, 25]. This end our detail discussion of
geometric uncertainly relation for pure quantum states based on symplectic and
Riemannian structures of the Hilbert space and the quantum phase spaceP (H ).
In the following sections, we will also derive a geometric uncertainly relation and
quantum energy dispersion relation for mixed quantum states.
3.4 Quantum measurement
Since the quantum phase space of a pure state is a Kähler manifold which is
equipped with the Fubini-Study metric, it enables one to measure distance be-
tween two quantum states. In this section we will give a short introduction to
quantum distance measure and its application to quantum measurement process.
Consider the principal fiber bundle U (1) 
 // S (H ) pi // P (H ) . Let |ψ〉 ∈
S (H ) and C (t ) be a curve inP (H ) defined by c (t )∈P (H ) for all t ∈ [0, 1]. More-
over, let C˜ be its lift defined byψ(t )∈P (H ) for all t ∈ [0, 1]. Then the length of the
lift is determined by
Length(C˜ ) =
∫ t=1
t=0
p〈ψ˙|ψ˙〉d t . (71)
We could wonder which lift of the curve has minimal length or is a minimal lift.
This question is answered in the following theorem.
Theorem 3.4. A lift is minimal if and only if it is a horizontal lift. The length of the
curve C measured by Fubini-Study metric is equal to the length of the horizontal lift
of the curve.
Proof. The proof follows from the following inequality
〈ψ˙|ψ˙〉 ≥ 〈ψ˙|ψ˙〉− |〈ψ˙|ψ〉|2
which implies that 〈ψ˙|ψ˙〉 ≥ (pi∗g )ψ(ψ˙,ψ˙), where gψ(ψ˙,ψ˙) is the Fubini-Study met-
ric. So the lift is minimal if and only if 〈ψ|ψ˙〉= 0. Moreover, if |ψ(t )〉 is a horizontal
lift then we have 〈ψ˙|ψ˙〉= (pi∗g )ψ(ψ˙,ψ˙).
Let p1, p2 ∈ P (H ) and γ be the shortest geodesic joining them. Moreover, let
κ(p1, p2) be equal to the length of γ. Then we have the following theorem [31]:
Theorem 3.5. Let |ψi 〉 be arbitrary elements from the fibers pi−1(p i ) for all i = 1, 2.
Then the length of γ is given by
|〈ψ1|ψ2〉|= cos[κ(p1, p2)].
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Note that if we choose |ψi 〉 such that |〈ψ1|ψ2〉| is real and positive, then we will
have 〈ψ1|ψ2〉 = cos[κ(p1, p2)]. Moreover, every geodesic on the quantum phase
space P (H ) is closed and its length is equals pi which is also half of the length
of a closed geodesic in S (H ). Furthermore, if 〈ψ1|ψ2〉 = 0 then the length of the
shortest geodesic in P (H ) will be pi/2. In this case there are finitely many planes
spanned by |ψ1〉 and |ψ2〉. Thus there are finitely many geodesics connecting the
points p1 and p2 inP (H ). These points are usually called the conjugated points.
This mean that if two vectors are orthogonal in S (H ), then they give rise to two
conjugated points inP (H ).
Let p1, p2 ∈P (H ). Then the Fubini-Study length between these two points equals
the length of the shortest geodesic κ(p1, p2). However, if we want to measure the
distance on the Hilbert spaceH , then the distance measure is called the Fubini-
Study distance and is defined by
DFS(|ψ1〉, |ψ2〉) = inf
ϕ
‖|ψ1〉− e iϕ |ψ2〉‖=
p
2(1− |〈ψ1|ψ2〉|). (72)
There are another ways to compute the distance between pure quantum states.
The most well-known one is called the trace distance and it is defined by
D(|ψ1〉, |ψ2〉) = Tr||ψ1〉〈ψ1| − |ψ2〉〈ψ2||= 2
p
1− |〈ψ1|ψ2〉|2, (73)
where |M | = pM †M . The second measure of distance that we will consider is
called the Hilbert-Schmidt norm and it is defined by
DHS(|ψ1〉, |ψ2〉) =
p
Tr(|ψ1〉〈ψ1| − |ψ2〉〈ψ2|)2 =
p
2(1− |〈ψ1|ψ2〉|2). (74)
We can see that these measures of quantum distance are related to the geodesic
length of a curve onP (H ), since |〈ψ1|ψ2〉|= arccos[κ(p1, p2)].
Next we will discuss the quantum measurement process and relates it to
geodesic distance on quantum phase space. Let p0, p1 ∈ P (H ) with correspond-
ing fibers |ψ0〉 ∈ pi−1(p0) and |ψ〉 ∈ pi−1(p ) defined on S (H ). Then one can con-
sider a function δ0 :P (H )−→R+ defined by
δ0(p ) = |〈ψ0|ψ〉|2 (75)
which is called the quantum probability distribution on P (H ). Moreover, if the
projectors P0 = |ψ0〉〈ψ0| and P = |ψ〉〈ψ| are corresponding to the points p0 and p ,
then we also have
δ0(p ) = Tr(P0P). (76)
Now, if κ(p0, p ) is the length of the minimal geodesic distance separating p0, p ∈
P (H ), then the quantum mechanical probability distribution on quantum phase
space satisfies
δ0(p ) = cos2[
κ(p0, p )p
2ħh
]. (77)
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Consider again the principal fiber bundle U (1) 
 // S (H ) pi // P (H ) . Let Fˆ
be a self-adjoint/hermitian operator on the Hilbert space which has discrete non-
degenerated spectrum, that is F |ψk 〉 = f k |ψk 〉, where |ψk 〉 ∈ S H and pk ∈ PH
be corresponding eigenstates with pk = pi(|ψk 〉). If we define Pk = |ψk 〉〈ψk | as the
one-dimensional projection, then the observable Fˆ has the following spectral de-
composition Fˆ =
∑
k f k Pk . Thus if we measure the quantum system, then any state
P0 in quantum phase space will collapse to one of Pk with following probability
δ0(Pk ) = Tr(P0Pk ). We can argue that in the process of a quantum measurement of
an observable Fˆ , the probability of obtaining an eigenvalue f k is a monotonically
decreasing function of P0 and Pk . Now, let Fˆ be a self-adjoint/hermitian operator
on the Hilbert space and f : P (H ) −→ R be a function defined by f (P) = Tr(PFˆ )
with f (Pk ) = f k . Then X Fˆ (ψ) =− iħh Fˆ |ψ〉 is a Hamiltonian vector field on the Hilbert
space with X Fˆ (ψk ) = − iħh Fˆ |ψk 〉. Thus X f will vanishes at all eigenstates Pk . The
conclusion is that the eigenstates pk are the critical points of the observable func-
tion f . Thus the observable function f can be determined based on geometric
structure of quantum phase space.
Proposition 3.6. f is a quantum observable if and only if corresponding Hamilto-
nian vector X f is Killing vector field of the Kähler metric g , that isLX f g = 0.
For more information on the case when the observables have continues spectra
see [4].
3.5 Postulates of geometric quantum mechanics
As we have shown, the true space of the quantum states is a Kähler manifold
P (H ), the states are represented by points of P (H ) equipped with a symplec-
tic form and a Riemannian metric. Moreover, the observables are represented by
certain real-valued functions onP (H ) and the Schrödinger evolution is captured
by the symplectic flow generated by a Hamiltonian function on P (H ). There is
thus a remarkable similarity with the standard symplectic formulation of classical
mechanics. Thus we can give a set of postulates of quantum mechanics based on
the structures of quantum phase space P (H ). We will assume that observables
are hermitian operators. Moreover, if the Hilbert space is finite-dimensional, then
the spectrum of an operator Aˆ consists of the eigenvalues of Aˆ and it can be written
as
Aˆ =
∑
i
αi PAˆ,αi , (78)
where PAˆ,αi is the projection operator corresponding to the eigenvalue αi of Aˆ.
Here is the summary of the geometric postulates of quantum mechanics.
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• Physical state: In quantum mechanics, the physical states of the systems are
in one-one correspondence with the points of quantum phase spaceP (H ).
• Quantum evolution: The quantum unitary evolution is given by the flow on
the quantum phase space P (H ). The flow preserves the Kähler structure
and the generator of the flow is densely defined vector field onP (H ).
• Observables: Quantum observables are presented by smooth and real-
valued function f : P (H ) −→ R. The flow of Hamiltonian vector fields X f
corresponding to the function f preserves the Kähler structure.
• Probabilistic interpretation: Let f be an observable and Σ ⊂ R be a closed
subset of spectrum of f defined by s p ( f ) = {λ ∈ R|nλ : P (H ) −→ R ∪∞,
defined by p 7−→ [(∆ f )2(p ) + ( f (p )−λ)2]−1 is unbounded }. Moreover, sup-
pose that the system is in the states corresponding to p ∈ P (H ). Then the
measurement of f will give an element of Σwith the probability
δp (Σ) = cos2

1p
2ħh
κ(p , Pf ,Σ(p ))

, (79)
where κ(p , Pf ,Σ(p )) is minimal geodesics distance between p and Pf ,Σ(p ).
Moreover, Pf ,Σ(p ) is the point closest to p in
E f ,Σ = {q ∈P (H ) : { f ,{ f ,{ f , . . .}+}+}+|q ∈Σn ∀n}, (80)
where Σn denotes the image of Σ under the mapping Σ 7−→ Σn and e.g.,
{ f , f }+ is the expectation value of observable Fˆ 2 corresponding to f .
• Reduction of quantum states: The discrete spectrum of an observable f pro-
vides the set of possible outcomes of the measurement of f . The state of the
system after measurement of an observable f with corresponding eigenvalue
λ is given by the associated projection Pf ,λ(p ) of the initial state p .
In the above geometric postulates of quantum mechanics we didn’t refer to the
linear structure of the Hilbert space which provides essential mathematical tools
in linear and algebraic formulation of quantum mechanics. We could wonder if
the geometric formulation of quantum mechanics will some day provides us with
a generalization of quantum mechanics. Such a generalization of quantum me-
chanics may includes: i) the quantum phase space, ii) the algebra of the quantum
observables, and iii) the quantum dynamics. More information on the geometric
postulates of quantum mechanics can be found in [4].
3.6 Geometric phase a fiber bundle approach
Geometric phases have many applications in different fields of quantum physics
such as quantum computation and condensed matter physics [34, 35, 36]. In this
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section we give a short introduction to geometric phase based on a fiber bundle
approach. Consider the principal fiber bundle U (1) 
 // S (H ) pi // P (H ) .
Let |ψ〉 ∈ S (H ). Then the tangent space can be decompose as TψS (H ) =
VψS (H )⊕HψS (H ). A fiber pi−1(ψ) can be written as e iϕ |ψ〉. Thus we can de-
fine the vertical tangent bundle as
VψS (H ) = {iϕ|ψ〉 :ϕ ∈R} (81)
which can be identified with the Lie algebra u(1) ∼= iR. Moreover, we define the
horizontal tangent bundle as
HψS (H ) = {X ∈H : 〈ψ|X 〉= 0}. (82)
A curve t 7−→ |ψ(t )〉 ∈S (H ) is horizontal if 〈ψ(t )|ψ˙(t )〉= 0 for all t . Now, we define
a connection one-form onS (H ) byAψ = i Im〈ψ|X 〉 ∈ u(1). Let
s :P (H )−→S (H ) (83)
be a local section. Then a local connection form onP (H ) is defined by pull back
of s , that is A = i s ∗A . An explicit form for A is given by A = i 〈ψ|dψ〉. Now, for a
closed curve C inP (H ) the holonomy is defined by
Hol(C ,ψ) = exp

i
∮
C
A

(84)
which coincides with Aharonov-Anandan [37] phase factor. We will discuss a gen-
eralization of this approach to mixed quantum states in the following section.
4 Geometric formulation of mixed quantum states
4.1 Introduction
Pure quantum states are small subclasses of all quantum states. Mixed quantum
states represented by density operators ρ are the most general quantum states in
quantum mechanics. These generalized quantum states are hermitian trace class
operators acting on the Hilbert space with the following properties: i) ρ ≥ 0 and ii)
Tr(ρ) = 1. Let
λ1 ≥λ2 ≥ · · · ≥λk (85)
be the eigenvalues of ρ with multiplicity (m1, m2, . . . , mk ). Then the spectral de-
composition$ of ρ can be written as
$=

λ11m1 0 · · · 0
0 λ21m2 0 0
... 0
... 0
0 0 · · · λk 1mk
 , (86)
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where 1m i are m i ×m i the identity matrices for all 1≤ i ≤ k . Now let U ∈U (n ) be
a unitary matrix, where n =m1+m2+ · · ·+mk . Then all density matrices unitary
equivalent to $, that is ρ =U$U † lie on the co-adjoint orbit passing through $
defined by
O$ = {U$U † : U ∈U (n )} ∼=U (n )/G$, (87)
where G$ = {U ∈U (n ) : U$U † =$} is the isotropy subgroup of$. Equivalently
we can define O$ as
O$ ∼=U (n )/U (m1)×U (m2)× · · ·×U (mk ), (88)
where we have identified G$ as G$ ∼= U (m1)×U (m2)× · · · ×U (mk ). As we have
discussed in example 2.2, a homogenous manifold can be construct by a principal
fiber bundle. Thus the space of mixed quantum states can be constructed by the
following principal fiber bundle
G$
  // U (n ) pi // O$ (89)
or equivalently by
U (m1)× · · ·×U (mk )   // U (n ) pi// U (n )/U (m1)× · · ·×U (mk ) . (90)
This definition of O$ indicates that the quantum phase space of mixed quantum
states is a complex flag manifold, which is usually denoted by CFm1···mk .
Example. The first non-trivial example of such a space is called a complex Grass-
mann manifold CFm1m2 = CGm ,n−m which is defined by e.g., taking m1 =m and
m2 = n −m , that is
CGm ,n−m ∼=U (n )/U (m )×U (n −m ) (91)
or in terms of a principal fiber bundle
U (m )×U (n −m )   // U (n ) pi // CGm ,n−m ∼=U (n )/U (m )×U (n −m ) . (92)
Now, it is possible to introduce a geometric framework for mixed quantum
states based on a Kähler structure. The geometric framework includes a symplec-
tic form, an almost complex structure, and a Riemannian metric that characterize
the space of mixed quantum states [38]. The framework is computationally effec-
tive and it provides us with a better understanding of general quantum mechanical
systems. However, in the next section we will review another geometric framework
for mixed quantum states based on principal fiber bundle with some important
applications in geometric quantum mechanics.
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4.2 A geometric framework for mixed quantum states based
on a principal fiber bundle
Recently, we have introduced a geometric formulation of quantum mechanics
for density operators based on principal fiber bundle and purification procedure
which has led to many interesting results such as a geometric phases, an uncer-
tainty relations, quantum speed limits, a distance measure, and an optimal Hamil-
tonian [20, 21, 22, 23, 24, 25]. LetH be a Hilbert space. In this work we will con-
sider thatH is finite dimensional but the theory can carefully be extended to in-
finite dimensional cases. Then D(H ) will denote the space of density operators
onH . Moreover, we let Dk (H ) be the space of density operators onH which has
finite rank, namely less than or equal to k .
4.2.1 Purification
In the pervious section we have covered geometric formulation of pure states
which are density operators with 1-dimensional support. In this section we will
consider the density operator with k -dimensional support where k is a positive
integer. However, every density operator can be regarded as a reduced pure state.
LetK be a k -dimensional Hilbert space. Moreover, letL (K ,H )∼=H ⊗K ∗ be the
space of linear mapping fromK toH andS (K ,H ) be the space of unit sphere in
L (K ,H ). Now a purification of density operator can be defined by the following
surjective map
S (K ,H )−→Dk (H ) (93)
defined by ψ 7−→ ψψ†. The idea of the purification is based on the fact that a
quantum system defined on the Hilbert spaceH can be consider as a subsystem
of a larger quantum systemH ⊗K . If ρ is a density operator onH , then it can be
defined by the following partial trace ρ = TrK (ς), where ς is a density operator on
H ⊗K . In our case if we considerP (H ⊗K ∗) as projective space overH ⊗K ∗,
then we have
S (H ⊗K ∗)   C // P (H ⊗K ∗)TrK ∗ // Dk (H ) , (94)
where C : |ψ〉 7→ |ψ〉〈ψ|. Now, let U (H ) be the unitary group of H acting on
D(H ). Then the evolution of density operators which is governed by a von Neu-
mann equation will stay in a single orbit for the left conjugation-action ofU (H ).
In this setting the orbits are in one-to-one correspondence with the spectra of den-
sity operators onH . Let λi be the density operator’s eigenvalues with multiplic-
ities m i listed in descending order. Then we define the spectrum of the density
operator by
σ= (λ1,λ2, . . . ,λk ; m1, m2, . . . , mk ). (95)
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Given the spectrum σ, we denote the corresponding U (H ) orbit in Dk (H ) by
D(σ). Now, let {|j 〉}kj=1 be a set of orthonormal basis inK . Then we define
P(σ) =
k∑
j=1
λjΠj , (96)
where Πj =
∑m1+···+m j
i=m1+···+m j−1+1 |i 〉〈i | and theS (σ) by
S (σ) = {ψ∈L (K ,H ) :ψ†ψ= P(σ)}. (97)
Thus we have constructed a principal fiber bundle
U (σ)   // S (σ) pi // D(σ) , (98)
where the gauge groupU (σ) is defined by
U (σ) = {U ∈K : UP(σ) = P(σ)U} (99)
with corresponding Lie algebrau(σ). Note the action ofU (σ) onS (σ) is induced
by the right action of unitary groupU (K ) onL (K ,H ).
Example. If we have one eigenvalue, e.g., λ1 = 1, then S (σ) is the unit sphere in
the Hilbert space H , and D(σ) is the projective space over H and our principal
fiber bundle pi is the generalized Hopf bundle (26) discussed in pervious section.
In general S (σ) is diffeomorphic to the Stiefel variety of k -frames inH . The
following theorem has been proven in [24].
Theorem 4.1. Let u(K ∗) be the space of all functionals on u(K ) and the momen-
tum mapping
J :L (K ,H )−→ u(K ∗) (100)
is defined by J (ψ) = µψ∗ψ where µAˆ (ξ) = iħhTr(Aˆξ), for any hermitian operator Aˆ onK . Then J is a coadjoint-equivariant map for the Hamiltonian U (K )-action on
L (K ,H ) and µψ∗ψ is a regular value of J whose isotropy group acts properly, and
freely on J−1(µψ∗ψ).
Thus we can define S (σ) = J−1(µψ∗ψ). Moreover, U (σ) is the isotropy group
of µψ∗ψ = µP(σ) and our principal fiber bundle U (σ)   // S (σ) pi // D(σ) is
equivalent to the following reduced space submersion
J−1(µP(σ))−→ J−1(µP(σ))/U (σ). (101)
For more information see our recent work [24].
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4.2.2 Riemannian and symplectic structures onS (σ) andD(σ)
Next, we will discuss the Riemannian and symplectic structures onS (σ) andD(σ).
First, we note that the space L (K ,H ) is also equipped with a Hilbert- Schmidt
inner product. 2ħh times the real part of Hilbert- Schmidt inner product defines a
Riemannian metric
G (X , Y ) = ħhTr(X †Y +Y †X ) (102)
on L (K ,H ) and 2ħh times the imaginary part of Hilbert- Schmidt inner product
defines a sympletic form
Ω(X , Y ) =−iħhTr(X †Y −Y †X ) (103)
on L (K ,H ). The unitary groups U (H ) and U (K ) act on L (K ,H ) from left
and right respectively by isometric and symplectic transformations LU (ψ) = Uψ
and RV (ψ) =ψV . Moreover, we let u(H ) and u(K ) be the Lie algebras ofU (H )
andU (K ) respectively. Furthermore, we define two vector fields Xξ and Xη corre-
sponding to ξ in u(H ) by
Xξ(ψ) =
d
d t

L exp(t ξ)(ψ)

t=0
= ξψ (104)
and η in u(K ) by
Xη(ψ) =
d
d t

Rexp(tη)(ψ)

t=0
=ψη. (105)
Now, from Marsden-Weinstein-Meyer symplectic reduction theorem 2.2 follows
that D(σ) admits a symplectic form which is pulled back to Ω|S (σ). The following
theorem is also proved in [24].
Theorem 4.2. Consider the principal fiber bundle U (σ)   // S (σ) pi // D(σ) .
Then the projective space D(σ) admits a unique symplectic form such that pi∗ω =
Ω|S (σ).
We will also restrict the metric G to a gauge-invariant metric on S (σ). The
tangent bundle T S (σ) ofS (σ) can be decompose as
T S (σ) =VS (σ)⊕HS (σ), (106)
where the vertical bundle VS (σ) = Kerdpi and the horizontal bundle HS (σ) =
VS (σ)⊥, see Figure 4. Note that dpi is the differential of pi and ⊥ denotes the
orthogonal complement with respect to the metric G . A vector in VS (σ) is called
vertical and a vector in HS (σ) is called the horizontal. We also define a unique
metric g on D(σ) which makes the map pi a Riemannian submersion. This mean
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Figure 4: Illustration of the principal fiber bundle pi and the decomposition of TψS (σ).
that the metric g has property that restriction of dpi to every fiber of the horizontal
bundle is an isometry. Thus we have shown that the total space S (σ) is equipped
with a symplectic form and a Riemannian metric. Moreover the quantum phase
spaceD(σ) is equipped with a symplectic formω and a Riemannian metric g . We
can also show that there exists a compatible almost complex structure J on D(σ)
such that g (X , Y ) = ω(X , J (Y )). But to find an explicit expression for J is not an
easy task and needs further investigation.
4.2.3 Mechanical connection
In this section, we will derive an explicit connection on S (σ). The connection is
a smooth subbundle HS (σ) of T S (σ) which is also called an Ehresmann con-
nection. There is a canonical isomorphism between the Lie algebra u(σ) and the
fibers in VS (σ), that is
u(σ)3 ξ 7−→ψξ∈VψS (σ) (107)
Moreover, VS (σ) is the kernel bundle of gauge invariant mechanical connection
A :T S (σ)−→ u(σ) defined by
Aψ =I −1ψ Jψ, (108)
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where I : S (σ)× u(σ) −→ u(σ)∗ is called a locked inertia tensor which is defined
by
Iψξ(η) =G (Xξ(ψ), Xη(ψ)) (109)
andJ :T S (σ)−→ u(σ)∗ is called a momentum map which is defined by
Jψ(X )(ξ) =G (X , Xξ(ψ)). (110)
The locked inertia tensor is of bi-invariant type since Iψ is an adjoint-invariant
form on the Lie algebrau(σ) and it is also independent of theψ. Hence the locked
inertia tensor defines a metric on u(σ) as follows
ξ ·η= ħhTr(ξ†η+η†ξ)P(σ) . (111)
We will use this metric to derive an explicit expression for the mechanical connec-
tionAψ.
Proposition 4.3. Let X ∈T S (σ) and Πj =∑m1+···+m ji=m1+···+m j−1+1 |i 〉〈i |. Then
Aψ(X ) =
k∑
j=1
Πjψ†XΠj P−1(σ). (112)
Proof. Note that Πjψ†XΠj P−1(σ)∈ u(σ). Since
Πjψ†XΠj P−1(σ) = P−1(σ)ψ†XΠj , (113)
shows that Πjψ†XΠj P−1(σ) commutes with P(σ). Using the definition of P(σ) =
ψ†ψ one can show that X †ψ+ψ†X = 0. Thus Πjψ†XΠj P−1(σ) is anti-hermitian,
that is
(Πjψ†XΠj P−1(σ))†+Πjψ†XΠj P−1(σ) =Πj
=0︷ ︸︸ ︷
(X †ψ+ψ†X )Πj P−1(σ) = 0. (114)
Finally, we can get an explicit expression for the mechanical connection as follows
k∑
j=1
Πjψ†XΠj P−1(σ) ·ξ = ħhTr
 k∑
j=1
Πj (X †ψξ+ξ†ψ†X )Πj
 (115)
= ħhTr

X †ψξ+ξ†ψ†X

= Jψ(X )(ξ).
Next, we will discuss some important applications of the framework in foun-
dations of quantum theory to illustrate the usefulness and applicability of this for-
mulation of quantum mechanics.
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4.3 Quantum energy dispersion
In this section we will consider an important class of observables, namely Hamil-
tonian Hˆ operators of the quantum systems. A real-valued function H :H −→ R
of Hˆ is called average energy function and it is defined by H (ρ) = Tr(Hˆρ). If we
let XH denotes the Hamiltonian vector field of H , then the von Neumann equation
governing the dynamics of unitary evolving density operator can be written as
XH (ρ) =
1
iħh [Hˆ ,ρ]. (116)
To prove this we let XH ∈ Tρ0 D(σ)with XH = ρ˙(0). Then we want to show that XH =
1
iħh [Hˆ ,ρ0] for some Hˆ , where ρ0 = ρ(0). Now, we consider a curve ρ(t ) starting at
ρ0 with XH = ρ˙(0). Then since U (H ) acts transitively on TD(σ), we have ρ(t ) =
U (t )ρ0U †(t ) and
ρ˙(t ) = U˙ (t )ρ0U †(t )+U (t )ρ0U˙ †(t ) (117)
=
1
iħh Hˆ (t )U (t )ρ0U
†(t )− 1
iħh U (t )ρ0U
†(t )Hˆ (t ).
Thus ρ˙(0) = 1iħh Hˆρ0 − 1iħhρ0Hˆ = 1iħh [Hˆ ,ρ0] and we have shown that XH = ρ˙(0) =
1
iħh [Hˆ ,ρ0]. The Hamiltonian vector field has a gauge-invariant lift XHˆ to S (σ)
which is defined by
XHˆ (ψ) =
1
iħh Hˆψ. (118)
The Hamiltonian Hˆ is said to be parallel at a density operatorρ if XHˆ (ψ) horizontal
at every ψ in the fiber over ρ. Note that H parallel transport ρ if the solution to
ψ˙=XHˆ (ψ)with initial conditionψ(0)∈pi−1(ρ) is horizontal. Note also that for any
curveρ(t )∈D(σ)with initial valueψ0 in the fiberρ(0), there is a unique horizontal
curve ψ(t ) ∈ S (σ) which is the solution for some Hamiltonian, since the unitary
group U (H ) act transitively on S (σ). If for a known Hamiltonian Hˆ we define a
u(σ)-valued field ξH onD(σ) by
pi∗ξH =A ◦XHˆ , (119)
then ξH · ξH will equal the square of the norm of vertical part of XHˆ , where the
operation · defines a metric on u(σ) as in the equation (111).
Remark. The u(σ)-valued field ξH is intrinsic to quantum systems. The complete
information about the Hamiltonian H is also included in the field ξH .
Next, for a given Hamiltonian, we will establish a relation between the uncer-
tainty function
∆H (ρ) =
p
Tr(Hˆ 2ρ)−Tr(Hˆρ)2, (120)
and the intrinsic field ξH .
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Theorem 4.4. Letξ⊥H be the projection of the fieldξH on the orthogonal complement
of the unit vector −i 1∈ u(σ). Then the Hamiltonian vector field XH satisfies
ħh2 g (XH (ρ), XH (ρ)) =∆H (ρ)2−ξ⊥H (ρ) ·ξ⊥H (ρ). (121)
If the Hamiltonian Hˆ is parallel at ρ, then ħh2 g (XH (ρ), XH (ρ)) =∆Hˆ (ρ)2.
Proof. To prove the theorem we start by determining Tr(Hˆ 2ρ) and Tr(Hˆρ)2 by con-
sideringψ to be a purification of ρ. Thus we will have
Tr(Hˆ 2ρ) = ħh2G (XHˆ (ψ), XHˆ (ψ))
= ħh2 g (XH (ρ), XH (ρ))+ħh2ξH (ρ) ·ξH (ρ) (122)
and
Tr(Hˆρ) = iħhTr(Aψ(XHˆ (ψ))P(σ))
= iħhTr(ξH (ρ)P(σ))
= ħh(−i 1) ·ξH (ρ). (123)
The result follows from
∆H (ρ)2 = ħh2 g (XH (ρ), XH (ρ))+ħh2ξH (ρ) ·ξH (ρ)−ħh2H 2
= ħh2 g (XH (ρ), XH (ρ))+ħh2ξ⊥H (ρ) ·ξ⊥H (ρ). (124)
Now, if ξH (ρ) = 0, then we get∆H (ρ)2 = ħh2 g (XH (ρ), XH (ρ)).
Note that for a pure state the field ξ⊥H = 0, since the vertical bundle is one-
dimensional and so we have ∆H 2 = ħh2 g (XH , XH ) which is almost coincides with
result given in [37].
4.4 Quantum distance measure
In this section, we will consider measuring distance between density operators de-
fined on D(σ) which we have called dynamic distance measure [22]. The distance
of a curves in D(σ) is a geodesic distance and it is defined as the infimum of the
lengths of all curves that connect them.
Theorem 4.5. Letρ0,ρ1 ∈D(σ) be two density operators and Hˆ be the Hamiltonian
of a quantum system. Then distance between ρ0 and ρ1 is given by
Dist(ρ0,ρ1) = inf
Hˆ
1
ħh
∫ t=τ
t=0
∆H (ρ)d t , (125)
where the infimum is taken over all Hˆ that solve the following boundary value von
Neumann problem: ρ˙ =XH (ρ)with ρ(0) =ρ0 and ρ(1) =ρ1.
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Proof. First we note that the length of a curve ρ =ρ(t )∈D(σ) is given by
Length[ρ] =
∫ t=τ
t=0
p
g (XH (ρ), XH (ρ))d t . (126)
Now, we will use the result of the theorem 4.4: ifρ is the integral curve of the vector
field XH , then the length of ρ is given by
Length[ρ]≤ 1ħh
∫ t=τ
t=0
∆H (ρ)d t . (127)
For a Hamiltonian that generates a horizontal lift ofρwe have also equality in (127)
by the theorem 4.4. However, if ρ is a shortest geodesic, then we will have
Dist(ρ0,ρ1) =
1
ħh
∫ t=τ
t=0
∆H (ρ)d t . (128)
Thus we have proved the theorem.
The following theorem is proved in [22].
Theorem 4.6. The distance measure Dist(ρ0,ρ1) is a proper measure.
The distance measure Dist(ρ0,ρ1) also satisfies the following conditions
• Positivity: Dist(ρ0,ρ1)≥ 0.
• Non-degeneracy: Dist(ρ0,ρ1) = 0 if and only if ρ0 =ρ1.
• Symmetry: Dist(ρ0,ρ1) =Dist(ρ1,ρ0).
• Triangle inequality: Dist(ρ0,ρ2)≤Dist(ρ0,ρ1)+Dist(ρ1,ρ2).
• Unitary invariance: Dist(Uρ0U †,Uρ1U †) =Dist(ρ0,ρ1).
Example. Consider a mixed quantum states with σ = (λ1,λ2) and let " > 0: Then
ψ(t )∈S (σ) is given by
ψ(t ) =
 p
λ1 cos("t )
p
λ2 sin("t )p
λ1 sin("t )
p
λ2 cos("t )
!
(129)
for 0≤ t ≤ 1. Now, if we setρ0 =ψ(0)ψ(0)† andρ1 =ψ(1)ψ(1)†. Then for small " we
have Dist(ρ0,ρ1) = Length[ψ] = ". To be able to compare Dist(ρ0,ρ1) with other
well-known distance measure we will consider an explicit formula for Bures dis-
tance for density operators on finite dimensional Hilbert space [39]. In particular,
the Bures distance on C2 is given by
DB (ρ,ρ+δρ) =
1
4
Tr

δρδρ+
1
detρ
(δρ−ρδρ)δρ2

(130)
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An explicit expression for DB (ρ0,ρ1) can be found in [40]:
DB (ρ0,ρ1) =
λ1−λ2p
2
|sin"|
r
2+
(λ1−λ2)2
2λ1λ2
sin2 ". (131)
The reader can find further information on the distance measure in our recent
work on the subject [22].
A curve in D(σ) is a geodesic if and only if its horizontal lifts are geodesics in
S (σ), and that the distance between two operators in D(σ) equals the length of
the shortest geodesic that connects the fibers of pi over the two operators [25]. Let
ρ0,ρ ∈D(σ)with corresponding fibers |ψ0〉 ∈pi−1(ρ0) and |ψ〉 ∈pi−1(ρ) defined on
S (σ). Moreover, let ρ0 and ρ correspond to the points p0 and p . Then one can
consider a function δp0 :D(σ)−→R+ defined by
δp0 (p ) = Tr(ρ0ρ) (132)
called the quantum probability distribution on D(σ). The relation between the
quantum probability distribution and the distance measure on the quantum phase
spaceD(σ) needs further investigation.
4.5 Geometric uncertainty relation
In this section, we discuss a geometric uncertainty relation for mixed quantum
states [24]. Let Aˆ be a general observable on the Hilbert space. Then an uncertainty
function for Aˆ is given by
∆A(ρ) =
p
Tr(Aˆ2ρ)−Tr(Aˆρ)2. (133)
Remark. Note that almost all theory that we have discussed in section 4.3 about
u(σ)-valued field ξH can be applied here by replacing the Hamiltonian Hˆ by Aˆ.
Now, let Aˆ and Bˆ be two observables. Moreover, let (A, B ) and [A, B ] be the
expectation value functions of (Aˆ, Bˆ ) = 12 (Aˆ Bˆ + Bˆ Aˆ) and [Aˆ, Bˆ ] =
1
2i (Aˆ Bˆ − Bˆ Aˆ) re-
spectively. Then the Robertson-Schrödinger uncertainty relation [30] is given by
∆A(ρ)∆B (ρ)≥p((A, B )−A B )2+[A, B ]2, (134)
Next we want to derive a geometric uncertainty relation for mixed quantum states
that involves Riemannian metric and symplectic form as we have derived for pure
states.
Theorem 4.7. Let A and B be two observables on the Hilbert space H. Then a geo-
metric uncertainty relation for mixed quantum states is given by
∆A(ρ)∆B (ρ)≥ ħh
2
Æ{A, B}2g + {A, B}2ω, (135)
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where {A, B}g = g (XA , X B ) is the Riemannian bracket and {A, B}ω = ω(XA , X B ) is
the Poisson bracket of A and B.
Proof. First we calculate the expectation value of Aˆ:
A(ρ) = iħhTr(Aψ(X Aˆ (ψ))P(σ))
= iħhTr(ξA (ρ)P(σ))
=
ħh
2
χ ·ξA (ρ), (136)
where χ = 1
i
p
2ħh 1 is the unit vector in the Lie algebra u(σ). Thus the expectation
value function of Aˆ is proportional to length of the projection of ξA on χ . Similarly
for the observable Bˆ we have
B (ρ) =
ħh
2
χ ·ξB (ρ). (137)
We also need to estimate (A, B )(ρ):
(A, B )(ρ) =
ħh
2
G (X Aˆ (ψ), X Bˆ (ψ)) (138)
=
ħh
2
g (XA (ρ), X B (ρ))+
ħh
2
ξA (ρ) ·ξB (ρ),
and [A, B ](ρ):
[A, B ](ρ) =
ħh
2
Ω(X Aˆ (ψ), X Bˆ (ψ)) (139)
=
ħh
2
ω(XA (ρ), X B (ρ)).
Let X⊥A (ρ) and X⊥B (ρ) be the projection of XA (ρ) and X B (ρ) into the orthogonal
complement of the unit vector χ in u(σ). Then we have
(A, B )(ρ)−A(ρ)B (ρ) = ħh
2
{A(ρ), B (ρ)}g + ħh
2
ξ⊥A (ρ) ·ξ⊥B (ρ) (140)
and in particular for the observable Aˆ we get
∆A2 = (A, A)(ρ)−A(ρ)A(ρ)≥ ħh
2
{A(ρ), A(ρ)}g . (141)
Now, we let X ‖A and X
‖
B denote the horizontal components of vector fields XA and
X B respectively. Then we have
{A, A}g {B , B}g = G (X ‖Aˆ , X ‖Aˆ )G (X ‖Bˆ , X ‖Bˆ ) (142)
≥ G (X ‖
Aˆ
, X ‖
Bˆ
)2+Ω(X ‖
Aˆ
, X ‖
Bˆ
)2
= {A, B}2g + {A, B}2ω,
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where we have applied Cauchy-Schwarz inequality. Combining equations (141)
and (142) we get the geometric uncertainty relation given by equation (135).
Example. For a mixed quantum state withσ= (λ1,λ2) defined onC2, the geomet-
ric uncertainty relation for observables Sx and Sy is given by [41]
∆Sx (ρ)∆Sy (ρ)≥ ħh
2
(λ1−λ2). (143)
For a detail comparison between geometric uncertainty and the Robertson-
Schrödinger uncertainty relation see [24].
4.6 Geometric postulates of quantum mechanics for gen-
eral mixed states
We have introduced a geometric formulation for mixed quantum states. We have
shown thatD(σ) is a symplectic manifold equipped with a symplectic formω and a
Riemannian metric g . We can also show that there is an almost complex structure
J onD(σ)which is compatible withω and g . But we are not able to find an explicit
expression for J . We leave this question for further investigation and we will write
down a set of postulates which are a direct generalization of postulates for pure
quantum states.
• Physical state: There is a one-one correspondent between points of the pro-
jective Hilbert space D(σ), which is a symplectic manifold equipped with a
symplectic form ω and a Riemannian metric g , and the physical states of
mixed quantum systems.
• Observables: Let f : D(σ) −→ R be a real-valued, smooth function on D(σ)
which preserves the symplectic formω and the Riemannian metric g . Then
the observables or measurable physical quantity is presented by f .
• Quantum evolution: The evolution of closed mixed quantum systems is de-
termined by the flow on D(σ), which preserves the symplectic form ω and
the Riemannian metric g . Since we considering finite-dimensional cases,
the flow is given by integrating Hamiltonian vector field XH of the observable
Hˆ .
Remark. The measurement postulate needs further investigation. In particular, we
need to define a general metric that is valid on different orbits.
Remark. A weakness in the above geometric postulate of quantum mechanics for
mixed states is that we are not able to show that the quantum phase space D(σ)
is a Kähler manifold. But there is another geometric formulation of quantum me-
chanics that is based on Kähler structures [38], where the quantum phase space
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is actually a Kähler manifold. Thus if one wants to make sure that the quantum
phase space is Kähler manifold, then it would be a better choice to write down the
geometric postulate of quantum mechanics based on that geometric framework.
To summarize, we have discussed the geometric postulate of quantum mechanics
for mixed quantum states for the sake of completeness and this topic still needs
further investigation.
4.7 Geometric phase for mixed quantum states
We have discussed a fiber bundle approach to geometric phase of pure quantum
states in section 3.6. In this section we will extended the discuss to mixed quan-
tum states. Uhlmann [17, 19]was among the first to develop a theory for geometric
phase of mixed quantum states based on purification. Another approach to geo-
metric phase for mixed quantum states was proposed in [42] based on quantum
interferometry. Recently, we have introduced an operational geometric phase for
mixed quantum states, based on holonomies [20]. Our geometric phase general-
izes the standard definition of geometric phase for mixed states, which is based
on quantum interferometry and it is rigorous, geometrically elegant, and applies
to general unitary evolutions of both nondegenerate and degenerate mixed states.
Here we give a short introduction to such a geometric phase for mixed quantum
states. Let ρ be a curve in D(σ). Then the horizontal lifts of ρ defines a parallel
transport operator Π[ρ] from the fibre over ρ(0) onto the fibre ρ(τ) as follows
Π[ρ]Ψ0 =Ψ‖(τ), (144)
whereψ‖(τ) is horizontal lift of ρ extending fromψ0 defined by
ψ||(t ) =ψ(t )exp+
 
−
∫ t
0
Aψ(ψ˙)d t
!
, (145)
where exp+ is the positive time-ordered exponential andA is the mechanical con-
nection defined by equation (112), see Figure 5. The geometric phase of ρ is de-
fined by
γg (ρ) = arg Tr(P(σ)Hol(ρ)) (146)
= arg Tr(ψ†0Π[ρ]ψ0)
= arg Tr(ψ†‖(0)ψ||(τ))
where Hol(ρ) is the holonomy of ρ.
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Figure 5: Illustration of horizontal liftψ‖(t ).
Example. Consider a mixed qubit state represented byρ = 12

1+ cosϑ p sinϑ
p sinϑ 1− cosϑ

with 0≤ ϑ < 2pi and a unitary operator U (t ) = diag(e−i t , e i t )with 0≤ t ≤ 2pi . Then
the geometric phase is given by [43]
γg (ρ) = arg Tr(ψ
†
‖(0)ψ||(τ)) (147)
= arg

−1
2
(1+p )e ipicosϑ− 1
2
(1−p )e−ipicosϑ

.
Since we have access to all elements of the holonomy group of ρ, we are also
able to defined higher order geometric phases for mixed quantum states. We will
not discuss higher geometric phases here and refer the interested reader to [20].
5 Conclusion
In this work, we have given a concise introduction to geometric formulation of
quantum mechanics based on principal fiber bundle and momentum map. We
divided our presentation in three parts. In the first part we have given an introduc-
tion to Hamiltonian dynamics, principal fiber bundle, and momentum map. In the
second part of the text we have discussed geometry of pure quantum systems in-
cluding geometric characterization of quantum phase space, quantum dynamics,
38
geometric phase, and quantum measurement of pure states. We also have dis-
cussed some applications of geometric quantum mechanics of pure states such as
geometric uncertainty relation and reviewed the geometric postulates of quantum
mechanics. In the third part of the text we have considered the geometric formula-
tion of general quantum states represented by density operators. Our presentation
was mostly based on our recent geometric formulation of mixed quantum states.
After a short introduction to the idea of the framework we moved to discuss the
applications. We have discussed the quantum energy dispersion, geometric phase,
and geometric uncertainty relation for mixed quantum states. We have also tried
to extend the geometric postulates of quantum mechanics into mixed quantum
states. But this topic definitely needs further investigation.
The results we have reviewed and discussed in this work give a very interesting in-
sight on geometrical structures of quantum systems and on our understanding of
geometrical nature of quantum theory. We are also convinced that geometric for-
mulation of quantum theory will have an impact on our understanding of physi-
cal reality. The geometric framework will also provide us with many applications
waiting to be discovered. We hope that this work could encourage reader to con-
tributed to this exiting field of research.
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