This paper is a logical continuation of my recently-published paper. Security of modern communication based on RSA cryptographic protocols and their analogues is as crypto-immune as integer factorization (iFac) is difficult. In this paper are considered enhanced algorithms for the iFac that are faster than the algorithm proposed in the previous paper. Among these enhanced algorithms is the one that is based on the ability to count the number of integer solutions on quadratic and bi-quadratic modular equations. Therefore, the iFac complexity is at most as difficult as the problem of counting. Properties of various modular equations are provided and confirmed in numerous computer experiments. These properties are instrumental in the proposed factorization algorithms, which are numerically illustrated in several examples.
Introduction and Problem Statement
Security of modern communication based on RSA or Rabin cryptographic protocols and their analogues is as crypto-immune as difficult is the integer factorization (iFac) [1] [2] [3] . This paper is a continuation of the paper [4] . In that paper is considered a factorization algorithm of semi-prime n=pq for two cases: where either both factors p and q are non-Blum primes i.e., p=q=1(mod4), (1.1) or at least one factor is a non-Blum prime. In this paper an iFac algorithm is provided, which also works if both factors p and q are Blum primes, i.e.,
p=q=3(mod4).
( 1.2)
The SQUAR-algorithm discussed in [4] is based on several properties (formulated as propositions and conjectures) of dual modular elliptic curves, where b is a positive integer:
  
If n is a prime and (1.5) holds, then for every b also holds 
The proposed iFac2 algorithm described below is less restrictive than the integer factorization SQUAR-algorithm described and analyzed in [4] , because it is also applicable if both p and q satisfy (1.1 
iFac1 Algorithm Based on EC
SQUAR-algorithm described in paper [4] requires consideration of a sequence of elliptic curves with control parameter b. Namely, for every b=1,2,3,5,··· to count the number of points on each EC until four distinct counts are found; {see Example 2.1 below}.
In the following algorithm we need at most three distinct counts. Let 
S 4 ={b=43,53,···; B=6519205}. Therefore, the SQUAR-algorithm provided in [4] requires at least fifteen basic steps, because 43 is the fourteenth prime (2.5). Yet, since 1 P P 2  ; and ; (2.7)
: gcd , factor P P n   . Hence, instead of counting points 1  2  3  5  7  43 , , , , , ,
in fifteen elliptic curves, we determine both factors of n after three distinct counts. : ;
iFac1 Validation
: ; Since n is a semi-prime, then in each of these cases we compute a factor of n. For instance, if
For more details see Table A2 . Although the iFac1 algorithm is computationally simpler than the SQUAR algorithm, we can further simplify the iFac algorithm via application of other modular equations.
Modular Quadratic and Bi-quadratic Equations
In this section are considered properties of quadratic, bi-quadratic modular equations and equations with , where the moduli are prime or semi-prime. 
if n is a semi-prime and n=pq, then for every non-zero b co-prime with n
Proof is provided in the Appendix. G(p, m, b) . 
if an odd prime m is co-prime with , then for every b and m each co-prime with
Here is called the Euler totient function. G(pq, m, b) .
Numerous computer experiments for m=2, 3, 5, 7 confirmed Conjecture 4.3 Thirty six examples in Values of G(pq, m, b); m=1,2,3 {see also Table 6 .1 and 6.2 below}.
The iFac algorithm described below is based on Proposition 4.1. This algorithm is computationally efficient if there exists an efficient procedure (an oracle) that counts the points on either the MQE (m=1) or bi-quadratic equation (m=2) (4.5). 
iFac2 Algorithm
Conjecture 4.3 can be applied to design an iFac2 algorithm. As it implied from the following discussion, this algorithm is more efficient than the SQUAR-algorithm proposed in [4] . Yet, for the seemingly simple iFac2 algorithm we need to know how to efficiently count the number of points G(n, m, b) on modular Equation 
Properties of Modular Equations for m>1: Computer Experiments
Q.E.D Table 6 .1 describes results of computer experiments for various primes p and Several factorization algorithms were described and analyzed in [4] and in this paper {see Table 8 .1}. It is obvious that modular Equation (4.5) can be used for the iFac2 only if either m=1 or m=2. From the paper it follows that the complexity of integer factorization is at most as difficult as the problem of counting how many solutions have modular Diophantine equations. Therefore, the problem of counting points on the MQE is equivalent with the iFac2 problem. One MQE: 
Conclusions

