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Abstract The nodes of certain minimal cubature rule are real common ze-
ros of a set of orthogonal polynomials of degree n. They often consist of a well
distributed set of points and interpolation polynomials based on them have de-
sired convergence behavior. We report what is known and the theory behind by
explaining the situation when the domain of integrals is a square.
1 Introduction
A numerical integration rule is a finite linear combination of point evaluations
that approximates an integral. The degree of precision of such a rule is the
highest total degree of polynomials that are evaluated exactly. For a fixed degree
of precision, the minimal rule uses the smallest number of point evaluations.
Finding a minimal rule is a difficult problem and the most challenging part
lies in identifying the set of nodes used in the rule, which is often a desirable
set of points for polynomial interpolation. For integration on subsets of the
real line, a Gaussian quadrature rule is minimal; its nodes are known to be
zeros of orthogonal polynomials and polynomial interpolation based on the nodes
has desired convergence behavior. The problem is far less understood in higher
dimension, where we have fewer answers and many open questions. The purpose
of this paper is to explain the situation when the integral domain is a square on
the plane, for which we know more than on any other domain.
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2 Yuan Xu
We can work with any fixed square and will fix our choice as
 := [−1, 1]2
throughout the paper. Let Π2n denote the space of polynomials of (total) degree
at most n in two real variables, where the total degree means the sum of degrees
in both variables. It is known that dimΠ2n = (n + 1)(n + 2)/2. Let W be a
nonnegative weight function on the square. For the integral with respect to W ,
a cubature rule of degree of precision m (abbreviated as degree m from now on)
is a finite sum, defined below, such that∫

f(x, y)W (x, y)dxdy =
N∑
k=1
λkf(xk, yk), for all f ∈ Π2m, (1)
and there exists at least one f ∈ Π2m+1 such that the equality (1) fails to hold.
The integer N is the number of nodes. The points (xk, yk) ∈ R2 are called nodes
and the numbers λk are called weights of the cubature rule, respectively. We
consider only positive cubature rules for which λk are all positive.
As in the case of one variable, the nodes of a minimal cubature rule are closely
related to the zeros of orthogonal polynomials. A polynomial P is an orthogonal
polynomial of degree n with respect to the weight function W if P ∈ Π2n and∫

P (x, y)Q(x, y)W (x, y)dxdy = 0 for all Q ∈ Π2n−1.
Let Vn(W ) denote the space of orthogonal polynomials of degree n. Then
dimVn(W ) = n+ 1,
as can be seen by applying the GramSchmidt process to xn, xn−1y, . . . , xyn−1, yn.
However, the structure of zeros for polynomials of more than one variable can be
complicated and what is needed is the common zeros of a family of orthogonal
polynomials of degree n. A common zero of a family of polynomials is a point
which is a zero for every polynomial in the family. To be more precise, what we
often need is to identify a polynomial ideal, I, generated by a family of orthog-
onal polynomials in Vn(W ), so that its variety, V , is real and zero-dimensional,
and the cardinality of V equals the codimension of I. Given the status of real al-
gebraic geometry, this is difficult in general. Only in a few cases can we establish
the existence of a minimal, or near minimal, cubature rule and identify its gen-
erating polynomial ideal explicitly. The nodes of such a cubature rule are good
points for polynomial interpolation. Indeed, using the knowledge on orthogonal
polynomial that vanish on the nodes, it is not difficult to construct a polynomial
subspace Π∗n, so that the problem of finding p such that p(xi, yi) = f(xi, yi) for
all nodes (xi, yi) of the cubature rule has a unique solution in Π
∗
n. Moreover,
this interpolation polynomial is easy to compute and has desirable convergence
behavior. The above rough description applies to all cubature rules. Restricting
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to the square allows us to describe the idea and results without becoming overly
tangled by notations.
The minimal or near-minimal cubature rules offer highly efficient tools for
high-precision computation of integrals. It is unlikely, however, that they will
become a major tool for numerical integration any time soon, because we do
not know how to construct them in most cases. Moreover, their usage is likely
restricted to lower dimension integrals, since they are even less understood in
higher dimensions, where the difficulty increases rapidly as the dimension goes
up, and, one could also add, truly high-dimensional numerical integration is re-
ally a different problem (see, for example, [7]). Nevertheless, with their deep
connection to other fields in mathematics and their promise as high dimensional
substitute for Gaussian quadrature rules, minimal cubature rules are a fascinat-
ing object to study. It is our hope that this paper will help attract researchers
into this topic.
The paper is organized as follows. We review the theoretic results in the fol-
lowing section. In Section 3, we discuss minimal and near minimal cubature rules
for the Chebyshev weight functions on the square, which includes a discussion on
the Padua points. In Section 4, we discuss more recent extensions of the results
in previous section to a family of weight functions that have a singularity on the
diagonal of the square. Finally, in Section 5, we describe how cubature rules of
lower degrees can be established for unit weight function on the square.
2 Cubature Rules and Interpolation
We are interested in integrals with respect to a fixed weight function W over
the square, as in (1), and we assume that all moments of W are finite. A typical
example of W is the product weight function
Wα,β(x, y) := (1− x2)α(1− y2)β , α, β > −1.
This weight function is centrally symmetric, which means that it is symmetric
with respect to the origin; more precisely, it satisfies W (x, y) = W (−x,−y).
If we replace (1 − x2)α by (1 − x)α(1 + x)γ , with γ 6= α, the resulting weight
function will not be centrally symmetric.
Many of the results below hold for cubature rules with respect to integrals on
all domains in the plane, not just for the square. We start with the first lower
bound for the number of nodes of cubature rules [23].
Theorem 1 Let n be a positive integer and let m = 2n − 1 or 2n − 2. If the
cubature rule (1) is of degree m, then its number of nodes satisfies
N ≥ dimΠ2n−1 =
n(n+ 1)
2
. (2)
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A cubature rule of degree m is called Gaussian if the lower bound (2) is at-
tained. In the one-dimensional case, it is well–known that the Gaussian quadra-
ture rule of degree 2n−1 has n = dimΠn−1 nodes, where Πn denote the space of
polynomials of degree at most n in one variable, and the same number of nodes
is needed for the quadrature rule of degree 2n− 2.
For n = 0, 1, 2, . . ., let {Pnk : 0 ≤ k ≤ n} be a basis of Vn(W ). We denote by
Pn the set of this basis and we also regard Pn as a column vector
Pn = (Pn0 , Pn1 , . . . , Pnn )t,
where the superscript t denotes the transpose. The Gaussian cubature rules can
be characterized as follows:
Theorem 2 Let Ps be a basis of Vs(W ) for s = n and n− 1. Then
1. A Gaussian cubature rule (1) of degree 2n−1 exists if, and only if, its nodes
are common zeros of the polynomials in Pn;
2. A Gaussian cubature rule (1) of degree 2n−2 exists if, and only if, its nodes
are common zeros of the polynomials in
Pn + Γ Pn−1,
where Γ is a real matrix of size (n+ 1)× n.
For m = 2n − 1, the characterization is classical and established in [19]; see
also [8, 20]. For m = 2n− 2, the characterization was established in [18, 21]. As
in the classical Gaussian quadrature rules, a Gaussian cubature rule, if it exists,
can be derived from integrating the Lagrange interpolation based on its nodes.
Let (xk, yk) : 1 ≤ k ≤ dimΠ2n−1 be distinct points in R2. The Lagrange
interpolation polynomial, denoted by Lnf , is a polynomial of degree n, such
that
Lnf(xk, yk) = f(xk, yk), 1 ≤ k ≤ dimΠ2n−1.
If (xk, yk) are zeros of a Gaussian cubature rule, then the Lagrange interpolation
polynomial is uniquely determined. Moreover, let Kn(·, ·) be the reproducing
kernel of the space Vn(W ), which can be written as
Kn((x, y), (x
′, y′)) :=
n∑
m=0
m∑
k=0
Pmk (x, y)P
m
k (x
′, y′),
where {Pmk : 0 ≤ k ≤ m} is an orthonormal basis of Vm(W ); then the Lagrange
interpolation polynomial based on the nodes (xk, yk) of the Gaussian cubature
rule can be written as
Lnf(x, y) =
N∑
k=0
f(xk, yk)`k,n(x, y), `k,n :=
Kn−1((x, y), (xk, yk))
Kn−1((xk, yk), (xk, yk))
,
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where λk are the cubature weights; moreover, λk = 1/Kn−1((xk, yk), (xk, yk)) is
clearly positive.
Another characterization, more explicit, of the Gaussian cubature rules can
be given in terms of the coefficient matrices of the three-term relations satisfied
by the orthogonal polynomials.
For n = 0, 1, 2, . . ., let {Pnk : 0 ≤ k ≤ n} be an orthonormal basis of Vn(W ).
Then there exist matrices An,i : (n + 1) × (n + 2) and Bn,i : (n + 1) × (n + 1)
such that ([8]),
xiPn(x) = An,iPn+1(x) +Bn,iPn(x) +Atn−1,iPn−1(x), x = (x1, x2), (3)
for i = 1, 2. The coefficient matricesBn,i are necessarily symmetric. Furthermore,
it is known that Bn,i = 0 if W is centrally symmetric.
Theorem 3 Let n ∈ N, Assume that the cubature rule (1) is of degree 2n− 1.
1. The number of nodes of the cubature rule satisfies
N ≥ dimΠ2n−1 +
1
2
rank(An−1,1Atn−1,2 −An−1,2Atn−1,1). (4)
2. The cubature is Gaussian if, and only if, An−1,1Atn−1,2 = An−1,2A
t
n−1,1.
3. If W is centrally symmetric, then (4) becomes
N ≥ dimΠ2n−1 +
⌊n
2
⌋
=
n(n+ 1)
2
+
⌊n
2
⌋
=: Nmin. (5)
In particular, Gaussian cubature rules do not exist for centrally symmetric
weight functions.
The lower bound (5) was established by Mo¨ller in his thesis (see [17]). The
more general lower bound (4) was established in [26], which reduces to (5) when
W is centrally symmetric. The non-existence of the Gaussian cubature rule of
degree 2n− 1 for centrally symmetric weight functions motivates the considera-
tion of minimal cubature rules, defined as the cubature rule(s) with the smallest
number of nodes among all cubature rules of the same degree for the same in-
tegral. Evidently, the existence of a minimal cubature rule is a tautology of its
definition.
Cubature rules of degree 2n− 1 that attain Mo¨ller’s lower bound Nmin in (5)
can be characterize in terms of common zeros of orthogonal polynomials as well.
Theorem 4 Let W be centrally symmetric. A cubature rule of degree 2n − 1
attains Mo¨ller’s lower bound (5) if, and only if, its nodes are common zeros of
(n+ 1)− ⌊n2 ⌋ many orthogonal polynomials of degree n in Vn(W ).
This theorem was established in [17]. In the language of polynomial ideal and
variety, we say that the nodes of the cubature rule are the variety of a polynomial
ideal generated by
⌊
n+1
2
⌋
+ 1 many orthogonal polynomials of degree n. More
general results of this nature were developed in [26], which shows, in particular,
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that a cubature rule of degree 2n− 1 with N = Nmin + 1 exists if its nodes are
common zeros of
⌊
n+1
2
⌋
many orthogonal polynomials of degree n in Vn(W ).
These cubature rules can also be derived from integrating their corresponding
interpolating polynomials. However, since Nmin is not equal to the dimension
of Π2n−1, we need to define an appropriate polynomial subspace in order to
guarantee that the Lagrange interpolant is unique. Assume that a cubature rule
of degree 2n−1 with N = Nmin exists. Let σ =
⌊
n
2
⌋
and let Pn := {P1, . . . , Pn−σ}
be the set of orthogonal polynomials whose common zeros are the nodes of the
cubature rule. We can assume, without loss of generality, that these polynomials
are mutually orthogonal and they form an orthonormal subset of Vn(W ). Let
Qn := {Q1, . . . , Qσ} be an orthonormal basis of Vn(W )\spanPn, so that Pn∪Qn
is an orthonormal basis of Vn(W ). Then it is shown in [26] that there is a unique
polynomial in the space
Π∗n := Π
2
n−1 ∪ spanQn (6)
that interpolates a generic function f on the nodes of the minimal cubature rule;
that is, there is a unique polynomial Lnf ∈ Π∗n such that
Lnf(xk, yk) = f(xk, yk), 1 ≤ k ≤ Nmin,
where (xk, yk) are zeros of the minimal cubature rule. Furthermore, this poly-
nomial can be written as
Lnf(x, y) =
N∑
k=0
f(xk, yk)`k,n(x, y), `k,n :=
K∗n((x, y), (xk, yk))
K∗n((xk, yk), (xk, yk))
, (7)
where
K∗n((x, y), (x
′, y′)) = Kn−1((x, y), (x′, y′)) +
σ∑
j=1
Qj(x, y)Qj(x
′, y′). (8)
Integrating Lnf gives a cubature rule with Nmin nodes that is exact for all poly-
nomials in Π22n−1 and, in particular, λk = 1/K
∗
n((xk, yk), (xk, yk)). Furthermore,
the above relation between cubature rules and interpolation polynomials hold if
σ = bn2 c+ 1 and the cubature rule has Nmin + 1 points.
All our examples are given for cubature rules for centrally symmetric cases.
We are interested in cubature rules that either attain or nearly attain the lower
bounds, which means Gaussian cubature of degree 2n − 2 or cubature rules of
degree 2n − 1 with Nmin nodes or Nmin + 1 nodes. When such a cubature rule
exists, the Lagrange interpolation polynomials based on its nodes possesses good,
close to optimal, approximation behavior.
Because our main interest lies in the existence of our cubature rules and
the convergence behavior of our interpolation polynomials, we shall not state
cubature weights, λk in (1), nor explicit formulas for the interpolation polyno-
mials throughout this paper. For all cases that we shall encounter below, these
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cubature weights can be stated explicitly in terms of known quantities and inter-
polation polynomials can be written down in closed forms, which can be found
in the references that we provide.
3 Results for Chebyshev Weight Function
We start with the product Gegenbauer weight function defined on [−1, 1]2 by
Wλ(x, y) = (1− x2)λ−1/2(1− y2)λ−1/2, λ > −1/2.
The cases λ = 0 and λ = 1 are the Chebyshev weight functions of the first and
the second kind, respectively. One mutually orthogonal basis of Vn(W ) is given
by
Pnk (x, y) := C
λ
n−k(x)C
λ
k (y), 0 ≤ k ≤ n,
where Cλn denotes the usual Gegenbauer polynomial of degree n. When λ = 0, C
λ
n
is replaced by Tn, the Chebyshev polynomial of the first kind, and when λ = 1,
Cλn = Un, the Chebyshev polynomial of the second kind. Setting x = cos θ, we
have
Tn(x) = cosnθ and Un(x) =
sin(n+ 1)θ
sin θ
.
In the following we always assume that Cλk (x) = Uk(x) = Tk(x) = 0 if k < 0.
The first examples of minimal cubature rules were given for Chebyshev weight
functions soon after [17]. We start with the Gaussian cubature rules for Cheby-
shev weight function of the second type in [18].
Theorem 5 For the product Chebyshev weight function W1 of the second kind,
the Gaussian cubature rules of degree 2n− 2 exist. Their nodes can be explicitly
given by
(cos 2ipin+2 , cos
(2j−1)pi
n+1 ), 1 ≤ i ≤ (n+ 1)/2, 1 ≤ j ≤ (n+ 1)/2,
(cos (2i−1)pin+2 , cos
2jpi
n+1 ), 1 ≤ i ≤ n/2 + 1, 1 ≤ j ≤ n/2,
(9)
which are common zeros of the polynomials
Un−k(x)Uk(y)− Uk(x)Un−1−k(y), 0 ≤ k ≤ n.
However, W1 remains the only weight function on the square for which the
Gaussian cubature rules of degree 2n− 2 are known to exist for all n. For other
weight functions, for example, the constant weight function W1/2(x, y) = 1, the
existence is known only for small n; see the discussion in the last section.
For minimal cubature of degree 2n − 1 that attains Mo¨ller’s lower bound,
we are in better position. The first result is again known for Chebyshev weight
functions.
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Theorem 6 For the product Chebyshev weight function W0 of the first kind, the
cubature rules of degree 2n− 1 that attain the lower bound (5) exist. Moreover,
for n = 2m, their nodes can be explicitly given by
(cos ipim , cos
(2j+1)pi
2m ), 0 ≤ i ≤ m, 0 ≤ j ≤ m− 1,
(cos (2i+1)pim , cos
jpi
m ), 0 ≤ i ≤ m, 1 ≤ j ≤ m,
(10)
which are common zeros of the polynomials
T2m−k+1(x)Tm−1(y)− Tk−1(x)Tm−k+1(y), 1 ≤ k ≤ m+ 1.
For n = 2m, this was first established in [18], using the characterization
in [17], and it was later proved by other methods [1, 16]. The case for n =
2m−1 is established more recently in [31], for which the structure of orthogonal
polynomials that vanish on the nodes is more complicated, see the discussion
after Theorem 4.2. The analog of the explicit construction in the case n = 2m
holds for cubature rules of degree 2n− 1, with n = 2m− 1, that have one more
node than the lower bound (5) [26]. The nodes of these formulas are by [28]
(cos 2ipi2m−1 , cos
2jpi
2m−1 ), 0 ≤ k ≤ m− 1, 0 ≤ j ≤ m− 1,
(cos (2m−2i−1)pi2m−1 , cos
(2m−j−1)pi
2m−1 ), 0 ≤ i ≤ m− 1, 1 ≤ j ≤ m− 1,
(11)
and they are common zeros of the polynomials
T2m−k(x)Tk−1(y)− Tk−1(x)T2m−k(y), 1 ≤ k ≤ m.
These points are well distributed. Two examples are depicted in Figure 1.
Fig. 1 Left: 180 nodes for minimal cubature rule of degree 35 Right: 162 nodes for near-
minimal cubature rule of degree 33
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The Lagrange interpolation polynomials based on the nodes of these cubature
rules were first studied in [28]. Let Lnf(x, y) denote the Lagrange interpolation
polynomial based on the nodes (10) for n = 2m and on (11) for n = 2m−1, which
belongs to the space Π∗n defined in (6). Using the Christoffel-Darboux formula
in two variables, these interpolation polynomials can be given explicitly. Their
convergence behavior is about optimal among all interpolation polynomials on
the square. To be more precise, we introduce the following notation.
Let ‖ · ‖p denote the usual Lp norm of the space Lp(,W0) for 1 ≤ p < ∞,
and define it as the uniform norm on the square  when p =∞. For f ∈ C(),
let En(f)∞ be the error of best approximation by polynomials from Π2n in the
uniform norm; that is,
En(f)∞ = inf
P∈Π2n
‖f − P‖∞.
Theorem 7 Let f be a continuous function on . Then
1. There is a constant c > 0, independent of n and f , such that
‖f − Lnf‖p ≤ cEn(f)∞, 1 ≤ p <∞;
2. The Lebesgue constant ‖Ln‖∞ := sup‖f‖∞ 6=0 ‖Lnf‖∞ satisfies
‖Ln‖∞ = O((log n)2),
which is the optimal order among all projection operators from C(Ω) 7→ Π∗n.
The first item was proved in [28], which shows that Lnf behaves like poly-
nomials of best approximation in Lp norm when 1 ≤ p < ∞. The second one
was proved more recently in [3], which gives the upper bound of the Lebesgue
constant; that this upper bound is optimal was established in [24]. These results
indicate that the set of points (10) is optimal for both numerical integration
and interpolation. These interpolation polynomials were also considered in [12],
and further extended in [13, 14], where points for other Chebyshev weights [18],
including (1− x2)± 12 (1− y2)∓ 12 , are considered.
The interpolation polynomial Lnf defined above is of degree n and its set
of interpolation points has the cardinality dimΠ2n−1 + bn/2c or one more. One
could ask if it is possible to identify another set of points, say Xn, that has
the cardinality dimΠ2n and is just as good, which means that the interpolation
polynomials based on Xn should have the same convergence behavior as those
in Theorem 7 and the cubature rule with Xn as the set of nodes should be of
the degree of precision 2n− 1. If such an Xn exists, the points in Xn need to be
common zeros of polynomials of the form
Pn+1 + Γ1Pn + Γ2Pn−1,
where Γ1 and Γ2 are matrices of sizes (n+2)×(n+1) and (n+2)×n, respectively.
For W0, such a set indeed exists and known as the Padua points [2, 4]. One
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version of these points is
Xn :=
{
(cos 2ipin , cos
(2j−1)pi
n+1 ), 0 ≤ i ≤ bn2 c 1 ≤ j ≤ bn2 c+ 1,
(cos (2i−1)pin , cos
(2j−2)pi
n+1 ), 1 ≤ i ≤ bn2 c+ 1, 1 ≤ j ≤ bn2 c+ 2
}
,
(12)
which are common zeros of polynomials Qn+1k , 0 ≤ k ≤ n+ 1, defined by
Qn+10 (x, y) = Tn+1(x)− Tn−1(x), (13)
Qn+1k (x, y) = Tn−k+1(x)Tk(y) + Tn−k+1(y)Tk−1(x), 1 ≤ k ≤ n+ 1. (14)
Theorem 8 For n ∈ N, let Xn be defined as in (12). Then |Xn| = dimΠ2n and
1. There is a cubature rule of degree 2n− 1 with Xn as its set of nodes.
2. There is a unique polynomial of degree n that interpolates at the points in
Xn, which enjoys the same convergence as that of Lnf given in Theorem 7.
One interesting property of the Padua points is that they are self-intersection
points of a Lissajous curve. For Xn given in (12), the curve is given by Q
n+1
0 or,
in parametric form,
(− cos((n+ 1)t),− cos(nt)), 0 ≤ t ≤ (2n+ 1)pi,
as shown in Figure 2. The generating curve offers a convenient tool for studying
the interpolation polynomial based on Padua points.
Fig. 2 78 Padua points (n = 11) and their generating curve
More generally, a Lissajous curve takes of the form (cos((n + p)t), cos(nt))
with positive integers n and p such that n and n + p are relatively prime. It is
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known [11] that such a curve has (n − 1)(n + p − 1)/2 self-intersection points
inside [−1, 1]2. For p 6= 1, the number is not equal to the full dimension of Πm
for any m in general. Nonetheless, these points turn out to be good points for
cubature rules and for polynomial interpolation, as shown in [9, 10].
4 Results for a Family of Weight Functions
In this section we consider a family of weight functions that include the Cheby-
shev weight functions as special cases. Let w be a weight function on the interval
[−1, 1]. For γ > −1/2, we define a weight function
Wγ(x, y) :=w(cos(θ − φ))w(cos(θ + φ))|x2 − y2|(1− x2)γ(1− y2)γ ,
where x = cos θ, y = cosφ, (x, y) ∈ [−1, 1]2.
When w is the Jacobi weight function wα,β(x) := (1 − x)α(1 + x)β , we denote
the weight function Wγ by Wα,β,γ . It is not difficult to verify that
Wα,β,γ(x, y) := |x+ y|2α+1|x− y|2β+1(1− x2)γ(1− y2)γ . (15)
In the special cases of α = β = − 12 and γ = ± 12 , these are exactly the Chebyshev
weight functions. It was proved recently in [29, 31], rather surprisingly, that the
results in the previous section can be extended to these weight functions. First,
however, we describe a family of mutually orthogonal polynomials. To be more
precise, we state this basis only for the weight function Wα,β,± 12 .
For α, β > −1, let p(α,β)n be the normalized Jacobi polynomial of degree n,
so that cα,β
∫ 1
−1 |p
(α,β)
n (x)|2wα,β(x)dx = 1 and p(α,β)0 (x) = 1. For x = cos θ and
y = cosφ, we define
P
α,β,− 12
k,n (2xy, x
2 + y2 − 1)
:= p(α,β)n (cos(θ − φ))p(α,β)k (cos(θ + φ)) + p(α,β)k (cos(θ − φ))p(α,β)n (cos(θ + φ)),
P
α,β, 12
k,n (2xy, x
2 + y2 − 1)
:=
p
(α,β)
n+1 (cos(θ − φ))p(α,β)k (cos(θ + φ))− p(α,β)k (cos(θ − φ))p(α,β)n+1 (cos(θ + φ))
2 sin θ sinφ
.
It turns out that P
α,β,± 12
k,n (u, v) itself is a polynomial of degree n in the variables
u and v, as can be seen by the elementary trigonometric identities
2xy = cos(θ − φ) + cos(θ + φ) and x2 + y2 − 1 = cos(θ − φ) cos(θ + φ),
and the fundamental theorem of symmetric polynomials. Furthermore, P
α,β,± 12
k,n (u, v),
first studied in [15], are orthogonal polynomials with respect to a weight func-
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tion on a domain bounded by a parabola and two straight lines and the weight
function admit Gaussian cubature rules of all degrees [22]. These polynomials
are closely related to the orthogonal polynomials in Vn(Wα,β,− 12 ), as shown in
the following proposition established in [30]:
Proposition 9 Let α, β > −1. A mutually orthogonal basis for V2m(Wα,β,− 12 )
is given by
1Q
α,β,± 12
k,2m (x, y) :=P
α,β,± 12
k,m (2xy, x
2 + y2 − 1), 0 ≤ k ≤ m,
2Q
α,β,± 12
k,2m (x, y) :=(x
2 − y2)Pα+1,β+1,± 12k,m−1 (2xy, x2 + y2 − 1), 0 ≤ k ≤ m− 1,
(16)
and a mutually orthogonal basis for V2m+1(Wα,β,± 12 ) is given by
1Q
α,β,± 12
k,2m+1(x, y) :=(x+ y)P
α,β+1,± 12
k,m (2xy, x
2 + y2 − 1), 0 ≤ k ≤ m,
2Q
α,β,± 12
k,2m+1(x, y) :=(x− y)P
α+1,β,± 12
k,m−1 (2xy, x
2 + y2 − 1), 0 ≤ k ≤ m.
(17)
The orthogonal polynomials in (16) of degree 2n are symmetric polynomials
in x and y, and they are invariant under (x, y) 7→ (−x,−y). Notice, however,
that the product Chebyshev polynomials do not possess such symmetries, even
though W− 12 ,− 12 ,± 12 are the Chebyshev weight functions.
We now return to cubature rules and interpolation and state the following
theorem.
Theorem 10 The minimal cubature rules of degree 2n−1 that attain the lower
bound (5) exist for the weight function W± 12 when n = 2m. Moreover, the same
holds for the weight function Wα,β,± 12 when n = 2m+ 1.
The orthogonal polynomials whose common zeros are nodes of these cubature
rules, as described in Theorem 4, can be identified explicitly. Let us consider only
Wα,β,− 12 . For n = 2m, these polynomials can be chosen as 1Q
α,β,− 12
k,2m , 0 ≤ k ≤ m,
in (16). For n = 2m + 1, they can be chosen as 2Q
α,β,− 12
k,2m+1, 0 ≤ k ≤ m, in (17),
together with one more polynomial
qm(x, y) = (x+ y)
[
p(α,β+1)m (cos(θ − φ))p(α+1,β)m (cos(θ + φ))
+p(α,β+1)m (cos(θ + φ))p
(α+1,β)
m (cos(θ − φ))
]
in V2m+1(Wα,β,− 12 ), as shown in [31]. For n = 2m, the nodes of the minimal
cubature rules for Wα,β,− 12 are not as explicit as those for n = 2m. For interpo-
lation, it is often easier to work with the near minimal cubature rule of degree
2n−1 when n = 2m+1, whose number of nodes is just one more than the mini-
mal number Nmin in (5). The nodes of the these near minimal rules are common
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zeros of 2Q
α,β,− 12
k,2m+1, 0 ≤ k ≤ m, and a quasi-orthogonal polynomial of the form
1Q
α,β,− 12
k,2m+2−ak,m1Q
α,β,− 12
k,2m , where ak,m are specific constants ([31, Theorem 3.5]).
The nodes of these cubature rules can be specified. For α, β > −1 and 1 ≤
k ≤ m, let cos θα,βk,m be the zeros of the Jacobi polynomial Pα,βm so that
0 < θα,β1,m < . . . < θ
α,β
m,m < pi,
and we also define θα,β0,m = 0. We further define
sα,βj,k := cos
θj,n−θk,n
2 and t
α,β
j,k := cos
θj,n+θk,n
2 , where θk,n = θ
α,β
k,n .
For n = 2m, the nodes of the minimal cubature rule of degree 2n− 1 consist of
Xα,β2m := {(sα,βj,k , tα,βj,k ), (tα,βj,k , sα,βj,k ), (−sα,βj,k ,−tα,βj,k ), (−tα,βj,k ,−sα,βj,k ) : 1 ≤ j ≤ k ≤ m}.
For n = 2m + 1, the nodes of the near minimal cubature rule of degree 2n − 1
consist of
Xα,β2m+1 := {(sα+1,βj,k , tα+1,βj,k ),(tα+1,βj,k , sα+1,βj,k ), (−sα+1,βj,k ,−tα+1,βj,k ),
(−tα+1,βj,k ,−sα+1,βj,k ) : 0 ≤ j ≤ k ≤ m}.
The weight function Wα,β,− 12 has a singularity at the diagonal y = x of the
square when α 6= − 12 , or at the diagonal y = −x of the square when β 6= − 12 ,
or at both diagonals when neither α nor β equal to − 12 . This is reflected in
the distribution of the nodes, which are propelled away from these diagonals.
Furthermore, for a fixed m, the points in X2m and X2m+1 will be propelled
further away for increasing values of α and/or β. In Figure 3 we depict the nodes
of the minimal cubature rules of degree 31 for W 1
2 ,
1
2 ,− 12 , which has singularity on
both diagonals, and for W 1
2 ,− 12 ,− 12 , which has singularity at the diagonal y = x.
Writing explicitly, these weight functions are
W 1
2 ,
1
2 ,− 12 (x, y) =
(x− y)2(x+ y)2√
1− x2
√
1− y2 and W
1
2 ,− 12 ,− 12 (x, y) =
(x− y)2√
1− x2
√
1− y2 .
We also depicted the curves that bound the region that does not contain any
nodes, which are given in explicit parametric formulas in [31, Proposition 3.6].
The region without nodes increases in size when α and/or β increase for a fixed
m, but they are getting smaller when m increases while α and β are fixed. These
figures can be compared to those in Figure 1 for the case α = β = − 12 , where
the obvious symmetry in Xα,βn is not evident.
Let Lα,βn f be the interpolation polynomial based on X
α,β
2m when n = 2m and
on Xα,β2m+1 when n = 2m+ 1, as defined in (7). The asymptotics of the Lebesgue
constants for these interpolation polynomials can be determined [29, 31].
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Fig. 3 144 nodes for minimal cubature rule of degree 31 for the weight functions W 1
2
, 1
2
,− 1
2
(left) and W 1
2
,− 1
2
,− 1
2
(right)
Theorem 11 Let α, β ≥ −1/2. The Lebesgue constant of the Lagrange interpo-
lation polynomial Lα,βn f satisfies
‖Lα,βn ‖∞ = O(1)
{
n2max{α,β}+1, max{α, β} > −1/2,
(log n)2, max{α, β} = −1/2. (18)
It should be mentioned that an explicit formula for the kernel K∗n in (8) is
known, so that the interpolation polynomials Lα,βn f can be written down in
closed form without solving a large linear system of equations.
5 Minimal Cubature Rules for Constant Weight
The weight functions in the previous two sections contain the Chebyshev weight
functions but do not include the weight functions (1−x2)λ(1−y2)λ for λ 6= ± 12 .
In particular, it does not include the constant weight function W (x, y) = 1.
For these weight functions, it is possible to establish their existence when
n is small. In this section we discuss how these formulas can be constructed.
For cubature rules of degree 2n − 2, we consider the Gaussian cubature rules
described in the item 2 of Theorem 2. For cubature rules of degree 2n − 1, we
consider minimal cubature rules that attain the lower bound (5). Both these
cases can be characterized by non-linear system of equations, which may or may
not have solutions. We shall describe these equations and solve them for the
constant weight function for small n. The known cases for these cubature rules
are listed in [5, 6].
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Throughout the rest of this section, we shall assume that W (x, y) = 1. Let
Vn be the space of orthogonal polynomials of degree n with respect to the inner
product 〈f, g〉 = 12
∫
 f(x, y)g(x, y)dxdy. Then an orthonormal basis of Vn is
given by
Pnk (x, y) = P̂n−k(x)P̂k(y), 0 ≤ k ≤ n,
where P̂n =
√
2n+ 1Pn and Pn is the classical Legendre polynomial of degree
n. In this case, the coefficients Bn,i in the three-term relations (3) are zero and
the three-term relations take the form
xPn(x, y) = An,1Pn+1(x, y) +Atn−1,1Pn−1(x, y),
yPn(x, y) = An,2Pn+1(x, y) +Atn−1,2Pn−1(x, y),
where Pn = (Pn0 , . . . , Pnn )t, An,1 and An,2 are given by
An,1 =
an © 0. . . ...
© a0 0
 and An,2 =
0 a0 ©... . . .
0© an
 ,
in which
ak :=
k + 1√
(2k + 1)(2k + 3)
, k = 0, 1, 2, ....
5.1 Minimal cubature rules of degree 2n− 2
By Theorem 2, the nodes of a Gaussian cubature rule of degree 2n − 2, if it
exists, are common zeros of Pn +ΓnPn−1 for some matrix Γn of size (n+ 1)×n.
The latter is characterized in the following theorem [27].
Theorem 12 The polynomials in Pn + ΓnPn−1 have n(n + 1)/2 real, distinct
zeros if, and only if, Γn satisfies
An−1,1Γn = Γ tnA
t
n−1,1, An−1,2Γn = Γ
t
nA
t
n−1,2, (19)
Γ tn(A
t
n−1,1An−1,2 −Atn−1,2An−1,1)Γn = (An−1,1Atn−1,2 −An−1,2Atn−1,1). (20)
The equations in (19) imply that Γn can be written in terms of a Hankel
matrix Hn = (hi+j) of size (n+ 1)× n,
Γ = GnHnG
t
n−1, where Gn = diag{gn,0, gn−1,1, . . . , g1,n−1, g0,n} (21)
with
gn−k,k = γn−kγk and γk =
(2k)!
√
2k + 1
2kk!2
.
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Thus, solving the system of equations in Theorem 12 is equivalent to solving
(20) for the Hankel matrix Hn, which is a nonlinear system of equations and its
solution may not exist. Since the matrices in both sides of (20) are skew sym-
metric, the nonlinear system consists of n(n− 1)/2 equations and 2n variables.
The number of variables is equal to the number of equations when n = 5.
We found the solution when n = 3, 4, 5, which gives Gaussian cubature rules
of degree 4, 6, 8. These cases are known in the literature, see the list in [5]. In
the case n = 3 and n = 4, we were able to solve the system analytically instead
of numerically. For n = 3, the matrix H3 takes the form
H3 =
4
27
√
7

− 1125 0 1
0 1 0
1 0 25
0 25 0
 .
The case H4 is too cumbersome to write down. In the case n = 5, the system
is solved numerically, which has multiple solutions but essentially one up to
symmetry. This solution, however, has one common zero (or node of the Gaussian
cubature rule of degree 8) that lies outside of the square, which agrees with the
list in [6].
Solving the system for n > 5 numerically yields no solution. It is tempting
to proclaim that the Gaussian cubature rules of degree 2n − 2 for the constant
weight function on the square do not exist for n ≥ 6, but a proof is still needed.
5.2 Minimal cubature rules of degree 2n− 1
Here we consider minimal cubature rules of degree 2n− 1 that attain the lower
bound (5). By Theorem 4, the nodes of such a cubature rule are common zeros of
(n+ 1)−bn/2c many orthogonal polynomials of degree n, which can be written
as the elements of U tPn, where U is a matrix of size (n + 1) × (n + 1 − bn/2c)
and U has full rank.
Theorem 13 There exist (n+1)−bn/2c many orthogonal polynomials of degree
n, written as U tPn, that have n(n+ 1) + bn2 c real, distinct common zeros if, and
only if, U satisfies U tV = 0 for a matrix V of size (n+ 1)× bn2 c that satisfies
An−1,1(V V t − I)Atn−1,2 = An−1,2(V V t − I)Atn−1,2, (22)
V V t(Atn−1,1An−1,2 −Atn−1,2An−1,1)V V t = 0, (23)
where I denotes the identity matrix.
The equation (22) implies that the matrix V V t can be written in terms of a
Hankel matrix Hn of size (n+ 1)× (n+ 1),
V V t = I +GnHnG
t
n := W,
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where Gn is defined as in (21). Thus, to find the matrix V we need to solve (23)
for Hn and make sure that the matrix W is nonnegative definite and has rank
bn2 c, so that it can be factored as V V t. The non-linear system (23) consists of
n(n+ 1)/2 equations and has 2n+ 1 variables, which may not have a solution.
Comparing with the Gaussian cubature rules of even degree in the previous
subsection, however, the situation here is more complicated. We not only need
to solve (23), similar to solving (20), for Hn, we also have to make sure that the
resulting W is non-negative definite and has rank bn2 c, which poses an additional
constraint that is not so easy to verify.
We found the solutions when n = 3, 4, 5 and 6, which gives minimal cubature
rules of degree 5, 7, 9, 11. These cases are all known in the literature, see the list
in [5] and the references therein. In the case of n = 4, there are multiple solutions;
for example, one solution has all 12 points inside the square and another one
has 2 points outside. In the case n = 3, 4, 5, we were able to solve the system
analytically instead of numerically. We give Hankel matrices Hn for those cases
that have all nodes of the minimal cubature rules inside the square:
H3 =
4
135

− 835 0 1 0
0 1 0 0
1 0 0 0
0 0 0 435
 , H4 = 4414385

94
231 1 1 1 − 8255
1 1 1 − 8255 1
1 1 − 8255 1 1
1 − 8255 1 1 1− 8255 1 1 1 94231
 ,
and
H5 =
96
77875

1151
2079
10
√
86
189 − 3186 − 19
√
43
2 1 0
10
√
86
189 − 3186 − 19
√
43
2 1 0 1
− 3186 − 19
√
43
2 1 0 1
1
9
√
43
2
− 19
√
43
2 1 0 1
1
9
√
43
2 − 3186
1 0 1 19
√
43
2 − 3186 − 10
√
86
189
0 1 19
√
43
2 − 3186 − 10
√
86
189
1151
2079

.
Once Hn is found, it is easy to verify that W satisfies the desired rank condi-
tion and is non-negative definite. We can then find U , or the set of orthogonal
polynomials, and then find common zeros. For example, when n = 5, we have 4
orthogonal polynomials of degree 5 given by
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Q1(x, y) =
10
√
86
189
P 50 (x, y) +
1081
√
11
2835
√
3
P 51 (x, y) + P
5
5 (x, y),
Q2(x, y) =
205
21
√
33
P 50 (x, y) +
10
√
86
189
P 51 (x, y) + P
5
4 (x, y),
Q3(x, y) =− 5
√
438
27
√
77
P 50 (x, y) +
62
√
5
81
√
21
P 51 (x, y) + P
5
3 (x, y),
Q4(x, y) =− 10
√
5
3
√
77
P 50 (x, y)−
√
430
9
√
21
P 51 (x, y) + P
5
2 (x, y),
which has 17 real common zeros inside the square. Only numerical results are
known for the case n = 6. We also tried the case n = 7, but found no solution
numerically.
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