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In this work, the research is focused on simulating the cavitating flow and supercavitating 
flow. Based on the previous theoretical analysis on existing two one-fluid cavitation 
models and numerical tests, the isentropic model is proved to be more consistent and 
physically realistic than the cut-off cavitation model. In addition, to further verify the 
isentropic model, cavitating flow occurring in two-dimensional cavitating flow is 
simulated.  
To study the supercavitating flow over high speed projectiles, two different 
underwater projectile models are simulated, one is a forward-facing step, and the other is 
a hemisphere head projectile.  
In the simulation of flow over a forward-facing step, the corner point is a singular 
point. Based on the fixed Eulerian grids, if no special treatment is applied on the singular 
point, an unphysical expansion shock will emanate from the corner. In the work, two 
special corrections are employed to treat the corner, which are entropy and enthalpy 
corrections and the restriction of pressure at the corner point. It is found that the entropy 
and enthalpy correction, which works well for single phase flow, does not work for water 
flow with phase transition (cavitation). From the experimental results, the flow always 
starts to cavitate at the corner point: by restricting the pressure of the corner point to the 
saturated pressure whenever there is phase change at the corner, the unphysical expansion 
shock can be efficiently removed for the multi-phase flow.  
In the simulation of flow over a hemisphere head projectile, the reflective boundary 
 v
condition is employed to treat the rigid boundaries. However, the coding for treatment of 
a rigid boundary of complex geometry is usually quite complex. To develop a consistent 
way of rigid boundary treatment, the level set technique is extended to treat the rigid 
boundary together with the reflective boundary condition. 
Numerical simulation of supercavitaton has been carried out for these two 
underwater projectiles by employing MUSCL scheme and the isentropic cavitation model. 
Furthermore, the process of cavitation inception, evolution over a high speed underwater 
projectile is investigated. The captured cavitation pocket and pressure distribution along 
the projectile surface are also investigated. It is shown that the simulation results are 
reasonable and physical comparing with the experimental data (Rouse & McNown 1948). 
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It is not practical to list all the symbols that have been used. Below the author list the 
more important ones. Some of the symbols are defined as they are used. 
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Chapter 1  
Introduction 
1.1 Background 
Cavitation is formation of pockets of vapor. It happens when water is forced to move at 
high speed. Given sufficient speed and a suitable shape of an object, the (intended) 
cavitation can extend as a single large bubble of water vapour, even enveloping the entire 
object. The intended cavitation is called supercavitation. 
When supercavitation occurs on an underwater object, the hydrodynamic drag 
imposed on the surface of the object is significantly reduced as the wetted surface of the 
object is practically only located at the tip of the object where the water is in directly 
contact with the object, and the drag in vapor is normally about 100 times less than that in 
water. Therefore, the object is able to travel much faster inside water with the same 
amount of energy spent to propel the object forward compared to that when the 
supercavitation does not appear. Because supercavitation can largely reduce the drag of 
underwater object, its main application is on underwater projectiles. In recent years, more 
and more people are interested in the research of supercavitation.  
The text below is arranged as follows. Section 1.2 introduces the literature review of 
difficulties in numerical simulations of cavitating flow. The literature review of 
experiments and numerical simulations of supercavitation is presented in section 1.3. The 
motivation of this work is presented in section 1.4. Lastly, the outline of this thesis is 
shown in section 1.5. 
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1.2 Literature Review of Difficulties in Numerical Simulations of Cavitating 
Flow 
From the viewpoint of numerical simulation of cavitating flow, there are two major 
difficulties encountered. One is the stable numerical algorithm. The other is the 
application of appropriate cavitation model to simulate the phase change. Due to the 
appearance of cavitation, flow phase transition occurs and a dynamic moving interface is 
formed to separate the pure liquid phase and cavitating flow.  
It is not easy to track the dynamic boundary of cavitating flow because of the 
creation and collapse of cavitation. Numerical oscillations are inevitably encountered to 
capture the moving interfaces when one applies a well-established numerical solver valid 
for single phase flow directly to the multiphase flow. These oscillations will not occur in 
the single phase flow (Karni, 1994). Additional techniques are usually required to 
suppress such oscillations. Karni (1994) used small viscous perturbations to completely 
eliminate the oscillations. Abgrall (1996) suppressed the pressure oscillation by 
modifying the finite volume scheme. A quasi-conservative formulation of compressible 
Euler equations is applied to remove the oscillations by Shyue (1998). Recently, the 
Ghost Fluid Method (GFM) was developed to reduce the oscillations (Fedkiw et al, 1999; 
Liu et al, 2003b).  
    Among those techniques mentioned above, the Ghost Fluid Method (Fedkiw et al, 
1999; Fedkiw, 2002) provided a flexible way to treat the moving material interfaces. One 
main advantage is that a GFM based method can be easily extended to multi-dimensions 
by updating the flow field across the interface of different mediums. However, the 
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original GFM (Fedkiw et al, 1999; Fedkiw, 2002) was found to provide inaccurate results 
or even fail to work when applied to strong shock or stream jet impacting on a material 
interface. To overcome this difficulty, Liu et al (2003b) modified the original GFM, 
leading to the development of the modified Ghost Fluid Method (MGFM), which is more 
appropriate for strong shock problems. Subsequently, the MGFM is further shown to be 
robust and efficient when applied to treat gas-gas, gas-liquid and fluid structure interface 
(Liu et al, 2003b; Liu et al, 2005; Liu et al, 2006).  
 There are two main ways to simulate the cavitating flow. One is cavitation interface 
tracking method and the other is the continuum modelling method. Assuming that there is 
a clear and distinct interface between the liquid and the vapor, the interface tracking 
method determines the cavitation interface location via an iterative procedure (Deshpande 
et al, 1994). This method is only applicable for attached and well-shaped cavitation. The 
reason is that the cavitation interface is treated as a stream line in that method. On the 
other hand, the continuum method assumes that there are continuous variations between 
the liquid and vapour extremes which is often called two-phase model. Ahuja et al (2001) 
and Kubota et al (1992) applied two-phase models to simulate the cavitating flow. In 
addition, Kunz et al (2000) predicted the cavitation by solving Navier-Stokes equation 
with a two-phase model. Also, Senocak and Shyy (2002) used that two-phase model to 
simulate turbulent cavitating flow. 
 Two-phase models can be further divided in two categories by different approaches. 
One is called the two-fluid model and the other is the one-fluid model. Two-fluid assumes 
that liquid phase and vapour phase co-exist at every point in the flow field. Furthermore, 
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each phase is governed by its own differential equations. Detailed mass, momentum, 
energy exchange and phase transfer are required for the application of two-fluid model. 
As a result, it is seldom applied to the simulation of unsteady cavitation because those 
parameters related to phase transition are usually very difficult to obtain either 
theoretically or experimentally. On the contrary, the one-fluid model assumes the 
cavitating flow as a mixture of two fluids behaving as one. Equation of state for the 
mixture must be defined in one-fluid model. To simplify the equation of state, the mixture 
is usually supposed to be homogeneous and barotropic (Schmidt et al, 1999). The 
one-fluid model averages the flow parameters, so it is very difficult to resolve the detailed 
physics about the phase transition by such a model. However, the one-fluid model can be 
easily applied and extended to multi-dimensions. In the present work, two one-fluid 
cavitation models are reviewed, compared and discussed. One of them called isentropic 
model (Liu et al, 2005) is applied in this work. 
Other than the above two difficulties encountered in the numerical simulation of 
cavitating flow, the treatment of boundary condition of the model surface is also a 
challenging problem. Except for the regular form of projectile model, such as a step, there 
are other complex geometries of models, such as a hemispherical projectile. In the present 
work, Level set technique which was proposed by Osher and Sethian (1988) is employed 
to treat the boundary conditions. There are many others who followed on and employed 
the level set technique for different applications. Sethian and Strain (1992) applied the 
level set technique to approximately extend the velocity from the zero-level set to capture 
the growth of the crystal. A fast level set method for propagating interfaces is presented 
 4
by Adalsteinsson and Sethian (1995a). The level set technique is also applied to a unified 
model for etching, deposition and lithography (Adalsteinsson & Sethian, 1995b, 1995c, 
1997). Adalsteinsson and Sethian (1999) introduced the fast and appropriate extension 
velocities from the neighboring level sets for speedup. Fedkiw et al (1999) extended this 
level set technique to treat the interface between real fluids and ghost fluids. In this work, 
the level set technique will be extended to treat the rigid stationary boundary. 
1.3 Literature Review of Experiments and Numerical Simulations of 
Supercavitation  
To date, few experiments have been done on the topic of supercavitation. The experiment 
if carried out is often implemented by a solid object traveling underwater with a specific 
speed, and the movement of the solid object can initiate supercavitation depending on 
conditions associated with the flow surrounding the object. Cavitation and pressure 
distribution of different head forms at zero angle of yaw are investigated by Rouse and 
McNown (1948). But the speed of flow in their experiments is limited to be less than 
32m/s. Vlasenko (2003) did some experimental investigations of supercavitation at 
subsonic and transonic speeds. In the experiment, the velocity was about 124m/s.  
Both results of the above experiments are still limited by the experimental equipment. 
As a result, numerical simulations have been gaining much popularity due to the rapid 
development in numerical methods as well as computing power. Numerical simulations 
are attractive because they can be used to study events closely related to the phenomena 
of supercavitating flow that are sometimes very difficult to observe experimentally owing 
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to limitations in temporal and spatial resolution of experimental diagnostics. In addition, 
experimental work is also considerably more expensive than that of numerical 
simulations. 
Numerous investigations have been carried out with respect to cavitations over the 
past decades. In the early note on supercavitation, Efros (1946) employed conformal mapping 
techniques on supercavitating flows. The use of perturbation method for examination of 
two-dimensional supercavitating flows was introduced by Tulin (1964). On the basis of the 
potential flow theory, Brennen(1969) obtained numerical solutions for the cavity shapes 
and the drag coefficients for blunt bodies in incompressible supercavitating flows. Chou 
(1974) solved the axisymmetric supercavitating flow problem using slender body theory 
and employing sources along the body-cavity axis and control points along the 
body-cavity surface. Vorus (1991) used a Laurent series for the cavitation shape to solve 
the supercavitating flow and the results showed differences in the predicted drag when 
compared to Chou (1974). Klomfass and Salk (2005) investigated using a 3D 
finite-volume approximation of the conservative equations to solve the inviscid 
compressible cavitating flow. However, the cavitation model used by Klomfass and Salk 
(2005) is limited to temperature sufficiently below the critical point. A preconditioned 
technique is applied to solve the full unsteady compressible Navier-Stokes equations by 
Owis and Nayfeh (2003). Based on the combination of time-derivative preconditioning 
strategies with low-diffusion upwinding methods, Neaves and Edwards (2006) solved the 
Navier-Stokes equations as applied to the homogeneous mixture of fluids via a 
cell-centered finite-volume method to obtain the supercavitation. Both Owis and Nayfeh 
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(2003) and Neaves and Edwards (2006) employ the preconditioned algorithm for the 
simulation which is quite complex to implement. 
1.4 Motivation of the Research on the Numerical Simulation of Supercavitation 
On the past works on numerical simulations of supercavitation, none employs both the 
Euler equation and the one-fluid cavitation model to simulate supercavitating flow 
assuming the whole domain of flow as compressible. In the present research, there is no 
need to apply the preconditioned algorithm. 
In this work, the focus is on simulating and investigating the cavitation and 
supercavitation over two types of projectiles under zero angle of attack. The first one is 
on high speed water flow over a cylindrical projectile with a planar head. The problem is 
cast as water flow passing over a forward-facing step. The other problem is high speed 
water flow passing over a cylindrical projectile with a hemispherical shaped head. 
In the simulation of a forward-facing step, the corner point is a singular point. Based 
on the fixed Eulerian grids, if no special treatment is applied on the singular point, an 
unphysical expansion shock will occur at the corner for compressible gas flow. For gas 
flow, the entropy tends to grow near the corner along the sonic line which leads to the 
unphysical expansion shock at the corner. For high speed water flow passing over the 
forward-facing step, there is also an unphysical expansion shock arising from the corner. 
Besides the unphysical expansion shock, another difficulty is how to treat the phase 
change due to cavitation at the corner. 
There are several ways of fixing the unphysical expansion shock for gas flow in the 
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literature. Among them, the technique of entropy and enthalpy correction at the corner 
point is very efficient to eliminate the unphysical expansion shock. However, when such a 
technique or other similar techniques, which work well for gas flow, are applied to fix the 
unphysical expansion shock encountered for water flow, such techniques fail to function. 
This is because the flow entropy and enthalpy are no longer constant due to cavitation 
occurrence. Physically, water gains a sudden acceleration around the sharp corner; such a 
sudden acceleration causes the local pressure in water to decease dramatically to be lower 
than the water cavitation pressure, resulting in immediate water evaporation and thus 
cavitation occurrence. Such a process is experimentally affirmed in Rouse and McNown 
(1948). In Rouse and McNown (1948), cavitation over various head shape of projectiles 
was studied. All the experimental pictures showed that the cavitation always starts from 
the sharp corner/tip. Based on this fact, by letting the cavitation always starts from the 
corner of the forward-facing step, an efficient technique will be developed in this work to 
fix the unphysical expansion shock for cavitating flow. 
The reflective boundary condition is commonly employed to treat the rigid 
boundaries. This technique is very simple and can be applied to treat complex geometry. 
However, the coding for the treatment of rigid boundary of complex geometry is usually 
quite complex. To develop a consistent way for rigid boundary treatment, the level set 
technique is extended to treat the rigid boundary together with the reflective boundary 
condition. This technique will be applied to the wall boundary for high velocity flow over 
a hemisphere head projectile. Results show that level set technique is efficient and 
reasonable to treat the boundary conditions. One main advantage of this technique is its 
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ease of implementation on boundary with complex geometry. 
1.5 Outline of Thesis 
This work mainly investigates the phenomenon of supercavitation due to high speed flow over 
a projectile. The governing equations for compressible flow, two-dimensional 
conservation laws and numerical methods used in the present work are presented in 
Chapter 2. Chapter 3 introduces the two one-fluid cavitation models that are usually 
employed in literature and summarizes the difference among the models. 
Two-dimensional cavitating flow is tested to verify the cavitation models. The special 
treatments of the corner point at the forward facing step are presented in Chapter 4. 
Chapter 5 describes the simulation of flow over both a cylindrical projectile with a planar 
head and a cylindrical projectile with a hemispherical shaped head. Both gas and water 
cases are applied to discuss the different treatments of corner point at the step. 
Furthermore, the level set technique is extensively applied to treat the boundary condition 
of rigid structure interface of the hemisphere head projectile. High velocity cases leading 
the occurrence of cavitation/supercavitation are tested. Finally, conclusion and future 





In this chapter, all the methodologies used in the simulation are presented. The chapter is 
arranged as follows. Section 2.1 describes the governing equations for the simulations. 
Then, the equations of state for both gas and water are presented in Section 2.2. 
Following that, the Eulerian solver which is implemented to solve the governing 
equations is presented in Section 2.3. Furthermore, Section 2.4 describes the level set 
technique and its application to the structure interface. At last, the Modified Ghost Fluid 
Method is briefly introduced in Section 2.5 to solve the multiphase problem. 
2.1 Governing Equations 
In the research, one dimensional, two dimensional multi-medium flows are the major 
focus. The flows are assumed inviscid and compressible as they are generally considered 
in high velocity. Euler equations which derive from Navier-Stokes equations also neglect 
heat-conducting effects in fluid are solved in the simulation. 








.                     (2.1) 
Here  and [ ]TEuU ,,ρρ= ( ) ( )[ ]TupEpuuUF ++= ,, 2ρρ  where ρ , and are 
the average density, average velocity, average pressure, respectively.  
u p
For 2D or 3D axis-symmetric inviscid flow in cylindrical coordinate systems, the 
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conservative equations for inviscid gas, water or bubbly flow can be written in consistent 
form as 
              










.                         (2.2a) 























































































.   (2.2b) 
Here ρ is the gas flow density, p is the pressure, u, v are the flow velocities in the r and z 
directions, E is the total energy and given as , where e is the 
internal energy per unit volume. n is a system parameter which takes on a value of 1 or 2. 
If n is set equal to 1, System is for planar 2D flow; if n is set equal to 2, it is for 2D 
axis-symmetric flow. 
)(5.0 22 vueE ++= ρ
    Its 2D dimensionless conservative form in the Cartesian (x, y) coordinate system can 
be written for a rectangular domain as: 
           
( ) ( ) 0U F U G U
t x y
∂ ∂ ∂+ +∂ ∂ ∂ = ,                                (2.2c) 
where the domain is . [0, ) [ , ] [ , ]A B C Dt x y x x y y× × ∈ ∞ × ×
In Equation (2.2) the independent variables are the time (t) and spatial position (x, y) in 
the rectangular domain [ , ] [ , ]A B C Dx x y y× . The unknowns are the density ( ρ ), the 
velocity components in the respective x and y directions (u, v), pressure (p) and the 
specific total energy (E).  
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2.2 Equation of State for Gas and Water 
The focus of the research is on the simulation of supercavitation when high speed flow 
passes over the projectiles and evaluating the expanding process of supercavitation. In 
this problem, gas and water all have to be considered as compressible media governing 
with Euler equation system (2.2a) or (2.2c). Therefore, the equation of state (EOS) for gas 
and water must be provided. To model cavitation, the equation of state of cavitation 
model for the cavitating flow has also been provided. In this section, the equation of states 
for gas and water are presented for the closure of the system of equations, while the 
equation of state for cavitating flow will be detailed in Chapter 3. 
For perfect gases, the total energy E is 
              2 2
1 (
1 2
pE uργ= + +− )v ,                             (2.3) 
where γ  is the ratio of specific heats and set equal to 1.4. For the explosive gases, 
γ -law is also used in engineering application for simplicity, where γ is usually set to be 
2.0. For explosive gases, sometimes the more accurate but more complex EOS used is the 
Jones-Wilkins-Lee (JWL) equation, which is expressed as (Wardlaw, 1998) 
              1 0 2 0/ /
1 0 2 0
1 1R Rp A p B pe e
R R
eρ ρ ρ ρω ωρ ω ω ρ ω ρ
− −⎛ ⎞ ⎛ ⎞= − − − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
,      (2.4) 
where 0.28ω = , 12 25.484 10 /A d cm= × , 12 20.09375 10 /B d cm= × , 
,  and 3/g cm0 1.63ρ = 1R = 4.94 2 1.21R =  for TNT. 
By definition the specific internal energy e can be written in the form of 
             1 2( , ) ( ) (e S e e )ρ ρ= + ρ                                  (2.5) 
for a water medium, where ρ  is the density and S is the specific entropy. The pressure p 
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and temperature T are given by 
             
(1/ )
ep ρ
∂= − ∂                                (2.6) 
and 




∂= ∂ ,                                            (2.7) 
respectively, and ( )p p ρ= . For the present analysis the Tait equation of state (Courant 
and Friedrichs, 1948) given as 





⎡ ⎤⎛ ⎞⎢= ⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
⎥−                                   (2.8) 
will be used to relate the pressure and density in the water medium. This leads to the 
relation  







⎛ ⎞= ⎜ ⎟⎝ ⎠
,                                           (2.9) 
where p p B= + , 00p p B= + ; B is a constant and equal to 3268atms; 0p and 0ρ  
are initial stationary water pressure and density, respectively; N is set equal to 7. The 
speed of sound in the liquid is given by 





⎛ ⎞⎛ ⎞= = ⎜⎜ ⎟⎝ ⎠ ⎝ ⎠⎟
                                  (2.10) 
and the expression for total energy associated with Tait’s equation can then be written as  





ρ+= +− .                                      (2.11) 
2.3 The Eulerian Solver  
In the present work, the Eulerian solver is employed to solve for the flow variables. As 
shock wave is involved, the method to compute the flow field is usually a high resolution 
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scheme such as Total Variation Diminishing (TVD) scheme, Essentially Non-Oscillatory 
(ENO) scheme or Weighted Essentially Non-Oscillatory (WENO) scheme. In this work, a 
TVD scheme called MUSCL is employed. 
    Various methods are available for wave speed estimate (Toro, 1997). The numerical 
method for the region away from the interface employed in this work is a high-resolution 
MUSCL-type TVD scheme. The MUSCL scheme has the following form for 1D equation 
system: 
             1 1 1
2 2
( )n n n nj j j jU U H Hλ
+
+ −
= − − ,              (2.12) 
            1 1/ 2 1/ 2 1/ 2 1/ 2 1/ 2
2
1 ( ) ( ) (
2
n n n n n
Lj Rj LRj Rj Ljj
H F U F U A U U+ + + + ++
⎡ ⎤= + − −⎣ ⎦) , (2.13) 




Lj j j jU U R+ += + Φ + ,                    (2.14) 














,                (2.15) 
             ,                (2.16) ,1 ,2 ,31/ 2 1/ 2 1/ 2 1/ 2, ,
TL L L L
j j j j+ + + +⎡Φ = Φ Φ Φ⎣
             ,                (2.17) ,1 ,2 ,31/ 2 1/ 2 1/ 2 1/ 2, ,
TR R R R
j j j j+ + + +⎡Φ = Φ Φ Φ⎣
              ,                (2.18) ,11/ 2 1/ 2 1/ 2(1 )
L l
j j gλ+ +Φ = −
              ,               (2.19) ,11/ 2 1/ 2 1/ 2(1 )
R l
j j gλ+ +Φ = +
             ,                (2.20) 1/ 2 1/ 2 3/ 2min mod( , )
l l
j jg α α+ +=
             1 2 3 11/ 2 1/ 2 1/ 2 1/ 2 1( , , ) (
T n
j j j j jR U Uα α α −+ + + + += − j
)+
.           (2.21) 
Here the subscript “j” indicates the spatial grid node, while the superscript “n” stands for 
the time index. 
The matrix  satisfies Roe’s average condition 1/ 2LRjA +
                      (2.22) 1/ 2 1/ 2 1/ 2 1/ 2 1/ 2( ) ( ) (
n n n n
Rj Lj LRj Rj LjF U F U A U U+ + + +− = −
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and ( ) /A F U U= ∂ ∂
2
,  is the right eigenvectors,  is the left eigenvectors, 








jλ + ( ) /F U U∂ ∂ , 1λ u= , 2 u cλ = + , . 3 u cλ = −
    To ensure a stable computation, the stability condition for the MUSCL-type TVD 
scheme is set as  




ΔΔ = + .                          (2.23) 
Here . 0 1CFL< ≤
In the simulation, x and y coordinates in Equation (2.2c) correspond to r and z 
coordinates in Equation (2.2a) because the computational model is axisymmetric. 
The MUSCL scheme has the following form for the 2D Equation (2.2c): 
  ( ) ( ) ( )1 1, 1/ 2, 1/ 2, , 1/ 2 , 1/ 2 , ,2n n n n n n n ni j ij x i j i j y i j i j i j i jtU U F F G G S Sλ λ+ ++ − + − Δ= − − − − + + , (2.24) 
  ( ) ( )( ) ( )1/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2,12n n n n ni j Li j Ri j LRi j Ri j Li jF F U F U A U U+ + + + +⎡ ⎤= − − −⎣ ⎦+ , (2.25) 
  ( ) ( )( ) ( )1/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2,12n n n n ni j Li j Ri j LRi j Ri j Li jG G U G U B U U+ + + + +⎡ ⎤= − − −⎣ ⎦+ , (2.26) 
  ,1/ 2, , 1/ 2, 1/ 2,
1
2
n n x x L
Li j i j i j i jU U R+ += + Φ + ,                           (2.27) 
  ,1/ 2, 1, 1/ 2, 1/ 2,
1
2
n n x x
Ri j i j i j i jU U R+ + + += − Φ R ,                  (2.28) 
      ,, 1/ 2 , , 1/ 2 , 1/ 2
1
2
n n y y
Li j i j i j i jU U R+ += + Φ L+ ,                           (2.29) 
      ,, 1/ 2 , 1 , 1/ 2 , 1/ 2
1
2
n n y y
Ri j i j i j i jU U R+ + += − Φ R+
]
,                    (2.30) 
      , , ,1 , ,2 , ,3 , ,41/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2,[ , , ,
x L x L x L x L x L
i j i j i j i j i j+ + + + +Φ = Φ Φ Φ Φ T
]
,                  (2.31) 
      , , ,1 , ,2 , ,3 , ,41/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2,[ , , ,
x R x R x R x R x R
i j i j i j i j i j+ + + + +Φ = Φ Φ Φ Φ T
4 ]
,                     (2.32) 
      ,                  (2.33) , , ,1 , ,2 , ,3 , ,, 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2[ , , ,
y L y L y L y L y L T
i j i j i j i j i j+ + + + +Φ = Φ Φ Φ Φ
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      ,               (2.34) , , ,1 , ,2 , ,3 , ,4, 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2[ , , ,
y R y R y R y R y R T







       ,                        (2.35) ( ), , , ,1/ 2, 1/ 2, 1/ 2,1x L l x l x li j i j i jgλ+ +Φ = −
       ,                      (2.36) ( ), , , ,1/ 2, 1/ 2, 1/ 2,1x R l x l x li j i j i jgλ+ +Φ = +
       ,                   (2.37) ( ), , , ,, 1/ 2 , 1/ 2 , 1/ 21x L l y l y li j i j i jgλ+ +Φ = −
       ,                (2.38) ( ), , , ,, 1/ 2 , 1/ 2 , 1/ 21x R l y l y li j i j i jgλ+ +Φ = +
       ,                  (2.39) ( ), ,1/ 2, 1/ 2, 3/ 2,min mod ,x l x l x li j i j i jg α α+ +=
       ( ) ( ),1 ,2 ,3 ,4 , 11/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2, 1, ,, , , Tx x x x x n ni j i j i j i j i j i j i jR U Uα α α α −+ + + + + += −
), +
,            (2.40) 
       ,                           (2.41) (, ,, 1/ 2 , 1/ 2 , 3/ 2min mod ,y l y l y li j i j i jg α α+ +=
       ( ) ( ),1 ,2 ,3 ,4 , 1, 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2 , 1 ,, , , Ty y y y y n ni j i j i j i j i j i j i jR U Uα α α α −+ + + + + += −
t x
.            (2.42) 
Here the subscripts “i” and “j” are the spatial indices in the x and y coordinates, 
respectively, , 1n nt t+ = + Δ /x tλ = Δ Δ  and /y t yλ = Δ Δ , where , tΔ xΔ  and 
 are the respective time and spatial step sizes. Matrices yΔ 1/ 2,LRi jA +  and 1/ 2,LRiB + j  
satisfy Roe’s average condition 
       ( ) ( ) ( )1/ 2, 1/ 2, 1/ 2, 1/ 2, 1/ 2,n n n nRi j Li j LRi j Ri j Li jF U F U A U U+ + + +− = − + ,          (2.43) 
       ( ) ( ) ( ), 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2 , 1/ 2n n n nRi j Li j LRi j Ri j Li jG U G U B U U+ + + +− = − + .          (2.44) 
where ( ) /A F U U= ∂ ∂ , ,  and  are the right eigenvectors, left 














( ) / UF U∂ ∂ , respectively, and , 
, 
,1x uλ =
,2xλ = u ,3x u cλ = + , . In addition, ,4x uλ = − c ( ) /B G U U= ∂ ∂ , ,  
and  are the right eigenvectors, left eigenvectors and eigenvalues of matrix 
, respectively, and 
, 1
y











( ) / U∂
λ
G U∂ ,1 uyλ = , ,2yλ u= , ,3yλ u c= +  and .  ,4yλ u c= −
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    To ensure a stable computation, the stability condition for the MUSCL-type TVD 
scheme is set as 
         ( ), , ,
min ,
max i j i j i j
x yt CFL
u v c
Δ ΔΔ = + + .                         (2.45) 
2.4 The Level Set Technique and its application to Structure Interface 
During the computation, the grid is fixed and the position of material interface such as the 
explosive gas and water interface or the fluid structure interface is captured by the Level 
Set technique. By numerically solving a “Hamilton-Jacobi” equation with the numerical 
technique from hyperbolic conservative laws, this technique is able to capture the 
merging and breaking of a propagating front naturally since it does not require the 
captured front to be written as a function. Instead, the moving front is embedded as a 
particular level set in a fixed domain partial differential solution. 
The level set technique is based on solving a Hamilton-Jacobi type equation. It is a robust 
technique that is relatively easy to implement. The essential idea of this technique is to 
construct a function  defined in the domain, such that the level set {( , )r tφ r }0φ =  
always corresponds to the position of the front ( )tΓ , which can be described as 
    { }( ) : ( , ) 0t r r tφΓ = =r r .                     (2.46) 




 be the trajectory of a point on any 
level set { }cφ = , such that at all times we have ( ( ), )r t t cφ =r . If we assume that the 




, we then have the following equation 
using the chain rule, 
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    ( )dr u
t dt t
φ φφ φ∂ ∂+∇ ⋅ = + ⋅∇ =∂ ∂ 0
r r
.              (2.47) 
Equation (2.47) for two-dimensional flows can be written as 
              0u v
t x y
φ φ φ∂ ∂ ∂+ + =∂ ∂ ∂ .                            (2.48) 
Here u and v are local velocities in x and y directions. We initialize φ  to be the normal 
distance measured from the interface.  
Although Equation (2.48) makes the level set technique elegant, its disadvantage is 
that it is not rigorously mass-conserving which means that additional effort is necessary to 
conserve mass, or at least to improve on mass conservation. One approach would be to 
approximate Equation (2.48) more accurately by higher order schemes or by grid 
refinement. Higher order ENO discretization of Equation (2.48) is adopted by Sussman 
and Fatemi (1999) and the grid is refined adaptively near the interfaces (Sussman et al, 
1999). 
The second approach is to re-initialize level set function when the level set function 
φ  is not a distance function because of numerical viscosity and flow advection, i.e. 
1φ∇ ≠ , or no longer sufficiently smooth in the interface region. The re-initialization 
technique to be presented below is due to the work by Sussman et al (1994). This 
re-initialization is achieved by solving the following equation to steady state, 
            ( )( 1) 0nS
t
φ φ φ∂ + ∇ − =∂ ,             (2.49) 
2 2( ) ( )
x y
φ φφ ∂ ∂∇ = +∂ ∂ ,                         (2.50) 
where S is the sign function. 




riences a large gradient in the vicinity of the interface which may lead to severely 
distorted contours. There are several ways of constructing the extension velocity field in 
the literature. The velocity at the interface point, which is closest to the considered nodes, 
is taken as the extension velocity (Malladi et al, 1995). The extension velocity is obtained 
by solving an equation, which ensures the level set function to be a signed distance 
function (Adalsteinsson & Sethian, 1999). More specifically, the normal velocity at the 
interface, which is obtained from the Riemann problem solver, is extended to all the 
nodes in the fluid field as the extension velocity. The details of this implementation can be 
found at Fedkiw et al (1999), Liu et al (2006) and Wang et al (2006).  
   In the simulation of supercavitation, the grid is fixed and the r
condition of structure interface is implemented via the level set technique. In the present 
work, a very simple yet efficient method for obtaining the reflective boundary condition 
is proposed. Firstly, by using the level set function, we can define the unit normal at every 
grid node according to the structure interface as  
             N φφ
∇= ∇
uur
,                 (2.51) 
which can also be described as 
            
2 2 2 2
, )yx( , ) (x y
x y x y
N n n
φφ
φ φ φ φ+ + .           (2.52) 
The normal velocity at those nodes next to the interface is given by 
    (2.53) 
oundary cond
= =uur
           ( ),nu u v N= ⋅ .         uur
The reflective b itions are then obtained by solving the following convection 
equation (Fedkiw et al, 1999). 
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           0tI N I± ⋅∇ = . 
uur
                             (2.54) 
umn vector co l vHere I is a col mprising the norma elocity, tangential velocity, pressure, 
and density or entropy. Note that the normal vector, N
uur
, always points from the negative 
level set function into the positive level set function. We use the “+” sign in Equation 
(2.54) to extrapolate from the values of I from the region where 0φ <  to the region 
where 0φ > , while keeping the values of I fixed in the region where 0 φ < . Otherwise, 
we choose the “–” sign in Equation (2.54) to extrapolate. In the simulat he first order 
upwind scheme is applied to solve Equation (2.54) to steady state.  
Figure 2-1 is a diagram on the construction of the extrapolation of two points.
ion, t
 Point A is 
in the region where 0φ <  and Point B is in the region where 0φ > . In the computation, 
normal velocity at po is firstly changed to the opposite dire by adding the “–” in 
the value of normal velocity. By this way, we can make sure that the velocity at the 
structure interface is zero which stands for the reflective boundary condition. Normal 
velocity, tangential velocity, density and pressure of Point B are extrapolated from Point 
A by using the “+”sign in Equation (2.54). Then, the status of the nodes in solid part 
where 0
int A ction 
φ >  are known. Following that, the energy and enthalpy of the nodes in the 
solid part are recalculated. After all the nodes in the domain get the proper parametric 
values via extrapolation which represents the reflective boundary conditions, we reuse the 
unit normal to revert the velocities in x and y coordinates by Equation (2.53).  
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2.5 The Modified Ghost Fluid Method 
The Modified Ghost Fluid Method( MGFM) overcomes the shortcomings of the ghost 
fluid method developed by Fedkiw et al (1999), and it has shown to be robust and 
efficient when applied to gas-gas or gas-liquid compressible flows. An approximate 
Riemann Problem Solver (ARPS) was employed to predict the ghost fluid status in 
MGFM. In this work, in the MGFM-based algorithm, the level set technique is employed 
to capture the moving interface. A band of 3 to 5 grid points as ghost cells is defined in 
the vicinity of the interface. At the ghost cells, ghost fluid and real fluid co-exist. Once 
the ghost fluid nodes and ghost fluid status are defined for each medium, one employs 
one’s favorite pure/single medium numerical scheme/solver to solve for each medium 
covering both the real fluid and the ghost fluid grid nodes. By combining the solution for 
each medium according to the new interface location, one obtains the overall solution 
valid for the whole computational domain at the new time step. Details about the MGFM 
can be found in Liu et al (2003b, 2006) and Xie (2004). Furthermore, by employing the 
MGFM in the normal direction which uses the level set technique, the MGFM can be 




Cavitating flow occurs when the low pressure in the liquid reaches towards the limit of 
vapour pressure. Currently the cavitation model in the commercial software such as 
Fluent neglects the compressibility of the fluid. While in the simulation of high speed 
flow, the compressibility largely influences the flow physics and cannot be neglected. 
Therefore, the simulation of supercavitation by current commercial software without 
taking into account flow compressibility is strictly not suitable and the results provided 
thus are not accurate and questionable. Fortunately, our Isentropic one-fluid cavitation 
model (Liu et al, 2004) takes the compressibility into account and can be easily 
implemented in the simulation. 
    In the numerical modelling of cavitating flow thus far, most of the works are focused 
on the attached/sheet cavitation. Such cavitation normally has a fairly well-defined cavity 
full of vapour at saturated pressure together with a mixed wake part of bubbly flow. For 
the attached cavitation, its shape is usually under steady/quasi-steady conditions or 
changes relatively slowly and/or periodically. When high velocity flow comes over a 
projectile, the supercavitation is usually attached on the moving object surface which 
slowly evolves to the steady state.  
    Once cavitation occurs in fluids, cavitation model or equation of state for the 
cavitating flow is required to simulate the cavitation region. In this chapter, two one-fluid 
cavitation models are introduced which are Cut-off model and Isentropic model.  
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 The text below is arranged as follows. In section 3.1, assumptions of the simulation 
are presented. Section 3.2 introduces the jump relationship across the cavitation boundary 
front. Two one-fluid cavitation models and their features are summarized in section 3.3. 
Section 3.4 introduces the application of one-fluid cavitation models for multi-dimensions. 
Verifications of the Isentropic cavitation model in 2D cavitating cases are shown in 
Section 3.5. 
3.1 Assumptions for the one-fluid cavitation models 
In the present work, there is an important assumption for these one-fluid cavitation 
models that the mixture of liquid and vapor is homogenous, barotropic with no heat 
conductivity. This is the usual and realistic assumption for simulating cavitation occurring 
in cold water and under high pressure condition where the thermal effect and viscous loss 
are usually very much smaller than the mechanical (pressure) driving force of our system. 
The governing equations used in the present work are the inviscid Euler equations for 
compressible flows, thus effects of turbulence, surface tension of interfaces are also 
neglected. The averaged flow density of the mixture of vapor and liquid can be described 
as 
( ) lg ρααρρ −+= 1 .                     (3.1) 
Here ρ  is the average density, α  is the void fraction determining the mixture ratio of 
the vapor to liquid, and gρ  and lρ  are the densities of pure vapor and pure liquid, 
respectively. 
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3.2 Relationship across the Cavitation Boundary 
When cavitation occurs, there is phase change which is caused by a pressure drop across 
the cavitation boundary front. Thus there is a local jump relation across this front. Such a 
local jump relationship was found to be similar to the shock Rankine-Hugoniot 
relationship but with very different physics (Liu et al, 2004), which can be written for 1D 
flow as 






l FFUUs −=− )(
Here  and , ,  and ),(lim txUU
Ixx
I
l −→= lim ( , )I
I
m x x




l UFF = )( ImIm UFF =
dt
dxIs = . Hereafter, the subscripts “l” and “m” indicate the “liquid” and “mixture” media, 
respectively. The superscript “I” stands for “Interface” (cavitation boundary). For detailed 




















l pvpv +=+ 22 )()( ρρ ,                                  (3.3b) 
where  and . The verifications of these equations can be found 




l −= suv ImIm −=
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3.3 Cavitation Models 
3.3.1 Cut-off Model 
The Cut-off model sets the local pressure equal to a given value (saturated vapour 
pressure) when the flow pressure falls down below a critical pressure level. If Tait’s 











⎛ ⎛ ⎞⎜ − + >⎜ ⎟= ⎜ ⎝ ⎠⎜ ≤⎝
                      (3.4) 
Here, satρ  is the liquid density in association with the given critical pressure . As no 
phase transition is taken into account using the Cut-off model, the void fraction is set to 
zero and the flow in the cavitation is still assumed to be water. The features of the Cut-off 
model are summarized as follows (Liu et al, 2004): 
satp
1. The Cut-off model is a pure phase model without phase change taken into 
consideration. 
2. The Cut-off model is very easy to be implemented and applied to multi-dimensions. 
3. The Cut-off model leads to the degeneration of equation of state from a convex type 
in the pure liquid region to a non-convex form in the pressure cut-off region. 
4. The Cut-off model leads to the zero sound speed and thus the blockade of 
information across the cavitation zone; the governing equations are also a decoupled 
system which violated the real physics. 
5. The Cut-off model leads to the unphysical non-conservative numerical 
implementation. 
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3.3.2 Isentropic Model 
In the Isentropic one-fluid cavitation model (Liu et al, 2004), the cavitation flow is 
assumed to be homogenous mixture consisting of isentropic vapour and liquid component 
in kinematical and dynamic equilibrium without heat transfer. The evolution of the 
cavitation is further assumed to be driven by pressure drop across the cavitation interface. 
In this model, under the assumption of homogenous mixture, the sound speed can 
theoretically be given (Brennen, 1995; Wallis, 1969) as 






















αραρα .               (3.5) 
By the assumption of cavitation evolution driven by pressure drop alone, the void fraction 
α  is governed by 
          2
1 1(1 )
l l g g
d
dp a a
α α α ρ ρ
⎛ ⎞= − −⎜⎜⎝ ⎠2
⎟⎟ .              (3.6) 
Since the vapour and liquid components are assumed isentropic, the above equation can 
be further integrated as 














α =− ,                                  (3.7) 









ρ ρρ − −
+= ⎛ ⎞ ⎛ ⎞+⎜ ⎟ ⎜ ⎟⎝ ⎠⎝ ⎠
.                                  (3.8) 
Equation (3.8) is the EOS for the cavitating mixture, and equation (3.7) is the void 
fraction formula for mass transfer, which is directly related to the local pressure. Here 
0 /(1 )k 0α α= −  is a model parameter, which can be determined via the procedure 
developed in Liu et al (2004). cavgρ  and cavlρ  are the associated gas and liquid density 
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at the cavitation pressure cavp . As a result, the final equation of state for the liquid flow 
taking into consideration cavitation can be written as 
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.                        (3.9b) 
In cold water or under normal atmospheric condition, water is usually assumed to be 
isothermal and the sound speed for the surrounding flow is taken as a constant. The EOS 
for water becomes 20 (l l lap p− = ρ ρ−  instead of Tait’s EOS, where 0lρ  is the 
water density at the pressure 0p . Therefore, the following equations can be deduced: 
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where ' 20l lB a pρ= − . Thus, the final equation of state for the isothermal liquid flow 
taking into consideration cavitation can be written as 
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The detailed derivation about this model can be found in Liu et al (2004). The isentropic 
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one-fluid cavitation model has been shown to work better than the cut-off model, the 
Schmidt model (Schmidt et al, 1999) and the modified Schmidt model (Xie et al, 2006). 
The features of the Isentropic cavitation model can be summarized as follows: 
1. The Isentropic one-fluid model is a multiphase model with phase change taken into 
consideration. 
2. The Isentropic one-fluid model is mathematically sound and physically reasonable. 
3. The Isentropic one-fluid model leads to a conservative hyperbolic system of governing 
equations in the cavitation region. 
4. The Isentropic one-fluid model is easy to be implemented and applied to 
multi-dimensions. 
5. There is no limitation of vapour and density ratio in the application of the Isentropic 
one-fluid model. 
6. There is no limitation of cavitation dimension and surrounding flow condition in the 
employment of the Isentropic one-fluid model. 
3.4 The One-fluid Cavitation Models for Multi-dimensions 
The main advantage of a one-fluid cavitation model is that it can be directly applied to 
multidimensional problems without any additional numerical treatment. Obviously, all the 
one-fluid cavitation models are easily extended to multi-dimensions. For this advantage, 
one-fluid cavitation models can be implemented in the simulation of two-dimensional 
supercavitation. We assume a grid point (i, j, k) in a multidimensional computational 
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            (3.12) 
where satp  is the physical saturated pressure and the cavitation model can be one of the 
Cut-off model, the Schmidt model(Schmidt et al, 1999), the modified Schmidt model(Xie 
et al, 2006) and the Isentropic model in present computation. One may note strictly in 
Equation (3.12) the pressure criterion is solely employed to determine whether cavitation 
occurs. As Tait’s EOS in water medium is very stiff such that the calculated pressure may 
not be so accurately determined, both the pressure and density are therefore employed in 
the present work to evaluate whether cavitation occurs in the flow. In the implementation, 
it is apparent that the one-fluid cavitation model for multi-dimensions is the same as for 
1D application without any additional treatment. Other cavitation models like the 
multiphase model (Saurel & Abgrall, 1999) do not possess such advantage. In the present 
work, Isentropic one-fluid cavitation model is applied in the simulation of 2D 
supercavitating flow. 
3.5 Validation of Isentropic One-fluid Cavitation Model 
In order to choose a proper cavitation model, a series of validation tests has been carried 
out by Liu et al (2004) and Xie (2006) via in comparison to the analytical solution. All the 
validation tests show that the isentropic one-fluid model developed in (Liu et al 2004; Xie 
2006) works better than other one-fluid cavitation models. Details about the one 
dimensional testing case of these one fluid cavitation models one can refer to Liu et al 
(2004) and Xie (2006). 
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     During the simulation of multiphase flow, because of the creation and collapse of 
the cavitation, convergence criterion is set to demarcate the arrival of the steady state 
condition. Furthermore, at the onset with the sudden acceleration of velocity, the whole 
domain is non-steady. Therefore, it is very essential to do the necessary convergence 
check. In our work, the convergence condition is set as 
                        1, ,
,
/( )n ni j i j
i j
p p I J ε+ − × <∑                 (3.13) 
with ε  taken to be 32.0 10−× . Here, I×J is the total mesh numbers. When the 
convergence condition is satisfied, the results will have deemed to reach the “steady” 
status.  
    In this section, firstly the cut-off cavitation model is coupled in the simulation of 
two-dimensional multiphase flow passing over a forward facing step, then followed by 
the same simulation using the isentropic cavitation model.  
3.5.1 Verification of Cavitation Models by 2D flow passing over a forward facing step 
The choice of proper cavitation model is very important in the simulation of cavitating 
flow. Although the Isentropic cavitation model already has been verified to have better 
performance than other one-fluid cavitation models in 1D cavitating flow by Liu et al 
(2004) and Xie (2006), in the simulation of supercavitation the computation is 2D and the 
cavitation will be attached on the surface of the object, further verifications must be 
carried out on the isentropic cavitation model. In the following, the simulations of both 
cut-off model and isentropic cavitation model are shown. 
Case 3.5.1.1 The Cut-off cavitation model is implemented in the simulation. The initial 
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conditions are u= 100m/s, v= 0m/s, p= 1.0E+05Pa and ρ= 1.0E+03kg/m3. The CFL 
number is set to be 0.45 and the computational domain is [0.0, 0.1905]×[-0.03175, 
0.03175]. All surfaces of the step are reflective boundaries. The left boundary of the 
computational domain is an inflow and the right boundary of the computational domain is 
an outflow. The inflow is set at constant velocity flow at u= 100m/s, and the outflow is 
treated as an infinitely long boundary. The upper boundary of the computational domain 
is set as a symmetric boundary and the lower boundary of the computational domain is set 
as an open boundary. During the computation, the saturated vapour pressure is set to be 
62.5Pa. Physically, the cavitation occurring in current problem is due to sudden 
acceleration and thus resulting in a sudden pressure drop when flow passes over the 
corner. As such, there will be a phase change at the corner point. The pressure decreases 
at the corner and the mixtures of gas and water come into being. The cavitation region 
expands with time. With phase change, the cavitation boundary is unsteady and there are 
still but limited oscillations around the boundary at the earlier stage. From the 
convergence contour in Figure 3-1, the result is unstable and vibrates violently, and the 
computation can not converge which means that the flow can not be steady if the cut-off 
cavitation model is employed in the simulation. In the earlier stage, the flow can get 
“freak” cavitation in Figure 3-2a and Figure 3-2b. But Figures 3-2c and 3-2d show the 
pressure and density contours that the cavitation region already has been “blown” away as 
time advances. The reason is that the cut-off cavitation model is not conservative. At 
every single loop, there is loss in mass and energy. So the cavitation can not attach on the 
surface of the step. As a result, the cavitation is “blown away” by the constant incoming 
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flow and the whole flow domain is unsteady. As such, the cut-off model can not be 
applied in simulation of attached cavitating flow. 
Case 3.5.1.2 The Isentropic cavitation model is implemented in the simulation. The initial 
conditions are the same as Case 3.5.1.1. The simulation result is converged and reaches 
the steady state (see Figure 3-3). Figure 3-4a and Figure 3-4b show that the cavitation is 
still attached on the surface of the step when the flow becomes steady. This result by the 
Isentropic cavitation model is reasonable and physical. However, there is an unphysical 
shock arising from the corner point of the step in Figure 3-4a. This is because the corner 
point is a singular point and presently no special treatment is done to this point. In the 
following Chapter, we will discuss more about the influence of this point and the special 
treatments to solve this singular point problem.  
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Chapter 4  
Special Treatments of the Corner Point at a Forward 
Facing Step 
In the simulation of flow over a forward-facing step, special treatments at the corner point 
are essential because the corner point is a singular point and this singular point will 
influence the global flow which will lead to the wrong results. To solve this singular point 
problem, this chapter is arranged as follows. Section 4.1 introduces the grid independent 
and grid sensitivity check. Section 4.2 shows two special treatments for the corner point. 
One is the entropy and enthalpy corrections for the corner point and the other is the 
restriction of pressure at the corner point when there is phase change there. Finally, the 
conclusion remarks are summarized in Section 4.3. 
4.1 The Mesh Refinement for Multiphase Flow 
This section mainly checks the grid sensitivity of the computation. In the simulation the 
mesh has to be refined sufficiently; that means the mesh should be small in order to allow 
for a good approximation. Thus, the mesh size can to some extent determine the range of 
influence of the corner. Two different grids consisting of 30,000 and 120,000 cells were 
used to check the grid sensitivity of solutions especially in regions with steep solution 
gradients. In the present work, based on pure Eulerian grids, the whole domain is refined 
to check whether this mesh refinement will influence the simulation results. The 
computational mesh is rectangular and uniformly disturbed in the computational domain. 
We employ two different meshes [601, 201] and [301, 101] for the same computational 
 33
domain to enable comparison of the results based on the fixed Cartesian grids. The 
computational domain is 1 unit wide, 3 units long and the step is 0.2 unit wide and 1.2 
unit long. The mesh distribution for the following cases is shown in Figure 4-1.  
In our work, for the whole domain in the simulation, convergence condition is the same 
as described in Chapter 3. We computed via the 2D MUSCL up to 8000 time steps in 
order to reach the convergence criterion. When the convergence condition is satisfied, the 
results will have reached the “steady” status. The following two cases pertain to different 
grids while all the other conditions are the same.  
In the simulation the cavitation number σ  is defined as 




σ −= .                                         (4.1) 
Here, h0 is the piezometric head in the undisturbed flow; hv is the vapour pressure head of 
water; v0 is the velocity of the undisturbed flow (water); and g is the gravitation 
acceleration.  Equation (4.1) can be transformed into the following form for ease of 
computation, 
               0 2




−= ,                               (4.2) 
where p0 is the pressure of the undisturbed flow (water); pv is the vapour pressure of water 
and 0ρ  is the water density.   
In the comparison to experimental data, the pressure distribution along the projectile 
surface is made non-dimensional with following formulae, 
                   02
0 0 / 2
p pk
vρ
−= .                                    (4.3)            
In the simulation cases below, the numerical results show that the cavitation region ranges 
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from s/d = 0 to s/d = 3 for a specific cavitation number. Here d is the diameter of the 
projectile and s is the distance to the stationary point (the center point of the projectile 
head) along the projectile surface.  
Case 4.1.1 The initial conditions are u= 100.0m/s, v= 0m/s, p= 1.0E+05Pa, and ρ
=1.0E+03kg/m3. The CFL number is 0.45 and the computational domain is [0.0, 
0.1905]×[-0.03175, 0.03175]. In this case, the cavitation number is 0.02. All surfaces of 
the step are reflective boundaries. The left boundary of the computational domain is set as 
an inflow and the right boundary of the computational domain is set as an outflow. The 
inflow is set at the constant velocity flow of u= 100.0m/s and the outflow is treated as an 
infinitely long boundary. (Near the outflow boundary, 0I
x
∂ =∂ ; I stands for all the 
parameters u, v, ρ, p, e, h, the first order extrapolation is employed in our simulation.) The 
upper boundary of the computational domain is set as a symmetric boundary and the 
lower boundary of the computational domain is set as an open boundary. (Near the lower 
boundary, 0I
y
∂ =∂ ; I stands for all the parameters u, v, ρ, p, e, h, the first order 
extrapolation is employed in our simulation.) In the same computational domain, Figure 
4-3a~d are calculated with meshes [301, 101] at t= 8.20E-04s and Figure 4-4a~d are 
calculated with meshes [601, 201] at t= 1.78E-03s. Both results are shown at converged 
status. According to Figure 4-3b with meshes [301, 101], the unphysical expansion shock 
at the corner point is about 6 grid units long, while the unphysical expansion shock at the 
corner point is about 8 grid units long shown in Fig. 4-4b with meshes [601, 201]. From 
the experimental result of multiphase flow by Rouse and McNown (1948) shown in Fig. 
4-2 which is obtained at the velocity of 25.3m/s and pressure of 1atm, there is no 
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unphysical expansion shock at the corner point, but in Fig. 4-3a~d and Fig. 4-4a~d, a 
shock in pressure contour is seen to emanate from the corner point which is not in 
accordance with Fig. 4-2a. Especially from Fig. 4-3d and Fig. 4-4d, the pressure on the 
distribution of the object surface, there is a sudden pressure increase at the corner point. 
But there is no such sudden pressure increase in Fig. 4-2b. The reason is that there is the 
phase change at the corner and the corner point is a singular point. If there is no special 
treatment for the corner point, the computed result will bring out the wrong physics and 
deviate significantly from the experimental results. In the present work, the Error caused 
by the shock can be defined as follows, 
            
number of offsError = et grids in pressure contour
the total grids
.            (4.4) 
me less by applying the finer meshe
4.2 The Special Treatments of Corner 
Since the single phase problem is easier to solve than multiphase problem and there are 
From Table 4-1, the errors beco s for the same 
computational domain, but the finer meshes can not completely remove the shock at the 
corner point. Due to the limitations of computing facilities, no denser grids are tested in 
the thesis. Calculated value of Error at the corner point and k-distribution for these two 
different girds were found to differ less than 1%. Therefore, the simulation result is 
deemed to be grid independent. 
also some experimental results which one can refer to, in the following, we shall firstly 
simulate the single phase flow-Mach 3 gas problem. This Mach 3 problem is very classic 
and there is no phase change for the single phase flow. Also Mach 3 problem has proven 
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to be useful test for a large number of numerical methods, schemes and algorithms for 
many years. Furthermore, by the simulation of single phase problem we can check the 
special treatment of the corner point. Then, we extend the single phase flow to multiphase 
flow problem-water flow over a forward-facing step where there is phase change at the 
corner.  
    When a stationary Mach 3 inviscid gas flow hits a forward-facing step, a stable 
low, entropy and enthalpy corrections are used around the corner to 
shock-wave pattern with a characteristic Mach-stem at the top of the corner develops after 
a few time units. As the corner is the center of an expansion fan, there will be a boundary 
layer called an entropy layer in the neighborhood of the corner. The reflected shock will 
interact with the entropy layer and the resulting solution will exhibit unphysical 
expansion shock (Efraimsson, 1997). In single phase flow, the entropy tends to grow near 
the corner and along the sonic line; this can be computed using the approximate Riemann 
solver (Woodward & Colella, 1984). If no special treatment of the corner point is applied, 
a numerical boundary layer of density of about one ‘zone’ builds up and the magnitude of 
the velocity decreases along the top of the step which finally changes the quality of the 
whole flow. Moreover, in the case of one step facing problem, it is very difficult to get the 
proper resolution of rarefaction wave at the corner. Even in a smooth region, a high speed 
expansion wave passing through a corner, the sonic glitch or the “dog-leg” phenomena 
occurs (Tang, 2005). 
    In single phase f
treat the singular point and the sonic glitch can be removed (Woodward & Colella, 1984; 
Sanders & Weiser, 1992; Donat & Marquina, 1996; Efraimsson, 1997; Tang, 2005). 
 37
Furthermore, MUSCL scheme of Van Leer with entropy and enthalpy corrections can 
completely remove the numerical error of the sonic glitch (Tang, 2005). On the other 
hand, if we use MUSCL scheme without entropy and enthalpy corrections, an unphysical 
expansion shock is seen to emanate from the corner.  
    Numerical treatment of the corner point is crucial because this point will influence 
4.2.1 The Entropy and Enthalpy Corrections for Single Phase (gas) Flow 
Sanders and Weiser (1992) and Donat and Marquina (1996) investigated the entropy and 
the global flow. Mesh refinement is employed to check the grid sensitivity of the 
unphysical expansion shock. Entropy and enthalpy corrections are not applicable when 
there is phase change in the water flow with high velocity over a forward-facing step. The 
reason is that the flow entropy and enthalpy are not constant anymore due to cavitation 
occurrence. Till now, no studies have been done on how to treat the corner when there is 
phase change there. In the present work, the interest is on the treatment of the corner 
based on the fixed Eulerian grids and the restriction of pressure is introduced to treat the 
corner point where there is phase change. The primary challenge for the correction is to 
restrict the pressure at the corner point to the saturated pressure when there is phase 
change at the corner. Such a fix is physical as shown experimentally in Rouse and 
McNown (1948) (Fig. 4-2a and Fig. 4-2b) that the cavitation over a forward-facing step 
always starts to occur just at the top of the corner. In the following, the mentioned two 
special treatments are presented in details.  
enthalpy corrections for the corner and applied the corrections to the Mach 3 problem. For 
 38
the corrections, we will add two successive corrections on certain cells, called “b”, above 
the step (Fig. 4-5a): using the variables at the cell located just to the left and below the 
corner, called “a” (Sanders and Weiser, 1992). The “b” cells are the first four cells of the 
first row above the step starting just to the right of the corner, and the first two cells of the 
second row above, also starting from the right. The positions of cell “a” and “b” are 
depicted in Figure 4-5a. 
In entropy correction, we reset the density in each cell “b” in order for the adiabatic 
constant in cell “b”, to be the same as in cell “a”, 






ρ ρ ⎛ ⎞= ⎜ ⎟ .         ⎝ ⎠                           (4.5) 
ploy the In enthalpy correction, we em reset density value to correct the enthalpy in “b” 
cells, by changing the magnitudes of the velocities as follows. 
There is always a nonnegative constant α  such that 
                  a bH H
α= ,                                         (4.6) 
where aH  is the enthalpy in cell “a” and  bH
α  is the enthalpy in cell “b”. Equation 
(4.6) is just Bernouilli’s law for steady flow. Hb
α  can be defined as 




αγ −               (4.7) 
m of the squares of the original com  
h
= + .                  
with 2 being the su ponents of the velocity in cellbq  
nd “b”, a bc  being the sound velocity computed from the new value of the density also in 
cell “b”. T erefore, α  is nonnegative and defined by  
                   2
1 1/a bp pq γα ⎡ ⎤⎛ ⎞= + −⎢ ⎥⎜ ⎟ 22 1 2a ba b qγ ρ ρ− ⎝ ⎠⎣ ⎦
.                   (4.8) 
At last, we reset the conservative parameters in each cell “b” to  
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21 1,  (b qρ α⎛ ⎞⎜ .                    (4.9) ) ,  ( ) ,  -1 2b x b y b b bq p qα ρ αγ + ⎟⎝ ⎠     
Here, ( )b xq  is the x velocity and ( )b yq  is the y velocity. 
Case 4 .1.  in a wind tunnel containing a .2 1 The problem begins with uniform Mach 3 flow
step. Figure 4-5b is the initial diagram of the Mach 3 flow. The wind tunnel is 1 length 
unit wide and 3 length units long. The step is 0.2 length units high and is located at 0.6 
length units from the left-hand end of the tunnel. The tunnel is assumed to have an infinite 
width in the direction orthogonal to the plane of computation. On the left boundary is a 
flow-in boundary condition, and on the right boundary all gradients are assumed to vanish. 
The exit boundary condition has no effect on the flow, because the exit velocity is always 
supersonic. Initially the wind tunnel is filled with a gas ( 1.4γ = ), in which everywhere 
has density 1.4kg/m3, pressure is 1.0E+05Pa, and velocity is 948.7m/s. Gas with this 
density, pressure, and velocity is continually fed in from the left hand boundary.  
    Along the walls of the tunnel reflective boundary conditions are applied. The corner 
of the step is the center of a rarefaction fan and hence is a singular point of the flow. If no 
special treatment was employed to this singular point, the flow will be seriously affected 
by large numerical errors generated just in the neighborhood of this singular point. These 
errors cause a boundary layer of about one zone in thickness to form just above the step in 
the computational domain. Shocks then interact with this boundary layer, and the 
qualitative nature of the flow in the tunnel is altered more or less dramatically, depending 
upon the scheme employed and the grid used. If there is no special treatment for this 
corner, the unphysical expansion shock at the corner in the perpendicular direction will 
become larger and larger. Contour plots of the pressure and the density without fixing are 
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shown in Fig. 4-6a and Fig. 4-6b at t= 1.61E-04s. It is noted that an unphysical expansion 
shock emanates from the corner. Figure 4-6c and Figure 4-6d with entropy and enthalpy 
corrections show the shock in the pressure and density contour plots begin to expand at t= 
1.88E-04s. The main shock has been reflected from the upper boundary at t= 3.40E-04s in 
Fig. 4-6e and Fig. 4-6f. It is obvious that we can get the right results from entropy and 
enthalpy corrections for the specific corner points. However, if we apply the corrections 
to treat the corner point in water flow where there is the phase change at the corner, the 
suggested corrections mean that the water cell “a” is reset to the gas cell “b”. Therefore, 
entropy and enthalpy corrections are not applicable for phase change case. 
    When flow passes over the blunt head projectile, the flow velocity 
4.2.2 Restriction of Pressure at the corner for water flow 
will accelerate 
downstream. In our simulation, the object is assumed rigid and the surface of the object is 
reflective. So the velocity of the blunt head only has y direction velocity till the corner 
point, while the surface at the downstream only has x direction velocity. Only at the 
corner point, the flow there has both x and y direction velocity, then we can estimate the 
the largest velocity along the object surface. Therefore, we can conclude that the corner 
point will have the lowest pressure along the surface and the cavitation will firstly begin 
at the corner point. Furthermore, from the experimental results of Rouse and McNown 
(1948), the flow begins to cavitate at the corner point and the cavitation expands as time 
advances. Moreover, there is no shock at the corner in the experimental results. When 
there is phase change at the corner, the restriction of pressure will set the pressure at the 
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corner point to the saturated vapour pressure. In the present work, this restriction of 
pressure is applied to the exact point at the corner point where the cavitation first occurs. 
This restriction of pressure is valid for the phase change case, especially for the high 
velocity water flow over a step.  
Case 4.2.2.1 The initial conditions are u= 25.3m/s, v= 0m/s, p= 1.0E+05Pa and ρ= 
1.0E+03kg/m3. The CFL number is set to be 0.45 and the computational domain is [0.0, 
0.1905]×[-0.03175, 0.03175]. All surfaces of the step are reflective boundaries. The left 
boundary of the computational domain is an inflow and the right boundary of the 
computational domain is an outflow. The inflow is set at constant velocity flow at u= 
25.3m/s, and the outflow is treated as an infinitely long boundary. The upper boundary of 
the computational domain is set as a symmetric boundary and the lower boundary of the 
computational domain is set as an open boundary. During the computation, the saturated 
vapour pressure is set to be 62.5Pa. Moreover, the restriction of pressure at the corner is 
applied when there is phase change occurring there. Physically, the cavitation occurring in 
current problem is due to sudden acceleration and thus resulting in a sudden pressure drop 
when flow passes over the corner. As such, it is expected that there will be a phase change 
at the corner point. The pressure decreases at the corner and the mixtures of gas and water 
come into being. The cavitation region expands with time. With phase change, the 
cavitation boundary is unsteady and there are still but limited oscillations around the 
boundary. There is a weak unphysical expansion shock at the corner. The reason is that 
the velocity of the flow is low and the influence of the corner point is limited. In this case, 
the restriction of pressure is employed at the corner point when there is phase change 
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there. Figure 4-7a and Figure 4-7b show the contours of pressure and density which 
indicate there is no shock at the corner and the results are similar to the experimental 
result in Figure 4-2a. Furthermore, from Fig. 4-7c, there is no sudden pressure increase at 
the corner point which is similar to the experimental result (Fig. 4-2b). It is also 
interesting to observe that the pressure within the cavitation is very low in comparison to 
the surrounding flow pressure.  
Case 4.2.2.2 The initial conditions are u= 100.0m/s, v= 0m/s, p= 1.0E+05Pa, and ρ= 
1.0E+03kg/m3. The CFL number is set to be 0.45 and the computational domain is [0.0, 
0.1905]×[-0.03175, 0.03175]. The left boundary of the computational domain is an inflow 
and the right boundary of the computational domain is an outflow. The inflow is set at 
constant velocity flow at u= 100m/s and the outflow is treated as an infinitely long 
boundary. The upper boundary of the computational domain is set as a symmetric 
boundary and the lower boundary of the computational domain is set as an open boundary. 
During the computation, the saturated vapour pressure is set to be 62.5Pa. Moreover, the 
restriction of pressure at the corner is applied when there is phase change there. Similar to 
the previous Case 4.2.2.1, there is phase change at the corner point. With high velocity, it 
is much easier for the cavitation to expand. Also, there are oscillations around the 
cavitation boundary. Contour plots of the pressure and the density without any fix are 
shown in Fig. 4-8a and Fig. 4-8b at t= 6.23E-04s. From these two figures, an unphysical 
expansion shock emanates from the corner. From Fig. 4-8c and Fig. 4-8d in which the 
restriction of pressure at the corner point is applied, there is no unphysical expansion 
shock at the corner. Also, from the steady results of both Case 4.2.2.1 and Case 4.2.2.2, it 
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is very obvious that the higher the velocity will lead to the larger size of the cavitation 
zone. Furthermore, the pressure distribution along the projectile surface (Fig. 4-8e) 
indicates that there is no unphysical shock at the corner. Thus, the restriction of pressure 
at the corner point seems reasonable when there is phase change occurring there. 
    From the pressure distribution along the projectile surface in above two cases, it is 
noted that there are severe numerical oscillations encountered in the vicinity of cavitation 
interface in the results, but the oscillations with the restriction at the corner point are less 
4. 3 Concluding Remarks of the Chapter 
ed to solve the Euler equations and the special 
than those without the restrictions. Such numerical instability is well-known and 
notorious; it is very difficult to completely remove and suppress it. In fact, this is the 
dominant difficulty in the modeling and simulation of cavitation. As we are aware, there 
are no matured and universal techniques in literature to handle this difficulty. This 
difficulty is even worse in low speed situations because of the extreme incompressibility 
of water. This difficulty also causes convergence problem. While from the theoretical 
analysis of flow over a forward facing step, the cavitation will firstly occur at the corner 
point as also found from the experimental results of Rouse & McNown (1948) the flow 
will become steady with the cavitation arising from the corner point. Therefore, the 
restriction of the pressure at the corner point when there is phase change there will 
accelerate the convergence and at the same time reduce the oscillation of the pressure 
distribution along the projectile surface.  
In this chapter, the MUSCL scheme is us
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treatments of the corner point are discussed. Based on the assumption of homogeneous 
mixture consisting of isentropic gas and liquid components, the isentropic cavitation 
model has been applied in the simulation and the results look physically reasonable. 
    The corner point of the step will influence the global flow regardless the flow is 
single phase or multiphase. From the analysis of grid sensitivity, the influence of corner 
point is independent of grids. In single phase flow, the entropy and enthalpy corrections 
can remove the unphysical expansion shock around the corner point. However, the 
unphysical expansion shock can be removed by the restriction of pressure at the corner 
point to the saturated vapour pressure. The reason is that the cavitation is initially 
produced at that corner point and the pressure there can be physically set to a small 
saturated vapor pressure which is assumed to be correct in accordance with the 
experimental results. From the results of simulation, the restriction of pressure at the 
corner point to the saturated vapour pressure is shown to be a reasonable and physical 
way to get the right results. This technique will be applied in the simulation of 
supercavitation in the following chapter. 
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Chapter 5  
Numerical simulations of supercavitation inception and evolution 
over a high-speed projectile  
In this chapter, two different projectile models are tested to simulate the inception and 
evolution of supercavitation. One model is a cylindrical projectile with a planar/blunt 
head, and the problem can be cast as water flow passing over forward-facing step. 
Another model is a cylindrical projectile with a hemispherical shaped head. Because these 
two models are not so difficult to model, we begin with these simple geometries. 
Furthermore, the test is simplified by taking on specific constant velocity inflow. For a 
forward-facing step, the corner point is a singular point, so details about the special 
treatments of this corner point have been described in Chapter 4. For the hemisphere head 
projectile, because the form is not uniform the level set technique is extensively 
implemented to treat the structure interface. The application of level technique has 
already been shown in Section 2.5. Therefore, this chapter is organized as follows. In 
section 5.1, a cylindrical projectile with a planar/blunt head projectile is tested. In this 
case, the restrained pressure at the corner point is applied in the simulation of 
supercavitation. Also, the possible reasons for the difference between the simulated 
results and the experimental results (Rouse & McNown 1948) are analyzed. Section 5.2 
describes the application of level set technique in boundary treatment of a cylindrical 
projectile with a hemispherical shaped head. Both single phase (gas) flow and multiphase 
(water) flow are tested in Section 5.2.1. Furthermore, this technique is extended to apply 
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in the simulation of supercavitating flow in section 5.2.2. Finally, a brief summary is 
given in Section 5. 3. 
5.1 Numerical Simulation of Supercavitating Flow over a Forward-facing Step 
In the present work, the step is set under the condition of high speed underwater flow and 
the step has an infinite length downstream. Reflective boundary condition is applied on 
the step surfaces. The computational domain is a rectangular with uniform meshes [301, 
101]. Due to symmetry, only half of the domain is simulated. Furthermore, the restriction 
of pressure at the corner point is applied when there is phase change at the corner. Grid 
convergence criteria is set as the same as the description in Chapter 3. In the following 
two cases, we compute about 10,000 time steps to get the converged results. 
Case 5.1.1 The initial conditions assume that all the flow in the domain will 
instantaneously accelerate to a velocity of 25.8 m/s, while the step wall boundary is kept 
stationary. The cavitation number is 0.3. The pressure is set to be 1.0E+05Pa and the 
density is 1.0E+03kg/m3. The left boundary is an inflow and the right boundary is an 
outflow. The inflow is set at constant velocity flow and the outflow is treated as an 
infinitely long boundary. The upper boundary of the computational domain is set as a 
symmetric boundary and the lower boundary of the computational domain is set as an 
open boundary. A high pressure region is generated in the vicinity of the tip of the step. 
The flow around the body of the step gradually evolves to the steady state. The saturated 
vapour pressure is set to be 62.5Pa. As the pressure drops to below the pressure of 
saturated water vapour, a mixture of cavitation region is generated. Fig. 5-1a and Fig. 
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5-1b show the pressure and density contours at steady state. The pressure distribution 
along the projectile surface is presented in Fig. 5-1c. The darkened blue area along the 
surface of the projectile is the cavitation zone. 
    The shape and trend of the pressure distribution along the projectile surface also 
qualitatively agrees with the experimental data (Fig. 5-2a and Fig. 5-2b). However, the 
maximum of pressure captured by the numerical simulation is lower than that of the 
experimental data. In addition, the cavitation zone captured numerically is also much 
smaller than the experimental data. The numerical results depicted in Fig. 5-1c shows that 
the cavitation region ranges from s/d = 0.5 to s/d = 1.5 for cavitation number of 0.3, while 
the experimental data shown in Fig. 2a and Fig. 2b indicates that the cavitation zone can 
be up to a location between s/d = 0.5 to 3.25. The numerical simulation thus exhibits 
obvious difference on the cavitation dimension. There are possibly three major reasons 
for these differences observed. 
    The first is the experimental results which were taken under 2D axi-symmetric 
conditions while our numerical results are based on 2D planar assumptions. Further work 
to incorporate the influence of the symmetric axis or extend the code to 3D should be 
carried out to ascertain the difference, if any, between the experimental results and the 
numerical simulation results. 
The second possible reason is the selection of cavitation (vapor) pressure pv. The 
vapor pressure pv is strongly related to surrounding flow conditions and it is a value 
which ranges from less than 100Pa to nearly 5000 Pa. Numerical tests showed that the pv 
affects the cavitation dimension significantly. In the experiments by Rouse & McNown 
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(1948), however, this value was not provided. In the present simulations, pv was set to 
62.5Pa in consideration of water was degassed as stated in Rouse & McNown (1948). 
This value may be far away from the experimental environments. 
The third possible reason is the difference in environmental parameters between the 
experimental and numerical results. In the report of Rouse & McNown (1948), there are 
no detailed information on the settings of environmental parameters, such as the 
temperature, the saturated pressure and the density of the fluid, etc. All these parameters 
may lead to the different cavitation size observed between the numerical and 
experimental results. 
    To test the capability of the present codes, in the following case, the increased water 
flow speed is computed. 
Case 5.1.2 The incoming flow velocity is 254m/s and the other initial conditions are the 
same as those in Case 5.1.1. The time sequence of contour is shown in Fig. 5-3a~f. The 
pressure and density contour of limited cavitation extent are shown in Fig. 5-3a and Fig. 
5-3b at t= 2.98E-04s, respectively. Figure 5-3c and Figure 5-3d depict the cavitation is 
still expanding at t= 5.98E-04s. Finally, the cavitation envelops the whole step at t= 
1.19E-03s in Fig. 5-3e and Fig. 5-3f. From these two figures, one can also see the object 
is fully immersed in the cavitation zone for the part inside the computational domain. 
Figures 5-3a~f show that the restriction of pressure at the corner point is reasonable when 
there is phase change occurring there. Also, it is observed that the projectile inside the 
computational domain is fully enveloped by cavitation and the cavitation shape is a conic 
shape. The cavitation interface is a straight line away from the projectile tip. It can be 
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further observed that the flow is aligned and lies parallel with the cavitation interface, and 
clearly exhibits a straight line profile in the supercavitation boundary.  
5.2 Numerical Simulation of Flow over a Hemisphere head Projectile 
In the simulation of flow over a hemisphere head projectile, it is not straightforward to 
code for the rigid boundary of the projectile based on the fixed Eulerian grids. To develop 
a consistent way of rigid boundary treatment, the level set technique (Osher & Sethian, 
1988) is extended to treat the rigid boundary together with the reflective boundary 
condition as the level set technique can be easily implemented for complex geometries. 
Furthermore, this technique has been widely used in treating the interface of 
multi-medium by Fedkiw et al (1999), Liu et al (2006) and Wang et al (2006). However, 
in the present work, level set technique is applied to treat the structure interface. More 
specifically, this technique is employed to get the unit normal and extrapolating the 
parameters by the convection equation with first order upwind scheme. 
Because the solid part is taken as rigid and has no deformation in the simulation, the 
level set function will not change, and there is no need to reinitialize the level set function. 
Once the computation begins, unit normal obtained from the level set function will be 
fixed in the whole computation. Furthermore, the code can be extended to complex 
geometries by applying the level set technique to treat the boundary conditions.  
    In this section, firstly the gas flow is implemented to check the boundary condition 
because there is no phase change in the gas flow. Then the high velocity water flow with 
phase change is simulated. Due to flow symmetry, only half of the domain is simulated. 
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The left boundary of the computational domain is set to be an inflow boundary and the 
right boundary of the computational domain is set to be an outflow boundary. The inflow 
is set as a constant velocity and the outflow is set as an infinitely long boundary. The 
domain used in the simulation is set to be large enough so as to represent a flow in a free 
field. The schematic of the hemisphere head projectile is shown in Fig. 5-4 with the 
pertinent dimensions. In the following case, we choose the value of d as 0.01524. 
Case 5.2.1 The initial conditions for high velocity gas flow are p= 1.0E+05Pa, ρ= 
1.0kg/m3, u= 748m/s, v= 0m/s. The initial conditions assume that the cylinder 
instantaneously accelerates in the gas ( 1.4γ = ) medium to a velocity of Mach 2. All the 
surfaces of hemisphere projectile are reflective boundaries. As high velocity gas flow hits 
the hemisphere head projectile, a strong reflective shock occurs. Then the high velocity 
flow interacts with the reflective shock. Finally, the flow comes to a steady state where 
there is no further change to the parametric value of the contour in the whole domain. 
Figures 5-5a~d show the time sequence of density contours and the process of shock 
expansion with time. The X and Y velocity contours are shown at t= 2.04E-02s in Fig. 
5-6a and Fig. 5-6b. From Fig. 5-6c and Fig. 5-6d, the shock arising from the high velocity 
impacting on the projectile becomes stationary and the position is fixed at t= 2.04E-02s. 
From the figures of this case, we can suggest that the boundary condition applied by the 
level set technique looks reasonable, and we can further apply this technique of boundary 
treatment to the multiphase cases. 
Case 5.2.2 When water flow passes over a hemisphere head projectile, water gains a 
sudden acceleration around the hemisphere head which causes the local pressure in water 
 51
to decrease dramatically to be lower than the saturated vapour pressure, resulting in 
immediately water evaporation and thus cavitation occurrence. The cavitation expands 
with time, and finally, the cavitation covers the whole projectile. The initial conditions for 
the high velocity flow are p= 1.0E+05Pa, ρ= 1.0E+03kg/m3, u=254m/s, v= 0m/s. The 
saturated vapour pressure Psat is set to be 62.5Pa. Also, the initial conditions assume that 
the cylinder instantaneously accelerates in water to a velocity of 254m/s. A high pressure 
region is generated in the vicinity of the tip of the cylinder. The flow around the body of 
the cylinder evolves. Figures 5-7a~h show the development of the cavitation region over 
time. As the flow moves further downstream, the cavitation grows so as to cover the 
surface of the conical/after body of the object. It is expected that cavitation is initiated at 
the turn from the cylindrical head to the cylindrical surface as such the change of 
geometry introduces flow expansion. This expansion generates tension in water that 
causes the water to drop below the saturated water vapour pressure and hence cavitation 
produced. A mixture cavity region is generated as shown at t= 2.13E-04s in the Fig. 5-7a 
and Fig. 5-7b as the pressure drops to below the saturated vapour pressure. Figure 5-7c 
and Figure 5-7d show the pressure contour and density contour at t= 3.36E-04s. The 
cavitation expands further at t=6.73E-04s in Fig. 5-7e and Fig. 5-7f. At t= 1.42E-03s the 
cavitation continues to evolve in Fig. 5-7g and Fig. 5-7h. Finally, the cavitation covers the 
whole projectile at t= 2.85E-03s in Fig. 5-8a~d. It is observed that the projectile inside the 
computational domain is fully enveloped by cavitation and the cavitation region is a conic 
shape. The cavitation interface is a straight line away from the projectile tip. 
The conditions of this case are similar to the conditions of Case 5.2.1 except that 
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they are different head shape models. It can be noted that both cases take on the conic 
shape supercavitation at the same velocity. However, physically, the velocity gradient 
change in the forward-facing step is much more intense than the hemisphere head model. 
The cavitation in the forward-facing step expands much faster than the hemisphere head 
model. Furthermore, the cavitation pocket thickness of a forward-facing step is larger 
than that of a hemisphere head model. Thus, different head shape can determine the 
expansion speed and thickness of supercavitation.  
5.3 Concluding Remarks of the Chapter 
In this chapter, the inception and evolution process of supercavitation are simulated for 
two models with different time intervals. The development of supercavitation was found 
to strongly related to surrounding flow properties, the projectile speed and geometries as 
indicated in the experiments by Rouse & McNown (1948). With contrasts to the 
experimental results, the simulation results look reasonable and physical. Possible reasons 
are put forth on the difference between experimental results and simulation results.  
From the results of simulation, the restriction of pressure at the corner point to the 
saturated vapour pressure is shown to be a reasonable and physical way to get viable 
results, and this approach can be applied in supercavitating flow over the forward facing 
step when there is phase change there.  
Level set technique is applicable to treat the structure interface of rigid object for 
both single phase (gas) flow and multiphase flow. By the first order extrapolation of the 
level set equation, it is easy to implement the reflective boundary condition, even for 
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complex geometries.  
In summary it is very promising to utilize the present develop techniques and 
methodologies to simulate supercavitating flow. More series project about this topic 




Conclusion and Future Work 
In the present work, a comprehensive literature review on both the numerical methods for 
simulating cavitating flow and supercavitating flow has been carried out. The Isentropic 
one-fluid model and cut-off cavitation model have been applied to simulate 2D cavitating 
flows. It has been shown that the Isentropic model can clearly exhibit the inception of 
cavitation and cavitation evolution when a high speed projectile traveling underwater. The 
numerical simulation data has qualitatively matched the experimental data and captured 
the physics successfully. 
The main findings can be summarized as follows: 
1. When flow over a forward-facing step, the special treatment of corner point is essential.   
The entropy and enthalpy correction is not applicable for the flow where there is phase 
change, while the restriction of pressure at the corner point is proved to get reasonable 
results at the corner point when there is phase change there. This method can be used to 
solve for the singular point at the corner of a forward facing step when there is phase 
change. 
2. Isentropic cavitation model is applied to simulate the supercavitation. Two different 
kinds of models are tested. One is a forward-facing step and the other is a hemisphere 
head projectile. Both models can produce the supercavitation regions when high velocity 
flow over them. Furthermore, in the simulation of flow over a hemispherical projectile, 
the level set technique is applied to treat the structure interface. The results show that 
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level set technique is very effective and reasonable to get the right results. Furthermore, 
this technique can be easily implemented to treat the reflective boundary conditions of 
complex geometries. Verifications of the level set technique are left for further research. 
3. The one-fluid models as presented in this work can capture different cavitation sizes 
and have different application ranges. The isentropic model works much more consistent 
than the cut-off one-fluid cavitation model and it is applicable for various flow conditions, 
especially for supercavitating flow. 
In our simulation the structures are assumed fixed, non-deformable and flow is 
assumed as two-dimensional. In reality, the structures under high-pressure impact 
experience compression and may move in the resultant force direction. Moreover, the 
flow is fully in three dimensions. The present algorithm has yet to be extended to three 
dimensions and the treatment of moving structures. On the other hand, different projectile 
head models can be carried out; the influence of three-dimension will be considered in 
future work. Furthermore, improvement to the numerical methods can be made to 
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Table 4-1 Error pertaining to grid refinement 
[x, y ] meshes X mesh size Y mesh size Offsets in y direction  Errors 
[301, 101] 6.35E-04 6.35E-04 7 0.0233% 
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Fig. 3-2a Contour plots of numerical approximation of the pressure with MUSCL scheme 



























Fig. 3-2b Contour plots of numerical approximation of the density with MUSCL scheme 















Fig. 3-2c Contour plots of numerical approximation of the pressure with MUSCL scheme 
































Fig. 3-2d Contour plots of numerical approximation of the density with MUSCL scheme 















































Fig. 3-4a Contour plots of numerical approximation of the pressure with MUSCL scheme 




















Fig. 3-4b Contour plots of numerical approximation of the density with MUSCL scheme 







Fig. 4-1The mesh distribution for Case 4.1.1, Case 4.2.1.1, Case 4.2.2.1 and Case 4.2.2.2 
in the vicinity of the cylinder surface 
 
 
Fig. 4-2a Contour plots of Experimental result of the density by Rouse and 




Fig. 4-2b Contour plots of Experimental result of pressure distribution along the projectile 















Fig. 4-3a Contour plots of numerical approximation of the pressure with MUSCL scheme 











Fig. 4-3b Contour plots of enlarged section on the pressure distribution near the corner 


















Fig. 4-3c Contour plots of numerical approximation of the density with MUSCL scheme 













Fig. 4-3d Contour plots of pressure distribution along the projectile surface with MUSCL 
















Fig. 4-4a Contour plots of numerical approximation of the pressure with MUSCL scheme 










Fig. 4-4b Contour plots of enlarged section on the pressure distribution near the corner 





















Fig. 4-4c Contour plots of numerical approximation of the density with MUSCL scheme 












Fig. 4-4d Contour plots of pressure distribution along the projectile surface with MUSCL 
scheme with meshes [601, 201] at t= 1.78E-03s 
 
 
Fig. 4-5a Cell locations where Entropy and Enthalpy corrections are applied for the 









Fig. 4-5b Initial Diagram of Mach 3 flow 
 
 






























Fig. 4-6c Contour plots of numerical approximation of the pressure with MUSCL scheme 






















Fig. 4-6d Contour plots of numerical approximation of the density with MUSCL scheme 
















Fig. 4-6e Contour plots of numerical approximation of the pressure with MUSCL scheme 
























Fig. 4-6f Contour plots of numerical approximation of the density with MUSCL scheme 


















Fig. 4-7a Contour plots of numerical approximation of the pressure with MUSCL scheme 
























Fig. 4-7b Contour plots of numerical approximation of the density with MUSCL scheme 













Fig. 4-7c Pressure Distribution along the projectile surface with MUSCL scheme with 










































Fig. 4-8c Contour plots of numerical approximation of the pressure with MUSCL scheme 



















Fig. 4-8d Contour plots of numerical approximation of the density with MUSCL scheme 




















Fig. 4-8e Pressure Distribution along the projectile surface with MUSCL scheme with the 




















Fig. 5-1a Contour plots of numerical approximation of the pressure with MUSCL scheme 




















Fig. 5-1b Contour plots of numerical approximation of the density with MUSCL scheme 























Fig. 5-2a Mean Cavitaion Pockets for blunt head projectile at different cavitation number 











Fig. 5-2b Contour plots of Experimental result of pressure distribution along the projectile 


















Fig. 5-3a Contour plots of numerical approximation of the pressure with MUSCL scheme 

























Fig. 5-3b Contour plots of numerical approximation of the density with MUSCL scheme 




















Fig. 5-3c Contour plots of numerical approximation of the pressure with MUSCL scheme 



























Fig. 5-3d Contour plots of numerical approximation of the density with MUSCL scheme 



















Fig. 5-3e Contour plots of numerical approximation of the pressure with MUSCL scheme 

























Fig. 5-3f Contour plots of numerical approximation of the density with MUSCL scheme 





































































































































































































































































































































































































































Fig. 5-8d Contour plots of numerical approximation of the density of water at t= 
2.85E-03s 
 
 
 
 
 
