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Foreword 
This is the first report of a work on time dependent probabilities initiated as a cooperation 
between the International Atomic Energy Agency (IAEA) and IIASA in 1990. The treatment of 
the underlying mathematical model is rather theoretical, but the intent has been to  cover a broad 
range of applications. Originally the formulation was initiated by the problem of optimization of 
test intervals at  nuclear power plants. There have however been also other applications proposed 
to be treated within the proposed modelling framework. One specific problem is the selection of 
the most suitable time instant for a major repair or retrofitting at  a plant. The time horizon of 
the model can be selected either short stretching only over a few weeks or very long to  encompass 
the complete life time of a depository of spent nuclear fuel. The advantage with the problem 
formulation is that it enables the inclusion also of monetary considerations connected to risks 
and the actions for decreasing them. The intent in formulating the model is that it will be used 
for a computerized optimization of selected decision variables. 
Bjorn Wahlstrom 
Leader 
Social & Environmental Dimensions 
of Technology Project 
Friedrich Schmidt-Bleek 
Leader 
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1 Introduction 
Probabilistic safety analysis (PSA) is generally used to determine weak points of a plant and 
make recommendations for possible design changes. The same technique can also be used t o  
assess technical specifications and to  develop guidance for operator training and accident man- 
agement. The calculation of optimal test intervals for stand-by systems is one of the problems 
that can be solved with this approach. These intervals influence the global safety of the plant. 
The optimization of operation schedules is quite a complex problem due to  the sophisticated 
dynamical interrelations of the va.riables and the large dimension. 
Some analytical formulae exist to  calculate the optimal test intervals for one isolated compo- 
nent (see [2, 7, 8, 15, 18, 191 and others). More advanced analytical expressions also exist for the 
case when the problem can be decomposed and test intervals for different groups of components 
can be treated independently. For example, this is the case when a group of components can be 
treated as one "super" component [2, 181. 
There are several tools (computer codes) to  assess the global unavailability of a plant, 
ta.king into account dependencies between test intervals of the components (see, for example, 
FRANTIC [17, 51, and SOCRATES [20] and MARELA[lO]). These codes can be used to com- 
pare different variants, but not to  optimize with respect to  model parameters. 
The International Atomic Energy Agency (IAEA) is developing and coordinating the com- 
puter code PSAPACK [ll] for fault/event tree analysis. It is planned to upgrade PSAPACK to  
an operational safety tool [I].  In this framework, a module to help the user choose the correct 
values for the test intervals would be quite desirable. This module would optimize operational 
schedules, taking into account relationships between different groups of components. This paper 
briefly discusses a model and optimization technique for this module. 
Figure 1: Time schedule for the set I. 
2 General Description of the Model 
We consider a global system failure in the time interval 0 5 t 5 T .  The system consists of 
some components, the set of which we designate by A. To guarantee the low unavailability 
of the system, some groups of components should be tested periodically. The set A can be 
divided into L + 1 subsets Ul (0 5 I 5 L). Here Ul ( 1  5 I 5 L )  is a subset of components 
with the same interval between tests, and Uo is a subset of components that  should not be 
tested during the time interval [O,T]. The subset Ul could be divided into redundant groups 
of components. We suppose in this paper that during testing, a component is not available (at  
least not immediately). Later we shall consider components with unavailability less than one 
during the testing. These redundant groups should not be tested simultaneously as this could 
lead to  high unavailability of the system. Let us designate by Vj the amount of redundant groups 
of components in U l ,  and by v a group in Ul (1 5 v 5 V j ) .  We also define Mi, as the number of 
components in the group v from the set 1. Let m be the component number in the group. We 
designate by alum E A the component m in group v from the set I. 
As an example, let us assume that for the subset Ul the amount Vj is equal to  4 (see Figure 1). 
The time schedule for groups of components is staggered. The time interval between the start of 
successive periodic tests of the same group of components is equal to  Al. The shortest interval 
between the beginning of tests of different groups is equal to  Al/Vj. We designate a shift in 
the schedule by yl and 71, is the first periodic inspection interval of group v from set I. Test 
intervals in set 1 are sta.ggered and 71, satisfies the equation (see Figure 1) 
We consider that  a fault tree was constructed for the plant in the standard way (see, for 
example, [12]). The fault tree can be represented in terms of Boolean equations; these equatioils 
can then be used to  determine "minimal cut sets". 
Any fault tree will consist of a finite number of minimal cut sets that are unique for the top 
event. The minimal cut set expression for the top event can be written in the general form 
where M is the top event, and Mw (w = 1,. . . , W )  are the minimal cut sets. Here and below we 
assume that  all random variables are specified on the probability space ( P ,  S, R).  Each minimal 
cut set consists of a conlbinatioil of specific compoilent failures, and hence the general minimal 
cut set call be expressed as 
where alum is an event of failure of the component alum, and Cw is a set of components in the 
cut set w ( 1  5 w 5 W). Thus equation (2) can be represented as 
Let us designate by plvm(t)  the unavailability of the component alum a t  time t . We assume 
that  all events alum are mutually stochastically independent and the probability of each cut set 
Mw is coilsiderably less than 1 , i.e. 
If we take into account only linear terms, then 
Let us define 
Later we will use the value p(t) t o  calculate approximately the failure probability of the whole 
system. 
p = l  - - -  normal 
p = 2 - - -  degraded 
p = 3 - - -  test 
p = 4 - - -  repair 
J8ry  i J8+ j ~ 8 ~ ;  i 
4rlvrn 4 4 rlvm 4 4rlvm L 
Figure 2: Time schedule for the set I. 
3 Behavior of the Instantaneous Unavailability Curve for 
One Component 
In this section we describe the instantaneous unavailability of the tested components. We 
consider that each component a[,,, 1 = 1 , .  . . , L at  time t can be in one of the following 
four states (see Figure 2): 
p = 1 - normal state (stand-by state, component is available); 
p = 2 - degraded state (stand-by state, with latent failure); 
p = 3 - test (or maintenance) state ; 
A component is available in a normal state and unavailable in others. After a failure, 
the component enters the degraded state. To identify the failure, the component is tested 
periodically (test state). If it appears that the component has failed, then it is repaired (repair 
state). 
It is assumed tlmt in the test state ( p  = 3), the component is unavailable. In many practical 
cases the component is ava.ilable (with some probability) at  this state. The test by-pass may fail 
and the component may be unavailable (with some probability) after the test. These possibilities 
are not yet included in the model, but will be incorporated later. 
During their lifetime, the test components periodically pass three different phases. Each 
phase defines an  interval; for this reason we divide the time interval 0 5 t 5 T into three types 
of intervals: 
Figure 3: The function C. 
Test (or maintenance) duration intervals are intervals in which the component is tested 
(or serviced) and is in the test state (11 = 3). These intervals are designated by el. Here, 
el are deterministic va.riables chosen by the plant operator or the designer. 
Repair intervals, following the test intervals, are for potential repairs. During these in- 
tervals the component could be in the normal state ( p  = l ) ,  degraded state ( p  = 2), or 
repair state ( p  = 4). Tlle component changes from the repair state to  the normal state 
during repair intervals of length rl,,. The component can also go from a normal state to  
a degraded state during these intervals. 
Normal intervals are intervals in which no components are being tested or repaired. During 
these intervals a component can be in a normal or degraded state. After a failure, it goes 
from a normal to  a degraded state. 
The random changes of states can be described by a Markov chain with continuous time 
and discrete states. During the normal and repair intervals, we consider that the probability of 
changing from state p to  state v in the time interval 6t is equal to 
where 0(6t)/6t + 0 for 6t + 0, i.e. this is a Markov nonstationary chain with continuous time, 
and coefficients A,,(t) . We designa.te by pyvm(t) the probability that  the component alum is in 
the state p at  time t. 
On each interval [l;llv+ kAl +el, l;llv+ (k + l)Al], probabilities sa.tisfy the system of differential 
equations (see, for exa.mple, Freedma,n [4], Seneta [13]) 
We define by k l ,  the maximal number of scheduled tests for group v from set 1 during the time 
interval T 
The initial conditions for this system of equations are changed a t  the points 
according to  the time schedule. The initial conditions reflect the actions of the operational 
schedule. Since some coefficients in equation ( 6 )  are equal to  zero, we have the system: 
Since pfvm(t) E 1,  equation ( 9 )  can be approximated as 
For the componeilt alum we assume that  X21(t) is coilstant on the interval. [O, T ]  and is designated 
by XI, ,  . Equation ( 1 1 )  implies 
on the interval [ql,  + k A l  + 81 , 71, + ( k  + l )A1]  . 
Since the repair of component a/,, is carried out during the time TI,,, the coefficient X 1 4  
cannot be a constant. We assume that  
h 4 ( t )  = ( - t  + qlv + k n l  + el + rlvrn)-l  
On the illterval [ql, + k A l  + 01 , 71, + k A l  + el + rl,,] and 
on the interval [ql, + k A l  + 01 + TI,, , 71, + ( k  + l)Al] for k = 0 , .  . . , k l ,  . With this coefficient, 
equation ( 1 0 )  implies 
71, + k A l  + el - t 
pbrn(t) = ( 
Tlvm 
+ 1 )  R,(qr. + k ~ i  + 01) ( 1 3 )  
on the interva,l [ql, + k A l  + 61 , q1, + k A l  + el + rl,,] and 
Figure 4 :  Time schedule for the set 1. 
on the interval [qrv + kAr + Or + rlVm , qrv + ( k  + l ) A l ]  for k = 0 , .  . . , krv . Equations ( 12 ) -  
( 1 4 )  define the ~na~vailability of the componeilt a[,,. To describe one period of the component 
unavailability plvrn(t)  , let us iiltroduce a functioil ( ( 0 ,  y ,  r ,  A, x , t )  on the interval [0 ,  A ]  (see 
Figure 3) 
With the function (, the unavailability prvrn(t) of the component a/ , ,  is given by the formula 
(see Figure 4 )  
Formulae ( 1 6 )  a.nd ( 5 )  are used to  calculate the pointwise unavailability of the whole system. 
4 Calculation of Average Unavailability 
We integrate the function p(t) with respect to  t to calculate the average unavailability p, of the 
whole system 
Here we consider that  T is very large in comparison with Al ,  1 = 1 , .  . . , L. For this case we can 
omit the beginning and end of the operation interval and consider only the periodical part of 
the schedule for each component. The average unavailability p, can be approximated as 
Further we consider three cases where the approximate unavailability of the function @, can be 
1 T expressed in terms of the limit of average unavailability limT,, T J, plUm(t) of the components 
alum - 
Since one period of the function plUm(t) for I > O is specified by the function 
consequently (see Figure 4) 
It is not difficult to calculate the integral of the function ( ; to designate this integral we introduce 
a new function $ 
def 1 '+= 0 + O.~XX(T + 2) $(e, T, A ,  X )  = - / ((8, A X ,  T, A, 5, t, = 
e + x  0 e + x  
With the previous designation, the average unavailability of the component alum is approxi- 
mated by the followii~g function $lUm 
Plum if 1 = 0 ,  
$/urn = 
$(el ~ l u m  Alum 21) ot11erwise a 
System with Independent Components. Let us consider that  in each subset of compo- 
nents Ul, 1 = 1,. . . , L there is only one tested component alll .  We say that  tested components 
are independent if in each cut set there is a t  most one tested component. For this case the 
unavailability estimate fi, in formula (18) is equal to  
1 T L  @, = lim - Xl prll(t) + constant = 
T-co T 1=1 
L T L x f i  lim 11 pll l( t)  + constant = x 1<1$111 + constant , 
T-oo T 1=1 1=1 
here I<(, 1 = 1, . . . , L are some constants. 
System with Independent Series Groups. Let us consider that  in each subset Ul, 1 = 
1,. . . , L there is only one group of components. We say that  all tested groups in the system are 
independent series groups if the unavailability estimate f i ,  for this system can be represented as 
1 T L  MI1 
f i ,  = lim - Ja x Iir x pllm(t) + constant = T+oo T 1=1 m=l  
L MI1 
4 x lim T pllm(t) + constant = T+oo 1=1 m = l  IT 
L MI 1 x K r  x gllm + constant .  
This means that  all components from the same group belong to  the same train and the avail- 
ability of this group a t  any time is the product of the availabilities of all components in the 
group. The unavailability fi of the group from Ul can be represented approximately as 
The last formula shows that  a system with independent series groups can be reduced to  a system 
with independent "super" components. Each "super" component corresponds to  a series group 
and has a repair time of (~r!!~ . \ l lmT/lm) (E:zl Xllm)- '  , a test duration interval of $1 and 
a failure rate of ~ 1 ; '  Cf!ll All,. Analogous results for the series system were achieved in the 
work of Vaurio [Is]. 
System with Random Starts of Tests. Now we consider the case when each subset 
Ul, 1 = 1 , .  . . , L has only one component (subset Uo can have several components). For each 
1 = 1 , .  . . , L the shift of schedule yl is a random variable uniformly distributed on the interval 
[0, All. All shifts are independent. With this condition, the expected unavailability Efi, can be 
calculated as 
If 1 > 0 and A1/4 + 2Al 5 t L, A l /4  + kl,Al, then the mathematical expectation Epl lm(t )  is 
equal to  the integral of the function pllm(t) over one time period, i.e. 
Consequently, 
E@, = lim - 
T-02 T $llm = C , $lim . 
w=l  (1lm)€Cw w = l  (llm)EG, 
The last formula also can be considered as a good approximation of the unavailability (17) for 
the general case. 
5 Optimization of Test Intervals: Special Cases 
Here we consider optimization problems for the unavailability estimate @, with respect to  the 
test intervals X I , .  . . , XL 
subject t o  the constraints 
wherex  = (xi  ,..., xL) E R~ a n d X  = {x E R ~ :  gl 5 xl 5 3 1  , for 1 = 1 ,..., L } ; for 
1 = 1,. . . , L , the constailts :l and 3 1  are the lower and upper bounds, respectively, of the test 
interval XI .  Constraints (25) (possibly nonlinear) can take into account relations between test 
intervals of different groups of components. For example, it could be the following constraints 
where i, j , .  . ., k are some group of numbers from the set 1 = 1, .  . ., L . In this case we can 
introduce a new variable 2 
and reduce the dimeilsion of the problem. 
System with Independent Components. First let us consider the optimization problem 
for the function (21) with the simplest constraints x E X 
L 
P ,  = Ii-1 $ 1 1 ~  + constant + rnin . 
1=1 x E X C R L  
Since we take into account only simplest constraints x E X, problem (26) can be reduced to the 
independent problem 
$111 + min , 1 = 1,.  . . , L . 
~ 1 5 ~ 1 5 E l  
With standa.rd algebraic formu1a.e we can calculate 
if 1 = 0 ,  
(dl + xl)-2[Ol(0.5Xlumrlvm - 1) + Xlumxl(O1 + 0.5x1)] , otherwise . (28) 
For one tested component the average unava.ilability fuilction $(dl, rl,,, Alum,  xl) can be mini- 
mized analytically. To find an optimum point without constraints we use necessary conditions 
of extremum 
Formulae (28) and (29) imply 
and consequently 
x: + 201x1 + 0l(-2/Xlum + TI,,) = 0 . 
Equation (31) has only one positive root 
x;OOt = -01 + Jo~  + 201/Xlum - rern& . 
If Xlumrlum << 1 and O1rlvm << 1 then we get from (32) an approximation 
The last value is well-known in the literature (see [2, 7, 181). After the calculation of xyot  we 
can consider the constraints cl 5 xr 5 Fr , and the optimal value for problem (27) is given by 
the formula 
if xroot > - 
5 1  , 1 - X l ,  
if x r o t  5 g l  , 
, otherwise . 
Let us now consider the optimization problem (26) with nonlinear constraints (25). Generally 
speaking this problem cannot be solved analytically; numerical techniques are needed. Gradient 
non1inea.r programming methods ca.n be used for this purpose (see, for example, [9, 161). The 
gradient of the function Pu(xl, . . . , xL) ca.n be calculated with the formula 
and formula (28). 
System with Independent Series Groups. It was shown in the previous section that  
a system with independent series groups ca.n be reduced to a system with independent "super" 
components. Therefore for the optimization of unavailability of this system we can use the same 
technique as for a system with independent components. 
System with Random Starts of Tests. Let us consider the following optimization 
problem for a system with random starts of tests 
X = { X E R ~ : C ~ < X ~ < T ~ , ~ O ~ ~ = ~  ,..., L ) ,  
subject to  
This problem cannot be solved analytically in the general case; we use gradient methods to solve 
i t .  The gradient of the function Ep, is calculated as follows: 
The gradient Vxl$llm in this equation is given in the expression (28). The objective function 
EpU(x)  and the gradient VzEl),(x) can be calculated during one run through the cut sets. 
6 Calculation of Average Unavailability: General Case 
Let us describe formulae to  calculate the unavailability (17) in the general case 
Unavailability p, call be calculated through the functions pw 
Since plum(t) is a partially linear function, then n(lvm)Ecw plvm(t) is a partially polynomial 
function. We consider that  
and on each interval [tj ,  tj+1) the function n(lvm)Ecw plvm(t) is polynomial. By [tj, tj+l) we 
designate the interval tha.t includes the point t j  and excludes the point tj+l. The partition (41) 
depends upon the cut set w. The function pw ca.n be represented as 
On the interval [tj ,  tj+1) the polynomial function 
can be integrated analytically and 
The coefficients bq5 and the number c+15 in these formulae depend upon j ,  w. Combining (39), (40), 
(42)) and (44) we can calculate 
This last formula can be used for fast numerical calculation of the function p,. 
7 Optimization of Operational Schedules 
Here we consider the optimization problem for the unavailability function (39) in the general 
case 
, W  
subject to  
where 
X = { X E R ~ : : ~ < X ~ < T ~ , ~ O ~ ~ = ~  ,..., L ) ,  
and the function pw(y, x )  is given by equa.tion (42). In comparison with the optimization prob- 
lem (27) and (36) here we also ta.ke into a.ccount the first inspection intervals yl, . . . , y ~ .  This 
problem is very complex from the numerical point of view. To calculate the objective function 
p,(y, x )  we must calculate the functions pwj(y, x)  for ea.ch w = 1,. . ., IN; j = 1,. . . , J. Further, 
the functions plvm(t) a.re discontinuous; consequently the unavailability p,(y, x )  is a, nonsmooth 
function with respect to the variables y,x.  The function plUm(t) is multiextremal. To find a 
local extremum of the problem (45), (46) some nonsmooth or stochastic quasi-gradient methods 
could be used (see, for example, [3, 6, 14, 161). Heuristic procedures can be developed to  move 
from one local extremum to another. 
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