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SYNCHRONIZATION FROM A CATEGORICAL PERSPECTIVE
KRZYSZTOF WORYTKIEWICZ
ABSTRACT. We introduce a notion of synchronization for higher-dimensional automata,
based on coskeletons of cubical sets. Categorification transports this notion to the set-
ting of categorical transition systems. We apply the results to study the semantics of
an imperative programming language with message-passing.
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1. Introduction
Traditional labeled transition systems synchronize on labels [19], essentially by a limit
construction. Any type of synchronization of transition systems can be represented that
way. The situation for higher-dimensional automata or HDA’s [7] is not so straightforward.
Indeed, in the one-dimensional case a transition is either in the limiting object or is
not. On the other hand, in the case of general HDA’s a transition has a dimension and
synchronization may induce a change of dimension in addition to filter the transition
out. Since HDA’s live in slices of the category cSet of cubical sets, there is a well-
established theory available. In this paper, the relevant ingredients are the n-coskeleton
(right adjoint to the n-truncation) and the categorification (left adjoint to the cubical
nerve). We introduce a notion of (Σ, n)-coskeleton, a version of the usual n-coskeleton
which interacts well with the (higher-dimensional) labeling. It turns out that this yields
a notion of synchronization of HDA’s suitable for the study of message passing.
Section 2 contains some categorical background. In section 3, we recall the salient facts
about cubical sets and prove some relevant technical lemmas. In section 4, we recall what
HDA’s are and introduce their 1-coskeletal synchronization. In a nutshell, all potential
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2boundaries made of unsynchronized transitions are filled. This applies in particular to
transition systems, since the latter are nothing but 1-dimensional HDA’s. A transition
system is acubic if it does not contain boundaries, i.e. paths “around” cubes. Our main
result about 1-coskeletal synchronization is theorem 4.14. Without technical noise, this
theorem can be stated as follows:
Theorem The categorification of 1-coskeletally synchronized acubic transition systems
is a limit of free categories.
After having introduced the programming language CIP in section 5, we study its se-
mantics in section 6. The categorification of HDA’s obtained by applying CIP’s oper-
ational rules yields categories of evolutions and control categories , technically domains
and codomains of ulf functors. The Giraud-Conduche´ correspondence of section 2 yields
a finite presentation in form of categorical transition systems , technically pseudofunctors
from free categories to Span. Section 7 takes up the topic of (bi)simulation and process
categories . Concluding remarks are to be found in section 8.
2. The Giraud-Conduche´ Correspondence
In this section, we expose some known and less known facts about functors with the
unique lifting of factorizations property [18] and their correspondence with certain pseud-
ofunctors. For general background about bicategories, we refer to the original text [1] and
to [2].
2.1. Ulf Functors.
2.2. Definition. A functor F : B→ C has the unique lifting of factorizations property
if, given u ∈ B and C ∋ f = h ◦ g such that F (u) = f , there are unique v, w ∈ B such
that u = w ◦ v with F (v) = g and F (w) = h.
We use the acronym ulf for such functors.
2.3. Proposition. (Street [18]) Let F : B → C be a functor, J = J2 be the interval
category
− −→ +
J3 be the category generated by
− −→ 0 −→ +
and d1 : J2 −→ J3 be the functor such that − 7→ − and + 7→ +. The following are
equivalent
(i) F is an ulf functor;
(ii) F has the strict right lifting property with respect to d1, i.e. any commuting square
3I2 //
d1

B
F

I3
??
// C
admits a unique filler.
Proof. Obvious. ✷
Item (ii) of Proposition 2.3 is actually taken as definition in [18, pp. 532-533].
2.4. Proposition. (Street [18]) Let (N,+) be the additive monoid on the natural num-
bers. A category A is free iff there is an ulf functor ℓ : A −→ (N,+).
Proof. Obvious. ✷
2.5. Proposition. The full subcategory Ulf→ ⊆ Cat→ with ulf functors as objects is
complete.
Proof. Products are straightforward. Suppose
E
  //
K

A
U

F
&&
G
88 B
V

E′
  // A′
F ′ ''
G′
77 B′
is an equalizer diagram inCat→, so both rows are equalizer diagrams inCat andK = U |A.
Suppose U and V are ulf functors. Let f ∈ E and suppose K(f) = f ′ and f ′ = q′ ◦ p′ is
a factorization in E′. Since U is an ulf functor, there is a unique factorization f = q ◦ p
in A such that U(p) = p′ and U(q) = q′. Let f1
def.
= F (f). Since f ∈ E, we have
f1 = F (f) = G(f). Let f
′
1
def .
= V (f1), p
′
1
def .
= F ′(p′) and q′1
def.
= F ′(q′). Since p′ ∈ E′ and
q′ ∈ E′, the factorization
f ′1 = q
′
1 ◦ p
′
1
has liftings f1 = F (q) ◦ F (p) and f1 = G(q) ◦ G(p). But V is an ulf functor, hence
F (p) = G(p) and F (q) = G(q), i.e. the unique lifting of the factorization f = q ◦ p is in
E. ✷
2.6. Lax Comma Categories.
2.7. Definition. Let K be a bicategory. A morphism in K is a map if it admits a right
adjoint.
42.8. Proposition. Let B be a category with pullbacks. A morphism in Span(B) is a
map precisely when its left leg is iso.
It follows that the iso class of a map in Span(B) has a span with identity left leg as
a canonical representant.
Let F,G : K → L be lax functors. Recall that a lax transformation
α : F ⇒ G
is given by the data
(i) for each x ∈ K a morphism L ∋ αx : F (x)→ G (x);
(ii) for each morphism K ∋ f : x→ y a 2-cell
F (x)
αx //
F (f)

G(x)
G(f)

F (y) αy
// G(y)

?Gαf
subject to the coherence conditions
(i) αf ′ • (G (θ) ◦ αx) = αf for each 2-cell θ : f ⇒ f ′ : x→ y;
(ii) (αg ◦ F (f)) • αf = αg◦f for each f : x→ y and g : y → z.
2.9. Definition. Let F,G : K → L be lax functors. A lax transformation is repre-
sentable provided its components αx are maps for all x ∈ K.
Special cases of interest are lax representable transformations among lax functors from
a category to Span
def.
= Span(Set). Let p, q : B → Span be such lax functors and let
α : p⇒ q be a lax representable transformation. Its data with respect to to B ∋ f : x→ y
is given by the lax square
p(x) p(x)
idoo αx //

?Gαf
q(x)
p(f)
p(f)1
OO
p(f)2 
q(f)
q(f)1
OO
q(f)2
p(y) p(y)
id
oo
αy
// q(y)
i.e. αf is a morphism of spans
p(f)
p(f)1
vvnnn
nnn
nnn
n αy ◦ p(f)2
((PP
PPP
PPP
PP
αf

p(x) q(y)
p(x) ×q(x) q(f)
p1
hhPPPPPPPPP
q(f)2 ◦ p2
66nnnnnnnnn
5Recall that a lax functor F : K → L is normalized or normal provided it is strict on
identities, i.e. the distinguished 2-cell idF (x) ⇒ F (idx) is the identity 2-cell for all x ∈ K.
2.10. Definition. Let rGraph be the category of reflexive graphs, i.e. graphs with a
distinguished loop at every vertex. Let K be a bicategory and F : rGraph −→ Cat the
”free” functor. The lax comma-category F//K is given by
(i) Objects: normal pseudofunctors from a path category to K;
(ii) Morphisms: given s : F(G) → K and t : F(H) → K normal pseudofunctors, a
morphism α : s → t is a lax representable transformation α : s ⇒ t ◦ F(k) for a
morphism of reflexive graphs k : G→ H ;
(iii) Composition: β ◦ α = (l ◦ k, lβ ◦ α) where α : s ⇒ t ◦ F(k) and β : t ⇒ u ◦ F(l)
while the vertical composition lβ ◦α is given by componentwise bicategorical pasting.
2.11. The Correspondence. Let Ulf/B be the full subcategory of the slice category
Cat/B where the objects are ulf functors. Let Psd [B,Span] be the category of normal
pseudo-functors from B to Span and lax representable transformations. There is the
equivalence of categories
Ulf/B ≃ Psd [B,Span]
which is the discrete particular case of the equivalence between functors with liftings of
factorizations unique up to connected component and distributors, discovered indepen-
dently by Giraud and by Conduche´ in the early 70’s [11].
2.12. Proposition. Let Ulf →F be the full subcategory of the comma-category idCat ↓ F
where the objects are ulf functors and
A
u ↓
FH
∈ Ulf →F
Then there is a reflexive graph G and a morphism m : G −→ H such that u = F(m).
Proof. It is obvious that the composition of two ulf functors is an ulf functor. By
proposition 2.4 there is an ulf functor ℓ : F(H) −→ (N,+). Hence ℓ ◦ u is ulf so A is free
again by proposition 2.4. But u is ulf so it preserves length. In particular, generators are
mapped on generators. ✷
A variation of the classic equivalence above is
2.13. Theorem. Let Ulf →F be as in proposition 2.12. There is an equivalence of cate-
gories
Ulf →F ≃ F//Span
Proof. The ulf counterpart πs : s → F(G) of a pseudofunctor s : F(G) → Span is
obtained by an appropriate Grothendieck construction: a morphism in s is of the form
(k, f) : (a, x) → (b, y) with a ∈ s (x) and b ∈ t (x) while k ∈ s (f) such that k it is
mapped on a respectively b by s (f)’s left respectively right leg. We further have
6s¯
(∗)πs

α¯ // t¯
πt

F(G)
s
##F
FF
FF
FF
FF
FF
FF
F
F(h) // F(H)
t
{{xx
xx
xx
xx
xx
xx
xx
x
____ +3α
Span
where
(a, x)
(k,f)

(αx(a),F(h)(x))
((p2 ◦ αf )(k),F(h)(f))

α¯ : 7→
(b, y) (αy(b),F(h)(y))
The other way round it is enough to take the fibers. Let s : D → F(G) be an ulf
functor and let sx respectively sf be the set of objects over x ∈ F(G)0 respectively the set
of arrows over f ∈ F(G)1. The functor s determines a pseudofunctor s : F(G) → Span
given by
x
f

sx
s : 7→ sf
dom
OO
cod
y sy
Let (m,n) : s → t be a morphism in Ulf →F . It determines a lax representable
transformation m : s ⇒ n ◦ t given at f by m x
def.
= m |sx and m f (p)
def .
= (dom(p), m (p)).
✷
2.14. Remark. The square (∗) is a pullback square provided α = id.
2.15. Remark. F//Span is complete by theorem 2.13 and proposition 2.5.
We indicate for reference the construction of pullbacks at hand of the case where the
involved pseudo-functors have the same domain F(K). No generality is lost doing so
since it is always possible to reindex. Let thus F,G,H : F(K) −→ Span, α : F ⇒ G,
β : H ⇒ G and F(K) ∋ f : a→ b. We then have
Fa Ga
idoo αa //

>Fαf
Ga Ha
βaoo id //
9999
X`
βf
Ha
Ff
(Ff)1
OO
(Ff)2 
Gf
(Gf)1
OO
(Gf)2 
Hf
(Hf)1
OO
(Hf)2
Fb Fb
idoo αb // Gb Hb
βboo id // Hb
7at f . Let ℘ (s, t) be the pullback data of morphisms s and t with common codomain
in a category with pullbacks (i.e. the triple consisting of the pullback object and the
projections). There is the series
1. (Q′, q′1, q
′
2)
def.
= ℘ (αa, (Gf)1)
2. (Q′′, q′′1 , q
′′
2)
def.
= ℘ (βa, (Gf)1)
3. (Q, q1, q2)
def .
= ℘ (q′2 ◦ αf , q
′′
2 ◦ βf)
4. (R, r1, r2)
def.
= ℘ (αa, βa)
5. (S, s1, s2)
def.
= ℘ (αb, βb)
of pullback data in B and the pseudo-functor resulting from pulling back α along β
evaluates at f as
Q
<(Ff)1 ◦ q1,(Hf)1 ◦ q2>
 

 <(Ff)2 ◦ q1,(Hf)2 ◦ q2>
>
>>
>>
R S
The legs of this span are given by universal property.
3. Cubical Sets
Similarly to simplicial sets which are presheaves over the simplicial category ∆, cubical
sets are presheaves over a category of “ideal cubes” ✷. They were introduced by Serre
in his thesis back in the early 1950’s [16]. They turn out to be more convenient than
simplicial sets in some situations, since their product is geometrically simpler. Particularly
for topologists of the Bangor school, those devices have been standard tools of the trade
since some 25 years [15] 1.
3.1. Cubical Sets.
3.2. Definition. A cubical set K is a sequence
· · · Kn
∂+i //
∂−i
//
Kn−1 · · ·ǫi
oo
of sets and functions where 1 ≤ i ≤ n, subject to the cubical identities
(i) ∂ωi ◦ ∂
ω′
j = ∂
ω′
j−1 ◦ ∂
ω
i for all i < j and ω, ω
′ ∈ {−,+}
1This paper only marks the beginning of a long series.
8(ii) ǫi ◦ ǫj = ǫj+1 ◦ ǫi for all i ≤ j
(iii) ∂ωi ◦ ǫj =


ǫj−1 ◦ ∂
ω
i for all i < j and ω ∈ {−,+}
ǫj ◦ ∂ωi−1 for all i > j and ω ∈ {−,+}
id for all i = j
The ∂’s are called (positive respectively negative) faces while the ǫ’s are called degen-
eracies. Again in analogy to simplicial sets, elements of Kn are called n-cubes. A cube in
the image of a degeneracy is called degenerate. 1-faces of an n-cube y, obtained from the
latter by applying a composite of n− 1 face maps, are called y’s edges .
3.3. Definition. Let
− 2={0, 1} and 1 = {∗};
− ε
def.
= !2 : 2→ 1;
− δ
−
: 1→ 2 ∗ 7→ 0;
− δ
+
: 1→ 2 ∗ 7→ 1;
− 20
def.
= 1 and 2p ⊡ 2q
def.
= 2p+q.
The category ✷ has {2m|m ∈ N} as its set of objects and is generated by the maps
− δωi
def.
= 2i−1 ⊡ δω ⊡ 2n−i : 2n−1 −→ 2n for all 1 6 i 6 n and ω ∈ {−,+};
− εi
def .
= 2i−1 ⊡ ε⊡ 2n−i : 2n −→ 2n−1 for all 1 6 i 6 n
The δωi are called cofaces while the εi are called codegeneracies . ✷ is strict monoidal
(a PRO in fact), yet the tensor ⊡ is not a product although it is induced by the product
in Set [9]. We obtain the cocubical identities
(i) δω
′
j ◦ δ
ω
i = δ
ω
i ◦ δ
ω′
j−1 for all i < j and ω, ω
′ ∈ {−,+};
(ii) εj ◦ εi = εi ◦ εj+1 for all i 6 j;
(iii) εj ◦ δωi =


δωi ◦ εj−1 i < j
δωi−1 ◦ εj i > j
id i = j
for all ω ∈ {−,+}
from the two basic two ones ε ◦ δω = id for ω ∈ {−,+}, so a cubical set K is indeed
a presheaf in cSet
def.
= Set✷
op
. Morphisms in this category are called cubical maps . As
a matter of notation, Kp stands for K(2
p) while tp stands for the component t2p of the
cubical map t at 2p. We write cSet• for the category of pointed cubical sets.
93.4. Lemma. (Grandis and Mauri [9]) Each composite of cofaces and codegeneracies has
a canonical form
δω1j1 ◦ · · · ◦ δ
ws
js
◦ εi1 · · · ◦ εit : 2
m → 2m−t → 2n
where 1 6 i1 < · · · < it, n > j1 > · · · > js > n and m − t = n − s > 0. This canonical
form is unique.
Proof. The cocubical identities act as rewriting rules from left to right. ✷
3.5. Remark. Obviously, each composite of faces and degeneracies of a cubical set has
a canonical form too. The factors just reverse.
3.6. Skeletons and Coskeletons. Let ✷n ⊂ ✷ be the full subcategory with objects
{20 · · ·2n}, Jop : ✷opn →֒ ✷
op be the dual of the inclusion and trn
def.
= (−) ◦ Jop : Set
✷
op
−→
Set✷
op
n be the (n-)truncation. Since left and right Kan extensions to Set always exist,
there are adjunctions
skn
def.
= LanJop(−) ⊣ trn ⊣ coskn
def.
= RanJop(−)
In analogy to the simplicial situation, a cubical set in the image of skn is called n-skeletal .
Given an arbitrary cubical setK, its image under Skn
def.
= skn◦trn is called its nth skeleton.
It is easy to see that such a cubical set has only degenerate cubes in dimensions above n.
On the other hand, a cubical set in the image of coskn is called n-coskeletal while
applying Coskn
def.
= coskn◦trn yields the n-coskeleton 2. Obviously, an n-coskeletal cubical
set is isomorphic to its n-coskeleton.
The representable presheaf ✷[k]
def .
= ✷(−, 2
k) is called the standard k-cube. ✷[k] is k-
skeletal with precisely one non-degenerated cube in dimension k, namely sk
def.
= id2k . The
faces of this cube are ∂ωi (sk) = δ
ω
i ∈ ✷(2
k−1, 2k) for 1 6 i 6 k and ω ∈ {−,+}. The
(k − 1)th skeleton ∂✷[k] of the standard k-cube is called boundary .
3.7. Definition. Suppose Y ∈ Set✷
op
n . Its cubical kernel is a set Y ⋆n+1 equipped with a
family of maps
dωi : Y
⋆
n+1 → Yn
for all 1 6 i 6 n + 1 and w ∈ {−,+}, such that the cubical identities hold and such that
Y ⋆n+1 satisfies the following universal property. Given any set Z with maps z
ω
i : Z → Yn
such that the cubical identities hold, there is a unique map z : Z → Y ⋆n+1 such that
dωi ◦ z = z
ω
i
for all 1 6 i 6 n+ 1 and w ∈ {−,+}.
2Since this piece of terminology is chosen in analogy to the simplicial case, the “co” is on the wrong
side due to a “historical accident” [4].
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3.8. Lemma. The cubical kernel exists for all n ∈ N and all Y ∈ Set✷
op
n .
Proof. Y ⋆n+1
def.
=
{
(yωi ) ∈
∏
16i6n+1
∏
ω∈{−,+} Yn|∀1 6 i < j 6 n + 1.∂
ω
i (y
ω′
j ) = ∂
ω′
j−1(y
ω
i )
}
✷
Elements of Y ⋆n+1 are called n-shells [15]. Any boundary is a shell.
3.9. Proposition. The following are equivalent:
(i) X is n-coskeletal;
(ii) any boundary in X has a unique “lifting”, i.e. any cubical map ∂✷[k] −→ X
uniquely extends through the boundary inclusion:
∂✷[k] //
 _

X
✷[k]
!
==zzzzzzzzz
for all k > n;
(iii) Xk is an iterated cubical kernel for all k > n.
Proof. (i)⇒ (ii) By hypothesis there is X ′ : ✷op
n
→ Set such that X ∼= coskn(X ′). Let
π(m) : 2m ↓ J → Set
be the projection functor. We have Xm = lim(X
′ ◦ π(m)). Unraveling yields
Xm =

(xs) ∈
∏
s : 2p → 2m
p 6 n
X ′(dom(s)) |
∀p, q 6 n, h : 2q → 2p, s : 2p → 2m, t : 2q → 2m.
t = s ◦ h⇒ X ′(h)(xs) = xt


Let k > n. A cubical map ∂✷[k] −→ X amounts to a choice of elements
(Y 1
−
u ), (Y
1+
u ), . . . , (Y
k−
u ), (Y
k+
u ) ∈ Xk−1
such that
Y j
ω′
δωi ◦f
= Y
(i+1)ω
δw
′
j ◦f
for all f : 2p → 2k−2, j 6 i and ω, ω′ ∈ {−,+}. Let p 6 n and s : 2p → 2k. The latter has
a canonical form by lemma 3.4. Since k > n, this canonical form has at least one factor
which is a coface so s = δωi ◦ u for some u : 2
p → 2k−1 and δωi : 2
k−1 → 2k. The desired
unique boundary extension is then given by the element (xs) ∈ Xk with coordinate at s
xs= y
iω
u
11
(ii)⇒ (iii) Iterating the cubical kernel yields a cubical set. Given k > n, faces are given
by the projections, i.e. ∂ωi
def .
= πω ◦ πi. Degeneracies are given by
ǫj(Y )
ω
i =


(ǫj−1 ◦ ∂ωi )(Y ) i < j
(ǫj ◦ ∂ωi−1)(Y ) i > j
Y i = j
(c.f. [15]). But an element of a cubical kernel amounts to a cubical map ∂✷[k] −→ X .
(iii) ⇒ (i) It is not hard to see that Xk ∼= Coskn(X)k enjoys the universal property of
definition 3.7 for any k > n. ✷
The 1-truncation of a cubical set is a reflexive graph, i.e. a graph with a distinguished
loop at every vertex. The other way round, a reflexive graph is a 1-skeletal cubical set.
We use both terms interchangeably. As customary, we do not make a notational difference
between a set Σ and a (here reflexive) graph G with one vertex and such that G1 = Σ.
3.10. Cubical Nerve and Categorification.
3.11. Lemma. (Kan [12]) Let F : C → A be a functor, y : C −→ Ĉ be the Yoneda
embedding and
F∗ : A −→ Ĉ
A 7−→ A(F−, A)
If it exists, LanyF is left adjoint to F∗.
3.12. Proposition. Let J = −
t
−→+ be the interval category, dωi,p : J
p−1 → Jp the
functor inserting ω ∈ {−,+} respectively idω at ith coordinate and ei,p : Jp −→ Jp−1 the
functor deleting the ith coordinate. These data organize to a functor
c : ✷ −→ Cat
2p 7−→ Jp
δωi,p 7−→ d
ω
i,p
εi,p 7−→ ei,p
Let y : ✷ −→ Set✷
op
be the Yoneda embedding. There is the adjunction
Lanyc ⊣ c∗
Proof. By lemma 3.11. ✷
3.13. Definition. With the notation of proposition 3.12, C
def.
= Lanyc is called categori-
fication while N
def.
= c∗ is called cubical nerve.
3.14. Lemma. Let K be a cubical set and y ∈ Kn. Let f, g ∈ K1 be y’s edges with
canonical forms f = (∂
ωn−1
in−1
◦ · · · ◦ ∂ω1i1 )(y) and g = (∂
υn−1
jn−1
◦ · · · ◦ ∂υ1j1 )(y). The following are
equivalent:
(i) ∂−(g) = ∂+(f) ;
(ii) there is precisely one 1 6 k 6 n− 1 such that ∀1 6 l 6 n− 1.ik 6= jl and ωk = − .
12
3.15. Corollary. There are exactly n! paths from domn(y) to codn(y).
3.16. Proposition. Under the notation of lemma 3.14, let
domn (y)=
def.(∂−0 ◦ · · · ◦ ∂
−
0︸ ︷︷ ︸
n×
)(y)
and
codn (y)=
def.(∂+0 ◦ · · · ◦ ∂
+
n−1)(y)
Suppose Py be the set of paths from domn(y) to codn(y). The categorification C(K) of a
cubical set K has the set of objects C(K)0 = K0. It is generated by the reflexive graph
tr1(K) and is subject to the cubical relations
∀r, s ∈ Py.r = s
for all non-degenerate y ∈ Kn in dimensions n > 1. The action of C on a cubical map t
is determined by t1.
Proposition 3.16 is essentially a consequence of lemma 3.14. The details of the proofs
consist of tedious, yet entirely standard combinatorics.
3.17. Remark. The n! paths “around a cube” are all different, yet their categorifica-
tions do not in general have the same length. Consider for instance the non-degenerate
cube
b
ǫ(b) //
K
b
a
h
OO
f
// c
g
OO
In particular, given a cubical set K such that K0 = 1Set, we have
(C ◦ Cosk1)(K) ∼= 1Cat
since in this case all paths are equated.
3.18. Definition. A cocubical object in category C is a functor ✷ −→ C. A cubical
object in a category C is a functor ✷op −→ C.
3.19. Proposition. Let C be locally small. C ∈ C and a cocubical object K : ✷ −→ C
determine a cubical set
CubesK(C)
def.
= C(K(−), C)
Proof. A cubical set is just a presheaf on ✷. ✷
13
3.20. Proposition. Let C = −
c
−→+ be the interval reflexive graph and
K : (✷,⊡) −→ (rGraph,×)
be the monoidal functor such that
− K(2) = C ;
− K(δ−)(C) = − ;
− K(δ+)(C) = + .
Then
(i) CubesK(R)m = rGraph(C
m, R) ;
(ii) there is the isomorphism of cubical sets
cosk1(R) ∼= CubesK(R)
for all R ∈ rGraph.
Proof.
(i) CubesK(R)m = rGraph(C
m, R) since K(2m) = Cm ;
(ii) A morphism h : C2 −→ R determines the 2-shell
((h(−c), h(c−)), (h(+c), h(c+))) ∈ Y ⋆2 (R)
Conversely, the 2-shell
((y−1 , y
−
2 ), (y
+
1 , y
+
2 )) ∈ Y
⋆
2 (R)
determines the morphism
l : C2 −→ R
−c 7−→ y−1
c− 7−→ y−2
+c 7−→ y+1
c+ 7−→ y+2
The assertion follows by induction on m.
✷
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3.21. Corollary. Let
NCubesK(R)
def.
=
⋃
m∈N
{h ∈ CubesK(R)m|h non− degenerate}
and ∼K be the congruence on F(R) generated by
s ∼ t
def.
⇐⇒∃h ∈ NCubesK(R).s ∈ im(F(h)) ∧ t ∈ im(F(h)).
Then
(C ◦ cosk1(R)) ∼= F(R)/ ∼
K
4. Synchronization of Higher-Dimensional Automata
For the computer scientist, cubical sets are a convenient tool to organize independence
relations among transitions [8]. Indeed, traditional labeled transition systems over an
alphabet Σ only capture the interleavings of potentially parallel computational paths. If
one is interested in “true parallelism”, additional information needs to be provided. A
possible way to realize this program is to label transitions with sequences over Σ.
4.1. Automata with concurrency.
4.2. Proposition. (Goubault [7]) Given a set Σ and α = (α1, . . . , αn) ∈ Σ∗, let
|α|
def.
= n be α’s length. Suppose from now on Σ totally ordered and let
α |= (Σ,≤)
def.
⇐⇒ α1 ≤ · · · ≤ αn
Let further ⋆ 6∈ Σ, α = (α1, . . . , αn) ∈ (Σ ∪ {⋆})
∗, ‖α‖ ⊆ α be the word obtained from α
by removing all the occurrences of ⋆ and
!Σn=
def. {α ∈ (Σ ∪ {⋆})∗ | |α| = n ∧ ‖α‖ |= (Σ,≤)}
(!Σ)n∈N along with faces
∂−i (α1, . . . , αn) = ∂
+
i (α1, . . . , αn)
def .
= (α1, . . . , αi−1, αi+1, . . . , αn)
and degeneracies
ǫi (α1, . . . , αn)
def.
= (α1, . . . , αi−1, ⋆, αi, . . . , αn)
determine a cubical set.
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4.3. Definition. A higher-dimensional automaton or HDA (over the alphabet Σ) is an
object in the slice category cSet/!Σ. As a convention, let !Σ0
def.
= {⋆}. An HDA t : T −→!Σ
is n-skeletal provided T is.
Cubes in higher dimensions encode independence relations for each arity while face maps
encode the coherence of these relations. Indeed, computational intuition says that if a set
of transitions is pairwise independent so each subset thereof has to be pairwise independent
as well. Put differently, an n-cube k can be seen as an n-dimensional transition from state
domn(k) to state codn(k) (c.f. lemma 3.14), the dimension being the number of processes
operating without interaction. A traditional labeled transition system is thus a pointed
1-skeletal HDA t : T −→!Σ such that t1 is locally injective.
4.4. Coskeletal HDA’s. Is there a notion of n-coskeleton suitable for HDA’s, i.e.
compatible with labeling? Given an HDA t : T −→!Σ, the first reaction would off course
be to consider Coskn(t). However, !Σ is obviously not n-coskeletal. Consider on the other
hand the transition system
b
α // d
a
β
OO
ψ
// c
θ
OO
It’s underlying reflexive graph is a 1-shell, yet there is no canonical way to label this
1-shell.
4.5. Definition. Let t : T −→!Σ be an HDA. A Σn-shell of t is an element
y = ((y−1 , . . . , y
−
n+1), (y
+
1 , . . . , y
+
n+1)) ∈ T
⋆
n+1
such that tn(y
−
i ) = tn(y
+
i ) for all 1 6 i 6 n + 1. T
⋆⋆
n+1 is the set of all Σn-shells and
CoskΣ,n(T )֌ Coskn(T )
is the subobject determined by the T ⋆⋆n+j+1’s for all j ∈ N. This subobject is called the n-th
Σ-coskeleton of T .
In short, a Σ-coskeleton verifies the Kan condition of proposition 3.9 for the “good”
shells.
4.6. Lemma. Let y be a Σn-shell of the HDA t : T −→!Σ. The sequence of labels(
tn(y
−
i )
)
∈
∏
16i6n+1
!Σn
is determined by tn(y
−
1 ) and (∂
−
n ◦ · · · ◦ ∂
−
2 ◦ tn)(y
−
2 ).
Proof. Let tn(y
−
i ) = αi
def.
= (α
(1)
i , . . . , α
(n)
i ) for 1 6 i 6 n + 1. Since t is a cubical map,
we have
∂−k (α1) = ∂
−
1 (αk+1)
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for all 1 6 k 6 n, i.e.
(α
(2)
i , . . . , α
(n)
i ) = (α
(1)
1 , . . . , α
(k−1)
1 , α
(k+1)
1 , . . . , α
(n)
1 )
for all 2 6 i 6 n + 1. Similarly,
∂−i (αi) = (α
(1)
i , . . . , α
(k−1)
i , α
(k+1)
i , . . . , α
(n)
i ) = (α
(1)
i+1, . . . , α
(k−1)
i+1 , α
(k+1)
i+1 , . . . , α
(n)
i+1) = ∂
−
i (αi+1)
so in particular
α
(1)
i = α
(1)
i+1
for all 2 6 i 6 n. ✷
4.7. Proposition. Let t : T −→!Σ be an HDA. There is the HDA
CoskΣ,n(t) : CoskΣ,n(T )−→!Σ
given in dimension k > n by
(CoskΣ,n(t))k(y)
def.
= (tk−1(y
−
1 ), (∂
−
n ◦ · · · ◦ ∂
−
2 ◦ tk−1)(y
−
2 ))
Proof. By lemma 4.6. ✷
When n = 1, we write CoskΣ(t) : CoskΣ(T )→!Σ respectively coskΣ(r) : coskΣ(R)→
!Σ. Clearly, both lemma 4.6 and proposition 4.7 could also be formulated with the “pos-
itive” parts of the Σ-shells.
4.8. Coskeletal Synchronization. Synchronization of transition systems can be
presented by a table also (glamorously) called synchronization algebra [19]. The idea
is to filter out and to relabel transitions out of a product. This amounts to the con-
struction of a pullback. Similarly, synchronization of HDA’s can be presented along those
lines. We introduce here the simplest case called 1-coskeletal synchronization, the general
treatment will appear elsewhere.
As the name suggests, 1-coskeletal synchronization means that everything is deter-
mined by dimension 1. Suppose for instance Σ = {α, β, α¯, β¯, τ} and consider the synchro-
nization table
⋆ α β α¯ β¯ τ
⋆ ⋆ α β α¯ β¯ τ
α α ⊤ ⊤ ⊤ ⊤ ⊤
β β ⊤ ⊤ ⊤ τ ⊤
α¯ α¯ τ ⊤ ⊤ ⊤ ⊤
β¯ β¯ ⊤ τ ⊤ ⊤ ⊤
τ τ ⊤ ⊤ ⊤ ⊤ ⊤
indexed by Σ ∪ {⋆} and with entries in Σ ∪ {⋆,⊤}. This table prescribes the following
“synchronized product” of HDA’s:
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− an idle transition (with label ⋆) is synchronized with any transition and the result
is relabeled as the latter;
− α-transitions are synchronized with α¯-transitions and the result is a τ -transition;
similarly for labels β and β¯;
− all other pairs of transitions are not synchronized (i.e. filtered out); this is indicated
by ⊤ and suggests that this information shall propagate to higher dimensions.
Consider the (2-skeletal) HDA
u : ✷[2] −→ !Σ
s2 7−→ (α, β)
depicted as
b
α // d
a
β
OO
α
//
(α,β)
c
β
OO
The picture does not include the degenerate cubes. It illustrates the fact that labeling
the standard 2-cube with (α, β) implies the labels of its faces, this since u is technically
a cubical map. Consider further the (1-skeletal) HDA
v : ✷[1] −→ !Σ
s1 7−→ β¯
depicted as
x
β¯
−→ y
The synchronized product u⊗ v of u and v with respect to the above table is
b
α // d
a
τ
OO
α
//
(α,τ)
c
τ
OO
4.9. Lemma. Let i : S֌ A×B be a relation in a topos. The pushout square determined
by the projections π1 ◦ i and π2 ◦ i is a pullback square.
Proof. Let s : A × B → Ω be the classifying predicate of S and P
def.
= A +S B with
coprojections j1 and j2. Then
A×P B ∼= {(a, b) ∈ A× B|j1(a) = j2(b)} = {(a, b) ∈ A×B|s(a, b)} ∼= S.
✷
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4.10. Proposition. Let s : S→!Σ be an HDA and sˇ : tr1(S)→ Σs be the morphism of
reflexive graphs given by the image factorization
tr1(S)
sˇ
## ##G
GG
GG
GG
GG
tr1(s)

Σs{{
{{ww
ww
ww
ww
w
tr1(!Σ)
in the topos rGraph. Let s(−,− ) : (Σ ∪ {⋆})
2 → Σ ∪ {⋆,⊤} be a synchronization table.
Given a further HDA t : T →!Σ, let
Υ′s,t
def.
= {(θ, ψ) ∈ Σs × Σt | s(θ, ψ) 6= ⊤ ∧ θ 6= ⋆ ∧ ψ 6= ⋆}
and
Υs,t
def.
= Υ′s,t ∪
(
({⋆} × Σt)\({⋆} × π2(Υ
′
s,t))
)
∪ ((Σs × {⋆})\(π1(Υ
′
s,t)× {⋆})))
Under these assumptions, the pushout square
Υs,t
π2 //
π1

Σt

Σs // Σs,t
is also a pullback square.
Proof. By lemma 4.9. ✷
If s is 1-skeletal, we slightly abuse notation and write s : S → Σs for sˇ of proposition
4.10.
4.11. Definition. Under the notation of proposition of proposition 4.10, let
S ⊠s T
def .
= tr1(S)×Σs,t tr1(T )
and 〈s, t〉 be the comparison morphism in
S ⊠s T //

〈s,t〉
##
tr1(T )
tˇ

Υs,t
π2 //
π1

Σt
jTs,t

tr1(S) sˇ
// Σs
jSs,t
// Σs,t
The formula for the synchronized product is
s⊗s t
def.
= coskΣ
(
s(−,− )|Υs,t ◦ 〈s, t〉
)
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4.12. Categorification of Synchronized HDA’a.
4.13. Definition. Let C = −
κ
−→+ be the interval reflexive graph and m ∈ N. An
m-cube in a reflexive graph K is a morphism c : Cm → K (c.f. proposition 3.20). An
m-cube is rigid if e 6= id⇒ c(e) 6= id for all edges e ∈ (Cm)1 and contractible if c(e) = id
for all edges e ∈ (Cm)1. K is acubic if all the m-cubes in K are contractible for all m ∈ N.
In definition 4.13, id stands off course for a distinguished self-loop in a reflexive graph.
We stick to this abuse of terminology and notation. We write ∂−(u) for dom(u) respec-
tively ∂+(u) for cod(u) when convenient and use the “turtle graphics” notation for vertices
and edges of Cm, e.g.
+−+
+c+ // +++
−−+
c−+
99rrrrrrrrrrr −c+ // −++
c++
99rrrrrrrrrrr
+−−
+c− //
+−c
OO
++−
++c
OO
−−−
−−c
OO
−c−
//
c−−
99rrrrrrrrrrr
−+−
c+−
99rrrrrrrrrrr
−+c
OO
4.14. Theorem. Let Σ be an alphabet, F : rGraph→ Cat be the “free” functor and
ti : Ti→Σ be morphisms of reflexive graphs for 1 6 i 6 m. Suppose that Ti is acubic for
all 1 6 i 6 m. Let Σi,i+1
def .
= Σti,ti+1 for all 1 6 i 6 m− 1. Then
(C ◦ coskΣ)(T1 ⊠ · · ·⊠ Tm) ∼= F(T1)×F(Σ1,2) F(T2)×F(Σ2,3) · · · ×F(Σm−1,m) F(Tm)
Proof. Let
t−i
def .
=


jTiti−1,ti ◦ ti 1 < i 6 m
jT1t1,t2 ◦ t1 i = 1
and
t+i
def.
=


jTiti,ti+1 ◦ ti 1 6 i < m
jTmtm−1,tm ◦ tm i = m
T1 ⊠ · · ·⊠ Tm is the limit of the diagram
· · · Ti−1
t+i−1 ##G
GG
GG
GG
G
Ti
t−i||zz
zz
zz
zz
t+i ""D
DD
DD
DD
D Ti+1
t−i+1{{ww
ww
ww
ww
· · ·
· · · Σi−1,i Σi,i+1 · · ·
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hence
(e1, . . . , em) ∈ T1 ⊠ · · ·⊠ Tm ⇐⇒ (e1, . . . , em) ∈ T1 × · · · × Tm (∗)
∧
∀1 6 i < m.t+(ei) = t−(ei+1)
Suppose p 6 m and let {i1, . . . , ip} ⊆ {1, . . . , m} be a set of indices. Let (uiq) ∈
∏
16q6p(Tiq)1
be a family of edges such that uiq 6= id and
t−iq(uiq) = t
+
iq
(uiq) = id
for all 1 6 q 6 p. Let (xj) ∈
∏
j 6∈{i1,...,ip}
Tj be a family of vertices. Analyzing the above
wide pullback, one sees that the data (uiq) and (xj) determine a rigid p-cube
c : Cp → T1 ⊠ · · ·⊠ Tm
such that c(ω1 · · ·ωr−1κωr+1 · · ·ωp) = (id(y1), . . . , id(yir−1), uir , id(yir+1), . . . , id(ym)) with
yj
def .
=
{
∂ωq(uiq) ∃q ∈ {1, . . . , r − 1, r + 1, . . . , p}. j = iq
xj
Conversely, any non-contractible cube in T1 ⊠ · · ·⊠ Tm arises as above since the Ti’s are
acubic by hypothesis. In particular, any p-cube in T1⊠ · · ·⊠ Tm is contractible for p > m
and
coskΣ(T1 ⊠ · · ·⊠ Tm) ∼= cosk(T1 ⊠ · · ·⊠ Tm) (∗∗)
Suppose now (e1, . . . , em) ∈ T1 ⊠ · · · ⊠ Tm and let (ei) ∈ F(Ti) be the path of length 1
determined by ei. We have
((e1), . . . , (em)) ∈ (F(T1)×F(Σ1,2) F(T2)×F(Σ2,3) · · · ×F(Σm−1,m) F(Tm))1
as a consequence of (∗). Let ∼ be the congruence on F(T1 ⊠ · · ·⊠ Tm) generated by all
non-contractible cubes in T1 ⊠ · · ·⊠ Tm. Then
(C ◦ coskΣ)(T1 ⊠ · · ·⊠ Tm) ∼= (C ◦ cosk)(T1 ⊠ · · ·⊠ Tm) ∼= F(T1 ⊠ · · ·⊠ Tm)/ ∼
by (∗∗) and corollary 3.21. But the non-contractible cubes in T1 ⊠ · · ·⊠ Tm are the rigid
ones, hence the map ι given on generators by
ι : ((C ◦ coskΣ)1 −→ (F(T1)×F(Σ1,2) F(T2)×F(Σ2,3) · · · ×F(Σm−1,m) F(Tm))1
(e1, . . . , em) 7−→ ((e1), . . . , (em))
is well defined. On the other hand, both categories have the same set of objects
∏
16i6m(Ti)0
since the reflexive graphs Σi,i+1 have one vertex for all 1 6 i 6 m− 1. Hence there is the
functor
I : (C ◦ coskΣ)(T1 ⊠ · · ·⊠ Tm) −→ F(T1)×F(Σ1,2) F(T2)×F(Σ2,3) · · · ×F(Σm−1,m) F(Tm)
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with I0 the identity map on
∏
16i6m(Ti)0 and I1 = ι. This functor has the obvious inverse.
✷
Theorem 4.14 is not the most general statement of the kind, the proof actually works
for any wide pullback over reflexive graphs with one vertex. There could also be a “la-
beled” version, yet in our applications we categorify precisely in order to get rid of the
labels (it is in the nature of a categorical semantics to be “syntax free”). Philosophy
aside:
4.15. Remark. Theorem 4.14 does not claim that
(C ◦ coskΣ)(Σti,ti+1)
∼= F(Σti,ti+1)
in which case C ◦coskΣ would preserve wide pullbacks of acubic reflexive graphs. Consider
for instance the case m = 2. What we do have is merely the diagram
(C ◦ cosk)(S ⊠ T ) //

∼
I **TTT
TTT
TTT
TTT
TTT
T
(C ◦ cosk)(T )
!

∼
oo
oo
ooo
oo
ooo
oo
ooo
ooo
ooo
o
F(S)×F(Σs,t F(S)) //

F(T )
F(jTs,t ◦ t)

F(S)
F(jSs,t ◦ s)
// F(Σs,t)
!
''OO
OO
OO
OO
OO
OO
OO
(C ◦ cosk)(S)
∼
jjjjjjjjjjjjjjjjjj
jjjjjjjjjjjjjjjjjj
!
// 1
by functoriality and remark 3.17.
4.16. Change of Alphabet. Suppose
S
u //
s

Sˆ
sˆ

Σ w
// Σˆ
and
T
v //
t

Tˆ
tˆ

Σ w
// Σˆ
commute. Let
wΥ : Υs,t −→ Υsˆ,tˆ
ws,sˆ : Σs −→ Σˆsˆ
wt,tˆ : Σt −→ Σˆtˆ
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be the maps determined by w and by universal property. “Morally”, this says that
synchronization under this change of alphabet is still governed by s(−,− ). Let
π1 : Υs,t −→ Σs
π2 : Υs,t −→ Σt
πˆ1 : Υsˆ,tˆ −→ Σˆsˆ
πˆ2 : Υsˆ,tˆ −→ Σˆtˆ
be the obvious projections. There is a commuting diagram
Υsˆ,tˆ
πˆ2 //
πˆ1

Σˆtˆ

Υs,t
π2 //
wΥ
=={{{{{{{{
π1

Σt
wt,tˆ
=={{{{{{{{{

Σˆsˆ
// Σˆsˆ,tˆ
Σs //
ws,sˆ
==|||||||||
Σs,t
w¯s,t
==
with w¯ given by universal property and thus
Sˆ ⊠ Tˆ //

Tˆ

S ⊠ T //
u⊠v
99

T
v
<<yyyyyyyyy

Sˆ // Σˆsˆ,tˆ
S //
u
::vvvvvvvvvvvv
Σs,t
w¯s,t
==||||||||
with u⊠ v given by universal property. It is straightforward that this fact generalizes to
wide pullbacks, so theorem 4.14 admits a “relative” version:
4.17. Theorem. Let w : Σ → Σˆ be a map and (ti : Ti→Σ)16i6m respectively (tˆi :
Tˆi→ Σˆ)16i6m be morphisms of reflexive graphs with Ti and Tˆi acubic for all 1 6 i 6 m.
Suppose there are morphisms (ui : Ti→ Tˆi)16i6m such that tˆi◦ui = w◦ti for all 1 6 i 6 m.
Let
w¯i,i+1
def.
= w¯ti,ti+1 : Σti,ti+1 −→ Σˆtˆi,tˆi+1
for all 1 6 i 6 m− 1. Then
(C ◦ coskΣ)(u1 ⊠ · · ·⊠ um) ∼= F(u1)×F(w¯1,2) F(u2)×F(w¯2,3) · · · ×F(w¯m−1,m) F(um)
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Proof. By chasing a series of diagrams as in remark 4.15. The wide pullback
F(u1)×F(w¯1,2) F(u2)×F(w¯2,3) · · · ×F(w¯m−1,m) F(um)
is in Cat→. ✷
4.18. Remark. The wide pullback
F(u1)×F(w¯1,2) F(u2)×F(w¯2,3) · · · ×F(w¯m−1,m) F(um)
is actually in Ulf→F (c.f. section 2.11) since everything in sight is in the image of F .
5. The Programming Language CIP
In this section we introduce the syntax and an operational semantics of the programming
language CIP. The acronym stands for “communicating imperative programs”. CIP is
a variant of Concurrent Pascal with CSP-style message-passing primitives. It is a
nice little language, as handy as an assembly language with a decent macro expansion
mechanism. Its syntax is presented by typing rules formulated with respect to an under-
lying type theory A. We assume A is algebraic in order to fix the ideas and keep the
setup simple, yet more elaborated theories do also work [10]. It’s operational semantics
is a set of rewrite rules over a data structure consisting of instruction stacks, instruction
registers and stores.
5.1. CIP’s Syntax. Let V be a countable set of variables and P a countable set of port
names . Let A be an algebraic theory with V as set of variables.
5.2. Grammar. CIP consists of expressions , statements and terms . CIP’s expressions
are A’s terms while statements and terms are given by the productions
stat ::= nop | x:= e | p!e | p?x |
stat1; stat2 |
if e then stat else stat end |
while e do stat end
term ::= stat | term ≪ p1 ≍ q1, . . . , pn ≍ qn ≫ term
where e is an expression, x ∈ V , n ∈ N and pi, qi ∈ P for all 0 6 i 6 n.
5.3. Typing Sequents. Let TA be A’s set of types. The general format of a typing sequent
for CIP is
x1 : τ1, . . . , xn : τn ⊢ term : 〈p1 : θ
s1
1 , . . . , pm : θ
sm
m 〉
where
− (xi, τi) ∈ V × TA for all 1 ≤ i ≤ n
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− (pj , θj) ∈ P × TA for all 1 ≤ j ≤ m
− sj ∈ {−,+} for all 1 ≤ j ≤ m
The xi’s are names of variables while the entries pk : θ
sk
k are pairs consisting of a port
name pk designating an interface port of type θk. The latter is decorated with a polarity sk
which discriminates if pk is an input or an output port. Their list represents the signature
of the program as seen by its environment.
A well-formed context is a context without a repetition of a variable name. A well-
formed signature is a signature without a repetition of a port name. In other words, well-
formed contexts and signatures encode partial functions of types V ⇀ TA respectively
P ⇀ TA × { -,+ }. Let K be the set of all well-formed contexts and S be the set of all
well-formed signatures.
5.4. Typing Rules. We assume well-formed all the contexts and signatures occuring in
the premises of the following typing rules.
Structural Rules. Let Sn be the nth symmetric group. Cip’s structural rules are
Weak
Γ ⊢ term : ∆
Γ, x : τ ⊢ term : ∆
Perm
Γ ⊢ term : ∆πv ∈ S|Γ|πs ∈ S|∆|
πvΓ ⊢ term : πs∆
Sequential Fragment. CIP’s sequential fragment is given by the rules
Asg
Γ, x : τ ⊢ e : τ
Γ, x : τ ⊢ x := e : 〈 〉
Nop
nop : 〈 〉
If
Γ ⊢ e : bool Γ ⊢ stat1 : ∆ Γ ⊢ stat2 : Θ
Γ ⊢ if e then stat1 else stat2 end : ∆⊗Θ
While
Γ ⊢ e : bool Γ ⊢ stat : ∆
Γ ⊢ while e do stat end : ∆
Seq
Γ ⊢ stat1 : ∆ Γ ⊢ stat2 : Θ
Γ ⊢ stat1; stat2 : ∆⊗Θ
where τi ∈ TA for all i ∈ N while ∆ ⊗ Θ ∈ S is the concatenation of ∆ and Θ, possibly
after α-conversion.
Concurrent Fragment. CIP’s concurrent fragment is given by the input/output rules
Out
Γ ⊢ e : τ
Γ ⊢ p!e : 〈p : τ +〉
In
Γ, x : τ ⊢ p?x : 〈p : τ −〉
Composition rule. CIP’s composition is given by the rule
Γ ⊢ term1 : ∆,
〈
p1 : τ
+
1 , . . . , pn : τ
+
n
〉
Ξ ⊢ term2 : Θ,
〈
q1 : τ
−
1 , . . . , qn : τ
−
n
〉
Γ⊕ Ξ ⊢ term1 ≪ p1 ≍ q1, . . . , pn ≍ qn ≫ term2 : ∆⊗Θ
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where Γ ⊕ Ξ ∈ K is the concatenation (of both components) of Γ and Ξ, possibly after
α-conversion.
A pair pi ≍ qi is a restricted channel of type τi, connecting ports pi and qi. The
notation resembles the one used in linear logic since it is where the inspiration comes
from, just think of the interface ports as resources. In more practical terms, MCut
allows to define interactions of processes connected by typed channels.
5.5. Equality on Terms. We are in fact more interested in the “end product” of a series of
applications of the typing rules than in order the latter were performed. Order-sensitive
rules are Seq andMCut, applications of the latter possibly requiring α-conversion. Given
Γ ∈ K and ∆ ∈ S, let T
Γ,∆
be the set of well-formed terms Γ ⊢ t : ∆. The equivalence
relation ≈∈ T
Γ,∆
× T
Γ,∆
is generated by
(i) (t; t′); t′′ ≈ t; (t′; t′′);
(ii) (t≪ L≫ t′)≪ K ≫ t′′ ≈ t≪ L≫ (t′ ≪ K ≫ t′′)
In particular, we can write t; t′, t′′ and t ≪ L ≫ t′ ≪ K ≫ t′′ without ambiguity. Let
L
Γ,∆
⊆ T
Γ,∆
be T
Γ,∆
’s subset of well-formed statements . The equivalence class [t] of t ∈ T
Γ,∆
can be characterized by a pair
([s1, . . . , sn] , [p1 ≍ q1, . . . , qm ≍ qm])
for some n,m ∈ N, such that s i ∈ LΓ,∆ for all i ∈ N. All the (sub)statements are flattened
with respect to the sequencing operator “;”. Such a pair, called t’s normal form, is unique
up to α-conversion.
5.6. Proposition. Let Γ ⊢ t : ∆ be a term. The following are equivalent
(i) t’s normal form is ([s1, . . . , sn] , [p1 ≍ q1, . . . , qm ≍ qm]) ;
(ii) there is a family of statements (Γ i ⊢ si : ∆i)16i6n such that
(Γ ⊢ t : ∆) = (Γ1 ⊕ · · · ⊕ Γn ⊢ s1 ≪ Φ1,2 ≫ s2 · · · sn−1 ≪ Φn−1,n ≫ sn : ∆
′
1 ⊗ · · · ⊗∆
′
n)
with ∆′1, · · · ,∆
′
n = (∆1, · · ·∆n)\[p1 : τ
+
1 , . . . , pn : τ
+
n , q1 : τ
−
1 , . . . , qn : τ
−
n ] and
[Φ1,2, . . . ,Φn−1,n] = [p1 ≍ q1, . . . , pn ≍ qn] up to α-conversion.
Proof. Obvious. ✷
Let
T
Γ
def.
=
⋃
∆∈S
T
Γ,∆
T
def
=
⋃
Γ∈K
T
Γ
and L
Γ
⊆ T
Γ
and L ⊆ T be the corresponding subsets of well-formed statements.
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5.7. CIP’s Operational Semantics. CIP’s operational semantics is given in contin-
uation style, i.e. by an abstract machine.
5.8. The Abstract Machine.
Stores. Let ⌈ ⌉ be an interpretation of A in Set and
ΘA
def.
=
⋃
τ∈TA
⌈τ⌉
A store σ is a partial function σ ∈ V ⇀ ΘA with finite domain of definition. A Γ-store is
a store defined on Var (Γ) such that
∀ (x : τ) ∈ Γ. σ (x) ∈ ⌈τ⌉
We write S− for their set.
Locations. A Γ-location is the address of a node in the syntax tree of some stat ∈ L
Γ
. Let
L
Γ
be the set of the Γ-locations under some encoding, e.g. a path in the tree. Let ρ(stat)
be the root of the corresponding tree. Let further
η, ξ1, ξ2, φ : LΓ × LΓ ⇀ LΓ
be the partial operations such that
− ξ1(if e then stat1 else stat2 end, l) returns the location of stat1 given the loca-
tion l of the if-statement
− ξ1(if e then stat1 else stat2 end, l)returns the location of stat2 given the loca-
tion l of the if-statement
− φ(whilee do stat end, l) returns the location of stat given the location l of the
while-statement
We write ξ1(l), ξ2(l) respectively φ(l) when it is clear from the context what the statements
are.
Processes. Given Γ ∈ K let M
Γ
be the set of Γ-stores. A Γ-process is a triple
(S, 〈stat , l 〉, σ) ∈ List(LΓ × LΓ)× (LΓ × LΓ) ×MΓ
S is the instruction stack while stat is the instruction register. The reason to tie the
instructions to their locations will become apparent in section 6.
Configurations and Rewrites. A Γ-configuration is a vector of Γ-processes. CIP’s opera-
tional semantics consists of a set of conditional rewrite rules
̟
[P1, . . . , Pn] −→ [P ′1, . . . , P
′
n]
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on Γ-configurations. We consider fixed communication topologies , i.e. n remains constant
under the rewrites. The vector of channels, Γ itself as well as ⌈ ⌉ will be needed to evaluate
the rewrite conditions ̟.
Observe that, although we need Γ for rewrite conditions, we can keep it as a constant
datum much like the list of channels. It is a design choice since we do not introduce nested
scopes or (remote) procedure calls, a side-issue here. In presence such features though,
rewrites may not leave Γ constant.
5.9. Rewrite Rules for cip’s Sequential Fragment. Let f and f ′ be partial functions and
(f ⊎ f ′) (x)
def.
=


f (x) x ∈ dom (f) \ dom (f ′)
f ′ (x) x ∈ dom (f ′)
↑
Given a well-formed expression Γ ⊢ e : τ such that [x1 : τ1, . . . , xn : τn] ⊆ Γ0 and σ a
Γ-store, let further
σ (e)
def .
= ⌈Γ ⊢ e⌉ (σ (x1) . . . σ (xn)) ∈ ⌈τ⌉
CIP’s sequential fragment is given by the rather self-explaining rules
Nop
[P1, . . . , Pi−1, (S ∗ [〈stat , l〉] , 〈nop, k〉, σ) , . . . , Pn]→
[P1, . . . , Pi−1, (S, 〈stat , l〉, σ) , . . . , Pn]
Asg
[P1, . . . , Pi−1, (S ∗ [〈stat , l〉] , 〈x := e, k〉, σ) , . . . , Pn]→
[P1, . . . , Pi−1, (S, 〈stat , l〉, σ ⊎ [x 7→ σ (e)]) , . . . , Pn]
If1
σ (e) = tt
[P1, . . . , Pi−1, (S, 〈if e then stat1 else stat2 end, l〉, σ) , . . . , Pn]→
[P1, . . . , Pi−1, (S, 〈stat1, ξ1(l)〉, σ) , . . . , Pn]
If2
σ (e) = ff
[P1, . . . , Pi−1, (S, 〈ife then stat1 else stat2 end, l〉, σ) , . . . , Pn]→
[P1, . . . , Pi, (S, 〈stat2, ξ2(l)〉, σ) , . . . , Pn]
While1
σ (e) = tt
[P1, . . . , Pi−1, (S, 〈while e do stat end, l〉, σ) , . . . , Pn]→
[P1, . . . , Pi−1, (S ∗ [〈whilee do stat end, l〉] , 〈stat , φ(l)〉, σ) , . . . , Pn]
While2
σ (e) = ff
[P1, . . . , Pi−1, (S ∗ [〈stat1, l1〉] , 〈while e do stat end, l〉, σ) , . . . , Pn]→
[P1, . . . , Pi−1, (S, 〈stat1, l1〉, σ) , . . . , Pn]
There is no explicit rewriting rule corresponding to the sequence operator “;”. Such a
rule, e.g
[P1, . . . , Pi−1, (S, 〈stat1; stat2, l〉, σ), . . . , Pn]→
[P1, . . . , Pi−1, (S ∗ [〈stat2, η(l)〉] , 〈stat1, l〉, σ), . . . , Pn]
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(where η(stat1; stat2, l) returns the location of stat2 given the location l of stat1 involves
only the management of the instruction stack. We therefore assume the rule implicit to
the abstract machine under consideration (“hardwired” to use a real-worldish jargon).
It is intuitively clear that transitions obtained by the sequential rules shall not be
observable.
5.10. Rewrite Rules for cip’s Concurrent fragment. CIP’s message-passing mechanism is
given by the rules detailed as follows.
Rendez-vous. The “rendez-vous” rule
RV
p ≍ q

P1
...
Pi
(S1 ∗ [〈stat1, l1〉] , 〈p!e, l〉, σ1)
...
Pi+m
(S2 ∗ [〈stat2, k2〉] , 〈q?x, k〉, σ2)
...
Pn


→


P1
...
Pi
(S1, 〈stat1, l1〉, σ1)
...
Pi+m
(S2, 〈stat2, k2〉, σi+m ⊎ [x 7→ σi (e)])
...
Pn


specifies the transmission of a datum. Process Pi+1 sends the expression e through the
port p and proceeds by popping the next statement from the stack. On the other side,
process Pi+m+1 is ready to receive a datum from the port q. Both ports are connected,
i.e. they form a restricted channel p ≍ q, which allows Pi+m+1 to receive the expression
e evaluated in its original context. Pi+m+1 stores it in the variable x and proceeds by
popping the next statement from the stack. Transitions obtained by RV shall not be
observable since the communication channel is restricted.
Send. The “send” rule
S
∄ q. p ≍ q
[P1, . . . , Pi−1, (S ∗ [〈stat ,l〉] , 〈p!e, k〉, σ) , . . . , Pn] →
[P1, . . . , Pi−1, (S, 〈stat ,l〉, σ) , . . . , Pn]
specifies the behavior of a program where process Pi performs a “send” without a rendez-
vous partner. Basically nothing happens, yet a transition obtained by an application of
S shall be observable.
Receive. The “receive” rules
R w
∄ p. p ≍ q w ∈ ⌈Γ(x)⌉
[P1, . . . , Pi−1, (S ∗ [〈stat ,l〉] , 〈q?x, k〉, σ) , . . . , Pn] →
[P1, . . . , Pi−1, (S, 〈stat ,l〉, σ ⊎ [x 7−→ w]), . . . , Pn]
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specify the behavior of a program where process Pi performs a “receive” without a rendez-
vous partner. They collectively say that the variable x can then be assigned to any value
w of the right type. Transitions obtained applications of the R w’s shall be observable.
5.11. State Space.
5.12. Definition. Let t ∈ T
Γ
with normal form
([s1, . . . , sn], [p1 ≍ q1, . . . pm ≍ qm])
(c.f. 5.5) and µ
def.
= [µ1, . . . , µn] be a vector of Γ-stores (c.f. 5.8). Let
tµ
def.
= [([ ], 〈s1, ρ(s1)〉, µ1), . . . , ([ ], 〈sn, ρ(sn)〉, µn)]
be a Γconfiguration. A (Γ, t, µ)-configuration is tι or is obtained from tι by applications
of the rewrite rules of section 5.9 and section 5.10. Let Rt,µ be the set of all (Γ, t, µ)-
configurations. The state space of t is defined as
Ψt
def .
=
⋃
µ∈S−
Rt,µ
5.13. Proposition. Under the notation of definition 5.12, there is a unique
|−| : Ψt −→
∏
16i6n ⌈τi⌉
 P1...
Pn

 7−→ [σ1(x(1)1 ), . . . , σ1(x(m1)1 ), . . . , σn(x(1)n ), . . . , σn(x(mn)n )]
such that σj ∈ SΓ is minimal for 1 6 j 6 n.
Proof. Let Γ = x1 : τ1, . . . , xk : τk. By proposition 5.6 we can assume that there is a
unique decomposition
x1 : τ1, . . . , xk : τk =
(
x
(1)
i : τ
(1)
i , . . . , x
(mi)
i : τ
(mi)
i
)
16i6k
such that each σi is a (x
(1)
i : τ
(1)
i , . . . , x
(mi)
i : τ
(mi)
i )–store defined precisely on {x
(1)
i , . . . , x
(mi)
i }.
Each σi is thus minimal with this property with respect to the standard order on partial
functions. Hence
|P1, . . . , Pk|
def.
=
(
σi(x
pi)
16i6k,16pi6ni
)
∈
∏
16i6k,16pi6ni
⌈τ pii ⌉
∼=
∏
16j6n
⌈τj⌉
✷
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5.14. Definition. The map |
−
| of proposition 5.13 is called the store-map. The map
‖−‖ : Ψt −→
∏
16i6n LΓ
 P1...
Pn

 7−→

 l1...
ln


is called the location-map.
6. CIP Evolutions
In this section, we construct HDA’s from CIP-programs applying the operational rules.
We then explain how categorification of morphisms of such HDA’s gives rise to ulf-functors.
This leads to a finite presentation in terms of pseudofunctors into Span.
6.1. From CIP Programs to HDA’s.
6.2. Alphabets. Let
S
def .
= {α, γ1, γ2}
O
def .
= {!w,p|Γ ∈ K, x ∈ V ar(Γ), w ∈ ⌈Γ(x)⌉ , p ∈ P}
I
def .
= {?w,p|Γ ∈ K, x ∈ V ar(Γ), w ∈ ⌈Γ(x)⌉ , p ∈ P}
and
E
def.
= S ∪O ∪ I
Given Eˆ
def.
= {α, γ1, γ2, !, ?}, there is the obvious “erasure” map
‖− ‖ : E −→ Ê
α 7−→ α
γ1 7−→ γ1
γ2 7−→ γ2
!w,p 7−→ ! for all w ∈ ⌈Γ(x)⌉ and p ∈ P
?w,p 7−→ ? for all w ∈ ⌈Γ(x)⌉ and p ∈ P
6.3. HDA’s. Let Γ ∈ K be a context, t ∈ TΓ be a CIP term and
([s1, . . . , sn] , [p1 ≍ q1, . . . , qm ≍ qm])
be its normal form (c.f. 5.5). The HDA’s
[[t]]Γ : [[t]]Γ,c −→!E
respectively
[̂[t]]
Γ
: [̂[t]]
Γ,c
−→!Ê
are constructed as follows.
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1. The sets of states are
[[t]]Γ,c0
def.
= {|P1, . . . , Pn| | [P1 . . . , Pn] ∈ Ψt}
respectively
[̂[t]]
Γ,c
0
def.
= {‖P1, . . . , Pn‖ | [P1 . . . , Pn] ∈ Ψt}
2. The 1-skeletons are given by the applications of the rewriting rules. Each state
|P1, . . . , Pn| ∈ [[t]]
Γ,c
0
is a vertex of a graph [[t]]Γ,c0,1
def.
=
(
[[t]]Γ,c0 , [[t]]
Γ,c
1
)
. Each edge of this graph comes from
an application of some rewrite rule
̟
[P1, . . . , Pn] −→ [P ′1, . . . , P
′
n]
so it can be labeled according to the latter. This labeling, written
[[t]]Γ0,1 : [[t]]
Γ,c
0,1 −→ E
is given by
Asg If1/While1 If2/While2 RV S R w
α γ1 γ2 α !σi(e),p ?w,q
Similarly, the labeling of the graph [̂[t]]
Γ,c
0,1 , written
[̂[t]]
Γ
0,1 : [̂[t]]
Γ,c
0,1 −→ Ê
is given by
Asg If1/While1 If2/While2 RV S R w
α γ1 γ2 α ! ?
Degeneracies are added freely and labeled with ⋆
3. [[t]]Γ is the 1-coskeletal HDA
[[t]]Γ
def.
= coskE
(
[[t]]Γ0,1
)
while [̂[t]]
Γ
is the 1-coskeletal HDA
[̂[t]]
Γ def .
= coskEˆ
(
[̂[t]]
Γ
0,1
)
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6.4. Proposition. [[s]]Γ,c0,1 and [̂[s]]
Γ,c
0,1 are acubic for all s ∈ LΓ.
Proof. Induction on syntax. ✷
6.5. Proposition. The 1-skeletal HDA’s [[s]]Γ and [̂[s]]
Γ
are transition systems, i.e.
∀e, f ∈ [[s]]Γ,c1 . [[s]]
Γ
1 (e) = [[s]]
Γ
1 (f)⇒ e = f
respectively
∀e, f ∈ [̂[s]]
Γ,c
1 .[̂[s]]1
Γ
(e) = [̂[s]]1
Γ
(f)⇒ e = f
for all s ∈ LΓ.
Proof. Induction on syntax. ✷
6.6. Definition. Let t ∈ T
Γ
be a term with normal form
([s1, . . . , sn], [p1 ≍ q1, . . . , p1 ≍ q1])
The term t determines the synchronization table st(−,− ) such that
(i) Tabt(⋆, θ) = Tabt(θ, ⋆)
def .
= θ for all θ ∈ E ;
(ii) Tabt(!v,p), ?(w,q)) = Tabt(?(w,q), !v,p))
def.
= α if p ≍ q and v = w;
(iii) all other entries are ⊤.
We write ⊗t for the synchronized product of HDA’s with respect to st and ⊠t for its
counterpart on the underlying reflexive graphs.
6.7. Proposition. Suppose t ∈ T
Γ
with normal form
([s1, . . . , sn], [p1 ≍ q1, . . . , p1 ≍ q1])
and let Γi ∈ K be the contexts such that si ∈ TΓi for all 1 6 i 6 n. Then
[[t]]Γ ∼= [[s1]]
Γ1 ⊗t · · · ⊗t [[sn]]
Γn
respectively
[̂[t]]
Γ
∼= [̂[s1]]
Γ1
⊗t · · · ⊗t [̂[sn]]
Γn
Proof. Analyzing the rewrite rules, it is easy to see that
[[t]]Γ,c0,1
∼= [[s1]]
Γ1,c
0,1 ⊠t · · ·⊠t [[sn]]
Γn,c
0,1
respectively
[̂[t]]
Γ,c
0,1
∼= [̂[s1]]
Γ1,c
0,1 ⊠t · · ·⊠t [̂[sn]]
Γn,c
0,1
✷
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6.8. Proposition. There is a morphism of reflexive graphs
πs : [[s]]
Γ,c
0,1 −→ [̂[s]]
Γ,c
0,1
|P | 7−→ ‖P‖
|P |
κ
→|P ′| 7−→ ‖P‖
‖κ‖
−→‖P ′‖
for all s ∈ LΓ.
Proof. The morphism πs is well-defines on edges by proposition 6.5. ✷
6.9. Remark. The diagram
[[s]]Γ,c0,1
πs //
[[s]]Γ0,1

[̂[s]]
Γ,c
0,1
[̂[s]]
Γ
0,1

E
‖ ‖
// Eˆ
commutes by construction.
6.10. Categorification as a generalized Relational Semantics.
6.11. Theorem. Suppose t ∈ T
Γ
with normal form ([s1, . . . , sn], [p1 ≍ q1, . . . , qm ≍ qm]).
Let Γi ∈ K be the contexts such that si ∈ TΓi for all 1 6 i 6 n and πsi be the morphism
of proposition 6.8 for all 1 6 i 6 n. Let
w¯i,i+1 : E[[si]]Γi0,1,[[si+1]]
Γi+1
0,1
−→ Eˆ
[[si]]
Γi
0,1,[[si+1]]
Γi+1
0,1
be as in theorem 4.17. Then
(C ◦ coskΣ)(πs1 ⊠t · · ·⊠t πsn)
∼= F(πs1)×F(w¯1,2) F(πs2)×F(w¯2,3) · · · ×F(w¯n−1,n) F(πsn)
Proof. By proposition 6.4, remark 6.9 and theorem 4.17. ✷
Theorem 6.11 produces a workable abstraction of the more precise HDA-semantics, the
degree of precision being measured by the unit of the adjunction C ⊣ N (c.f. proposition
3.12). This abstraction is the limit πt : Et −→ Ct of the diagram
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Et
πt

}} ##
· · · F
(
[[si]]
Γi,c
0,1
)
F(πsi)

F(j+i,i+1)
&&NN
NN
NN
NN
NN
N
Ct
 
F
(
[[si+1]]
Γi+1,c
0,1
)
F(πsi+1)

F(jˆ−i,i+1)
wwnnn
nn
nn
nn
nn
· · ·
F (Ei,i+1)
F(w¯i,i+1)

· · · F
(
[̂[si]]
Γi,c
0,1
)
F(jˆ+i,i+1) %%KK
KK
KK
KK
K
F
(
[̂[si+1]]
Γi+1,c
0,1
)
F(jˆ−i,i+1)xxqqq
qq
qq
qq
q
· · ·
· · · F
(
Eˆi,i+1
)
· · ·
in Cat→ where
− Ei,i+1
def.
= E
[[si]]
Γi
0,1,[[si+1]]
Γi+1
0,1
and Êi,i+1
def.
= Ê
[[si]]
Γi
0,1,[[si+1]]
Γi+1
0,1
− j+i,i+1
def .
= [[si]]
Γi
0,1 ◦ j
[[si]]
Γi,c
0,1
[[si]]
Γi
0,1,[[si+1]]
Γi+1
0,1
and jˆ+i,i+1
def.
= [̂[si]]
Γi
0,1 ◦ j
[̂[si]]
Γi,c
0,1
[̂[si]]
Γi
0,1,[̂[si+1]]
Γi+1
0,1
− j−i,i+1
def .
= [[si+1]]
Γi+1
0,1 ◦ j
[[si+1]]
Γi+1,c
0,1
[[si]]
Γi
0,1,[[si+1]]
Γi+1
0,1
and jˆ−i,i+1
def.
= [̂[si+1]]
Γi+1
0,1 ◦ j
[̂[si+1]]
Γi+1,c
0,1
[̂[si]]
Γi
0,1,[̂[si+1]]
Γi+1
0,1
(c.f. theorem 4.14). This diagram is actually in Ulf→F by remark 4.18. We call
Et ∼= F
(
[[s1]]
Γ1
0,1
)
×F(E1,2) F
(
[[s2]]
Γ2
0,1
)
×
F(E1,2)
· · · ×
F(En−1,n)
F
(
[[sn]]
Γn
0,1
)
t’s category of evolutions and
Ct ∼= F
(
[̂[s1]]
Γ1
0,1
)
×
F(Eˆ1,2)
F
(
[̂[s2]]
Γ2
0,1
)
×
F(Eˆ1,2)
· · · ×
F(Eˆn−1,n)
F
(
[̂[sn]]
Γn
0,1
)
t’s control category . Accordingly, we call Ei
def .
= F
(
[[si]]
Γi
0,1
)
and Ci
def.
= F
(
[̂[si]]
Γi
0,1
)
si’s category of evolutions respectively si’s control category. Ii,i+1
def.
= F
(
Eˆi,i+1
)
is the
control category of the corresponding interface φi,i+1
def.
= F(w¯i,i+1).
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6.12. Proposition. The control category Ci is finite for all 1 6 i 6 n. In particular,
the control category Ct is finite.
Proof. Induction on syntax. ✷
Let us abuse notation by writing πsi for F(πsi). The Giraud-Conduche´ correspondence
(c.f. section 2.11) produces a finite presentation of πt as a pseudofunctor
πt : Ct −→ Span
This pseudofunctor is a wide pullback object
πt ∼= πs1 ×φ1,2 πs2 ×φ2,3 · · · ×φn−1,n πsn
in F//Span. On the other hand, the hypothesis on t and proposition 5.6 entail that
t ≈ s1 ≪ Φ1,2 ≫ s2 ≪ Φ2,3 ≫ · · · ≪ Φn−1,n ≫ sn
for lists of channels Φi,i+1. Suppose Γi = x1 : τ1, . . . , xmi : τmi and let
⌈Γi⌉
def.
=
∏
16j6mi
⌈τj⌉
for all 1 6 i 6 n. Unraveling theorem 2.13 and theorem 6.11 gives the following charac-
terization of πt.
1. There is
φi,i+1 : Ii,i+1 −→ Span
for all 1 6 i 6 n. Ii,i+1 has one vertex and is generated by Φi,i+1. Each generator
p ≍ q ∈ Φi,i+1has an associated type τ since it comes from an application of MCut.
We have
φi,i+1(p ≍ q) = (!, ⌈τ⌉ , !)
where (!, ⌈τ⌉ , !) is the span
1
!
←−⌈τ⌉
!
−→ 1
in Set. We have further φi,i+1(id) = (!, ⌈Γi⌉ , !).
2. There is
πsi : Csi −→ Span
for all 1 6 i 6 n. Csi’s vertices are program locations. Then(
πsi
)
0
(l) = ⌈Γi⌉
for all 1 6 i 6 n. Let l ∈ (Csi)0 and ψ(l) be the statement at location l. Given the
syntax and the operational rules, there are the following possible cases.
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(a) out(l) = ∅;
(b) if out(l) = {l1} then there are four cases;
i. if ψ(l) ≡ 88nop88 then
πsi(l, l1) = (id, ⌈Γi⌉ , id);
ii. if ψ(l) ≡ 88xj := e88 then
πsi(l, l1) = (id, ⌈Γi⌉ , π1 × · · · × πj−1 × ⌈e⌉ × πj+1 × · · · × πmi ;
iii. if ψ(l) ≡ 88p!e88 then
πsi(l, l1) = (id, ⌈Γi⌉ , id);
iv. if ψ(l) ≡ 88p?x88 then
πsi(l, l1) = (π1, ⌈Γi⌉ × ⌈Γi⌉ , π2);
(c) if out(l) = {l1, l2} then there are two cases;
i. if ψ(l) ≡ 88if e then stat1 else stat2 end88 ;
ii. ψ(l) ≡ 88while e do stat end88 ;
in both cases, suppose w.l.o.g that [̂[t]]
Γ
0,1(l, l1) = γ1 and [̂[t]]
Γ
0,1(l, l2) = γ2 (c.f.
section 6.3). Let κ : Se ֌ ⌈Γi⌉ be the subobject classified by ⌈e⌉ : ⌈Γi⌉ −→
{tt, ff}, that is
Se
def.
= {x ∈ ⌈Γi⌉ | ⌈e⌉ (x)}
Let κ¯ : Se ֌ ⌈Γi⌉ be its complement. Then
πsi(l, l1) = (κ, Se, κ)
and
πsi(l, l2) = (κ¯, Se, κ¯).
3. There are lax representable transformations
ι−i,i+1
def .
=
(
F(j−i,i+1),F(jˆ
−
i,i+1)
)
: πsi+1 =⇒ φi,i+1 ◦ F(jˆ
−
i,i+1)
and
ι+i,i+1
def.
=
(
F(j+i,i+1),F(jˆ
+
i,i+1)
)
:πsi =⇒ φi,i+1 ◦ F(jˆ
+
i,i+1)
for all 1 6 i < n. Let
Γωi,i+1
def .
=
{
Γi+1 ω = −
Γi ω = +
We have
(ιωi,i+1)l = (id,
⌈
Γωi,i+1
⌉
, !)
for all l ∈ (Csi)0 , ω ∈ {−,+} and 1 6 i < n. Given a generator (l, l
′) ∈ Csi, there
are five cases:
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(a) if πsi(l, l
′) = (id,
⌈
Γωi,i+1
⌉
, id) and ψ(l) ≡ 88nop88 then
(ιωi,i+1)(l,l′) = id⌈Γωi,i+1⌉
: (id,
⌈
Γωi,i+1
⌉
, id) −→ (id,
⌈
Γωi,i+1
⌉
, id);
this morphism of spans corresponds to the case 2.(b).i above;
(b) if πsi(l, l
′) = (id,
⌈
Γωi,i+1
⌉
, π1 × · · · × πj−1 × ⌈e⌉ × πj+1 × · · · × πm) where
m =
{
mi+1 ω = −
mi ω = +
then
(ιωi,i+1)(l,l′) = id⌈Γωi,i+1⌉
: (id,
⌈
Γωi,i+1
⌉
, !) −→ (id,
⌈
Γωi,i+1
⌉
, !);
this morphism of spans corresponds to the case 2.(b).ii above;
(c) if πsi(l, l
′) = (s, S, s) for a subobject s : S֌
⌈
Γωi,i+1
⌉
then
(ιωi,i+1)(l,l′) = s : (s, S, !) −→ (id,
⌈
Γωi,i+1
⌉
, !);
this morphism of spans corresponds to cases 2.(c).i and 2.(c).ii above;
(d) if πsi(l, l
′) = (id,
⌈
Γωi,i+1
⌉
, id) and ψ(l) ≡ 88p!e88 then
(ιωi,i+1)(l,l′) = 〈id, ⌈e⌉〉 : (id,
⌈
Γωi,i+1
⌉
, !) −→ (π1,
⌈
Γωi,i+1
⌉
× ⌈τ⌉ , !);
this morphism of spans corresponds to the case 2.(a).iii above;
(e) if πsi(l, l
′) = (π1,
⌈
Γωi,i+1
⌉
×
⌈
Γωi,i+1
⌉
, π2) then
(ιωi,i+1)(l,l′) = id × πj : (π1,
⌈
Γωi,i+1
⌉
×
⌈
Γωi,i+1
⌉
, !) −→ (π1,
⌈
Γωi,i+1
⌉
× ⌈τ⌉ , !);
this morphism of spans corresponds to the case 2.(b).iii above so ψ(l) ≡ 88p?xj 88
and πj :
⌈
Γωi,i+1
⌉
−→ ⌈τj⌉.
In short, we label the control in the pseudo-monoid Span(⌈Γi⌉ , ⌈Γi⌉). The span labeling
a control transition encodes all the evolutions “above” the latter. The lax natural trans-
formations to the interface are functional simulations encoding the observability of the
control transitions. For this reason, objects of the lax comma category F//Span are also
called categorical transition systems [6, 5, 20, 22, 21, 14].
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6.13. Remark. Csi can be obtained directly from the syntax, by a series of pushouts
starting from the base cases. The above characterization can thus be taken as the defini-
tion of a generalized relational semantics of CIP. The Giraud-Conduche´ correspondence
guarantees “soundness and completeness” with respect to the semantics formulated in
terms of categories of evolutions hence ”soundess” with respect to the semantics based
on HDA’a.
For example, the purely sequential CIP-program
x:nat ⊢x:=20; while x>0 do x:= x-1 end: 〈〉
gives rise to the categorical transition system
•
a

N
N
id
OO
λx:nat.20

{1, 2, . . .}uu

$$

•
c

w1

•
w2
VV N N
{0}
OO
OO


N
λx:nat.x−1
YY
id
HH
• N
while the parallel composition
x:nat,z:nat ⊢x:=5; p!(x+x) ≪p≍q≫ q?z; z:=z*z: 〈〉
gives rise to the limit of the diagram
N N
idoo ! //

;Cαu
1 N
!oo id //
??
[c
βid
N
N
id
OO
λx:nat.5 
1
OO

N
id
OO
id
N N
idoo ! //

;Cαv
1 N
!oo id //
??
[c
βm
N
N
id
OO
id 
N
!
OO
! 
N2
π1
OO
π2
N N
idoo ! //

;Cαid
1 N
!oo id //
??
[c
βn
N
N
id
OO
id 
1
OO

N
id
OO
λz:nat.z∗z
N N
idoo ! // 1 N
!oo id // N
with αv = 〈id, λx : nat.x+ x〉 and βm = 〈π1, π2〉 = id. The pullback object is
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N2
N2
id
OO
<(λx:nat.5) ◦ π1,π2>
N2
{(a, (b, a+ a)) | a, b ∈ N}
<π1,π1 ◦ π2>
OO
<π1,π2 ◦ π2>
N2
N2
id
OO
<π1,(λz:nat.z∗z) ◦ π2>
N2
7. Simulation
In this section we define a basic notion of simulation of HDA’s. We show that it carries
over to categorical transition systems via categorification.
7.1. Simulations of HDA’s.
7.2. Definition. Let s : S−→!Σ and t : T −→!Σ be pointed HDA’a with points S• ∈ S0
respectively T• ∈ T0. A simulation s9 t is a relation
r ⊆ S0 × T0
such that
(i) S•(r)T• ;
(ii) ∀x ∈ S0.∀x′ ∈ T0.∀n ∈ N.∀k ∈ Sn.
x(r)x′∧domn(k) = x⇒ ∃k
′ ∈ Tn.domn(k
′) = x′∧codn(k)(r)codn(k
′)∧sn(k) = tn(k
′).
The notion of simulation of definition 7.2 extrapolates the notion of strong simulation
of transition systems. It admits a characterization in terms of an appropriate notion of
open maps.
7.3. Definition. Let (S,<) be a strict total order. Given x, y ∈ S let
x ≺ y
def.
⇐⇒x < y ∧ 6 ∃z ∈ S. x < z < y
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7.4. Definition. Let pcSet be the category of pointed cubical sets. Let P ⊆ pcSet be
the full subcategory with objects P ∈ P such that
1. there is a subset S ⊆ P0 which is a finite strict total order;
2. the point is given by the smallest element of S;
3. given x, y ∈ S
(a) x ⊀ y ⇒ ∀n ∈ N. Pn (x, y) = ∅ ;
(b) given x ≺ y there is nx,y ∈ N such that there is precisely one Tx,y ∈ Pnx,y (x, y).
This Tx,y is not a face and Pn (x, y) = ∅ for n < nx,y;
(c) given z ∈ S and x ≺ y ≺ z, Tx,y and Ty,z have y as the only common face;
4. any other non-degenerate n-cube in P is a face of precisely one Tx,y.
Objects of P are called paths.
Definition 7.3 states that paths are series of n-transitions glued at the endpoints of
their main diagonals as for instance in
z1 // x4
y2 // x2

// x3 //
>>||||||||
z2
>>||||||||
y1
>>||||||||
// y3
>>||||||||
y4 //
OO
y6
OO
x1 //
>>||||||||
OO
y5
>>||||||||
OO
where S = {x1 ≺ x2 ≺ x3 ≺ x4}. It is easily seen from this example that S induces a
partition on K0 \ S.
7.5. Definition. A morphism h : M → K of pointed cubical sets is open provided h0
is surjective and h has the right lifting property with respect to P1.
7.6. Lemma. Let h : M → K be a morphism of pointed cubical sets such that h0 is
surjective. The following are equivalent.
1. h is open ;
2. ∀n ∈ N.∀b ∈ Kn. domn(b) = h0(x)⇒ ∃a ∈Mn. hn (a) = b .
Proof. Obvious. ✷
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7.7. Proposition. Let s : S−→!Σ and t : T −→!Σ be pointed HDA’a. The following
are equivalent.
1. there is a simulation s9 t;
2. there is a span
R
r2
  A
AA
AA
AA
r1
~~ ~
~~
~~
~~
S
s
  @
@@
@@
@@
@ T
t~~ ~
~~
~~
~~
!Σ
in pcSet / !Σ with r1 open.
Proof. Lemma 7.6 allows the usual ”lift and project” argument for any dimension. ✷
A simulation of HDA’a can be characterized as a right homotopy with respect to a
certain model structure on pc2−Cat, the category of pointed cubical 2-categories [13].
7.8. Simulations of Categorical Transition Systems.
7.9. Definition. A functor is C(P)-open if it has the right lifting property with respect
to any morphism in C(P).
7.10. Lemma. The following are equivalent:
(i) functor B
F
−→C is C(P)-open;
(ii) any C ∋: F (B)→ C lifts under F .
Proof. Let Ord ⊆ Cat be the full subcategory with finite ordinals as objects. Then
C(P) ∼= Ord
and the assertion follows by the usual “lift and project” argument. ✷
7.11. Definition. Suppose G and H are pointed reflexive graphs with points G• ∈ G0
respectively H• ∈ H0. Let s : F(G)→ Span and t : F(H)→ Span be pointed categorical
transition systems. A path simulation from s to t is a relation r ⊆ G0 ×H0 such that
1. G• (r)H• ;
2. x (r) x′ & x
f
−→ y ∈ F(G) ⇒ ∃ x′
f ′
−→ y′ ∈ F(H). y (r) y′ & s (f) =
t (f ′) .
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7.12. Proposition. Let s : F(G)→ Span and t : F(H)→ Span be pointed categori-
cal transition systems. The following are equivalent:
(i) there is a path simulation from s to t ;
(ii) there is a graph R, a surjective graph homomorphism d : R → G and a functor
C : F (R)→ F (H) such that
FR
Fd
zzvvv
vv
vv
vv C
$$I
II
II
II
II
FG
s ##H
HH
HH
HH
HH
FH
t{{vvv
vv
vv
vv
Span
commutes and Fd is C(P)-open.
Proof. Lemma 7.10 allows the usual ”lift and project” argument for any dimension.
✷
Proposition 7.12 shows that path simulation is formally a strong one. However, cat-
egorification brings free categories over the control graphs into the game so we have
composition of individual transitions. In a sense, this blurs the difference between the
strong and the weak flavor of simulation. Consider for instance the CIP programs
x : nat ⊢ x := 7
and
x : nat ⊢ x := 5; x := x+ 2
There is the obvious path simulation
πx:=7 9 πx:=5;x:=x+2
while there would be no simulation at all if we had more conservatively rephrased strong
simulation in terms of individual transitions only. As illustrated by this example, the
notion of path simulation is appropriate for the study of refinement of specification.
However, the above path simulation is not a path bisimulation. Indeed, in a path
bisimulation, individual transitions need to be matched. The notion of path bisimulation
is thus quite crude, as crude as the traditional notion of bisimulation. It is nonetheless a
useful notion, yet one ingredient is still missing. Consider for instance the CIP programs
x : nat | p : nat ⊢ nop
and
x : nat | p : nat ⊢ p!(2 ∗ x)
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There is the nonsense path bisimulation
r : πnop 9 πp!(2∗x)
since we have
Cnop ∼= Cp!(2∗x) ∼= J
with J the interval category −
t
−→+ and
πnop ∼= πp!(2∗x)
Indeed, it is necessary to classify the transitions in addition to the computations they
carry. Since we got rid of the “syntactic” labels, a different classifying device is re-
quired. The latter is given by the map to the interface. This leads to considering bisim-
ulation in the bicategory Span(F//Span(Set)) as in [3]. Roughly, the semantics of
x : nat | p : nat ⊢ nop is then the span of categorical transition systems
ι← πnop → ι
with ι the free category with one object ⋆ and one generator p. Both legs of the span
are the identity lax (representable) transformation. On the other hand, the semantics of
x : nat | p : nat ⊢ p!(2 ∗ x) is the span of categorical transition systems
ι← πp!(2∗x) → ι
The left leg is the identity lax transformation while the component of the right one at t
is the morphism of spans
〈id, λx ∈ N. 2 ∗ x〉 : (id,N, !) −→ (π1,N× N, !)
(c.f. section 6.10). Hence, the span
πnop ← ρ→ πp!(2∗x)
of C(P)-open maps witnessing the nonsense path bisimulation r does NOT make the
diagram
πnop
||yy
yy
yy
yy
y
""E
EE
EE
EE
EE
ι ρ
OO

ι
πp!(2∗x)
bbEEEEEEEEE
<<yyyyyyyyy
commute so there is no bisimulation in this setting. Since C(P)-open maps form a cover
system, i.e. isomorphisms are C(P)-open maps and C(P)-open maps are composition- as
well as pullback-stable, the construction of process categories [3] applies.
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8. Concluding Remarks
We introduced the 1-coskeletal synchronization and showed how it can be applied to
the study of message-passing at hand of a realistic application. We have good reasons
to believe that other synchronization paradigms e.g. semaphores may turn out to be
expressible this way. The present paper provides a thorough harnessing of the semantics
of CIP-like message-passing programming languages. What makes the strength of the
approach is that the semantics in question is given in a direct way, i.e. without coding
an imperative language into some process calculus. These principles have actually been
used in the design and implementation of a deductive model-checking tool [17], yet the
potential has only been scratched on the surface. What remains to do is to set up a
relevant modal logic.
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