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Abstract
The problem of identifying the most discriminating features when per-
forming supervised learning has been extensively investigated. In partic-
ular, several methods for variable selection in model-based classification
have been proposed. Surprisingly, the impact of outliers and wrongly la-
beled units on the determination of relevant predictors has received far
less attention, with almost no dedicated methodologies available in the lit-
erature. In the present paper, we introduce two robust variable selection
approaches: one that embeds a robust classifier within a greedy-forward
selection procedure and the other based on the theory of maximum likeli-
hood estimation and irrelevance. The former recasts the feature identifi-
cation as a model selection problem, while the latter regards the relevant
subset as a model parameter to be estimated. The benefits of the pro-
posed methods, in contrast with non-robust solutions, are assessed via
an experiment on synthetic data. An application to a high-dimensional
classification problem of contaminated spectroscopic data concludes the
paper.
1 Introduction
Nowadays, in many scientific domains such as chemometrics, computer vision,
engineering and genetics among others, it is increasingly common to measure
hundreds or thousands of variables on each sample. In principle, depending
on the problem at hand, all the available features might be relevant and thus
deemed to be included in a subsequent analysis. Most often, however, incorpo-
rating every piece of information at our disposal unnecessarily increases model
complexity and, ultimately, it may undermine the entire output of a statistical
procedure. Model-based methods are particularly sensitive to the well-known
curse of dimensionality (Bellman, 1957), as such models are over-parametrized
and suffer from identifiability problems in high dimensional spaces (Bouveyron
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and Brunet-Saumard, 2014; Bouveyron et al., 2019, Chapter 8). Therefore, in
a discriminant analysis context, selecting the useful variables that better unveil
the group structure is crucial to learn an efficient classifier. This has been known
for a long time, as demonstrated by the specific literature reviews on the topic in
the fields of machine learning (Blum and Langley, 1997; Yu and Liu, 2004; Liu
and Motoda, 2007), data mining (Dash and Liu, 1997; Kohavi and John, 1997),
bioinformatics (Saeys et al., 2007), genomic (Yu, 2008) and statistics (McLach-
lan, 1992; Guyon et al., 2007; Fop and Murphy, 2018). Nonetheless, the impact
that outliers and wrongly labeled units cause on the efficient determination of
discriminant variables has received far less attention. Indeed, the presence of
attribute and class noise can heavily damage a classifier performance (Zhu and
Wu, 2004), and most variable selection methods rely on the implicit assumption
of dealing with an uncontaminated training set.
In order to overcome this limitation, the present paper proposes two ap-
proaches for robust variable selection in model-based classification: one that
embeds a robust classifier, recently introduced in the literature, in a greedy-
forward stepwise procedure for model selection (Section 4.1); and the other
based on the theory of maximum likelihood and the notion of irrelevant vari-
ables within robust ML estimation of normal mixtures (Section 4.2).
The remaining of the article is structured as follows. Section 2 formally char-
acterizes the problem of variable selection in model-based discriminant analysis.
In Section 3, the main features of the Robust Eigenvalue Decomposition Dis-
criminant Analysis (REDDA) are reviewed. Two novel variable selection tech-
niques resistant to outliers and label noise are introduced in Section 4: they are
the main contributions of the present manuscript. Section 5 is devoted to the
comparison of several feature selection procedures within a simulation study in
an artificially contaminated scenario. Section 6 presents a high-dimensional dis-
crimination study where our proposals for robust variable selection are success-
fully applied to a chemometrics contest. Section 7 concludes the paper outlying
some remarks and future research directions. Technical issues and computa-
tional details for the two novel methods are respectively deferred to Appendix
A and Appendix B.
2 The problem of feature selection in discrimi-
nant analysis
The detection of p relevant features (out of the whole collection of P  p
available variables) on which to train the classifier is particularly desirable, as
(McLachlan, 1992):
• it simplifies parameter estimation and interpretation;
• it avoids loss on predictive power due to the inclusion of irrelevant and
redundant information;
• it leads to cost reduction on future data collection and processing.
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Figure 1: Examples of learning scenarios for which the second dimension is irrel-
evant (left panel) or redundant (right panel) in discriminating the two groups.
Therefore, with the aim of choosing the best predictors, it is crucial to define
the concept of “relevant variable”. The framework of model-based discriminant
analysis allows to define “relevance” in terms of probabilistic dependence (or
independence) with respect to the class membership (Ritter, 2014). The distri-
bution of the relevant variables, i.e., features that bring significant information
on class separation, directly depends on the class membership itself. In dis-
criminating men and women of the same ethnicity for example, the height is
naturally relevant. Irrelevant or noisy variables, on the contrary, do not contain
any discriminating power, and hence their distribution is completely indepen-
dent from the group structure. To continue with our previous example, hair
and eye color do not convey any information on the gender of a person. Lastly,
redundant variables essentially contain discriminant information that is already
provided by the relevant ones: their distribution is conditionally independent of
the grouping variable, given the relevant ones. If the height of a person is known,
little extra information is gained by finding out his/her chest perimeter for de-
termining his/her gender. In Figure 1, the first dimension is a relevant variable
for discriminating the two groups, while the second dimension is respectively
irrelevant in the left panel and redundant in the right one.
Depending on how the variable selection process interacts with the model
estimation, two general approaches for feature identification can be defined.
Following the nomenclature introduced by John et al. (1994), filter methods are
those in which the selection acts as a pre (or post) processing step, discarding
variables whose distribution appears non-informative. Since the selection via
filter methods is performed separately from the model estimation, i.e., with-
out reference to the class membership, such techniques may miss important
grouping information; a standard example being Principal Component Analysis
(Chang, 1983). For a state-of-the-art benchmark study on the comparison of
filter methods for feature selection in high dimensional classification, the reader
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is referred to Bommert et al. (2020).
For the second class of methods the feature identification is “wrapped”
around the classification procedure; hence they are denoted as wrapper ap-
proaches. Within this framework, variable selection and model estimation are
simultaneously performed, aiming at identifying the predictors that better de-
scribe the underlying data partition. Focusing on the model-based methods for
classification, Murphy et al. (2010) provide a wrapper approach for feature selec-
tion in semi-supervised discriminant analysis, recasting the feature identification
as a model selection problem. The authors develop a greedy search and a head-
long search algorithm for finding a local optimum in the model space, inspired by
the seminal work on variable selection in model-based clustering of Dean et al.
(2006), wherein for the first time the potential correlation between relevant
and irrelevant variables is taken into account. Similarly, a general methodology
for selecting predictors in model-based discriminant analysis is introduced in
Maugis et al. (2011), where also theoretical results on model identifiability and
consistency of the proposed criterion are validated. More recently, a regulariza-
tion approach for feature selection in model-based clustering and classification
is introduced in Celeux et al. (2019), where a lasso-like procedure is employed
for overcoming the slowness yielded by stepwise algorithms when dealing with
high-dimensional problems. The SelvarMix R package provides an efficient C++
implementation of the afore-mentioned procedure. Unfortunately, no one of the
wrapper methods listed here provide protection against outliers and label noise:
the presence of only few adulterated data points can severely undermine the
variable selection results (see Section 5).
Lastly, methods that lie in between the two approaches have also been de-
veloped in the literature. Such hybrid methods usually involve feature selection
based on some measure of separability between groups, like the one introduced
by Indahl and Næs (2004), specifically tailored for spectroscopic data, and the
one proposed by Andrews and McNicholas (2014). Further, a series of tech-
niques based on metaheuristic strategies for variable selection in discriminant
analysis can be found in Pacheco et al. (2006), while the method of Chiang and
Pell (2004) relies on a stochastic search based on genetic algorithms. In gen-
eral, even though being more complex and computationally intensive, wrapper
approaches provide better classification results and more accurate representa-
tion of the data generating process (Kohavi and John, 1997). For this reason,
the present manuscript will focus on wrapper approaches: the novel methods
introduced in Section 4 fall within this category.
An important consideration to be made regards existing approaches that
already provide robust selection of variables. In linear discriminant analysis
(LDA), early-stage wrapper methods consider the employment of stepwise pro-
cedures in testing for no additional information, like the stepwise MANOVA de-
scribed in Section 12.3 of McLachlan (1992): these are usually based on the like-
lihood ratio test Wilks’ Λ statistic. By respectively employing M-estimates and
MCD-estimates to obtain a robust version of the Wilks’ Λ statistics, Krusin´ska
and Liebhart (1988) and Todorov (2007) develop LDA-based techniques for vari-
able selection resistant to outliers. Nevertheless, to our best knowledge, wrapper
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methods that perform robust feature selection in a more general framework are
still missing in the literature.
Prior to present our novel contributions for variable selection resistant to
outliers and label noise, the Robust Eigenvalue Decomposition Discriminant
Analysis (REDDA) model is briefly reviewed in the upcoming Section; for a
thorough treatment the interested reader is referred to Cappozzo et al. (2020).
3 Robust model-based discriminant analysis
Model-based discriminant analysis (McLachlan, 1992; Fraley and Raftery, 2002)
is a probabilistic framework for supervised classification, in which a classifier is
built from a complete set of N learning observations (i.e., the training set):
(x, l) =
{
(x1, l1) , . . . , (xN , lN ) ; xn ∈ RP , ln = {ln1, . . . , lnG}′ ∈ {0, 1}G; n = 1, . . . , N
}
(1)
where xn is a P -dimensional continuous predictor and ln is its associated class
label, such that lng = 1 if observation n belongs to group g and 0 otherwise,
g = 1, . . . , G, with,
∑G
g=1 lng = 1 ∀n = 1, . . . , N . Alternatively, for sake of
brevity, we will also employ the notation ln = g to denote the class of the n-th
observation. We assume that the prior probability of group g is P(l = g) = τg,
with τg > 0 and
∑G
g=1 τg = 1. The gth class-conditional density is modeled
with a P -dimensional Gaussian distribution with mean vector µg ∈ RP and
covariance matrix Σg ∈ PD(P ): xn|ln = g ∼ NP (µg,Σg). Therefore, the joint
density of (xn, ln) is given by:
p(xn, ln;θ) = p(ln; τ )p(xn|ln;µg,Σg) =
G∏
g=1
[τgφ(xn;µg,Σg)]
lng (2)
where φ(·;µg,Σg) denotes the multivariate normal density and θ is the collec-
tion of parameters to be estimated, θ = {τ1, . . . , τG,µ1, . . . ,µG,Σ1, . . . ,ΣG}.
Eigenvalue Decomposition Discriminant Analysis (EDDA) is a family of clas-
sifiers developed from the probabilistic structure in (2), wherein different as-
sumptions about the covariance matrices are considered. Particularly, EDDA is
based on the following eigenvalue decomposition (Banfield and Raftery, 1993;
Celeux and Govaert, 1995):
Σg = λgDgAgD
′
g (3)
where Dg is an orthogonal matrix of eigenvectors, Ag is a diagonal matrix such
that |Ag| = 1 and λg = |Σg|1/p. These elements correspond respectively to
the orientation, shape and volume (alternatively called scale) of the Gaussian
components. Allowing each parameter in (3) to be equal or different across
groups, Bensmail and Celeux (1996) defined a family of 14 patterned models.
Cappozzo et al. (2020) introduced a robust modification to EDDA, hereafter
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denoted REDDA, in which parameter estimates are protected against label noise
and outliers by means of a trimmed mixture log-likelihood (Neykov et al., 2007):
`trim(τ ,µ,Σ|X, l) =
N∑
n=1
ζ(xn)
G∑
g=1
lng log (τgφ(xn;µg,Σg)) (4)
where ζ(·) is a 0-1 trimming indicator function, that expresses whether obser-
vation xn is trimmed off or not. A fixed fraction γ of observations is unassigned
by setting
∑N
n=1 ζ(xn) = dN(1−γ)e. The labelled trimming level γ accounts for
possible adulteration, namely outliers and label noise, in the training set. Maxi-
mization of (4) is carried out via a generalization of the FastMCD algorithm by
Rousseeuw and Driessen (1999), adapted to deal with parsimonious structures
in the covariance matrices. Particularly, in this context the Concentration step
is enforced by temporarily discarding bNγc units with lowest value of:
f(xn|lng = 1; θˆ) = φ
(
xn; µˆg, Σˆg
)
g = 1, . . . , G. (5)
For these observations, ζ(xn) = 0 in (4) as they will not be accounted for in the
next estimation step: the algorithm stops once the bNγc discarded units are
exactly the same on two consecutive iterations. At the end of the procedure, a
value of ζ(xn) = 0 corresponds to identify xn as an unreliable unit. The REDDA
classifier can then be employed for assigning an unlabeled sample ym, m =
1, . . . ,M (i.e., the test set) to the class g whose associated posterior probability
zˆmg =
τˆgφ(ym; µˆg, Σˆg)∑G
j=1 τˆjφ(ym; µˆj , Σˆj)
. (6)
is highest, by means of the usual maximum a posteriori (MAP) rule. In addi-
tion, also the trimmed units can be a-posteriori assigned to the component g
displaying the highest value of τˆgφ(xn; µˆg, Σˆg), to recover a reasonable label for
observations that previously got an adulterated one.
4 Robust Variable Selection in model-based clas-
sification
In the present Section we introduce two novel wrapper approaches for robust
variable selection in high-dimensional model-based classification.
In Section 4.1, the REDDA method is embedded in a greedy-forward proce-
dure for model selection. A robust classification rule is constructed in a step-wise
manner, by considering the inclusion of extra variables and also the removal
of existing variables to/from the model, conditioning on their discriminating
power. Particularly, the selection procedure is based on a robust information
criterion, that accounts for the possible presence of outliers and label noise in
the dataset.
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In Section 4.2, the theory of maximum likelihood estimation and the notion
of irrelevant variables for normal mixtures is employed for defining a ML subset
selector, along the lines of the procedure introduced in section 5.3.3 of Ritter
(2014) for the unsupervised framework. The identification of the relevant subset
is regarded as a parameter to be estimated via ML: an algorithmic procedure
is derived for maximizing the objective function. The Section concludes with a
comparison, highlighting strengths and weaknesses of the two proposals.
4.1 The robust stepwise greedy-forward approach via TBIC
The present procedure searches for the set of relevant variables in a greedy-
stepwise manner. That is, we start from the empty set and we sequentially
add relevant variables until no more discriminating features are available. More
specifically, following the notation introduced in Section 3, in each step of the
algorithm we partition the learning observations xn, n = 1, . . . , N , into three
parts xn = (x
c
n, x
p
n,x
o
n), where:
• xcn indicates the set of variables currently included in the model,
• xpn the variable proposed for inclusion,
• xon the remaining variables.
In order to decide whether to include the proposed variable xpn, we compare the
following two competing models:
• Grouping (MGR):
p(xn|ln) = p(xcn, xpn,xon|ln) = p(xcn, xpn|ln)p(xon|xpn,xcn)
• No Grouping (MNG):
p(xn|ln) = p(xcn, xpn,xon|ln) = p(xcn|ln)p(xpn|xrn ⊆ xcn)p(xon|xpn,xcn)
where xrn denotes a subset of the currently included variables x
c
n. The grouping
model specifies that xpn provides extra grouping information beyond that pro-
vided by xcn; whereas the No Grouping model specifies that x
p
n is conditionally
independent of the group membership given xrn. The reason for considering x
r
n
in the conditional distribution being that xpn might be related to only a subset
of the grouping variables xcn (Maugis et al., 2009a,b, 2011). The differences
between the two models are graphically illustrated in Figure 2. The model
structure of p(xon|xpn,xcn) is assumed to be the same for both grouping and no
grouping specification, and we let p(xcn, x
p
n|ln) and p(xcn|ln) be a normal density
with parsimonious covariance structure, according to the model assumptions
introduced in the previous Section. Additionally, we assume p(xpn|xrn ⊆ xcn) to
be a normal linear regression model, as a result from conditional multivariate
normal means. The selection of which model to prefer is carried out employing
a robust approximation to the Bayes Factor. More specifically, the Bayes Factor
7
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Figure 2: Graphical Representation of the Grouping and the No Grouping mod-
els
(Kass and Raftery, 1995) is equal to the ratio between the integrated likelihood
of the two competing models:
BGR,NG = p(xn|MGR)
p(xn|MNG) =
∫
p(xn|θGR,MGR)p(θGR|MGR)dθGR∫
p(xn|θNG,MNG)p(θNG|MNG)dθNG (7)
where θGR and θNG denote the set of parameters for the Grouping (GR) and
the No Grouping (NG) model, respectively. When no prior preference for one
of the two models is considered, (7) is equal to the posterior odds in favour of
MGR. The Bayes Factor can therefore be used for assessing to which extent
the data supports the GR structure compared to theNG formulation. Along
the lines of Raftery and Dean (2006), the Bayesian Information Criterion
BIC = 2× log maximized likelihood− v logN
is used as an approximation for the integrated likelihood, where v is a penalty
term (number of parameters in the model) and N is the sample size (Schwarz,
1978). Thus, twice the logarithm of BGR,NG can be approximated with
2 log (BGR,NG) ≈ BIC(GR)−BIC(NG) (8)
and a variable xpn with a positive difference in BIC(GR) − BIC(NG) is a
candidate for being added to the model. For avoiding the detrimental effect that
class and attribute noise might produce in the variable selection procedure, the
Trimmed BIC (TBIC), firstly introduced in Neykov et al. (2007), is employed
as a robust proxy for the quantities in (8). Let us define:
TBIC(GR) = 2
N∑
n=1
ζ(xcn, x
p
n)
G∑
g=1
lng log
(
τˆ cpg φ(x
c
n, x
p
n; µˆ
cp
g , Σˆ
cp
g )
)
︸ ︷︷ ︸
2×trimmed log maximized likelihood of p(xcn,xpn,ln)
−vcplog(N∗)
(9)
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TBIC(NG) = 2
N∑
n=1
ι(xcn, x
p
n)
G∑
g=1
lng log
(
τˆ cgφ(x
c
n; µˆ
c
g, Σˆ
c
g)
)
︸ ︷︷ ︸
2×trimmed log maximized likelihood of p(xcn,ln)
−vclog(N∗)+
+2
N∑
n=1
ι(xcn, x
p
n) log
[
φ
(
xpn; αˆ+ βˆ
′
xrn, σˆ
2
)]
︸ ︷︷ ︸
2×trimmed log maximized likelihood of p(xpn|xrn⊆xcn)
−vplog(N∗).
(10)
The penalty terms vcp and vc indicate the number of parameters for a REDDA
model respectively estimated on the set of variables xcn, x
p
n and x
c
n; while v
p
accounts for the number of parameters in the linear regression of xpn on x
r
n.
The 0-1 indicator functions ζ(·) and ι(·) identify the subset of observations that
have null weight in the trimmed likelihood under the grouping and no grouping
models, with N∗ =
∑N
n=1 ζ(xn) =
∑N
n=1 ι(xn).
In detail, the parameters
{
τ cpg , µ
cp
g Σ
cp
g
}
, g = 1, . . . , G of the grouping model
are estimated through a standard REDDA fitted on the variables xcn, x
p
n, in
which the C-step is enforced discarding the bNγc samples with lowest value of
DGrouping
(
xcn, x
p
n; θˆGR
)
=
G∑
g=1
lng log
[
φ
(
xcn, x
p
n; µˆ
cp
g , Σˆ
cp
g
)]
n = 1, . . . , N
(11)
likewise for the general case in (5). For the no grouping model, REDDA needs
to be fitted only on the set of currently included variables xcn, coupled with the
linear regression of xpn on x
r
n. For this case, the discriminating function reads:
DNo Grouping
(
xcn, x
p
n; θˆNG
)
=
G∑
g=1
lng log
[
φ
(
xcn; µˆ
c
g, Σˆ
c
g
)]
+ log
[
φ(xpn; αˆ+ βˆ
′
xrn, σˆ
2)
]
(12)
for n = 1, . . . , N . That is, at each iteration of the procedure that leads to the
final robust estimates, we discard bNγc samples with the lowest contribution
to the conditional likelihood under the no grouping model. Once the C-step is
enforced, the set of parameters
{
α, β, σ2
}
for the regression part is robustly
estimated via ML on the untrimmed observations, in which a stepwise method
is employed for automatically choosing the subset of regressors xrn. Further
details concerning the implementation are included in Appendix A.
After each addition stage, we make use of the same procedure described
above to check whether an already chosen variable in xcn should be removed:
in this case xpn takes the role of the variable to be dropped, and a positive dif-
ference in terms of TBIC implies the exclusion of xpn to the set of currently in-
cluded variables. The procedure iterates between variable addition and removal
stage until two consecutive steps have been rejected, then it stops. Notice that,
whenever γ = 0, BIC and TBIC coincide and the entire approach reduces to
the methodology described in Maugis et al. (2011).
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A last worthy note regards the theoretical justification for the employment
of TBIC as an approximation of the integrated likelihood. The rationale arises
from the spurious outliers model, firstly introduced in Gallegos and Ritter
(2005), as the probabilistic specification for the contaminated sub-sample. Let
qn denote an indicator of genuine observations, such that qn = 1 when {(xn, ln)}
is a “regular” unit and qn = 0 whenever {(xn, ln)} presents some sort of contam-
ination/adulteration. Notice that the complete observation {(xn, ln)} might be
regarded as an outlier whenever either the associated label and/or some of its
predictors present unusual values. In such a way, we account for both attribute
and class noise. The data generating distribution for a specific observation
{(xn, ln)} is then assumed to be as follows:
p(xn, ln|qn;θ) = p(xn, ln;θ)qnw(xn, ln;ψn)(1−qn) (13)
where p(xn, ln;θ) denotes the probability distribution for the regular bulk of
the data, in our context being alternatively the Grouping or the No Grouping
model; and w(xn, ln;ψn) is an almost arbitrary, subject specific probability
density function, parametrized by ψn ∈ Ψn. For an independent sample of N
observations, the likelihood for the model in (13) is therefore given by:
N∏
n=1
p(xn, ln;θ)
qn
N∏
n=1
w(xn, ln;ψn)
(1−qn) (14)
where a fixed γ% of contamination is assumed such that N∗ =
∑N
n=1 qn =
dN(1− γ)e.
Let N = {N1, N0} be a partition of N into regular and non-regular observa-
tions, indexed by qn being either 1 or 0 for n = 1, . . . , N , with |N1| = dN(1−γ)e
and |N0| = bNγc, respectively. Further, denote with D(N) the set of all parti-
tions of such type, with |D(N)| = ( NdN(1−γ)e). The non-regular contribution of
the contaminated observations can be avoided in maximizing (14) with respect
to θ when the w(·;ψn)s satisfy
arg max
N∈D(N)
max
θ
N∏
n=1
p(xn, ln;θ)
qn ⊆ arg max
N∈D(N)
max
ψ1,...,ψN
N∏
n=1
w(xn, ln;ψn)
(1−qn).
(15)
The condition in (15) means that the configuration that maximizes the first
term in (14) automatically maximizes the second one (Gallegos and Ritter,
2005). More specifically, the partitions assigning dN(1− γ)e regular units that
maximize the likelihood of the genuine observations are contained in the set of
partitions assigning bNγc non regular units that maximize the likelihood corre-
sponding to the noise. Condition (15) holds under general and non-restrictive
assumptions on the non regular units, particularly, w(·;ψn) can easily accommo-
date observations that can be merely regarded as outliers (Gallegos and Ritter,
2005; Garc´ıa-Escudero et al., 2008). The contaminated observations are there-
fore no more considered in the estimation process, and the model log-likelihood
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simplifies to:
N∑
n=1
qn log p(xn, ln;θ) (16)
to be maximized with respect to the set of parameters θ; details are reported in
Appendix A. Finally, the integrated log-likelihood for (16) can be approximated
via the Bayesian Information Criterion:
2
N∑
n=1
qn log p(xn, ln; θˆ)− v logN∗ (17)
where θˆ denotes MLE for the simplified log-likelihood, v is the number of pa-
rameters and N∗ is the number of data values that contribute to the summation
in (16) (Kass, 1993). Depending which scenario is considered, (17) defines (9)
or (10) under the Grouping and the No Grouping model, respectively.
4.2 The ML subset selector approach
The second approach we consider for robust variable selection in model-based
classification stems from the maximum likelihood subset selector theory devel-
oped for clustering, where the main reference is Section 5.3.3 of Ritter (2014).
Particularly, being classification a generally simpler problem than unsupervised
learning, the ML subset selection ideas are naturally adapted to a robust su-
pervised context with variable selection. Here we build a model for the entire
P -dimensional space in which the observations lie, exploiting theoretical results
for the conditional distribution of the multivariate Gaussian under irrelevance.
Let us introduce the following notation: for a positive semi-definite matrix
Σ ∈ PD(P ), denote its restriction to the variables in F ⊆ 1, . . . , P by ΣF , with
size |F | = p. The block-wise representation of Σ, via the natural order of F , is
therefore:
Σ =
(
ΣF ΣF,E
ΣE,F ΣE
)
with E = F¯ and |E| = P − p. Analogously, the vector µF is the projection
of µ ∈ RP onto the variables in F , following the natural order of F . For a
generic observation xn ∈ RP , the canonical projection of a normal distribution
to a subset F of variables is described by the restrictions µF and ΣF of its
parameters, with the equality Nµ,Σ(xn,F ) = NµF ,ΣF (xn,F ) such that xn,F ∼
N(µF ,ΣF ). Considering the notation introduced in Section 3 and applying
standard results for multivariate normal theory, (see, for example, Theorem
3.2.4 in Mardia et al. (1979)), the conditional distribution of xn,E given xn,F , ln
reads:
xn,E |xn,F , ln = g ∼ φ(xn,E −Gg,E|Fxn,F ;µg,E|F ,Σg,E|F ) (18)
where µg,E|F = µg,E−Gg,E|Fµg,F , Σg,E|F = Σg,E−Gg,E|FΣg,F,E andGg,E|F =
Σg,E,FΣ
−1
g,F , g = 1, . . . , G. Now assume that E is an irrelevant subset with re-
spect to F , that is, the class membership ln is conditionally independent of
11
xn,E given xn,F . By Lemma 5.2 and Theorem 5.7 of Ritter (2014), the pa-
rameters Gg,E|F , µg,E|F and Σg,E|F do not depend on class g; applying the
product formula we thus obtain the following specification for the joint density
of (xn,F ,xn,E , ln):
p(xn,F ,xn,E , ln) = p(xn,F ,xn,E |ln)p(ln) =
= p(xn,E |xn,F , ln)p(xn,F |ln)p(ln) =
= p(xn,E |xn,F )p(xn,F |ln)p(ln).
(19)
Therefore, for a sample of N observations, drawn from the random variable X,
the associated trimmed log-likelihood for the probability density in (19) is:
`trim(τ ,µF ,ΣF ,GE|F ,µE|F ,ΣE|F |X, l) =
=
N∑
n=1
ζ(xn)
(
G∑
g=1
lng log [τgφ(xn,F ;µg,F ,Σg,F )] +
+ log
[
φ(xn,E −GE|Fxn,F ;µE|F ,ΣE|F )
])
(20)
where the identification of the relevant variables belonging to the subset F
is regarded as a model parameter. Maximization of (20) is carried out via
a modification of the EMST algorithm introduced in Ritter (2014), adapted
to the classification framework and extended to flexibly account for the entire
family of patterned models of Bensmail and Celeux (1996). The main steps
involving the estimation procedure are given below, further details concerning
the implementation can be found in Appendix B.
1. Robust Initialization:
• If N is sufficiently large compared to P and G, draw a random (P +
1)-subset for each class g, g = 1, . . . , G. The first M-step will be
computed only on such units: this is achieved by setting ζ(xn) = 1
if xn belongs to the drawn subset, otherwise ζ(xn) = 0. Go to step
2 of the algorithm.
• If N is small compared to P and G, draw a random (p + 1)-subset
for each class g, g = 1, . . . , G and set ζ(xn) = 1 if xn belongs to any
of such G subsets, otherwise set ζ(xn) = 0.
Draw a random subset Fˆ (0) of dimension p from 1, . . . , P and com-
pute:
µˆg,Fˆ (0) =
∑N
n=1 ζ(xn)lngxn,Fˆ (0)∑N
n=1 ζ(xn)lng
g = 1, . . . , G,
and Σˆ
(0)
g,Fˆ (0)
, g = 1, . . . , G, depending on the considered patterned
model, refer to Bensmail and Celeux (1996) for the details. Lastly,
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update the trimming function ζ(xn), n = 1, . . . , N , setting ζ(xn) = 0
for the bNγc samples with lowest value of
lng log
[
φ(xn,F (0) ; µˆ
(0)
g,F (0)
, Σˆ
(0)
g,F (0)
)
]
and ζ(xn) = 1 otherwise.
2. (M-step)
Compute:
τˆg =
∑N
n=1 ζ(xn)lng
dN(1− γ)e g = 1, . . . , G
µˆg =
∑N
n=1 ζ(xn)lngxn∑N
n=1 ζ(xn)lng
g = 1, . . . , G.
Estimation of Σg depends on the considered patterned model, details are
given in Bensmail and Celeux (1996).
Notice that the estimates are computed for the full dimension P , that is
µˆg ∈ RP and Σˆg ∈ PD(P ), respectively. In addition, robustly compute
also the pooled mean:
µˆ =
∑N
n=1 ζ(xn)xn
dN(1− γ)e .
Depending on the considered patterned model, formulae for the associated
pooled estimate Σˆ are detailed in Appendix B.
3. (S-step)
Minimize the difference:
h(F ) =
G∑
g=1
τˆg log det Σˆg,F − log det ΣˆF (21)
w.r.t. the subset Fˆ ⊆ 1, . . . , P , with |Fˆ | = p, where Σˆg,Fˆ is the restric-
tion of Σˆg to Fˆ . The minimization of (21) involves a discrete structure
optimization, that becomes quickly unfeasible as
(
P
p
)
grows: a genetic
algorithm is proposed for solving it (more details in Appendix B).
4. (T-step)
Compute the MLE’s for the regression parameters
GˆEˆ|Fˆ = ΣˆEˆ,Fˆ Σˆ
−1
Fˆ
µˆEˆ|Fˆ = µˆEˆ − GˆEˆ|Fˆ µˆFˆ
ΣˆEˆ|Fˆ = ΣˆEˆ − ΣˆEˆ,Fˆ Σˆ−1Fˆ ΣˆFˆ ,Eˆ
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and update the value of the trimming function ζ(·), setting ζ(xn) = 0 for
the bNγc samples with lowest value of
G∑
g=1
lng log
[
τˆgφ(xn,Fˆ ; µˆg,Fˆ , Σˆg,Fˆ )
]
+log
[
φ
(
xn,Eˆ − GˆEˆ|Fˆxn,Fˆ ; µˆEˆ|Fˆ , ΣˆEˆ|Fˆ
)]
.
5. Iterate 2 − 4 until the bNγc discarded observations are exactly the same
on two consecutive iterations, then stop.
The procedure described in steps 1-5 shall be performed n init times: the
parameter estimates that lead to the highest value of the objective function
(20), out of n init repetitions, provide the final estimated quantities. As a
last worthy comment, notice that the specification of the cardinality of F , i.e.,
the number p of relevant variables that are sought by the algorithm, is a-priori
required as a model hyper-parameter.
4.3 Methods comparison
In the previous subsections two novel methods for robust variable selection in
model-based classification have been introduced. As already anticipated, the
main operational difference between the two relies on the fact that the ML
subset selector requires the a-priori specification of the subset-size p, whereas the
greedy-forward approach via TBIC automatically infers the number of relevant
variables by means of a stopping criterion in the stepwise search. This could
come both as an advantage and as a disadvantage: one may desire to specifically
retain the p most relevant variables (i.e., p = 2 for visualization purposes).
In this case, the ML subset selector approach shall be preferred, as the entire
feature space P is accounted for in the likelihood specification in (20), contrarily
to the greedy approach employed in Section 4.1. If this is not the case, run the
algorithm for a reasonable range of values p and select the favourite solution,
consensus methods like the one in Strehl and Ghosh (2002) for clustering can be
adapted to the classification framework. In addition, if computational burden
is not an issue, the greedy-forward approach via TBIC can be firstly employed
for assessing the order of magnitude of the subset size, and afterwards the ML
subset selector can be run varying p in the proximity of the number of relevant
variables found by the former method, qualitatively assessing the difference.
Clearly, the suggestions above are mostly heuristic, a more formal treatment
on how to compare and validate results from both procedures is still missing:
this however goes beyond the scope of the present manuscript and it will be the
object of future research.
5 Simulation study
The aim of this simulated example is to numerically assess the effectiveness
of the methodologies introduced in Section 4, whilst investigating the effect
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that a (small) percentage of contamination has on standard variable selection
procedures. In doing so, we decided to rely on the same data generating process
(DGP) considered in Maugis et al. (2011) and Celeux et al. (2019), including in
addition some attribute and class noise to the original experiment.
5.1 Experimental Setup
The synthetic dataset considers G = 4 classes for a total of P = 16 features: the
first three are relevant for the classification, the subsequent four are redundant
given the first ones, while the last nine are independent from both the group
variable and the previous predictors. The prior probabilities of the four classes
are equal to τ = (0.15, 0.3, 0.2, 0.35). On the three discriminant variables, data
are generated from multivariate normal densities
x[1−3]n |ln = g ∼ φ (µg,Σg) , g = 1, . . . , 4
with mean vectors
µ1 = (1.5,−1.5, 1.5)′, µ2 = (−1.5, 1.5, 1.5)′
µ3 = (1.5,−1.5,−1.5)′, µ4 = (−1.5, 1.5,−1.5)′
and covariance matrices Σg with elements ρ
|i−j|
g , 1 ≤ i, j ≤ 3, and ρ1 = 0.85,
ρ2 = 0.1, ρ3 = 0.65, ρ4 = 0.5. The four redundant variables are sampled from
x[4−7]n ∼ N
(
x[1,3]n
(
1 0 −1 0
0 −2 2 1
)
; I4
)
while the 9 independent ones are simulated from x
[8−16]
n ∼ N(η, δ) with
η = (−2,−1.5,−1,−0.5, 0, 0.5, 1, 1.5, 2)
and
δ = diag(0.5, 0.75, 1, 1.25, 1.5, 1.25, 1, 0.75, 0.5).
A total of B = 100 Monte Carlo (MC) experiments are conducted as follows.
From the DGP outlined above, N = 500 units are generated and their group
membership retained for constructing the training set; while M = 5000 unla-
beled observations compose the test set. Subsequently, label noise is simulated
by wrongly assigning 20 units coming from the fourth group to the third class.
In addition, 5 uniformly distributed outliers, having squared Mahalanobis dis-
tances from µg greater than χ
2
3,0.975 ∀g ∈ {1, 2, 3, 4}, are appended to the train-
ing set, with randomly assigned labels. These contamination produce, in each
MC replication, a total of 25 adulterated units, that account for slightly less
than 5% of the entire learning set. In the upcoming Section, we validate the
performance of our novel methods in correctly retrieving the relevant variables,
compared to non-robust procedures. Particularly, the comparison is carried out
considering the following methods:
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Figure 3: Proportion of times a variable has been selected as relevant, out
of B = 100 MC repetition of the simulated experiment, for different variable
selection methods.
• TBIC: robust stepwise greedy-forward approach via TBIC (Section 4.1)
• ML subset: maximum likelihood subset selector approach (Section 4.2),
with subset size of relevant variables p equal to 3, 6 and 9
• SRUW: stepwise greedy-forward approach via BIC (Maugis et al., 2011)
• SelvarMix: variable selection in model-based discriminant analysis with a
regularization approach (Celeux et al., 2019).
Furthermore, once the important variables have been identified, the associated
classifier (i.e., REDDA for the robust variable selection criteria and EDDA
for the non-robust ones) is trained on the reduced set of predictors and the
classification accuracy is computed on the test set. A labeled trimming level
γ equal to 0.05 was kept fixed during the experiment. Lastly, for providing
benchmark values on the relevance of feature selection, both EDDA and REDDA
classifiers are also fitted on the original set with P = 16 variables. Simulation
results are presented in the next Section.
5.2 Simulation results
Figure 3 displays the proportion of times a variable has been selected as relevant
by the different methods in the B = 100 repetitions of the simulated experi-
ment. As it is clearly visible from the plot, the first three features are selected
by all the procedures in almost every iteration of the simulation study. The
only exception is the SRUW model, for which the third variable is identified
16
l l l
l l l
l
ML subset (p=3)
TBIC
ML subset (p=6)
ML subset (p=9)
REDDA No Var Sel
SelvarMix
EDDA No Var Sel
SRUW
0.035 0.040 0.045 0.050 0.055 0.060 0.065 0.070 0.075 0.080 0.085 0.090 0.095 0.100
Misclassification Error
Method type Non−robust Robust
Figure 4: Boxplots of the misclassification error, out of B = 100 MC repetition
of the simulated experiment, for the M = 5000 test data, varying variable
selection and model-based classification methods.
as relevant only 92 times out of 100. Generally, therefore, the contamination
introduced in the training set does not cause any systematic exclusion of the
true discriminative variables from the relevant subset, also for the non-robust
methods. Nonetheless, outliers and label noise lead SRUW and SelvarMix to
severely overestimate the number of retained features. Redundant and irrele-
vant variables are often included in the selection, as demonstrated by the hollow
triangles and diamonds in Figure 3. The robust stepwise approach via TBIC,
instead, does not seem to suffer from this unfavorable behavior: it correctly
identifies the first three relevant variables in every single simulation. As already
pointed out in Section 4.3, the main drawback of the maximum likelihood subset
selector approach is given by the need of pre-specifying the subset size p. When
p = 3, i.e., the true number of discriminating variables, the algorithm always
correctly selects the relevant ones. Clearly, when p is set higher than three,
some irrelevant and/or redundant features will be necessarily included in the
retained set. However, letting p to be greater than the true relevant predictors
does not seem to severely affect the predictive power of the robust classification
rule. As it can be seen from the results reported in Table 1 and in Figure 4, the
misclassification errors are only slightly influenced by the choice of p in the ML
subset selector, and are always lower than non-robust procedures. As expected,
the best prediction accuracy is obtained when p = 3, result that entirely agrees
with the one obtained by the forward selection algorithm via TBIC, as the very
same variables are selected for each simulation and, subsequently, the REDDA
classifier is fitted on the retained subset. Interestingly, the EDDA classifier cou-
pled with (non-robust) variable selection via either SelvarMix or SRUW shows
on average higher misclassification error than REDDA learned on the entire set
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Table 1: Average misclassification error, out of B = 100 MC repetition of the
simulated experiment, for the M = 5000 test data, varying variable selection
and model-based classification methods. Standard deviations reported in paren-
theses.
Method Misclass. Error Method Misclass. Error
ML subset (p=3) 0.0409 REDDA No Var Sel 0.051
(0.0026) (0.0026)
ML subset (p=6) 0.0455 SRUW 0.072
(0.0037) (0.0037)
ML subset (p=9) 0.0493 SelvarMix 0.0639
(0.0028) (0.0028)
TBIC 0.0409 EDDA No Var Sel 0.073
(0.0026) (0.0026)
of features. That is, the harmful effect of adulterated observations is increased
by the presence of noisy variables, also shown by the poor performance of EDDA
with no feature selection.
The present simulation study highlights how a very small percentage of at-
tribute and class noise may somewhat spoil a wrapper procedure, driving the
algorithm to include many more features than the truly relevant ones. That is,
when adulterated units are not properly dealt with, both feature identification
and classification may provide inappropriate results, with bias in the former
propagating to badly affect the derived classifier even further. Therefore, re-
placing standard methods with robust solutions seem paramount whenever it
is believed the considered dataset may contain some noisy units, especially in
high dimensional settings.
6 Application to MIR spectra: starches discrim-
ination
Chemometrics is a natural field of application for high-dimensional statistics,
as data recorded from chemical systems are complex in nature and generally
limited in terms of sample size. In particular, variable selection methods are
notably appealing for observations recorded by spectroscopic instruments: for
virtually continuous spectra the information contained in adjacent features is
often correlated, and thus the determination of a relevant subset of wavelengths
is desirable, prior to perform any subsequent analysis (Brown, 1992; Brench-
ley et al., 1997). Furthermore, data reduction simplifies results interpretation,
making future measurements simpler and cheaper (Indahl and Næs, 2004).
Spectroscopic data are recorded during a controlled experiment, and the
quality of both measurements and analysed substances is, in most cases, reli-
able. Nevertheless, calibration errors may appear during spectra collection, and,
moreover, for some delicate applications such as food authenticity, the raw mate-
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Figure 5: Mid infrared spectra of starches of four different classes, training set.
rial itself may be spoiled and/or adulterated (Reid et al., 2006). In this context,
therefore, variable selection methods that not only robustly identify relevant
wavelengths, but also recognize outliers and possibly fraudulent samples may be
particularly valuable to chemometricians. Motivated by a Mid-infrared (MIR)
dataset of the chemometrics challenge organized during the ‘Chimiome´trie 2005’
conference, the methodologies introduced in Section 4 are employed for perform-
ing high-dimensional classification and outlier detection.
6.1 Data
The considered datasets, described in Ferna´ndez Pierna et al. (2005); Ferna´ndez
Pierna and Dardenne (2007), include respectively N = 215 (training set) and
M = 43 (test set) MIR spectra of starches of four different classes, taken on a
Perkin-Elmer Spectrum 2000 FTIR spectrometer (Perkin Elmer Corporation,
Norwalk, CT, USA) between 4000 and 600 cm−1 at 1 cm−1 data interval. The
range between 2402 and 1901 cm−1 was removed from the spectra, so that a
total of P = 2901 absorbance measurements were then retained for the analysis.
A subset of the learning observations is displayed in Figure 5. In order to create
an extra difficulty to be tackled by the participants during the competition, four
outliers were included in the test set:
• Sample 2: a shifted version of unit 1, obtained by removing its first six
data points and appending six new variables at the end of the spectrum;
• Sample 4: a noisy version of unit 2, by generating Gaussian white noise
and adding it to the absorbance values of the sample;
• Sample 43: a modified version of unit 39, obtained by manually changing
a data point on the spectrum (wavelength 2456) to simulate a spike;
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• Sample 20: a modified version of unit 17, by adding a slope to its original
spectrum.
Therefore, the discrimination challenge held during ‘Chimiome´trie 2005’ con-
sisted in learning a classification rule from the training set to predict the labels
of the test units, whilst also performing adulteration detection on the latter.
In our experiment, we additionally include label noise by wrongly assigning the
last four units of the third group of starches to the fourth one: this accounts for
less than 2% of the entire training set. Classification results are reported in the
next Section.
6.2 Results
The discriminating problem described in the previous Section cannot be solved
by directly applying model-based classifiers, since N  P . To overcome this
issue, we make use of the robust wrapper variable selection methods introduced
in this article: such approaches provide a natural solution for dealing with con-
taminated high-dimensional data, and, as we will see, they can be further used
to identify the noisy units in the test set. We firstly run the stepwise greedy-
forward approach via TBIC (Section 4.1) with γ = 0.05: the procedure, out
of P = 2901, selects a total of only six relevant wavelengths: 1728 cm−1, 1682
cm−1, 1555 cm−1, 1502 cm−1, 997 cm−1 and 995 cm−1. Figure 6 displays the
generalized pairs plot for the selected variables. Motivated by the TBIC output
and by the results presented in the Simulation Study, we decided to retain a
slightly higher number of relevant variables in the ML subset selector, setting
the value of p to be equal to 9. In doing so, the ML subset selector estimates
the relevant subset F to be comprised of the following wavelengths: 998 cm−1,
1089 cm−1, 1223 cm−1, 1255 cm−1, 1311 cm−1, 1565 cm−1, 1647 cm−1, 1711
cm−1 and 1754 cm−1. A generalized pairs plot (Emerson et al., 2013) of such
subset is reported in Figure 7. Interestingly, the two approaches select entirely
different wavelengths as the most discriminative ones. Careful investigation of
this behavior shows high correlation between the variables selected by the two
methodologies, while the correlation reported by features within the same sub-
set is much lower. Clearly, in dealing with real datasets the separation between
relevant, irrelevant and redundant variables is much less apparent. Particularly
for spectroscopic data, highly correlated wavelengths often result in comparable
discriminating power, with no natural preference in terms of relevance. Never-
theless, it is worth noting that both methods chose wavelengths from the right-
hand side part of the spectrum, as it seems to delineate the highest separation
between the different starches, also by visual inspection of Figure 5.
A REDDA model with γ = 0.05 is employed to predict the class for the test
samples, using as predictors the variables retained by the TBIC and ML subset
selector, respectively. In both cases, units that present class noise in the training
set were correctly identified as such and not accounted for in the estimation
procedure. In addition, a Support Vector Machine with Gaussian radial kernel
(SVM) was also considered, as it was shown to be the best performing classifier
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Figure 6: Generalized pairs plot of the relevant variables selected by the stepwise
greedy-forward approach via TBIC. Starches dataset, training samples.
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Figure 7: Generalized pairs plot of the relevant variables selected by ML subset
selector with p = 9. Starches dataset, training samples.
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for this specific dataset (Ferna´ndez Pierna et al., 2005; Ferna´ndez Pierna and
Dardenne, 2007). Lastly, we replicate the second best solution proposed by one
of the contest participants: an ensemble method was constructed by combining
ROC, PLS and SVM predictions via majority vote on a subset of variables,
previously determined by a PLS model. Classification accuracy for the four
competing methods, considering test sets without modified units, is reported in
Table 2: the robust model-based classifiers show better results than the other
Table 2: Number of correctly predicted test samples and associated misclassi-
fication error for different methods. The test set without outliers has a total
sample size of M = 39.
REDDA REDDA SVM ROC+PLS+SVM
(TBIC) (ML subset) radial kernel
#correctly predicted 32 34 31 31
Misclassification error 0.179 0.128 0.205 0.205
solutions. The performance of the kernel and ensemble methods are negatively
impacted by the presence of the 4 mislabelled units in the training set: compare
results in Table 2 with the ones reported in Table 1 of Ferna´ndez Pierna and
Dardenne (2007), wherein the classifiers were trained on an uncontaminated
learning set. The relevant subsets retained by both robust variable selection
methods lead to similar results in terms of classification accuracy, with a slight
better performance when REDDA is fitted on the features identified by the
ML subset selector approach. As already pointed out in Ferna´ndez Pierna and
Dardenne (2007), the main source of error is due to the difficulties in separating
classes 1 and 2, as it is evident also in Figures 6 and 7.
We mentioned at the beginning of the Section that the REDDA method
can be effectively employed in performing outlier detection in the test set. Par-
ticularly, given the probabilistic assumptions that underlie the methodology,
for each test unit ym, m = 1, . . . ,M , we can compute its estimated marginal
density as follows:
pˆ(ym,Fˆ ; τˆ , µˆFˆ , ΣˆFˆ ) =
G∑
g=1
τˆgφ
(
ym,Fˆ ; µˆg,Fˆ , Σˆg,Fˆ
)
(22)
where Fˆ denotes either the relevant variables identified by the stepwise approach
with TBIC or by the ML subset selector, with parameters robustly estimated
via the REDDA model on the retained features. For both variable selection
approaches, the 3 observations ym with lowest value of (22) are units 2, 4 and
20; all of them were manually modified, as described in Section 6.1. The only
neglected outlier is unit 43: it was contaminated on a single wavelength that
was not identified as relevant by the variable selection methods. Nonetheless,
by using an impartial trimming approach, we are effectively able to identify 3
out of 4 adulterated units.
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In this Section, we have shown that the proposed noise-resistant variable
selection approaches, coupled with robust discriminant analysis, can be effec-
tively employed in performing high-dimensional classification in an adulterated
framework. Even though being notably noise tolerant, powerful classifiers such
as Support Vector Machine provide lower classification accuracy when a small
percentage of class noise is present in the training set. In addition, after pa-
rameters have been robustly estimated, our proposal can be used to recognize
possible adulterated units in the test set. All in all, an automatic methodol-
ogy that performs robust feature detection, parameters estimation and outlier
identification may become beneficial in chemometrics, easing both pre and post
processing steps of complex spectroscopic analyses.
7 Concluding Remarks
In the present manuscript we have introduced two wrapper variable selection
methods, resistant to outliers and label noise. We have shown that by means
of these approaches we can effectively perform high-dimensional discrimination
in an adulterated scenario. The first wrapper method embeds a robust model-
based classifier within a greedy-forward algorithm, validating stepwise inclusion
and exclusion of variables from the relevant subset via a robust information crite-
rion. Theoretical justification that corroborates the procedure is also discussed.
The second wrapper method resorts to the theory of maximum likelihood and
irrelevance, defining an objective function in which the subset of relevant vari-
ables is regarded as a parameter to be estimated. A dedicated algorithm for
MLE within a Gaussian family of patterned models has been developed, and
practical implementation issues have been considered. Further, pros and cons of
the two novel procedures have been discussed. A simulation study has been de-
veloped for assessing the effectiveness of our proposals in recovering the true dis-
criminative features in a contaminated scenario, comparing their performances
against well-known variable selection criteria. The novel methods have then
been successfully applied in solving a high-dimensional classification problem
of contaminated spectroscopic data. High discriminating power has been ex-
hibited by the final models, whence the identification of the wrongly labeled
and/or adulterated observations is derived as a by-product of the estimation
procedures.
An open point for further research regards the extension of the fully super-
vised framework outlined here to the adaptive one, where unobserved classes in
the test set need also to be discovered, embedding the resulting semi-supervised
procedure within a robust variable selection approach. In addition, careful inves-
tigation will be devoted to the development of a methodology that automatically
assesses the contamination rate present in a sample, as the a-priori specifica-
tion of the trimming level still remains an open issue in this field, particularly
delicate for high-dimensional data.
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A Further aspects for the robust stepwise greedy-
forward approach via TBIC
In this Section we retrieve the ML estimates for the grouping and no grouping
structures in the robust stepwise greedy-forward approach (Section 4.1), by
means of the spurious outliers model specification.
Grouping Model
The log-likelihood function of the spurious outliers model under the grouping
structure is:
`(N , τ cp,µcp,Σcp) =
N∑
n=1
qn
G∑
g=1
lng log
(
τ cpg φ(x
c
n, x
p
n;µ
cp
g ,Σ
cp
g )
)
+
+
N∑
n=1
(1− qn) logw(xcn, xpn, ln;ψn)
(23)
to be maximized with respect to {N , τ cp,µcp,Σcp}. The problem then reads:
max
N∈D(N)
[
max
τcp,µcp,Σcp
N∑
n=1
qn
G∑
g=1
lng log
(
τ cpg φ(x
c
n, x
p
n;µ
cp
g ,Σ
cp
g
)
+
+ max
ψ1,...,ψN
N∑
n=1
(1− qn) logw(xcn, xpn, ln;ψn)
]
.
(24)
By property (15), any configuration that maximizes the first addend in (24) also
maximizes the second one. For a fixed partition N ∈ D(N), the MLE for the
first quantity are given by:
τˆ cpg =
∑N
n=1 qnlng
dN(1− γ)e g = 1, . . . , G
µˆcpg =
∑N
n=1 qnlng(x
c
n, x
p
n)∑N
n=1 qnlng
g = 1, . . . , G.
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Estimation of Σcpg depends on the considered patterned model, details are given
in Bensmail and Celeux (1996). Operatively, the final estimates are obtained
via a REDDA model fitted on xcn, x
p
n, see Section 3.
No grouping Model
The log-likelihood function of the spurious outliers model under the no grouping
structure is:
`(D, τ c,µc,Σc, α,β, σ2) =
N∑
n=1
qn
G∑
g=1
lng log
[
τ cgφ(x
c
n;µ
c
g,Σ
c
g)
]
+
+
N∑
n=1
qn log
[
φ(xpn;α+ β
′
xrn, σ
2)
]
+
+
N∑
n=1
(1− qn) logw(xcn, xpn;ψn)
(25)
to be maximized with respect to {N , τ c,µc,Σc, α,β, σ2}. The problem then
reads:
max
N∈D(N)
[
max
τc,µc,Σc
N∑
n=1
qn
G∑
g=1
lng log
[
τ cgφ(x
c
n;µ
c
g,Σ
c
g)
]
+
+ max
α,β,σ2
N∑
n=1
qn log
[
φ(xpn;α+ β
′
xrn, σ
2)
]
+
+ max
ψ1,...,ψN
N∑
n=1
(1− qn) logw(xcn, xpn, ln;ψn)
]
.
(26)
By property (15), any configuration that maximizes the sum of the first and
second term in (26) also maximizes the third one. For a fixed partition N ∈
D(N), the first two quantities can be separately maximized, leading to the
following MLE
τˆ cg =
∑N
n=1 qnlng
dN(1− γ)e g = 1, . . . , G
µˆcg =
∑N
n=1 qnlngx
c
n∑N
n=1 qnlng
g = 1, . . . , G.
for the former term, where as usual Σˆcg depends on the considered patterned
model. ML estimates for the regression coefficients are obtained solving the
following minimization problem:
min
α,β
N∑
n=1
qn(x
p
n − α− β
′
xrn)
2 (27)
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which is very similar to the least trimmed squares method (Rousseeuw, 1984).
Lastly, the variance is estimated as follows:
σˆ2 =
1
dN(1− γ)e
N∑
n=1
qn(x
p
n − αˆ− βˆ
′
xrn).
Operatively, the MLE for (25) are obtained combining a REDDA model on xcn
with a robust linear regression of xpn on x
r
n. The discriminating function in (12)
is used to determine the subset of untrimmed units on which to compute the
estimates defined above, iterating the algorithm until the same observations are
discarded in two consecutive steps. Lastly, at each iteration, similarly to what
performed in clustvarsel (Scrucca and Raftery, 2018), the subset of variables
xrn is determined with the bicreg function in the BMA R package (Raftery et al.,
2018).
B Further aspects for the ML subset selector
approach
This final Section discusses the computational details of the algorithm used
for fitting the ML subset selector, whose main steps are reported in Section
4.2. For achieving flexibility, parsimony and computational speed, the family of
patterned models based on the eigenvalue decomposition in (3) of Bensmail and
Celeux (1996) is considered. Particularly, we adopt the three-letter identifier
used in the mclust software for naming the models, where the volume, shape
and orientation can be either equal (E) or different (V) across groups, with full
(**E, **V), diagonal (**I) or spherical (*II) components: we refer to Scrucca
et al. (2016) for the complete details. Let us further introduce the following
notations: for a d × d matrix A, diag(A) denotes the d × d diagonal matrix
whose diagonal entries are the same of the matrix A. Lastly, A(i, j) denotes
the scalar entry at the ith row and jth column of the matrix A.
Computational details on the M-step
As previously mentioned, we refer the reader to Bensmail and Celeux (1996)
for a complete treatment on the estimation of Σg, g = 1, . . . , G under the 14
covariance structures. Conditioning on the chosen model, the estimation of the
pooled covariance matrix Σ has the following form:
• Ellipsoidal:
Σˆell =
1
dN(1− γ)e
N∑
n=1
ζ(xn)
[
(xn − µˆ)(xn − µˆ)′
]
for EEE, VEE, EVE, EEV, VVE, VEV, EVV and VVV models
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• Diagonal:
Σˆdiag = diag(Σˆell)
for EEI, VEI, EVI, VVI models.
• Spherical:
Σˆ =
1
P
P∑
d=1
Σˆdiag(d, d)IP
for EII, VII models
Computational details on the S-step
The S-step involves a discrete structure optimization, where we seek to deter-
mine the set of p variables that minimizes (21). Solving the problem by exhaus-
tive enumeration is feasible only when
(
P
p
)
is not too large, sadly it is rarely
the case in a high-dimensional setting. Thus, the considered implementation
relies on a stochastic algorithm for fixed-size subset selection, by means of the
kofnGA R package (Wolters, 2015). Nonetheless, for specific patterned struc-
tures, simpler form of the objective function may be derived: see the following
sections.
EEE model
For the homoscedastic model (EEE), (21) simplifies as follows:
h(F ) = log det ΣˆEEE,F − log det Σˆell,F (28)
where
ΣˆEEE,F =
1
dN(1− γ)e
G∑
g=1
nˆg
N∑
n=1
ζ(xn)
[
(xn,F − µˆg,F )(xn,F − µˆg,F )′
]
and
nˆg =
∑N
n=1 ζ(xn)lng
dN(1− γ)e .
It is nevertheless computationally efficient to derive ΣˆEEE for the full dimension
P at once and to extract the sub-matrix ΣˆEEE,F when needed.
VVI model
For the heteroscedastic diagonal model (VVI), (21) simplifies to:
h(F ) =
∑
k∈F
G∑
g=1
τˆg log
Σˆg(k, k)
Σˆdiag(k, k)
(29)
for which Fˆ is the set of the indices k with the p smallest sums
∑G
g=1 τˆg log
Σˆg(k,k)
Σˆdiag(k,k)
.
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EEI model
For the homoscedastic diagonal model (EEI), (21) reads:
h(F ) =
∑
k∈F
log
ΣˆEEI(k, k)
Σˆdiag(k, k)
(30)
with
ΣˆEEI =
1
dN(1− γ)e
G∑
g=1
nˆgdiag
(
N∑
n=1
ζ(xn)
[
(xn,F − µˆg,F )(xn,F − µˆg,F )′
])
.
In this case, Fˆ is the set of the indices k with p smallest quotients ΣˆEEI(k,k)
Σˆdiag(k,k)
.
Computational details on the T-step
When the full dimension P is large, it may occur that ΣˆEˆ|Fˆ is not of full rank.
In this case, it is still possible to estimate a singular normal distribution on a
subspace of the set Eˆ of irrelevant variables. The associated density will then
be:
(2pi)−k/2(∏K
k=1 ωk
)1/2 exp{−12(xn,Eˆ − GˆEˆ|Fˆxn,Fˆ − µˆEˆ|Fˆ )′Σˆ−Eˆ|Fˆ (xn,Eˆ − GˆEˆ|Fˆxn,Fˆ − µˆEˆ|Fˆ )
}
(31)
where Σˆ−
Eˆ|Fˆ is the g-inverse of ΣˆEˆ|Fˆ and ω1, . . . , ωK are the non-zero eigenvalues
of ΣˆEˆ|Fˆ .
Models comparison
As a final remark, we mention the possibility of developing a procedure for
automatically choosing the best model within the 14 parsimonious structures
in the ML subset selector approach. One could rely on a BIC-like criterion
(Schwarz, 1978), penalizing twice the final maximized trimmed log-likelihood
by the number of estimated parameters and untrimmed observations, retaining
the model that presents the highest value. However, this would rapidly increase
the computational time needed for performing the analysis. For this reason,
in both the simulation study and in the application, a VVV model only was
considered when fitting the ML subset selector approach.
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