We prove universal approximation theorems of neural networks in L p (R × [0, 1] n ), under the conditions that p ∈ (1, ∞) and that the activiation function belongs to a monotone sigmoid, relu, elu, softplus or leaky relu. Our results generalize corresponding universal approximation theorems on [0, 1] n .
Introduction
The universal approximation theorem in the mathematical theory of artificial neural networks was established by Cybenko [3] , with various versions and different proofs contributed by Hornik-Stinchcombe-White [5] and Funahashi [4] . This classical theory treats the approximation of continuous functions as well as L p integrable functions defined on compact sets.
Some authors, such as [7] and [1] , have studied the approximation capabilities of neural networks in C(R n ) which is the space of contintous functions of R n vanishing at the infinity. Hornik [6] has studied the approximation capabilities of neural networks in L p (R n , µ), with respect to a finite input space enviroment measure µ.
Regarding L p approximation on unbounded domains with respect to its Lebesgue measure, recently Qu and Wang have proved in [11] that an artificial neural network with a single hidden layer and logistic activation is a universal approximator of L 2 (R × [0, 1] n ).
It has been pointed out in [11] that there is a connection between the universal approximation theory of L p (R × [0, 1]) and the management of tail risks in option pricing models. The authors of [11] showed by experiments that in the design of a option price learning model, a decision function that fits into the approximation capability of networks in L 2 (R×[0, 1]) yields faster learning and better generalization performance. A further study of L p approximation capabilities of neural networks on unbounded domains is not only of value in theory but also of practical applications.
The main result of this paper is Theorem 3.1. Which implies as corollaries that an artificial neural network with a single hidden layer is a universal approximator of L p (R × [0, 1] n ), assuming that p ∈ (1, ∞) and that the activiation function belongs to a monotone sigmoid, relu, elu, softplus or leaky relu. All results extends straigtforwardly to the case of L p (R × K), where K is a compact set in R n .
The organization of this article is as follows. In section 2 we recall some basic facts from the theory of temperate distributions and Fourier analysis. In section 3 we prove Theorem 3.1 which demonstrates that the universal approximation capacity in L p (R × [0, 1] n ) is equivalent to the universal approximation capacity in L p (R). In section 4 we discuss the universal approximation capacity of networks with bounded, eventually monotone activation functions. In section 5 we discuss the universal approximation capacity of networks with relu and other popular unbounded activation functions.
Temperate distribution and Fourier analysis
If f ∈ L 1 (R n ) then its Fourier transform f is a bounded continuous function with the integral form
By S (R n ) we denote the Schwartz space on R n :
The vector space S with the natural topology given by the sminorms || · || α,β is a Frechet space. Let S ′ be the space of temperate distributions which is the dual of S . If µ ∈ S then the Fourier transform u is defined by
For p ∈ (1, ∞), the identity mapping of S into L p is continuous, so are the naural map S → S ′ and L p → S ′ ([10][p.135]). To make Cybenko's strategy working in our case we need to show that certian h ∈ L q (R n )(q ∈ (1, ∞)) is zero. Because that Fourier transformation is an isomorphism of S ′ ([10][Theorem IX.2]), it suffices to show that h = 0.
Let D(X) be the space of C ∞ functions on X with compact support, we shall use the fact that
Main theorem
The closure of a subset S of a metric space is denoted by S. The canonical Lebesgue measure on R m will be denoted by λ m . In this section we shall prove that for p ∈ (1, ∞) neural networks are universal approximators in L p (R × [0, 1] n ) if and only if they are universal approximators in L p (R).
Proof. Write K = [0, 1] n and q = p/(p − 1). If our theorem is not true then by Hahn-Banach Theorem there exists nonzero u ∈ L p (Ω) * such that u(ϕ) = 0 for all
and we have ||u|| = ||h|| L q (Ω) .
Let y = (y 0 , y 1 ) be a point in R × R n that satisfies y 0 = 0 and let γ ∈ L p (R), we define γ y be the function x ∈ Ω → γ( y, x ) ∈ R and claim that γ y ∈ L p (Ω). This follows from change of variables through t 0 = y,
We claim the following stronger fact holds: if y 0 = 0 and γ ∈ L p (R) then
From this we have
We identify u ∈ L p (Ω) * as an element of S ′ by assigning ϕ ∈ S → u(ϕ · 1 Ω ), and we define elements u k of S ′ by setting ϕ ∈ S → u(ϕ · 1 Ω k ). With respect to the topology of S ′ we have lim k→∞ u k = u and therefore lim k→∞ u k = u.
It is clear that
As u k is represented by h k , the Fourier transform u k of u k satisfies: for ϕ ∈ S
Given a compact set K ⊂ R + × R n we set
and for any z = (z 0 , z 1 ) ∈ K we set
By the compactness of K and K it is easy to show that z∈K X ± z,k is compact. It is also clear that for any pair of k 1 , k 2 , we have the following
Consequently
For all z ∈ K, k ∈ N + and α ∈ L ∞ (R), we define α k = 1 z,Y z,k · α which satisfies α k ∈ L p (R) and therefore u(α z k ) = 0. If a point ω ∈ Ω satisfies z, ω ∈ z, Y z,k , then by definition there exists v ∈ Ω k \ X z,k such that z, ω = z, v . We claim that ω ∈ Ω k . If it is not the case, by convexity of K the straight line connecting ω and v intersects with {±k} × K at some point v ′ . We have z, v ′ = z, ω = z, v . By definition of X z,k we have v ∈ X z,k which contradicts to the fact that v ∈ Ω k \ X z,k . Hence we have proved the following
The converse of the above relation follows trivially
Take α(y) = e −2πiy and apply the above equality then we have
For any such ψ and any ǫ > 0 there exists N K,ψ,ǫ such that for all k > N K,ψ,ǫ and z ∈ K we have As D(R + × R n ) ⊕ D(R − × R n ) is dense in L p (R n+1 ), u = 0 and therefore u = 0. Which contradicts to our assumption.
Bounded activation functions
We call a function φ : R → R eventually (essentially) monotone if there exists c > 0 such that φ is (essentially) monotone on (c, ∞) as well as on (−∞, −c), and we call φ eventually k differentiable if there exists c > 0 such that φ is k differentiable on (c, ∞) as well as on (−∞, −c).
The following lemma generalizes [4] [Lemma 1] from monotone functions to eventually monotone ones. This generalization is partially motivated by elu, a popular activation function proposed in [2] . In section 5 we shall see that the notion of eventually monotone is convenient for investigating approximation capabilites of elu. 
Proof. Without loss of generality we suppose lim 
Therefore for all θ ∈ (0, ∞) and
Similar arguments apply to the case that θ < 0. This proves our lemma. 
This lemma together with Theorem 3.1 lead to 
Unbounded activation functions
Traditionaly activation functions employed in neural networks were bounded functions such as sigmoids and rbf. Recently unbounded activation functions particularly relu [8] becomes very popular. In this section for p ∈ (1, ∞) and for many popular unbounded activation functions we shall prove that their corresponding neural networks are universal approximators in L p (R × [0, 1] n ).
Lemma 5.1. Let n ∈ N + and let φ : R → R be an eventually n differentiable function. If φ (n) is eventually monotone then ∆ n [φ] is eventually monotone.
Proof. This follows from the fact that for large |x| we have (1) relu: φ(x) = |x| + ,
softplus: φ(x) = log(e x + 1),
where in elu α ∈ (0, ∞) and in leaky relu α ∈ (−∞, 1) ∪ (1, ∞), then
Proof. If φ falls into any of above cases, then φ ′ is eventually monotone. According to previous lemma ∆ 1 [φ] is also eventually monotone. Moreover in each case the limit of ∆ 1 [φ] at infinity satisfies (2) elu: φ(x) = α(e x − 1) · 1 (−∞,0] + x · 1 (0,+∞) ,
(3) softplus: φ(x) = log(e x + 1), (4) leaky relu: φ(x) = αx · 1 (−∞,0] + x · 1 (0,+∞) , where in elu α ∈ (0, ∞) and in leaky relu α ∈ (−∞, 1) ∪ (1, ∞), then Σ n+1 (φ) ∩ L p (Ω) = L p (Ω).
