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We apply the complex Langevin (CL) method to a chiral random matrix theory (ChRMT) at
non-zero chemical potential and study the nearest neighbor spacing (NNS) distribution of the Dirac
eigenvalues. The NNS distribution is extracted using an unfolding procedure for the Dirac eigen-
values obtained in the CL method. For large quark mass, we find that the NNS distribution obeys
the Ginibre ensemble as expected. For small quark mass, the NNS distribution follows the Wigner
surmise for correct convergence case, while it follows the Ginibre ensemble for wrong convergence
case. The Wigner surmise is physically reasonable from the chemical potential independence of the
ChRMT. The Ginibre ensemble is known to be favored in a phase quenched QCD at finite chem-
ical potential. Our result suggests a possibility that the originally universal behavior of the NNS
distribution is preserved even in the CL method for correct convergence case.
PACS numbers: 11.15.Ha,12.38.Gc
I. INTRODUCTION
The complexification of field theories has attracted re-
cent attention in the context of solving the sign problem.
The complex Langevin (CL) method [1–3] and the Lef-
shetz thimble (LT) method [4–6] rely on the complexifica-
tion of dynamical variables of the system. Although they
are hopeful candidates as a solution for the sign problem,
there are still some controversies over their feasibility or
practicality. One of the difficulties lies in the lack of
knowledge of complexified theories, which we would like
to address in this work.
The Langevin method is based on the stochastic quan-
tization [7]. As for real actions, the Langevin method
is ensured to produce correct results in an infinitely
large Langevin-time limit, where the probability distri-
bution of dynamical variables approaches to the Boltz-
mann weight as indicated in the eigenvalue analysis of
the Fokker-Planck equation, e.g. see Refs. [8, 9]. As
for complex actions [1, 2], observables in the CL method
sometimes converge to wrong results. Recently, Aarts et
al. showed that the CL method can be justified if some
conditions are satisfied [10, 11]. Possible reasons of its
breakdown are the spread of CL configurations in the
complexified direction in the complex plane of field vari-
ables [10, 11] and singular drift terms of CL equations
[12–14].
A new method, which is referred to as the gauge cool-
ing, has been proposed to suppress the spread of configu-
rations in the imaginary direction by using the complex-
ified gauge invariance [3, 15, 16]. It was shown that the
method reproduces correct results of physical observables
in some cases [3]. Later, the gauge cooling method is jus-
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tified in Ref. [17], and extended to theories that have a
global symmetry with sufficiently large number of gen-
erators [18]. In addition, it was found in Ref. [12] that
the singular drift problem occurred in a chiral random
matrix theory (ChRMT), where complex eigenvalues of
the fermion matrix touch the origin at non-zero chemical
potential. Here the fermion matrix is given as D + m
with a Dirac operator D. Zero modes of the fermion ma-
trix cause a singularity in a drift term of the Langevin
equation. Such a singularity originates from the loga-
rithmic term in the effective action, which is expected
to occur for fermionic theories quite in general. Moll-
gaard and Splittorff pointed out that a suitable param-
eterization of dynamical variables solves this problem in
the ChRMT [19]. They showed that the fermion matrix
eigenvalues are well localized, deviating from the origin,
and the simulation converges to the correct result. It
was also shown in Ref. [18] that the gauge cooling can be
extended to the singular drift problem by using suitable
norms.
With regard to the convergence problem, it is inter-
esting to focus on universal quantities to understand if
the CL method converges correctly. The CL method can
reproduce correct results of the universal quantities that
are defined as holomorphic quantities if the conditions
for justification are satisfied [10, 11]. On the other hand,
it is unclear if the CL method can reproduce physical
results for non-holomorphic quantities. However, it may
be natural to expect that the original universality is pre-
served for the correct convergence cases as in one classical
thimble calculation in the LT method [20].
The nearest neighbor spacing (NNS) distribution is one
of the universal quantities which reflect the correlations
of the fermion matrix eigenvalues and the property of the
matrix. The NNS distribution has been investigated in
the phase quenched QCD at zero and non-zero chemical
potential by using MC simulations [21]. They showed
that the NNS distribution obeys some kinds of distri-
butions: the Ginibre, Wigner, and Poisson distributions,
2depending on the system and the strength of the eigen-
value correlations. We note that the NNS distribution is
obtained from the density of the fermion matrix eigenval-
ues and it is not a holomorphic quantity [22]. This fact
implies that the distribution obtained in the CL method
does not necessarily reproduce the NNS distribution in
the original theory [18]. However, the Dirac eigenvalues
are closely related to the convergence property of the CL
method, and the NNS distribution is a universal quan-
tity obtained from Dirac eigenvalues. Therefore, it can be
valuable to investigate the universal behavior of the NNS
distribution of the Dirac eigenvalues in the CL method
deeply to understand the complexified theory.
We conjecture that the NNS distribution can repro-
duce physical results in the CL method even though it
is non-holomorphic. This conjecture may be natural if
the NNS distribution reflects the properties of the crit-
ical points (or saddle points) owing to its universality.
Since the Dirac eigenvalues can depend on the choice of
the convergence properties of the CL method [19], then
at least we can expect that the convergence property of
the CL method also affect the NNS distribution. In the
CL simulations, configurations fluctuate around a clas-
sical flow and locate around some critical points. The
different convergence properties indicate that the config-
urations locate around different critical points. Then, we
expect that the underlying universality at each critical
point can be different in the two cases with the correct
and wrong convergences in ChRMT [12, 19].
In this work, we investigate the NNS distributions of
the ChRMT in the CL method, where we employ two
parameterizations based on Refs. [12, 19]: one leads to
correct convergence and the other leads to wrong one.
Our purposes are following: (I) analyzing what happens
in the wrong and correct convergent cases in the NNS
distribution and (II) comparing the CL result with the
previous MC expectations for the NNS distribution.
This paper is organized as follows. In the next section,
we define the ChRMT and introduce the two parameteri-
zations. In Sec. II, we introduce the CL method. We also
explain the procedure for calculating the NNS distribu-
tion with complex eigenvalues [21] in Sec. III. In Sec. IV,
we give results on the NNS distribution and discussions
of them. Sec. V is devoted to a summary.
II. CHIRAL RANDOM MATRIX THEORY
A. Two types of representations
In this work, we study the ChRMT introduced in
Ref. [23] in two types of the representation: first one is
used in Ref. [12], and the second one is used in Ref. [19].
Those two representations are equivalent under the linear
transformation of dynamical variables before complexifi-
cation [24]. In both cases, we describe originally complex
dynamical variables in the polar coordinate.
Throughout this work, we consider only the case of
zero topological-index and of two flavor Nf = 2. The
partition function of the ChRMT is given as
Z =
∫
dΦ1dΦ2(det(D +m))
Nf e−N Tr (Φ
†
1
Φ1+Φ
†
2
Φ2)
=
∫
dΦ1dΦ2 exp(−S) . (1)
Φ1,2 are N ×N complex matrices.
Representation (I): Hyperbolic type
First, we consider the following case, where the action
and the Dirac operator are
S = NTr[Φ†1Φ1 +Φ
†
2Φ2]−NfTr log(G−1) , (2)
D(µ) +m =
(
0 X
Y 0
)
+m , (3)
here G−1 = m2−XY . The X and Y are complex N×N
matrices,
X ≡ i cosh(µ)Φ1 + sinh(µ)Φ†2 , (4)
Y ≡ i cosh(µ)Φ†1 + sinh(µ)Φ2 . (5)
We call this parameterization hyperbolic (Hyp) represen-
tation below. Here, elements of the random matrices, Φ1
and Φ2, are originally complex, and can be parameter-
ized in terms of two real variables. In the present study,
we employ the polar coordinate [19], where
(Φ1)ij = r1,ije
iθ1,ij , (Φ2)ij = r2,ije
iθ2,ij , (6)
for i, j = 1, · · · , N . The matrices X and Y are given as
Xij = i cosh(µ)r1,ije
iθ1,ij + sinh(µ)r2,jie
−iθ2,ji , (7)
Yij = i cosh(µ)r1,jie
−iθ1,ji + sinh(µ)r2,ije
iθ2,ij . (8)
The action is rewritten as
S =−
∑
i,j
(log(r1,ij) + log(r2,ij))
−Nf log det(G−1) +N
∑
i,j
(
r21,ij + r
2
2,ji
)
. (9)
Representation (II): Exponential type
Next, we consider the other parameterization used in
Ref. [19] as
X ≡eµΦ1 − e−µΦ†2 , (10)
Y ≡− e−µΦ†1 + eµΦ2 . (11)
The action is given by
S = 2NTr[Φ†1Φ1 +Φ
†
2Φ2]−NfTr log(G−1). (12)
This parameterization is referred to as Exponential (Exp)
representation below. We also use the polar coordinate
in this representation.
3The two representations are equivalent under a linear
transformation [19, 24]. Note that the CL method is ap-
plied to the ChRMT with the Hyp representation and
with the Cartesian coordinate in Ref. [12], while it is ap-
plied to the ChRMT with the Exp representation and
with the polar coordinate in Ref. [19]. In this work, we
adopt the polar coordinate both for the two represen-
tations. We will confirm that only the case of the Exp
representation reproduces the correct results if the mass
of quark is small at non-zero quark chemical potential.
B. Langevin equations and drift terms
Now, we apply the Langevin equation to
the originally real variables in the system
ϕk ∈ {r1,ij , r2,ij , θ1,ij , θ2,ij | i, j = 1, · · · , N, (i, j ∈ Z)}.
∂ϕk(τ)
∂τ
= −∂S[ϕ]
∂ϕk
+ ηk(τ) , (13)
where τ is the Langevin time. The Gaussian noise, ηk, is
normalized as 〈ηk(τ)〉 = 0 and 〈ηk(τ)ηl(τ ′)〉 = 2δklδ(τ −
τ ′). Since the action is complex at µ 6= 0, those variables
are extended to complex r1, r2, θ1, θ2 ∈ R → C. In this
paper, we use the real Gaussian noise ηk ∈ R and the
adaptive step size method [25–27]. We explicitly show
the drift terms in the Hyp representation in Sec. A, and
those in the Exp representation were shown in Ref. [19].
In the numerical simulation, we define the discretized
Langevin equation
ϕk(τ + dτ) = ϕk(τ) + dτ
(
−∂S[ϕ]
∂ϕk
)
+
√
dτ ηk(τ). (14)
In the adaptive stepsize method in Ref. [27], we can
adopt an average value of a maximum drift term at each
Langevin time before the thermalization time τth,
〈Kmax〉th =
1
Nth
τth∑
τ ′=0
Kmax(τ ′) , (15)
where Kmax(τ ′) = maxk,ϕ=r1,r2,θ1,θ2 |ϕk(τ ′)| and Nth =
τth/dτ is the number of configurations until the thermal-
ization time, τth. After the thermalization time, we adopt
an adaptive stepsize at each Langevin time as
ǫτ = min(dτ, dτ 〈Kmax〉th /Kmax(τ)) , (16)
and then the CL equation is given as
ϕk(τ + ǫτ ) = ϕk(τ) + ǫτ
(
−∂S[ϕ]
∂ϕk
)
+
√
ǫτηk(τ) . (17)
III. NEAREST NEIGHBOR SPACING
DISTRIBUTION
In order to obtain the nearest neighbor spacing (NNS)
distributions, we need a procedure so called unfold-
ing. We follow the unfolding procedure introduced in
Ref. [21].
1. Unfolding procedure with complex eigenvalues
First, we define the density of Dirac eigenvalues as
ρ(x, y) =
〈∑
k
δ(2)(z − zk)
〉
, (z = x+ iy) (18)
where 〈· · ·〉 denotes an ensemble average and zk is
an eigenvalue of the Dirac operator D(µ) |zk〉 =
zk |zk〉 , (k = 1, · · · 2N). Due to the property of the Dirac
operator {γ5, D(µ)} = 0, the eigenvalues appear as ±z
pair [28]. The density of the Dirac eigenvalue ρ(x, y) is
non-holomorphic [22].
In order to obtain the fluctuation part of the eigenvalue
density, we rewrite ρ(x, y) as
ρ(x, y) = ρave(x, y) + ρfluc(x, y) , (19)
where ρave and ρfluc are the average part and the fluc-
tuation part of the eigenvalue density, respectively. We
consider a map
z′ = x′ + iy′ = u(x, y) + iv(x, y) , (20)
where we impose a condition that the average eigen-
value density is unity for any points on the new co-
ordinate, namely ρave(x
′, y′) = 1. It immediately fol-
lows from the probability conservation condition that
ρave(x
′, y′)dx′dy′ = dx′dy′ = ρave(x, y)dxdy [21]. On the
other hand, it follows from Eq. (20) that dx′dy′ = Jdxdy,
where J = |∂(x′, y′)/∂(x, y)| is the Jacobian of the co-
ordinate transformation. Combining the two relations
implies that the ρave(x, y) is nothing but the Jacobian,
i.e.,
ρave(x, y) = |∂xu∂yv − ∂xv∂yu| . (21)
u(x, y) and v(x, y) are not determined uniquely only from
this condition. We choose y′ = v(x, y) = y, which re-
duces Eq. (21) to ρave(x, y) = ∂xu [21]. The real part of
eigenvalues is expressed as
x′ = u(x, y) =
∫ x
−∞
dtρave(t, y) ≡ Nave(x, y) , (22)
where Nave(x, y) is the average part of the cumulative
spectral function N(x, y) [29], which is given as
N(x, y) = Nave(x, y) +Nfluc(x, y) . (23)
In order to obtain the cumulative spectral function
numerically, we first divide the complex plane in the
y-direction, where each strip has a width dy. In the
ChRMT, a spacing between two adjacent eigenvalues is
of an order O(1/N) [30]. We choose the width dy so that
it is bigger than this magnitude: dy = 0.1 at N = 20,
for example. If we adopt too small dy, there are few
eigenvalues in a given strip. Then, we calculate N(x, y)
for each strip. In our calculations, we derive the average
cumulative spectral function by fitting Nave with a low
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FIG. 1: The cumulative spectral function N(x, y) (histogram)
and its average part Nave(x, y) (solid line) as a function of x
at N = 20, m˜ = 2, and µ˜ = 3 in the Exp representation.
They are obtained from eigenvalues included in a strip around
y = 0. The top and bottom panels are obtained with a cubic
function and a quintic function, respectively.
order polynomial as in Ref. [21]. Then, we adopt a suffi-
ciently small bin size for x to fit Nave appropriately. We
use a quintic polynomial throughout this paper, but the
validity of the fitting procedure is checked by comparing
results with the quintic and cubic polynomials. In Fig. 1,
we show Nave(x, y) obtained from the cubic polynomial
(top panel), and from the quintic polynomial (bottom
panel). We find that the NNS distribution is quantita-
tively insensitive to the choice of the fitting functions,
which will be shown in Appendix B.
To illustrate the unfolding procedure, we show Dirac
eigenvalues at N = 20, m˜ = 2, and µ˜ = 3 obtained
with various ensembles at late Langevin times in Fig. 2
where m˜ = Nm and µ˜ =
√
Nµ. As in Ref. [19], the
width of Dirac eigenvalues in the Exp representation de-
creases along the real axis compared with that in the Hyp
representation. The right panel shows the Dirac eigen-
values after the unfolding. The unfolded distribution is
apparently consistent with the distribution obtained in
the phase quenched QCD [21].
FIG. 2: Dirac eigenvalues at N = 20, m˜ = 2, and µ˜ = 3
before unfolding procedure (left panel) and after unfolding
procedure (right panel). They are obtained from configura-
tions in late Langevin time.
2. Nearest Neighbor spacing distribution with complex
eigenvalues
In order to derive the NNS distribution from complex
eigenvalues, we need to introduce the NNS, s. There is
an ambiguity to define s for the complex eigenvalues. We
adopt si(τ) = minj
∣∣z′i − z′j∣∣ for i = 1, · · · , 2N using un-
folded eigenvalues at Langevin time τ [21]. We construct
the distribution p(s) of si(τ) for (i = 1, · · · , 2N), where
we use all the configurations in late Langevin time with
a certain interval.
The NNS distribution P (s) is defined so that it satisfies
two conditions
∫
dsP (s) = 1 and
∫
dssP (s) = 1. In order
to satisfy these conditions, we use the normalization and
rescaling of s [21]: supposing that the first moment of the
distribution is c =
∫∞
0
dssp(s) with 1 =
∫∞
0
dsp(s), the
new distribution is defined by P (s) = cp(cs). Once the
distribution satisfies the two conditions, we can compare
the distribution obtained in the present work with some
typical distributions.
3. Reference NNS distributions
Here, we explain three typical NNS distributions,
which are used as references to understand numerical re-
sults obtained from CL simulations.
At µ = 0, the Dirac operator is anti-Hermitian, and its
eigenvalues are pure imaginary. The NNS distribution in
the chiral unitary ensemble of RMT follows the Wigner
surmise [21, 29, 31]
PW (s) =
32
π2
s2e−4s
2/pi. (24)
It is expected that the NNS distribution in this work also
follows the Wigner surmise. We will discuss the mass
dependence in Sec. IV.
On the other hand, at µ 6= 0, the Dirac operator is no
more anti-Hermitian, and its eigenvalues are generally
complex. If the real and imaginary part of eigenvalues
have approximately the same average magnitude, then
the system is described by the Ginibre ensemble [32] of
non-Hermitian RMT [21, 32]. In this case, the NNS dis-
5tribution is given by
PG(s) = cp(cs), (25)
p(s) = 2s lim
N→∞
[
N−1∏
n=1
en(s
2)e−s
2
]
N−1∑
n=1
s2n
n!en(s2)
, (26)
where en(x) =
∑n
m=0 x
m/m! and c =
∫∞
0 dssp(s) [21,
33]. In this paper, we use N = 2000 in Eq. (26) as a
reference distribution.
For uncorrelated eigenvalues, the NNS distribution fol-
lows the Poisson distribution. On the complex plane, the
Poisson distribution is given by [33]
PP (s) =
π
2
se−pis
2/4. (27)
IV. RESULTS AND DISCUSSION
In this section, we show numerical results obtained
from the CL simulations. Our numerical set up is as
follows. We consider the ChRMT with zero topological
index ν = 0, N = 20 and Nf = 2. We utilize the ref-
erence step size as dτ = 1.0 × 10−6, and perform the
simulation with the adaptive stepsize [27]. We take the
Langevin time τ ∼ 50 for thermalization, and τ ∼ 100 for
measurements. The measurement is performed by using
configurations in late Langevin time, and the number of
typical configurations for the measurement is 2000.
In the following, we show the numerical results for µ˜ =
1 and µ˜ = 3, where m˜ = Nm and µ˜ =
√
Nµ.
A. Results for N = 20 at µ˜ = 1
In Fig. 3, we show the chiral condensate at µ˜ = 1 as
a function of m˜. Here the chiral condensate is given by
[12],
1
N
〈η¯η〉 = 1
N
〈∂m log(Z)〉
=
2mNf
N
〈
Tr
[
(m2 −XY )−1]〉 . (28)
There is a small difference between analytical results
for the exact [23] and phase quenched [28] cases for small
m˜, which are denoted as “exact” and “PQ exact” in
Fig. 3, respectively. Numerical results with the Exp rep-
resentation and Hyp representation are almost consistent
with analytical results for the exact and phase quenched
cases.
We show the NNS distribution in the Hyp represen-
tation for (µ˜, m˜) = (1, 2) and (1,30) in Figs. 4 and 5,
respectively. The NNS distributions at m˜ = 2 and 30 are
almost consistent with the Wigner surmise.
We show the NNS distribution in the Exp represen-
tation for (µ˜, m˜) = (1, 2) and (1,30) in Figs. 6 and 7,
respectively. For m˜ = 30, the NNS distribution in the
 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 0  5  10  15  20  25  30
m
tilde
Chiral, adaptive, N=20, Nf=2, µtilde=1
exact N=20
PQ exact N=20
Exp
Hyp
FIG. 3: The chiral condensate at µ˜ = 1 as a function of m˜.
The solid line shows the exact value in the ChRMT [23] and
the dotted line shows the exact value in the phase quenched
(PQ) ChRMT [28]. The results of the Exp and Hyp repre-
sentations are expressed as squares and circles. At large m˜,
both representations well produce exact results. Results of
the Hyp representation slightly deviate from exact results at
small m˜. Dotted vertical lines show the values of m˜ at which
the NNS distribution is obtained.
Exp representation is almost the same as that in the
Hyp representation. By comparison, the NNS distribu-
tion at m˜ = 2 is slightly different from NNS distribution
at m˜ = 30 and is relatively close to the Wigner surmise.
For small m˜, the NNS distributions in the two repre-
sentations are slightly different. The difference increases
for µ˜ = 3 as we will show in the next subsection.
B. Results for N = 20 at µ˜ = 3
In Fig. 8, we show the chiral condensate at µ˜ = 3
as a function of m˜. The chiral condensate in the Exp
representation reproduces the correct result shown by the
solid line, as found in [19]. On the other hand, the chiral
condensate in the Hyp representation produces results
close to the phase quenched theory shown by dotted line
at low m˜.
We show the NNS distributions in the Hyp represen-
tation for (µ˜, m˜) = (3, 2) and (3,30) in Figs. 9 and 10,
respectively. The NNS distributions in those cases are
approximately consistent with each other, but slightly
smaller than the Ginibre ensemble. We do not find strong
m˜ dependence of the NNS distribution in the Hyp repre-
sentation.
Next, we show the NNS distribution in the Exp rep-
resentation for (µ˜, m˜) = (3, 2) and (3,30) in Figs. 11 and
12, respectively. We find that the NNS distributions de-
pend on m˜. At small m˜, the NNS distribution is close to
the Wigner surmise. At large m˜, the NNS distribution
approximately follows that in the Ginibre ensemble, and
is almost consistent with that in the Hyp representation.
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FIG. 4: The NNS distribution of the Hyp notation at N =
20, m˜ = 2, and µ˜ = 1.
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FIG. 5: The NNS distribution of the Hyp notation at N =
20, m˜ = 30, and µ˜ = 1.
C. Discussion
Now, we discuss the interpretation of our results and
its implications. We found that the Ginibre ensemble
is favored at large m˜ in both representations. This is
physically reasonable, because the fermion determinant is
approximated by the mass factor as det( /D+m) ∼ m2N .
There is no difference between the original theory and
phase quenched theory, and both of them provide the
same results. In this case, the partition function is well
described as the Gaussian form of the complex matrices
Φ1,2, which is nothing but the Ginibre ensemble [32, 34].
On the other hand, we found that at small m˜ the
Wigner surmise and Ginibre ensemble are favored in the
Exp and Hyp representation, respectively. The ChRMT
used in this work is independent of quark chemical poten-
tial µ [23, 24], which implies that the NNS distribution
at finite µ should be the same with that at zero µ. As
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FIG. 6: The NNS distribution of the Exp notation atN = 20,
m˜ = 2, and µ˜ = 1.
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FIG. 7: The NNS distribution of the Exp notation atN = 20,
m˜ = 30, and µ˜ = 1.
we have explained, the Wigner surmise is theoretically
expected at µ = 0. Thus, we find that the NNS distri-
bution shows physically expected behavior even in the
CL method, if the Langevin simulation converges to the
correct results. The Ginibre ensemble in the Hyp repre-
sentation is caused by unphysical broadening of the Dirac
eigenvalue distribution due to the failure of the complex
Langevin simulation.
Here, we should note that there is a subtlety in the
application of the CL method to the NNS distribution.
The argument to justify the CL method is given for holo-
morphic observables [10, 11], while it is unclear if the
CL method can be justified for non-holomorphic observ-
ables. The NNS distribution is real, and therefore a non-
holomorphic quantity. It is not ensured that the NNS
distribution obtained in the CL method agrees with that
in the original theory. Although the Dirac eigenvalue
distribution is narrower for the correct convergence case,
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FIG. 8: Chiral condensate at µ˜ = 3 as a function of m˜. The
solid line shows the exact value in the ChRMT [23] and the
dotted line shows the exact value in the phase quenched (PQ)
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the distribution more or less receives broadening caused
by the complexification, namely imaginary parts of the
originally real variables. In this sense, it is non-trivial
that the CL method can reproduce the physical behavior
of the NNS distribution.
As we mentioned in the Introduction, we conjecture
that the NNS distribution, a universal quantity de-
fined for the Dirac eigenvalues, can provide physical be-
havior even in the complex Langevin simulation. Al-
though this is highly non-trivial statement due to the
non-holomorphy of the NNS distribution, our numeri-
cal results support this conjecture. Such a conjecture
may be also inferred from an analogy between the CL
method and the Lefshetz thimble (LT) method. In the LT
method, dominant critical points are expected to share
the symmetry properties with an original integral con-
tour as shown in the case of one classical thimble con-
tribution [20]. In the CL and LT methods, the critical
points are located at the same points on the complex
plane, and therefore dominant critical points in the CL
method are also expected to share the symmetry prop-
erties of the original theory. If this conjecture holds, the
universal quantities may provide a tool to understand the
convergence properties of the CL simulations, which will
be useful in the study of theories where exact results are
not known such as in QCD.
V. SUMMARY
In this work, we have performed the first study of the
nearest neighbor spacing (NNS) distributions of Dirac
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FIG. 9: The NNS distribution of the Hyp notation at N = 20,
m˜ = 2, and µ˜ = 3.
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FIG. 10: The NNS distribution of the Hyp notation at N =
20, m˜ = 30, and µ˜ = 3.
eigenvalues in the chiral randommatrix theory (ChRMT)
at non zero quark chemical potential using the complex
Langevin (CL) method. The ChRMT was described
in two representations: the hyperbolic and exponential
forms of the chemical potential. The polar coordinate
was adopted in both cases for the description of dy-
namical variables. For small quark mass, the hyperbolic
case converges to the wrong result and exponential case
converges to the correct result, as shown in a previous
study [19].
We have calculated the NNS distribution for several
values of the mass and chemical potential using the un-
folding procedure. For large mass, the NNS distribu-
tion follows the Ginibre ensemble, which implies that the
real and imaginary part of the Dirac eigenvalues have the
same order of magnitude. For small mass, we found the
deviation between two representations. The NNS distri-
bution follows the Wigner surmise for the correctly con-
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FIG. 12: The NNS distribution of the Exp notation at N =
20, m˜ = 30, and µ˜ = 3.
verging case, while it follows the Ginibre ensemble when
the simulation converges to the phase quenched result.
The Wigner surmise is physically reasonable according
to the chemical potential independence of the ChRMT.
Thus, the NNS distribution shows the physical behav-
ior even in the CL method if it converges to the correct
result.
There is a subtlety as to whether the NNS distribu-
tion, which is non-holomorphic, can be justified in the
CL method. We speculate from the analogy between the
CL and Lefshetz thimble methods that universal quanti-
ties determined from the properties such as symmetries
can be maintained even in the CL method if the con-
figurations are correctly located around relevant critical
points. If this holds, the universal quantities can be used
to test the convergence properties of the CL method. At
least, our numerical result support this conjecture. Of
course, it is important to consider the theoretical justifi-
cation of the conjecture and applications to other univer-
sal quantities and to other theories, which we leave for
future studies. Such a study will deepen our understand-
ing of complexified theories, and may provide information
about a convergence property in the CL simulation for
the study of theories with the sign problem.
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Appendix A: Drift terms
The drift terms for the angular and radius variables in
the CL equations with the Hyp notation are gives as
− ∂S
∂θ1,mn
= −Nf
[
Gij∂θ1,mn(XjkYki)
]
= −Nf cosh(µ)
[
Gij(Xjkr1,ike
−iθ1,ikδmiδnk − δmjδnkr1,jkeiθ1,jkYki)
]
= −Nf cosh(µ)
[
GmjXjnr1,mne
−iθ1,mn −Gimr1,mneiθ1,mnYni
]
= −Nf cosh(µ)
[
(GX)mnr1,mne
−iθ1,mn − (Y G)nmr1,mneiθ1,mn
]
= −Nf cosh(µ)r1,mn
[
(GX)mne
−iθ1,mn − ((Y G)t)
mn
eiθ1,mn
]
, (A1)
− ∂S
∂θ2,mn
= −Nf
[
Gij∂θ2,mn(XjkYki)
]
= −iNf sinh(µ)
[
Gij(Xjkr2,kie
iθ2,kiδkmδin − δkmδjnr2,kje−iθ2,kjYki)
]
= −iNf sinh(µ)
[
GnjXjmr2,mne
iθ2,mn −Ginr2,mne−iθ2,mnYmi
]
= −iNf sinh(µ)r2,mn
[(
(GX)t
)
mn
eiθ2,mn − (Y G)mn e−iθ2,mn
]
, (A2)
− ∂S
∂r1,mn
= −2Nr1,mn + 1
r1,mn
−Nf [Gij∂r1,mnXjkYki]
= −2Nr1,mn + 1
r1,mn
− iNf cosh(µ)[Gij
(
eiθ1,jkδjmδknYki +Xjke
−iθ1,ikδmiδnk
)
]
= −2Nr1,mn + 1
r1,mn
− iNf cosh(µ)[Gimeiθ1,mnYni +GmjXjne−iθ1,mn ]
= −2Nr1,mn + 1
r1,mn
− iNf cosh(µ)[
(
(Y G)t
)
mn
eiθ1,mn + (GX)mn e
−iθ1,mn ] , (A3)
− ∂S
∂r2,mn
= −2Nr2,mn + 1
r2,mn
−Nf [Gij∂r2,mnXjkYki]
= −2Nr2,mn + 1
r2,mn
−Nf sinh(µ)[Gij
(
e−iθ2,kjδkmδjnYki +Xjke
iθ2,kiδmkδni
)
]
= −2Nr2,mn + 1
r2,mn
−Nf sinh(µ)[Gine−iθ2,mnYmi +GnjXjmeiθ2,mn ]
= −2Nr2,mn + 1
r2,mn
−Nf sinh(µ)[(Y G)mn e−iθ2,mn +
(
(GX)t
)
mn
eiθ2,mn ] , (A4)
where we use a formula, (detX)
′
= detX Tr(X−1X
′
). Appendix B: Results on the nearest neighbor
distributions with two fitting function
In Figs. 13 and 14, the NNS distributions in Hyp and
Exp with two fitting functions. The dependence of the
10
fitting functions seems to be small for the NNS distribu-
tions. Then, we adopt a quintic function to obtain the
NNS distributions in this paper.
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