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En aquest treball es descriuen exhaustivament les funcions de Lucas i el me`tode XTR (me`-
todes de criptogra`fics sobre extessions de cossos finits), i s’analitzen tots els algorismes que
s’han publicat fins ara per computar les funcions trapdoor que usen aquests dos me`todes en
un ambient criptogra`fic. Tambe´ s’ha fet un recull de totes les aplicacions criptogra`fiques





En la criptografia de clau pu´blica es necessita una funcio´ trapdoor, que e´s una funcio´ fa`cil-
ment computable, a difere`ncia de la seva inversa, que nome´s es pot computar en un temps
raonable si es coneix una informacio´ concreta (anomenada trapdoor). L’exponenciacio´
modular n’e´s un clar exemple i es pot usar tant en esquemes criptogra`fics que basen la
seva seguretat en la factoritzacio´ de nombres enters (sistema RSA) com en esquemes que
s’ha de resoldre el logaritme discret per tenir e`xit en l’atac (sistema ElGamal).
El 1993 J.Smith et al.[3] van introduir una nova funcio´ trapdoor basada en les funcions
de Lucas creient que anaven cap a una l´ınia diferent a l’exponenciacio´ modular, eliminant
aix´ı els defectes d’aquesta. Pero` el 1999 D.Bleichenbacher et al.[9] es van adonar que
les funcions de Lucas seguien sent una exponenciacio´, pero` en extensions de cossos finits
de segon grau. Les funcions de Lucas tambe´ es poden usar en esquemes basats en la
factoritzacio´ i en el logaritme discret, dels quals n’hi ha moltes aplicacions que es recullen
en aquest treball. Hi ha aplicacions on se’n pot treure avantatge com en les signatures
digitals en subliminals o simplement es poden usar com una bona alternativa.
En el cas dels sistemes que basen la seva seguretat en la del logaritme discret, es treballa
amb els elements d’un grup c´ıclic finit. El grup dels sistemes que usen funcions de Lucas,
e´s un subgrup del grup multiplicatiu GF (p2)∗, els elements del qual so´n representats amb
elements de GF (p). Aquest me`tode es pot extrapolar a extensions de grau sis, e´s a dir,
representar elements d’un subgrup de GF (p6)∗ a partir d’elements de GF (p2)∗. Aquest
me`tode en concret, introdu¨ıt per A.K.Lenstra [18] i que se l’anomena XTR (Efficient and
Compact Subgroup Trace Representation), te´ varis avantatges com la ra`pida seleccio´ de
para`metres o que el tamany de les claus es pot reduir bastant comparat amb sistemes
com l’RSA. El me`tode XTR tambe´ te´ va`ries aplicacions interessants, totes basades en el
problema del logaritme discret.
En la primera seccio´ d’aquest treball es donen uns conceptes matema`tics previs. En
la segona, hi ha un recull de tota la informacio´ de les funcions de Lucas aplicades a la
criptografia, on s’hi estudien les propietats, la seguretat i la computacio´ d’aquestes, per
finalment descriure tots els esquemes criptogra`fics en els que es poden usar les funcions
de Lucas. En la tercera seccio´, es comenc¸a descrivint del me`tode XTR i l’estudi de la
seguretat i dels seus algorismes de computacio´, i s’acaba amb un recull de les aplicacions
on es pot usar aquest me`tode. Finalment, en l’u´ltima seccio´ es dona una visio´ general






En aquesta seccio´ explicarem la base matema`tica necessa`ria de diverses eines que s’usaran
durant aquest treball.
3.1 S´ımbol de Legendre












0 si p divideix a ∆
1 si ∆ e´s un residu quadra`tic mo`dul p
−1 si ∆ no e´s un residu quadra`tic mo`dul p
3.2 Conjugats, traces i normes
Sigui q un enter primer, m un natural, denotem GF (q) el cos finit de q elements i GF (qm)
a la seva extensio´ finita de grau m.
Definicio´ 1. Per qualsevol α ∈ GF (qm), els elements α, αq, αq2 , . . . , αqm−1 so´n els
conjugats d’α respecte GF (q).
Definicio´ 2. Per α ∈ GF (qm), la trac¸a TrGF (qm)/GF (q)(α) d’α sobre GF (q) esta` definida
com
TrGF (qm)/GF (q)(α) = α
q + αq
2
+ . . .+ αq
m−1
Propietat 1. Si denotem K = GF (q) i F = GF (qm), llavors la funcio´ trac¸a TrF/K
satisfa` les segu¨ents propietats:
1. TrF/K(α+ β) = TrF/K(α) + TrF/K(β) per tot α, β ∈ F .
2. TrF/K(cα) = cTrF/K(α) per tot c ∈ K i α ∈ F .
3. TrF/K e´s una transformacio´ lineal de F a K, on F i K so´n vistos com espais
vectorials sobre K.
4. TrF/K(a) = ma ∀a ∈ K.
5. TrF/K(αq) = TrF/K(α) ∀α ∈ F .
Observacio´ 1. Per agilitzar la notacio´, quan parlem de traces sempre trobarem Tr(α)
independentment de F i K. Quan es tractin les funcions de Lucas tindrem que F = GF (p2)
i K = GF (p), en canvi, en el me`tode XTR s’usara` F = GF (p6) i K = GF (p2).
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3.3 Espai O∆/aO∆












Llavors tenim dues aplicacions conegudes, la trac¸a i la norma. Denotem com α al conjugat
de α, e´s a dir, α = x− y√∆ si α = x+ y√∆.
Tr : K −→ Q
α 7−→ α+ α
N : K −→ Q
α 7−→ α · α
Observacio´ 2. La trac¸a e´s Q-linial i la norma e´s un homomorfisme entre K∗ i Q∗.
Observacio´ 3. Donat α = x+ y
√
∆ (amb x, y ∈ Q), tenim:
Tr(α) = 2x
N(α) = x2 −∆y2.
En aquest context definim l’anell d’enters de K com
O∆ := {α ∈ K | Tr(α), N(α) ∈ Z}
i com podem observar so´n els elements del cos quadra`tic tals que la seva norma i la seva
trac¸a so´n enters. Per tenir una idea de com so´n els elements de l’anell d’enters, tenim una










2 ] si ∆ ≡ 1 (mod 4)
En particular, O∆ e´s un Z-mo`dul lliure de rang 2.
Dem. Veure [43].
Sigui a ∈ Z, ara ens interessa veure com e´s l’espai O∆/aO∆ i per aixo` primer prenem







∆ | x, y ∈ Z/aZ
}






2 ], per tant veurem que` li passa a cada cas si li fem mo`dul a.




∆ | x, y ∈ Z
}
amb la
relacio´ d’equivale`ncia ∼ tal que
x1 + y1
√
∆ ∼ x2 + y2
√





D’aqu´ı obtenim que x1 ≡ x2 (mod a) i que y1 ≡ y2 (mod a).
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2 | x, y ∈ Z
}



















Si suposem que l’element de aZ[1+
√
∆




2 i reagrupem els coeficients de
l’arrel, obtenim y1−y22 =
aδ
2 , que e´s equivalent a dir que y1 ≡ y2 (mod a). Reagrupant
els altres coefiecients ens queda (x1 − x2) + y1−y22 = aγ + aδ2 , d’on podem afirmar
que x1 ≡ x2 (mod a).
2
Sigui Π l’aplicacio´ cano`nica O∆ → O∆/aO∆, definim la norma i la trac¸a en O∆/aO∆
de la segu¨ent manera.
∀α ∈ O∆, NO∆/aO∆(Π(α)) ≡ NO∆(α) (mod a)
∀α ∈ O∆, TrO∆/aO∆(Π(α)) ≡ TrO∆(α) (mod a)
3.4 Teorema xine`s dels residus
Sigui n=pq i y ∈ Zn, considerem els nombres
a1 := y (mod p) ∈ Zp
a2 := y (mod q) ∈ Zq.
El teorema xine`s dels residus considera la qu¨estio´ de recombinar a1 i a2 per tornar a
aconseguir y. Concretament ens diu que hi ha una u´nica forma de recuperar y sota unes
certes condicions, i sota aquestes, tambe´ ens diu com.
Exemple 1. n = 6 = 3 · 2
0 −→ (0, 0)
1 −→ (1, 1)
2 −→ (2, 0)
3 −→ (0, 1)
4 −→ (1, 0)
5 −→ (2, 1)
Exemple 2. n = 4 = 2 · 2
0 −→ (0, 0)
1 −→ (1, 1)
2 −→ (0, 0)
3 −→ (1, 1)
La difere`ncia entre els dos exemples e´s que en el primer la corresponde`ncia entre Zn i
Zp × Zq e´s u´nica, en canvi, en el segon no. Aixo` e´s degut a que p i q han de ser primers
entre s´ı. A continuacio´ una simplificacio´ del teorema xine`s on no queda detallat com trobar
expl´ıcitament la y.
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Teorema 1 (Teorema xine`s dels residus). Siguin n1, n2, . . . , nk siguin enters relativament
primers dos a dos. Sigui ai ∈ Zni per 1 ≤ i ≤ k i n = n1n2 . . . nk. Llavors existeix una
u´nica y ∈ Zn tal que y ≡ ai mod ni per i = 1 . . . k. A me´s a me´s hi ha un algorisme de
complexitat O(k2) (on k = max(| n1, | n2)) que donats a1, a2, n1 i n2, calcula y.
Cap´ıtol 4
Funcions de Lucas
Les funcions de Lucas, definides a partir d’unes sequ¨e`ncies recursives de segon ordre, so´n
una alternativa actual a les funcions trapdoor. Com ja veurem, tenen diverses caracter´ıs-
tiques que les converteixen en bones candidates per a dissenyar nous sistemes criptogra`fics.
Per aixo` se n’estudiara` la seguretat a partir d’uns nous problemes que definirem i la com-
putacio´ a partir dels algorismes que la fan eficient.
4.1 Sequ¨e`ncies de Lucas
Siguin P i Q ∈ Z tal que ∆ = P 2 − 4Q no e´s un quadrat, definim les sequ¨e`ncies de Lucas
de la segu¨ent manera,
Uk+1(P,Q) = PUk(P,Q)−QUk−1(P,Q) amb U1(P,Q) = 1 i U0(P,Q) = 0, (4.1)
Vk+1(P,Q) = PVk(P,Q)−QVk−1(P,Q) amb V1(P,Q) = P i V0(P,Q) = 2. (4.2)
Si considerem l’equacio´ x2 − Px + Q = 0 i a les seves arrels les denotem α i β e´s senzill
(per exemple, usant induccio´) verificar que la forma general de cada sequ¨e`ncia e´s
Uk(P,Q) =
αk − βk
α− β i Vk(P,Q) = α
k + βk. (4.3)
Aquestes dues funcions que depenen de les variables k, P i Q, seran les funcions de Lucas
que usarem.
Observacio´ 4. Uk(P,Q) i Vk(P,Q) so´n sequ¨e`ncies d’enters degut a com estan constru¨ıdes
en (4.1) i (4.2).
Observacio´ 5. A partir d’aqu´ı ens referirem ba`sicament a Vk(P,Q) ja que e´s la funcio´
que usarem me´s endavant per construir el sistema criptogra`fic.
Observacio´ 6. Sigui n ∈ N, no tindrem problemes al usar mo`duls ja que
Vk(P mod n,Q mod n) = Vk(P,Q) mod n.
Observacio´ 7. En diversos casos, denotarem Vk i Uk enlloc de Vk(P,Q) i Uk(P,Q) quan
P i Q es puguin sobreentendre pel context. Si trobem Vk(P ) i Uk(P ), voldra` dir que s’ha
pres Q = 1.
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D’altra banda, tambe´ podem expressar aquestes sequ¨e`ncies com a coeficients de les
pote`ncies d’α tal com se’n van adonar a [9]. Veiem-ho: de les definicions de (4.3), si
sumem Vk i (α−β)Uk ens queda 2αk = Vk+(α−β)Uk, on α−β =
√







Llavors, per l’observacio´ 4 i la relacio´ (4.4) podem afirmar que α i totes les seves
pote`ncies pertanyen a O∆. Recordem que els elements de l’anell d’enters d’un cos K so´n
aquells elements del cos tals que la seva trac¸a i la seva norma so´n enters.
4.2 Espai (O∆/aO∆)∧
Fins ara hem vist com es construeixen aquestes sequ¨e`ncies de Lucas, pero` perque` siguin
u´tils en un ambient criptogra`fic aquestes han d’estar en un context adient. Per tant, com
e´s habitual usarem mo`duls, i per aixo` prendrem un enter a per construir l’espai O∆/aO∆
com en l’apartat 3.3.









− (P 2 − 4Q)1
4
= Q.
Per tant, si prenem Q = 1, la norma d’α e´s 1 i com que per l’observacio´ (2) la norma e´s un
homomorfisme del grup (O∆/aO∆)∗ en (Z/aZ)∗, llavors els elements de (O∆/aO∆)∗ de
norma 1 formen un grup multiplicatiu que denotarem com a (O∆/aO∆)∧. Aquest grup,
doncs, sera` el que usarem per construir els diferents esquemes criptogra`fics. Per aixo` ens
interessa saber, per exemple, el seu ordre i com hi operem.
Proposicio´ 3. 1. Sigui p un primer senar tal que p - ∆, per a qualsevol r ≥ 1 l’ordre
del grup (O∆/prO∆)∧ e´s ϕ∆(pr) = pr−1(p− (∆p )).
2. Sigui a un enter senar de la forma a = pr11 · · · prll on p1, p2, . . . , pl so´n primers difer-
ents. Si gcd(∆, a) = 1, tenim el segu¨ent isomorfisme:
(O∆/aO∆)∧ ≈ (O∆/pr11 O∆)∧ × · · · × (O∆/prll O∆)∧.
I per tant, l’ordre de (O∆/aO∆)∧ e´s ϕ∆(a) = uli=1ϕ∆(prii ).
La demostracio´ d’aquesta proposicio´ consisteix en comptar els punts de la co`nica x2−
∆y2 = 1 (la coneguda equacio´ de Pell), en els espais O∆/aO∆. Es pot trobar un esquema
de la demostracio´ en el llibre [44].
Corol.lari 1. Sigui n = pq on p i q so´n dos primers senars. L’ordre de (O∆/nO∆)∧ e´s
ϕ∆(n) = (p− (∆p ))(q − (∆q ))
Si intentem calcular la relacio´ (4.4) mo`dul aO∆ on a e´s relativament primer amb ∆
obtenim el segu¨ent resultat (com podem veure no nome´s es centra amb els elements de
(O∆/aO∆)∧).
Lema 1. Sigui ∆ un enter no quadrat i a un enter senar. Sigui α ∈ O∆ i x, y enters tal
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Dem. Usarem induccio´ sobre k. Els casos k = 0 i k = 1 so´n trivials usant les
condicions inicials de Uk i Vk. Llavors, suposem cert per k i k− 1 i ho demostrem per k+1
usant les equacions (4.1) i (4.2) a part de les hipo`tesis d’induccio´.





















Corol.lari 2. Amb les condiciones del lema anterior,
Tr(αk) ≡ Vk(P,Q) mod a. (4.5)
Dem. Usant el lema 1 i la definicio´ de trac¸a obtenim el resultat directament. 2
Per definir les funcions de Lucas, hem vist la notacio´ de les sequ¨e`ncies recursives
enteres a les quals s’hi poden aplicar mo`duls treballant aix´ı a Z/aZ, com en l’article [3].
Per una altra banda, tambe´ s’ha vist que aquestes funcions les podem entendre amb una
notacio´ exponencial (usada en [9] i [10] majorita`riament) dintre l’espai (O∆/aO∆)∗. La
importa`ncia del corol.lari anterior e´s que ens relaciona aquestes dues formes de veure les
sequ¨e`ncies de Lucas.
Fins ara, ens hem trobat dos grups multiplicatius amb els que podem fer criptografia,
(O∆/aO∆)∗ i (O∆/aO∆)∧; en termes de funcions de Lucas, en el primer tenim Q ∈ Z, i en
el segon restringim la Q a 1. A la pra`ctica, usarem ba`sicament Q=1, pero` en la propera
seccio´ veurem va`ries propietats en funcio´ de P i Q.
4.3 Propietats de la funcio´ Vk
Com hav´ıem comentat en l’observacio´ 5, de les dues funcions de Lucas, la que te´ les
propietats adients per ser una bona candidata a funcio´ trapdoor e´s la Vk, i per aixo` la
majoria de les propietats que detallarem en aquesta seccio´ so´n referents a aquesta.
El primer estudi exte`s de les funcions de Lucas el va fer Lehmer D.H. a [1], on ens detalla
diverses propietats d’aquestes funcions, encara que, posteriorment, tambe´ en trobem de
noves a [2], [3] i [6]. A continuacio´ en tenim un recull.
Propietat 2. Siguin k, P i Q enters positius
Vk(P,Q)2 = ∆Uk(P,Q)2 + 4Qk (4.6)
2Uk+m(P,Q) = Uk(P,Q)Vm(P,Q) + Vk(P,Q)Um(P,Q) (4.7)
2Vk+m(P,Q) = Vk(P,Q)Vm(P,Q) + ∆Uk(P,Q)Um(P,Q) (4.8)
2QmVk−m(P,Q) = Vk(P,Q)Vm(P,Q)−∆Uk(P,Q)Um(P,Q) (4.9)
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Dem. Per demostrar aquestes quatre propietats, s’han d’usar les relacions (4.3), e´s a
dir, canviar les funcions U i V a notacio´ exponencial (tenint en compte que ∆ = (α− β)2
i Q = αβ) i operar. 2
Propietat 3 (Asime`trica). Sigui P un enter, tenim que per tot k ≥ 0
Vk(−P, 1) = (−1)kVk(P, 1) (4.10)
Dem. Siguin −α i −α−1 les arrels de x2 + Px + 1 = 0, com que (−1)−k = (−1)k
llavors Vk(−P, 1) = (−α)k + (−α)−k = (−1)k(αk + α−k) = (−1)kVk(P, 1). 2
Ara detallarem un lema molt u´til per afirmar que la funcio´ Vn e´s una bona candidata a
funcio´ unidireccional. La primera part d’aquest lema es troba demostrada de dues formes
diferents en els articles [3] i [9], pero` nome´s detallare´ la de [9] que treballa amb notacio´
exponencial (en funcio´ d’α). Cal dir pero`, que l’altra demostracio´ tambe´ e´s interessant ja
que nome´s treballa amb el polinomi irreductible i la funcio´ Vk en si.
Lema 2. Per tot k, m, P i Q
Vkm(P,Q) = Vm(Vk(P,Q), Qk) (4.11)
i
Ukm(P,Q) = Um(Vk(P,Q), Qk)Uk(P,Q) (4.12)














V 2k − 4Qk
2
,




(P ′)2 − 4Q′ = Uk
√
∆ podem entendre l’αk
com un altre α amb uns nous P i Q (que seran P ′ i Q′), e´s a dir, αk sera` l’arrel de l’equacio´
x2 − P ′x+Q′ = 0. Amb aixo` aplicarem la relacio´ (4.4) a αk
(αk)m =
Vm(P ′, Q′) + Um(P ′, Q′)
√
(P ′)2 − 4Q′
2
=











Si comparem els coeficients, obtenim les igualtats que vol´ıem. 2
Observacio´ 8. Per estalviar ca`lculs computacionals de la funcio´ Vk, considerem Q=1.
D’aquesta forma, la relacio´ (4.11) ens queda molt me´s senzilla
Vkm(P, 1) = Vk(Vm(P, 1), 1)
Cal comentar, que segons [9] posant Q=1, no perdem seguretat, aix´ı que e´s evident-
ment recomanable usar sempre Q=1, i com hem dit en l’apartat 4.2, treballar amb l’α ∈
(O∆/nO∆)∧.
Una altra propietat de [9] ens mostra que per k’s molt grans pot ser fa`cil computar
la funcio´ Vk per quadrats i multiplicacions. Me´s endavant ja veurem com s’usa aquesta
propietat.
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Propietat 4. Siguin P i Q enters positius i k ≥ m ≥ 0 tambe´ enters,
Vk+m = VkVm −QmVk−m (4.13)
Dem. Si passem tots els termes en funcio´ de α i β obtenim
αk+m + βk+m = (αk + βk)(αm + βm)− αmβm(αk−m + βk−m).
Operant les pote`ncies i arreglant-ho, s’acaba veient el que volem. 2
Fins aqu´ı, totes les propietats que hem esmentat, es compleixen independentment d’en
quin context es trobi la funcio´ Vk. Si concretem la a de l’espai O∆/aO∆ (e´s a dir prenem
mo`duls), que e´s ba`sicament on treballarem, existeixen d’altres propietats interessants.
Tractarem dos casos que es diferenciaran en la tria de a; en el primer cas a sera` un primer
p 6= 2 i en l’altre un enter RSA, e´s a dir, a = pq on p i q so´n primers.
4.3.1 Cas O∆/pO∆
Comenc¸arem amb el cas a = p, on la seguretat dels esquemes dissenyats es basara` en el
logaritme discret. Si (∆p ) = −1, llavors podem afirmar que (O∆/pO∆)∧ ∼= GF (p2), en
canvi, si (∆p ) = 1 tenim que (O∆/pO∆)∧ ∼= Zp.
Lema 3. Sigui P un enter, p un enter primer i α una arrel de f(x) = x2−Px+1 polinomi
irreductible sobre GF (p). Llavors, si t e´s l’ordre d’α, t | (p+ 1) i t - (p− 1)
Dem. El fet que t - (p − 1) esta` clar ja que α /∈ GF (p). Per veure t | (p + 1)
considerem l’automorfisme de Frobenius x 7→ xp en GF (p2). Se sap que aquest permuta
les arrels de f. Per tant, com que el producte de les dues arrels conjugades e´s 1, tenim
que αp = α−1. D’aixo` dedu¨ım αp+1 = αpα = α−1α = 1 i com que t e´s l’ordre d’α, llavors
t | (p+ 1). 2
Remarca 1. Si el polinomi f(x) = x2 − Px + 1 no fos irreductible, α seria un residu
quadra`tic i llavors el seu ordre t verificaria t | (p− 1).
A partir d’aqu´ı mantenint (∆p ) = −1, gra`cies a l’equacio´ (4.4), veiem que la funcio´ Vk
e´s perio`dica i si el seu per´ıode e´s t, tenim que Vt = V0. Ara seria interessant veure que el
per´ıode de Vk i l’ordre d’α fossin iguals.
Teorema 2. Sigui t el per´ıode de Vk i T l’ordre d’α, T=t
Dem. Com que el cas t ≤ T e´s trivial, nome´s cal veure que T ≤ t, e´s a dir, que si t e´s
el per´ıode de Vk llavors αt = 1. Com que t e´s el per´ıode de Vk tenim Vt = V0 = αt+α−t = 2.
I per aixo` αt i α−t so´n arrels del polinomi f(x) = x2 − 2x+ 1 = (x − 1)2. Per tant, com
vol´ıem αt = 1. 2
Seguidament, podem enunciar i demostrar la fold property, que ens explica que les
imatges de la funcio´ Vk estan aparellades.
Propietat 5 (Fold property). Sigui P un enter i t el per´ıode de Vk(P ), es compleix que
Vk(P ) = Vt−k(P ) per qualsevol enter k tal que 0 ≤ k ≤ t.
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Dem. Com que el per´ıode de Vk e´s el mateix que l’ordre d’α, per qualsevol k enter
entre 0 i t podem afirmar
Vt−k(P ) = αt−k + (α−1)t−k = α−k + αk = Vk(P ).
2
A [2], es troba el segu¨ent teorema que ens dona el valor de les funcions de Lucas per
uns certs valors de k i que sera` fonamental per fer criptografia amb les funcions de Lucas
com veurem posteriorment. La base d’aquest teorema, per aixo`, es troba en l’article de
Lehmer [1].





, llavors ∀m ∈ Z
Um(p−²)(P,Q) ≡ 0 (mod p) (4.14)
Vm(p−²)(P,Q) ≡ 2Qm(1−²)/2 (mod p) (4.15)
Dem. Com queda demostrat en [1], Up−²(P,Q) ≡ 0 (mod p) i Vp−²(P,Q) ≡ 2Q(1−²)/2
(mod p). Llavors, usant induccio´ sobre m en ambdo´s casos i amb les equacions (4.7) i (4.8)
respectivament, es demostren les dues congrue`ncies. 2
Quan (∆p ) = 1, hi ha una propietat que es presenta en [8], per usar-la en l’esquema
d’una signatura digital. Ens escriu la relacio´ (4.8) u´nicament en funcio´ de Vk, usant la
relacio´ (4.6).
Propietat 6. Sigui P un enter, p primer i (∆p ) = 1
2Vk+m(P ) ≡ Vk(P )Vm(P )±
√
(Vk(P )2 − 4)(Vm(P )2 − 4) mod p (4.16)
4.3.2 Cas O∆/pqO∆
En el cas que a = pq on p i q so´n enters primers, si Q=1 tenim que (O∆/pqO∆)∧ e´s un
grup multiplicatiu amb l’ordre que hem vist en el corol.lari (1).
Primer veurem un corol.lari del teorema (3) que s’obte´ usant tambe´ el teorema dels
residus xinesos enunciat en la seccio´ 3.
Corol.lari 3. Sigui n=pq, llavors ∀m ∈ Z
Um(p2−1)(q2−1)(P ) ≡ 0 (mod n) (4.17)
Vm(p2−1)(q2−1)(P ) ≡ 2 (mod n) (4.18)




P ∈ N, P < n,mcd(P 2 − 4, n) = 1}
Λ′n =
{
P ∈ N, 0 < P < n,mcd(P 2 − 4, n) = 1,mcd(P, n) = 1}
Proposicio´ 4. Sigui e ∈ Z tal que (e, (p+ 1)(p− 1)(q + 1)(q − 1)) = 1, la funcio´ Ve(P )
(mod n) e´s una permutacio´ dels conjunts Λn i Λ′n.
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Dem. Comenc¸arem veient que la funcio´ esta` ben definida, e´s a dir, que si P ∈ Λn
llavors Ve(P ) ∈ Λn. Prenem ∆ ≡ P 2 − 4 (mod n) i α ≡ P+
√
∆
2 (mod nO∆). Com que
N(α) ≡ 1 (mod n), pel lema 1 tenim que αe ≡ Ve(P )+Ue(P )
√
∆
2 (mod nO∆). Si fem la
norma d’αe obtenim N(αe) ≡ Ve(P )24 +∆Ue(P )
2
4 (mod n). Com que N(α
e) ≡ 1 (mod n),
de l’expressio´ anterior podem arribar a que Ve(P )2 − 4 ≡ Ue(P )2∆ (mod n). Per tant,
Ve(P ) ∈ Λn si mcd(Ue(P )2, n) = 1 ja que ∆ ja e´s relativament primer a n.
En efecte, pel corol.lari 1 l’ordre de (O∆/nO∆)∧ e´s ϕ∆(n) = (p− (∆p ))(q− (∆q )), i com que
hem pres e tal que (e, (p+ 1)(p− 1)(q+ 1)(q− 1)) = 1, llavors l’homomorfisme α 7→ αe e´s
un automorfisme del grup (O∆/nO∆)∧. Si prenem d de manera que d ≡ e−1 (mod ϕ∆(n))
i apliquem el lema 1 per calcular αed obtenim





A partir d’aquesta expressio´, i com que αed ≡ α (mod nO∆), podem afirmar un parell de
coses.
1. Ue(P )Ud(Ve(P )) ≡ 1 (mod n)
2. Vd(Ve(P )) ≡ P (mod n)
De 1 dedu¨ım que Ue(P ) e´s relativament primer amb n i per tant la funcio´ esta` ben definida,
i de 2 que la funcio´ Ve e´s una permutacio´ de Λn.
Ara ja nome´s queda veure que la funcio´ Ve tambe´ e´s una permutacio´ de Λ′n. Per aconseguir-
ho, nome´s cal veure que els elements P amb mcd(P, n) 6= 1 es queden en el mateix conjunt.
Si fem mo`dul p (de la mateixa manera amb mo`dul q), s’ha de demostrar que Ve(0) ≡ 0
(mod p), cosa que per la relacio´ (4.5) e´s trivial. 2
4.4 Seguretat de les funcions de Lucas
En els apartats anteriors s’ha definit la nova funcio´ Vk i ja s’ha comentat que e´s una bona
candidata a funcio´ trapdoor.
Una funcio´ e´s trapdoor si e´s fa`cil de computar en una direccio´, pero` molt dif´ıcil en
l’altre, a no ser que tinguem alguna informacio´ adicional que ens ajudi, a la que anomenem
trapdoor. En aquest apartat, es veura` la dificultat que representa invertir la funcio´ Vk.
En el cas de l’exponenciacio´ en grups finits, hi ha un problema conegut que e´s el del
logaritme discret, amb el qual es basa la seguretat de moltes aplicacions criptogra`fiques
com el sistema criptogra`fic ElGamal.
Problema 1. (Problema del logaritme discret) Sigui G un grup c´ıclic finit de p elements
(amb p primer) i g un generador d’aquest grup. Donat un a ∈ G diferent de g, cal trobar
k tal que gk ≡ a (mod p).
Actualment, el algorismes me´s eficients per resoldre aquest problema en un grup general
G so´n els algorismes subexponencials com l’Index Calculus.
Amb la funcio´ Vk podem definir un problema molt semblant al del logaritme discret,
del qual interessa saber la seva dificultat.
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= −1 i que
1 i p+1 siguin els u´nics divisors k de p+1 tals que Vk(P ) ≡ 2 mod p. Donat a ∈ Zp tal
que a ≡ Vk(P ) (mod p), cal trobar k.





= −1 perque` el
grup on treballem sigui isomorf a GF (p2), com ja s’havia comentat en l’apartat de les





= 1 treballar´ıem a Z∗p i per aixo` es redu¨ıria al
problema del logaritme discret. La segona condicio´ del problema (2) e´s necessa`ria perque`
P sigui un generador del grup (O∆/pO∆)∧, que pel lema (3) te´ ordre p+ 1.
En quant a la seguretat del problema 2, en l’article [11] es demostra que e´s polino`mica-
ment equivalent a la seguretat del problema 1. Per tant, la manera me´s ra`pida de resoldre










, per p → ∞, on es denota Lm [u, v] = ev(logm)u(log logm)1−u ,
per computar un logaritme discret en un grup d’ordre ≈ m (veure [23] i [24]).
Per una altra banda, degut a la relacio´ (4.5) i als para`metres p, P i ∆ escollits,
el problema 2 e´s equivalent al problema 1 en el grup multiplicatiu GF (p2). Per aixo`,
per resoldre el problema (2) necessitem resoldre el logaritme discret en un grup d’or-



















. Per tant, es pot concloure que l’atac subex-
ponencial tarda me´s temps amb el problema 2 que amb el primer.
En criptografia, hi ha un altre problema important, el problema RSA, del qual tambe´
veurem la seva versio´ amb la funcio´ Vk.
Problema 3. (Problema RSA) Siguin n, e i c enters tals que N e´s el producte de dos
enters primers, 2 < e < n e´s coprimer amb ϕ(n) i c triat aleatoriament, cal trobar l’enter
M tal que M e ≡ c (mod n).
Fins ara, la manera me´s eficient coneguda de resoldre el problema RSA e´s factoritzant
n i calculant l’invers de e mo`dul ϕ(n), cosa que e´s impracticable si n e´s suficientment gran.
Problema 4. Siguin n, e i c enters primers tals que N e´s el producte de dos enters,
2 < e < n e´s coprimer amb ϕ∆(n) i α triat aleatoriament de (O∆/nO∆)∧, s’ha de trobar
M tal que Ve(M) ≡ Tr(α) (mod n).
Per decidir quin d’aquests dos problemes e´s criptogra`ficament me´s fort, cal mirar-los
d’una perspectiva ben diferent. A continuacio´ veiem que tant el problema (3) com el (4)
es poden plantejar com trobar la solucio´ d’un polinomi.
Propietat 7. La funcio´ Ve(M) e´s un tipus especial de polinomi de Dickson i es pot provar











Observacio´ 10. Per resoldre el problema RSA hem de trobar una arrel del polinomi
M e− c i pel de Lucas, una arrel de Ve(M)−Tr(α), que tambe´ e´s un polinomi gra`cies a la
propietat anterior. Per tant, per resoldre els dos problemes, s’ha de trobar una arrel d’un
polinomi de grau e i per aixo`, sembla ser que aquests dos problemes tenen el mateix nivell
de seguretat.
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4.5 Computacio´ de la funcio´ Vk(M)
En l’apartat 4.4 s’ha fet refere`ncia a una funcio´ trapdoor com una funcio´ fa`cil de computar
en una direccio´; aixo` significa que la Vk(M) s’ha de poder computar en temps polino`mic
per usar-la en criptografia. Amb els algorismes que s’explicaran en aquest apartat, veurem
que s´ı que s’assoleix aquest temps, pero` lo realment interessant e´s la comparacio´ amb la
computacio´ de la funcio´ exponenciacio´ Mk (mod n).
L’exponenciacio´ modular e´s molt usada en la criptografia de clau pu´blica en esquemes
tan comunment usats com l’RSA. Per aixo` e´s imprescindible una avaluacio´ eficient de Mk
(mod n).
El me`tode d’exponenciacio´ bina`ria, que e´s el me´s usat, computa Mk (mod n) usant
l’expressio´ bina`ria de l’exponent k aconseguint trencar l’exponenciacio´ en una se`rie de
quadrats i multiplicacions. Hi ha dues variants molt semblants d’aquest me`tode, una que
comenc¸a a recorre els bits de k des del menys significatiu fins al me´s significatiu, i un altre
que els recorre al reve´s. El primer consisteix en dues variables, C = 1 i S = M que per
cada bit es van actualitzant. Si el bit de la iteracio´ e´s 1, la variable C = C · S (mod n),
en canvi, S cada vegada e´s multiplica per M mo`dul n independentment del valor del bit
(quan el bit e´s 0 nome´s es fa una operacio´). Al final, el resultat de l’exponenciacio´ e´s
el valor que conte´ la variable C. Els dos me`todes estan explicats detalladament en [29].
Com que es recorre l’expressio´ bina`ria de k, hi haura` log k iteracions; i en cada iteracio´,
suposant que hi ha les mateixes probabilitats de que un bit sigui 1 o 0, per la meitat de
bits es necessitaran dues multiplicacions modulars (C ·S i S ·S) i per l’altre meitat nome´s
una. Per tant de mitja, la complexitat d’aquest algorisme sera` de 32 log k.
Per millorar els algorismes anteriors, S.-M Yen i C.-S. Laih [30] van desenvolupar
el me`tode CMM (Common-Multiplicand Multiplication) on es centra en computacions del
tipus {X · Yi | i = 1, 2, . . . t; t ≥ 2}; el cas anterior e´s el cas t = 2. La idea ba`sica del CMM
e´s extraure les parts comuns dels multiplicands i guardar el nombre de sumes bina`ries
per la computacio´ d’aquestes parts. En mitja, aplicant aquest me`tode a l’exponenciacio´
bina`ria, s’aconsegueix computar l’exponenciacio´ modular amb 54 log k, sensiblement millor
que l’exponenciacio´ bina`ria.
Hi ha d’altres me`todes que es poden combinar amb l’exponenciacio´ bina`ria, per reduir
encara me´s aquest nombre d’operacions com la reduccio´ modular de Montgomery [31] i el
me`tode SDR (Signed-Digit Recoding) [32] i [33].
En quant a la funcio´ Vk, des de que P. Smith i J. Lennon van presentar les funcions de
Lucas com una eina criptogra`fica en l’article [3], hi ha hagut molts intents de millorar la
computacio´ de Vk(M). Evidentment, la computacio´ de Vk(M) segons la seva definicio´ e´s
inviable ja que degut a ser recursiva, per valors grans de k e´s extremadament lenta.
La primera proposta e´s una te`cnica semblant al me`tode de multiplicacio´ russian peasant
dels mateixos P. Smith i J. Lennon. Primer s’expressa k en binari
k = (b0b1 . . . bt), (4.19)
on t = log k, b0 e´s el bit me´s significatiu i k =
∑t
i=0 bi2




p−i. L’algorisme consistira` en anar calculant els Vkp(M) i Vkp−1(M),
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des de p = 0 fins a p = t, tenint en compte que Vk0 = V1 = P i Vk0−1 = V0 = 2.
Per tant, per calcular Vkp+1(M) (mod n) i Vkp+1−1(M) (mod n) coneixent Vkp(M)
(mod n) i Vkp−1(M) (mod n), s’usen
Rp ≡ V2kp−1(M) (mod n)
Sp ≡ V2kp(M) (mod n)
Tp ≡ V2kp+1(M) (mod n).
Rp i Sp s’obtenen amb l’equacio´ (4.13), prenent k := kp i m := kp − 1, i k = m := kp
respectivament. El valor de Tp s’obten fa`cilment usant la definicio´ de Vk, de manera que
queda Tp ≡ MSp − Rp (mod n). Llavors, si el bit bp+1 = 0, Vkp+1(M) pren per valor
Sp i Vkp+1−1(M) pren per valor Rp ja que kp+1 = 2kp; en canvi, si bp+1 = 1, com que
kp+1 = 2kp + 1, Vkp+1(M) pren per valor Tp i Vkp+1−1(M) pren per valor Sp.
Exemple 3. Pel cas V53 on 53 = (110101), es mostren les iteracions (una per columna)
que fa l’algorisme en la segu¨ent graella. En la primera fila hi ha els bits de k tal i com es
van recorrent i en la primera columna hi ha els Vkp−1 i Vkp que s’acumulen i els Rp, Sp i
Tp que es van calculant.
1 1 0 1 0 1
Vkp−1 V0 V2 V5 V12 V25 V52
Vkp V1 V3 V6 V13 V26 V53
Rp V1 V5 V11 V25 V51
Sp V2 V6 V12 V26 V52
Tp V3 V7 V13 V27 V53
Observacio´ 11. Com es pot veure en l’exemple, per cada bit de k excepte el menys signi-
ficatiu, es computen Rp, Sp i Tp. Com que el ca`lcul de cada una d’aquestes variables costa
una multiplicacio´, el cost d’aquest algorisme e´s 3 log k multiplicacions.
Me´s endavant, Laih et al. van dissenyar a [5] dos algorismes me´s eficients que l’anterior,
el left-to-right scanning i el rigth-to-left scanning. Els noms dels algorismes so´n deguts a
la manera de llegir els bits de k, el primer comenc¸a pel bit me´s significatiu fins al menys
significatiu, com en l’algorisme de Smith i Lennon, i en canvi el segon els llegeix al reve´s.
L’algorisme left-to-right scanning e´s basa en que, usant la notacio´ anterior, kp =
2kp−1 + bp = (kp−1 + bp) + kp−1, i a l’hora de calcular Vkp(M), tenint en compte la
relacio´ (4.13), resulta
Vkp(M) = Vkp−1+bpVkp−1(M)− Vbp(M). (4.20)
Per tant, per aconseguir Vkp(M) es necessita Vkp−1(M) i Vkp−1+1(M). Per aixo`, per cada
bit bp es calculara` Vkp(M) i Vkp+1(M), per aix´ı poder calcular la segu¨ent parella fins a
arribar al Vk que volem. Fixant-nos amb els sub´ındex de la relacio´ (4.20) i denotant
(kp−1, kp−1 + 1) = (l, h), el ca`lcul es divideix en els segu¨ents casos.
• Cas bp = 0: (kp, kp + 1) = (2kp−1, 2kp−1 + 1) = (2l, l + h).
• Cas bp = 1: (kp, kp + 1) = (2kp−1 + 1, 2kp−1 + 2) = (l + h, 2h).
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Finalment, en cada iteracio´ de l’algorisme, si bp = 0 Vl(M) = Vh(M)Vl(M)−M i Vh(M) =
V 2h (M)− 2, i si bp = 1 Vh(M) = Vh(M)Vl(M)−M i Vl(M) = V 2l (M)− 2.
Exemple 4. Igual que en l’exemple 3, es mostren les iteracions per calcular V53, pero`
usant l’algorisme left-to-right scanning.
1 1 0 1 0 1
Vl V0 V1 V3 V6 V13 V26 V53
Vh V1 V2 V4 V7 V14 V27 V54
Observacio´ 12. Aquest algorisme s’inicialitza amb Vl(M) = 2 i Vh(M) =M , i es recor-
ren tots els bits de k. Com que en cada iteracio´ es fan dues multiplicacions, el cost de
l’algorisme e´s 2 log k.
Com hem comentat abans, l’algorisme right-to-left scanning recorre el para`metre k en
sentit contrari, i per aixo` e´s me´s u´til usar la notacio´ segu¨ent.
k = (bt . . . b1b0),
on t = log k, bt e´s el bit me´s significatiu i k =
∑t
i=0 bi2




i. L’estrate`gia per calcular Vk(M), e´s obtenir Vkp(M) a partir de
Vkp−1(M). La vairable que guardi el valor Vkp(M) en cada iteracio´ es denotara` MU . Per
tant, coneixentMU = Vkp−1(M) i tenint en compte que Vkp(M) = Vbp2p+kp−1(M), s’haura`
de considerar els dos segu¨ents casos.
• Cas bp = 0: la nova MU = Vkp(M) sera` MU = Vkp−1(M), per tant es queda igual.
• Cas bp = 1: la nova MU = Vkp(M) sera` MU = V2p+kp−1(M) = V2p(M)Vkp−1(M)−
V2p−kp−1(M) on es necessitara` calcular V2p(M) i V2p−kp−1(M).
Per aconseguir V2p(M) tindrem una variable S que a cada iteracio´ doblara` la variable,
Snova = S2anterior−2. Per l’altra part que s’ha de calculara`, s’usara` una altra variable AD i
tambe´ s’ha de tractar en dos casos diferents. Si ja es coneix l’anterior AD = V2p−kp−1(M),
• Cas bp = 0: la novaAD = V2p+1−kp(M) sera`AD = V2p2−kp−1(M) = V2p+(2p−kp−1)(M) =
V2p(M)V2p−kp−1(M)− Vkp−1(M), que so´n S, AD i MU respectivament.
• Cas bp = 1: la novaAD = V2p+1−kp(M) sera`AD = V2p+2p−(2p+kp−1)(M) = V2p−kp−1(M)
per tant es queda igual.
Per tant, es pot resumir que per cada bit bp, si aquest e´s 1, s’actualitzara` la MU =
S ∗MU −AD i si e´s 0, AD = S ∗AD −MU . La S s’actualitzara` cada cop.
Exemple 5. Com l’exemple 3, es mostren les iteracions per calcular V53, pero` usant
l’algorisme right-to-left scanning.
1 0 1 0 1 1
MU V0 V1 V1 V5 V5 V21 V53
S V1 V2 V4 V8 V16 V32 V64
AD V1 V1 V3 V3 V11 V11 V11
Observacio´ 13. Com l’algorisme left-to-right scanning, aquest nome´s fa dues multipli-
cacions per cada iteracio´, la de la variable S i depenent de si el bit e´s 0 o 1, AD o MU
respectivament, per tant, el cost e´s de 2 log k. La u´nica difere`ncia e´s que aquest algorisme
usa una variable me´s que l’altre, pero` e´s menyspreable.
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Observacio´ 14. Els dos algorismes left-to-right scanning i right-to-left scanning, com
hem dit, fan dues multiplicacions modulars en cada iteracio´. Aquestes multiplicacions
tenen la peculiaritat de ser del tipus {X · Yi | i = 1, 2, . . . t; t ≥ 2}, i per tant se’ls hi pot
aplicar el me`tode CMM de [30] per reduir el temps de computacio´. Concretament, els pro-
ductes so´n {Vh · Vl, Vh · Vh} i {Vl · Vh, Vl · Vl} en el primer, i {S ·MU,S · S} i {S ·AD,S · S}
en el segon.
Una altra eina per millorar la computacio´ de la funcio´ Vk(M) (mod n) so´n les cadenes
de Lucas.
Definicio´ 4. Una cadena d’adicio´ d’un nombre n e´s una sequ¨e`ncia d’enters 1 = a0 <
a1 < . . . < ar = n tal que cada nombre posterior a a0 e´s la suma de dos anteriors.
Exemple 6. {1, 2, 4, 6, 8, 14} e´s una cadena d’adicio´ de 14.
Definicio´ 5. Una cadena de Lucas d’un nombre n e´s una cadena d’adicio´ a0 < a1 <
. . . < ar tal que
1. a0 = 0, a1 = 1 i ar = n
2. ai = aj + ak per alguns j i k tals que i > j ≥ k i (aj − ak) ∈ {a0, . . . , ar}
Exemple 7. {0, 1, 2, 3, 4, 6, 7, 13} e´s una cadena de Lucas de 13.
A [5], afirmen que una forma espec´ıfica d’avaluar Vk pot ser transformada en la con-
struccio´ d’una cadena de Lucas de l’enter k. Per tant, el valor de Vk pot ser computat
amb el mı´nim nombre de multiplicacions si i nome´s si, es pot trobar la cadena de Lucas
de k me´s curta (un problema molt dif´ıcil).
C.T. Wang et al. [13] van desenvolupar un me`tode heur´ıstic per generar cadenes de
Lucas i poder-les usar per computar les sequ¨e`ncies de Lucas. Aquest me`tode es basa en
quatre lemes per anar construint la cadena de Lucas.
Lema 4. Sigui k un ener
1. V2k = VkVk − V0
2. V3k = V2kVk − Vk
3. V5k = V3kV2k − Vk
Lema 5. Suposant que k e´s el k-e`ssim terme d’una sequ¨e`ncia de Lucas, si k es descomposa
com el lema 4, llavors la subcadena de Lucas de k pot ser avaluada.






Lema 7. Sigui y un enter senar, i x = by2c. La cadena (x, x+ 1, y) forma una subcadena
si els termes bx2 c i bx2 c+ 1 so´n inclosos en la cadena
Per construir la cadena de Lucas, primer es comprova si k es pot descomposar com en
el lema 4 fins que no sigui possible i llavors es va descomposant com en el lema 6. Un cop
s’obte´ la cadena de Lucas, s’ha d’anar construint la sequ¨e`ncia seguint la cadena com en
l’algorisme B de [13] fins a l’element Vk(M) (mod n).
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Observacio´ 15. Aquest me`tode e´s heur´ıstic ja que si resulta que k no e´s mu´ltiple de 2, de
3, ni de 5, seguira` tenint un cost 2 log2 k (fins ara no hav´ıem especificat que el logaritme
era en base 2 perque` era obvi) com abans. Pero` com s’explica [13], el cost mitja` d’aquest
algorisme e´s de log2 k + log3 k multiplicacions modulars, e´s a dir, es redueixen un 19 per
cent comparant amb els algorismes de [5].
Un altre me`tode per trobar la cadena de Lucas me´s curta va ser descrit per S.Chiou
et al. [14]. Aquest consisteix en dos algorismes que calculen dues subcadenes tals que si
s’uneixen formen una cadena de Lucas. Aquest me`tode redueix un 13 per cent el cost dels
algorismes de [5]. A difere`ncia de l’anterior, aquest algorisme e´s determinista.
Observacio´ 16. Els dos algorismes esmentats que cerquen cadenes de Lucas, tenen l’in-
convenient que requereixen una quantitat important de memo`ria per emmagatzemar la
cadena de Lucas. L’avantatge dels algorismes de [5], e´s que ja van calculant el valor de la
funcio´ de Lucas durant la primera i u´nica iteracio´.
Tambe´ cal comentar que, igual que amb l’RSA, amb les funcions de Lucas tambe´ es
pot usar el teorema dels residus xinesos per millorar la computacio´, si s’escau.
Finalment, hi ha d’altres intents de millorar en la computacio´ de la funcio´ de Lucas
com en [21] o [15].
4.6 Aplicacions de les funcions de Lucas
Com s’ha vist fins ara, la funcio´ Vk e´s una bona candidata per fer criptografia de clau
pu´blica degut a la seva seguretat i computacio´ eficient. En aquesta seccio´ hi ha un recull
de totes les aplicacions on es pot usar la funcio´ Vk, comenc¸ant pel me`tode de Diffie-Hellman
fins a sistemes de xifrat i tot tipus d’esquemes de signatures digitals.
4.6.1 Versio´ Lucas del me`tode Diffie-Hellman
Aquest me`tode, descobert el 1976 per W. Diffie i M. Hellman, e´s un protocol criptogra`f-
ic que permet cercar una clau secreta compartida per dues parts que nome´s es poden
comunicar en un canal insegur. La descripcio´ del protocol e´s la segu¨ent.
1. Els dos usuaris es posen d’acord en un grup c´ıclic i finit G i un element generador
g de G. Els para`metres g i G so´n pu´blics, e´s a dir, qualsevol possible atacant pot
accedir-hi.
2. El primer usuari escull a l’atzar un a ∈ N i envia al segon usuari ga.
3. El segon usuari escull a l’atzar un b ∈ N i envia al primer usuari gb.
4. El primer usuari computa (gb)a.
5. El segon usuari computa (ga)b.
6. Els dos usuaris so´n els u´nics coneixedors de la clau gab.
Les funcions de Lucas tambe´ ens permeten dissenyar un esquema semblant al me`tode
Diffie-Hellman perque` dos usuaris puguin trobar pu´blicament una clau privada.
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Primer de tot, s’hauran de posar d’acord en la tria de p i P que cumpleixin les
condicions del problema (2) per tal de que l’esquema sigui segur. Llavors publicaran
Vx(P ) i Vy(P ) mod p on x i y so´n les respectives claus privades. Finalment, gra`cies a la
obervacio´ (8) la clau privada comu´ sera`
Vxy(P ) mod p
i els dos usuaris la podran aconseguir.
4.6.2 Sistemes de xifrat de clau pu´blica
Els criptosistemes de clau pu´blica tenen com a objectiu principal enviar un missatge M
des d’un emissor cap a un receptor, els quals comparteixen una clau pu´blica. En aquests
criptosistemes, el receptor tria la clau pu´blica pk i la privada sk, i llavors es duen a terme
els dos algorismes segu¨ents:
• Encriptacio´: L’emissor computa c = Encpk(M), i envia c al receptor per un canal
pu´blic.
• Desencriptacio´: El receptor rep c i computa M = Decsk(c).
Aquests criptosistemes poden ser deterministes o probabil´ıstics. En el cas dels de-
terministes, per cada missatge M sempre s’obte´ el mateix criptograma com per exemple
l’RSA. Els probabil´ıstics, en canvi, usen l’aleatorietat a l’hora d’encriptar, e´s a dir, que
quan encriptes un mateix missatge varis cops, generalment s’obtenen diferents xifrats.
El primer sistema probabilistic de clau pu´blica segur va ser proposat per S.Goldwasser
i S.Micali, i estava basat en la dificultat del problema dels residus quadra`tics. Despre´s
se’n van proposar molts me´s, els me´s coneguts dels quals so´n ElGamal, Paillier, Catalano
i va`ries construccions sota el Random Oracle Model. En aquesta seccio´ veurem una versio´
de l’esquema ElGamal i una altra del de Catalano et al. usant funcions de Lucas.
Sistema de clau pu´blica LUC
En la criptografia de clau pu´blica, actualment l’RSA e´s el sistema determinista me´s usat en
tot tipus de protocols. Aquest, dissenyat per Rivest, Shamir i Adleman, de moment esta`
considerat segur per para`metres de l’ordre de 512 i 1024 bits, a part de ser computablement
bastant eficient.
Primerament l’usuari que ha de rebre el missatge M escull dos primers senars p i q (que
mantindra` en secret) i publicara` n = pq. Llavors tria la clau pu´blica e tal que 1 < e < ϕ(n)
amb e i ϕ(n) coprimers entre si. La clau privada d sera` l’invers de e mo`dul ϕ(n).
• Encriptacio´: c ≡M e (mod n)
• Desencriptacio´: M ≡ cd (mod n)
Amb la funcio´ Vk(P,Q) definida en els apartats anteriors, es pot desenvolupar, tal com
es detalla en [3], [9] i [10] un sistema criptogra`fic de clau pu´blica diferent a l’RSA, pero`
semblant alhora, que es denota com a LUC.
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Siguin n = pq amb p i q primers senars, ∆ un residu no quadra`tic i Q = 1, el missatge
M que es vol enviar sera` del conjunt Λ′n definit anteriorment. Com a clau pu´blica s’haura`
de prendre un enter e relativament primer amb (p2 − 1)(q2 − 1) i gra`cies a la proposicio´
(4), Ve(M) sera` la funcio´ unidireccional de l’espai Λ′n. Per triar la clau privada, repetirem
el raonament de la demostracio´ de la proposicio´ (4), de manera que d sera` l’invers de e
mo`dul l’ordre del grup (O∆/nO∆)∧, e´s a dir, d tal que de ≡ 1 (ϕ∆(n)).
• Encriptacio´: c ≡ LUCe(M) ≡ Ve(M) (mod n).
• Desencriptacio´: M ≡ LUCd(c) ≡ Vd(c) (mod n).
Usant l’observacio´ 8, l’equacio´ (2) de la demostracio´ de la proposicio´ (4) i combinant la
part pu´blica i la privada veiem que el sistema funciona correctament.
LUCd(LUCe(M)) = Vd(Ve(M)) ≡ Vde(M) ≡ V1(M) ≡M (mod n)
Observacio´ 17. D’aquest sistema cal remarcar que a l’hora de triar el missatge que volem
enviar ens trobem que cada cop s’ha de recalcular la clau privada. Com be´ sabem, d es










) on ∆ =M2− 4, per
tant ϕ∆(n) depe`n de M. Encara que tambe´ cal dir a favor del sistema que en realitat, per
cada missatge nome´s s’ha de triar una d entre quatre possibles ja que ϕ∆(n) nome´s pot
assolir els valors (p− 1)(q − 1), (p− 1)(q + 1), (p+ 1)(q + 1) i (p+ 1)(q − 1).
A l’article [9] es presenta una proposta per evitar el problema explicat en l’observacio´
(17). Amb totes les condicions anteriors, a l’hora de calcular la clau privada, s’imposa que
d cumpleixi de ≡ 1 (mod (p2 − 1)(q2 − 1)). Per veure que el sistema segueix funcionant
correctament nome´s cal comprovar que Vde(M) ≡ M (mod n) amb les noves claus que







≡ (2M − 1
2
(2M − 0))
= M (mod n)
E´s important comentar que usant qualsevol de les dues claus privades que hem vist, la
funcio´ segueix sent la mateixa ja que en ambdo´s casos la inversa de Ve(M) e´s calculada.
I a la pra`ctica, segons [9] usar la primera manera resulta ser me´s la eficient tot i haver de
calcular en cada missatge escollit, quina d agafem.
A primera vista, el LUC sembla criptogra`ficament me´s segur que l’RSA degut a la seva
definicio´ i a alguna de les seves propietats tal com es comenta a [3] i [9]. L’avantatge en
la definicio´ e´s que les sequ¨e`ncies de Lucas so´n sequ¨e`ncies recursives d’ordre 2, en canvi,
l’exponenciacio´ es pot entendre com una recursio´ d’ordre 1. Gra`cies a la relacio´ (4.12),
es pot afirmar que Ud(P ) es pot computar sempre que es conegui Vd(d). Llavors, per la
segu¨ent congrue`ncia
2P k ≡ Vk(P + P−1) + (P − P−1)Uk(P + P−1) (mod n),
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fa`cilment provable per induccio´, un criptograma c de l’RSA pot ser desxifrat, si el crip-
tograma c+ c−1 (mod n) del LUC tambe´ es pot desxifrar. Pero` aixo`, com be´ va comentar
D. Bleichenbacher a [9] no significa que el LUC sigui me´s fort que l’RSA, ja que es pot donar
el cas en el que nome´s hi hagi un particular conjunt de criptogrames que es puguin desxifrar
amb LUC i que alhora, l’RSA sigui segur per qualsevol missatge. Per exemple, suposem






















per desencriptar qualsevol criptograma del RSA no en serveix cap dels de LUC que s´ı que
podem desencriptar. Per tant, l’RSA e´s totalment segur a difere`ncia del LUC, del qual
se’n poden desencriptar el 25% dels criptogrames.
La seguretat de l’RSA es basa en el problema (3), en canvi, la seguretat del LUC es basa
en el problema (4). D’aqu´ı en podem concloure que aquests dos esquemes criptogra`fics so´n
polino`micament equivalents en quant a seguretat ja que com s’ha comentat anteriorment,
els problemes (3) i (4) ho demostren.
Versio´ de ElGamal
Aquest criptosistema probabil´ıstic dissenyat per T. ElGamal l’any 1985 basa la seva se-
guretat en el problema del logaritme discret a Zp, donat un p bastant gran.
L’usuari a qui es vol enviar el missatge, escull un p primer gran i un generador g del
grup multiplicatiu Z∗p. Llavors tria un 0 ≤ x < p − 1 que sera` la clau privada i publica
y ≡ gx (mod p).
• Encriptacio´: El que envia el missatge M, tria aleato`riament 0 ≤ k < p−1 i es calcula
c1 ≡ gk (mod p) i c2 ≡ ykM (mod p). (c1, c2) e´s el missatge encriptat.
• Desencriptacio´: Primer es calcula s ≡ cx1 (mod p) per acabar trobant el missatge
original c2s−1 ≡ ykMs−1 ≡ gxkMg−xk ≡M (mod p).
La versio´ d’aquest esquema amb funcions de Lucas descrita a [4] e´s pra`cticament igual,
pero` usant Vk enlloc de l’exponenciacio´ a Z∗p.




= −1 i que 1 i p+1 siguin els u´nics divisors k de p+1 tals que Vk(P ) ≡ 2 mod p.
Tambe´ tria un 0 ≤ x < p− 1 que sera` la clau privada i publica y ≡ Vx(P ) (mod p).
• Encriptacio´: Per enviar el missatge M, es tria aleato`riament 0 ≤ k < p−1 i es calcula
c1 ≡ Vk(P ) (mod p) i c2 ≡ Vk(y)M (mod p). (c1, c2) e´s el missatge encriptat.
• Desencriptacio´: Primer es calcula s ≡ Vx(c1) (mod p) per acabar trobant el missatge
original c2s−1 ≡ Vk(y)Ms−1 ≡ VxkMV −1xk ≡M (mod p).
Criptosistema de G. Castagnos sobre quocients de cossos quadra`tics
Aquest tipus de criptosistemes probabil´ıstics es van comenc¸ar a descriure a partir de
l’esquema de Paillier del 1999 (veure [27]). Dos anys me´s tard, Catalano, Gennaro et al.
van proposar a [26] una variant me´s ra`pida, que me´s endavant va ser adaptada sobre el
grup de punts d’una corba el.l´ıptica per Galindo et al. (veure [28]).
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Ara descriurem breument el criptosistema de Catalano i Gennaro. Prenem n = pq un
enter amb p i q primer grans i e un enter coprimer amb ϕ(n) = (p − 1)(q − 1), per aix´ı
tenir el parell (n, e) com clau pu´blica. Definim un conjunt i una funcio´ que necessitem per
construir el criptosistema.
Definicio´ 6.





(M, r) 7→ (1 +Mn)re
Sabent que re e´s una permutacio´ del conjunt Rn e´s senzill demostrar que la funcio´ εe e´s
bijectiva. Per aixo` e´s una bona candidata a funcio´ unidireccional per construir un sistema
criptogra`fic.
• Encriptacio´: Si volem enviar el missatge M, es tria r ∈ Rn i s’envia c ≡ εe(M, r)
(mod n2)
• Desencriptacio´: El receptor, que te´ la clau privada d (l’invers de e mo`dul ϕ(n)),
primer redueix c ∈ (Z/n2Z)∗ mo`dul n i fa una desencriptacio´ com en l’RSA per
aconseguir r. Llavors calcula c/re (mod n2) per aconseguir 1+Mn i finalment a¨ılla
M.
Observacio´ 18. Es pot observar que si hom pot desencriptar l’RSA, llavors tambe´ pot des-
encriptar aquest criptosistema. De fet, esta` provat que invertir la funcio´ RSA e´s polino`mi-
cament equivalent a invertir la funcio´ εe. Tambe´ s’ha provat que aquest criptosistema e´s
sema`nticament segur si i nome´s si donat un element arbitrari c ∈ (Z/n2Z)∗, e´s dif´ıcil dir
si existeix un element r ∈ Rn tal que c ≡ re (mod n2).
Per adaptar aquest criptosistema que acabem de veure al grup (O∆/n2O∆)∧ que hem
estudiat abans usant les funcions de Lucas, tambe´ necessitem definir un conjunt i una
funcio´ adients. D’aquesta manera obtindrem el nou criptosistema descrit a [10] i partirem








Z/nZ× Λ′n → Ωn
(M, r) 7→ (1 + n)MVe(r) (mod n2)
Com abans, necessitem que ε′e estigui ben definida i sigui bijectiva, per aixo` ho mostra
el segu¨ent teorema.
Teorema 4. Segons la notacio´ de les definicions anteriors, la funcio´ ε′e esta` ben definida
i e´s bijectiva.
Dem. Primer de tot cal comentar que (1 + n)M ≡ 1 +Mn (mod n2). Per veure
que esta` ben definida, s’ha de mostrar que ε′e(M, r) ∈ Ωn. Per aixo`, si prenem mo`dul n
obtenim que ε′e(M, r) (mod n) ≡ Ve(r), i com que r ∈ Λ′n, per la proposicio´ (4) ε′e(M, r)
(mod n) ∈ Λ′n. D’aqu´ı ja e´s senzill veure el que vol´ıem.
Per veure que e´s bijectiva, nome´s cal veure que la funcio´ e´s injectiva ja que Z/nZ × Λ′n
i Ωn tenen el mateix nombre d’elements. Per tant, prenem (M1, r1) i (M2, r2) tal que
les imatges siguin iguals. Si prenem mo`dul n, com que Ve(r) e´s una permutacio´ de Λ′n,
r1 = r2. Llavors, com que Ve(r1) e´s primer amb n, M1 =M2. 2
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• Encriptacio´: Aquest proce´s e´s exactament igual que amb l’esquema d’abans, pero`
usant la funcio´ εe(M, r).
• Desencriptacio´: Com abans, es redueix c (mod n) i com que r e´s menor que n, es











)). Un cop trobat r, s’a¨ılla M com abans.
Observacio´ 19. Amb aquest algorisme de desencriptacio´ i amb el de Catalano, es pot
usar el Teorema dels residus xinesos per incrementar-ne la velocitat. El cas de l’algorisme
del G. Castagnos el podem trobar detallat en l’apartat 6 de l’article [10].
Observacio´ 20. E´s clar que si es pot desencriptar el LUC, llavors tambe´ es pot desen-
criptar aquest esquema de G. Castagnos, pero` a difere`ncia de l’esquema de Catalano et
al. i l’RSA, no e´s sabut si aquests dos esquemes so´n equivalents. Fins ara es creu que
la millor manera d’invertir ε′e e´s factoritzar n. A [10] presenten un teorema que afirma
que la seguritat sema`ntica de l’esquema del G.Castagnos recau en la dificultat del segu¨ent
problema decisional: Sigui n = pq i e coprimer amb (p2 − 1)(q2 − 1), donat un element c
del conjunt Ωn, trobar si existeix r ∈ Λ′n tal que c = Ve(r) (mod n2).
4.6.3 Esquemes de signatura digital
Els esquemes de signatura digital so´n criptosistemes de clau pu´blica que consisteixen en
tres algorismes clarament diferenciats.
• Generacio´ de claus: L’algoritme de generacio´ de claus, amb l’entrada 1k (sent k el
para`metre de seguretat), produeix un parell (pk, sk) que so´n la clau pu´blica i la clau
privada respectivament.
• Signatura: L’algoritme de signatura, que te´ com entrada la clau privada sk i el
missatge M que es vol signar, genera una signatura s per M .
• Verificacio´: L’algorisme de verificacio´, d’entrada la clau pu´blica pk, el missatge M i
la signatura s, comprova si s e´s una signatura va`lida per M .
Hi ha diferents tipus d’atacs a aquests esquemes de signatures digitals, que es poden
diferenciar entre:
• Key-only attack. Nome´s se sap la clau pu´blica.
• Known-signature attack. L’atacant nome´s coneix parelles de missatges i signatures
corresponents triades per l’usuari que signa.
• Chosen-message attack. L’atacant pot fer servir a l’usuari que signa com un oracle
a una llista de missatges i nome´s una vegada.
• Adaptively-chosen-message attack. A difere`ncia de l’anterior, l’atacant pot fer servir
l’usuari que signa com un oracle tantes vegades com vulgui.
Els nivells d’e`xit de l’atac poden ser descrits en ordre creixent com:
• Existential forgery. L’atacant pot signar almenys un missatge, no necessa`riament un
que esculli ell.
• Selective forgery. L’atacant pot signar uns quants missatges que tria.
• Universal forgery. L’atacant signa els missatges que es proposa.
• Retrieval of secret keys. L’atacant descobreix la clau secreta.
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Derivats de ElGamal i RSA
Des de 1993, la NSA (National Security Agency) va adoptar el DSA (Digital Signature
Algorithm) com signatura digital esta`ndard, que es basa en l’esquema de T. ElGamal.
Amb les funcions de Lucas tambe´ s’han dissenyat signatures basades en aquest esque-
ma. Els para`metres d’aquest so´n un p primer suficientment gran, un generador g del
grup multiplicatiu Z∗p i una funcio´ hash H. A continuacio´ veiem l’esquema de signatura
d’ElGamal.
• Generacio´ de claus: El signant sel.lecciona x tal que 0 < x < p− 1 que sera` la clau
privada i calcula y ≡ gx (mod p), la clau pu´blica.
• Signatura: La signatura d’un missatge M sera` un parell (r, s) que es calculara` a
partir d’un nombre aleatori k tal que 0 < k < p − 1 i mcd(k, p − 1) = 1. Primer
calculem r ≡ gk (mod p) i posteriorment s ≡ (H(M) − xr)k−1 (mod p − 1). Cal
comentar que si s = 0, es tria una nova k i es torna a calcular r i s.
• Verificacio´: Nome´s cal comprovar que gH(M) ≡ yrrs (mod p).
Com hem dit, hi ha va`ries signatures que usen les funcions de Lucas Vk i Uk i les
seves propietats. La primera, denotada com LUCELG DS, va ser dissenyada per P.Smith
i C.Skinner a [3], i e´s molt semblant a la que hem descrit. Posteriorment, a [8], es va veure
que aquesta podia ser atacada fa`cilment. Els para`metres de LUCELG DS so´n una funcio´
hash H, un primer p prou gran tal que p+ 1 no estigui composat per primers petits i un





= −1 i que 1 i p+ 1 siguin els u´nics divisors k de p+ 1
tals que Vk(P ) ≡ 2 mod p.
• Generacio´ de claus: A difere`ncia d’abans, el signant calcula dues claus pu´bliques a
partir de la clau privada x que pre`viament a escollit. Seran yV ≡ Vx(P ) (mod p) i
yU ≡ Ux(P ) (mod p).
• Signatura: Per signar el missatge en aquest cas, a partir d’un nombre aleatori k ∈
Z∗p+1, es calcula rV ≡ Vk(P ) (mod p), rU ≡ Uk(P ) (mod p) i s ≡ (H(M) − xr)k−1
(mod p+ 1). La signatura sera` la tupla rV , rU , s.
• Verificacio´: Cal veure que gra`cies a la relacio´ (4.8), es compleix
2VH(M)(P ) ≡ VrV (yV )Vs(rV ) + ∆yUUrV (yV )rUUs(rV ) (mod p)
Desafortunadament, aquesta signatura no e´s va`lida ja que pot ser universally forged amb
un key-only attack. Com podem veure, rU no esta` lligada amb rV i s durant el proce´s de
la signatura i per aixo`, independentment de quines rV i s es tr¨ıin, qualsevol persona pot
signar el missatge M usant
rU ≡ (2VH(M)(P )− VrV (yV )Vs(rV ))(∆yUUrV (yV )Us(rV ))−1 (mod p)
Una altra signatura amb l’esquema de ElGamal e´s la que proposen a [8], on aparent-
ment es sol.luciona el problema que hi havia en la LUCELG DS, ja que nome´s usa la funcio´




= 1 i per aixo`, quan treballem amb els sub´ındex de Vk, enlloc de mo`dul p+1, us-
arem mo`dul p− 1 degut al teorema (3). Els algorismes de la signatura so´n molt semblants
als de les anteriors, tot i que en aquest cas s’usara` la relacio´ (4.16) i el segu¨ent lema.
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Lema 8. Amb les condicions anteriors i les claus que es defineixen en els segu¨ents algo-
rismes,
2VH(M)(P ) ≡ Vr(y)Vs(r)±
√
V 2r (y)− 4
√
V 2s (r)− 4 (mod p).
• Generacio´ de claus: Primer es tria la clau privada x ∈ Zp i llavors es calcula la clau
pu´blica y ≡ Vx(P ) (mod p).
• Signatura: La signatura sera` la tupla (r, s). S’escull un nombre aleatori k ∈ Z∗p−1,
per calcular r ≡ Vk(P ) (mod p) i s ≡ (H(M)− xr)k−1 (mod p− 1).
• Verificacio´: El receptor nome´s haura` de comprovar que es satisfa` la segu¨ent con-
gru¨encia.
V 2H(M)(P ) + V
2
s (r) + V
2
r (y) ≡ VH(M)(P )Vr(y)Vs(r) + 4 (mod p).
Observacio´ 21. La seguretat d’aquesta signatura digital, com es veu en l’observacio´ (9),






A [8], P. Horster et al. demostren que aquesta signatura digital e´s universally forged
si i nome´s la signatura d’ElGamal descrita anteriorment e´s universally forged. A part,
tambe´ mostren que un atacant pot assolir una existential forgery amb un key-only attack.
L’atacant primer escull a ∈ Zp−1 i b ∈ Z∗p−1 aleato`riament i computa




(V 2a (P )− 4)(V 2b (y)− 4)
)
(mod p).
Per una altra banda, se sap que






Ms−1(P )− 4)(V 2−rs−1(y)− 4)
)
(mod p),
d’on obtenim que a ≡Ms−1 (mod p− 1) i b ≡ −rs−1 (mod p− 1). Per tant, l’atacant ja
te´ r i pot calcular fa`cilment s i M a¨ıllant perque` la signatura sigui va`lida. Cal comentar
que fent servir una funcio´ de Hash es pot prevenir aquest atac.
Fins ara ens hem basat en l’esquema de la signatura de T. ElGamal, pero` hi ha d’altres
signatures interessants les quals tambe´ es poden aplicar a les funcions de Lucas com les
signatures RSA, que van ser les primeres en ser dissenyades en el mo´n de la signatura
digital.
Els para`metres d’aquestes so´n una funcio´ hash H i un enter n prou gran de la forma
n = pq.
• Generacio´ de claus: L’usuari que vol signar el missatge, generara` les mateixes claus
que en el sistema RSA abans explicat. La privada sera` d i la pu´blica e.
• Signatura: Per signar es fara` el proce´s invers que en l’RSA amb la imatge hash del
missatge. La signatura sera` H(M)d (mod n).
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• Verificacio´: El receptor usara` la clau pu´blica e i verificara` que H(M) ≡ (H(M)d)e
(mod n).
Aquesta signatura pot ser universally forged amb un chosen-message attack degut a
la propietat multiplicativa de l’exponenciacio´.
De la mateixa manera, usant la funcio´ del sistema criptogra`fic LUC amb les mateixes
condicions i para`metres, es pot signar un missatge M com Vd(H(M)) (mod n) i verificar-ho
comprovant que Ve(Vd(H(M))) ≡ H(M) (mod n).
Com que les funcions de Lucas no tenen la propietat multiplicativa, els autors de
[3] creien que aquest esquema de Lucas podia evitar un chosen-message attack. Pero`
malauradament, D. Bleichenbacher et al. van trobar un chosen-message attack contra la
signatura amb funcions de Lucas. En aquest atac primer es seleccionen a, b, c, s i t tal
que bs − ct = 1 i bs + ct = ae. Llavors es calcula Ms ≡ Vs(M) (mod n) i Mt ≡ Vt(M)
(mod n) i es demana a l’oracle que signi els missatges Vd(Ms (mod n)) i Vd(Mt (mod n)).
Finalment, Vd(M) es calcula com
Vd(M) ≡ Vb(Vd(Ms))Vc(Vd(Mt))− Va(M) (mod n).
La correctesa d’aquest atac es demostra a partir de les equacions (4.11) i (4.13).
Vb(Vd(Ms))Vc(Vd(Mt)) ≡ Vdbs(M)Vdct(M)
≡ Vd(bs+ct)(M) + Vd(bs−ct)(M)
≡ Vdae(M) + Vd(M)
≡ Va(M) + Vd(M) (mod n).
Aplicacio´ de les signatures digitals a canals subliminals
Un canal covert o para`sit e´s un canal de comunicacio´ que es fa servir sense l’autoritzacio´
del propietari de tal canal de manera que no es pugui detectar el seu u´s per cap entitat
que no estigui involucrada en la comunicacio´.
Un canal subliminal es un canal de comunicacio´ covert usat per enviar un missatge
a un receptor autoritzat tal que aquest missatge no pugui ser descobert per cap receptor
no autoritzat. Aquests canals subliminals es van comenc¸ar a usar quan, en el 1984, G.
Simmons se’n va adonar de que les firmes digitals tipus ElGamal podien ser usades per
establir un canal subliminal.
Per exemple, en un passaport, la signatura digital e´s usada per autentificar al seu
propietari davant un agent. A me´s, el missatge en el canal subliminal pot dir-li a l’agent
que aquest propietari te´ antecedents, o qualsevol altre informacio´ rellevant. Pot haver-hi
moltes me´s aplicacions dels canals subliminals en la vida quotidiana com l’historial d’un
conductor amb el seu carnet de conduir o els pagaments que ha efectuat un client d’un
banc amb una targeta de cre`dit.
Els canals subliminals poden ser classificats en canals broadband i narrowband. Els
broadband so´n els que usen quasi tots els bits disponibles i els narrowbans els que n’usen
pocs.
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A l’hora de dissenyar aquests tipus d’esquemes, l’objectiu e´s aconseguir que l’usuari
que signa no hagi de compartir la seva clau secreta amb els receptors i poder usar canals
broadband. G.Simmons va comenc¸ar descrivint canals narrowband que no requerien com-
partir la clau secreta, fins que va aconseguir trobar un canal broadband, pero` que tenia
el problema d’haver de compartir la clau secreta. A [16], L. Harn et al. van dissenyar
un esquema de signatura amb canals subliminal broadband que no requerien compartir
la clau secreta de la signatura (que el veurem a continuacio´). A me´s a me´s, tambe´ van
presentar un esquema semblant basat en les funcions de Lucas on s’aconseguia una major
eficie`ncia.
Notacio´ 1. Siguin p i q enters primers senars i yp i yq enters, la sol.lucio´ de les equacions
y ≡ yp (mod p)
y ≡ yq (mod q)
la denotem com a y = CRT (yp, yq; p, q).
Els para`metres que primer s’escullen en l’esquema de [16] so´n p, q primers senars,
n = pq, p′ = p−12 , q
′ = q−12 i α ∈ [1, n − 1] d’ordre (p − 1)(q − 1). En aquesta signatura
hi haura` dos canals subliminals, un que usara` el primer p i l’altre que usara` q, pero` per
la signatura treballarem amb mo`dul n. Degut al disseny d’aquest esquema, ha d’haver-hi
o´bligato`riament dos canals, pero` aixo` no significa que hi hagi dos receptors. Lo important
e´s que els dos canals so´n disjunts i el receptor nome´s conegui la clau secreta d’un dels
canals. Si nome´s hi ha un receptor, l’usuari que signa sera` el coneixedor de l’altre clau
secreta.
• Claus privades: Cada receptor te´ la seva clau privada xp ∈ [1, p− 1] i xq ∈ [1, q− 1],
que u´nicament la coneix ell mateix i l’usuari que signa. Llavors, aquest calcula la
seva clau privada x = CRT (xp, xq, 2p′, 2q′) agafant la me´s petita de les sol.lucions i
no la comparteix amb ningu´.
• Clau pu´blica: Hi haura` una clau pu´blica que es calculara` a partir de yp ≡ αxp
(mod p) i yq ≡ αxq (mod q). Aquesta sera` y = CRT (yp, yq, p, q).
• Signatura: Per signar M , i enviar subliminalment Mp pel canal p i Mq pel canal
q, primer es calcula rp ≡ αMp (mod p) i rq ≡ αMq (mod q) per obtenir r =
CRT (rp, rq; p, q). En segon lloc, necessitem Mpq = CRT (Mp,Mq; 2p′, 2q′), agafant
la sol.lucio´ me´s petita, per obtenir s ≡ rMx −Mpq (mod 4p′q′). La signatura e´s
(r,s).
• Verificacio´: Nome´s cal comprovar que yrM ≡ rαs (mod n)
• Recuperacio´ dels missatges subliminals: El receptor que coneix p i la clau secreta xp,
calculaMp ≡ rMxp−sp mod 2p′ on sp ≡ s (mod 2p′). L’altre receptor fa el mateix
amb la seva clau secreta (q, xq).
Observacio´ 22. Per a qualsevol adversari extern, la seguretat de l’esquema recau en dos
problemes, factoritzacio´ (problema 3) i logaritme discret (problema 1). Per aixo`, aquesta
signatura e´s me´s segura que molts d’altres esquemes coneguts. Pero` cal comentar que
en quant als receptors autoritzats la seguretat nome´s recau en un dels dos problemes, el
logaritme discret, degut a que ja coneixen la factoritzacio´ de n. Tot i aixo` a [16] L.Harn
et al. detallen una proposta per a sol.lucionar aquest inconvenient.
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Observacio´ 23. Com hem comentat en l’observacio´ anterior, la seguretat de l’esquema
recau en els dos problemes, i per aixo`, necessitem que la p i q siguin suficientment grans
perque` el logaritme discret mantingui el mı´nim nivell de seguretat necessari. En conse-
qu¨e`ncia, n = pq sera` massa llarga en quant a computacio´.
Per sol.lucionar el problema de l’observacio´ (23), com hem comentat anteriorment, els
autors de [16] van presentar un nou esquema basat en les funcions de Lucas, que basa la
seva seguretat en la factoritzacio´ (problema 4) i el logaritme discret a Zp2 enlloc de Zp
(problema 2). Per tant, gra`cies a que resoldre el problema (2) e´s me´s costo´s, permet agafar
els para`metres p i q de menys longitud i consequ¨entment obtenir una n de longitud bina`ria
me´s curta.
Els para`metres de l’esquema amb les funcions de Lucas so´n p, q primers senars, n = pq,
p′ = p+12 , q
′ = q+12 i P ∈ Z tal que el polinomi f(x) = x2−Px+1 sigui irreductible sobre
Zp i Zq.
• Claus privades: xp i xq so´n exactament les mateixes que en l’esquema anterior i
x = CRT (xp, xq; p+ 1, q + 1).
• Clau pu´blica: La clau y = CRT (yp, yq, p, q) es calcula a partir de yp ≡ Vxp(P )
(mod p) i yq ≡ Vxq(P ) (mod q).
• Signatura: Per signar M , i enviar subliminalment Mp pel canal p i Mq pel canal
q, primer es calcula rp ≡ VMp(P ) (mod p) i rq ≡ VMq(P ) (mod q) per obtenir r =
CRT (rp, rq; p+1, q+1). En segon lloc, necessitemMpq = CRT (Mp,Mq; p+1, q+1),
agafant la sol.lucio´ me´s petita, per obtenir s ≡ rMx−Mpq (mod (p+1)(q+1)). La
signatura e´s (r,s).
• Verificacio´: Nome´s cal comprovar que
r2 + V 2Mr(y) + V
2
s (P ) ≡ rVMr(y)Vs(P ) + 4 (mod n).
• Recuperacio´ dels missatges subliminals: El receptor que coneix p i la clau secreta xp,
calcula Mp ≡ rMxp − sp mod p + 1 on sp ≡ s (mod p + 1). L’altre receptor fa el
mateix amb la seva clau secreta (q, xq).

Cap´ıtol 5
Sistema de clau pu´blica XTR
Els elements de les funcions de Lucas estudiades anteriorment pertanyen a un subgrup de
p+1 elements de GF (p2), pero` hem vist a l’equacio´ (4.5) que usant la trac¸a d’aquests s’a-
consegueix representar-los amb elements de GF (p) sense perdre la seguretat que garanteix
el logaritme discret a GF (p2).
El sistema XTR e´s un nou me`tode que es basa en la mateixa idea que les funcions de
Lucas, representant elements de GF (p6) sobre GF (p2) usant la trac¸a TrGF (p6)/GF (p2). En
consequ¨e`ncia, el nom XTR e´s una abreviacio´ de Efficient and Compact Subgroup Trace
Representation.
Aquest nou me`tode te´ noves propietats que veurem a continuacio´, i que proporcionen
interessants aplicacions per la criptografia.
5.1 Me`tode XTR
Siguin p i q enters primers tals que p ≡ 2 (mod 3), q > 3 i q divideix p2−p+1, considerem
el cos finit GF (p6). Dintre del grup multiplicatiu de GF (p6), que denotem com GF (p6)∗,
prenem un element g d’orgre q.
El subgrup d’ordre p2 − p+ 1 de GF (p6)∗ es coneix com al supergrup XTR, en canvi,
el subgrup de q elements generat per g e´s el subgrup XTR. El fet d’agafar aquest super-
grup XTR e´s degut a que no esta` contingut en cap subgrup propi de GF (p6) i d’aquesta
manera, la computacio´ del logaritme discret e´s tan complicada com en GF (p6)∗. Pero`
aquesta eleccio´ no e´s important nome´s per raons de seguretat, sino´ que tambe´ permet una
representacio´ eficient dels elements del supergrup XTR, i per tant tambe´ dels del subgrup
XTR, que consisteix en expressar-los amb elements de GF (p2) enlloc de GF (p6).
Com que es treballara` amb elements de GF (p2), e´s necessari que les operacions aritme`-
tiques en aquest cos finit siguin eficients. Si prenem el polinomi irreductible (x3− 1)/(x−
1) = x2 + x+ 1, les seves arrels α i αp formen una base de GF (p2) sobre GF (p), e´s a dir,
GF (p2) ∼= {x1α+ x2αp : x1, x2 ∈ GF (p)} .
Degut a que p ≡ 2 (mod 3) i que α3 = 1, es compleix que αi = αi mod 3 i αp = α2, per
tant podem expressar GF (p2) de la segu¨ent forma.
GF (p2) ∼= {x1α+ x2α2 | α2 + α+ 1 = 0 i x1, x2 ∈ GF (p)} .
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D’aquesta forma, es pot calcular el cost de les operacions a GF (p2) en funcio´ de multipli-
cacions a GF(p).
Lema 9. Sigui x, y, z ∈ GF (p2) amb p ≡ 2 (mod 3),
1. computar xp no costa res,
2. per computar x2 s’han de fer dues multiplicacions a GF (p),
3. per computar xy calen tres multiplicacions a GF (p),
4. per computar xz − yzp so´n necessa`ries quatre multiplicacions a GF(p).
Dem. Siguin x, y, z ∈ GF (p2) tals que x = x1α + x2α2, y = y1α + y2α2 i z =
z1α + z2α2, i tenint en compte que un element t ∈ GF (p) es pot representar de la forma
t = −tα− tα2.
1. xp = x2α+ x1α2.
2. x2 = x2(x2 − 2x1)α+ x1(x1 − 2x2)α2
3. xy = (x2y2−x1y2−x2y1)α+(x1y1−x1y2−x2y1)α2. S’han de computar les parelles
x1y1, x2y2 i (x1 + x2)(y1 + y2).
4. Operant resulta
xz − yzp = (z1(y1 − x2 − y2) + z2(x2 − x1 + y2))α+
((z1(x1 − x2 + y1) + z2(y2 − x1 − y1)))α2.
2
M. Stam et al. [21] van proposar una lleugera millora en l’aritme`tica presentada en el
lema anterior. La multiplicacio´ a GF (p) consta de dos passos amb costos significatius, el
pas de la multiplicacio´ i el pas de la reduccio´. Per exemple, per multiplicar 3 · 4 a GF (5),
el pas de la multiplicacio´ e´s 3 ·4 = 12 i el pas de la reduccio´ e´s 12 mod 5 = 2. L’observacio´
clau e´s que el pas de la reduccio´ e´s me´s costo´s que el de la multiplicacio´, i per aixo`, en
els casos (3) i (4) del lema anterior ens podem estalviar algun pas de reduccio´ fent primer
totes les operacions i no reduir fins al final, aconseguint aix´ı els segu¨ents costos.
Lema 10. Sigui x, y, z ∈ GF (p2) amb p ≡ 2 (mod 3),
1. computar xp no costa res,
2. per computar x2 s’han de fer dues multiplicacions a GF (p),
3. per computar xy calen dues multiplicacions i mitja a GF (p),
4. per computar xz − yzp so´n necessa`ries tres multiplicacions a GF(p).
Per representar l’element g ∈ GF (p6) amb elements de GF (p2) es necessiten tenir en




. Com que g e´s un element d’ordre q tal que q | p2−p+1,
podem afirmar que gp
2−p+1 = 1; per tant, gp2 = gp−1 i gp4 = g−p. Si considerem el
polinomi que te´ g i els seus conjugats com arrels, obtenim un polinomi de tercer grau amb
coeficients a GF (p2) de la segu¨ent forma.
(x− g)(x− gp−1)(x− g−p) = x3 − Tr(g)x2 + Tr(g)px− 1 ∈ GF (p2)[x] (5.1)
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Com que aquest polinomi esta` completament determinat per la Tr(g), podem identificar
els elements de GF (p6) (sense distingir conjugats) amb la seva trac¸a. Aquesta observacio´
tambe´ es pot aplicar a qualsevol pote`ncia de g, e´s a dir, el polinomi x3 − Tr(gn)x2 +
Tr(gn)px− 1 i les seves arrels queden determidats per Tr(gn).
Si hi hague´s una forma prou ra`pida de calcular Tr(gn) donat Tr(g), seria la manera
de calcular gn donat g pero` usant elements de GF (p2), e´s a dir, elements amb un tamany
menys costo´s de representar que els de GF (p6). Aquesta e´s la idea clau del me`tode XTR,
en els diferents protocols criptogra`fics, usar la trac¸a enlloc de g.
5.2 Computacio´ de traces
Com hem dit, s’ha de computar Tr(gn) donat Tr(g), i per aixo` so´n necessaris una se`rie
de conceptes previs.
Definicio´ 10. Sigui c ∈ GF (p2) es defineix
F (c, x) = x3 − cx2 + cpx− 1 ∈ GF (p2)[x],




2 per n ∈ Z on h0, h1, h2 ∈ GF (p6) so´n les arrels de F (c,X).
Observacio´ 24. La definicio´ de F (c, x) per tot c ∈ GF (p2) e´s me´s general que el polinomi
que hem definit a l’equacio´ (5.1), on nome´s es consideraven c de la forma Tr(g) per g
d’ordre > 3 i que divideixi p2 − p + 1. L’aplicacio´ d’aquesta forma general s’usara` en la
seleccio´ de para`metres a l’hora d’escollir el g adient. Per la computacio´, si c = Tr(g),
llavors es calcula cn = Tr(gn) usant les segu¨ents propietats.
Lema 11. 1. c = c1.
2. c−n = cnp = c
p
n per n ∈ Z.
3. cn ∈ GF (p2) per n ∈ Z.
4. cu+v = cucv − cpvcu−v + cu−2v per u, v ∈ Z.
5. F (cn, hnj ) = 0 per j = 0, 1, 2 i n ∈ Z.
6. Les arrels hj, o tenen ordre dividint a p2−p+1 i major que 3 o pertanyen a GF (p2).
En particular, F (c, x) e´s irreductible a GF (p2) si i nome´s si l’ordre de les seves arrels
divideix p2 − p+ 1 i major que 3.
7. F (c, x) e´s reductible a GF (p2) si i nome´s si cp+1 ∈ GF (p).
Dem. Aquestes propietats es demostren a partir de la definicio´ de trac¸a i de la
definicio´ 10. Es pot trobar detallada en [18].
Gra`cies a aquest lema, donats c, ck−1, ck i ck+1, es poden computar ck+2, c2k−1, c2k i c2k+1.
• c2k = c2k − 2cpk.
• ck+2 = c · ck+1 − cp · ck + ck−1.
• c2k−1 = ck−1 · ck − cp · cpk + cpk+1.
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• c2k+1 = ck+1 · ck − c · cpk + cpk−1.
Definicio´ 11. Sn(c) = (cn−1, cn, cn+1) ∈ GF (p2)3.
Com que per calcular cn iterativament, es necessiten trios consecutius, a la pra`ctica,
l’algorisme que necessitem calculara` Sn(c) donats c i n.
La idea d’aquest algorisme (detallat en [18] i [20]) e´s inicialitzar S0, S1, S2 i S3, i llavors
reco´rrer els bits de k (essent n = 2k + 1) fent les segu¨ents operacions.
• Si el bit e´s 0, usa (c2i, c2i+1, c2i+2) per calcular (c4i, c4i+1, c4i+2).
• Si el bit e´s 1, usa (c2i, c2i+1, c2i+2) per calcular (c4i+2, c4i+3, c4i+4).
Exemple 8. Es vol calcular S24(c) segons l’algorisme anterior. Com 24 no es pot ex-
pressar de la forma n = 2k + 1, calcularem S23(c) i llavors, mitjanc¸ant cn+2 = c · cn+1 −
cp · cn + cn−1 obtindrem S24(c). Per tant, si expressem 23 = 2 · 11 + 1 ens queda que
k = 11, que la seva representacio´ bina`ria e´s 1011 (b0, b1, b2, b3). A partir d’aqu´ı es recorre
la representacio´ bina`ria d’esquerra a dreta, tenint en compte que S0, S1, S2 i S3 estan
calculats i els casos explicats anteriorment.
1. Comencem pel segon bit ja que b0 e´s sempre e´s 1. Partim de S3(c) = (c2, c3.c4).
Com que b1 = 0, tenim el primer cas amb i = 1 i obtenim (c4, c5, c6), que coincideix
amb S5(c).
2. El segu¨ent bit e´s b2 = 1, per aixo` usem la fo´rmula del segon cas amb i = 2 i es
computa (c10, c11, c12), que coincideix amb S11(c).
3. En l’u´ltim bit b3 = 1 es repeteix el pas anterior amb i = 5 obtenint aix´ı (c22, c23, c24),
que coincideix amb S23(c), que e´s el que vol´ıem.
Teorema 5. Donada la suma c de les arrels de F (c, x), la suma cn de les pote`ncies n-
e`ssimes de les arrels de F (c, x) pot ser computada amb 8 log2(n) multiplicacions a GF (p)
(7 log2(n) multiplicacions a GF (p) amb l’aritme`tica millorada).
Dem. Usant el lema 9 es prova que c2n es calcula amb dues multiplicacions a GF(p)
i cn+2, c2n−1 i c2n+1 amb quatre (amb l’aritme`tica millorada, els tres u´ltims resultats es
calculen amb 3 multiplicacions enlloc de quatre). Llavors, amb l’algorisme de [18] i [20] e´s
immediat.
Notacio´ 2. La computacio´ de Tr(gk) donat Tr(g) s’anomena exponenciacio´ simple.
Per diverses aplicacions, aquest tipus d’exponenciacio´ no sera` suficient ja que haurem
de computar Tr(gagbk) donats a, b ∈ Z i Sk(Tr(g)). Aquesta operacio´ se la denotara` com
l’exponenciacio´ doble. En [20] es descriu un algorisme complex usant operacions entre
matrius que necessita 8 log2(a/b mod q) + 8 log2(b) + 34 multipicacions a GF (p).
En l’article [21] hi ha diversos algorismes interessants que milloren tant l’exponenciacio´
simple com la doble. El me´s important e´s una generalitzacio´ de l’exponenciacio´ doble, on
es calcula cbk+al, donats 0 < a, b < q, ck, cl, ck−l i ck−2l. Aquest algorisme inicialitza
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una variable nova per cada para`metre inicial, u0 = k, v0 = l, d0 = b i e0 = a, de manera
que queda u0d0 + v0e0 = bk + al i cu0 , cv0 , cu0−v0 i cu0−2v0 . A continuacio´, a partir d’una
casu´ıstica detallada en [21], s’actualitzen totes les variables de manera que en cada iteracio´
es cumpleixi uidi + viei = bk + al i calculi cui , cvi , cui−vi i cui−2vi , fins que di = ei. Quan
s’hagi assolit aquesta igualtat, com que (ui+vi)di = bk+al, primer es podra` calcular cui+vi
per la quarta propietat del lema 11, i finalment es calculara` c(ui+vi)di = cbk+al fent una
crida a l’algorisme d’exponenciacio´ simple. Els autors de [21], gra`cies a aquest algorisme
conjecturen el segu¨ent.
Conjectura 1. Donats els enters a, b tal que 0 < a, b < q i els valors ck, cl, ck−l i ck−2l,
el valor de cbk+al pot ser computat en una mitja de 6 log2(max(a, b)) multiplicacions a
GF (p) utilitzant l’aritme`tica millorada.
Aixo` significa un gran avenc¸ en la computacio´ del me`tode XTR, degut a que millo-
ra la computacio´ de l’exponenciacio´ simple i redueix a me´s de la meitat el nombre de
multiplicacions de l’algorime per computar l’exponenciacio´ doble amb matrius.
Observacio´ 25. A partir d’aquest algorisme tambe´ se’n pot extreure un de molt eficient
per exponenciacio´ simple. Si es vol computar cu, s’escull a = round(3−
√
5
2 u), b = u − a,
k = l = 1 (on round(x) e´s l’enter me´s proper a x) i s’aplica l’algorisme generalitzat. Tenint
en compte la conjectura, el cost d’aquest algorisme seria 5.2 log2 u multiplicacions a GF (p)
de mitja, el que significa una millora substancial.
Me´s endavant, degut a la necessitat de fer ca`lculs amb traces per poder dissenyar
diferents aplicacions, Z. Jia et al. [37] van descriure la manera de computar el que es
podria dir l’exponenciacio´ triple en termes de la simple i la doble. Aquesta consisteix en
computar Tr(gagbkgr) donats Tr(g), Sk(Tr(g)), Sr(Tr(g)) i a, b, c ∈ GF (q)∗
Una u´ltima operacio´ definida e´s la multiplicacio´, e´s a dir, donats a, b ∈ Z, Sa(Tr(g)) i
Sb(Tr(g)), computar Tr(ga+b). L’algorisme encarregat de trobar aquesta suma esta` descrit
en [40] on s’usa en una aplicacio´ del me`tode XTR que s’explicara` me´s endavant.
5.3 Seleccio´ de para`metres
Els para`metres del me`tode XTR so´n els primers p i q, i l’element g de GF (p6).
La seleccio´ dels para`metres p i q han de complir que q | p2 − p + 1 perque` el subgrup
XTR que constru¨ım no pertanyi a cap subgrup propi de GF (p6) i resisteixi l’atac de [34].
Tambe´ s’ha de garantir que p ≡ 2 (mod 3) per assegurar la velocitat de les operacions
amb elements de GF (pp) com hem vist en el lema 9. Per assegurar la seguretat, almenys
equivalent a l’RSA de 1024 bits, el tamany de p ha de ser 1024/6, per tant, es cercara` p
d’aproximadament 170 bits i q de 160 bits. Per aixo`, a [20], A.K. Lenstra et al. descriu
alguns algorismes per trobar p i q tal que compleixin totes aquestes premises.
El para`metre me´s complicat de trobar e´s l’element del subgrup XTR. Havent trobat p
i q, volem calcular un element c ∈ GF (p2) tal que c = Tr(g) per un element g ∈ GF (p6)
d’ordre q | p2 − p+ 1. Com que g ja esta` determinat per les arrels de F (Tr(g), x), nome´s
caldra` trobar Tr(g). Per aixo`, si trobem c ∈ GF (p2) tal que F (c, x) sigui irreductible,
degut al punt 6 del lema 11, c e´s la trac¸a d’un element h ∈ GF (p6)∗ d’ordre > 3 i que
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3, la Tr(g) pot ser definida com c(p2−p+1)/q ja que compleix les condicions necessa`ries.
Resumint, es redueix a buscar c ∈ GF (p2) tal que F (c, x) sigui irreductible i c(p2−p+1)/q 6= 3
Per trobar un polinomi F (c, x) irreductible, A.K. Lenstra descriu a [20] dos algorismes
diferents, un basat en el me`tode de Scipione Del Ferro per trobar arrels d’un polinomi de
grau tres, i l’altre en un test d’rreductibilitat que trasllada el problema actual a trobar
arrels d’un polinomi concret a GF (p). El me´s eficient e´s el segon, que permet trobar la
Tr(q) amb qq−1(2.7 log2(p) + 8 log2(p
p − p+ 1)/q) multiplicacions a GF(p).
A part dels para`metres pu´blics necessaris pel me`tode XTR que hem especificat, tambe´
acostuma a haver-hi una clau privada i una pu´blica que es repeteixen en les aplicacions
que s’explicaran me´s endavant. La clau privada e´s un enter aleato`ri k ∈ [2, q − 3] i la
pu´blica Tr(gk), que es calcula de
Sk(Tr(g)) = (Tr(gk−1), T r(gk), T r(gk+1)).
Pero` hi ha certes aplicacions, que degut a que necessiten calcular exponenciacions dobles
i triples, la clau pu´blica ha de ser la tupla Sk(Tr(g)) enlloc de nome´s l’element d’enmig.
Degut a que Sk(c) ∈ GF (p2)3, el tamany de la clau pu´blica es multiplica per tres. Aque-
sta observacio´ es pot millorar considerablement ja que donats Tr(g), Tr(gk) i Tr(gk−1) (o
Tr(gk+1)) es pot aconseguir Tr(gk+1) (o Tr(gk−1)). Fins i tot hi ha algun me`tode, que
sota certes condicions, aconsegueix Tr(gk−1) i Tr(gk+1), donats Tr(g) i Tr(gk).
A [20], s’hi descriu una forma de calcular Tr(gk−1) (i Tr(gk+1)) donats Tr(g) i Tr(gk+1)





x1x2 + (x1 − x2)2 .
Si denotem c = Tr(g) i ck = Tr(gk), el teorema segu¨ent ens mostra el me`tode desitjat.
Teorema 6. • Si k 6= p, 1− p mod p2 − p+ 1, llavors cpck−1 − cck 6= 0 i
ck+1 =
cpk(c
2 − 3cp)− cpk−1(c2p − 3c)− c2k−1c+ c2k(cp − c2) + ckck−1cp+1
cpck−1 − cck
• Si k 6= −p, p− 1 mod p2 − p+ 1, llavors cck+1 − cpck 6= 0 i
ck−1 =
cpk(c
2p − 3c) − cpk+1(c2 − 3cp)− c2k+1cp + c2k(c− c2p) + ckck+1cp+1
cck+1 − cpck
Dem. La demostracio´ d’aquest teorema es troba en l’article [19].
Aquest teorema, pero`, es pot millorar amb unes altres fo´rmules descrites per X.Chen
et al. [40]. A part de ser me´s eficients, tenen l’avantatge que la condicio´ sobre k e´s me´s
senzilla. Sigui k 6= 1, c = Tr(g) i ck = Tr(gk),
ck+1 =




cc2pk+1 + (3− cp+1)cpkcpk+1 − cpkc2k+1 + (cp+1k − 3)cck+1 + cp(c2pk − cp+2k ) + (c2p+1 − c2)ck
cp+1 − cp+1k
.
A priori, aquestes fo´rmules semblen me´s complicades, pero` degut a que elevar un element
de GF (p2) a p no costa res, so´n me´s eficients tal i com es detalla a [40]. Cal dir que
aquesta millora e´s poc significativa ja que els dos me`todes tenen un petit nombre constant
d’operacions a GF(p).
Finalment, imposant la condicio´ p ≡ 8 (mod 9), Lenstra et al. [20] presenten un
algorisme per calcular Tr(gk+1) donats Tr(g) i Tr(gk), que necessita 10.6 log2(p) multi-
plicacions a GF (p) usant l’aritme`tica de [20].
5.4 Seguretat
Amb aquest nou me`tode, es poden definir tres noves versions de problemes coneguts en
grups multiplicatius de cossos finits. La primera versio´ XTR-DH e´s del problema Diffie-
Hellman (DH).
Problema 5. Problema DH Sigui G un grup c´ıclic finit de p elements (amb p primer) i
g un generador d’aquest grup. Donats ga, gb ∈ G, trobar gab ∈ G.
Problema 6. Problema XTR-DH Sigui G el subgrup XTR de q elements (amb q primer)
i g un generador d’aquest grup. Donats Tr(ga) i Tr(gb) del subgrup XTR, trobar Tr(gab).
La versio´ XTR-DHD e´s del problema decisional de Diffie-Hellman (DHD) tal i com po-
dem veure a continuacio´. Denotem DH(ga, gb) = gab i XDH(Tr(ga), T r(gb)) = Tr(gab).
Problema 7. Problema DHD Sigui G un grup c´ıclic finit de p elements (amb p primer)
i g un generador d’aquest grup. Donats a, b, c ∈ G, cal decidir si c = DH(a, b).
Problema 8. Problema XTR-DHD Sigui G el subgrup XTR de q elements (amb q primer)
i g un generador d’aquest grup. Donats a, b i c del subgrup XTR, trobar c = XDH(a, b).
Finalment, la versio´ XTR-DL e´s del logaritme discret (DL) (descrit a l’apartat de
seguretat de Lucas), el problema me´s intractable d’aquests tres.
Problema 9. Problema XTR-DL Sigui G el subgrup XTR de q elements (amb q primer)
i g un generador d’aquest grup. Donat a del subgrup XTR, trobar 0 < x < q tal que
a = Tr(gx).
La clau per poder comparar la seguretat dels sistemes que usen el me`tode XTR amb
la d’altres sistemes criptogra`fics e´s comprovar la relacio´ entre aquests diferents problemes.
Lenstra et al. [18] demostren un teorema que especifica aquestes relacions i que detallarem
a continuacio´.
Notacio´ 3. Diem que un problema A e´s (a,b)-equivalent a un problema B, si qualsevol cas
del problema A (o B) es pot resoldre, com a molt, amb ’a’ (o ’b’) crides d’un algorisme
que resolgui B (o A).
Teorema 7. Sigui G el subgrup XTR definit anteriorment,
1. El problema XTR-DL e´s (1,1)-equivalent al problema DL en G.
2. El problema XTR-DH e´s (1,2)-equivalent al problema DH en G.
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3. El problema XTR-DHD e´s (3,2)-equivalent al problema DHD en G.
Dem. Nome´s es detallara` la demostracio´ del primer punt ja que sera` l’u´nic que
s’usara` en aquesta seccio´. Els altres punts estan demostrats a [18].
Per computar el DL(y), es calcula el XTR − DL de la trac¸a de y (suposem que e´s x).
Llavors elDL(y) sera` x·p2j (mod q) amb j = 0, j = 1 o j = 2. Per computar elXTR−DL
de a nome´s cal computar DL(b) on b e´s una arrel de F (a, x). 2
Remarca 2. Com es pot apreciar en el teorema anterior, un algorisme que resol els
problemes usuals, pot ser transformat en un altre que resol les versions corresponents del
me`tode XTR, i viceversa.
A partir d’aqu´ı, ens centrarem en el problema del logaritme discret, que es en el que es
basen la majoria de les aplicacions del me`tode XTR. Segons la remarca anterior, resoldre
el poblema XTR-DL e´s el mateix que resoldre el logaritme discret en un subgrup d’ordre
q del grup multiplicatiu GF (p6). Com s’explica a [18], la dificultat del logaritme discret
en un subgrup de GF (p6), depe`n del tamany del mı´nim subco`s que evolta aquest subgrup
i del tamany de q.
Els para`metres del me`tode XTR es prenen de tal manera que el mı´nim subco`s que conte´
el subgrup XTR sigui GF (p6) i que aquest tingui un divisor q prou gran. D’aquesta forma,
el problema del logaritme discret en el subgrup XTR, e´s tan fort com al grup multiplicatiu
GF (p6)∗. Per tant, el problema XTR-DL garanteix la seguretat del problema del logaritme
discret a GF (p6)∗, pero` amb l’avantatge de que, usant traces, les operacions dins el subgrup
XTR so´n me´s eficients que a GF (p6)∗. En el cas de l’exponenciacio´ simple, s’aconsegueix
millorar 4.5 vegades la velocitat, en canvi, l’exponenciacio´ doble es computa 4.65 vegades
me´s ra`pid gra`cies als algorismes descrits en la seccio´ 5.2.
Com es considera a [18], el logaritme discret en un grup multiplicatiu GF (pt) e´s me´s
dif´ıcil de resoldre que la factoritzacio´ del problema RSA amb t · log2(p) bits. En conse-
qu¨e`ncia, per aconseguir un sistema tan segur com l’RSA usant el me`tode XTR, s’ha de
prendre els para`metres p i q de 170 i 160 bits respectivament.
Finalment, cal remarcar que, com el problema del logaritme discret amb les funcions











5.5 Aplicacions del me`tode XTR
Com hem vist que el me`tode XTR te´ unes bones propietats criptogra`fiques, a partir de
[18], s’han publicat diferentes aplicacions on s’usa aquest me`tode.
5.5.1 Versio´ XTR del me`tode Diffie-Hellman
El me`tode Diffie-Hellman, com s’ha explicat en l’apartat 4.6.1, e´s un me`tode per acordar
una clau secreta entre dos usuaris que nome´s poden usar canals pu´blics.
Els dos usuaris que volen trobar una clau comuna K en secret, comparteixen els
para`metres p, q i Tr(g) escollits tal i com s’ha comentat en l’apartat 5.3. Llavors aquests
usuaris han de seguir el segu¨ent proce´s.
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1. L’usuari 1 escull una clau privada a ∈ [2, q − 3] i calcula
Sa(Tr(g)) = (Tr(ga−1), T r(ga), T r(ga+1)).
Llavors envia Tr(ga) ∈ GF (p2) a l’usuari 2.
2. L’usuari 2 escull una clau privada b ∈ [2, q − 3] i calcula
Sb(Tr(g)) = (Tr(gb−1), T r(gb), T r(gb+1)).
Llavors envia Tr(gb) ∈ GF (p2) a l’usuari 2.
3. L’usuari 1, que rep Tr(gb) i coneix a, calcula
Sa(Tr(gb)) = (Tr(g(a−1)b), T r(gab), T r(g(a+1)b)) ∈ GF (p2)3.
4. L’usuari 1, que rep Tr(ga) i coneix b, calcula
Sb(Tr(ga)) = (Tr(g(b−1)a), T r(gab), T r(g(b+1)a)) ∈ GF (p2)3.
El dos usuaris ja tenen un element en comu´ pertanyent a GF (p2). Per tant els dos poden
determinar K = Tr(gab).
5.5.2 Criptosistema de clau pu´blica XTR-ElGamal
Aquest criptosistema te´ la mateixa estructura que l’ElGamal, vist en la seccio´ 4.6.2. Hi
ha un receptor, i un usuari que li vol enviar un missatge M .
El receptor publica els para`metres XTR, p, q i Tr(g) i tria una clau privada k ∈ [2, q−3].
Llavors calcula Sk(Tr(g)) = (Tr(gk−1), T r(gk), T r(gk+1)), d’on tria Tr(gk) com a clau
pu´blica que sera` coneguda per qui vulgui enviar el missatge.
• Encriptacio´: L’usuari que envia el missatge M, tria aleato`riament b ∈ [2, q − 3] i
calcula
Sb(Tr(g)) = (Tr(gb−1), T r(gb), T r(gb+1)) i
Sb(Tr(gk)) = (Tr(g(b−1)k), T r(gbk), T r(g(b+1)k)).
Despre´s encripta el missatge M amb un me`tode de criptografia sime`trica (so´n me`-
todes que usen la mateixa clau tan per xifrar com per desxifrar) usant com a clau
privada Tr(gbk) ∈ GF (p2). Finalment, envia Tr(gb, E) on E e´s el missatge encriptat
pel me`tode sime`tric.
• Desencriptacio´: Com que el receptor coneix k i Tr(gb), calcula
Sk(Tr(gb)) = (Tr(g(k−1)b), T r(gbk), T r(g(k+1)b))
per trobar Tr(gbk), que e´s la clau secreta del me`tode sime`tric escollit per l’usuari
que ha enviat el missatge, i aix´ı poder trobar M a partir de E.
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5.5.3 Signatura de XTR-Nyberg-Rueppel
Els para`metres segueixen sent els mateixos p, q i Tr(g), i se li afegira` una funcio´ hash H.
• Generacio´ de claus: La clau privada sera` un enter aleatori k ∈ [2, q − 3] i la clau
pu´blica sera` la terna
Sk(Tr(g)) = (Tr(gk−1), T r(gk), T r(gk+1)).
• Signatura: Per signar el missatge M , a partir d’un nombre aleatori u ∈ [2, q − 3], es
calcula
Su(Tr(g)) = (Tr(gu−1), T r(gu), T r(gu+1)).
D’aquest ca`lcul en surt la clau privada Tr(gu) que s’usara` per l’encriptacio´ sime`trica
que s’aplicara` a M i d’on obtindrem E. La signatura de M sera` la tupla (E, s), on
s = k ·H(E) + u (mod q)
• Verificacio´: Primer cal comprovar que s ∈ {0, 1, . . . , q − 1} i es pren l’invers de H(E)
respecte la suma mo`dul q. Usant la clau pu´blica i Tr(g), es computa
Tr(gs · g−H(E)k) = Tr(gs−H(E)k) = Tr(gu).
Com que el me`tode d’encriptacio´ sime`tric e´s pu´blic i ja s’ha obtingut la clau privada
d’aquest, es comprova si la E de la signatura e´s correcte.
A [38], C.Hu et al. presenten un context on seria interessant usar aquesta signatura.
Dissenyen un Certificate authority system usant la signatura XTR-Nyberg-Rueppel, amb
la qual s’estalvia temps i espai sense perdre seguretat.
Una Public Key Infrastucture (PKI) e´s una combinacio´ de hardware i software, pol´ı-
tiques i procediments de seguretat que permeten l’execucio´ amb garanties d’operacions
criptogra`fiques com el xifrat o les signatures digitals. El Certification Authority e´s una
entitat, que normalment actua com a nucli de diversos PKI. La seva missio´ e´s repartir cer-
tificats digitals i poder-los usar amb les altres parts. La signatura XTR-Nyberg-Rueppel
interve´ a l’hora de crear aquests certificats digitals i compartir-los amb les altres parts.
5.5.4 Signatura XTR-DSA
La signatura DSA [35] e´s un esta`ndard del Govern Federal dels Estats Units per firmes
digitals, e´s a dir, una refere`ncia en la criptografia actual.
Els para`metres que s’han d’escollir per poder signar amb el DSA so´n una funcio´ hashH
que normalment e´s el SHA-2, dos enters primers p i q (de 1024 i 160 bits respectivament)
tals que q | (p− 1) i g ∈ GF (p)∗ d’ordre q.
• Generacio´ de claus: Es tria x ∈ [1, q − 1] aleato`riament com a clau privada, i es
calcula la clau privada y de manera que y ≡ gx (mod p).
• Signatura: Per signar un missatgeM , es tria aleato`riament k ∈ [1, q−1] per calcular
r = (gk (mod p)) (mod q). Seguidament es computa s = k−1(H(M)+xr) (mod q).
La signatura del missatge M que s’envia e´s (r, s).
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• Verificacio´: Primer es computa l’invers multiplicatiu de s, e´s a dir, s−1 (mod q). En
segon lloc es calcula u1 ≡ H(M)s−1 (mod q) i u2 ≡ rs−1 (mod q). Finalment es
comprova que (gu1yu2 (mod p)) (mod q) e´s igual a terme r de la signatura.
A [18] es presenta una versio´ d’aquesta signatura a la que es denomina com signatura
XTR-DSA. Com a para`metres es prenen els necessaris pel me`tode XTR p, q i Tr(g), i a
me´s a me´s, la mateixa funcio´ hash H que en la signatura DSA.
• Generacio´ de claus: La clau privada sera` un enter aleatori k ∈ [2, q − 3] i la clau
pu´blica sera` la terna
Sk(Tr(g)) = (Tr(gk−1), T r(gk), T r(gk+1)).
• Signatura: Per signar el missatge M , a partir d’un nombre aleatori u ∈ [2, q − 3], es
calcula
Su(Tr(g)) = (Tr(gu−1), T r(gu), T r(gu+1)).
Com que Tr(gu) ∈ GF (p2) el podem expressar com Tr(gu) = x1α + x2α2. Llavors
es computa r = x1+ px2 (mod q) i s = u−1(H(M) + kr) (mod q), on r i s seran els
elements de la signatura.
• Verificacio´: Abans de tot s’ha de comprovar que r, s ∈ [1, q − 1] i computar s−1
(mod q). Despre´s es calcula u1 ≡ H(M)s−1 (mod q) i u2 ≡ rs−1 (mod q). Com
que tenim Tr(g) i la clau pu´blica es pot calcular
Tr(gu1 · gu2k) = Tr(gs−1(H(M)+kr)) = Tr(gu).
A partir d’aqu´ı es repeteix el proce´s de signatura amb Tr(gu) i es comprova que el
valor resultant e´s igual a r.
5.5.5 Signatures Blind basades en XTR
Aquest tipus de signatures, que juguen un paper important en el comerc¸ electronic van ser
introdu¨ıdes per D. Chaum [39]. Me´s endavant, es van presentar esquemes de signatures
blind basades en el logaritme discret. A continuacio´, veurem dues variants basades en el
me`tode XTR que es van presentar a [40].
Una signatura Blind e´s una forma de signatura digital en la que el contingut del
missatge que es vol signar e´s ocultat abans de ser signat. Acostumen a haver-hi dos
usuaris, dels quals un amaga el missatge i l’altre el signa.
Signatura XTR-Blind-Schnorr
Els para`metres so´n els del me`tode XTR, p, q i Tr(g), i una funcio´ hashH. Hi ha dos usuaris
A i B que signaran el missatge M entre els dos. La clau privada l’escull A aleato`riament
x ∈ [2, q − 3], i la clau pu´blica e´s y = Tr(gx), calculada mitjanc¸ant
Sx(Tr(g)) = (Tr(gx−1), T r(gx), T r(gx+1)).
El proce´s de signatura e´s un intercanvi d’informacio´ entre A i B, que van ocultant el
missatge.
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1. A tria aleato`riament r ∈ [2, q− 3], computa Sr(Tr(g)) i envia Tr(gx) ∈ GF (p2) a B.
2. B escull α ∈ GF (q) i β ∈ GF (q)∗ aleato`riament i calcula Tr(gα+βx) a partir de
Tr(gx). Com que B coneix Tr(gk) i Tr(gα+βx), computa r′ = Tr(gk+α+βx) ∈
GF (p2). Sigui r′ = (a, b), computa e′ = H(M‖ap+ b) i envia e = e′ − α (mod q) a
A.
3. A torna a enviar s = k − ex (mod q) a B.
4. B finalment computa s′ = s+ α (mod q). La signatura de M e´s (e’,s’).
El proce´s de verificacio´ consisteix en calcular Ss′(Tr(g)) i Se′(y), i computar Tr(gs
′+e+x).
Llavors, sigui (a′, b′) = Tr(gs′+e+x), s’ha de comprovar que H(m‖a′p+ b′) = e′.
Signatura XTR-Blind-Nyberg-Rueppel
Amb els mateixos para`metres i claus que en la signatura anterior, es vol signar M . A
part, tambe´ s’usa un algorisme d’encriptacio´ sime`trica E. L’estructura e´s la mateixa, on
apareixen els usuaris que signen A i B.
1. A tria aleato`riament k˜ ∈ [2, q−3], computa Sk˜(Tr(g)) i envia Tr(gk˜) ∈ GF (p2) a B.
2. B escull α ∈ GF (q) i β ∈ GF (q)∗ aleato`riament i calcula Tr(gα+βk˜) a partir de
Tr(gk˜). La clau privada de l’algorisme E es basara` en Tr(gα+βk˜), d’aqu´ı es calcula
r = E(M) i M˜ = rβ−1 (mod q). Llavors es verifica que M˜ ∈ GF (q)∗ i l’envia a A.
3. A calcula s˜ = M˜x+ k˜ (mod q) i l’envia a B.
4. B calcula s = s˜β + α (mod q). La signatura de M e´s (r, s).
Per verificar la signatura cal calcular Ss(Tr(g)) i S−r(y) i computar Tr(gs−rx). Llavors,
com que
Tr(gs−rx) = Tr(gs˜β+α−rx) = Tr(gM˜xβ+k˜β+α−rx) = Tr(gα+k˜β),
podem obtenir la suposada clau privada de E i nome´s cal comprovar si la r de la signatura
e´s correcte.
Observacio´ 26. Aquesta signatura es pot variar per prescindir de l’algorisme de d’en-
criptacio´ sime`trica calculant r = (ap+ b)M (mod q) on (a, b) = Tr(gα+βk˜).
5.5.6 XTR-Signatura digital basada en la identitat
La criptografia basada en la identitat e´s un tipus de criptografia de clau pu´blica en la cual
la clau pu´blica d’un usuari e´s una informacio´ personal referent a aquest com per exemple
l’empremta digital, el nu´mero del DNI, l’adrec¸a de correu, etc. A part dels usuaris que
intervenen en el proce´s de signatura i verificacio´, tambe´ hi ha una altra part anomenada
Generador de Claus Privades (PKG), que e´s l’encarregat de generar la corresponent clau
privada a l’usuari que signa. Per que aixo` sigui possible, el PKG te´ una clau privada i una
clau pu´blica que depe`n de la privada i que tothom hi te´ acce´s.
La primera signatura basada en la identitat va ser proposada el 1984 per Shamir [36].
La majoria d’aquest tipus de signatures estan basades en aparellaments bilinears (bilinear
pairings), fins que l’any 2008, se n’ha fet una versio´ usant el me`tode XTR a [37].
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Els para`metres de la XTR-Signatura digital basada en la identitat so´n p, q i Tr(g) que
es trien pel me`tode XTR. El PKG tria aleato`riament k < n que sera` la clau privada, una
funcio´ hash H i computa
Sk(Tr(g)) = (Tr(gk−1), T r(gk), T r(gk+1)),
per obtenir la clau pu´blica que sera` Tr(gk).
• Registre de l’usuari : En aquest tipus de signatures, l’usuari ha de rebre una clau
privada de el PKG depenent de la seva identitat. Sigui ID la identitat de l’usuari
que vol signar el missatge M . El PKG verifica ID, tria aleato`riament r ∈ GF (q)∗,
computa sID ≡ kH(ID) + r (mod q) i escull R = Tr(gr) del ca`lcul
Sr(Tr(g)) = (Tr(gr−1), T r(gr), T r(gr+1)).
La clau privada de l’usuari que signa subministrada pel PKG sera` (sID, R). Cal
remarcar que (sID, R) s’envia per un canal segur, de manera que nome´s ho conegui
l’usuari que signa i el PKG.
• Signatura: L’usuari que signa, primer escull aleato`riament a ∈ [2, q − 3] i computa
Sa(Tr(g)) = (Tr(ga−1), T r(ga), T r(ga+1)),
d’on z = Tr(ga). Llavors usa la funcio´ hash escollida per calcular e = (H(M‖z))
on ‖ significa l’operacio´ concatenar. Finalment, calcula s = sIDe + a (mod q) i la
signatura d’un missatge M e´s (M, e, s,R).
• Verificacio´: Si es vol comprovar que la signatura e´s va`lida, simplement es calcula
b = −e (mod q) i c = bH(ID). Llavors, gra`cies a l’algorisme de [37], es computa
z′ = Tr(gsgckgbr) i es verifica que H = (M‖z′) ≡ e.
La verificacio´ funciona degut a que
z′ = Tr(gsgckgbr)
= Tr(gsIDe+a (mod q)g−ekH(ID) (mod q)g−er (mod q))





Criptografia basada en el Tor
En la criptografia de clau pu´blica molts criptosistemes estan basats en la intractabilitat
del problema del logaritme discret, en concret els que usen grups ciclics d’extensions de
cossos com els sistemes de Lucas i en els que s’aplica el me`tode XTR.
En aquests dos casos anteriors, com s’ha vist durant el treball, s’escull un subgrup
c´ıclic del grup multiplicatiu del cos finit GF (pn), i mitjanc¸ant les traces dels elements
s’aconsegueix una representacio´ eficient i compacta sobre un grup multiplicatiu d’un cos
finit GF (pt) de menor dimensio´ (t = 1 en el cas de Lucas i t = 2 en el me`tode XTR).
W.Bosma et al.[41] van plantejar una conjectura sobre si es podien extendre aquests me`-
todes (especialment l’XTR) en extensions de cossos finits de grau arbitrari, pero` va e´sser
possible fins que K.Rubin et al.[42] van introduir una generalitzacio´ basada en els tors al-
gebraics (so´n generalitzacions del grup multiplicatiu), donant aix´ı una nova interpretacio´
a`lgebro-geome`trica dels sistemes de Lucas i el me`tode XTR.
Definicio´ 12. Un tor algebraic T sobre GF (p) e´s un grup algebraic definit sobre GF (p)
tal que sobre alguna extensio´ de cossos finita e´s isomorf a (Gm)d, on Gm e´s el grup
multiplicatiu i d e´s necessa`riament la dimensio´ de T . Sigui la NL/F (α) la norma d’α
sobre F , el tor Tn(GF (p)) es defineix com
Tn(GF (p)) ∼=
{
α ∈ GF (p)∗ | NGF (pn)/F (α) = 1, on k ⊆ F ⊆ GF (pn)
}
.
Aquesta generalitzacio´ es basa en un lema en que identifica Tn(GF (p)) amb el subgrup
c´ıclic Gp,n ⊂ GF (pn)∗ d’ordre el polinomi n-cicloto`mic avaluat en p, i mostra que la
seguretat dels criptosistemes basats en el logaritme discret en el grup Tn (el tor) e´s la del
grup multiplicatiu GF (pn)∗. Llavors, es demostra que una parametritzacio´ racional del
tor, dona una representacio´ compacta del grup Tn(GF (p)).
Aquesta representacio´ e´s me´s compacta que la dels sistemes de Lucas i XTR ja que, a
difere`ncia d’aquests, permet usar l’operacio´ multiplicativa a part de l’exponenciacio´. Cal
comentar que el me`tode XTR s´ı que presenta alguns algorismes on es pot fer la multipli-
cacio´ (donat Tr(ga) i Tr(gb), computar Tr(ga+b)), pero` la dif´ıcil computacio´ d’aquests fa
que es perdi part de la velocitat guanyada amb la representacio´ compacta. A [42] hi ha de-
scrit un criptosistema a GF (p6) com l’XTR anomenat CEILIDH, basat en la criptografia
al tor, que te´ aquest avantatge que s’acaba d’esmentar.
El problema dels sistemes de Lucas i XTR, ve donat degut a que la funcio´ trac¸a no e´s





Els criptosistemes basats en les funcions de Lucas i el me`tode XTR so´n una bona alternati-
va als protocols me´s usats com RSA o el DSA. L’avantatge me´s important e´s que es poden
prendre para`metres de tamany me´s petit que en els me`todes com RSA assolint la mateixa
seguretat. Aixo` pot ser u´til en entorns on es disposi de poc espai per emmagatzemar
variables i no sigui tan important l’eficie`ncia amb que s’executi.
Tot i que aquests criptosistemes no so´n tan ra`pids de computar com l’RSA o sistemes
basats en el logaritme discret en GF (p)∗, s’ha demostrat que poden ser bastant eficients,
i que poden tenir un marge de millora trobant un me`tode que calculi cadenes de Lucas
me´s curtes (en el cas de les funcions de Lucas).
Com hem pogut veure durant el treball, hi ha una gran varietat d’aplicacions criptogra`-
fiques usant aquests dos me`todes. Cal remarcar-ne una en especial en que les funcions de
Lucas fan factible les signatures digitals en canals subliminals, cosa que no era possible
amb el me`todes tradicionals.
Finalment, en l’u´ltim cap´ıtol es generalitzen aquests dos casos concrets, de manera que
s’obren un munt de possibilitats en la criptografia sobre cossos finits.
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