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 Highly accurate lane recognition is required for realizing autonomous vehicle driving and 
advanced safety systems. However, there are scenes that are difficult to recognize in urban 
areas. Therefore, the conventional methods for autonomous driving in cities is to keep the 
vehicle on a lane by preparing a lane-level map with detailed information of lanes and signs 
and using accurately estimated vehicle position. The purpose of this research is to improve 
lane recognition accuracy and cost of map reconstruction.  
 First, we propose a method of accurately estimating vehicle position by matching the map 
and line segment features detected from multi-camera images. Features such as white road 
lines, yellow road lines, road signs and curb stones, which could be used as clues for vehicle 
localization, were expressed as line segment features on a two-dimensional road plane in 
unified manner. The line segment features are transformed into the vehicle coordinate system 
using bird's-eye view transformation and can be used for vehicle localization regardless of the 
camera configuration. 
Further, we propose an automatic method for map synthesis from laser point clouds that are 
scanned by a Mobile Mapping System (MMS). In this method, we apply a gradient image 
processing to detect map line segments.  
Results of the comparison of auto-extracted map and handmade map for the evaluation 
achieved over 83.9% extraction rate with an accuracy of 91.9%. It is equivalent to reducing 
70% of the cost when human made the map. The proposed localization system is designed as a 
nonlinear quadratic programming problem and is estimated in real time. Vehicle localization 
was tested under for city driving conditions, and the vehicle position was identified more 
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は限らず，交通事故により世界で約 124 万人が死亡し 2,000～5,000 万人が負傷してい
る[11][24]．特に高齢者は自動車・歩行者間の交通事故を起こしやすい傾向があり，高
齢化社会の進行に伴ってその防止が求められている[57]．このための技術として人の運
















ベル 3～4 を目標としている．この結果，先駆け的な自動化レベル 2 相当の製品[10]や，























このような自動運転研究の火付け役となったのは DARPA が主催した DARPA Urban 
Challenge(2007)[28][63]である．この実験では市街地を想定した 96[km]の道路を 6 チー




Velodyne 社 HDL64e[36]である(図 1.1)．これは DARPA Urban Challenge において完走し





ながら従来の車両開発の視点からはいくつかの課題がある．まず HDL64e は 1 台あた
りの価格が 7 万ドルとされ，一般的な車両の価格を大きく越える．次に 64 個のレーザ











































図 1.1 Velodyne 社 HDL32e によって得られるレーザ点群 
(前方・後方カメラ画像(左）と， HDL32e のセンシング結果(右)を示す．他車両や縁






















































































































図 1.2 都市高速におけるレーン認識が難しいシーン 
  
 















































































































































図 1.6 地図作成のプロセス 
 


















































体で 127 万 km あり，自動運転で初めに対象となる高速自動車国道は 9 千 km，一般国























図 1.8 道路工事による地図の経年変化 
  
 






























































































定常出⼒ 絶対位置 相対精度 環境対応 その他
レーザ
スキャナ








ミリ波レーダ × － △ 反射物が無いことがある 地図が無い
⾼精度GNSS × ○ － 市街地，地下，トンネルで受
信できない
⾼価である




































































走行レーン地図を日本全国道路全て(127 万 km)を集めるのは非現実的である． 
そこで道路種別より，道路環境の複雑さと，総延長について考えてみる．前述の通
り高速自動車国道は 9千 kmであり，道路全体の 127万 kmに比べると 0.7%にすぎない．





















































図 1.12 本研究の提案の構成 
 


















































































































例として本研究で評価に利用した新川崎駅周辺にて，GNSS の精度をあらわす Quality 
indicator(NMDA GPGGA メッセージ)が RTK-Fixed であった区間を示す(図 2.1)．Quality 





Novatel OEM615 を用い，米国の衛星群である GPS に加えて，ロシアの GLONASS も受
信した．このように GNSS にとって有利な環境を選択してさえ頻繁に Fixed を外れてし




















図 2.1 RTK-GPS の Quality indicator が Fixed であった区間 
(左上図は新川崎駅周辺における走行経路を表している．下図の赤線は RTK-GPS が




























































    





















































































































































































































n n nv c v c c v
 p R p t  (3.1) 
地図座標系の点 mp と車両座標系の点は離散化された時刻 k  における 6 自由度の回
転・並進行列 kvwR ， kvwt より次の式で対応付けられる．  
 k km vw v vw p R p t  (3.2) 
 
 















平面上位置+Yaw 角回転の 3 自由度の車両姿勢の推定では対応できない．しかしながら
回転・並進の 6 自由度を全て推定する場合，推定変数が増えることから精度の低下が
予想される．そこで本研究では地図から情報を得ることで 3 自由度に制限する(図 3.1)．
具体的には車両は地図を局所的に近似した平面上を走行しているものと仮定すること
で路面の勾配を得る．路面の勾配は，車両の Roll/Pitch 軸の回転 kslopeR に対応する．こ
れにより車両の姿勢 kvwR は，地図から得られる kslopeR と，推定が必要な kyawR の二つに
分解できる．  
また車両の位置 , , Tk k k kvw vw vw vwx y z   t についても同様に 3 自由度があるが，車両が路
面上を走行していると仮定すると，地図から高さ kvwy を得ることができる．これらをま
とめると，本研究が時刻 k において推定する変数は，車両の Yaw 回転を表すと kvw と，
平面上での並進を表す ,k kvw vwx z の 3 自由度となる．以降，表記を容易にするため添字を












くことがある．このためその 3 倍に相当する 10.5[m]の範囲の点を平面近似に用い，推
定したい位置からの距離に応じて，標準偏差 3.5[m]の正規分布によって重みをつけた
( 図 3.2 ） ． 具 体 的 に は 求 め た い 位 置 [ , ]Tx z  か ら 高 さ y  を 回 帰 す る 関 数
c x zy a a x a z   を地図の３次元点 [ , , ]i i i Tx y zm m m から学習する．具体的には次のコスト
Eを最小とする平面 [ , , ]Tc x za a aa を求めた． 
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β  (3.6) 
これより回転行列は次で構成できる． 
  , ,kslope  R β γ β γ  (3.7) 
 






















載されておりアプリケーションは CAN(Control Area Network)を介して利用することが
できる．そのひとつに左右後輪の車輪速 ,k kR Lv v があり，次の式により車両速度 kv と， 角
速度 k が計算できる． rd  は後輪車輪間の距離を表す．  これをまとめて制御量
[ , ]k k k Tv u とおく．このような定常センサのデータはオドメトリと呼ばれる． 








    (3.8) 
オドメトリを使って，車両運動を正規分布でモデル化する．まず時刻 1k   における
自己位置 1kx が，平均 1kμ ，共分散行列 1kΣ の正規分布に従うとする．同様に時刻 k  に
おける予測位置 kx も平均 1kμ ，共分散行列 1kΣ の正規分布に従うとする．自己位置 1kx
から，予測位置 kx を次の式で求める． t は時刻の差分である．なお予測誤差は平均 0 ，
共分散行列 kQ の正規分布に従うものとし，その設計は次項で説明する．共分散行列は
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u ck k d t
        
f fQ Q Qu u  (3.10) 
d は一時刻前との走行距離の差分である． uQ は制御量に対応した誤差を表現する対
角行列であり， cQ はモデルに従わない小さな誤差を表現する対角行列である．  
 
 




まず 1/ k f x は次のように計算できる 
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 (3.13) 
次に / k f u は次の式で計算される． 
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時刻 k における観測の誤差を kδ とし，その共分散行列を kR とする．また誤差を局所
線形化するため，ヤコビ行列を /k k k H δ x とする．時刻ごとに予測ステップと観測
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すると，より高精度に推定できる．このため自己の軌跡として最新時刻 k  から k   時
刻まで遡った自己軌跡 k x ， 1k  x ,..., kx を推定する． を 1 とすることでカルマンフ
ィルタと等価になり，カルマンフィルタを包含している．具体的な定式化には文献[34]
に記載されている Graph SLAM を参考にした． 
 まずオドメトリによる予測誤差を次の式で表現する．これは前に説明した共分散行
列 kQ の正規分布に従う誤差を持つ． 
次に観測の誤差 kδ とその共分散行列 kR とあわせてコスト関数 Eを定義し， Eを最
小とする軌跡 k x ， 1k  x ,..., kx を求める． 
  1( , )k k k k ε x f x u  (3.19) 
 



















ではτ+1=50 フレームの最適化を行うが，2 フレームに 1 フレームのキーフレームとし
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図上での自己位置であり，自車両の位置・姿勢の 3 自由度の状態を推定する． 
 



















































































定する．これにより線分検出によって得られる線分の開始点 sn ，終了点 en は，鳥瞰変
 










換b によって車両座標系における sq , eq に変換される． sn , en は正規化画像上での位置
である．開始点と終了点の変換は同じ扱いであるので， ( )q b n と添字を省略すると，
変換式は次式で与えられる． 
33 13 33 13 33 23 33 23
31 21 33 13 31 11 33 23
31 11 31 11 31 21 31 21
33 23 31 11 3
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の画像上での長さ l  の平方根に標準偏差が反比例するとした．これらをまとめ画像上
での端点の誤差の共分散行列 lR  を次の対角行列として表現した． 1 2,c c  は定数である． 
 2 2 2 21 2 1 2[( ) , ( ) ] /l u vdiag c n c c n c l  R  (4.3) 





   
b bR Rn n  (4.4) 
ここで鳥瞰変換の式をそのままヤコビ行列を計算するのは，式が複雑であるため演算
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分を示しているか不明である．そこで図 4.8 で示す二つの基準で誤差を定義した． 
 
 















る．地図線分 sm , em  から計算される直線の方程式を 0x w z w ca x a z a    ，
2 2 1x za a  としたとき，画像線分の端点 qの射影誤差 kp  は次の式で表される． 
  0 1
k k t
k slope vw vw
p x z ca a a     
R R q t  (4.7) 
この観測誤差は前述の共分散行列 qR に基づき，地図線分の垂線に射影した pR として
計算できる． 




車両の進行方向の位置を補正する手がかりが得られる．観測誤差には qR を用い， sm ,
em のどちらかの端点を b と置き，次の式で誤差を定義する．  



















射影誤差 p はヤコビ行列 kpH を使って次のように線形化される． 
  
( , , ) [( ) ,1]
( , , ) ( )
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p slope vw vw
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(4.10) 
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同様に端点の誤差 kqδ もヤコビ行列 kqH を使って次のように線形化される．  
  23
( , , ) { ( ))}
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クラスタリングによって分割し，白線種別 lに対する断面パタン sの生起確率 ( | )p s l  
を求めた．Label 1 では断面によって 3 通りに分類されることがわかる．つまり白線種
別を元に画像上でパターンマッチングを行う際には，この分類に対応する必要がある．



























の白線種別 lより ( | )p s l に従って断面パタンをサンプルする．具体的には {1,..., }i I  
 


















, , ,[ , , ]k k k k Ti x i y i z iq q qq  と置き，後で用いる． 
③ 射影された白線断面と，撮影画像を参照して正規化相互相関 ki を計算する． 
④ 閾値処理により相関の高いパーティクルを抽出する．具体的には正規化相互相関

























章で説明した鳥瞰変換の誤差モデル kqR をもつとした．地図座標系の {1,..., }j J  番目
の白線を表す直線の方程式を 0j j jx yn x n x d   ， [ , ,0]j j j Tx yn nn ， 2 1j n とする．i
番目の観測点 kiq に対応した地図の白線のインデックスを {1,..., }kir J とし，その直線
パラメータを ,rki rkidn とする． i番目の観測に対応した射影誤差 ki は次の式で表現さ
れる． ( )kiw  は正規化相互相関 ki が 0.8 を超えたら 1, それ以外は 0 を出力する．つま
り正規化相互相関が低いサンプルは無視されるとした． 
 ( ){ ( ) }k ki ir rk k T k k k ki i slope vm i vmw d   n R R q t  (5.1) 




















































































































































  無が異なる． 
② MMS から計測対象までの距離が異なるため，点群の反射強度が異なる． 
③ MMS から計測対象までの距離が異なるため，点群の疎密が異なる． 






図 6.4 複数のレーザスキャナによる計測 
 
 











図 6.5 車線を変えた複数回の道路計測 
(青点が車両の走行軌跡を表す） 
 
図 6.6 複数の軌跡とレーザスキャナごと計測結果 
 























は 0.0～1.0 に規格化して用いる．ここで計測領域は 25[mm]間隔のグリッドを区切って








① 平面から 50mm 以上離れた点群を路面外とした(図 6.8a)． 
② ①で路面外とされた点群の割合が 10%を超える場合，全ての点群を路面外とした． 
③ 平面の傾きが 20 度を超える場合，全ての点群を路面外とした． 
④ 平面が 30m x 30m の領域の各平面の高さのメジアン値から大きく異なる場合，全 
   ての点群を路面外とした． 








まれている点群を残す．ケース 3 では平面に含まれない領域の点について，250mm ま
 















図 6.7 グリッドの縮尺イメージ 
 
 











(a) 路⾯抽出 (b) 縁⽯・壁⾯の抽出
ケース 1 ケース 2 ケース3
壁⾯の点群
 



































有の処理によって 0 から 1 の値をとる．そこで，道路面内の反射強度の二次元分布か
ら地図生成に必要な要素を検出することを考える．しかし MMS による複数回の計測で












間隔の各セルについて中心から 500mm の矩形範囲の点群を集める．集めた各点 i の反
射強度 iI と，XZ 平面での座標 [ , ]Ti ix z の関係を，次の 3 次多項式で近似した． 
 
2 2
1 2 3 4 5 6
3 2 2 3
7 8 9 10
i i i i i i i
i i i i i i
I a a x a z a x a x z a z
a x a x z a x z a z
     
     (6.1) 
なお近似にはセル中心がより正確になるように，グリッド中心から点までの距離に対
して標準偏差 50mm のガウス関数で重みをつけた．多項式の次数を 3 次にしたのは勾
配を表現するため奇関数である必要があり，また１次では白線の角など，２つの線分
が接続される箇所で近似精度が落ちるためである．この関数を微分することで，グリ
















図 6.10 反射強度の勾配画像  
 















(図 6.11）．さらに得られた線分に対し，線分周辺 150mm の範囲の点群の高さを最小メ
ジアン法による平面近似をかけることで線分の高さを抽出した． 
 
図 6.11 線分検出結果 
 
 














った(図 6.12)．次の式より誤差 E  が最小になるように反射強度のバイアス hI , 反射強




  2( , , , )h h i iiE I A x I I    (6.2) 
 1 exp{ (( )cos sin )}i h i h i
AI I










図 6.12 シグモイド関数による近似 
 

















































図 6.14 高さの勾配画像 
 





























MMS によって収集された点群は，前述の通り 30x30[m]の区間で 732 万点と膨大であ
り，道路全体を一度に計算することはできない．このため処理領域を重複させながら
分割して処理する．具体的には計測車両の走行軌跡を元に累積走行距離を計算し，10m
間隔で分割した．１回の処理領域は 30m であるので大きく重複して処理される．図 6.16
に処理領域の位置の例を示す．青線は計測車両の走行軌跡であり，赤丸が処理領域の
中心を表している．赤丸の位置ごとに 30m の処理領域を設定した． 
 
 
























ある線分の両端点から別の線分への射影距離 1d  ， 2d  が共に閾値(0.3m)より小さく 
，かつ，端点を射影した位置が線分内に含まれているときは削除する(図 6.17)．  
 
 





























































         
図 6.20 縁石外領域の白線の除去 
 
 












図 6.21 縁石外の線の除去の処理結果 
  
 




















地図の評価経路(図 7.1)は 2.5km の主要道路であり，交差点や陸橋による高低差と約
3 度の勾配のある箇所を含んでいる．３次元点群の収集に用いた MMS には位置計測と

























図 7.1 評価経路 
 
図 7.2 複雑な道路ペイントがある領域の例の位置におけるカメラ画像(参考） 
 











































表 7.1 線種別ごとの地図生成の精度 


















 評価結果では人手による地図と比べ 91.9%の精度で人手地図の 83.9%が自動生成さ
れている．誤った線の修正 8.1[%] (= 100 - 91.9)，および不足線の書き入れ 16.1 [%](= 100 



























































































































































かに路面より反射が強い領域を 1，路面を 0 として正規化相関を計算した．レーザスキ



















































































































の平均誤差が 0.065[m], 進行方向の平均誤差が 0.45[m]と，ほぼ同等の精度であったの














(a) 複雑な白線や道路標示             (b) 陸橋の 3 度の勾配  
  
(c) 路駐車両の回避                   (d) 白線が左のみの細街路   
  
(e) 手がかりの少ない交差点 
                               
図 8.6 地図を画像上に投影した結果 
 
 











図 8.7 推定誤差の分布 
 
 











本研究の計算時間について，ケース 1 における平均計算時間の内訳を示す(表 8.2)．
演算には Intel core i7 3.4GHz の PC を利用した．シミュレーションは MATLAB と C で
実装されている．画像の取得周期が 100[ms]であるので，十分にリアルタイム演算でき
ると言える．  












































RTK-GPS の受信状態が良好であった 1.4[km]の区間(図 8.2 ケース 1）を利用した．自己
位置の推定結果と真値の比較評価について，推定誤差は車両の進行方向と横方向に分
解して考える．生成地図と人手地図の条件，前方後方のマルチカメラと前方単眼の条













表 8.3 生成地図と人手地図の自己位置の推定誤差 
 
 
地図種別 カメラ設定 横⽅向誤差[m] 進⾏⽅向誤差[m]
⽣成地図 前⽅+後⽅ 0.050 0.66
⼈⼿地図 前⽅+後⽅ 0.048 0.26
⽣成地図 前⽅のみ 0.088 0.40
⼈⼿地図 前⽅のみ 0.086 0.28
 

















































を 1 章で紹介した 0.2[m]としたとき，十分な計測精度を得ることができない．これは
走行レーン地図の作成に使われた測量用車両も同様であり，地図の絶対位置は目標精
 


































図 8.10 自己位置の真値の入力画面 
 
 

















































図 8.11 横方向の誤差のヒストグラム 
 
8.3.5.計算時間の評価 
提案法の計算時間について評価を行った．計算環境には Intel core i7 3.4GHz の PC を
用いた．シミュレーションソフトウェアは MATLAB で実装されており，MATLAB Coder
によって C 言語に変換して測定した．その結果，１フレームあたりの演算時間は，提
案法は 39[ms]，EKF は 26[ms]であった．軌跡推定の内訳は白線検出のマッチング処理
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