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Abstract
In this paper, we propose a discrete Gilpin–Ayala competition model and a discrete Gilpin–Ayala type multispecies
competition–predator model. For general nonautonomous case, sufficient conditions which ensure the permanence and the global
stability of the system are obtained; For periodic case, sufficient conditions which ensure the existence of an unique globally stable
positive periodic solution of the system are obtained. An example together with its numeric simulations shows the feasibility of the
main results.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Nonautonomous; Gilpin–Ayala competition model; Positive periodic solution; Discrete; Permanence; Global attractivity
1. Introduction
The first aim of this paper is to investigate the dynamic behavior of the following discrete n-species Gilpin–Ayala
competition model
xi (k + 1) = xi (k) exp
[
bi (k)−
n∑
j=1
ai j (k)(x j (k))
θi j
]
, (1.1)
where i = 1, 2, . . . , n; xi (k) is the density of competition species i at k-th generation. ai j (k)measures the intensity of
intraspecific competition or interspecific action of competition species, respectively. bi (k) representing the intrinsic
growth rate of the competition species xi . θi j are positive constants. bi (k), ai j (k), i, j = 1, 2, . . . , n are all positive
sequences bounded above and below by positive constants. Obviously, when θi j ≡ 1, system (1.1) reduces to the
traditional discrete Lotka–Volterra competitive model.
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The next goal of this paper is to investigate the dynamic behavior of the following discrete n + m-species
Gilpin–Ayala type competition–predator model
xi (k + 1) = xi (k) exp
[
bi (k)−
n∑
l=1
ail(k)x
αil
l (k)−
n∑
l=1
cil(k)x
αi i
i (k)x
αil
l (k)−
m∑
l=1
dil(k)y
βil
l (k)
]
,
y j (k + 1) = y j (k) exp
[
−r j (k)+
n∑
l=1
e jl(k)x
δ jl
l (k)−
m∑
l=1
f jl(k)y
η j j
j (k)y
η jl
l (k)−
m∑
l=1
g jl(k)y
η jl
l (k)
]
, (1.2)
where i = 1, 2, . . . , n; j = 1, 2, . . . ,m; xi (k) is the density of prey species i at k-th generation, y j (k) is the
density of predator species j at k-th generation. αil , βil , δ jl , and η jl are all positive constants; ail(k), cil(k) and
f jl(k), g jl(k) measures the intensity of intraspecific competition or interspecific action of prey species and predator
species, respectively. bi (k) representing the intrinsic growth rate of the prey species xi ; r j (k) representing the death
rate of the predator species y j . bi (k), ail(k), cil(k), dil(k), r j (k), e jl(k), f jl(k) and g jl(k) are all positive sequences
bounded above and below by positive constants.
Already, many authors [1–15] have argued that the discrete time models governed by difference equations are more
appropriate than the continuous ones when the populations have non-overlapping generations, also, since discrete time
models can provide efficient computational models of continuous models for numerical simulations, it is reasonable
to study discrete time population models governed by difference equations. It has been found that the autonomous
discrete systems can demonstrate quite rich and complicated dynamics, see [1–5]. On the other hand, unlike the
continuous population model, which was extensively studied by many scholars (see [16–28] and the references cited
therein), only recently did scholars pay attention to the nonautonomous discrete population models (see [5–15] and
the references cited therein).
Zhou and Zou [5] had studied the dynamic behavior of the following nonautonomous single species discrete
model
x(k + 1) = x(k) exp
[
r(k)
(
1− x(k)
K (k)
)]
. (1.3)
Sufficient conditions on the persistence and the existence of a stable periodic solution of the system (1.3) are
obtained.
Chen and Zhou [6] further generalized the system (1.2) to the following two-species Lotka–Volterra competition
system
x(k + 1) = x(k) exp
[
r1(k)
(
1− x(k)
K1(k)
− µ2(k)y(k)
)]
,
y(k + 1) = y(k) exp
[
r2(k)
(
1− µ1(k)x(k)− y(k)K2(k)
)]
.
(1.4)
They obtained the sufficient conditions which guarantee the persistence of the system (1.4). Also, for the periodic
case, they obtained the sufficient conditions which guarantee the existence of a globally stable periodic solution of the
system.
Wang and Lu [7] proposed the following Lotka–Volterra model
xi (k + 1) = xi (k) exp
[
ri (k)−
n∑
j=1
ai j (k)x j (k)
]
, i = 1, 2, . . . , n, (1.5)
where xi (k) is the density of population i at k-th generation, ri (k) is the growth rate of population i at k-th generation,
ai j (k) measures the intensity of intraspecific competition or interspecific action of species. By constructing a suitable
Lyapunov function and using the finite covering theorem of Mathematic Analysis, they obtained a set of sufficient
conditions which ensure the system to be globally asymptotically stable.
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Recently, Chen [8] proposed the following discrete n+m-species Lotka–Volterra competition predator–prey system
xi (k + 1) = xi (k) exp
[
bi (k)−
n∑
l=1
ail(k)xl(k)−
m∑
l=1
cil(k)yl(k)
]
,
y j (k + 1) = y j (k) exp
[
−r j (k)+
n∑
l=1
d jl(k)xl(k)−
m∑
l=1
e jl(k)yl(k)
]
,
(1.6)
where i = 1, 2, . . . , n; j = 1, 2, . . . ,m; xi (k) is the density of prey species i at k-th generation. y j (k) is the density
of predator species j at k-th generation. ail(k) and e jl(k) measures the intensity of intraspecific competition or
interspecific action of prey species and predator species, respectively. bi (k) representing the intrinsic growth rate of
the prey species xi ; r j (k) representing the death rate of the predator species y j . By developing the analysis technique
of [5,6], he obtained a set of sufficient conditions which ensure the permanence and the global stability of the system.
Recently, Chen [16–23] and Fan and Wang [24] focus on the study of nonautonomous n-species Gilpin–Ayala
competitive system
x˙i (t) = xi (t)
[
bi (t)−
n∑
j=1
ai j (t)(x j (t))
θi j
]
, i = 1, 2, . . . , n, (1.7)
where bi (t), 1 ≤ i ≤ n and ai j (t), i, j = 1, 2, . . . , n are continuous for 0 ≤ t < +∞, θi j are positive constants.
Such topics as permanence, extinction of partial species, existence of an unique globally attractive periodic solution
(almost periodic solution) etc. was investigated by them. Also, Yang and Xu [25] considered the following periodic
n-prey and m-predator Lotka–Volterra system of differential equations
x˙i (t) = xi (t)
[
bi (t)−
n∑
k=1
aik(t)xk(t)−
m∑
k=1
cik(t)yk(t)
]
, i = 1, 2, . . . , n;
y˙ j (t) = y j (t)
[
−r j (t)+
n∑
k=1
d jk(t)xk(t)−
m∑
k=1
e jk(t)yk(t)
]
, j = 1, 2, . . . ,m, (1.8)
where xi (t) denotes the density of prey species X i at time t , y j (t) denotes the density of predator species Y j
at time t ; bi (t), r j (t), aik(t), cil(t), d jk(t), and e jl(t)(i, k = 1, . . . , n; j, l = 1, . . . ,m) are continuous periodic
functions defined on [0,+∞) with a common periodic T > 0; r j (t), aik(t), cil(t), d jk(t) and e jl(t) are nonnegative;
ai i (t), e j j (t) are strictly positive. Under the assumption that bi (t) are positive periodic functions they obtained a set
of sufficient conditions for the existence and global attractivity of the periodic solution of system (1.8). Stimulated by
the works of [24–26], Chen [27] proposed the following more complicated nonlinear model, which includes the toxic
substance of the competing species:
x˙i = xi
[
bi (t)−
n∑
k=1
aik(t)x
αik
k −
n∑
k=1
cik(t)x
αi i
i x
αik
k −
m∑
k=1
dik(t)y
βik
k
]
,
y˙ j = y j
[
−r j (t)+
n∑
k=1
e jk(t)x
δ jk
k −
m∑
k=1
f jk(t)y
η j j
j y
η jk
k −
m∑
k=1
g jk(t)y
η jk
k
]
, (1.9)
where i = 1, 2, . . . , n, j = 1, 2, . . . ,m, xi (t) denotes the density of prey species X i at time t , y j (t) denotes
the density of predator species Y j at time t . Under the assumption αik, βik, δ jk , and η jk are positive constants;
bi (t), r j (t), aik(t), cik(t), dil(t), e jk(t), f jl(t) and g jl(t)(i, k = 1, . . . , n; j, l = 1, . . . ,m) are continuous periodic
functions defined on [0,+∞) with a common periodic T > 0; r j (t), aik(t), cik(t), dil(t)e jk(t), f jl(t) and g jl(t) are
nonnegative; ai i (t), g j j (t) are strictly positive, he obtained a set of sufficient conditions which guarantee the existence
of an unique globally attractive positive T -periodic solutions of the system (1.9). Recently, Chen and Shi [28] further
considered the almost periodic case of the system (1.9); by constructing a suitable Lyapunov function, they obtained
a set of sufficient conditions which guarantee the existence of an unique globally attractive positive almost periodic
solution of the system (1.9).
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Obviously, system (1.1) and (1.2) is the counterpart of continuous Gilpin–Ayala competitive system (1.7) and
system (1.9), respectively. The aim of this paper is, by developing the analysis technique of Chen and Zhou [6],
Chen [8] and Huo and Li [9], to investigate the persistence and global stability of the system (1.1) and (1.2).
Throughout this paper, we use the following notations for any bounded sequence {x(n)},
xu = sup
n∈N
{x(n)}, x l = inf
n∈N{x(n)}.
The organization of this paper is as follow. In the next section, we obtain a set of sufficient conditions which guarantee
the permanence of the system (1.1). In Section 3, sufficient conditions which guarantee the global stability of the
positive solution of system (1.1) are investigated. In Section 4, we consider the periodic case of the system (1.1),
a set of sufficient conditions which ensure the existence of an unique globally attractive positive periodic solution
of system (1.1) is obtained. In Section 5, we state the results which concern the permanence, global stability of the
positive solution of the system (1.2) and the existence of an unique globally stable positive periodic solutions of the
system (1.2). In Section 6, a suitable example together with its numerical simulations shows the feasibility of the main
results.
2. Permanence of the system (1.1)
In this section, we establish a permanence results for system (1.1).
Definition 2.1. We say that system (1.1) is permanent if there are positive constants M and m such that for each
positive solution (x1(k), . . . , xn(k)) of system (1.1) satisfies
m ≤ lim inf
k→+∞ xi (k) ≤ lim supk→+∞ xi (k) ≤ M
for all i = 1, 2, . . . , n.
For biological reasons, we only consider solution (x1(k), . . . , xn(k)) with
xi (0) > 0, i = 1, 2, . . . , n.
Then system (1.1) has a positive solution (x1(k), . . . , xn(k))∞k=0 passing through (x1(0), . . . , xn(0)).
Proposition 2.1. For every solution (x1(k), . . . , xn(k)) of system (1.1), we have
lim sup
k→+∞
xi (k) ≤ pi , (2.1)
where pi =
(
1
ali i θi i
) 1
θi i
exp
(
bui − 1θi i
)
, i = 1, 2, . . . , n.
Proof. To prove (2.1), we first assume that there exists a l0 ∈ N such that xi (l0 + 1) ≥ xi (l0). Then
bi (l0)−
n∑
j=1
ai j (l0)(x j (l0))
θi j ≥ 0.
Above inequality together with the fact exp(x−1)x ≥ 1 for x > 0 leads to
xi (l0) ≤
(
bui
ali i
) 1
θi i
=
(
bui θi i
ali iθi i
) 1
θi i
≤
(
1
ali iθi i
) 1
θi i
exp
(
bui −
1
θi i
)
def= pi . (2.2)
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Also, from the i-th equation of system (1.1), we have
xi (l0 + 1) ≤ xi (l0) exp
[
bui − ali i (xi (l0))θi i
]
≤
(
1
ali iθi i
) 1
θi i
exp
(
bui −
1
θi i
)
= pi ,
here we had used the fact
max
x∈R x exp
(
b − axα) = ( 1
aα
) 1
α
exp
(
b − 1
α
)
for a, b, α > 0.
We claim that
xi (k) ≤ pi for all k ≥ l0.
By way of contradiction, assume that there exists a q0 > l0 such that xi (q0) > pi . Then q0 ≥ l0+2. Let q˜0 ≥ l0+2 be
the smallest integer such that xi (q˜0) > pi . Then xi (q˜0− 1) < xi (q˜0). The above argument produces that xi (q˜0) ≤ pi ,
a contradiction. This proves the claim.
Now we assume that xi (k + 1) < xi (k) for all k ∈ N . In particular, limk→+∞ xi (k) exists, denote by x i . We claim
that x i ≤
(
bui
ali i
) 1
θi i
. By way of contradiction, assume that x i >
(
bui
ali i
) 1
θi i
. Taking the limit in the i-th equation in
system (1.1) gives
lim
k→+∞
(
bi (k)−
n∑
j=1
ai j (k)(x j (k))
θi j
)
= 0,
which is a contradiction since
bi (k)−
n∑
j=1
ai j (k)(x j (k))
θi j ≤ bui − ali i (x i )θi i < 0
for k ∈ N . This proves the claim. Note that in (2.2) we had already showed that
(
bui
ali i
) 1
θi i ≤ pi . It follows that (2.1)
holds. This completes the proof of Proposition 2.1. 
Proposition 2.2. Assume that
bli −
n∑
j=1, j 6=i
aui j (p j )
θi j > 0 (2.3)
hold for all i = 1, 2, . . . , n, where pi , i = 1, 2, . . . , n are defined by (2.1). Then for every solution (x1(k), . . . , xn(k))
of (1.1), we have
lim inf
k→+∞ xi (k) ≥ αi , (2.4)
where αi =
(
bli−
∑n
j=1, j 6=i aui j p
θi j
j
auii
) 1
θi i
exp
{
bli −
∑n
j=1 aui j p
θi j
j
}
, i = 1, 2, . . . , n.
Proof. Condition (2.3) implies that for enough small positive number ε > 0, one has
bli −
n∑
j=1, j 6=i
aui j (p j + ε)θi j > 0. (2.5)
For above ε, from Proposition 2.1 we know that there exists enough large k1 such that
xi (k) ≤ pi + ε, for all k ≥ k1. (2.6)
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Thus, by using i-th equation in system (1.1), for k ≥ k1, one has
xi (k + 1) ≥ xi (k) exp
[
bi (k)−
n∑
j=1, j 6=i
ai j (k)(p j + ε)θi j − ai i (k)(xi (k))θi i
]
. (2.7)
To prove (2.4), we first assume that there exists an l0 ≥ k1 such that xi (l0 + 1) ≤ xi (l0). Then, from (2.7) it follows
that
bi (l0)−
n∑
j=1, j 6=i
ai j (l0)(p j + ε)θi j − ai i (l0)(xi (l0))θi i ≤ 0,
which implies that
xi (l0) ≥

bi (l0)−
n∑
j=1, j 6=i
ai j (l0)(p j + ε)θi j
ai i (l0)

1
θi i
≥

bli −
n∑
j=1, j 6=i
aui j (p j + ε)θi j
auii

1
θi i
def= Aεi , (2.8)
It follows from (2.8) that
xi (l0 + 1) = xi (l0) exp
[
bi (l0)−
n∑
j=1
ai j (l0)(x j (l0))
θi j
]
≥ xi (l0) exp
[
bli −
n∑
j=1
aui j (p j + ε)θi j
]
≥ Aεi exp
[
bli −
n∑
j=1
aui j (p j + ε)θi j
]
def= αiε.
Note that
(
bui
ali i
) 1
θi i ≤ pi implies that
bli −
n∑
j=1
aui j (p j + ε)θi j ≤ bli − auii (pi + ε)θi i ≤ bui − ali i (pi + ε)θi i ≤ 0,
thus,
Aεi ≥ αiε.
We claim that
xi (k) ≥ αiε for k ≥ l0.
By way of contradiction, assume that there exists a q2 ≥ l0 such that xi (q2) < αiε. Then q2 ≥ l0+2. Let q˜2 ≥ l0+2 be
the smallest integer such that xi (q˜2) < αiε. Then xi (q˜2−1) > xi (q˜2). The above argument produces that xi (q˜2) ≥ αiε,
a contradiction. This proves the claim.
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Now we assume that xi (k + 1) > xi (k) for all k ≥ k1. Proposition 2.1 shows that {xi (k)} is bounded from above.
And so limk→+∞ xi (k) exists, denoted by x i . We claim that
x i ≥

bli −
n∑
j=1, j 6=i
aui j (p j + ε)θi j
auii

1
θi i
.
By way of contradiction, assume that
x i <

bli −
n∑
j=1, j 6=i
aui j (p j + ε)θi j
auii

1
θi i
.
Taking limit in the i-th equation in system (1.1) gives
lim
k→+∞
(
bi (k)−
n∑
j=1
ai j (k)(x j (k))
θi j
)
= 0,
which is a contradiction since
lim inf
k→+∞
(
bi (k)−
n∑
j=1
ai j (k)(x j (k))
θi j
)
≥ bli −
n∑
j=1, j 6=i
aui j (p j + ε)θi j − auii (x i )θi i
> 0.
This proves the claim. Noting the fact
lim
ε→0αiε = αi .
It follows that (2.4) holds. This completes the proof of Proposition 2.2. 
Now we state the main result of this section.
Theorem 2.1. Under the assumption (2.3) holds, system (1.1) is permanent.
It should be noticed that, from the proofs of Propositions 2.1–2.2, we know that under the assumption of
Theorem 2.1, the set [α1, p1] × · · · × [αn, pn] is an invariant set of system (1.1).
3. Global attractivity of the system (1.1)
Now we study the stability of the positive solution of system (1.1).
Theorem 3.1. Assume that (2.3) holds. Assume further that
λi = max{|1− θi iauii pθi ii |, |1− θi iali iαθi ii |} +
n∑
j=1, j 6=i
θi ja
u
i j p
θi j
j < 1. (3.1)
Then for any two positive solutions (x1(k), . . . , xn(k)) and (x˜1(k), . . . , x˜n(k)) of system (1.1), we have
lim
k→+∞(x˜i (k)− xi (k)) = 0, i = 1, 2, . . . , n. (3.2)
Proof. Let
xi (k) = x˜i (k) exp(ui (k)). (3.3)
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Then system (1.1) is equivalent to
ui (k + 1) = ui (k)−
n∑
j=1
ai j (k)(x˜ j (k))
θi j
(
exp(θi ju j (k))− 1
)
. (3.4)
And so
ui (k + 1) =
(
1− θi iai i (k)(x˜i (k))θi i exp(θi iξi i (k)ui (k))
)
ui (k)
−
n∑
j=1, j 6=i
θi jai j (k)(x˜ j (k))
θi j exp(θi jξi j (k)u j (k))u j (k), (3.5)
where ξi j (k) ∈ [0, 1]. To complete the proof, it suffices to show that
lim
k→+∞ ui (k) = 0, i = 1, 2, . . . , n. (3.6)
In view of (3.1), we can choose ε > 0 small enough such that
λεi = max
{
|1− θi iauii (pi + ε)θi i |, |1− θi iali i (αi − ε)θi i |
}
+
n∑
j=1, j 6=i
θi ja
u
i j (p j + ε)θi j < 1. (3.7)
For above ε > 0, according to Propositions 2.1 and 2.2 in Section 2, there exists a k∗ ∈ N such that
αi − ε ≤ x˜i (k), xi (k) ≤ pi + ε,
for all k ≥ k∗.
Noticing that ξi j (k) ∈ [0, 1] implies that x˜ j (k) exp(ξi j (k)u j (k)) lies between x˜ j (k) and x j (k). From (3.5), we get
|ui (k + 1)| ≤ max
{
|1− θi iauii (pi + ε)θi i |, |1− θi iali i (αi − ε)θi i |
}
|ui (k)|
+
n∑
j=1, j 6=i
θi ja
u
i j (p j + ε)θi j |u j (k)|. (3.8)
Let γ = max{λεi }, then 0 < γ < 1. In view of (3.8), for k ≥ k∗, we get
max
i
{|ui (k + 1)|} ≤ γ max
i
{|ui (k)|} .
This implies
max
i
{|ui (k)|} ≤ γ k−k∗ max
i
{|ui (k∗)|} .
Therefore, (3.6) holds and the proof is completed. 
4. Periodic solution of the system (1.1)
In this section, we further assume that the coefficients of the system (1.1) are ω-periodic, that is, there exists a
positive integer ω such that for k ∈ N ,
0 < bi (k + ω) = bi (k), 0 < ai j (k + ω) = ai j (k), i, j = 1, 2, . . . , n. (4.1)
Our first result is concerned with the existence of a positive periodic solution of system (1.1).
Theorem 4.1. Assume that (2.3) and (4.1) hold, then system (1.1) admits at least one positive ω-periodic solution,
denoted by (x˜1(k), . . . , x˜n(k)).
Proof. As noted at the end of Section 2, Dn def=[α1, p1] × · · · × [αn, pn] is an invariant set of system (1.1). Thus, we
can define a mapping F on Dn by
F(x1(0), . . . , xn(0)) = (x1(ω), . . . , xn(ω)),
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for (x1(0), . . . , xn(0)) ∈ Dn . Obviously, F depends continuously on (x1(0), . . . , xn(0)). Thus, F is continuous
and maps the compact set Dn into itself. Therefore, F has a fixed point. It is easy to see that the solution
(x˜1(k), . . . , x˜n(k)) passing through this fixed point is an ω-periodic solution of the system (1.1). This completes
the proof of Theorem 4.1. 
Theorem 4.2. Assume that (2.3), (3.1) and (4.1) hold, then system (1.1) has a global stable positive ω-periodic
solution.
Proof. Under the assumption of Theorem 4.2, it follows from Theorem 4.1 that system (1.1) admits at least one
positive ω-periodic solution. Also, Theorem 3.1 ensures the positive solution to be globally stable. This completes the
proof of Theorem 4.2. 
5. Dynamic behavior of the system (1.2)
In this section, we will give sufficient conditions which guarantee the permanence, global stability and the existence
of an unique globally attractiveω-periodic solutions. Since all of those results can be proved by developing the analysis
technique of Sections 2–4, we will only state the results and omit the detailed proof.
Definition 5.1. We say that system (1.2) is permanent if there are positive constants M and m such that for each
positive solution (x1(k), . . . , xn(k), y1(k), . . . , ym(k)) of system (1.2) satisfies
m ≤ lim inf
k→+∞ xi (k) ≤ lim supk→+∞ xi (k) ≤ M, i = 1, 2, . . . , n
m ≤ lim inf
k→+∞ y j (k) ≤ lim supk→+∞ y j (k) ≤ M, j = 1, 2, . . . ,m.
For biological reasons, we only consider solution (x1(k), . . . , xn(k), y1(k), . . . , ym(k)) with
xi (0) > 0, y j (0) > 0, i = 1, 2, . . . , n, j = 1, 2, . . . ,m.
Then system (1.2) has a positive solution (x1(k), . . . , xn(k), y1(k), . . . , ym(k))∞k=0 passing through (x1(0), . . . , xn(0),
y1(0), . . . , ym(0)).
Proposition 5.1. For every solution (x1(k), . . . , xn(k), y1(k), . . . , ym(k)) of system (1.2), we have
lim sup
k→+∞
xi (k) ≤ x∗i , (5.1)
where x∗i =
(
1
ali iαi i
) 1
αi i
exp
(
bui − 1αi i
)
, i = 1, 2, . . . , n.
Proposition 5.2. Assume that
(H1) − r lj +
n∑
l=1
eujl(x
∗
l )
δ jl > 0
holds, where x∗l , l = 1, 2, . . . , n are defined by (5.1). For every solution (x1(k), . . . , xn(k), y1(k), . . . , ym(k)) of
system (1.2), we have
lim sup
k→+∞
y j (k) ≤ y∗j , (5.2)
where y∗j =
(
1
glj jη j j
) 1
η j j
exp
(
−r lj +
∑n
l=1 eujl(x∗l )δ jl − 1η j j
)
, j = 1, 2, . . . ,m.
Proposition 5.3. Assume that (H1) holds, assume further that
(H2) bli −
n∑
l=1,l 6=i
auil(x
∗
l )
αil −
m∑
l=1
duil(y
∗
l )
βil > 0
F. Chen et al. / Computers and Mathematics with Applications 53 (2007) 1214–1227 1223
holds, where x∗p, p = 1, 2, . . . , n, y∗l , l = 1, 2, . . . ,m are defined by (5.1) and (5.2), respectively. For every solution
(x1(k), . . . , xn(k), y1(k), . . . , ym(k)) of system (1.2), we have
lim inf
k→+∞ xi (k) ≥ xi∗, (5.3)
where
xi∗ = Ai exp{Bi },
Ai =

bli −
n∑
l=1,l 6=i
auil(x
∗
l )
αil −
m∑
l=1
duil(y
∗
l )
βil
auii +
n∑
l=1
cuil(x
∗
l )
αil

1
αi i
,
Bi = bli −
n∑
l=1
auil(x
∗
l )
αil −
n∑
l=1
cuil(x
∗
i )
αi i (x∗l )αil −
m∑
l=1
duil(y
∗
l )
βil ,
i = 1, 2, . . . , n.
Proposition 5.4. Assume that (H1)– (H2) hold; assume further that
(H3) − ruj +
n∑
l=1
eljl(xl∗)
δ jl −
m∑
l=1,l 6= j
gujl(y
∗
l )
η jl > 0
holds, where x p∗, p = 1, 2, . . . , n, y∗l , l = 1, 2, . . . ,m are defined by (5.2) and (5.3), respectively. For every solution
(x1(k), . . . , xn(k), y1(k), . . . , ym(k)) of system (1.2), we have
lim inf
k→+∞ y j (k) ≥ y j∗, (5.4)
where
y j∗ = C j exp{D j },
C j =

−ruj +
n∑
l=1
eljl(xl∗)δ jl −
m∑
l=1,l 6= j
gujl(y
∗
l )
η jl
guj j +
m∑
l=1
f ujl(y
∗
l )
η jl

1
η j j
,
D j = −ruj +
n∑
l=1
eljl(xl∗)
δ jl −
m∑
l=1
f ujl(y
∗
j )
η j j (y∗l )η jl −
m∑
l=1
gujl(y
∗
l )
η jl ,
j = 1, 2, . . . ,m.
As the direct corollary of Propositions 5.1–5.4, we have
Theorem 5.1. Assumption that (H1)– (H3) hold, system (1.2) is permanent.
Now we study the stability of the positive solutions of system (1.2).
Theorem 5.2. Assume that (H1)– (H3) hold; assume further that
(H4) λi = max
{∣∣∣∣∣1− αi i
(
auii (x
∗
i )
αi i + cuii (x∗i )2αi i +
n∑
l=1
cuil(x
∗
i )
αi i (x∗l )αil
)∣∣∣∣∣ ,∣∣∣∣∣1− αi i
(
ali i (xi∗)
αi i + cli i (xi∗)2αi i +
n∑
l=1
clil(xi∗)
αi i (xl∗)αil
)∣∣∣∣∣
}
+
n∑
l=1,l 6=i
αil
(
auil(x
∗
l )
αil + cuil(x∗i )αi i (x∗l )αil
)+ m∑
l=1
βild
u
il(y
∗
l )
βil < 1,
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γ j = max
{∣∣∣∣∣1− η j j
(
guj j (y
∗
j )
η j j + f uj j (y∗j )2η j j +
m∑
l=1
f uil (y
∗
j )
η j j (y∗l )η jl
)∣∣∣∣∣ ,∣∣∣∣∣1− η j j
(
glj j (y j∗)
η j j + f lj j (y j∗)2η j j +
m∑
l=1
f ljl(y j∗)
η j j (yl∗)η jl
)∣∣∣∣∣
}
+
n∑
l=1,l 6= j
η jl
(
gujl(y
∗
l )
η jl + f ujl(y∗j )η j j (y∗l )η jl
)
+
n∑
l=1
δile
u
jl(x
∗
l )
δ jl < 1.
Then for any two positive solutions (x1(k), . . . , xn(k), y1(k), . . . , ym(k)) and (x˜1(k), . . . , x˜n(k), y˜1(k), . . . , y˜m(k)) of
system (1.2), we have
lim
k→+∞(x˜i (k)− xi (k)) = 0, i = 1, 2, . . . , n;
lim
k→+∞(y˜ j (k)− y j (k)) = 0, j = 1, 2, . . . ,m.
Now we consider the periodic case of the system (1.2), assume that the coefficients of the system (1.2) are ω-
periodic, that is, there exists a positive integer ω such that for k ∈ N ,
0 < bi (k + ω) = bi (k), 0 < ail(k + ω) = ail(k),
0 < cil(k + ω) = cil(k), 0 < dis(k + ω) = dis(k),
0 < r j (k + ω) = r j (k), 0 < e jl(k + ω) = e jl(k),
0 < f jl(k + ω) = f jl(k), 0 < g js(k + ω) = g js(k)
(5.5)
for all i, l = 1, 2, . . . , n; j, s = 1, 2, . . . ,m.
As to the existence of a positive periodic solution of system (1.2), we have
Theorem 5.3. Assume that (H1)– (H3) and (5.5) hold, then system (1.2) admits at least one positive ω-periodic
solution which we denote by (x˜1(k), . . . , x˜n(k), y˜1(k), . . . , y˜m(k)).
Concerned with the stability of the positive periodic solution, we have
Theorem 5.4. Assume that (H1)– (H4) and (5.5) hold, then system (1.2) admits a global stable positive ω-periodic
solution.
6. Example and numeric simulation
Now let’s consider the following 4-periodic system
Example.
x1(k + 1) = x1(k) exp
(
0.4−
(
0.75+ 0.05 cos
(pi
2
k
))
(x1(k))
2 − 0.03x2(k)
− 0.05(x1(k))4 − 0.04(x1(k))2x2(k)− 0.2y1(k)
)
;
x2(k + 1) = x2(k) exp
(
0.6− 0.02x1(k)−
(
0.775+ 0.025 sin
(pi
2
k
))
(x2(k))
2
− 0.03x1(k)(x2(k))2 − 0.02(x2(k))4 − 0.3y1(k)
)
;
y1(k + 1) = y1(k) exp
(
−0.02
(
1+ sin
(pi
2
k
))
+ 0.1x1(k)+ 0.2x2(k)
− 0.3(y1(k))4 −
(
0.5+ 0.1 cos
(pi
2
k
))
(y1(k))
2
)
. (6.1)
Here corresponding to the system (1.2), we assume that
α11 = α22 = 2, α12 = α21 = 1, β11 = β21 = 1, δ11 = δ12 = 1, η11 = 2;
b1(k) = 0.4, a11(k) = 0.75+ 0.05 cos
(pi
2
k
)
, a12(k) = 0.03, c11(k) = 0.05;
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Fig. 1. Dynamic behavior of the first component x1(n) of the solution (x1(n), x2(n), y1(n)) to system (6.1) with the initial conditions
(x1(0), x2(0), y1(0)) = (0.60, 0.71, 0.58), (0.58, 0.72, 0.55) and (0.56, 0.74, 0.52), respectively.
c12(k) = 0.04, d11(k) = 0.2, b2(k) = 0.6, a21(k) = 0.02;
a22(k) = 0.775+ 0.025 sin
(pi
2
k
)
, c21(k) = 0.03, c22(k) = 0.02;
d21(k) = 0.3, r1(k) = 0.02
(
1+ sin
(pi
2
k
))
, e11(k) = 0.1, e12(k) = 0.2,
f11(k) = 0.3, g11(k) = 0.5+ 0.1 cos
(pi
2
k
)
.
Thus, corresponding to Proposition 5.1, by simple computation, we have
x∗1 = 0.8, x∗2 = 0.9, (6.2)
and so,
−r l1 + eu1(x∗1 )δ11 + eu2(x∗2 )δ12 = 0.26 > 0, (6.3)
which means that condition (H1) in Proposition 5.2 is satisfied, and we can obtain
y∗1 = 0.8. (6.4)
By using (6.2) and (6.4), we have
bl1 − au12(x∗2 )α12 − du11(y∗1 )β11 = 0.213 > 0,
bl2 − au21(x∗1 )α21 − du21(y∗1 )β21 = 0.344 > 0,
(6.5)
which means that condition (H2) in Proposition 5.3 are satisfied, and we can obtain
x1∗ ≈ 0.4, x2∗ ≈ 0.5. (6.6)
By using (6.6), it follows that
−ru1 + el11(x1∗)δ11 + el12(x2∗)δ12 = 0.1 > 0, (6.7)
which means that condition (H3) in Proposition 5.4 is satisfied, and we can obtain
y1∗ ≈ 0.5. (6.8)
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Fig. 2. Dynamic behavior of the second component x2(n) of the solution (x1(n), x2(n), y1(n)) to system (6.1) with the initial condition
(x1(0), x2(0), y1(0)) = (0.60, 0.71, 0.58), (0.58, 0.72, 0.55) and (0.56, 0.74, 0.52), respectively.
Fig. 3. Dynamic behavior of the third component y1(n) of the solution (x1(n), x2(n), y1(n)) to system (6.1) with the initial condition
(x1(0), x2(0), y1(0)) = (0.60, 0.71, 0.58), (0.58, 0.72, 0.55) and (0.56, 0.74, 0.52), respectively.
Also, by computation, corresponding to (H4) in Theorem 5.2, we have
λ1 ≈ 0.974 < 1, λ2 ≈ 0.889 < 1, γ1 ≈ 0.985 < 1. (6.9)
(6.3), (6.5), (6.7) and (6.9) show that all the conditions of Theorems 5.1 and 5.2 are satisfied, thus system (6.1) is
permanent and any positive solution of the system (6.1) is globally stable. Also, noting that all the coefficients of
the system (6.1) are 4-periodic, thus, corresponding to Theorems 5.3 and 5.4, system (6.1) admits an unique globally
attractive 4-periodic solution. Numeric simulations (Figs. 1–3) strongly imply the above conclusion.
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