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Resumen
La congestio´n de los sistemas de potencia es inevitable, ya que la ocurrencia de eventos
aleatorios no puede ser prevista con antelacio´n, sin embargo e´sta no debe permanecer en el
sistema por mucho tiempo, ya que puede ocasionar dan˜os severos dentro de e´l, y originar
cortes en el suministro con pe´rdida descontrolada de carga. Por lo tanto, es de vital impor-
tancia implementar me´todos que ayuden a mitigar los efectos de la congestio´n en un sistema
ele´ctrico de potencia.
La reprogramacio´n de la generacio´n resulta ser una de las tantas te´cnicas desarrolladas para
manejar la congestio´n en sistemas de potencia, y presenta algunas ventajas a la hora de im-
plementarla en ciertos sistemas ele´ctricos, ya que dentro de su funcionamiento, no es necesario
realizar un deslastre de carga, beneficiando as´ı a los consumidores y aportando confiabilidad
al sistema. Por otro lado este me´todo en particular, no necesita de la introduccio´n de estruc-
turas o dispositivos adicionales a los ya existentes en el sistema ele´ctrico, reduciendo costos
de operacio´n y mantenimiento.
El algoritmo gene´tico de Chu-Beasley (AGCB) y el algoritmo de evolucio´n diferencial (AED)
son herramientas matema´ticas, que facilitan en gran medida la bu´squeda de soluciones a
problemas complejos de optimizacio´n. En este caso, se desarrollan para llevar a cabo la im-
plementacio´n de la reprogramacio´n de la potencia activa, como me´todo de manejo de la con-
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gestio´n, ya que sus caracter´ısticas permiten seleccionar las mejores soluciones de un extenso
espacio de bu´squeda.La comparacio´n del desarrollo de los algoritmos nombrados anteriormen-
te, permite evaluar con mayor precisio´n todas las posibles soluciones de la reprogramacio´n
o´ptima de los generadores que hacen parte del sistema de potencia, y proporciona una visio´n
ma´s amplia de co´mo se puede resolver el problema de la congestio´n en los sistemas ele´ctricos.
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Cap´ıtulo 1
Introduccio´n
1.1. Planteamiento del problema
Los sistemas ele´ctricos de potencia cada vez se ven expuestos a retos ma´s grandes, pues el
ra´pido crecimiento de la demanda, y la competencia entre entidades generadoras y comer-
cializadoras de energ´ıa ele´ctrica, dictaminan una expansio´n en los sistemas de transmisio´n y
distribucio´n de los mismos. Aunque es inminente la necesidad de implementar sistemas cada
vez ma´s grandes y complejos, se hace dif´ıcil la introduccio´n de nuevas l´ıneas y corredores de
transmisio´n por restricciones econo´micas, ambientales y sociales. Esto ha dado como resul-
tado que los sistemas de potencia operen en condiciones cada vez ma´s extremas, ya que los
elementos que hacen parte de la etapa de transmisio´n, experimentan feno´menos como exceso
de carga en las l´ıneas y congestio´n de flujo de potencia en los corredores.
El funcionamiento de los sistemas de potencia cerca de sus l´ımites operativos, genera entre
otras cosas, un desgaste significativo de la infraestructura que hace parte del sistema, y a su
vez un mantenimiento adicional de la misma. Lo anterior hace que se Incrementen los costos
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de operacio´n y proporcionalmente, la tarifa que el usuario final debe pagar.
El problema de la congestio´n en sistemas ele´ctricos de potencia, se ha tratado para mejorar
las condiciones operativas de los mismos, evitando comprometer la confiabilidad y la segu-
ridad, que se debe mantener para prestar servicio de energ´ıa ele´ctrica. Debido a esto, se
han desarrollado diferentes te´cnicas, que permiten tratar la congestio´n que se presenta en
los sistemas de potencia, y mitigar los efectos que esta ocasiona. Sin embargo, no todas las
alternativas son aptas para todas las clases de sistemas existentes, ya que son mu´ltiples los
factores que se deben analizar, antes de implementar algu´n me´todo para manejar la conges-
tio´n. Restricciones econo´micas y operativas propias de cada pa´ıs, generan una variacio´n en
la eleccio´n del me´todo ma´s adecuado para aliviar esta problema´tica.
La reprogramacio´n de la generacio´n de potencia activa se presenta como una de las alter-
nativas ma´s factibles, ya que no es una estrategia que comprometa la entrega de energ´ıa
ele´ctrica a los centros de consumo, y no se hace necesaria la implementacio´n de estructuras o
dispositivos adicionales, lo cual resulta econo´micamente viable. Por lo tanto, esta propuesta
parece adecuarse a los requerimientos del sistema ele´ctrico colombiano, generando intere´s
por implementar la reprogramacio´n de la generacio´n de potencia activa como me´todo o´pti-
mo para aliviar la congestio´n que se presenta en las redes de transmisio´n. Este me´todo de
manejo de congestio´n se puede desarrollar mediante la utilizacio´n de diferentes metodolog´ıas
matema´ticas, de las cuales se desprenden, las te´cnicas basadas en algoritmos evolutivos, los
cuales facilitan la bu´squeda de soluciones factibles, a problemas con espacios de exploracio´n
bastante amplios. Por lo tanto se busca acceder a una solucio´n al problema del manejo de la
cogestio´n, utilizando dos te´cnicas diferentes basadas en algoritmos evolutivos, y comparando
los resultados obtenidos a partir del desarrollo de las metodolog´ıas propuestas.
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1.2. Justificacio´n
El manejo de la congestio´n se entiende como las diferentes metodolog´ıas utilizadas para
evitar el colapso de las redes, por efectos del uso intensivo de los sistemas de transmisio´n y
por el incremento del flujo de potencia en las l´ıneas, encargadas de transportar la energ´ıa
ele´ctrica desde los centros de generacio´n, hasta el usuario final. El manejo de la congestio´n
en sistemas de potencia envuelve tanto aspectos te´cnicos como econo´micos; el ana´lisis de
cada uno de e´stos, da como resultado una gama de posibilidades, que se ajusta fa´cilmente
a las necesidades de cada sistema en particular. Por lo tanto, es de vital importancia tener
en cuenta los diversos para´metros que se deben analizar, para elegir la mejor alternativa
para manejar la congestio´n en las redes. El tipo de mercado, las restricciones operativas, los
esquemas de generacio´n entre otras variables, determinan la te´cnica adecuada para mitigar
los efectos de la congestio´n en los sistemas de potencia.
La reprogramacio´n de la generacio´n resulta ser una de las tantas te´cnicas desarrolladas para
manejar la congestio´n en sistemas de potencia, y presenta algunas respecto a ciertos sistemas
ele´ctricos, ya que dentro de su funcionamiento, no es necesario realizar un deslastre de carga,
beneficiando as´ı a los consumidores y aportando confiabilidad al sistema. Por otro lado, este
me´todo en particular no necesita de la introduccio´n de estructuras o dispositivos adicionales
a los ya existentes en el sistema ele´ctrico, reduciendo costos de operacio´n y mantenimiento.
Se han desarrollado mu´ltiples te´cnicas matema´ticas que permiten implementar la reprogra-
macio´n de la potencia activa, como metodolog´ıa para el manejo de la congestio´n. Sin embargo
sobresalen aquellas que facilitan la bu´squeda de soluciones, de manera ra´pida y son compu-
tacionalmente factibles, para resolver problemas extensos y complejos. Por esta razo´n, el
desarrollo de te´cnicas basadas en algoritmos evolutivos, se presenta como una alternativa
viable cuando se quiere implementar la reprogramacio´n de la generacio´n como me´todo de
manejo de la congestio´n.
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El Algoritmo gene´tico de Chu-Beasley (AGCB) y el Algoritmo de evolucio´n diferencial (AED)
son herramientas matema´ticas, que facilitan en gran medida la bu´squeda de soluciones a
problemas complejos de optimizacio´n. En este caso, se propone el desarrollo de e´stas para
implementar la reprogramacio´n de la potencia activa, como me´todo de manejo de la con-
gestio´n, ya que sus caracter´ısticas permiten seleccionar las mejores soluciones de un extenso
espacio de bu´squeda. Estas te´cnicas adema´s, han sido desarrolladas en estudios anteriores,
obteniendo resultados eficientes. La comparacio´n del desarrollo de los algoritmos nombrados
anteriormente, permite evaluar con mayor precisio´n todas las posibles soluciones de la repro-
gramacio´n o´ptima de los generadores que hacen parte del sistema de potencia, y proporciona
una visio´n ma´s amplia de co´mo se puede resolver el problema de la congestio´n en los sistemas
ele´ctricos, a trave´s de la reprogramacio´n de la generacio´n.
1.3. Objetivos
1.3.1. General
Analizar la reprogramacio´n de la potencia activa como estrategia para manejar la conges-
tio´n en sistemas de potencia, utilizando el algoritmo gene´tico de Chu-Beasley (AGCB) y el
algoritmo de evolucio´n diferencial (AED).
1.3.2. Especificos
Estudiar los diferentes me´todos existentes, utilizados para el manejo de la congestio´n,
y las diversas te´cnicas matema´ticas implementadas para su ana´lisis.
Analizar y programar el algoritmo gene´tico de Chu-Beasley y el algoritmo de evolucio´n
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diferencial.
Seleccionar e implementar el sistema ele´ctrico de potencia de prueba y determinar las
condiciones, bajo las cuales se realizara´n las pruebas.
Realizar un ana´lisis comparativo de los dos algoritmos evolutivos implementados.
Reportar los resultados obtenidos.
1.4. Principales resultados
Los principales resultados de este trabajo de grado son los siguientes:
Ana´lisis del panorama actual que presenta el manejo de las congestiones, teniendo en
cuenta las diferentes estrategias y herramientas utilizadas para mantener el normal
funcionamiento de los sistemas ele´ctricos de potencia.
Estudio de la reprogramacio´n de la generacio´n como metodolog´ıa para reducir las con-
gestiones que presentan los sistemas de potencia.
Implementacio´n del Algoritmo Gene´tico de Chu-Beasley, y el Algoritmo de Evolucio´n
Diferencial, como te´cnicas o´ptimas para reducir los costos de utilizar la reprogramacio´n
de la generacio´n, para ejercer control sobre las congestiones que aparecen en un sistema
ele´ctrico de prueba.
Ana´lisis comparativo del desempen˜o que presenta cada algoritmo, al generar soluciones
candidatas, que reduzcan las congestiones.
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1.5. Estructura de la tesis
Cap´ıtulo 2. En este cap´ıtulo se presentan los aspectos teo´ricos necesarios para entender
de forma general, el manejo de las congestiones que se presentan en los sistemas ele´ctri-
cos de potencia. Se explican las causas de congestio´n, las estrategias para manejarla y
las herramientas computacionales usadas para implementar los diferentes me´todos.
Cap´ıtulo 3. En esta seccio´n se realiza un ana´lisis de la reprogramacio´n de la potencia
activa, como propuesta para reducir las congestiones. Adema´s se explica de forma deta-
llada la implementacio´n del Algoritmo de Evolucio´n Diferencial y el Algoritmo Gene´tico
de Chu-Beasley, haciendo e´nfasis en su estructura y en la funcio´n de adaptacio´n a la
que se encuentran sujetos.
Cap´ıtulo 4. En este cap´ıtulo se describe el sistema de prueba, donde se crean conges-
tiones de forma intencional implementando diferentes escenarios, que permiten aplicar
la reprogramacio´n de la generacio´n. Se encuentran los resultados y el ana´lisis de la
aplicacio´n de cada uno de los algoritmos propuestos.
Cap´ıtulo 5. Aqu´ı se reportan las conclusiones del estudio realizado y se presenta una
propuesta de posibles trabajos futuros.
Cap´ıtulo 2
Manejo de la congestio´n
2.1. Panorama actual del manejo de congestiones
La presencia de factores como la evolucio´n de los mercados de energ´ıa, la indisponibilidad de
las redes de transmisio´n por atentados terroristas, adema´s de las restricciones ambientales y
econo´micas que no hacen viable la construccio´n de nuevas l´ıneas, han dado paso a que los
sistemas de potencia operen en condiciones de l´ıneas altamente cargadas, con otros corredores
mucho menos cargados, y altas restricciones operativas tanto en estado estacionario como
dina´mico.
En esta operacio´n altamente restrictiva de los sistemas ele´ctricos de potencia, surgen diversas
situaciones problema´ticas que en la literatura se ha abordado con una amplia variedad de
metodolog´ıas para tratarlas, una de estas es la presencia de congestio´n en los sistemas de
potencia.
El problema de congestio´n en sistemas de potencia comprende tanto aspectos te´cnicos como
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econo´micos. En este sentido, cuando se habla de “manejo de congestio´n” se hace referencia a
un esquema de mercado existente para el sistema de potencia. Sin embargo, las condiciones
f´ısicas de la red son independientes del esquema de mercado, y los flujos de potencia no obe-
decen a esquemas de transacciones sino a leyes f´ısicas, por esta razo´n, es comu´n encontrar
en la literatura el manejo de la congestio´n bajo dos perspectivas diferentes: una dependien-
te del esquema de mercado, y una independiente de dicho esquema (manejo te´cnico de la
congestio´n) [1]
2.2. Causas de congestio´n en sistemas de potencia
2.2.1. Causas comerciales
La competencia entre los participantes del mercado energe´tico por incrementar sus beneficios,
genera falta de coordinacio´n entre las empresas generadoras y las empresas encargadas de
transmitir la energ´ıa ele´ctrica. Lo anterior conduce a la aparicio´n de sobrecarga en las l´ıneas
de transmisio´n lo cual dificulta el flujo de potencia en el sistema [2].
2.2.2. Causas te´cnicas
La ocurrencia inesperada de contingencias como la salida de una unidad generadora, l´ıneas
de transmisio´n fuera de operacio´n, aumento su´bito en la demanda o dan˜os en los equipos,
llevan a que se reprograme el esquema de generacio´n, causando congestio´n en los sistemas de
potencia[2].
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2.3. Me´todos para el manejo de la congestio´n
La congestio´n de los sistemas de potencia es inevitable, ya que la ocurrencia de eventos
aleatorios no puede ser prevista con antelacio´n, sin embargo e´sta no debe permanecer en el
sistema por mucho tiempo, ya que puede ocasionar dan˜os severos dentro de e´l, y originar
cortes en el suministro con pe´rdida descontrolada de carga. Por lo tanto, es de vital impor-
tancia implementar me´todos que ayuden a mitigar los efectos de la congestio´n en un sistema
ele´ctrico de potencia.
Se han desarrollado diversos me´todos para tratar la congestio´n, los cuales se pueden dividir
en dos grupos. Aquellos me´todos te´cnicos que ayudan a contrarrestar la congestio´n en los
sistemas ele´ctricos y aquellos me´todos basados en el modelo de mercado. En la Figura 2.1 se
muestra la clasificacio´n de los me´todos para el manejo de la congestio´n. [2]
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Figura 2.1: Me´todos para el manejo de la congestio´n
A continuacio´n se presenta una breve resen˜a de lo que comprende cada uno de los me´todos
utilizados para manejar las congestiones en los sistemas de potencia.
2.3.1. Ubicacio´n o´ptima de dispositivos FACTS (Flexible AC Trans-
mission Systems)
Los FACTS son una familia de controladores electro´nicos de alta velocidad que pueden in-
crementar la utilizacio´n de la capacidad instalada, mientras reducen la susceptibilidad a
disturbios o el impacto de los mismos. Los FACTS pueden ser usados para modificar los
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patrones establecidos de los flujos de potencia del sistema y obtener una carga ma´s uniforme
en sus componentes, permitiendo manejar la congestio´n que se presenta en la red [3].
2.3.2. Precios nodales y zonales
En el esquema de precios nodales, cada nodo del sistema de potencia es tratado como una
zona, donde el precio marginal de localizacio´n para cada nodo, es determinado por el ope-
rador del sistema, mediante la realizacio´n de un despacho econo´mico. El precio marginal de
localizacio´n se convierte en el precio que los compradores pagan y los generadores reciben,
respectivamente.
En un sistema de precios zonales los nodos que poseen precios marginales de localizacio´n, son
agrupados y definidos como una zona. Cada zona tiene un precio establecido, el cual es pagado
por los compradores. Cuando se produce congestio´n en el sistema de potencia, el operador
de red recibe ofertas complementarias que contemplan el aumento o la disminucio´n de la
generacio´n dependiendo del caso. La oferta de mayor valor para el aumento de generacio´n
pasa a ser el valor de dicha zona, y en caso de que se deba disminuir la generacio´n de energ´ıa
ele´ctrica, la oferta ma´s econo´mica presentada para la disminucio´n de e´sta se convierte en el
precio de dicha zona [4].
2.3.3. Redespacho
Este me´todo propone en principio un escenario, donde no se tiene en cuenta las restriccio-
nes que posee el sistema de transmisio´n de energ´ıa. Cuando se presenta congestio´n en los
sistemas de potencia, el operador de red realiza un cambio en el esquema de generacio´n que
se encuentra vigente, es decir implementa un redespacho de la generacio´n de energ´ıa, de tal
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manera que se pueda aliviar la congestio´n, sin dejar de lado las implicaciones econo´micas que
conlleva esta modificacio´n [5].
2.3.4. Intercambios compensatorios
El comercio de compensacio´n es una forma particular de redespacho, siendo su principal
caracter´ıstica la obtencio´n de regulacio´n de potencia por medio del mercado energe´tico. Los
entes generadores presentan ofertas para disminuir o aumentar regulacio´n en el mercado.
Similar al redespacho, el operador independiente incurrira´ costo neto en la compra de energ´ıa,
ya que se debe utilizar la potencia para incrementar la regulacio´n en el sistema. El comercio
de compensacio´n puede ser visto como tipo especial de redespacho [4].
2.3.5. Separacio´n de mercados
En este me´todo, se establece inicialmente un mercado sin restricciones. En caso de que los
esquemas resultantes causen congestio´n en alguna l´ınea del sistema de potencia, el mercado
se divide y da paso a una operacio´n separada teniendo en cuenta los l´ımites de transferencia
de potencia. El operador independiente adquiere la potencia de la zona con menor precio, y
la vende en la zona a un precio mayor [5].
2.3.6. Subastas
La capacidad disponible de una ruta normalmente restringida es subastada por el operador
del sistema, recibiendo ofertas de los agentes dispuestos a utilizar dicha ruta. La oferta con
menor precio marginal es aceptada, y pasa a ser el precio de transmisio´n de la ruta [5].
CAPI´TULO 2. MANEJO DE LA CONGESTIO´N 13
2.3.7. Deslastre de carga
Otra manera de tratar el problema de la congestio´n en sistemas de potencia, es a trave´s
de te´cnicas que involucran la manipulacio´n de cargas. Se trata de aliviar la congestio´n en
los sistemas reduciendo la carga total, para disminuir la presio´n ejercida en los sistemas de
generacio´n y de transmisio´n de energ´ıa. La cantidad de cargas desconectadas debe ser tan
pequen˜a como sea posible, y el precio de la energ´ıa en el a´rea congestionada debe decrecer
significativamente [4].
2.4. Utilizacio´n de te´cnicas Soft Computing en la solu-
cio´n de problemas de optimizacio´n
El sector ele´ctrico se enfrenta con retos que implican a realizar cambios en su estructura
operacional y de mercado, con lo que cual aparecen problemas de optimizacio´n de gran
complejidad. Debido a esto, se han desarrollado te´cnicas poderosas que permiten encontrar
una solucio´n factible a dichos problemas, pues en algunos casos la aplicacio´n de metodolog´ıas
cla´sicas de optimizacio´n resulta ser computacionalmente dispendiosa, haciendo ma´s dif´ıcil
obtener una solucio´n o´ptima. Dentro de las herramientas que permiten dar respuesta a este
tipo de cuestionamientos se encuentran las te´cnicas “Soft Computing”.
El “Soft Computing” es la rama de la Inteligencia Artificial que agrupa te´cnicas y paradigmas
cuyo objetivo es trabajar sobre informacio´n incompleta, imprecisa o con ruido, obteniendo
a partir de e´sta, soluciones tratables. Dentro de esta metodolog´ıa se plantean te´cnicas para
la solucio´n de problemas computacionalmente complejos aplicando me´todos que toleran en-
tornos similares a los encontrados en la realidad, a diferencia de los encontrados en modelos
abstractos. Las te´cnicas contenidas en el marco del “Soft Computing” abordan los problemas
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no basa´ndose en datos exactos y conjuntos completos como en la Inteligencia Artificial tra-
dicional, sino todo lo contrario, generando conclusiones, razonamientos y comportamientos
inteligentes a partir de conjuntos incompletos o inexactos de datos [6].
2.4.1. Te´cnicas Soft Computing
Existen diversas alternativas comprendidas dentro de las te´cnicas “Soft Computing”, que
son utilizadas para resolver distintos problemas de optimizacio´n y que ofrecen soluciones
espec´ıficas que se ajustan a las necesidades del usuario. En la Figura 2.2 se observa los
diferentes tipos de te´cnicas que hacen parte del “Soft Computing”.
Figura 2.2: Tipos de te´cnicas “Soft Computing”.
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Computacio´n Evolutiva
La Computacio´n Evolutiva es el campo de la investigacio´n que comprende todos los algoritmos
evolutivos. Comprende un conjunto de te´cnicas que basan su funcionamiento en me´todos
iterativos inspirados normalmente en los procesos evolutivos y de inteligencia colectiva que
se dan en la naturaleza. En estas te´cnicas se hace uso de meta´foras de la evolucio´n o el
comportamiento de los individuos de una poblacio´n para obtener una solucio´n muy cercana
a la solucio´n o´ptima del problema [6]. c
Algoritmos Gene´ticos
Los algoritmos gene´ticos son me´todos generalmente utilizados en problemas de bu´squeda y
optimizacio´n basados en los procesos de seleccio´n natural y en el principio de la superviven-
cia del ma´s apto. Para alcanzar la solucio´n a un problema se parte de un conjunto inicial
de individuos, llamado poblacio´n, el cual es generado de manera aleatoria. Cada uno de es-
tos individuos representa una posible solucio´n al problema. Estos individuos evolucionara´n
tomando como base los esquemas propuestos por Darwin sobre la seleccio´n natural, y se
adaptara´n en mayor medida tras el paso de cada generacio´n a la solucio´n requerida [7].
Los algoritmos gene´ticos poseen cuatro componentes principales: Los cromosomas, la funcio´n
de aptitud, el operador de mutacio´n y el operador de cruce. Las soluciones candidatas son
representadas por cromosomas y las nuevas soluciones se producen a partir de los cromosomas
de los individuos padre y el operador de cruce. Posteriormente el operador de mutacio´n se
aplica a la poblacio´n entera, y as´ı una iteracio´n ha sido completada. Los nuevos cromosomas
se clasifican mediante su valor de funcio´n de aptitud. Cuando se forma un cromosoma con el
valor de funcio´n de aptitud deseado, e´ste se selecciona como solucio´n factible, y el proceso
de optimizacio´n se termina. Este proceso se repite hasta que se cumpla con el nu´mero de
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generaciones definido o el individuo ma´s apto se considere como la solucio´n ma´s o´ptima [2].
Algoritmo gene´tico de Chu-Beasley (AGCB)
Chu y Beasley [8] presentaron un algoritmo gene´tico para resolver el problema de asignacio´n
generalizada, el cual se puede resumir en los siguientes pasos:
1. Especificar los para´metros de control (taman˜o de la poblacio´n, las tasas de recombina-
cio´n, tasa de mutacio´n, etc.).
2. Especificar las caracter´ısticas gene´ticas del algoritmo: tipo de codificacio´n, poblacio´n
inicial, manipulacio´n de infactibilidades, tipo de seleccio´n, entre otros
3. Encontrar una poblacio´n inicial de manera aleatoria, para convertirla en la poblacio´n
actual. Encontrar la fitness y la unfitness de la poblacio´n actual.
4. Implementar una seleccio´n para elegir so´lo dos soluciones generadas.
5. Implementar la recombinacio´n y preservar una descendencia.
6. Implementar la mutacio´n de la descendencia preservada.
7. Implementar una fase de mejora local.
8. Decidir si el mejoramiento de la descendencia puede entrar en la poblacio´n, sustituyendo
un elemento de la poblacio´n.
9. Si el criterio de parada no es satisfecho, volver al paso 4. De lo contrario, finalizara´ el
proceso.
El algoritmo gene´tico Chu-Beasley (AGCB) sugiere la generacio´n aleatoria de una poblacio´n
al igual que en los algoritmos gene´ticos ba´sicos. Sin embargo, se puede observar que esta
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propuesta produce una poblacio´n inicial con todos los elementos inviables que esta´n muy
distantes de la viabilidad para el caso de problemas complejos [9].
El AGCB presenta una propuesta innovadora para la manipulacio´n de infactibilidades. Este
enfoque presenta una propuesta para el almacenamiento de la funcio´n objetivo (vector fitness)
y las infactibilidades (vector unfitness) en forma independiente y cada uno es utilizado para
diferentes propo´sitos. La propuesta elimina la necesidad de elegir el para´metro de penalizacio´n
cuando ambas piezas de informacio´n se reu´nen en un solo fitness. El fitness se utiliza en el
proceso de seleccio´n, y el unfitness se utiliza junto con el fitness en el proceso de sustitucio´n
de decidir si la descendencia generada debe ser incorporada en la poblacio´n mediante la
sustitucio´n de un elemento perteneciente a la poblacio´n. El AGCB utiliza la seleccio´n tipo
torneo, considerado uno de los me´todos ma´s eficientes y simples para realizar la etapa de
seleccio´n [9].
Esta propuesta es significativamente diferente a los algoritmos gene´ticos tradicionales en su
proceso de sustitucio´n de los elementos de la poblacio´n. El algoritmo gene´tico tradicional
lleva a cabo un cambio generacional, sustituyendo todos (o casi todos) los elementos de la
poblacio´n, y generalmente no se realiza la verificacio´n de la diversidad. El AGCB sugiere la
sustitucio´n de so´lo un elemento de la poblacio´n actual en cada paso. Esto facilita dos estrate-
gias que resultan ser cruciales para el desarrollo del algoritmo: (1) permitir que la produccio´n
de descendencia mejorada, utilizando una optimizacio´n local; (2) facilitar el control absoluto
de la diversidad de los elementos en la poblacio´n actual. Estas dos propuestas no pueden ser
implementadas de manera eficiente en un algoritmo gene´tico tradicional con la sustitucio´n
generacional [9].
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Algoritmo de Evolucio´n Diferencial (ED)
El algoritmo de evolucio´n diferencial (ED) es una te´cnica de computacio´n evolutiva sencilla
y muy potente, que resuelve problemas con valores reales basados en los principios de la
evolucio´n natural. Este me´todo utiliza una poblacio´n de individuos codificados en punto
flotante y los operadores de mutacio´n, cruce y seleccio´n para explorar el espacio de soluciones
en busca de o´ptimos globales [2].
El proceso de optimizacio´n se lleva a cabo por medio de tres operaciones principales: muta-
cio´n, cruce y seleccio´n. Cada individuo, o solucio´n candidata, es un vector que contiene la
mayor cantidad de para´metros como la dimensio´n problema. Una vez cada generacio´n, cada
vector de para´metros de la poblacio´n actual se convierte en un vector objetivo. Para cada
vector objetivo, la operacio´n de mutacio´n produce un nuevo vector llamado vector mutante,
mediante la adicio´n de la diferencia ponderada entre dos vectores elegidos aleatoriamente y
un tercer vector (tambie´n elegido aleatoriamente). La operacio´n de cruce genera un nuevo
vector llamado el vector de prueba, mediante la mezcla de los para´metros del vector mutante
con las del vector objetivo. Si el vector de prueba obtiene un valor de adaptacio´n mejor que
el vector objetivo, entonces el vector de prueba sustituye al vector objetivo en la siguiente
generacio´n. Este proceso se repite hasta que se alcanza el nu´mero ma´ximo de generaciones o
el individuo ma´s apto es llevado a la solucio´n o´ptima [2].
Cap´ıtulo 3
Propuesta para resolver el problema
de congestio´n
En las bases de informacio´n cient´ıfica se propone diversas estrategias para tratar el problema
de la congestio´n, donde la implementacio´n de cada una de e´stas depende de las necesidades
y restricciones a las cuales este´ sujeto el sistema de potencia. Cada una de las alternativas
presenta ventajas y desventajas que deben ser caso de estudio cuando se desea seleccionar la
te´cnica ma´s adecuada para manejar la congestio´n en un sistema en particular.
El deslastre de carga, la introduccio´n de dispositivos FACTS, la desconexio´n de l´ıneas con-
gestionadas y la construccio´n de nuevos corredores para el transporte de electricidad se
presentan como me´todos exitosos para tener un manejo adecuado de la congestio´n. Sin em-
bargo, se escoge la reprogramacio´n de la generacio´n como estrategia para mitigar los efectos
de la congestio´n en la red, debido a que su implementacio´n no implica introducir dispositivos
ajenos al sistema, y no se hace necesario suspender el suministro de energ´ıa al usuario final.
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3.1. Metodolog´ıa propuesta
Este trabajo propone realizar un ana´lisis comparativo de la implementacio´n de dos algoritmos
gene´ticos: Algoritmo de Evolucio´n Diferencial y Algoritmo Gene´tico de Chu-Beasley, para
evaluar el desempen˜o de la reprogramacio´n de la potencia activa como me´todo para manejar
las congestiones. Estos algoritmos modifican el esquema de generacio´n de potencia activa de
un sistema de prueba, hallando principalmente el costo mı´nimo en el que se incurre, cuando
se utiliza esta estrategia.
3.1.1. Algoritmo de Evolucio´n Diferencial (AED)
Se implementa el AED como herramienta matema´tica perteneciente a la rama de la compu-
tacio´n evolutiva para resolver el problema de congestio´n. Este algoritmo tiene cuatro etapas
de evolucio´n y se consideran diferentes operadores tal como se muestra en la Figura 3.1.
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Figura 3.1: Diagrama de flujo para el Algoritmo de Evolucio´n Diferencial
Etapa 1: Inicializacio´n
En primer lugar, se da paso a la creacio´n de una poblacio´n inicial, la cual en e´ste caso se
conforma de los valores de generacio´n de potencia activa, que poseen las unidades generadoras
del sistema de potencia. Los generadores son iniciados en un valor aleatorio de generacio´n
entre su rango permisible.
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Cada individuo de la poblacio´n inicial esta´ compuesto por un nu´mero determinado de para´me-
tros de decisio´n, los cuales para este caso son los generadores que hacen parte del sistema, y
se forman de la siguiente manera:
X0j,i = X
min
j + Ej ∗ (Xmaxj −Xminj ) i = 1...Np, j = 1...D (3.1)
Donde:
X0j,i: Gen perteneciente al individuo X
0
i
Np: Taman˜o de la poblacio´n
D: Nu´mero de para´metros de decisio´n
Xminj y X
max
j : L´ımite superior e inferior del para´metro de decisio´n j respectivamente.
Ej: Nu´mero aleatorio uniformemente distribuido en el rango de [0,1] generado de nuevo para
cada para´metro de decisio´n.
Etapa 2: Mutacio´n
Despue´s de crear la poblacio´n inicial, se define el valor del factor de mutacio´n mf , y se
seleccionan tres diferentes individuos de la poblacio´n inicial, para crear un nuevo individuo
(Vector mutante), como se muestra en la ecuacio´n (3.2).
X
′G
i = X
G
a +mf ∗ (XGb −XGc ) a, b, c ∈ 1...Np i = 1...Np (3.2)
Donde:
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X
′G
i : Individuo o vector mutante
mf : Factor de mutacio´n definido por el usuario, t´ıpicamente escogido en el rango de (0,2]
Etapa 3: Cruzamiento
El operador de cruce CR se define en el rango de [0,1], dando paso a la formacio´n de los
individuos o vectores hijo. Se realiza un cruce entre los vectores mutantes, y los individuos
de la poblacio´n inicial, permitiendo que los nuevos elementos contengan informacio´n gene´tica
de ambos. El criterio que se utiliza para efectuar este cruce, se muestra en la ecuacio´n (3.3).
X
′′G
j,i =
X
′G
j,i si µj ≤ CR o´ j = q
X0j,i en otro caso
i = 1...Np, j = 1...D (3.3)
Donde:
X
′′G
j,i : Para´metro seleccionado para hacer parte del individuo hijo, resultante de la operacio´n
de cruce.
X
′G
j,i : Para´metro j perteneciente al individuo mutado i.
X0j,i: Para´metro j perteneciente al individuo i de la poblacio´n inicial.
CR: Operador de cruce definido por el usuario, y se encuentra en el rango de [0,1].
µj: Es un nu´mero aleatorio uniformemente distribuido dentro del rango [0,1) generado de
nuevo para cada valor de j.
q: Para´metro escogido aleatoriamente del conjunto 1. . . D, el cual es usado para asegurar que
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el vector hijo, tiene por lo menos un para´metro de X
′G
i .
Etapa 4: Seleccio´n
Una vez se ha realizado la etapa de cruzamiento, se seleccionan los individuos que son parte
de la siguiente generacio´n. La ecuacio´n (3.4) muestra el criterio con el cual se escogen los
individuos, segu´n su valor de funcio´n de adaptacio´n.
XG+1i =
X
′′G
i si f(X
′′G
i ) ≤ f(XGi )
XGi en otro caso
i = 1...Np (3.4)
Donde:
XG+1i : Individuo i que hace parte de la siguiente generacio´n.
X
′′G
i : Individuo i resultante de la etapa de cruce.
XGi : Individuo i producido por la operacio´n de mutacio´n.
El proceso termina si el valor de la iteracio´n es mayor que el valor ma´ximo de generaciones
previamente definido, de lo contrario el programa continu´a desde la etapa de mutacio´n.
3.1.2. Algoritmo Gene´tico de Chu-Beasley (AGCB)
Se realiza la implementacio´n del Algoritmo Gene´tico de Chu-Beasley, en bu´squeda de un
esquema o´ptimo de generacio´n de potencia activa, que permita obtener el menor costo de
reprogramacio´n de las unidades generadoras. El desarrollo del algoritmo tiene en cuenta
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diferentes etapas de modificacio´n de la poblacio´n, como se muestra en la Figura 3.2.
Figura 3.2: Diagrama de flujo para el Algoritmo Gene´tico de Chu-Beasley
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Etapa 1: Inicializacio´n
Para crear la poblacio´n inicial se toma como referencia, la etapa de inicializacio´n planteada
para el Algoritmo de Evolucio´n Diferencial, usando la ecuacio´n (3.1), con el mismo taman˜o
de poblacio´n e igual nu´mero de para´metros de decisio´n.
Etapa 2: Seleccio´n por torneo
Una vez se ha creado la poblacio´n inicial, se seleccionan aleatoriamente 4 individuos. Los
cuales se enfrentan en un torneo por parejas, es decir que se realizan 2 torneos con el fin de
seleccionar los individuos padre. Los “ganadores” de cada torneo, son aquellos individuos que
obtengan menor valor al ser evaluados en la funcio´n de adaptacio´n. Pues se busca minimizar
el costo de la reprogramacio´n de la generacio´n.
Etapa 3: Cruce
Cuando se definen los individuos padre, se realiza una recombinacio´n o cruce de informacio´n
gene´tica entre los mismos, formando dos nuevos individuos. De esta manera se asegura que
e´stos esta´n formados por genes de ambas partes. En este caso se realiza recombinacio´n de
dos puntos, como se muestra en el ejemplo de la Figura 3.3.
Figura 3.3: Ejemplo de recombinacio´n de dos puntos [10].
CAPI´TULO 3. PROPUESTA PARA RESOLVER EL PROBLEMA DE CONGESTIO´N27
Etapa 4: Mutacio´n
De los dos individuos que resultan de la etapa de recombinacio´n, se selecciona de manera
aleatoria un descendiente, el cual pasa a la etapa de mutacio´n. Para realizar este proceso, se
escoge un nu´mero determinado de genes o para´metros de decisio´n del individuo y se modifican
segu´n lo establecido. En este caso, solo se modifica un gen al multiplicarlo por el factor de
mutacio´n, previamente definido.
Etapa 5: Modificacio´n de la poblacio´n
Despue´s de la mutacio´n se evalu´a la funcio´n de adaptacio´n del descendiente, y pasa a reem-
plazar al individuo de la poblacio´n inicial de peor calidad, siempre y cuando e´ste tenga un
mejor desempen˜o y cumpla con los criterios de factibilidad.
Criterio de diversidad
Adema´s de evaluar el valor de la funcio´n de adaptabilidad y la factibilidad del individuo
descendiente, se verifica que cumpla con cierta distancia respecto a los dema´s individuos que
hacen parte de la poblacio´n inicial. De esta manera se asegura que no existan individuos
iguales, y se obtenga una mejor exploracio´n del espacio de bu´squeda.
3.2. Funcio´n de adaptacio´n (Fitness Function)
Para conocer la calidad de los individuos que entrega cada uno de los algoritmos anteriormente
descritos, es necesario tener una funcio´n de adaptacio´n. Esta se compone en este caso de la
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evaluacio´n del costo de reprogramar el esquema de generacio´n, y de la penalizacio´n por
restricciones operativas, a las cuales esta´ sujeto el sistema.
En este trabajo se hace uso de la funcio´n de adaptacio´n descrita en la referencia [11], sin
dejar de lado la implementacio´n de las restricciones a las que se encuentra sujeto el problema
de optimizacio´n.
3.2.1. Funcio´n de costos
El manejo de la congestio´n mediante la reprogramacio´n del esquema de generacio´n, se realiza
a trave´s del incremento o decremento de la potencia activa entregada por los generadores par-
ticipantes. Esta modificacio´n se encuentra asociada a los costos estipulados en el mercado, los
cuales dependen de las ofertas que presentan los entes generadores para incrementar o dismi-
nuir su participacio´n en el mismo. Estos costos determinan el costo total de reprogramacio´n
de la generacio´n[2].
La funcio´n F determina el costo que representa reprogramar la potencia activa, de cada uno
de los generadores del sistema de potencia. Se desea minimizar el costo de la reprogramacio´n
de la generacio´n manteniendo las restricciones del sistema [11].
F =
∑
g∈Ng
(Cug ∗∆PGug + Cdg ∗∆PGdg) (3.5)
Donde:
Ng:Nu´mero de generadores
Cug : Ofertas presentadas por el generador g para incrementar su potencia en el mercado
[$/MW-h]
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Cdg : Ofertas presentadas por el generador g para disminuir su potencia en el mercado [$/MW-
h]
∆PGug : Incremento de la potencia activa del generador g debido al manejo de la congestio´n
[MW]
∆PGdg: Decremento de la potencia activa del generador “g” debido al manejo de la congestio´n
[MW]
Este problema de optimizacio´n se encuentra sujeto a una serie de restricciones tanto de igual-
dad como de desigualdad, que permiten evaluar la factibilidad de las soluciones candidatas.
A continuacio´n se realiza una breve descripcio´n de cada una de ellas.
Restricciones de igualdad
Las restricciones (3.6) y (3.7) representan las ecuaciones de flujo de potencia y mantienen
el balance entre la potencia que se genera en un nodo y la potencia que se demanda en el
mismo, teniendo en cuenta las pe´rdidas que se presentan.
PGi − PDi = Vi
Ni∑
j
Vj(Gijcosθij +Bijsenθij) i, j = 1...NB (3.6)
QGi −QDi = Vi
Ni∑
j
Vj(Gijsenθij −Bijcosθij) i, j = 1...NB (3.7)
Donde:
NB: Nu´mero de nodos del sistema
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PGi: Potencia activa generada en el nodo i [MW]
PDi: Potencia activa demandada en el nodo i [MW]
QGi: Potencia reactiva generada en el nodo i [MVar]
QDi: Potencia reactiva demandada en el nodo i [MVar]
Vi: Tensio´n en el nodo i [V]
Gij: Conductancia de la l´ınea entre los nodos i y j [mho]
Bij: Susceptancia de la l´ınea entre los nodos i y j [siemens]
θij: A´ngulo de la admitancia de la l´ınea entre los nodos i y j [rad]
Si se considera un nodo i perteneciente al sistema de potencia, en el cua´l se inyecta una
potencia generada SGi, y donde a su vez existe una carga que consume dicha potencia SDi,
a trave´s de las l´ıneas de interconexio´n que se encuentran asociadas a dicho nodo. Se puede
considerar que la potencia neta en el nodo, es la diferencia entre la potencia generada y la
potencia demandada, tal como se muestra en la ecuacio´n (3.8).
SGi − SDi = Si (3.8)
Donde:
SGi: Potencia aparente generada en el nodo i
SDi: Potencia aparente demandada en el nodo i
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SNi: Potencia aparente neta en el nodo i
Esta potencia neta hace referencia a la suma de todas las potencias asociadas al nodo i, lo
cua´l se puede representar como se muestra en la ecuacio´n (3.9).
SGi − SDi =
n∑
j=1,j 6=i
Sij (3.9)
Partiendo de que la potencia aparente neta en el nodo i se puede definir como el producto
entre el vector de tensiones en el nodo y el conjugado del vector de corrientes en el mismo, tal
como se muestra en la ecuacio´n (3.10), y de que la corriente se puede definir como la matriz
admitancia de la red, multiplicada por las tensiones nodales como se describe en la ecuacio´n
(3.11)
SNi = ViI
∗
i ⇒ S∗Ni = V ∗i Ii (3.10)
Ii =
n∑
j=1
YijVj (3.11)
Se puede reescribir la ecuacio´n de potencia neta en el nodo i tal como se muestra a conti-
nuacio´n.
S∗Ni = V
∗
i
n∑
j=1
YijVj ⇒ SNi = Vi
n∑
j=1
Y ∗ijV
∗
j (3.12)
Los elementos pertenecientes a la matriz de admitancia, pueden ser representados de diversas
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formas. Si se representan en formal polar en magnitud y fase, como se muestra en la ecuacio´n
(3.13)
Yij = Yije
jφij (3.13)
Y se reemplazan en la ecuacio´n de potencia neta, se obtiene:
SNi = Vie
jθi
n∑
j=1
Yije
−jφijVje−jθj (3.14)
Por otro lado, si se considera los elementos de la matriz admitancia en su forma rectangular,
es decir si se representan en su parte real e imaginaria como se muestra en la ecuacio´n (3.15)
Yij = Gij + jBij (3.15)
Al ser reemplazados en la ecuacio´n de balance nodal (3.14) se obtiene:
SNi = Vie
jθi
n∑
j=1
(Gij + jBij)Vje
−jθj (3.16)
Finalmente, cuando se separa la ecuacio´n (3.16) en su parte real e imaginaria, se obtienen
las ecuaciones (3.6) y (3.7) tomadas como restricciones de igualdad, que permiten verificar
si el individuo solucio´n que aporta cada uno de los algoritmos implementados, cumple con el
balance de potencia activa y reactiva en cada nodo.
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Restricciones de desigualdad
Es fundamental verificar que la potencia activa PGg de cada uno de los generadores, no
sobrepase los l´ımites PminGg y P
max
Gg previamente fijados, tal como se muestra en la ecuacio´n
(3.17), para evitar problemas de cara´cter operativo propio de las ma´quinas generadoras.
PminGg ≤ PGg ≤ PmaxGg ∀g ∈ Ng (3.17)
Donde:
Ng: Nu´mero de generadores
PminGg : L´ımite mı´nimo de potencia activa del generador g [MW]
PminGg : L´ımite ma´ximo de potencia activa del generador g [MW]
PGg: Potencia activa final de generacio´n del generador g [MW]
De la misma forma, se asegura que la potencia reactiva QGg que entregan los generadores, se
encuentre dentro de los l´ımites QminGg y Q
max
Gg , como se indica en la ecuacio´n (3.18).
QminGg ≤ QGg ≤ QmaxGg ∀g ∈ Ng (3.18)
Donde:
QminGg : L´ımite mı´nimo de potencia reactiva del generador g [MW]
QminGg : L´ımite ma´ximo de potencia reactiva del g [MW]
QGg: Potencia reactiva final de generacio´n del g [MW]
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La ecuacio´n (3.19) muestra de que manera se ajustan los l´ımites de potencia activa para
todos los generadores que participan en el sistema de potencia.
Pg − Pming = ∆Pming ≤ ∆Pg ≤ ∆Pmaxg = Pmaxg − Pg (3.19)
Es de vital importancia mantener el nivel de tensio´n en cada uno de los nodos de carga del
sistema, pues esta´n ma´s propensos a sufrir inestabilidades en la tensio´n, debido a la variacio´n
de la carga. Se deben fijar l´ımites de tensio´n en los nodos, y verificar que e´stos no sean
violados tal como se muestra en la ecuacio´n (3.20).
V minl ≤ Vl ≤ V maxl ∀Vl ∈ Nl (3.20)
Donde:
Nl: Nu´mero de nodos de carga
V minl : Tensio´n mı´nima del nodo de carga
V maxl : Tensio´n ma´xima del nodo de carga
Vl: Tensio´n del nodo de carga
Con la introduccio´n de la restriccio´n descrita en la ecuacio´n (3.21) se asegura que la potencia
activa que circula por las l´ıneas, no excedan los l´ımites previamente definidos.
Pij ≤ Pijmax (3.21)
Donde:
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Pij: Potencia activa de la l´ınea entre los nodos i y j
Pmaxij : Flujo ma´ximo de potencia en la l´ınea entre los nodos i y j
Se realiza la verificacio´n de cada una de las restricciones anteriormente descritas para evaluar
la factibilidad de las soluciones que entregan cada uno de los algoritmos.
3.2.2. Funcio´n de penalizacio´n
La funcio´n de adaptacio´n a ser minimizada para obtener el mı´nimo costo de reprogramacio´n
de la generacio´n, esta´ dada por la siguiente ecuacio´n:
Z = F + P (3.22)
Donde P es una funcio´n de penalizacio´n basada en la distancia que existe entre la solucio´n
y la regio´n de factibilidad.
P = pf1
NB∑
i=1
max(0, Pl) + pf2
Nl∑
j=1
max(0, Pv) + pf3max(0, Ps) (3.23)
pf1, pf2 y pf3 son constantes definidas por el usuario, las cuales pueden variar segu´n los
requerimientos del sistema de potencia. Pl, Pv y Ps esta´n dadas por:
Pl =
0 si Pij ≤ P
max
ij
(Pij − Pmaxij )2 si Pij > Pmaxij
(3.24)
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Pv =

0 si V minl ≤ Vl ≤ V maxl
(V minl − Vl)2 si Vl ≤ V minl
(Vl − V maxl )2 si V maxl ≤ Vl
(3.25)
Ps =

0 si PminGg ≤ PGg ≤ PmaxGg
(PminGg − PGg)2 si PGg ≤ PminGg
(PGg − PmaxGg )2 si PmaxGg ≤ PGg
(3.26)
La introduccio´n de la funcio´n de penalizacio´n P , a la evaluacio´n de la funcio´n de adaptacio´n
de las soluciones proporcionadas por cada uno de los algoritmos, permite tener en cuenta el
valor agregado que posee violar alguna de las restricciones descritas en las ecuaciones (3.24),
(3.25) y (3.26)
Cap´ıtulo 4
Pruebas y ana´lisis de resultados
4.1. Sistema de prueba
Para implementar la reprogramacio´n de la generacio´n de potencia activa, como estrategia
para manejar las congestiones a trave´s del uso de dos diferentes algoritmos gene´ticos, se debe
contar con un sistema de prueba que cuente con las caracter´ısticas necesarias para mostrar de
que´ manera se reducen las congestiones y cua´l es la mejor forma de hacerlo. Para hacer uso
de la te´cnica propuesta, se debe conocer la topolog´ıa del sistema, las caracter´ısticas de cada
uno de los elementos que hacen parte de e´l, tensiones, a´ngulos de fase, potencias en las l´ıneas,
l´ımites en las mismas y dema´s variables que permitan obtener un conocimiento detallado del
comportamiento del sistema de potencia. En este trabajo se selecciona el sistema IEEE de 30
nodos con el fin de implementar la reprogramacio´n del esquema de generacio´n, para reducir
las congestiones y mitigar sus efectos.
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4.1.1. Topolog´ıa
Figura 4.1: Sistema IEEE de 30 nodos.
La Figura 4.1 muestra el sistema de prueba IEEE de 30 nodos, el cual cuenta con 6 nodos
generadores, 24 nodos de carga y 41 l´ıneas de transmisio´n. La carga total de potencia activa
del sistema es de 283.4 MW, de potencia reactiva es de 126.2 MVAR y los l´ımites de tensio´n
se encuentran entre 0.9 y 1.1 p.u. Los para´metros de las l´ıneas y dema´s componentes del
sistema corresponden a los utilizados en la referencia [2].
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4.1.2. Especificaciones de los generadores
La Tabla 4.1 Indica los l´ımites de generacio´n de potencia activa y reactiva de cada uno de los
generadores del sistema, as´ı como las ofertas que presentan para incrementar o disminuir su
participacio´n en el mercado, el l´ımite de potencia aparente y su ubicacio´n dentro del sistema.
Se considera adema´s que todos los generadores poseen la misma curva de toma de carga, la
cual corresponde a una pendiente infinita.
Gen N◦ Pming (MW) P
max
g (MW) Q
min
g (MVAr) Q
max
g (MVAr) C
u
g ($/MW-h) C
d
g ($/MW-h) MVA max Nodo N
◦
1 0 360.2 -30 100 22 18 250 1
2 20 140 -30 100 21 19 100 2
3 15 100 -30 100 42 38 80 5
4 10 100 -30 100 43 37 60 8
5 10 100 -30 100 43 35 50 11
6 12 100 -30 100 41 39 60 13
Tabla 4.1: Especificaciones de los generadores [2]
4.1.3. L´ımites de flujo de potencia
El flujo de potencia en las l´ıneas de transmisio´n juega un papel importante en la determi-
nacio´n de la factibilidad de las soluciones candidatas, encontradas por las herramientas de
optimizacio´n utilizadas. La Tabla 4.2 muestra los l´ımites de flujo de potencia considerados
en este trabajo. Se toma como referencia los l´ımites de flujo de potencia establecidos en el
ana´lisis de sensibilidad del sistema IEEE de 30 nodos, usando estudios de flujo de carga [12].
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L´ınea N◦ De nodo-a nodo Flujo ma´ximo de potencia (p.u) L´ınea N◦ De nodo-a nodo Flujo ma´ximo de potencia (p.u)
1 1-2 2.64 22 15-18 0.16
2 1-3 2.93 23 18-19 0.12
3 2-4 0.82 24 19-20 0.17
4 3-4 2.73 25 10-20 0.19
5 2-5 1.24 26 10-17 0.26
6 2-6 0.99 27 10-21 0.27
7 4-6 1.71 28 10-22 0.24
8 5-7 1.06 29 21-22 0.20
9 6-7 1.30 30 15-23 0.12
10 6-8 0.32 31 22-24 0.21
11 6-9 0.51 32 23-24 0.11
12 6-10 0.28 33 24-25 0.19
13 9-11 0.18 34 25-26 0.04
14 9-10 0.49 35 25-27 0.14
15 4-12 0.62 36 27-28 0.25
16 12-13 0.33 37 27-29 0.14
17 12-14 0.17 38 27-30 0.14
18 12-15 0.26 39 29-30 0.11
19 12-16 0.16 40 8-28 0.31
20 14-15 0.10 41 6-28 0.47
21 16-17 0.18
Tabla 4.2: L´ımites de flujo de potencia por las l´ıneas en p.u, calculados con potencia base de
100 MVA
4.2. Control de para´metros
Los para´metros taman˜o de la poblacio´n Np, factor de mutacio´n mf , factor de cruce CR y
nu´mero ma´ximo de generaciones Gmax utilizados en la implementacio´n del Algoritmo de
Evolucio´n Diferencial y el Algoritmo Gene´tico de Chu-Beasley, deben ser definidos de tal
manera que se pueda explorar la mayor parte del espacio de bu´squeda, para encontrar el
individuo que represente el menor costo de reprogramacio´n de la generacio´n. En este caso se
utilizan los mismos para´metros utilizados en la referencia [2] para parametrizar el Algoritmo
de Evolucio´n Diferencial, pues se hace un estudio similar, obteniendo individuos o´ptimos y
minimizando el costo de reprogramar el esquema de generacio´n del sistema de potencia.
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Para el caso del Algoritmo Gene´tico de Chu-Beasley, se escogen los mismo para´metros utili-
zados en el Algoritmo de Evolucio´n Diferencial, puesto que no se tiene un estudio previo, de
cuales son las condiciones ideales que parametricen esta te´cnica, y permitan obtener el mejor
individuo contenido dentro del espacio de bu´squeda.
4.3. Casos de estudio
La congestio´n en los sistemas ele´ctricos de potencia, es un feno´meno que puede ser desenca-
denado por la ocurrencia de diversos eventos. De los cuales en la mayor´ıa de los casos no se
puede tener control. Fallos en las l´ıneas de transmisio´n, dan˜os en los equipos, aumento su´bito
de la demanda y la salida de una unidad generadora, provocan que algunos corredores que
hacen parte del sistema de potencia afectado se carguen mucho ma´s, al intentar reestablecer
el funcionamiento normal del sistema. Siguiendo la metodolog´ıa propuesta en la referencia
[2], se determinan cuatro diferentes escenarios como se muestra en la Tabla 4.3, donde el
sistema de prueba se ve afectado por una clase de contingencias. Las cuales son ocasionadas
para evidenciar el manejo de las congestiones, mediante la reprogramacio´n del esquema de
generacio´n que posee el sistema de prueba. Las contingencias consisten principalmente en
sacar algunas l´ıneas de operacio´n, y aumentar su´bitamente la carga en determinados nodos.
Caso
L´ınea fuera de
operacio´n
Aumento de carga Nodo N◦
A 2-5 30 % 2, 3, 4 y 5
B 1-2, 2-4 30 % 19
C 2-4, 3-4 25 % 2
D 1-2, 2-4 30 % 5, 7 y 8
Tabla 4.3: Escenarios propuestos para la simulacio´n de congestio´n en el sistema de prueba
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4.4. Resultados
4.4.1. Caso A
En la Tabla 4.4 se presentan los resultados obtenidos al implementar el Algoritmo de Evolu-
cio´n Diferencial y el Algoritmo Gene´tico de Chu-Beasley, ante la desconexio´n de la l´ınea 2-5
y un incremento del 30 % en la carga de los nodos 2, 3, 4 y 5.
Te´cnica AED AGCB
Para´metros Np=30, mf=0.7, CR=0.8, Gmax=200 Np=30, mf=0.7, Gmax=200
Costo($/hr) 9621 7219
Tiempo (s) 1140 1098
Pe´rdidas (MW) 4.49 5.34
Generacio´n total (MW) 399.46 400,31
G1 (MW) 110 230
G2 (MW) 74.56 61.45
G5 (MW) 70.68 25.22
G8 (MW) 35.45 21.25
G11 (MW) 12.53 19.67
G13 (MW) 96.24 42.72
Carga(MW) 394.97 394.97
Tabla 4.4: Comparacio´n de resultados obtenidos al implementar ambos algoritmos en el caso
A
Los resultados mostrados en la Tabla 4.4 permiten realizar una comparacio´n del desempen˜o de
las te´cnicas de optimizacio´n, cuando se desea obtener el esquema de generacio´n que signifique
menor costo para manejar las congestiones del sistema de potencia. Cuando se simulan las
condiciones descritas en el caso A, el Algoritmo Gene´tico de Chu-Beasley (AGCB) presenta
una mejor solucio´n respecto al Algoritmo de Evolucio´n Diferencial (AED), debido a que el
costo total de la reprogramacio´n de la generacio´n que e´ste propone, es menor que el costo
de la solucio´n candidata generada por la te´cnica AED. Adema´s se evidencia que el tiempo
computacional de la te´cnica AGCB es menor que el tiempo correspondiente a la estrategia
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AED. Debido a esto, para el caso A el Algoritmo Gene´tico de Chu-Beasley resulta ser la
te´cnica ma´s adecuada para encontrar una solucio´n que controle la congestio´n en el sistema.
El principal objetivo de buscar un esquema o´ptimo de generacio´n de potencia activa, es
generar un control sobre las congestiones que aparecen en la red, ante la ocurrencia de
contingencias que afectan el normal funcionamiento del sistema de potencia. La Tabla 4.5
corresponde a la comparacio´n de los flujos de potencia que circulan por las l´ıneas en 3
diferentes instantes. Antes de implementar el manejo de la congestio´n por parte de las dos
te´cnicas de optimizacio´n propuestas y despue´s de aplicar cada una de las soluciones que
proporcionan los algoritmos, teniendo en cuenta las condiciones descritas en el caso A.
L´ınea N◦ De nodo-a nodo Antes del manejo(MW) AED(MW) AGCB(MW) L´ınea N◦ De nodo-a nodo Antes del manejo (MW) AED(MW) AGCB(MW)
1 1-2 198.04 14.22 97.55 22 15-18 7.31 13.89 9.38
2 1-3 130.98 25.21 75.34 23 18-19 4.05 10.49 6.10
3 2-4 84.76 23.89 53.52 24 19-20 5.46 0.93 3.43
4 3-4 120.93 21.77 69.92 25 10-20 7.74 1.32 5.68
5 2-5 0 0 0 26 10-17 2.89 19.45 1.15
6 2-6 118.27 36.52 75.65 27 10-21 15.50 14.24 15.63
7 4-6 140.66 54.89 95.53 28 10-22 7.43 6.61 7.52
8 5-7 122.46 51.78 97.24 29 21-22 2.11 3.36 1.97
9 6-7 162.16 77.70 130.2 30 15-23 6.46 13.87 9.29
10 6-8 29.57 2.32 10.36 31 22-24 5.27 3.19 5.49
11 6-9 25.07 2.23 6.33 32 23-24 3.22 10.50 6.01
12 6-10 14.29 3.75 7.43 33 24-25 0.27 4.82 2.71
13 9-11 0.1 12.53 19.67 34 25-26 3.55 3.55 3.54
14 9-10 25.07 14.76 26.00 35 25-27 3.82 1.23 0.85
15 4-12 49.45 19.50 15.91 36 27-28 17.12 12.06 14.14
16 12-13 0.1 96.24 42.72 37 27-29 6.19 6.19 6.19
17 12-14 8.41 11.21 9.38 38 27-30 7.09 7.09 7.09
18 12-15 2.01 31.74 24.17 39 29-30 3.70 3.70 3.70
19 12-16 9.72 22.60 13.88 40 8-28 0.64 3.10 1.60
en 20 14-15 2.12 4.87 3.08 41 6-28 17.83 8.99 12.57
21 16-17 6.13 18.67 10.21
Tabla 4.5: Comparacio´n del flujo de potencia antes de implementar el manejo de la congestio´n,
y despue´s de aplicar las dos te´cnicas de optimizacio´n
Teniendo en cuenta los l´ımites de flujo de potencia activa por las l´ıneas fijados en la Tabla
4.2, se evidencia que existe una violacio´n de e´stos, cuando se simula la ocurrencia de la
contingencia del caso A. Antes de implementar cualquier accio´n correctiva que reduzca las
congestiones en el sistema, las l´ıneas 2-4, 2-6, 5-7 y 6-7 presentan un exceso de flujo de
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potencia.
Cuando se implementa la solucio´n presentada por el Algoritmo de Evolucio´n Diferencial
(AED) se reducen las congestiones en las l´ıneas afectadas, de manera que no sobrepasan los
l´ımites de flujo de potencia. Sin embargo este esquema de generacio´n produce sobrecarga en
otras l´ıneas del sistema, que aunque no exceden sus l´ımites, esta´n muy cerca de ellos, como
es el caso de las l´ıneas 12-14, 12-15, 12-16, 16-17, 15-18, 18-19 y 23-24.
De igual manera, al implementar la solucio´n generada por el Algoritmo Gene´tico de Chu-
Beasley (AGCB) se reduce el flujo de potencia que circula por las l´ıneas que presentan con-
gestio´n. Aunque esta solucio´n controla de manera adecuada las congestiones de los elementos
afectados, genera incremento de flujo de potencia en otras l´ıneas del sistema. Las l´ıneas 5-7,
6-7, 12-15 y 12-16 presentan flujos de potencia cercanos a su l´ımite ma´ximo.
Las te´cnicas de optimizacio´n AED y AGCB resultan ser efectivas, cuando se desea obtener
un esquema o´ptimo que reprograme la generacio´n de potencia activa, de tal manera que se
reduzcan las congestiones en los elementos que presentan condiciones irregulares de opera-
cio´n. Sin embargo, producen un incremento en otras partes del sistema, que hacen que e´ste
se encuentre ma´s propenso a colapsar en caso de que ocurra una segunda contingencia, de-
bido a que ciertos elementos que hacen parte de la red, se encuentran cerca de sus l´ımites
operacionales.
4.4.2. Caso B
En la Tabla 4.6 se presentan los resultados obtenidos al implementar el Algoritmo de Evo-
lucio´n Diferencial y el Algoritmo Gene´tico de Chu-Beasley, ante la desconexio´n de las l´ıneas
1-2 y 2-4, y un incremento del 30 % en la carga del nodo 19.
CAPI´TULO 4. PRUEBAS Y ANA´LISIS DE RESULTADOS 45
Te´cnica AED AGCB
Para´metros Np=30, mf=0.7, CR=0.8, Gmax=200 Np=30, mf=0.7, Gmax=200
Costo($/hr) 6234 5309
Tiempo (s) 1222.8 1080
Pe´rdidas (MW) 5.85 5.47
Generacio´n total (MW) 292.1 291.67
G1 (MW) 43 110
G2 (MW) 71.77 51.37
G5 (MW) 92.41 35.83
G8 (MW) 26.37 33.35
G11 (MW) 33.74 33.67
G13 (MW) 24.81 27,45
Carga(MW) 286.25 286.25
Tabla 4.6: Comparacio´n de resultados obtenidos al implementar ambos algoritmos en el caso
B
A partir de la implementacio´n de los algoritmos propuestos para las contingencias descritas
en el caso B, se evidencia que la te´cnica AGCB presenta menor valor de costos respecto a
el costo de reprogramacio´n de la generacio´n que produce la implementacio´n de la solucio´n
entregada por la te´cnica de optimizacio´n AED. Similar a los resultados obtenidos en el caso
A, el tiempo computacional que posee el Algoritmo Gene´tico de Chu-Beasley es menor que
el tiempo que tarda el Algoritmo de Evolucio´n Diferencial en generar una solucio´n o´ptima.
Es la te´cnica AGCB la ma´s adecuada para minimizar el costo de reprogramar la generacio´n
en el sistema.
De igual forma, el ana´lisis de reduccio´n de flujo de potencia que circula por cada una de
las l´ıneas que hacen parte del sistema de potencia, es similar al descrito para el caso A. Se
alivia la congesito´n en las l´ıneas afectadas o que sobrepasan sus l´ımites de potencia, pero se
incrementa la carga en otros elementos de la red, haciendo que esta no pueda responder de
manera o´ptima ante la ocurrencia de un feno´meno inesperado o una segunda contingencia.
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4.4.3. Caso C
En la Tabla 4.7 se presentan los resultados obtenidos al implementar el Algoritmo de Evo-
lucio´n Diferencial y el Algoritmo Gene´tico de Chu-Beasley, ante la desconexio´n de las l´ıneas
2-4 y 3-4, y un incremento del 25 % en la carga del nodo 2.
Te´cnica AED AGCB
Para´metros Np=30, mf=0.7, CR=0.8, Gmax=200 Np=30, mf=0.7, Gmax=200
Costo($/hr) 6558 5162
Tiempo (s) 1385 1153.3
Pe´rdidas (MW) 11.74 8.61
Generacio´n total (MW) 300.56 297.43
G1 (MW) 55 100
G2 (MW) 62.89 75.55
G5 (MW) 40.29 30.10
G8 (MW) 49.28 11.76
G11 (MW) 50.31 13.32
G13 (MW) 42.70 66.7
Carga(MW) 288.82 288.82
Tabla 4.7: Comparacio´n de resultados obtenidos al implementar ambos algoritmos en el caso
C
Los resultados reportados en la Tabla 4.7 indican que para el caso C, el individuo formado
a partir de la implementacio´n del Algoritmo Gene´tico de Chu-Beasley, posee menor costo de
reprogramacio´n total de la generacio´n, y menor tiempo de simulacio´n, respecto al Algoritmo
de Evolucio´n Diferencial. Debido a esto, la solucio´n candidata proporcionada por la te´cnica
AGCB posee un mejor desempen˜o, para reducir las congestiones.
Similar a los dos casos anteriores, el estudio del manejo de la congestio´n en las l´ıneas afectadas
por las contingencias del caso C, presenta que al aplicar las dos te´cnicas de optimizacio´n se
produce una reduccio´n en los flujos que circulan por las l´ıneas con exceso de carga. Sin
embargo, se incrementa el flujo de potencia en otros corredores del sistema de potencia.
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4.4.4. Caso D
En la Tabla 4.8 se presentan los resultados obtenidos al implementar el Algoritmo de Evo-
lucio´n Diferencial y el Algoritmo Gene´tico de Chu-Beasley, ante la desconexio´n de las l´ıneas
1-2 y 2-4, y un incremento del 30 % en la carga de los nodos 5, 7 y 8.
Te´cnica AED AGCB
Para´metros Np=30, mf=0.7, CR=0.8, Gmax=200 Np=30, mf=0.7, Gmax=200
Costo($/hr) 6953 6051
Tiempo (s) 1380 1263
Pe´rdidas (MW) 4.91 5.64
Generacio´n total (MW) 332.41 331.81
G1 (MW) 57 152
G2 (MW) 106.97 27.25
G5 (MW) 22.85 93.74
G8 (MW) 98.27 18.58
G11 (MW) 14.33 15.5
G13 (MW) 32.99 24.74
Carga(MW) 327.5 327.5
Tabla 4.8: Comparacio´n de resultados obtenidos al implementar ambos algoritmos en el caso
D
En el caso D se presenta el mismo comportamiento de los casos anteriores respecto a la com-
paracio´n de costos y tiempos computacionales entre los dos algoritmos, ya que el Algoritmo
Gene´tico de Chu-Beasley, es el me´todo que propone la solucio´n con costos ma´s bajos y tiem-
pos de simulacio´n inferiores a los proporcionados por el Algoritmo de Evolucio´n Diferencial.
Es el AGCB el me´todo que produce el individuo ma´s o´ptimo, debido a que e´ste representa
un menor valor de reprogramacio´n del esquema de generacio´n.
El ana´lisis de reduccio´n de la congestio´n en las l´ıneas afectadas por la ocurrencia de la
contingencia descrita para el caso D, es similar al de los casos estudiados anteriormente. Se
alivia la congestio´n en las l´ıneas que sobrepasan los l´ımites fijados en la Tabla 4.2, pero se
incrementa el flujo de potencia que circula por las dema´s l´ıneas del sistema, deja´ndolas cerca
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de sus l´ımites operativos.
4.5. Ana´lisis comparativo
Es fundamental obtener un esquema de generacio´n que represente un costo mı´nimo, cuando
se implementa la reprogramacio´n de la generacio´n de potencia activa, como estrategia o´ptima
para manejar las congestiones. Por esta razo´n, es el valor de costos el indicador primordial
de la calidad de las soluciones entregadas por los algoritmos propuestos.
De acuerdo a los resultados reportados en la seccio´n anterior, el Algoritmo Gene´tico de Chu-
Beasley genera los mejores individuos, ya que cumple con el principal objetivo que es obtener
los menores costos de reprogramacio´n de la generacio´n, para manejar las congestiones que
se presentan en cada uno de los escenarios propuestos, tal como se muestra en la Figura
4.2. Cabe resaltar que la diferencia entre los costos que presenta la te´cnica de Evolucio´n
Diferencial respecto al algoritmo AGCB es significativa, puesto que son mayores. Los casos
B, C y D presentan costos finales similares para cada uno de los algoritmos desarrollados,
guardando una diferencia de costos parecida. Por otro lado, el caso A se presenta como el
caso ma´s cr´ıtico, ya que es el que representa el mayor valor de costo de reprogramacio´n para
ambas te´cnicas. Es decir que es ma´s costoso mantener el funcionamiento normal en el sistema
de potencia cuando ocurre la contingencia del caso A en comparacio´n con los otros casos.
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Figura 4.2: Comparacio´n de costos de reprogramacio´n de la generacio´n para cada caso pro-
puesto
La duracio´n de los tiempos de simulacio´n, es un aspecto importante al momento de buscar la
mejor te´cnica de optimizacio´n para este tipo de problemas, pues se debe tener en cuenta el
tiempo de respuesta ante la aparicio´n de contingencias, que afecten el normal funcionamiento
del sistema de potencia. Debido a esto, se presenta en este ana´lisis una comparacio´n de los
tiempos computacionales que poseen ambas te´cnicas, con el fin de conocer cua´l de e´stas se
adapta de mejor forma a los requerimientos del problema.
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Figura 4.3: Comparacio´n de tiempos computacionales para cada caso propuesto
En la Figura 4.3, se comparan los tiempos que tardan los dos algoritmos en generar su
individuo solucio´n para cada caso. El Algoritmo Gene´tico de Chu-Beasley presenta valores
de tiempo de simulacio´n menores a los reportados por el Algoritmo de Evolucio´n Diferencial.
Se puede determinar que es la te´cnica AGCB la estrategia ma´s adecuada para obtener una
solucio´n que minimice los costos de reprogramar la generacio´n, y que efectivamente controle
las congestiones que afectan el sistema de potencia.
Cap´ıtulo 5
Conclusiones y trabajos futuros
5.1. Conclusiones generales
Existen diversos factores como la competencia entre entidades generadoras de energ´ıa ele´ctri-
ca, la creciente demanda dome´stica, la ocurrencia de contingencias inesperadas y las restric-
ciones ambientales que impiden la construccio´n o ampliacio´n de los sistemas de transmisio´n
de energ´ıa, afectando el normal funcionamiento de los sistemas de potencia, comprometiendo
los niveles de confiabilidad y seguridad que se deben mantener, cuando se desea llevar energ´ıa
ele´ctrica desde las centrales de generacio´n, hasta los centros de consumo. Debido a esto, la
implementacio´n de estrategias que manejen las congestiones, es fundamental para garantizar
los niveles de calidad, con los que debe operar un sistema ele´ctrico de potencia.
El estudio detallado de los problemas de congestio´n que presentan los sistemas de potencia,
juegan un papel importante, al momento de seleccionar la estrategia ma´s adecuada para
contrarrestar los efectos de las congestiones dentro de la red. Es de vital importancia consi-
derar las diferentes restricciones operativas y de mercado, que presenta el sistema ele´ctrico
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de potencia, en el cual se quiere desarrollar la implementacio´n de te´cnicas que reduzcan las
congestiones.
La reprogramacio´n de la generacio´n de potencia activa, se presenta como una propuesta
adecuada para manejar las congestiones dentro de los sistemas ele´ctricos de potencia. Siendo
e´sta una estrategia que mantiene la topolog´ıa actual del sistema, y no compromete la entrega
de energ´ıa ele´ctrica al usuario final.
Teniendo en cuenta la implementacio´n de la reprogramacio´n de la potencia activa, como
me´todo o´ptimo para tratar el problema de la congestio´n. La aplicacio´n de te´cnicas basadas en
algoritmos evolutivos resulta ser una estrategia eficiente cuando se desea obtener un esquema
o´ptimo de generacio´n, que represente los menores costos, generando las mejores soluciones
que permiten brindar un tratamiento adecuado de las congestiones que afectan el sistema
ele´ctrico de potencia en consideracio´n.
Las soluciones generadas a partir del desarrollo de los algoritmos evolutivos: Algoritmo de
Evolucio´n Diferencial y Algoritmo Gene´tico de Chu-Beasley, implementados para desarrollar
la reprogramacio´n de la generacio´n, presentan un manejo o´ptimo de las congestiones en el
sistema. Reducen de manera significativa los flujos de potencia que circulan por las l´ıneas que
presentan congestio´n, manteniendo flujos que se encuentran dentro de los l´ımites permitidos.
Sin embargo, la implementacio´n de las soluciones desarrolladas a partir de la aplicacio´n de
cada una de las te´cnicas, aumenta el flujo de potencia de otros elementos, lo cual hace que
el sistema de potencia sea ma´s susceptible al colapso, en caso de que exista una serie de
contingencias consecutivas.
La comparacio´n del desempen˜o de las soluciones aportadas por el Algoritmo de Evolucio´n
Diferencial, y el Algoritmo Gene´tico de Chu-Beasley, comprende principalmente el estudio
de costos de reprogramacio´n. De esta manera, el Algoritmo Gene´tico de Chu-Beasley es
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la te´cnica ma´s adecuada para obtener un esquema de reprogramacio´n de la generacio´n de
potencia activa, que genere control sobre las congestiones que se puedan presentar dentro de
un sistema ele´ctrico de potencia.
5.2. Futuros trabajos de investigacio´n
Teniendo en cuenta el trabajo realizado y los resultados obtenidos, se proponen como trabajos
futuros de investigacio´n:
Analizar la reprogramacio´n de la generacio´n de potencia activa, como estrategia para
reducir la congestio´n en los sistemas de potencia, teniendo en cuenta la curva de toma
de carga que poseen los generadores que hacen parte del sistema de potencia, ya que
es fundamental realizar una comparacio´n de los tiempos de respuesta que poseen las
te´cnicas de optimizacio´n que se implementan para obtener una solucio´n o´ptima al
problema de la congestio´n.
Desarrollar una estrategia que permita obtener los para´metros adecuados para la imple-
mentacio´n del Algoritmo Gene´tico de Chu-Beasley, para encontrar el mejor individuo
perteneciente al espacio de bu´squeda, cuando se desea utilizar como te´cnica de o´ptimi-
zacio´n, para la reduccio´n de costos por reprogramacio´n de la potencia activa.
Implementar otras te´cnicas para el manejo de congestiones, teniendo en cuenta el mis-
mo sistema de prueba y las mismas condiciones de operacio´n ano´mala, con el fin de
encontrar la estrategia ideal para reducir la congestio´n y mitigar sus efectos.
Estudiar las diferentes estructuras de mercado que existen dentro de la compra y venta
de energ´ıa ele´ctrica entre entidades generadoras, para integrar restricciones comerciales
o de mercado a la implementacio´n de la reprogramacio´n del esquema de generacio´n de
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potencia activa, como me´todo o´ptimo para manejar las congestiones que presenta un
sistema de potencia.
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