Most dynamic simulation tools parameterize the configuration of multi-body robotic systems using minimal coordinates, also called generalized or joint coordinates. However, maximal-coordinate approaches have several advantages over minimal-coordinate parameterizations, including native handling of closed kinematic loops and nonholonomic constraints. This paper describes a linear-time variational integrator that is formulated in maximal coordinates. Due to its variational formulation, the algorithm does not suffer from constraint drift and has favorable energy and momentum conservation properties. A sparse matrix factorization technique allows the dynamics of a loop-free articulated mechanism with n links to be computed in O(n) (linear) time. Additional constraints that introduce loops can also be handled by the algorithm without incurring much computational overhead. Experimental results show that our approach offers speed competitive with state-of-the-art minimal-coordinate algorithms while outperforming them in several scenarios, especially when dealing with closed loops and configuration singularities.
Introduction
In many fields, the predominant method to describe rigid body dynamics is with minimal coordinates (also called joint or generalized coordinates). In this approach, each degree of freedom of a system is represented by a single coordinate describing, for example, an angle or a displacement. The main reasons for this choice of coordinates are computational performance-since only the minimal required set of variables are tracked-the absence of explicit constraints to enforce joint behavior, and the prevention of constraint drift, i.e. links drifting apart due to numerical integration errors [2] .
In contrast, a different way of describing configurations of rigid bodies is with maximal coordinates, in which all six degrees of freedom of each link are modeled and the reduction of degrees of freedom of a system is achieved by imposing constraints via Lagrange multipliers. While linear-time computational performance for loop-free structures has been proved for both minimal and maximal coordinates more than 20 years ago [8, 1] , constraint drift when using maximal coordinates is still an issue and requires stabilization schemes [2, 14] .
A separate and more recent area of research regarding rigid body dynamics is concerned with variational integrators [16] . These integrators have a number of advantages over classical Runge-Kutta methods when numerically integrating the differential equations used to describe mechanical systems. Instead of deriving the equations of motion of a dynamical system in continuous time and then discretizing them, variational approaches discretize the derivation of the equations of motion itself, and thereby retain many of the properties of the real system such as energy and momentum conservation [16, 9] .
In the last few years, algorithms for calculating rigid body dynamics in linear time with variational integrators in minimal coordinates have been presented [13, 7] . While these algorithms show promising results, mechanical structures with closed kinematic loops or nonholonomic (i.e. velocity dependent), constraints have not been explicitly treated. Additionally, closed-loop structures and nonholonomic settings require explicit constraints, which diminish the advantages of minimal coordinates since these constraints can no longer be eliminated in advance and have to be handled similarly to the maximal-coordinate approach.
To address the accurate handling of constrained mechanical systems, this paper presents:
-A variational integrator for the equations of motion of rigid bodies in maximal coordinates that guarantees constraint satisfaction. -An algorithm to calculate the dynamics of loop-free structures with this integrator in linear-time. -The capability to robustly extend this algorithm by loop-closure constraints with limited increase in computation time.
This paper is structured as follows: After introducing some notation in Sec. 2, we derive a variational integrator in maximal coordinates for the equations of motion of rigid bodies in Sec. 3. Subsequently, in Sec. 4 we state the algorithms to integrate the equations of motion in linear-time and show experimental results in Sec. 5.
Background
We will give a brief review of quaternions (see [20] for details), and provide an example of two rigid bodies and how their connection with a joint can be described by a constraint equation.
Quaternions
Quaternions are a natural choice to represent the orientation of a rigid body as they are globally non-singular as opposed to three-parameter representations, but still have a concise set of only four parameters, unlike, for example, rotation matrices with nine parameters.
Quaternions have four components, commonly written as a stacked vector,
where q w and q v are called the scalar and vector components, respectively. In this paper we will only be using unit quaternions, i.e. q T q = 1, to represent orientations, and we are using the Hamilton convention with a local-to-global rotation action. In this convention, a quaternion q maps vectors from the local to the global frame, whereas its inverse maps from the global to the local frame. Notation (1) allows for a simple formulation of the basic operations inverse and multiplication:
The × operator indicates the standard cross product of two vectors. Three other common operations include expanding a vector x ∈ R 3 into a quaternion, retrieving the vector part from a quaternion, and constructing a skew-symmetric matrix from a vector x ∈ R 3 to form the cross product as a matrix-vector product:
Retrieve vector:
Skew-symmetric matrix:
To simplify calculations with quaternions, we introduce the following matrices:
with the identity matrix I 3 ∈ R 3×3 to perform all required quaternion operations as matrix-vector products for which the standard rules of linear algebra hold:
Now, we can write the rotation of a vector x as a matrix-vector product,
and do the same for the angular velocity:
Articulated Rigid Body
Global frame A single rigid body has a position x, velocity v =ẋ, and mass m, as well as an orientation q, angular velocity ω = 2V L(q) Tq , and a moment of inertia matrix J. All quantities refer to the center of mass of a body. For an articulated mechanism consisting of multiple rigid bodies, we can formulate constraints g to represent, for instance, joints. As an example, we give the constraints for the ball-and-socket joint connecting bodies a and b in Fig. 1 (see [19] for a complete list of common joint types):
where p is a vector from the center of mass of a body to the joint. Our algorithm enforces the constraint g = 0 at the position level to guarantee constraint satisfaction, whereas other maximal-coordinate methods only enforce g at the acceleration level which results in constraint-drift [1] .
Variational Integrator
We derive a first-order variational integrator to discretize rigid body dynamics while maintaining realistic energy and momentum conservation behavior. While this derivation is generally not new and has been treated rigorously [16, 10, 15] , we provide a derivation in maximal coordinates with unified notation. Variational integrators are based on the principle of least action which states that a mechanical system always takes the path of least action when going from a fixed start point to a fixed end point. Action has the dimensions [Energy]×[Time] and the unforced action integral S 0 is defined as
where x is a system's trajectory in arbitrary coordinates and L = T − V is the Lagrangian of the system with kinetic energy T and potential energy V. For the translational case and assuming only gravitational potential, we have
with position x, velocity v, mass matrix M = mI 3 , gravitational acceleration g, and the z-axis vector e z . In the rotational setting we assume zero potential, so V R = 0, and the kinetic energy is
Translational Component
Inserting the Lagrangian for the translational case into (18) and appending integrals for external forces F and constraints g with virtual constraint forces λ yields the forced and constrained action integral
The virtual constraint forces λ act on a rigid body to guarantee satisfaction of constraints g(x). They are called virtual as they should be workless and not change the energy of a body. For numerical integration, we need to discretize (22). We use a first-order discretization of the integral and a first-order approximation of the velocity,
to obtain the forced and constrained discrete action sum:
With our discrete action sum we can now analyze a very short trajectory from, t 1 to t 3 , i.e. k = 1 to k = 2 = N − 1, that satisfies the principle of least action. Since x 1 and x 3 are fixed start and end points, only x 2 can vary. We therefore minimize the discrete action sum with respect to x 2 :
where G x is the Jacobian of constraints g with respect to x. In words, if equation (25) is fulfilled, we have found the physically correct trajectory x(t) with fixed start point x(t 1 ) and fixed end point x(t 3 ). Rearranging (25) yields the discretized translational equations of motion for a single rigid body with forcing and constraints:
To derive the physically accurate equations of motion we have varied x 2 and assumed fixed start and end points x 1 and x 3 . However, when we want to integrate our dynamics forward in time, we are actually trying to find x 3 given x 1 and x 2 . The new position x 3 can be derived from (23) as
which means, for simulations, we will have to solve (26) implicitly for v 2 while also finding appropriate constraint forces λ 2 .
Higher-order variational integrators can be derived by using higher-order quadrature rules in the discrete action sum to better approximate the true action integral [22, 17] . While our algorithm is compatible with higher-order integrators, for clarity we are restricting the discussion in this paper to first-order integrators.
Rotational Component
The rotational component of the integrator can be derived similarly to the translation case. Details on the derivation can be found in the supplementary material and the literature [15] . We will only state important equations and results here.
The forced and constrained action integral for rotations is
with torque τ , which leads to the discrete forced and constrained action sum
In this discrete action sum we have approximatedq aṡ
To derive the rotational equations of motion, similarly to (25), we again minimize the discrete action sum from k = 1 to k = 2, this time while varying the rotation q 2 :
Note the rotational gradient ∇ r and see the supplementary material for details. Introducing an implicit unit norm constraint on the quaternions [15] to avoid explicit constraints yields an update rule for the orientation similar to (27):
With this implicit constraint we can state the discretized rotational equations of motion:
(33)
Linear-Time Sparse Solver
We can use the discretized equations of motion from Sec. 3 to simulate the rigid body dynamics forward in time. For a single rigid body, we stack our equations
To treat multiple rigid bodies, connected or not, their equations are simply stacked into f . Hence, from now on, f contains all equations of motion and constraints for all bodies in a simulation. Our goal is then to find the solution to the non-linear equation
where the solution, s, consists of v 2 , ω 2 , and λ 2 . Once we have found these values, v 2 and ω 2 can be used to update the mechanism's position and orientation according to (27) and (32).
Newton's Method and Dense LDU Decomposition
Newton's method is used to solve the implicit equation (35):
where s (i) is the approximation of the solution at step i and F is the Jacobian of f with respect to
For computational efficiency, instead of directly inverting the Jacobian in (36), one solves the linear system
For a dense matrix F with few non-zeros, a linear system of equations like (39) is typically solved by using a matrix decomposition. Foreshadowing the linear-time algortihm, we review the LDU decomposition [12] . The LDU decomposition, which is essentially a scaled version of Gaussian elimination, provides a numerically robust method to factorize and solve nonsymmetric linear systems of equations such as (39). The factorization part of an LDU decomposition processes a matrix diagonally from top-left to bottom-right. Algorithm 1 describes an in-place factorization (i.e. replacing current entries of the matrix with new factorized values), where F i,j denotes the entry of F in row i and column j.
Algorithm 1 Dense In-Place LDU Factorization
1: for n = 1 : length(∆s) do 2:
for i = 1 : n − 1 do L and U factorization 3:
for j = 1 : i − 1 do 4:
Fn,i ← Fn,i − Fn,jFj,jFj,i L 5:
Fi,n ← Fi,n − Fi,jFj,jFj,n U 6:
Fn
Fi,n ← F −1 i,i Fi,n U 8:
for j = 1 : n − 1 do D factorization 9:
Fn,n ← Fn,n − Fn,jFj,jFj,n D With this factorization of complexity O(n 3 ), we have calculated a lowertriangular matrix "L", a diagonal matrix "D", and an upper-triangular matrix "U", with their product being LDU = F . The structures of matrices L, D, and U allow for back-substitution ∆s = U −1 D −1 L −1 f with complexity O(n 2 ) as described in Algorithm 2.
Algorithm 2 Dense LDU Back-Substitution
1: ∆s ← f 2: for n = 1 : length(∆s) do L back-substitution 3:
for j = 1 : n − 1 do 4:
∆sn ← ∆sn − Fn,j∆sj L 5: for n = length(∆s) : 1 do D and U back-substitution 6:
∆sn ← F −1 n,n ∆sn D 7:
for j = n + 1 : length(∆s) do U 8:
∆sn ← ∆sn − Fn,j∆sj However, the Jacobian F in our problem is sparse and has structural properties that enable factorization and back-substitution of (39) with O(n) complexity.
Sparse Factorization and Back-Substitution
While a linear-time algorithm to solve classical continuous-time dynamics in maximal coordinates has been known for over two decades [1] , it cannot be applied to variational integrators. The main difference between these two settings lies in the system (39). While the continuous-time system is symmetric, allowing the use of a modified LDL T decomposition, (38) is not symmetric (not even block-symmetric) since D v,ω is not symmetric and generally G x,q = G v,ω . These circumstances prevent us from applying the continuous-time method.
For the following analysis, we will treat F from (38) as a block matrix. Each block on the diagonal of F represents a body or a constraint of the underlying mechanism and will be called a node. Each off-diagonal block represents a connection between two nodes, i.e. between a body and a constraint. The i-th node has its diagonal block denoted by D i , where D i = D v,ω for a body and D i = 0 for a constraint. An off-diagonal block connecting constraint i and body j is denoted by c ij for blocks of G x,q or c ij for blocks of G v,ω .
While the block entries of F are not symmetric, the sparsity pattern of zero and non-zero blocks is symmetric due to matching patterns of G x,q and G v,ω . This means that c ij and c ij are both either zero or both non-zero. We can give a graph representing this pattern that is undirected due to the symmetry and acyclic for loop-free mechanisms. An important insight is that the graph of the pattern of F and the graph of the underlying mechanical structure are identical. An exemplary mechanism and its graph are given in Fig. 2 . Coloring represents different levels of the tree-shaped graph.
We can factorize a matrix associated with the graph in Fig. 2 (b) efficiently by traversing the graph from the leaves to the root. Leaves are characterized by having only a single connection. The root of an acyclic graph can be chosen arbitrarily. Only if we formulate a procedure that follows the structure of the graph in this order during factorization, will we avoid fill-ins, i.e. we will not change any zero blocks [5] . Given the asymmetric entries but symmetric pattern of (38), we can modify the LDU decomposition to develop a linear-time algorithm.
If we reorder the rows and columns of a matrix, we can change the processing order of the LDU factorization. Reordering a matrix from leaves to root accord-ing to its graph structure, therefore, creates a factorization without fill-ins. An ordering that creates fill-ins and one that does not are displayed in Fig. 3 . When looking at the nodes on the diagonal of matrix (b) in Fig. 3 from top-left to bottom-right, one can clearly see how the nodes are ordered from leaves to root D 1 according to the graph in Fig. 2 (b) . By contrast, in matrix (a) the non-leaf node D 1 is processed first. Note that generally there are multiple orderings to achieve zero fill-ins, for example in matrix (b), we could change the order of nodes D 3 and D 7 with D 4 and D 8 , or chose an entirely different root.
We know that, for a loop-free structure, each link has exactly one parent. Therefore, for a structure with n links, we also have n constraints (or n − 1 for floating-base systems). Because we are not creating fill-ins during the factorization, we can achieve O(n) complexity by only evaluating the factorization for the O(n) nodes. To find an appropriate matrix ordering, we have to perform a depth-first-search starting from the (arbitrary) root. We store the found nodes in a list with the root as the last element and the last-found node as the first element. This list then contains a valid ordering of nodes. The modified factorization procedure is formalized in Algorithm 3.
Algorithm 3 Sparse In-Place LDU Factorization
for c ∈ children(i) do Modified L and U factorization of Alg. 1 3:
Fi,c ← Fi,cF −1 c,c 4:
for c ∈ children(i) do Modified D factorization of Alg. 1 6:
Fi,i ← Fi,i − Fi,cFc,cFc,i
We will also exploit the fact that we did not create fill-ins during the factorization and that we have O(n) nodes to develop a back-substitution procedure of O(n) complexity. This modified procedure is described in Algorithm 4.
Algorithm 4 Sparse LDU Back-Substitution
for c ∈ children(i) do Modified L back-substitution of Alg. 2 4:
∆si ← ∆si − Fi,c∆sc 5: for i ∈ reverse(list) do Modified D and U back-substitution of Alg. 2 6:
∆si ← F −1 i,i ∆si 7:
∆si ← ∆si − F c,par(i) ∆s par(i) par(i): parent(i); if i has a parent
We perform sparse factorization and back-substitution iteratively until our Newton method converges, which typically takes three to four iterations with a backtracking line search to ensure the residual decreases. Once converged, we extract v 2 and ω 2 from our solution s to update x 3 and q 3 according to (27) and (32). Subsequently, we use s as the initial guess for the next time step.
Extension to Closed-Loop Mechanisms
The presented algorithms achieve linear-time complexity for loop-free structures only. If we introduce constraints that form loops in the mechanism, we cannot avoid creating fill-ins during the factorization. Deriving an optimal factorization, for example with the minimal possible number of fill-ins, goes beyond the scope of this paper. Nonetheless, we can give a simple strategy to extend our sparse solver to detect and handle loop-closure constraints.
Mathematically, we treat closed-loop mechanisms just as loop-free ones. This is a considerable advantage for users as no adjustments are required. Algorithmically, loop-closure constraints can be found with the already deployed depthfirst-search. We stack all constraints that enforce loop closure into a single node and append it to the end of our depth-first-search list. In this manner, we can process the entire system with the same algorithms as before except for the very last node. For this node, we will perform the standard dense LDU factorization and back-substitution of Algorithms (1) and (2) . If there are only a few of these additional constraints, the majority of our algorithm can still perform in linear-time and only the processing of the last node containing all loop-closure constraints requires additional computational effort.
Experiments and Comparison
We have implemented our algorithm in the programming language Julia [3] . It has been recently shown that Julia can achieve performance comparable to stateof-the-art C++ dynamics implementations [11] . The code for our algorithm and all experiments is available at: https://github.com/RoboticExplorationLab. All experiments were performed on an ASUS ZenBook with an Intel i7 processor.
Linear Time, Energy Conservation, and No Constraint Drift
To validate the main properties of our algorithm-energy conservation, elimination of constraint drift, and O(n) complexity-we ran three representative experiments demonstrating qualitative behavior in Fig. 4 where we also show typical convergence behavior. For plot (a) we measured the energy of a double pendulum over 60 minutes with a time step ∆t = 10ms. We compare our first-order variational integrator to the explicit second-order Heun's method (a Runga Kutta method), using the DifferentialEquations.jl package [18] . The error increases substantially over time with the explicit method, a behavior typical for (lower-order) explicit integrators, whereas the energy stays constant over time with our variational approach.
To determine drift behavior, for plot (b) we simulated a three-link closedloop mechanism with our maximal-coordinate approach and compared it to a state-of-the-art minimal-coordinate dynamics package, RigidBodyDynamics.jl [11] . The loop closure introduces constraints to the minimal-coordinate approach. As the minimal-coordinate approach only enforces acceleration constraints, without constraint stabilization, an increasing drift becomes visible. In contrast, our algorithm directly enforces position constraints, which guarantees constraint satisfaction without requiring any additional constraint stabilization.
Plot (c) compares the computation time of sparse and dense single Newton steps for mechanisms with varying numbers of links. The rapid increase in computation time for a larger number of links when using dense inversion compared to our sparse approach highlights the necessity to exploit sparsity to achieve good performance.
We demonstrate quadratic convergence behavior, i.e. doubling accuracy at each iteration step, for simulating a single time step of pendulums with 1, 10, and 100 links in plot (d). The termination condition is a converged solution ∆s (i+1) − ∆s (i) < with a tolerance of = 10 −10 .
Performance Comparison
We compare the performance of our algorithm to three minimal-coordinate implementations: the RigidBodyDynamics.jl package with a state-of-the-art explicit Runge-Kutta-Munthe-Kaas integrator [9] , a second-order variational integrator using a quasi-Newton method [13] , and a third-order variational integrator using an exact Newton method [7] . Both variational integrators are implemented in C++. All experiments use the same initial conditions for all algorithms and the best timing result of 100 runs was taken.
Comparison with Explicit Integrator For the comparison with the explicit integrator, we simulated swinging pendulums-having snake robots [21] or finiteelement-method soft robotics in mind [6] -with varying numbers of links for 10 seconds and a time step ∆t = 10ms. We show the computation time for revolute joints (1 degree of freedom) and ball-and-socket joints (3 degrees of freedom) in Fig. 5 . We also introduced a single loop closure and ran the same experimental setup for these closed-loop structures with results shown in Fig. 5 .
In both the open and closed-loop experiments, the linear-time behavior is clearly visible. While the explicit integrator performs better for revolute joints, especially with few degrees of freedom, our algorithm achieves competitive results and outperforms the explicit integrator for ball-and-socket joints. Note that our method is faster at simulating ball-and-socket joints than revolute joints because a ball-and-socket joint constrains fewer degrees of freedom. To highlight the robustness of our algorithm, we also simulated a chain of four-link closed-loop segments with revolute joints (see Fig. 6 ). Such closed-loop segments can be used as legs for quadrupedal robots, for example Minitaur [4] , shown in Fig. 7 . The segments have singular configurations when links overlap. Such kinematic singularities are generally difficult to handle with minimal-coordinate approaches. The results for our algorithm simulating the chains of different lengths for 10 seconds with ∆t = 10ms are displayed in Fig. 6 . The minimal-coordinate integrator was unable to reliably simulate chains of two or more four-link segments, and using smaller time steps did not lead to a significant improvement.
Comparison with Variational Integrators
As a final experiment, we compared our algorithm to state-of-the-art second-and third-order variational integrators with the same n-link pendulum we used for the comparison to the explicit integrator. Only revolute joints and loop-free structures were tested as ball-and-socket joints and loop-closure were, to the best of our knowledge, not part of the implementions of these integrators. To highlight the robustness of our algorithm, we simulated with solution tolerances of 10 −6 , 10 −8 , and 10 −10 for the Newton methods in all algorithms. The results are given in Fig. 8 . While all variational integrators were able to simulate the pendulum successfully for a tolerance of 10 −6 , a larger number of links and lower tolerances lead to failure to converge to a solution for the minimal-coordinate variational integrators (stopped after 100 Newton steps). By contrast, the LDU factorization used in the maximal-coordinate setting performs robustly and scales well.
Conclusion
We have presented a novel linear-time variational integrator in maximal coordinates to simulate open and closed-loop mechanical structures without constraint drift. To the best of our knowledge, no previous attempt has been made to develop a linear-time variational integrator in maximal coordinates.
Overall, the results of our experiments show that our algorithm is competitive in terms of computational performance to minimal-coordinate integrators, both explicit and variational. Especially for mechanical systems with a larger number of links and higher-degree-of-freedom joints our method shows better performance for both open and closed-loop structures. Thanks to the numerical stability and robustness of our specialized sparse LDU factorization, our method also achieves tighter numerical tolerances than comparable minimal-coordinate variational integrators. For structures with multiple closed kinematic loops and kinematic singularities, we perform robustly while a minimal-coordinate integrator frequently fails to find solutions.
In summary, these results make a strong case for the use of maximal-coordinate integrators, especially when dealing with complex, high-degree-of-freedom, closedloop structures. Additionally, the modular structure of maximal-coordinate approaches opens up the possibility to parallelize computations in the future.
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Rotational Gradient
In (31) (Sec. 3.2) we have used the rotational gradient ∇ r . We want to explain in more detail the idea of how to derive this gradient an why it is necessary. We start by revisiting the gradient of a function f : R n → R. The gradient of this function is defined as
and tells us what change of function value we get for changing values of x. Stated more formally, we add a small deviation to x and observe the relative change
Taking the limit of this relative change component-wise as goes to zero yields
which is simply the gradient (40). For rotations, a small deviation can be described as
since zero rotation would evaluate to the identity quaternion [1 0 T ]. "Adding" this small deviation d to a quaternion q amounts to multiplication, similar to "adding" rotations with rotation matrices:
We can rewrite (44) as
