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Introduction and main results
Let f and g be two nonconstant meromorphic functions defined in the complex plane C. Let a ∈ C ∪{∞}, if the zeros of f − a and g − a coincide in locations and multiplicities, we say that f and g share the value a CM (counting multiplicities) and if we do not consider the multiplicities, then f and g are said to share the value a IM (ignoring multiplicities). For standard notations and definitions of value distribution theory we refer to [1] .
Throughout the paper we denote by f and g two nonconstant meromorphic functions defined in the complex plane C. Definition 1. Let p be a positive integer and a ∈ C ∪ {∞}. Then by N p) (r, 1/(f − a)) we denote the counting function of those zeros of f − a (counted with proper multiplicities) whose multiplicities are not greater than p. By N p) (r, 1/(f − a)) we denote the corresponding reduced counting function (ignoring multiplicities). In an analogous manner we define N (p (r, 1/(f − a)) and N (p (r, 1/(f − a)). Definition 2 [2] . For a ∈ C ∪ {∞}, we put where p is a positive integer.
In 1995, Yi proved the following theorem.
Theorem A (see [3, Theorem 4] ). Let f and g be two distinct nonconstant meromorphic functions sharing 0, 1, ∞ CM, and let a ( = 0, 1) be a finite complex number. If
then a is a Picard exceptional value of f , and f and g satisfy one of the following three relations:
In 1995, Yi and Yang proved the following theorem.
Theorem B (see [4, Theorem 5.13] 
where N 0 (r, 1/f ) (N 0 (r, 1/f )) denotes the counting function corresponding to the zeros of f that are not zeros of f and f − 1 (ignoring multiplicities) and N 0 (r) (N 0 (r)) is the counting function of the zeros of f − g that are not zeros of g, g − 1 and 1/g (ignoring multiplicities). Now one may ask the following question: is it really impossible to relax in any way the nature of sharing of any one of 0, 1, and ∞ in the above theorems?
In this paper we study this problem. We now explain the notion of weighted sharing by the following definition.
Definition 3 (see [2] ). Let k be a nonnegative integer or infinity. For any a ∈ C ∪ {∞} we denote by E k (a, f ) the set of all a-points of f where an a-point of multiplicity m is counted m times if m k and k
), we say that f, g share the value a with weight k.
The definition implies that if f, g share a value a with weight k, then z 0 is a zero of f − a with multiplicity m ( k) if and only if it is a zero of g − a with multiplicity m ( k), and z 0 is a zero of f − a with multiplicity m (> k) if and only if it is a zero of g − a with multiplicity n (> k), where m is not necessarily equal to n.
We write f, g share (a, k) to mean that f, g share the value a with weight k. Clearly, if f, g share (a, k), then f, g share (a, p) for all integer p, 0 p < k. Also we note that f, g share a value a IM or CM if and only if f, g share (a, 0) or (a, ∞), respectively.
In this paper, using the idea weighted sharing, we improve the above results and obtain the following theorem. 
By Theorem 1, we can obtain the following results which are improvements of Theorems A and B.
Theorem 2. Let f and g be two distinct nonconstant meromorphic functions sharing
where a ∈ C \ {0, 1}, then the conclusions of Theorem A still hold.
Theorem 3. Let f and g be two distinct nonconstant meromorphic functions sharing
(a 1 , 1), (a 2 , ∞), and (a 3 , ∞), where {a 1 , a 2 , a 3 } = {0, 1, ∞}. If f is not a fractional linear transformation of g, then for any a ∈ C \ {0, 1}, each of (i)-(vi) mentioned in Theorem B still holds.
Some lemmas
Lemma 1 (see [5] ). Let f and g be two meromorphic functions sharing 0, 1, ∞ IM, then
).
Remark 1. By Lemma 1, we have S(r, f ) = S(r, g) and we denote them by S(r).

Lemma 2 (see [2, Lemma 4]). If f and g share
(0, 1), (1, ∞), (∞, ∞), then f − 1 g − 1 = e α , (2.1) f g = H,(2.
2) where α is an entire function and H is a meromorphic function with N(r, 1/H ) = S(r) and N(r, H ) = S(r).
Remark 2. Set
By Lemma 2, we have
Proof of Theorem 1
Now we discuss the following three cases. 
We discuss the following four subcases. 
Then we have h ≡ 0, 1, and by Lemmas 1 and 2, we obtain By (3.3) and (3.5), we get
By integration it follows
where d ( = 0) is a constant. From (3.6) and (3.7) we obtain
From (3.1), (3.6), and (3.8), we get T (r, f ) = S(r), which is impossible. Therefore
From (3.1) we get
From (3.3) and (3.10), we obtain
From (3.4) and (3.11) we get (3.12) and
From (2.1) and (3.2) we get
Thus,
From (3.3) and (3.9), we have
By (3.14) and (3.15), we get
By (2.4), (2.5), (3.12), (3.13), and (3.16), we deduce that
Again, it follows from Lemma 3 that
which implies (i) of Theorem B. From (3.4), (3.12), and (3.17), we get
In the same manner as above, we can obtain
which is (iii) of Theorem B. By the second fundamental theorem and using (3.19), we have
T (r, f ) + T (r, g) T (r, f )
+ N r, 1 g + N(r, g) + N r, 1 g − 1 − N 0 r, 1 g + S(r) = N 0 (r) + N r, 1 g + N(r, g) + N r, 1 g − 1 + S(r) N r, 1 f − g + N(r, g) + S(r) N r, 1 f − g + N(r, g) + S(r)
T (r, f − g) + N(r, g) + S(r) m(r, f ) + m(r, g) + N(r, f ) + N(r, g) + S(r) T (r, f ) + T (r, g) + S(r).
T (r, f ) + T (r, g)
which are (v) and (vi) of Theorem B. From Lemma 3 and (3.18), we have
By the second fundamental theorem, Lemma 3, and using (3.18), (3.20)-(3.22), we have
2T (r, f ) + S(r).
Thus
which implies (iv) of Theorem B.
If z 0 is a zero of g − a with multiplicity 3, then z 0 is a zero of g (f − g) with multiplicity 2. From this, (3.13), and (3.16) we get From this we can obtain the conclusion of Theorem 1 holds for f , g, and a.
This completes the proof of Theorem 1.
Proofs of Theorems 2 and 3
Proof of Theorem 2
Suppose that for a, each of (i)-(vi) mentioned in Theorem B holds. From (ii) and (iv) of Theorem B we have
which contradicts with (1.2). Again by Theorem 1, we know that f and g are given as one of three expressions (a)-(c) of Theorem 1. Assume that the expression (a) of Theorem 1 occurs. Then we have
which contradicts with (1.2). Thus, a = 1/(1 − c). From this, we get the relation (i) of Theorem A. Assume that the expression (b) of Theorem 1 occurs. In the same manner as above, we can obtain that a = 1 − c and the relation (ii) of Theorem A.
Assume that the expression (c) of Theorem 1 occurs. In the same manner as above, we can obtain that a = c and the relation (iii) of Theorem A.
This proves Theorem 2.
Proof of Theorem 3
Suppose that f and g are given as one of three expressions (a)-(c) of Theorem 1. We may assume, without loss of generality, that the expression (a) of Theorem 1 occurs. Then, we have
From this we obtain that f is a fractional linear transformation of g, which contradicts the assumption of Theorem 3. From above and Theorem 1, we obtain the conclusion of Theorem 3.
Applications
In 1995, Yi and Yang [4] and independently Hua and Fang [6] proved the following result. 
Applying Theorem 1, we can prove following result, which is an improvement of Theorems C and D. (a 1 , 1), (a 2 , ∞), and (a 3 , ∞) , where {a 1 , a 2 , a 3 } = {0, 1, ∞}, and let a ( = 0, 1) be a finite complex number. Then
Theorem 4. Let f and g be two distinct nonconstant meromorphic functions sharing
Proof. Suppose that f and g are given as one of three expressions (a)-(c) of Theorem 1. We may assume, without loss of generality, that the expression (a) of Theorem 1 occurs. Then we have (4.1). From (4.1) we obtain
and hence
Suppose that f and g are not given as one of three expressions (a)-(c) of Theorem 1. By Theorem 1, we know that each of (i)-(vi) mentioned in Theorem B holds. From (ii) of Theorem B we obtain
This completes the proof of Theorem 4. Suppose that f and g satisfy the relation (iii) of Theorem A. In the same manner as above, we can obtain that 1 are Picard exceptional values of f , 1/a and 1 are Picard exceptional values of g,
(r, f ) + S(r) and N 1) (r, f ) = T (r, f ) + S(r).
From the above, we obtain the conclusion of Theorem 5. 2
By Theorem 5, we immediately obtain the following corollary, which is an improvement of Theorem E. 
