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ABSTRACT OF THE DISSERTATION 
DIGITAL SURVEILLANCE BASED ON VIDEO CODEC 
SYSTEM-ON-A-CHIP (SOC) PLATFORMS 
by 
Wei Zhao  
Florida International University, 2010 
Miami, Florida 
Professor Jeffrey Fan, Major Professor 
Today, most conventional surveillance networks are based on analog system, 
which has a lot of constraints like manpower and high-bandwidth requirements. It 
becomes the barrier for today’s surveillance network development. This dissertation 
describes a digital surveillance network architecture based on the H.264 coding/decoding 
(CODEC) System-on-a-Chip (SoC) platform. The proposed digital surveillance network 
architecture includes three major layers: software layer, hardware layer, and the network 
layer.  
The following outlines the contributions to the proposed digital surveillance 
network architecture. (1) We implement an object recognition system and an object 
categorization system on the software layer by applying several Digital Image Processing 
(DIP) algorithms. (2) For better compression ratio and higher video quality transfer, we 
implement two new modules on the hardware layer of the H.264 CODEC core, i.e., the 
background elimination module and the Directional Discrete Cosine Transform (DDCT) 
module. (3) Furthermore, we introduce a Digital Signal Processor (DSP) sub-system on 
the main bus of H.264 SoC platforms as the major hardware support system for our 
vii 
software architecture. Thus we combine the software and hardware platforms to be an 
intelligent surveillance node.  
Lab results show that the proposed surveillance node can dramatically save the 
network resources like bandwidth and storage capacity.  
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I INTRODUCTION 
1.1 Motivation 
People have been developing surveillance systems for centuries. In its early history, 
a surveillance system consisted exclusively of humans because no cameras were 
available. This situation did not change until the middle of the 20th century. The first 
technology-based surveillance system, a Closed-Circuit Television (CCTV) system, was 
installed for military purposes in 1942 during World War II by Siemens AG at Test Stand 
VII in Peenemünde, Germany. In the 1960s, officials in the United Kingdom began 
installing CCTV systems in public places to monitor crowds during rallies and the 
appearances of public figures. In the United States, the first CCTV system set up in a 
public building was installed in the New York City Municipal building in 1969. Thus, 
these “electrical eyes” began to serve public purposes for the first time. Half a century 
has passed since the first CCTV was installed in a public building, and surveillance 
systems have successfully made their way into banks, Automated Teller Machines 
(ATMs), grocery stores, gas stations–almost corner-to-corner in public areas.  
Generally, today’s surveillance network systems can be divided into two categories: 
Real-Time (RT) systems and Non-Real-Time (NRT) systems [1]. An RT surveillance 
system usually has a “secure room” with one or more security guards inside it. The video 
data from every video camera is sent to this “secure room”. The security guards watch the 
monitors in an attempt to detect each potential threat. An NRT system does not have a 
2 
secure room. Instead of live monitoring, it stores the video data in files for later 
references.  
Compared to an RT system, an NRT system is not a complete surveillance system. 
It cannot detect potential threats but can only record them. However, because of their 
extremely low cost and ease of use, NRT systems are the most widely implemented 
surveillance systems in modern society. Nearly every ATM and grocery store is using an 
NRT system; however, very few (and important) facilities, such as government buildings, 
business centers, and airports are using RT systems. 
 
Figure I-1 RT surveillance system and NRT surveillance system 
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RT systems cannot be widely used because of their high cost and manpower 
requirement. Yet, the real reason for the high cost is the fact that the current video 
surveillance system is an analog system. This dissertation tries to demonstrate a purely 
digital surveillance network. With this network, we can build RT surveillance systems 
without the need for human guards, and the cost to set up this system will be even less 
than today’s NRT surveillance system. 
In this regard, what is an analog surveillance system? And what is the difference 
between an analog surveillance system and a digital surveillance system? 
1.1.1 Conventional Analog Based Surveillance System 
In an analog based surveillance system, the signals we mainly discuss are video 
signals. A typical Analog Surveillance System usually consists of 
• analog video cameras 
• analog video data transfer paths (e.g., video cables) 
• analog video data storage equipment (e.g., cassette tapes) 
For various reasons (e.g., supply shortage, etc.) some analog surveillance systems 
choose to store their analog video data digitally through the use of digital storage 
equipment (e.g., hard disks) instead of analog video data storage equipment (e.g., 
magnetic tapes). However, this does not change its attribute of being an analog 
surveillance system because its data transfer paths remain analog. Of the three 
previously-mentioned items, the “analog video data transfer path” is the most important, 
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serving as an indicator of an analog surveillance system. Most of today’s surveillance 
systems are analog surveillance systems. 
1.1.2 Proposed Digital Surveillance System 
The motivation of this dissertation is to build a digital surveillance system, which 
is a surveillance system based on digital signals. A typical digital surveillance system 
should consist of 
• analog-to-digital video cameras 
• digital data transfer paths (e.g., digital networks, fibers) 
• digital data storage equipment (e.g., hard disks) 
Just as with an analog surveillance network, the indicator of a digital surveillance 
network is the digital data transfer path. 
1.1.3 Why Digital 
Analog signals are everywhere in the real world. The only way to reproduce 
natural data (e.g., images, sounds) is to use analog sensors. The present visual 
surveillance network systems are primarily designed with analog technologies. Compared 
to a digital signal, the major disadvantage of an analog signal is the noise control. As an 
analog signal is copied and re-copied, or transmitted over long distances, it can be easily 
distorted by numerous random variations.  
However, the real competition between a digital signal and analog signal is not the 
signal level. Up at the system level, the numerous advantages of a digital signal start to 
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emerge. Digital systems allow for programmable integrated noise correction and 
automatic image processing. Digital data may be compressed and encrypted for higher 
security. Digital technologies allow for the use of wireless integration, which offers more 
cost-effective installation compared to long cable runs in analog systems. Wireless 
integration also allows easy distribution in most areas where cabling may be difficult.  
Table I-1 shows the advantages of a digital signal system over an analog signal 
system. As it can be seen, a digital signal system has far more advantages than an analog 
signal system in surveillance systems. 
Table I-1: Advantages of Digital Signal System 
AREA ANALOG SYSTEM DIGITAL SYSTEM 
Noise Control 
weak strong 
Digital signal uses only “0” and “1” to transfer data. 
Security 
unsecure secure 
With digital data encryption, a digital signal is more secure. 
Efficiency 
redundant efficient 
With digital data compression, digital data can be more efficient. 
Transfer 
dedicated channel digital data network 
Digital data network can be wireless or wired strategy network. 
Data Analysis 
human only computer intelligent aid 
Digital data can be analyzed by digital processing software. 
Storage 
slow real-time redundancy fast and efficient 
Storage strategy ensures digital data stored efficiently. 
As is the case with many other highly technical programs, surveillance systems 
were first introduced for military purposes. It was more than twenty years before they 
began to be used for civilian purposes. Today, fifty years later, the market continues to 
grow but only in civilian and commercial applications. Real-time surveillance system has 
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never been used for residential purposes. The reason is simple: the need for a human 
guard. In an analog surveillance system, there is no way to analyze the video data without 
a human guard. If we can develop a digital surveillance system, we can monitor the video 
and analyze it using various digital image processing algorithms. Thus, we can finally 
change the entire market for surveillance systems. That is the true reason for us to go 
digital. 
1.2 Research Purpose and Difficulties 
The aim of this research is to develop a hardware/software solution for a digital 
surveillance network. Today’s analog surveillance networks are huge and sophisticated. 
They have numerous disadvantages compared to digital surveillance networks but are 
still the best solution because there are many difficulties associated with constructing a 
digital surveillance network: 
• a digital data file’s format is huge, making it hard to store and transfer 
• digital video compression and decompression can result in a large amount of 
computation overhead 
• Real-Time digital video analysis is hard to achieve 
1.3 Significance of this Research 
The system that we are proposing is an entire digital system, which means that the 
video we are capturing is digital, the compression technology is digital, the analysis and 
recognition process is digital, and the data to be stored will also be digital. The entire 
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video surveillance system would be changed based on this change in the data format. The 
most significant improvement accompanying the digital data format, in comparison to 
analog, is the ability to analyze, compare, and finally extract information from streaming 
video by applying numerous types of digital algorithms to optimize it. This will increase 
the reliability of a large company’s surveillance system and in the mean time, and make 
small (residential) surveillance systems possible. 
Once we have the ability to analyze the video on-chip (on-camera), a “central 
control room” will no longer be needed. Theoretically, with these “intelligent” digital 
cameras, the whole visual surveillance network will become a decentralized video 
analysis system. Such a system could record video, analyze it, store it, and determine 
whether an alarm should be triggered. A remote distributed analysis and data storage 
system could significantly save precious system bandwidth, which is one of the known 
bottlenecks in hardware system development today.  
1.4 Structure of Dissertation 
This dissertation is structured in the following manner. Chapter 2 introduces the 
background information for this dissertation. An overview of the video data format, 
H.264 video coding standard, directional discrete cosine transform theory, and several 
surveillance-related image processing techniques will be introduced. Chapter 3 explains 
the major design details of the proposed hardware platform of the digital surveillance 
system architecture, from the very basic H.264 encoder core change to the video System-
on-a-Chip (SoC) design, and finally, the whole architecture design for the surveillance 
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system. Several different design candidates will be discussed. Chapter 4 demonstrates the 
software platform. Numerous implementations of digital video analysis algorithms will 
be illustrated. Chapter 5 describes the experimental platform and four sub-system designs: 
the Directional Discrete Cosine Transform system design, Vector Bank system design, 
Motion Detection system design, and Object Recognition system design. Finally, Chapter 
6 concludes this dissertation and summarizes further plans and suggestions for this 
research. 
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II BACKGROUND 
2.1 H.264 Video Coding Standard 
2.1.1 Digital Video Coding Standard H.264 
Electrical engineering technologies have developed rapidly over the last 50 years. 
High speed internet connections are commonplace, and the storage capacities of today’s 
devices are huge. However, human beings have unfulfilled desires in technology. We 
want to watch movies at home over our internet connection. We want to store all of our 
movies on a single disk. Yet, at present, a single Digital Versatile Disk (DVD) can store 
only a few seconds of raw video at television-quality resolution and frame rate [2]. This 
is why video compression standards are popular today. 
In 1995, the Moving Picture Experts Group (MPEG) developed the MPEG-2 video 
compression coding standard [3], [4], [5]. This famous standard has been widely used for 
over 15 years. It is the most popular standard for digital televisions (TVs), TV 
broadcasting, and movie DVDs.  
With the development of new technology, the Standard Definition (SD) TV is 
being replaced by the new High Definition (HD) TV [6]. Typically, the 1080 
progressively scanned lines (1080p) used for an HD video contain more than 6 times the 
pixels found in a 480p SD video. On the other hand, today’s computer software/hardware 
is far more sophisticated than it was back in 1995. Obviously, the 15-year-old MPEG-2 
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standard is not efficient enough for today’s technology. This is why we have a new video 
coding standard. It is called H.264/MPEG-4 Part 10 AVC or just H.264 [7].  
 
Figure II-1 Frame sizes of SDTV and HDTV 
H.264 was developed by the Video Coding Experts Group (VCEG) and the 
Moving Picture Experts Group (MPEG). It has been proved that H.264 is at least two 
times more efficient than its predecessor–MPEG-2 and H.263 [8], [9]. This means H.264 
needs only half the bandwidth required of MPEG-2 to transfer the same video, especially 
for HDTV and HD movies. 
2.1.2 H.264 Coding and Decoding Algorithm 
Video compression algorithms eliminate video redundancy to compress video. 
Video signals have two significant types of redundancy: time-domain redundancy and 
spatial domain redundancy. Some video compression algorithms (e.g., H.264) also apply 
arithmetic redundancy elimination to the coded data.  
Figure II-2 shows the H.264 coder/decoder (codec) [2]. Generally, H.264 
compresses video in Macro Blocks (MBs), rather than in frames. A Macro Block is a 16 
11 
× 16 pixel block. The H.264 encoder first splits the current video frame into numerous 16 
× 16 Macro Blocks (MBs) and then processes them one by one.  
A very important component in the Time Redundancy Removing Phase of H.264 
is the Motion Estimation (ME) module [10], [11]. First, MBs from the current frame and 
several previous frames will be sent to the ME. After an enormous amount of 
computation and analysis, the ME will find the closest MB within the previous frames to 
represent the current MB, along with its relative position (Motion Vector) and absolute 
difference (Motion Residue). Then this information is sent to the next module, Motion 
Compensation (MC) [12], [13]. 
 
Figure II-2 H.264 Codec algorithm in phases 
 
The Spatial Redundancy Removing Phase of the H.264 codec mainly uses the 
Discrete Cosine Transform (DCT) to separate the high and low frequency parameters of 
the residue of an MB. Most of the powers of these frequency parameters come from the 
low frequency domains. By applying a quantization map to the DCT results, the high 
12 
frequency components are eliminated and the low ones are retained. Finally, H.264 uses 
arithmetic coding (e.g., Huffman coding) to eliminate arithmetic redundancy [14].  
2.2 H.264 Based SoC Architecture 
According to the instruction profiling of the HDTV1024P (High Definition TV 
with resolution of 2048 × 1024, 30 fps) specification [15], the H.264/AVC decoding 
process requires 83 Giga-Instructions per Second (GIPS) of computation and memory 
access rates of 70 Giga-Bytes per Second (GBPS). In the H.264/AVC encoder, up to 
3,600 GIPS and 5,570 GBPS are required according to the HDTV720P (1280 × 720, 30 
fps) specification . 
Apparently, although many excellent H.264 integer motion estimation schemes 
have been proposed [16], [17] and [18], there is still a large need for the development of 
software to match the efficiency. A software approach is always the better solution (in 
consideration of the cost), in particular when ideally there is no limitation on computing 
time. However, realistically, applications exist with time constraints such as the need for 
real-time processing. This is true in our case because a visual surveillance sensor network 
needs to respond in real time, which can only be achieved based on a hardware solution. 
Figure II-3 is a sample demonstration of an H.264 based System-on-a-Chip (SoC) 
architecture [19], [20], [21]. It contains one CPU as the management module of the entire 
system, one arbiter as the management module of the data/control bus, one Direct 
Memory Access Controller (DMAC), one main memory, one H.264 codec core, and 
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several IO peripheral device interfaces such as a sensor interface and USB/Ethernet/Wi-
Fi interface. The data flow is described below: 
 
Figure II-3 General H.264 based System-on-a-Chip (SoC) design 
• Green line: Video sensor captures video RAW stream data and sends it through 
the Sensor Interface module, data bus, and finally into the main memory 
through DMAC. 
• Red and orange lines: These two lines represent the “current frame” and 
“reference frame” data, respectively. They will go through the DMAC again to 
reach the H.264 codec core. 
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• Blue line: Compressed data gets released from the H.264 and travels along the 
bus. It may stay in the memory for a while, but it will finally get out of the 
system through the USB/Wi-Fi/Ethernet system output interface. 
A typical industry model generally consists of a Power Management Unit (PMU) 
and possibly several more I/O interfaces such as an LCD output interface, keyboard input 
interface, and so on. However, for research purposes only, we used this simplified SoC 
model to build our system. 
2.3 Direction Discrete Cosine Transform 
Many image and video coding algorithms have been developed over the past 30 
years, including sub-band/wavelet coding [22], [23], transform coding [24], vector 
quantization [25], and predictive coding [26], [27]. Among these coding technologies, the 
block-based transform approach has been recognized as the most successful, both for 
videos and images. 
The Directional Discrete Cosine Transform (DDCT) [28] is a modified 2-
Dimensional (2D) Discrete Cosine Transform (DCT) [29], [30], [31] technique used to 
optimize the block-based transform platform. 
2.3.1 2-Dimensional Discrete Cosine Transform 
2D DCT is widely used in image compression algorithms (e.g., JPEG). As shown 
in Figure II-4, it is an 8 × 8 pixel image block. 2D DCT actually runs DCT 2 times, 
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horizontally and vertically. By doing this, it separates the high frequency components 
from the low ones. The most important parameters come to the left top of the matrix.  
 
Figure II-4 Typical 8 × 8 2D DCT Transform 
Figure II-5 shows the split step of 2D DCT. It applies the DCT to all of the 
columns and then to the rows. The frequency components are separated: the darker ones 
represent lower frequencies and the lighter ones represent higher frequencies.  
 
Figure II-5 2D DCT transform 
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2.3.2 Directional Discrete Cosine Transform 
The DDCT is a block-based transform algorithm that is based on 2D DCT image 
processing. In general, by applying the 2D DCT to an image block, a frequency 
distribution map can be generated that contains both the low frequency components to be 
kept and the high frequency components to be dumped. However, only the 
horizontal/vertical direction has been scanned. By adding several different modes, DDCT 
can process the original 8 × 8 pixel block in several different directions. 
G1 
 
N/A   
 Mode 0 (Mode 1)   
G2 
  
  
 Mode 2 Mode 3   
G3 
    
 Mode 4 Mode 5 Mode 6 Mode 7 
     Figure II-6 DDCT modes in groups 
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As shown in Figure II-6, there are eight modes in DDCT, numbered 0 to 7, and 
these can be divided into 3 groups.  
Just like the conventional 2D DCT, each mode in DDCT will run DCT twice, 
perpendicularly. To better illustrate this, Figure II-6 only shows the first DCT direction.  
The first group contains mode 0 and mode 1. However, mode 0 and mode 1 are the 
same (the only difference is that mode 0 runs DCT horizontally first, while mode 1 runs 
DCT vertically first.). Thus, in DDCT, only mode 0 counts, and it is identical to the 
conventional 2D DCT. The second group contains mode 2 and mode 3. These are two 
diagonal modes. The third group is made up of modes 4, 5, 6, and 7, which are four 
symmetric semi-diagonal modes.  
 
Figure II-7 First DCT of DDCT mode 2 
Figure II-7 shows how the first DCT transform is performed by mode 2 of DDCT. 
As shown, the first DCT direction is not horizontal or vertical, but diagonal. In this 8 × 8 
image pixel block, 15 Direct Current (DC) values will be generated, and we need to 
“reorganize” the pixel block first before performing another DCT on it. 
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Figure II-8 Reformatted pixel block and second DCT of DDCT mode 2 
As shown in Figure II-8, the way to reorganize the results of the first DCT of 
DDCT mode 2 is to group the corresponding frequency components together along the 
direction of the DCT performed. It then becomes a right triangle. Then, another DCT will 
be performed after the reorganization, and it becomes a right-angled triangle. Finally, we 
get the result of 2D DCT: a 2D Direct Current (DC) value and distributed frequency 
parameter map.  
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Figure II-9 First DCT of DDCT mode 5 
Figure II-9 and Figure II-10 show another example from DDCT mode 5. 
Apparently, different methods are required to perform DCT transforms for different 
modes. 
 
Figure II-10 Reformatted pixel block and second DCT of DDCT mode 5 
Just like the original 2D DCT, the previous DDCT figures show that all of the 
corresponding components will be processed in the same column, which indicates that all 
of the DC values will be processed together to obtain the DC value of the whole map, 2nd 
derivative frequency values, 3rd derivative frequency values, and so on. Yet, because this 
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DC value is the average of the results for different numbers of pixels, as shown in Figure 
II-8 and Figure II-10, we could get a so-called mean weighting defect [24] if we only 
perform the DCT without any appropriate corrections. 
There are generally two ways to deal with the mean weighting defect [21]. In our 
research, we use the simplest method to modify the weighting factors. If we define α as 
the original   block and  as the conventional 2D DCT result, the conventional 2D 
DCT’s coefficient block can be expressed as: 
 
II (1)  
where 
 
 
II (2)  
By changing the weighting factor, , we can use 
 II (3)  
to correct the DC value of mode 2. 
For the rest of the DDCT modes, we repeat the process, but in different directions, 
as shown in mode 5 in Figure II-10. 
After DDCT obtains all of the result candidates from the 7 internal modes, the 
selection is made based on the “zero” counts. Generally, an image with a higher 
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frequency of zeros after quantization has lower correlation from pixel to pixel in this 
direction, which will theoretically lead to a more efficient compression ratio. 
2.4 Background Elimination Algorithm 
Foreground detection algorithms (e.g., motion detection, object recognition, etc.) 
are based on an analysis of continuous object colors or patterns [32], [33]. These patterns 
can easily be recognized if there are no background distractions. For still images, a 
background subtraction algorithm [34], [35] can be very hard to use. Yet, a reference 
background image makes it much easier.  
 
Figure II-11 Foreground recognition failure without background elimination 
Figure II-11 shows that in a video sequence, because of fast movement and 
rotation, the color/pattern correlations of a moving object between the current frame and 
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previous frame(s) begin to decrease. If the background is not eliminated, this could lead 
to an object/motion detection failure.  
In contrast to general purpose cameras, surveillance cameras are usually positioned 
at static positions. Therefore, if we simply add a background reference frame to the 
camera, it should be easy to remove the background from the current frame. Thus, the 
object/motion detection result will be more reliable. Generally, the lighting condition is 
the key to background elimination. For a stable lighting condition (e.g., laboratory, 
classroom, etc.), background elimination is relatively easy. However, in an outdoor 
parking lot, the lighting condition is constantly changing over time. Background 
elimination may therefore require the assistance of several algorithms such as exposure 
compensation to normalize the light, as well as a luminance ripple filter to even out an 
unstable lighting condition for better results. 
2.5 Edge Detection Operator 
Motion object detection and tracking techniques have been studied for years in 
relation to numerous areas of interest such as authentication systems, machine-human 
interfaces, and, most commonly, video surveillance. There are a number of different 
techniques used in the motion tracking fields today [36]-[39]. Most of these utilize the 
frame differences to detect object movement. 
Edge Detection [40]-[42] is another very popular and important technology in 
Computer Vision. It is well developed and widely used in Digital Image Processing (DIP). 
Edge Detection also utilizes many individual algorithms, which can be categorized as 
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first-derivative operators and second-derivative operators. First-derivative operators such 
as Roberts, Prewitt, and Sobel can detect the edge of an image in one dimension (either 
horizontal or vertical), while second-derivative operators such as the Laplacian operator 
can detect it in both dimensions at the same time [30]. In this paper, we will use the two 
most famous, which are the “Sobel” and “Laplacian of Gaussian” (LoG) operators [43]. 
 
Figure II-12 Sobel operator 3D plot in MatLab 
 
The Sobel operator is a first-derivative edge detection operator. It is simple and 
easy to realize in most cases. In order to detect a 2D image edge, we need to run Sobel 
twice, in different directions. Figure II-12 shows a typical Sobel bi-directional kernel: 
 II (4)  
and 
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II (5)  
 and  can be combined to get the absolute magnitude of the gradient: 
 
II (6)  
For fast computation, the magnitude can also be approximated as 
 
II (7)  
Thus, the approximate kernel for the 2D Sobel detection operator is 
  II (8)  
In contrast to the Sobel operator, the Laplacian of Gaussian (LoG) operator is a 
second-derivative edge operator.  
 
Figure II-13 Laplacian digital approximations 
Figure II-13 shows two typical Laplacian operators. Its mathematical equation is 
expressed as 
 
II (9)  
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A typical Gaussian Kernel with width  is 
 
II (10)  
Thus, the Laplacian of Gaussian will be 
 
II (11)  
Variables x and y are equal in this equation. We determine the x part first: 
 II (12)  
 
 
Figure II-14 LoG kernel 3D plot in MatLab 
 
Let , and put x and y back together in the equation: 
 II (13)  
Thus, the typical 5 by 5 LoG convolution kernel is 
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 II (14)  
 
2.6 Distance-to-Angle Signature Algorithm 
The distance-to-angle signature is a 1D functional representation of a boundary. As 
Figure II-15 shows, the way to get the distance-to-angle signature of a figure is to plot the 
distance from its centroid to the boundary as a function of the angle [43].  
 
Figure II-15 Distance-to-Angle signature algorithm 
The basic idea of the distance-to-angle signature is to transform the figure shape 
from the Cartesian coordinate system into a distance-angle coordinate system. 
Conventional DIP algorithms (e.g., block-based transform) are based on the Cartesian 
coordinate system, which is a good platform to analyze panning objects. However, if the 
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objects are spinning or moving in/out, they become hard to analyze/recognize. One of the 
key features of the distance-to-angle signature is that no matter how the orientation or 
size of the object has changed, the only changes reflected in its distance-to-angle 
signature map would be the amplitude ratio or orientation point of the signature. 
2.7 Artificial Neural Network System 
 
Figure II-16 Simple Artificial Neural Network (ANN) system 
An Artificial Neural Network (ANN) system [44], [45], [46] is a computer 
algorithm model of the brain and nervous system. It is highly parallel and processes 
information much more like the brain than a serial computer. Basically, an ANN system 
• has the ability to learn 
• is based on very simple principles 
• exhibits very complex behaviors 
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Figure II-16 shows a single-layer artificial neural network system. Data are 
presented to an input layer and passed onto a hidden layer by multiplying by a weight 
matrix. Finally, the data are passed onto the output layer. The information is distributed 
and processed in parallel. Figure II-17 shows the process for each of the neuron cells. 
 
Figure II-17 Typical neural network process 
Among the various types of ANNs, the most popular is Backpropagation (BP) [47], 
[48], [49]. BP is a common neural network learning algorithm. Its input signals propagate 
forward through the network, while error signals propagate backward. Weight 
adjustments are made to reduce error. A typical BP ANN should have the following 
features: 
• it requires a training set (input/output pairs) 
• it starts with small random weights 
• the error is used to adjust the weights (supervised learning) 
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• the result is gradient descent on error landscape 
In a real application, the input and training of a BP ANN could be very different. 
But the idea remains the same. We first need to find a series of features to represent the 
input. Then, we define the corresponding output values. We train the neural network with 
these inputs and outputs starting with some random weights. The training is counted in 
epochs (rounds). In each epoch, the random weights will be slightly corrected to become 
a better filter for the input-output combinations. At the end of the training, all of the 
inputs will be perfectly recognized and assigned to the outputs, and we can start to use 
the well-trained network to predict the results of unknown input data. 
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III SYSTEM HARDWARE PLATFORM DESIGN 
3.1 Analog Surveillance Network System Architecture 
At present, visual surveillance network systems are mainly designed using analog 
technology. Some surveillance systems have been partially digitized on the data storage 
end [50], [51]. Their storage format has been converted into digital files and stored on 
hard drives or optical discs. Because the signals that are transferred and processed remain 
analog, they are still analog systems. A practical structure for a visual surveillance 
network system is depicted in Figure III-1.  
 
Figure III-1 Practical structure for visual surveillance network system 
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Essentially, in an analog surveillance system, multiple cameras with dedicated 
video cables are connected to a video link switch server. All of the video data or selected 
video data may then be transferred to a secure room (control room), which contains 
human guards to monitor the information. We can easily divide a surveillance system into 
four basic phases: the capture phase, transfer phase, analyze phase, and store/execute 
phase. Figure III-2 illustrates these phases in an analog surveillance system. 
 
Figure III-2 Analog surveillance system phases 
As discussed in Chapter I, because analog video signals are hard to process, an 
analog surveillance system needs human guards to “analyze” the incoming video 
information and make judgments about whether or not a potential threat exists. 
3.2 Proposed Digital Surveillance System Phases 
The core idea of this dissertation is to improve the surveillance network by 
changing it into a purely digital system. In order to achieve this target, our signal must be 
digitized from the very first phase of the system. 
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Figure III-3 Analog data transfer compared to digital data transfer 
In a surveillance network system, over 99 percent of the data transferred is video 
color data. A typical unit of color data (R, G, or B) is a number from 0 to 255, which is 
an 8-bit binary number. As shown in Figure III-3, a digital system requires eight times 
the bandwidth of an analog system to transfer the same data file.  
To reduce the bandwidth impact of a digital system, H.264 video coding is 
introduced. As discussed in Chapter 2.2, H.264 is an advanced video coding method that 
can reduce the video data dramatically (usually by 100 times or more). After using an 
H.264 encoding system, a typical 3.0 Gbps 1080p video signal is no more than 60 Mbps. 
However, it also requires huge computational resource support. Currently, no desktop 
machine is capable of encoding an HD H.264 movie in real time, which is why we use 
the H.264 codec SoC hardware platform to perform the encoding. 
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H.264 is a great solution for video data transfer and storage, but it also leads to 
some problems. After the data is transferred to the secure room, decoding all of the H.264 
data into video data and analyzing it requires a large computational overhead. In the real 
world, even the fastest machine cannot decode a large number of H.264 videos 
simultaneously. If we have a hundred or even a thousand video cameras in our 
surveillance system, decoding-based analysis would be impossible. Apparently, we need 
to change the entire architecture of our digital surveillance network system. 
 
Figure III-4 Proposed digital surveillance system phases 
Compared to Figure III-2, Figure III-4 illustrates a completely new architecture for 
a digital surveillance network system. By implementing a digital SoC chip in each video 
sensor, we can now encode data and analyze it simultaneously right after it is captured. 
The coded H.264 video data do not ever need to be transferred but can be stored locally at 
its camera. Through a private digital network, a security administrator can check either 
the real time streaming video data or the stored video data. 
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Each of the video cameras can capture, analyze, and store video data 
independently and is called a “surveillance node,” as shown in Figure III-5. 
 
Figure III-5 Surveillance Node 
3.3 Improved H.264 Core Architecture 
3.3.1 Video optimized DDCT module implementation 
As discussed in Chapter 2.3, conventional DDCT is optimized for image use, 
which is mostly based on 8 × 8 pixel block computation. However, the H.264 coding 
algorithm is based on a 16 × 16 pixel MB. The larger pixel block size brings more 
direction options. In order to maintain the efficiency of DDCT, we add four extra modes 
to the original DDCT. 
G4 
    
 Mode 8 Mode 9 Mode 10 Mode 11 
     
Figure III-6 Four Extended Modes for Video Optimized DDCT 
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Figure III-6 shows the extra group of four modes created for the optimized 16 × 16 
pixel video DDCT. Lab results show that these “semi-diagonal” modes would match 
another 20~25% of the area that other DDCT modes cannot match.  
 
Figure III-7 First DCT of DDCT mode 9 
 
Figure III-7 and Figure III-8 show two DCT processing examples of DDCT mode 
9, which is one of the new modes we created. Thus, our new video optimized DDCT now 
contains a total of 12 modes. 
 
Figure III-8 Reformatted pixel block and second DCT of DDCT mode 9 
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3.3.2 Background elimination module implementation 
For surveillance cameras, the background information is relatively static. Although 
it does not offer any information, it still occupies system bandwidth. Eliminating the 
background information from every single frame of the streaming video would 
dramatically save system bandwidth, and using the “object-only” frames would make 
video analysis (e.g., motion detection, object recognition, etc.) much easier.  
On the other hand, the speed requirement for background elimination is high. If the 
input and output do not continuously match the frame speed of the system, the H.264 
codec core cannot operate normally. In addition, the background information is 
sometimes needed when the administrator wants to replay the video. Therefore, we also 
need to add the background information back in during playback. 
Generally, background elimination is based on an “object mask” generated by the 
differential image of the current frame and reference background frame. However, this 
subtraction cannot be performed directly because of various lighting issues. A general 
purpose surveillance camera can be placed anywhere, inside a government building or 
outside on a football field. Lighting issues involving rain, snow, or clouds can easily lead 
to the failure of the background elimination.  
There are mainly two categories of lighting issues. Figure III-9 shows normalized 
luminance graphs of them. The luminance axis is normalized by the reference 
background so that all of the luminance values from the reference background maintain a 
value of “1.” Panel A shows a typical “exposure” situation. This situation occurs when 
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the lighting condition for the background is changing (e.g., the sky gets cloudy, one of 
the lights goes off, etc.). Panel B shows a “ripple” situation. This situation occurs when 
the lighting condition for the background is very unstable spatially (e.g., rain or snow).  
 
Figure III-9 Normalized luminance map of two categories of lighting issues 
Figure III-10 shows an example of direct subtraction without solving the ripple 
lighting issue. Solving the lighting issue is a very important part of background 
elimination. 
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Figure III-10 Direct Subtraction example with ripple lighting issue 
Figure III-11 demonstrates the background elimination algorithm. In order to solve 
the lighting issue, we have to sample and analyze a portion of the current frame’s 
background (10 × 10 pixels). We will analyze the average value and the standard 
deviation value of the differential 10 × 10 pixel block to detect whether this portion of the 
current frame is background. The average difference value represents the total exposure 
luminance difference (exposure lighting issue), while the standard deviation value 
represents the instability of the differential block (ripple lighting issue).  
If the average value and standard deviation value are both small, the current frame 
is perfect, with no lighting issue. On the other hand, if the average value and standard 
deviation value are both large, the 10 × 10 pixel block might have a lighting issue or be 
disturbed by some portion of the object. Another 10 × 10 pixel block needs to be 
processed to confirm this. If the average value is small but the standard deviation is large, 
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there is a ripple lighting issue with the current frame. Similarly, if the only large number 
is the average value, this indicates an exposure lighting issue. 
 
Figure III-11 Background Elimination Algorithm work flow 
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For the exposure lighting issue, an average luminance will be added to (subtracted 
from) the current frame. For the ripple lighting issue, a band-stop filter will be applied to 
eliminate the unwanted frequency ripples from the current frame.  
3.3.3 Proposed H.264 Core Architecture 
 
Figure III-12 Proposed H.264 codec core architecture 
As Figure III-12 shows, two major modifications are applied to the conventional 
H.264 codec core (Figure II-2): 
1) The DCT transform module is replaced by our newly designed video optimized 
DDCT and inversed DDCT (iDDCT) module in the proposed H.264 core. 
2) Before H.264 coding takes place, the background elimination module will 
eliminate the background sampled from the background reference frame. Before 
the decoding output, the background will be added back to the decoded object-
only frame. 
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3.4 H.264 and DSP-Based SoC Hardware Architecture 
3.4.1 H.264-based SoC Top-down design 
A typical H.264 codec-core-based SoC chip architecture was thoroughly discussed 
in Chapter 2.2. In order to fit it into the proposed digital surveillance system, in addition 
to the ability to encode/decode the video, the SoC should also be able to analyze the 
video. Video analysis has to be done in several different ways. Thus, some modifications 
are required for the H.264 SoC architecture.  
SoC system design is different from hardware-only H.264 core design. It is more 
of an application-based hardware-software cooperation design. Generally, the hardware is 
a platform that runs software. It offers basic fundamental computation abilities. In 
addition, the software is going to use these abilities to expand the application possibilities. 
Table III-1 shows the basic advantages of hardware and software solutions. 
Table III-1 Hardware solutions vs. Software solutions 
 
HARDWARE SOLUTIONS 
Advantages It is the fastest solution. Computations can be parallel. 
Disadvantages Hard to modify, expand, or reuse for other applications. 
 SOFTWARE SOLUTIONS 
Advantages Very flexible. Can be re-programmed anytime. 
Disadvantages Relatively slow, depends on its hardware platform (CPU/DSP/MEM). 
 
The choice to use a hardware or software solution is based on the specified 
applications. We implement DDCT in the hardware to increase the quality-bitrates ratio 
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while maintaining the efficiency of the H.264 coding. However, video analysis is quite 
complicated and could vary for different applications. Thus, a software solution is also 
needed. 
3.4.2 Vector Bank hardware module implementation in H.264 SoC 
Figure III-13 shows a typical portion of the Motion Vector Map of a video 
encoding procedure. By comparing the current frame and reference frames, the Motion 
Estimation Block generates the MB-based Motion Vectors.  
 
Figure III-13 Typical Motion Vector MB map in H.264 encoding 
These vectors, along with residues, are going to be transformed, quantized, and 
compressed into video codes. After this, the Motion Estimation Block will dump the 
Motion Vectors to make room for the next MB. Actually, the motion vectors are 
calculated in the MB rather than in the frames. In previous studies [52] [53] [54], we 
found that it is very helpful for motion detection and object segregation to keep the vector 
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information inside the video code. Thus, the memory-based hardware module used to 
keep these Motion Vectors is called a Vector Bank (VB). 
The original format of a vector value described by the H.264 ME module is 
formatted as X by Y pixels. X and Y are the distances that the current MB is from the 
matched reference MB. The “X/Y” representation is very efficient in MB substitution but 
hard to categorize as motions. Therefore, we use the quantization to transform this vector 
containing X and Y into the angle value and length value of the vector to better represent 
its motion value: 
 III (1)  
 III (2)  
The angle-length vector description is better for storage and motion detection 
usage, but the “tan” and “square root” functions are unacceptably complex and 
consumptive in a hardware design. Thus, we use the two assumptions below to make it fit 
into the framework of hardware implementation: 
• Sixteen approximate angle divisions. Sixteen angles are sufficient to detect the 
motion of objects. We approximate these angles from a rectangular plane as 
shown in Figure III-14 (b). The angles are not exactly the same, but are very 
easy to detect by comparing X and Y, as shown in Figure III-14 (d). 
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• For lengths, it would be easier to just use the relation of length r to X and Y 
within each angle rather than calculate them. Figure III-14 (c) shows how the 
four quadrants affect the length, and (d) shows the r approximation.  
 
Figure III-14 Angle and length approximations for Motion Vectors 
For example, if vector number (X, Y) equals (-2, 10), the vector is in the 2nd 
quadrant, and Y is more than twice the size of X. Therefore, the angle value is 4, and 
length value r = 10, which is equal to Y, as stated. We output the (angle, length), which is 
(4, 10), into the VB. It looks quite similar if we use (-2, 10) instead of (4, 10). Yet, 
actually there are essential differences. Both X and Y can be positive or negative 
numbers. Because these numbers are large, we probably need 16 bits to describe each of 
them. On the other hand, the angle number is 0~15, which only requires 4 digits. The 
length number is also a positive-only number, which probably only takes 8 bits. In 
hardware, that is a huge savings, from both the bandwidth and storage perspectives. More 
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than that, the angle-distance model also offers a good starting point for the software to do 
its job. Hundreds or even thousands of instructions are saved in one second. 
VB is not a typical module inside the H.264 codec core. With a dedicated channel 
built between the H.264 codec core and VB (called the “VB interface”), as shown in 
Figure III-15, the Motion Vector information could be reserved and formed frame-by-
frame, making motion detection possible. 
 
Figure III-15 Vector Bank gathering Motion Vectors 
3.4.3 Digital Signal Processor implementation 
The last part of the SoC hardware design is built as a video analysis software 
platform. This platform includes a processor (DSP processor), a dedicated memory bus, 
and, of course, a dedicated memory. 
It would probably be easier to implement our platform based entirely on the 
original platform without a dedicated memory and buses. However, without expanding 
the bandwidth of the system bus, the system efficiency would be highly risky and more 
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susceptible to crashing. By implementing a dedicated memory and bus, the original 
system balance is maintained. 
On the other hand, in the software portion of the digital surveillance system 
architecture, the DSP processor should have the ability to 
• detect and analyze the motion 
• outline the object with LoG operators 
• get the distance-to-angle signature of the result of an LoG operator 
• identify or categorize the object using a known database 
Obviously, these are tough jobs for any available software platform. Surely this is 
going to require a large amount of bandwidth and computation resources. A dedicated 
processor-to-memory system is the best solution for such a tough job. At the same time, it 
could relieve the burden of the original system bandwidth in order to keep the system 
healthy, preventing the occurrence of frame loss and other system hazards. 
3.4.4 H.264 and DSP-based SoC chip in surveillance node 
Figure III-16 illustrates the “surveillance node” defined at the end of Chapter 3.2 
in more detail. Initially, the video signal will make its way from the camera sensor 
interface to the system memory module. Then, the proposed H.264 module will access 
the memory to obtain the data. The current frame data will be compared with background 
reference data and the background information will be eliminated. Then, through the 
video compression optimized DDCT module, the coded H.264 video data will move back 
to the main memory and finally out of the SoC chip, to be stored on the digital hard disk 
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through the USB/1394 Controller. On the other branch of the H.264 codec core, the 
Motion Vector information is copied and transferred to another memory based module–
VB. A DSP has direct access to VB, and an application-specified video analysis program 
is performed. Finally, the analysis results will be packed compactly and sent to a private 
network via a Wi-Fi/Ethernet controller. The real-time video can be viewed directly 
through the network. The stored video data can also be retrieved from the disk and sent to 
the network upon on the request of a surveillance administrator/officer. 
 
Figure III-16 Proposed H.264-Based SoC Architecture in surveillance node 
3.5 Proposed Digital Surveillance Network System Architecture 
The surveillance node is a cell of the entire surveillance network system. With the 
implemented hardware/software platform, it should have the ability to 
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• capture and compress the surveillance video 
• send the H.264 coded video via a local private digital network 
• store the captured video (or dump it) onto a digital data disk 
• analyze the object motions using the motion vectors stored in VB 
• analyze and categorize the object using an imaging DSP 
Data is gathered, compressed, analyzed, and stored in every node. The various 
technologies previously discussed have contributed to the system, not individually, but in 
an organizational format. The whole architecture of this digital surveillance network is a 
distributed system. With the use of numerous distributed high-tech surveillance nodes, 
the intelligence of the system has been brought to another level.  
 
Figure III-17 Proposed distributed digital surveillance network architecture 
Vector data goes from the H.264 core to VB and waits for analysis by DSP. DSP 
then analyzes these vector data, categorizing the results as “interesting data” or “regular 
data.” Interesting data means that by analyzing the vector data, DSP found data that 
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carries some information that might be of interest to the surveillance system. This data 
would be sent to the group node and finally the control room, triggering an alarm. 
Regular data would not be transferred if the network load is high. Instead, it will be 
stored locally on the node in case a post check is ever needed. 
A security administrator can also set the data saving strategy for each of the 
surveillance nodes. For example, the storage buffer time could be “30 minutes”. It means 
if there is no “interesting data” during this period of time, the video data file would be 
deleted automatically. For different applications, different strategies could be used, 
saving a large amount of bandwidth and data storage capacity. 
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IV SYSTEM SOFTWARE PLATFORM DESIGN 
4.1 Proposed System Software Platform Architecture 
 
Figure IV-1 System software platform architecture 
Figure IV-1 shows a block flowchart of the proposed digital surveillance network 
architecture. The green part is the H.264 codec hardware layer. Data passes through the 
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green part and comes to the blue part, which is the dedicated memory for DSP. It contains 
the DSP database and Vector Bank. Finally, the red part is not hardware but the proposed 
software (program) architecture. 
There are also two data paths shown in Figure IV-1, which represent the two major 
applications for the DSP software architecture. The blue one is the object recognition 
system, and the red one is the object categorization system.  
4.2 Object Categorization System 
4.2.1 Object Classification 
Object classification is a very important step and is followed by motion detection. 
It can offer great assistance to a surveillance system. In contrast to the term “object 
recognition,” object classification can be considered as a standard pattern recognition 
issue. At present, there are three main categories of approaches for classifying moving 
objects.  
1) Shape-based classification. Different descriptions of shape information 
(e.g., points, boxes, or even more sophisticated shapes) are available for 
classifying moving objects. 
2) Motion-based classification. Motion behavior (e.g., spinning, turning, etc.) 
can also be a good aid for classifying moving objects. 
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3) Region-based classification. The region in which the motion is taking place 
(e.g., road, yard, motor lane, etc.) can also affect the object classification 
result. 
4.2.2 Object Categorization System 
The proposed digital surveillance system eases the bottlenecks of bandwidth and 
human intervention. However, for large scale use, the database will become huge. 
Performing one-by-one object recognition is nearly impossible in this case. Thus, an 
object categorization system is needed. 
For small private residence, object categorization system would also improve the 
quality of security alerts. For example, considering a case of a small surveillance system 
for a private backyard, the system is programmed to send alert whenever it detects an un-
indentified object. What is really happening is that the surveillance system will keep 
sending alerts every time even there is only a cat or dog walks by. Without object 
categorization system, even a very small surveillance system could become very 
annoying. 
With an object categorization system, things get better. As Figure IV-2 shows, our 
backyard has a lot of “visitors”. The digital surveillance system will capture these visitors 
and isolate them as “objects”. The motion information for these objects is also detected 
and analyzed. Because the camera is positioned at a fixed angle, the size and speed in 
pixels is very easily transformed into their real world equivalents, like inches or meters. 
By providing sufficient information, a well trained “backyard” system can easily tell the 
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difference between these various categories. It can also cooperate with the object 
recognize system. Imagine that a series of candidate object models is ready to be 
compared right after the category of the object has been detected. 
 
Figure IV-2 Backyard object categorization system 
A very big surveillance system might contain thousands of recognition candidates 
in its database. Generally, a key feature of an object categorization system is the creation 
of a “tree map” to save a large amount of time in object recognition. As shown in Figure 
IV-3, when object recognition is needed, the system will first deliver the request to the 
object categorization system. Large systems (e.g., national security) may require multi-
level tree systems, while small systems may need only a one-level category system. The 
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system could vary based on specific applications. However, they all share some common 
features: 
• greater accuracy is preferable, but it does not need to be 100% accurate 
• the input could be anything – there is no “uniform” format for input 
• have the ability to expand or narrow the category range it tries to detect 
 
Figure IV-3 Object Categorization System and Object Recognition System 
From the list above, we can clearly see that the object categorization system 
matches all of the requirements and features of an ANN system, specifically, a BP ANN 
system. The input of a BP system could be anything. We can take the object size (object 
mask) and object motion values (Motion Vectors) as the input and some real objects like 
“dog,” “human,” or “cars” as output.  
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4.3 Object Recognition System 
An object recognition system is a special stage of the object categorization system. 
While the object categorization system focuses on the features, an object recognition 
system focuses more on the context. An object recognition algorithm should have the 
ability to recognize an object regardless of its “pixel size” or “orientation.” We decided to 
use the distance-to-angle signature algorithm as the fundamental structure of our object 
recognition system. 
Figure IV-4 shows an example of a distance-to-angle signature. We have 3 symbol 
images. They are all airplanes. The differences between (a), (b), and (c) is that (b) is 
turned 230° compared to (a), and (c) is turned 320° and half the size of (a). 
   
(a) (b) (c) 
   
Figure IV-4 Distance-to-angle signature examples 
After applying the distance-to-angle signature algorithm to these three images, we 
get the results shown in Figure IV-5. The top figure is the signature result of (a). We 
turned it 720° instead of 360° in order to give a better illustration of orientation shifting. 
As shown for the second signature (the result of symbol b), there is nothing different 
from (a) except the orientation point. It shows a 230° shift on this signature. The third 
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signature is generated from (c). It has a 320° orientation shift and also a one-half 
amplitude shrinkage in the signature.  
 
Figure IV-5 Distance-to-angle signature results 
The example symbols from Figure IV-5 are identical. By using the distance-to-
angle signature algorithm, we can detect the right symbol even with a slight difference. 
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We can merge 2 signatures into one plot, and calculate the distance differences. The 
smallest difference will have the best match. With proper programming, the distance-to-
angle signature algorithm can be a very important component of the object analysis stage, 
as shown in Figure IV-6. 
 
Figure IV-6 Multi-object detection by distance-to-angle signature algorithm. 
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V SYSTEM EXPERIMENTS AND RESULTS 
5.1 H.264-Based DDCT System 
5.1.1 DDCT Experiment Platform Design 
As Figure V-1 shows, the pink area is the DDCT module. DDCT is a hardware 
parallel system. It is more like a Multi-DCT module.  
 
Figure V-1 DDCT experiment software platform 
In the DDCT module, the original image (a 512 × 512 pixel image in this 
experiment) was divided into multiple 16 × 16 pixel MBs. Then, each of the MBs was 
sent to 11 different DDCT mode processors one-by-one. Every mode processor processed 
the 16 × 16 pixel MB just as was illustrated in Chapter 2.3. Then, the results were sent to 
a zigzag scan and quantization model, just as with 2D DCT. The results were then split 
between the DC part and Alternating Current (AC) part. The DDCT selected the most 
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efficient compressed result (with the most zeros) as the best candidate and output the 
mode numbers with the DC/AC values. Then, the image was coded by the Huffman 
coding algorithm to eliminate the entropy redundancy.  
The yellow area in the figure is the experiment test bench. After the best candidate 
was selected, the result was copied and processed in the opposite way in order to generate 
a recovered image compressed by DDCT. Then, the PSNR analyzer was applied to 
determine the difference between the original image and the recovered image. At the 
same time, the best candidate mode numbers were recorded and reformatted into another 
“block map.” Finally, the Huffman coding result and original image were compared, and 
a “PSNR-bitrates” map was generated to illustrate the efficiency of the DDCT in this case. 
5.1.2 DDCT Test Cases Design 
Selecting the right test candidate was very important for the system experiment. 
We used popular test images for image compression. For discussion purposes, we used 
multiple combination modes: one mode for conventional 2D DCT, 3 modes for only 2D 
DCT and diagonal DDCT, 7 modes for the original DDCT, and all 11 modes for the 
proposed video optimized DDCT to compare the results. Multiple quantization factors 
were also added to enhance the comparison. 
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5.1.3 Experimental Results 
1) Replacement Efficiency 
Table V-1 Replacement Efficiency experiment I 
  
512 × 512 image “Lena” 0, 2, 3 Modes, Q = 1 
  
0, 2, 3, 4, 5, 6, 7 Modes, Q = 1 0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 Mode, Q = 1 
Table V-1 shows one set of the results coming from the replacement efficiency 
experiment. This is a single image but was processed in DDCT with different mode 
combinations. The resulting color block replacement map was created using small 
colored blocks. Each colored block represents a 16 × 16 pixel MB. A white block 
indicates that the 2D DCT or mode 0 is the best candidate. Gray blocks represent modes 
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2 and 3, which are the diagonal modes. Warm color blocks (red and yellow ones) indicate 
modes 4, 5, 6, and 7. Cold colors (green and blue ones) represent those blocks processed 
by modes 8, 9, 10, and 11. Q is the quantization factor. It shows a very simple result if we 
put more candidate modes into the pool: the output will show that more conventional 
DCT blocks are replaced. 
Table V-2 Replacement Efficiency experiment II 
 
 
512 × 512 image “Lena” 0, 2, 3 Modes, Q = 1 
  
0, 2, 3, 4, 5, 6, 7 Modes, Q = 1 0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11Mode, Q = 1 
 
Table V-2 shows the same case as Table V-1, but in these images, the horizontal 
axis number represents the corresponding mode number. The vertical axis represents the 
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best candidate block amount for each of the modes. There are a total of 1024 MBs for a 
512 × 512 image. Obviously, the conventional 2D DCT (DDCT mode 0) still takes the 
main portion of the “best candidates.” Yet, it is also noticeable that with an increase in 
the number of modes joining the pool, the mode 0 number decreases. 
Table V-3 Replacement Efficiency experiment III 
 
 
512 × 512 image “Lena” Mode 0 amount in different modes and Qs 
  
512 × 512 image “Cameraman” Mode 0 amount in different modes and Qs 
 
Table V-3 shows the mode 0 results for two different images. Each bar figure has 
four sections: “mode 0 only,” “modes 0, 2, and 3,” “modes 0 to 7,” and “modes 0 to 11.” 
In each mode, the original picture is compressed using different quantization numbers. In 
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this example, we used Q numbers 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 2.0, 3.0, 4.0, 
and 5.0. A larger Q number represents the use of a greater compression ratio by DDCT 
and the retention of less image quality.  
 
Figure V-2 Mode 0 trend for different mode and Q combinations 
Figure V-2 shows that as the Q number becomes increasingly larger, more MBs 
will not always be represented by other modes. There is a “sweet spot” for the best 
replacement result, and it is different for different images. From the general trend, we can 
see that as more modes continue to be added, the replacement impact on mode 0 is going 
to decrease. 
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2) DC and AC compression ratio 
Figure V-3 and Figure V-4 illustrate the DC/AC compression ratio change for two 
images caused by the change in the quantization factors in different modes. 
 
Figure V-3 DC/AC compression ratio with Q numbers 
The compression ratio constantly increases as the quantization factors become 
larger, which means the image quality continues to decrease. For a single MB, it does not 
matter which mode of DDCT is applied; the DC value, which is the average value of the 
16 × 16 (256) pixels, will always remain the same. Thus, the DC compression ratio will 
be affected by the Q numbers but will not change very much as the result of the different 
mode combinations. The blue sections of these two figures show the DC compression 
ratios caused by the different Q numbers and different mode combinations. 
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In contrast to the DC value, the AC value (the red area) could be compressed better 
with more DDCT modes. The directional DCT algorithm caused better compression of 
the directional AC value, and it obviously achieved its target. 
 
Figure V-4 DC/AC compression ratio with Q numbers II 
 
3) PSNR-Bit/Pixel Ratio 
The peak signal-to-noise ratio (PSNR) for the Bitrates map is one of the most 
important key feature demonstrations for a digital image compression algorithm. Figure 
V-5 and Figure V-6 show how different mode combinations affected the PSNR-Bitrates 
map.  
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In Figure V-5, the conventional 2D DCT offers nearly 30 dB in PSNR when using 
1 bit per pixel. By using a smaller quantization factor, the bitrate becomes 2 bits per pixel, 
and the PSNR reaches 36 dB. In contrast, our fully loaded 11 mode video optimized 
DDCT offers approximately 34 dB in PSNR at a 1 bit per pixel transfer rate. If the rate 
becomes 2 bits per pixel, the PSNR could reach nearly 40 dB. 
 
Figure V-5 DDCT efficiency of PSNR–Bits/Pixel map 
Not every experiment had an output as good as that shown in Figure V-5. In Figure 
V-6, the optimized 11 mode DDCT does not show a big lead. As can be seen, the 
advantage of the multi-mode combination DDCT compared to the conventional 2D DCT 
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is relatively small throughout the entire figure–a lead of approximately 0.5 dB in PSNR 
values when they share the same bitrates. 
One of the big reasons for the variation in the efficiency of multi-mode DDCT is 
the replacement efficiency. In Figure V-5, the image “Sand” has a large number of MBs 
featured in a diagonal or semi-diagonal pattern, and most of them have been processed 
and replaced by modes 2 and 3. In contrast, the image “Cubic” in Figure V-6 has a large 
number of white/gray areas. These areas will have the best PSNR-Bitrate value even 
when processed by the conventional 2D DCT.  
 
Figure V-6 DDCT efficiency of PSNR–Bits/Pixel map II 
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5.1.4 Summary 
The PSNR-Bitrates map is the best conclusion of our video optimized DDCT. As 
expected, it shows its advantage when using 16 × 16 pixel MBs. By replacing DDCT 
with 2D DCT of the H.264 codec core, we can get higher video quality while maintaining 
or lowering the transfer rate. 
5.2 Background Elimination System 
All of the video analyses start from motion detection. The Motion Vectors that are 
extracted from the H.264 ME module by VB offer a great platform for the Motion 
Detection algorithms. As discussed in Chapter 2.4.1 and Figure III-10, the 
luminance/color matching can be easily fooled by various lighting conditions. Using the 
most similar MB to generate Motion Vectors and Residues is probably the best way to 
compress an image but is not perfect in motion detection. That is why background 
elimination is so important. It is implemented in the H.264 codec core to help the ME 
block obtain more accurate object/motion detection results. 
The working situation for a surveillance camera is quite different from a general 
purpose camera. It usually remains in a static status, which means the background could 
be considered static over a relatively longer period of time (say every 10 minute). 
Background references can be captured by the administrator and reused for future 
comparison, analysis, and processing. Once we eliminate the background of the current 
frame, leaving just the object, the motion vectors generated by the H.264 ME module will 
become relatively accurate and usable.  
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Figure V-7 Motion Detection with Background Elimination System 
Figure V-7 shows a model of the motion detection system used with the 
background elimination system. Before the video stream is captured, a reference 
background image is captured. The background elimination algorithm eliminates the 
background of every input image. Thus, an object-only image will be prepared for the 
following ME module. With object-only images, ME will be sent to the H.264 core, and 
finally object motions will be detected by the ME module.  
Another huge benefit of using hardware for Background Elimination is the system 
bandwidth. As mentioned above, surveillance cameras usually work in a fixed position. If 
we can eliminate the background and send the “object-only” frame as the “current frame” 
prior to H.264 encoding, and of course merge the reference background after the “object-
only” frames are decoded, the frames should remain the same, while saving tremendous 
bandwidth. All we need to do is send our reference background frame before the 
decoding occurs. For example, we can send it as a single I frame at the beginning of 
every 10 minutes of H.264 stream capture.  
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5.2.1 Experiment Setup 
1) Reference Background Image 
Figure V-8 shows a reference background image captured by a surveillance 
administrator. All of the video frames in this experiment were shot via a typical consumer 
grade video camcorder. Within the frame, there are numerous horizontal lines on the door. 
These will easily be confused with human hair. There is also a skin-tone switch on the 
right side and several frustrating towels on the left.  
 
Figure V-8 Captured reference background image 
The camera was fixed on a stable tripod throughout the entire experiment. The 
exposure mode was automatic, and it performed an exposure simulation automatically 
and compensated for the exposure by using different aperture index numbers and shutter 
speed combinations. The artificial lighting condition in this room was changed 
occasionally to simulate the real world environment.  
71 
2) Consecutive “current frame” images 
Table V-4 shows 6 consecutive frames captured by the camera. 
Table V-4 Consecutive Experiment Frames 
  
Frame Seq. #1 Frame Seq. #2 
  
Frame Seq. #3 Frame Seq. #4 
  
Frame Seq. #5 Frame Seq. #6 
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5.2.2 Experimental Results 
1) Background elimination  
As Table V-5 shows, for the current input frame, the direct subtraction result is not 
ideal. A 10 × 10 pixel matrix portion of a direct subtraction result shows that the current 
frame has an average of 45 luminance differences other than the reference background 
frame. This means the current frame has an exposure lighting issue. 
Table V-5 Consecutive Experiment Frames 
  
Reference Background Frame Current Frame 
 
 
Direct Subtraction Results 10 × 10 background differential matrix 
 
By compensating for the differential light, the exposure of the current frame was 
finally normalized with the reference background frame. Then, R, G, B channel 
subtractions were performed, and each channel generated an object mask. By merging 
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them, we got the object mask. Using this object mask, the original sequential frame 
became an object-only frame (Figure V-9). 
Table V-6 Consecutive Experiment Frames 
  
Red channel mask Green channel mask 
  
Blue channel mask Merged final object mask 
 
 
Figure V-9 Background eliminated object-only luminance frame. 
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2) Motion Detection after Background Elimination 
Table V-7 Sequential Object Masks 
  
Frame Seq. #1 Object Mask Frame Seq. #2 Object Mask 
  
Frame Seq. #3 Object Mask Frame Seq. #4 Object Mask 
  
Frame Seq. #5 Object Mask Frame Seq. #6 Object Mask 
Table V-7 shows a list of object masks generated by the background elimination 
module. By applying the object mask to the original sequential frames, object-only 
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frames will be generated. These frames will be sent to the ME module, and accurate 
motion vectors will be easily detected there. Table V-8 shows a list of sequential object-
only frames and the motion detection results from the ME module. 
Table V-8 Sequential Object-only frames and Motion Detection Results 
  
Frame Seq. #1 Object Only Frame Frame Seq. #1 Object Only Frame 
  
Frame Seq. #3 Object Only Frame Frame Seq. #3 Motion Detection 
  
Frame Seq. #5 Object Only Frame Frame Seq. #5 Motion Detection 
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3) H.264 compression improvement after Background Elimination 
Figure IV-10 shows the experimental setup for a background elimination-based 
H.264 compression analysis. In this experiment, the original video sequence (Table V-4) 
will be compressed in H.264 as reference compression data. Then, as Figure IV-10 shows, 
the same video stream frames will be sent to the background elimination module. As the 
results of the background elimination algorithm, the “object-only” frames will be 
considered as standard input, and H.264 will be used as with the original video sequence. 
Finally, we compensate for the original background using the output of the compressed 
video, and get the real “decoded” video frame stream.  
 
Figure V-10 Background Elimination experiment platform setup 
As shown in Figure V-11 and Figure V-12, two video streams were analyzed for 
this experiment. The figures show the PSNR-Bitrate Maps for both the original video 
stream compressed in H.264 and the “background eliminated” version of the same video 
stream compressed using the same H.264. 
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Figure V-11 H.264 compression result of original and Background Eliminated video 
PSNR-Bitrates comparison I 
 
As can be seen in Figure V-11, the background eliminated video streams show 
better compression efficiencies than the original video streams. However, this conclusion 
is not always true. Figure V-12 (a larger object inside video) shows a crossover point 
where both the original and background eliminated video streams transfer a PSNR = 39.2 
dB video at 115 Kb/s. There could be several reasons for this result. The most important 
one is the object size. If an object is large, the advantages of background elimination will 
be less. On the opposite side, if the object of the frame is relatively small, the bandwidth 
can be improved dramatically. 
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5.2.3 Summary of Experiment 
The background elimination module plays a very important role in the whole 
digital surveillance system. It is the first part of the object recognition system, object 
categorization system, and motion detection system. It eliminates redundant and useless 
information from a frame, which will save the system bandwidth dramatically. It isolates 
the foreground object, allowing the H.264 ME module to obtain more accurate motion 
results for the following object categorization and recognition systems.  
 
Figure V-12 H.264 compression result of original and Background Eliminated video 
PSNR-Bitrates comparison II 
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5.3 Object Recognition System 
Different applications may require different object recognition types. As an 
application-based algorithm, an object recognition system has to have the ability to 
expand or change its recognition targets and methodologies. Thus, it is better to build the 
object recognition system in the software platform rather than in hardware modules.  
 
Figure V-13 Object Recognition in surveillance system 
In an object recognition system, as shown in Figure V-13, the video data will be 
processed through the background elimination module, which is inside the proposed 
H.264 core module, and finally reach the object recognition system, which is within the 
DSP stage. The object recognition module is independently programmed. Future objects 
and models can be added by simply updating the database. 
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5.3.1 System Input 
The system input for an object recognition experiment includes the reference 
background image, a series of frames, and a “to-be-recognized” object database. Again, 
let us start with the reference background image. 
1) Reference Background Image 
 
Figure V-14 Reference background frame picture 
Figure V-14 shows the reference background frame image. This is a simulated 
road area. There are two paths crossing at the middle of the frame. The paths have a dark 
gray color. Some obstacles are placed beside the paths. 
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2) Object Database 
Table V-9 Input database of three different cars 
Cadillac Volkswagen Honda 
   
   
   
   
   
Table V-9 shows the input database for this experiment. Three cars have been 
chosen. Because the cars are 3D models, each of them must have a set of appearances at 
different angles stored in the database. The real database actually contains a much larger 
amount of car shape information than is shown in Table V-9.  
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3) Sequential Frames 
Table V-10 shows a series of frames taken when two cars meet at the intersection 
of the roads. This is a typical scene that occurs frequently.  
Table V-10 Sequential Frames 
   
Frame Seq. #1 Frame Seq. #2 Frame Seq. #3 
   
Frame Seq. #4 Frame Seq. #5 Frame Seq. #6 
  
 
Frame Seq. #7 Frame Seq. #8  
5.3.2 Experiment Database Setup 
In this experiment, we first need to refine the image-based database into a data 
value-based database. As discussed in Chapter 2.5.1, the distance-to-angle signature 
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algorithm is a very good algorithm for object recognition. In order to get uniform 
distance-to-angle signature values, we need to first refine our database pictures. 
Table V-11 Object Mask generated by background elimination 
  
The elements from the database are all pre-processed. They do not have to be real-
time processed in this case. Let us take one figure from the database as an example. As 
Table V-11 shows, an object mask was generated by the original database image using 
the background elimination algorithm. To represent the shape of the object, an object 
mask figure is more useful than the object-only image. 
Table V-12 Centered object image with its LoG edge detection result 
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After this, we need to center the object and crop the image to a fixed length. This is 
because the objects from the database might have different sizes. However, in order to 
recognize the object we need to unify all of the inputs and the database to a single size, as 
shown in the left figure of Table V-12.  
The distance-to-angle algorithm is based on the outlines of the object. Thus, we 
must determine the outline of the object. The figure on the right side of V-12 is the result 
of using an LoG edge detection operator to process the left side image.  
Finally, to build up the new database, we must determine the distance-to-angle 
signature values. By scanning 360° from the inner center to outer border of the object 
edge using different radii (Figure V-15), the angle-to-distance signature of the database 
object is finally generated, as seen in Figure V-16. 
 
Figure V-15 Multi-Radius Scanning for angle-to-distance signature generation 
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Figure V-16 Generated angle-to-distance signature 
By following the same procedure, all of the images in our database can be 
transformed into a distance-to-angle value set. 
5.3.3 Experiment procedures  
 
Figure V-17 Distance-to-Angle-based Signature Object Recognition Architecture 
Figure V-17 shows a flow chart map of the object recognition experiment. As 
shown in the figure, object recognition is accomplished by three hardware devices. The 
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first device is the proposed H.264 codec core. Using the same part as the motion 
detection, the background elimination module generates object mask frames from the 
current frame and reference background frame. Then, the frame mask is transferred into 
the DSP module. A series of DSP programs is then applied to the object mask: 
1) Centering-Resizing-Extraction algorithm. This procedure analyzes the size and 
center point of the object mask. Then, it extracts the object portion out of the 
entire frame as a square image. Finally, it resizes the image to enlarge or shrink it 
to the original size of the database signature. 
2) LoG edge detection operator. This program applies the LoG matrix convolution to 
the resized square object mask. The outlines will be kept but the context will be 
removed. 
3) Distance-to-angle signature generator. This program resets the origin point of the 
object image to the center of the object and transposes it into the angle-radius 
system. Thus, we get the object distance-to-angle signature. 
4) Finally, the signature has to go through the entire library to search for matching 
signatures. The absolute distance of the object signature and database candidate 
signature will determine which candidate will be the final matched one.  
The software process may take longer than the frame rate (e.g. 1/30 seconds) to 
complete the object recognition. This depends on the ability of DSP, the efficiency of the 
program, the scale of the database, and numerous other conditions. However, no frame 
rate object recognition is required. Once the system has a clear object mask, the DSP can 
begin processing in an attempt to identify the object totally asynchronously with the 
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coding process back in the H.264 codec core. On the other hand, in the future, if more 
proposed modules are implemented in the hardware, it might also be possible to keep the 
object recognition as a frame rate design.  
5.3.4 Experiment Results 
1) Background Elimination 
Table V-13 Background Elimination Result 
   
Frame Seq. #1 BG elimination Object isolation for VW 
   
Frame Seq. #4 BG elimination Object isolation for VW 
   
Frame Seq. #7 BG elimination Object isolation for VW 
 
Table V-10 shows a series of captured sequential frames as our test case. In this 
case, we have two objects, a Volkswagen GTI and a Honda truck. Obviously, we have to 
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recognize one object at a time. Therefore, an object isolation program will be used and 
will finally leave only one object (the Volkswagen this time) in the object mask frame 
(Table V-13). 
2) Centering-Resizing-Extraction algorithm results  
Table V-14 Centering-Resizing-Extraction algorithm results 
  
Frame #1 Object mask from BG Elimination Centering-Extraction Result 
  
Frame #7 Object mask from BG Elimination Centering-Extraction Result 
Table V-14 shows the experiment results of the Centering-Resizing-Extraction 
algorithm. The object has been extracted, centered, and enlarged into a 320 × 320 image 
block. The image quality is relatively low because the real object in the frame (480p) is 
not large enough for the experiment. HD cameras will offer better results in this case. 
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3) Laplacian of Gaussian Edge Detector Results 
 
Figure V-18 LoG 3 × 3 operator 
The next step is the Laplacian-of-Gaussian edge detection. The LoG operator is a 
mathematical 2D matrix. By applying a convolution using the LoG 3 × 3 operator (Figure 
V-16) through the centered object mask, we can easily get a clean edge of the object. 
Table V-18 shows the results of the LoG convolution. So far, we have successfully 
extracted the moving object out of the streaming frame, centered it, resized it, and finally, 
acquired its outline.  
Table V-15 Laplacian of Gaussian edge detection algorithm results 
    
#01 Object Mask #01 LoG Result #03 Object Mask #03 LoG Result 
    
#06 Object Mask #06 LoG Result #07 Object Mask #07 LoG Result 
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4) Distance-to-angle signature generator 
The Laplacian of Gaussian edge detection result has multiple lines. In order to 
describe every outline of the object edge on the distance-to-angle signature plane, we 
need to run circular scanning from the very center of the object to the very edge. Table V-
16 shows the whole procedure of generating the distance-to-angle signature results from 
scanning an edged object mask. 
Table V-16 Distance-to-Angle Signature Generator Result 
   
Frame #01 Edge Radius Scanning Distance-to-Angle Signature Result 
   
Frame #06 Edge Radius Scanning Distance-to-Angle Signature Result 
   
Frame #07 Edge Radius Scanning Distance-to-Angle Signature Result 
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5) Signature Matching Algorithm 
The object recognition of the system is based on a pre-loaded database. The 
distance-to-angle signature is an algorithm that could transform the object into an 
orientation and size independent pattern. As described in Chapter 2.5.1, the key for the 
distance-to-angle signature is the pattern differences. Basically, if two patterns have very 
close outline features, they are considered to be the same object. 
The analysis is based on the total differences (or distances) between the outlines. 
Basically, for two patterns, fewer differences mean that they are more identical. We 
randomly picked the Volkswagen in the 7th frame as our “to be recognized” object. As 
shown in Table V-17, the green GTI is detected, and we have its signature. 
Table V-17 Object to be recognized 
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Table V-18 shows a number of candidates in the database, along with their 
signature differences (highlighted areas) from the GTI. It is very obvious that the last 
candidate from the database has the best match with the real object in the scenes (less 
than 10% difference).  
Table V-18 Distance-to-Angle Signature Difference (Distance) 
   
Database 04-7 Object Edge Signature Distances (70% difference) 
   
Database 08-2 Object Edge Signature Distances (70% difference) 
   
Database 02-2 Object Edge Signature Distances (50% difference) 
   
Database 02-13 Object Edge Signature Distances (less than 5% difference) 
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5.3.5 Summary of this Experiment  
In this experiment, we successfully recognized the object in real scenes from the 
database we input earlier. By analyzing the distance-to-angle signature of the object, we 
can easily avoid the orientation and size differences, while focusing on the pattern 
differences. On the other hand, there are other ways to recognize the signature other than 
by just calculating the differences. The second-derivative gradient of the outline curve 
could also be used to recognize patterns.  
5.4 Object Categorization System 
Sometimes the database used is extremely large. It would be a waste of time to run 
the pattern recognition for each of the objects. In this situation, an object categorization 
system might be needed to obtain the category of the object prior to performing the object 
recognition. 
As discussed in Chapter 4.2, the best way to implement an object categorization 
system is the use of the BP ANN system. However, for the BP system, we need to train 
our input and output data first. 
5.4.1 System input and output training 
Although it is true that an object recognition system is a special object 
categorization system, their algorithms are quite different. In an object recognition 
system, we prepare a system algorithm and recognition candidate database. If another 
recognition candidate needs to be considered in the system, the only thing we need to do 
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is update the database. Yet, things are quite different in an object categorization system. 
By using the BP ANN algorithm, the category “candidates” build a relationship with the 
category algorithm itself. Therefore, if we want to expand the neural network, we must 
not only expand the database, but also re-train our network. 
Table V-19 Input matrix of object categorization neural network system 
Item Input Matrix 
1 Object size 
2 Average luminance of object 
3 Average color of object 
4 Length-width ratio of object 
5 Pixel speed (Motion) of object 
6 Motion direction of object 
 
The BP ANN system input can be very flexible. Moreover, there is not necessarily 
a “function” between the input and output–the system network itself is a relation function. 
As a simple example here, we pick several features of an object as the input matrix. Their 
values are shown in Table V-19. 
Before we run the BP ANN, we need to first “train” the network. A group of 
sample images will be analyzed as system input. However, we cannot input the whole 
picture because it is too large. We thus need to extract six parameters from each of the 
sample pictures, as described in Table V-20. Here, the parameters are just for example 
use. They could be totally different in practical use. Numerous surveillance cameras even 
have the ability of infrared detection or spectrum analysis, which will give more options. 
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These parameters are assigned to be the BP ANN training input, and the corresponding 
category index numbers (binary number) are assigned as the BP ANN training output.  
Table V-20 Input matrix of object categorization neural network system 
System Input System Output 
[35, 151, 129, 3.5, 2, 46] Small cat/dog [-1, -1, 1] 
[28, 25, 112, 2, 12, 24] Small running cat/dog [-1, 1, -1] 
[74, 40, 23, 4, 6, 11] Human [-1, 1, 1] 
[108, 37, 66, 7, 24, 56] Running Human  [1, -1, -1] 
[98, 129, 74, 6, 11, 191] Human walking to the house [1, -1, 1] 
[228, 201, 17, 3, 53, 17] Car/Truck [1, 1, -1] 
[311, 109, 47, 2.3, 123, 47] Fast Car/Truck [ 1 ,  1 ,  1 ] 
 
 
Figure V-19 BP ANN system training 
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In network training, the BP ANN generates random weights in the hidden layer 
and corrects them gradually by repeatedly analyzing the system input and output (for 
multiple epochs). For better result, we set the training Mean Square Error (MSE) to 1E-3 
before the training starts. Figure V-19 shows the training process. This typical BP ANN 
system trains for 2313 epochs.  
5.4.2 Experiment results 
The results of the experiment were good. Because we did not have a real backyard 
in which to conduct our experiment, we used several random generators to regulate the 
system inputs. The random generation functions are shown below in Table V-21. 
Table V-21 Input matrix of object categorization neural network system 
Categories System Input Random Constraints 
Small cat/dog [15-35, rand, rand, 0.2–5, 0–10, 0–200] 
Small running cat/dog [15-35, rand, rand, 0.2–5, 10–20, 0–200] 
Human [50-150, rand, rand, 0.1–10, 0–12, 0–190] 
Running Human  [50-150, rand, rand, 0.1–10, 12+, 0–190] 
Human walking to the house [50-150, rand, rand, 0.1–10, rand, 190–200] 
Car/Truck [150-500, rand, rand, 0.1–10, 0–100, 0–200] 
Fast Car/Truck [150-500, rand, rand, 0.1–10, 100+, 0–200] 
 
Then we used this generator to generate 10000 input sources and input them into 
our network to get the results. The results showed that if the data were closer to some 
input value, there was a better hit-rate (more than 99%). However, if the data were closer 
to the border of two categories, the hit-rate dropped quickly (less than 70%). 
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Because the BP ANN has the ability to learn, it will not be a big problem if the 
categorization system does not operate very well in the beginning. We can always input 
error data pairs at the training stage to improve the network. 
5.4.3 Summary of this experiment 
The experiments showed the basic steps to build and run an object categorization 
system based on the BP ANN algorithm. BP ANN is easy to implement and use. It is a 
great solution for an object categorization system. The category results are good and can 
be improved in the future using additional pairs of inputs and outputs to train it.  
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VI CONCLUSION & FUTURE WORK 
6.1 Concluding Remarks 
This dissertation described a digital surveillance network architecture based on 
the H.264 codec core. As mentioned before, more and more analog devices are being 
digitized today, including some surveillance networks. Because most of these have only 
digitized the storage stage, they are not full digital systems. A complete digital system 
employs digital signal from the sampling module at the beginning to digital signal 
analysis and transfer within the process and digital signal storage at the end. Finally, the 
fundamental change from analog signals to a digital data process will have a very big 
impact on the surveillance network industry. With its numerous unmatched advantages, 
digital surveillance network architecture will take the lead and becomes the main trend 
in the industry in the next 20 years. 
The proposed digital surveillance network architecture includes two major parts: 
the proposed digital surveillance network and the proposed digital surveillance node as 
the foundation of the digital surveillance network.  
6.1.1 Advantages of Digital Surveillance Network Architecture 
Conventional surveillance network architecture has a centralized control center 
called a secure room. All of the surveillance equipment has dedicated wires to send data 
back to this secure room. The proposed digital surveillance network architecture has 
overthrown this traditional approach. It is a “distributed” architecture composed of 
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numerous independent surveillance nodes. Each surveillance node has the ability to 
compress, analysis, store, and transmit video data. These surveillance nodes can be 
organized as clusters to determine what data should be sent. All of the captured analog 
signals become digital from the first second they enter the surveillance node. They then 
pass through the H.264 based SoC, which contains a series of digital signal processing 
algorithms within its hardware and software platform. Video signals will be analyzed and 
processed inside the surveillance node, and it will never be necessary for “security guards” 
to constantly watch a huge number of monitors. In summary, the advantages of digital 
surveillance network architecture are as follows. 
1) Home-based surveillance network becomes possible. 
Compared to the conventional analog surveillance network, a digital surveillance 
network will use a large number of high-tech image processing algorithms. This removes 
the dependency on security guards from a real-time surveillance system and makes a 
home-based surveillance network possible. 
2) Extraordinarily large surveillance network becomes possible. 
A traditional surveillance network requires dedicated cables to transfer the 
captured video stream. In contrast, a “distributed” surveillance network has the ability to 
analysis video in every single surveillance node. A group of surveillance nodes can be 
organized as clusters to determine what data should be sent. Only “interesting” data gets 
transferred, and the amount of data transfer can be very small. Thus, an extraordinarily 
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large surveillance network (e.g., a nationwide or even global surveillance network) 
becomes possible. 
3) The cost of building a huge surveillance network becomes very low. 
Instead of dedicated video cables, a digital surveillance network will use well-
established Local Area Network (LAN) technology to set up surveillance clusters. Thus, 
the building, re-building, and upgrading costs for the network, as well as the cost of 
routing and data transfer, become very low. 
4) System security becomes higher. 
A traditional surveillance network is “secure room” centered architecture. A large 
amount of money must be spent to ensure the security of this room. The new digital 
surveillance network architecture will not have such a room. Every single surveillance 
node has its own entropy-coded security system. Even if an individual surveillance node 
is compromised, there is no threat to the entire system because every cell has a different 
code. The only way to control the system is to actually have the ability to control or 
compromise every single surveillance node, which is likely to be impossible. 
5) Data transfer security becomes higher. 
As mentioned above, the “video data” sent by a digital surveillance network will 
be encrypted H.264-coded digital data. An advanced encryption algorithm ensures that 
the data content cannot be interpreted without the encryption key. Compared to analog 
data, digital data transfer is safer. 
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6) Data storage security becomes higher. 
Just as with system security, centered data storage can bring a very high cost to 
secure the data. Once the system is compromised, all of the data is compromised. At the 
same time, a distributed data storage system is more efficient for data backup and data 
transfer. Even if some portion of the system storage nodes is compromised, this will not 
have a very big impact on the security of the entire storage system.  
6.1.2 Digital Surveillance node Design 
Compared to the conventional surveillance network architecture, the proposed 
digital surveillance network architecture has numerous advantages. These advantages all 
come from the distributed surveillance node design, which is basically based on two 
platforms: the improved H.264 SoC hardware platform and the DSP-based software 
platform. 
1) H.264-based SoC Hardware Platform for Surveillance node 
The H.264 SoC platform in the surveillance node design was developed from the 
original H.264 codec platform, which is used as a hardware encoder/decoder. With two 
major changes, we implement it into a platform for a digital surveillance network.  
The first major change is that we implement a DSP/Memory platform in the main 
bus of the SoC platform. This becomes the hardware support system for our software 
architecture. The advanced “object recognition” and “object categorization” algorithms 
run on this platform.  
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The other major change is the H.264 codec core. We implement two new modules 
in the H.264 codec core: the background elimination module and DDCT module.  
• By analyzing a reference background frame and the lighting condition for the 
current background, the background elimination module can eliminate the 
background from the image. The “object-only” frame is then compressed by 
the H.264 module. Because the background information is eliminated, the 
compression efficiency is 20–30% better than the old way. At the same time, as 
object feature information, the “object-mask” frame will be sent to DSP for 
further analysis. 
• DDCT is based on 2-D DCT. By adding more modes (directions), it performs 
better compression in different directions. By being specially designed for the 
H.264 algorithm, the improved DDCT can compress 16 × 16 pixel blocks 
using 12 modes. Using the improved DDCT, the compression efficiency is 
5~10% better. 
2) DSP-Based Software Platform for Surveillance node 
One of the most important features of the digital surveillance network architecture 
is its imaging analysis ability. This will eliminate the need for a human presence in a RT 
surveillance system. The true hero is our new DSP-based software platform. This 
platform is based on two parts: an object recognition system and object categorization 
system. 
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• By analyzing the object shape mask coming from the background elimination 
module, the object recognition system generates an object distance-to-angle 
signature. This signature stores the essential shape information for the object 
despite of its size and orientation. The object recognition system then compares 
this signature to those found in the system database, and finally finds a 
matching object. 
• The object categorization system is built using a BP ANN model. We first 
define a set of feature data (input) and categories (output). Then, we train the 
BP ANN model before using it. By setting an MSE value and training it over 
multiple repetitions, the randomized weight number starts to become stable and 
the network starts to “understand” the category system. Then, we use the 
network to identify real time objects, compare the results, and upgrade the 
database to refine the network we built. Finally, we will get a trustable network 
capable of categorizing objects correctly. 
Finally, as a conclusion for this dissertation, Figure VI-1 shows the top-down look 
for the entire proposed digital surveillance network.2 
6.2 Future Work 
This dissertation has discussed a complete digital surveillance network. This has 
numerous advantages compared to the most popular analog surveillance network today. 
However, there are also many ways to improve it. 
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Figure VI-1 Top-Down look for proposed digital surveillance network architecture 
 
• 3-D vision. At present, we use the pixel speed and pixel size to simulate the 
real speed and real size. Yet, these are not true values but only converted 
approximations. Things would be improved by implementing a bi-camera 
surveillance system. Just like 3-D movies, if we can implement 2 camera 
sensors in a single chip, they would work together to provide a 3-D picture of 
the real-time object. The height, width, and speed would be real world values 
rather than just pixel values.  
• Taking a step further, we could make the intelligent surveillance node even 
more intelligent by allowing them to cooperate with each other through a LAN. 
There would then be no need to implement a bi-camera system because each of 
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our surveillance nodes could send its data to the nearby nodes. Because the 
distances between them would be larger than that in a bi-camera system, the 
results would be more accurate. 
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