Determining the entire complement of enzymes and their enzymatic functions is a fundamental step for reconstructing the metabolic network of cells. High quality enzyme annotation helps in enhancing metabolic networks reconstructed from the genome, especially by reducing gaps and increasing the enzyme coverage. Currently, structure-based and network-based approaches can only cover a limited number of enzyme families, and the accuracy of homology-based approaches can be further improved. Bottom-up homology-based approach improves the coverage by rebuilding Hidden Markov Model (HMM) profiles for all known enzymes. However, its clustering procedure relies firmly on BLAST similarity score, ignoring protein domains/patterns, and is sensitive to changes in cut-off thresholds.
Background
An essential step for genome-scale metabolic reconstruction of a cell 1, 2 is to completely determine its enzymatic activities. The quality of this step strongly affects the quality of the reconstructed metabolic networks, especially by improving enzyme coverage and reducing missing genes/reactions. 3, 4 In fact, the first step of network reconstruction is enzyme annotation, whereby enzymes are assigned 4-digit EC numbers to describe their metabolic functions, up to substrate-binding level. After that, reconstruction continues with network assembly, gap filling and network enhancement 5 . However, gaps (or holes) 6 that appear in later steps, become difficult to fill without revising the enzyme annotation procedure. It was shown 7 that many difficult-to-fill gaps in A. oryzae network 8 can be filled by retrofitting function annotators with a better gap-finding strategy. Thus, gap filling and network enhancement can be done by improving enzyme annotation. In fact, reconstructed metabolic networks still contain gaps, as well as have low enzyme coverage. For example, in the reconstructed networks of 5 species under a study in 2014 7 , 6-19% of unique reactions are still gapped. The presence of such a significant number of gaps implies that enzyme annotation in the first step was far from complete. Therefore, there is a need for new and robust idea to improve enzyme function classification quality.
The problem of enzyme function prediction is well established 9, 10 , and 3 main approaches have been attempted: network-based, structure-based and homology-based. However, network-based and structure-based methods have low coverage of predictable enzyme families. Homology-based approaches may get high coverage, but its accuracy can be further improved. A bottom-up homology-based approach can improve coverage by re-building HMM profiles for all known enzymes. Briefly, training enzymes are clustered into subgroup families, and then each subgroup is represented by a sequence profile.
A common issue with bottom-up methods is that, the clustering procedure relies firmly on the BLAST similarity score, ignoring information about protein functional domains and domain patterns. These ultimate features are conserved regions of proteins, which well characterize enzyme functions. Recently, Cai et al 11 effectively used domain architectures for predicting first digit of EC numbers. This gives a hint for improving enzyme annotation with the use of domain architecture. In this research paper, a stringent protocol for enzyme annotation is presented. Our protocol integrates a novel idea of weighted protein domain architectures into bottom-up enzyme profile building. Specifically, we used domain architecture to score the association between domain families and enzyme families (this score is called DEAS). Then this score is used in the clustering step, instead of using BLAST similarity score as traditional methods do. We further improved the enzyme annotation protocol with a stringent classification procedure, including optimal threshold setting, overlap checking and active site checking. Our EnzDP protocol gives better enzyme coverage with higher prediction accuracy, compared to other alternatives.
This section gives a brief review on current function annotation approaches, the pros and cons of each method, and how our protocol overcomes the limitations. The EnzDP protocol and its major improvements are given at the end.
. These data are increasingly generated and stored in public databases, such as BioGrid 19 , MIPS 20 , STRING 21 , ProLinks 22 , and GeneMANIA 23 .
Chua et al. 24 proposed a simple yet effective and scalable scheme to integrate heterogeneous resources, with different confidence weights, which significantly improved the performance of function prediction, compared to using single source. GeneMANIA 23 provides a platform for integrating multiple types of functional association data, using machine learning techniques. GENIES 25 utilizes supervised learning to infer unknown part of gene network from genome data. Erdin et al 26 gave a review on techniques for multiple data source integration. These methods focus on integrating association data into a consensus measure for inferring function.
Structure-based approaches
Structure-based approaches use 3D structural matching to infer protein function. This approach has high accuracy, since proteins with similar structure are involved in similar functions, and several of these functions tend to be conserved. Given a sequence, one can scan the library of known 3D structures (Protein Data Bank -PDB 27 ) to match structural similarity. After that, the functions of the hit structures can be transferred to the query proteins. Multiple programs provide such searching, including FAST
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, FATCAT 29 , and VAST 30 . Other features of protein structures are also used for identifying function, such as active sites and catalytic sites 31, 32 . George et al. 33 leverage on specific amino acid residues that match to known active sites to infer enzymatic function. These 3D structure features significantly improve prediction precision.
Homology-based approaches
Homology-based approaches give the highest enzyme coverage (i.e, number of predictable enzyme families), together with a good prediction accuracy, compared to others. In general, homology-based approach uses sequence/profile similarity to infer homologous functions. The good accuracy and the high coverage come from a large amount of homology data available in public databases. Tian et al. 34 showed that, to correctly transfer enzyme function with 4 digit EC number, 60% sequence identity or higher is needed. However, one significant issue is that simple sequence similarity matching (such as using BLAST) may incorrectly transfer distant enzyme homologs, as the enzyme function is "less conserved than anticipated" [34] [35] [36] . This becomes problematic, since the false positives are not rare in public databases. Liu et al. 37 combined different sequence-based kernels with evolution information to detect remote homology, which
gives promising results. This multiple kernel-based approach can be extended with other sequence-based methods to further improve performance. Recently, a more favorable strategy for boosting accuracy is to consider small regions that are conserved in the sequence, instead of the whole sequences. These conserved regions are distinct structural and functional domains of proteins 38 Although these methods share a common classification protocol, they differ in two important steps: (1) the strategy for properly clustering enzyme sequences into subgroups before building profiles, and (2) the threshold setting for enzyme profiles. PRIAM assumes that the shortest sequence in a collection (of the same EC number) is the unit of functional module 47 , thus it uses that shortest sequence to search for similar regions in other sequences and then builds a PSSM for that functional module. This procedure repeats for the remaining set. Other methods, including EFICAz, CatFam and ModEnzA, simply cluster sequences based on the sequence similarity (BLAST e-value). For setting profile threshold, ModEnzA modifies HMM profiles using negative sequences, and then performed cross-validation for optimizing the cut-off. PRIAM and CatFam simply use a predefined BLAST e-value for all profiles. For calculating the likelihood of a prediction, PRIAM assigns the hit's e-value to the prediction score. EFICAz and CatFam do not provide likelihood score for their final predictions.
Pros and cons of current approaches
Network-based methods work without using genome sequence data. They are thus able to predict the functions of novel genes (i.e. functions that have no known homologs). However, the significant limit is that this approach cannot infer functions that are more specific than functions of genes in their network neighborhood. Furthermore, since these methods use gene association data, which is "weaker" than homology data, both the coverage and accuracy are worse than direct homology-based methods. Structure-based approaches make use of 3D structures, which are more specific and accurate indicators for determining biological functions. However, the current number of known 3D templates is limited. For example, the PDB, as of June-2014, contains domain structures that cover about 2900 enzyme families, which is only about 60% of known enzyme families annotated in Swiss-Prot. Therefore, structure-based approaches have low coverage.
Conserved protein/family domains are reliable features for function identification. Despite that, methods that directly map domain identifications to enzyme function annotations have low prediction coverage. For example, the number of predictable EC numbers using PROSITE is less than 31% of all known EC numbers. The PF2GO2EC mapping also has very low coverage (13%) and may lead to misleading or incorrect assignment of enzymatic functions. The reason of these incorrect assignments is that, one enzyme family can carry multiple different domains, and at the same time, one domain is carried by different families, (see Fig.1 for example). 1 shows examples of difficult cases. The domain short_adh (PF00106) (on the left) is carried by 700 sequences which belong to 90 different enzyme families (i.e, 90 enzyme numbers). Thus, sequence/pattern similarity may match a protein carrying this domain to any of those families, which is ambiguous. This can be overcome by using different thresholds for different families/sub-families individually. On the other hand, the EC:2.4.1.298 enzyme family contains 5 sub-families, each carries different set of domain families. Thus, to describe this family, multiple profiles should be used.
To infer enzymatic functions from protein domain identifications, the association score between domain families and enzyme functions can be used. This association score (we called DEAS -see Methods) can be directly computed from Swiss-Prot database. Analysis shows that, DEAS can improve either coverage or accuracy, but not both.
Bottom-up methods can improve both coverage and accuracy over other methods. However, in current annotation protocol, the clustering step is performed using Blast sequence similarity score, which can be improved by the above novel idea of domain enzyme association score. Furthermore, the threshold setting in the common protocol is too simple, which can be replaced by a more stringent strategy for each sub-family individually.
EnzDP protocol
In this work, we improve the common enzyme annotation protocol with (1) a stringent strategy for subgroup clustering, (2) a calibrated optimal threshold setting, and (3) an efficient classifying procedure.
For the first improvement, our clustering strategy explicitly utilizes the weighted domain architectures of enzymes (DEAS) to cluster them into proper subgroups. Previous methods use whole-sequence similarity for clustering, while we focus on combination of conserved regions. This use of domain architectures is helpful for the cases of proteins with multiple domains, which are not rare in Swiss-Prot database. It was previously shown that protein domain architecture can be effectively used for clustering highly similar orthologous subgroups and improves BLAST-based ortholog assignment. 52, 53 Cai et al. 11 reported an overall 85.5% success rate in classifying first EC number digit for sequences of low identity, using domain architecture. In our work, we use weighted domain architecture for classifying enzymes up to all 4 digits. Due to fact that mis-annotations are common in public databases 54 , training sequences should be carefully filtered. Furnham et al. 54 showed that, compared to other public databases, Swiss-Prot/Uniprot has the least number of mis-annotations. In addition, Uniprot has a large amount of constantly updated genomics annotation data. Our method retrieves high-quality training sequences from Swiss-Prot, since it is a large manually reviewed portion of Uniprot. In our approach, two training enzyme sequences are clustered into the same enzyme subgroup if: (a) they have the same EC number annotation, and (b), they carry two sets of functional domains that are highly similar, where similarity is weighted by the domain enzyme association score DEAS (see Methods). After that, a Hidden Markov Models (HMM) profile 55 is built, with an optimized threshold, for each enzyme subgroup. The probabilistic HMM profiles may be considered a better alternative to traditional PSSM profiles (used by PRIAM), especially for long domains/regions. For the second improvement, each profile is calibrated for an optimal cut-off threshold, based on maximizing F1 score in a strict 5-fold cross-validation procedure.
Thus, profiles for the subgroups of each EC number may have different thresholds, which can discriminate members of different enzyme families. This is different from the PRIAM method, as in 2003, 47 PRIAM uses a fixed optimized threshold (of 1e-30) for all profiles.
The third improvement of our method is attributed to an efficient classification procedure. Firstly, the method classifies multi-enzymes (enzymes catalyzing multiple reactions) first, and then mono-enzymes (enzymes catalyzing for single enzymatic reaction) separately. Secondly, the classification procedure focuses on accurately rejecting false hits by evaluating the overlap of matching regions. Lastly, we also check for the set of known residues (active/binding sites) specific to each enzyme subgroup. The final prediction is assigned a relative precision score as the likelihood/reliability of the prediction.
Our analysis showed that, with this stringent protocol, our novel method achieved a high enzyme coverage, up to 90% of known annotated enzymes families in Swiss-Prot. EnzDP got a high accuracy (94.5%) in a solid 5-fold cross validation, and outperformed state-of-the-art methods in many experimental tests, including leave-one-out cross validation on several representative genomes (a variation of jackknife test) and validations on independent datasets of recently annotated enzymes. It is also a fast automatic enzyme annotator, which could annotate enzyme content for a metagenome of human oral microbes (500MB data) in few hours. Thus, it can be used for timely interpretation of whole-genome and metagenomics data.
The software is available for download at www.comp.nus.edu.sg/~nguyennn/EnzDP/. A web-server will be provided in the future.
Results

Domain-Enzyme Association Scoring (DEAS)
To derive a direct mapping between domain identifiers and EC numbers, the domain enzyme association score, DEAS, was computed (see Methods). This association score leverages on the frequency of the co-occurrence between domain identifiers and EC numbers in all manually curated Swiss-Prot database entries. The DEAS score is directly proportional to the co-occurrence frequency, and inversely proportional to the sum of individual occurrences. A higher DEAS value implies a stronger association. If an EC number and a domain always appear together, its DEAS is 100%. The DEAS not only provides mappings between EC numbers and domain identifications, it also gives a weight for each pairing. Therefore, the mapping can be used with different userpredefined cut-off thresholds.
A 5-fold cross validation procedure was performed to evaluate the accuracy of this mapping. For each of 5 rounds, 1 out of 5 equal random parts of Swiss-Prot proteins was set hidden from training and used for testing. The statistics were averaged for each EC number first, then for all predictable EC numbers. Fig. 2 shows its performance against different cut-off thresholds.
As can be seen, there is a trade-off between coverage and performance of DEAS. While the precision gradually increased with the increasing of cut-off, the coverage decreased sharply. DEAS precision increased from 50% to 100%, but its coverage decreased from 2526 predictable EC numbers down to 220 (more than 11 times lower). The 220 EC numbers with DEAS score of 1 is only 5.2% of all predictable EC numbers. This means that there are very few enzyme families that have unique functional domains associated. The agreement between the two mappings is low. The intersection covers only 16% of the union. These common mappings are the most accurate, compared to the noncommon mappings. Significantly, the DEAS exclusive mappings had much higher average recall (91%) and precision (70%) than PF2GO2EC exclusive mappings. This indicates that our mapping is more accurate than PF2GO2EC. However, both mappings can still be improved. For the Oct-2014 training data, EnzDP built a library of 9501 profiles. Amongst those, 6834 profiles are primary and 2667 are optional (built from 1 enzyme sequence.) Among primary profiles, 5181 (76%) were built from at least 3 sequences, which map to 2619 EC numbers. The number of predictable EC numbers is 3152 (with 6373 profiles) when considering profiles trained from at least 2 sequences. Table 1 shows a performance and coverage comparison between EnzDP with different top-down methods. As can be seen, EnzDP achieved the highest F1 score (more than 95%). This significantly outperformed top-down methods. Furthermore, our method had much higher coverage. For example, EnzDP can predict for 3152 EC numbers, which is 2.4-fold higher than PROSITE, 6-fold higher than PF2GO2EC. Overall, this analysis showed a superior performance of our bottom-up method over top-down methods.
EnzDP protocol
Clustering strategy using domain composition and DEAS
Our clustering strategy is based on a novel idea which explicitly uses domain composition's similarity for subgroup clustering, instead of using sequence similarity. We demonstrate this stringent strategy by comparing it with 2 alternatives (PRIAM and EFICAz), as well as with a BLAST-based EnzDP (which is called EnzDP_bl), on two enzyme families (EC:2.4.1.198 and EC:3.1.3.36) as examples. These two families are chosen randomly with the criteria that they have a reasonable number of enzymes (20-30 members -for illustration purpose), and not too few/too many domains associated (3-6 domains). To make a fair comparison, we used the trained data from Swiss-Prot database (Jan-2011), the same as all other methods. The test data was retrieved from KEGG (Dec-2014). The first family, EC:2.4.1.198 (Fig. 5-left) , has 27 members (as of Jan-2011 in SwissProt). As can be seen, these members are visually divided into 5 different clusters of the same domain content/architecture. EnzDP clustered this family into 5 subgroups, exactly as intuition. While, PRIAM and EFICAz usually break down EnzDP's subgroups into smaller subgroups, resulted in 7 and 10 subgroups, respectively. This discrepancy comes from the fact that PRIAM and EFICAz use sequence similarity for clustering, while EnzDP uses domain architecture for the similarity metric. If we use BLAST score for clustering (using MCL), the groups are divided exactly the same way as EFICAz did. In this example, EnzDP gives less number of subgroups than all the others.
For the second family (EC:3.1.3.36 -24 members), PRIAM and EFICAz clustered them into one group, while EnzDP split them into 4 subgroups (as shown in Fig. 5 -right) . Note that, all members carry the PF03372 domain in common, but different subgroups have different extra domains. In addition, the PF003372 domain is also carried by 13 different enzyme families (data not shown). Thus, relying on only this domain for clustering and building profile may be misleading. In both examples, EnzDP clustering was more intuitive and reasonable. Table 2 show a comparison of performance between 4 methods. For the first family, EFICAz and EnzDP_bl (used 10 subgroups) suffered both low recall and low precision, compared to PRIAM (7 subgroups) and EnzDP (5 subgroups). While for the second family, both PRIAM and EFICAz (used 1 subgroup) had lower recall than EnzDP (used 4 subgroups). The enforced-version EnzDP_bl (using Blast score for clustering), where no DEAS is used, had low recall. EnzDP and EnzDP_bl are only different on the clustering strategy, all other steps were set the same. In fact, EnzDP_bl performed as well as EFICAz. In all comparison, EnzDP consistently achieved the best recall and F1 score. 
Five-fold cross validation.
In statistical prediction, the following three cross-validation methods are often used to examine a predictor for its effectiveness in practical application: independent dataset test, subsampling test, and jackknife test. However, of the three test methods, the jackknife test is deemed the least arbitrary that can always yield a unique result for a given benchmark dataset. Accordingly, the jackknife test has been increasingly used and widely recognized by investigators to examine the quality of various predictors (see, e.g. [56] [57] [58] ).
However, to reduce the computational time, we adopted the 5-fold cross-validation in this study, as done by many investigators. In this validation, a strict setting was adopted (see Appendix A). Briefly, the false members were included in both training and testing. In testing, we chose the falsemembers as the ones that best hit to the profiles. These false-members were excluded in threshold calculation, but used in testing. This imitates an extreme situation, when the false hits are similar to the true hits, and thus the number of false positives may increase. The macro and micro performances were calculated for the 5-fold cross validation (See Methods). Fig. 7 shows recall, precision and accuracy curves of EnzDP by varying cut-off threshold. EnzDP achieved micro-recall from 82% to 95%, and micro-precision from 80% to 99%, with the best micro-accuracy of 94.7%. The best macro-accuracy was 96.0%. Macro-recall was better than micro-recall, but, micro-precision was better than macro-precision. In general, the resulted macro-accuracy was always higher than microaccuracy, for the same cut-off value. This implies that profiles for bigger enzyme families got higher accuracy.
Interestingly, EnzDP got at least 77% macro-precision at zero score threshold, without any cut-off. This indicates that the profiles could reject false members quite accurately. In other words, false members were rarely hit by the profiles, or the hit scores were too small that they were filtered by the preprocessing step in profile searching. Fig. 8 shows the macro-accuracy curves for each enzyme classes. As shown, the EC:6.x class (ligases) got the best accuracy, while EC:1.x class (oxidoreductases) was the worst. This indicates that ligases were easier to classify than oxidoreductases, in general. Shen et al 39 reported an overall success rate of 98.3% for classifying EC:6.x, much higher than the success rate for EC:1.x (86.7%). Their success rates for remaining classes (EC:2.x, EC:3.x, EC:4.x, EC:5.x) were in range from 93% to 96% (95.8%, 95.9%, 94.4%, 93.3%, respectively). Our result is mostly consistent with their reported result.
In leave-one-out cross validation, EnzDP was trained with Swiss-Prot data, excluding the enzyme set of a species each time, and then tested on that enzyme set data. This experiment was done in comparison with PRIAM, EFICAz, ModEnzA on 5 datasets (see Appendix B) . EnzDP consistently shows improvements on both accuracy and coverage.
Comparison with other methods on recently annotated enzymes.
To directly compare our method with other alternatives, EnzDP was trained on the same datasets as these methods. The testing datasets contain all newly added proteins, exclusively in the Jan-2014 release of Swiss-Prot. We excluded enzymes of new EC numbers, since all methods cannot predict them (see Appendix A for details of datasets). Comparison is summarized in Fig. 9 . Fig. 9 -left shows the precision-recall curves of different methods on Jan11-Jan14 dataset. As can be seen, for the same recall, EnzDP got the highest precision among all methods. PRIAM was slightly worse than our method. In fact, EnzDP and PRIAM significantly outperformed the remaining 3 methods. EFICAz achieved a high precision (more than 80%) on average, but its recall was low (less than 37%).
Jan11-Jan14 dataset
On the other hand, BLAST had a base-line performance only. For example, at recall value of 60%, the precision of BLAST is about 40%. At that same recall, PRIAM and EnzDP achieved 2-fold improvement on precision, which was 80% and 85%, respectively. BLAST achieved the highest possible recall, as expected. However, there was a clear trade-off between recall and precision of BLAST, where precision decreased sharply with increasing of recall. At recall of 75%, precision of BLAST went down to 24%.
Oct08-Jan14 dataset Fig. 9 -right shows the precision-recall curves on Oct08-Jan14 dataset. EnzDP was trained at the same data of Oct-2008 as CatFam. This dataset contains 60024 enzymes, distributed into 1252 EC numbers. EnzDP achieved the best performance among 3 methods. Both CatFam and EnzDP maintained high precisions for this dataset. In fact, their precision slowly decreased as recall increased.
Shared domain dataset
To check the effect of shared domains, we tested methods on the subset of enzymes that carried shared domains. Only domains that are shared between enzymes and at least 10 non-enzymes were considered. This setting makes sure that the domains are not uniquely associated with one enzyme family, and thus they may cause ambiguity. The subset of shared domain for Jan11-Jan14 dataset (we called Jan11-Jan14-shared-domain) contains 1059 enzymes, associated with 255 EC numbers and formed 1122 EC number enzyme sequence pairs. Fig. 9 -center shows the precision-recall curves for 4 methods on this dataset (and a projection of BLAST performance on Jan11-Jan14 dataset, for comparison purpose). Performance of all methods had same trend, and EnzDP was the best. Significantly, in comparison with the same curves on the original Jan11-Jan14 dataset, Blast had a clear loss of performance. For examples, at the recall of 60%, precision of BLAST decreased from 40% to 30% (25% loss). At 50% recall, BLAST precision decreased from 52% to 38% (26.9% loss). At the same time, the precision of EnzDP, PRIAM, and EFICAz slightly changed in both directions. In fact, EnzDP, PRIAM had a slightly increased precision.
This analysis shows that EnzDP (as well as PRIAM and EFICAz) was not affected by shared domain issue, while BLAST was. A possible explanation for this failure of BLAST is that, shared domains cause BLAST to match to wrong hits. Thus, if the threshold cut-off for BLAST is not carefully chosen for each family, it may miss true positives and at the same time, give false positives.
Accuracy improved by checking active sites
EnzDP was evaluated with the ability of checking active sites as post-filtering. This version (called EDP+Site) accepts a prediction if it satisfies EnzDP filtering threshold, and if the input sequence has correct sites matched to active sites of the hit profiles (see Methods). For the dataset in Swiss-Prot release of Jan-2014, there is a small portion of proteins (89311/542258) that have known active site annotated. Thus, we used the subset of data that contains active site annotation from Swiss-Prot (we called AS dataset), to test EDP+Site. For subset AS of Jan14-Nov11 dataset, 474 enzymes have active site annotation, distributed into 328 EC numbers. For subset AS of Jan14-Oct08 dataset, there are 11576 enzymes with active site annotation, belonging to 538 EC numbers. Fig. 10 . Improved accuracy by checking active sites. EDP denotes overall performance of EnzDP on original dataset. EDP.AS denotes performance of EnzDP on subset (AS) of enzymes that have known active sites. EDP+Site.AS denotes performance on this subset of EnzDP method with stringent active site checking. Fig. 10 shows the performance of EDP+Site and two other versions without active site checking. As can be seen, performance of the method (without active site checking) on active-site datasets (EDP.AS) was higher than on the original datasets. Both recall and precision were improved. This indicates that enzyme families with known active-sites were easier to classify than enzyme families without known active-sites. In other words, active-site information helps improve classification accuracy. EnzDP allows checking of active sites as an option.
EDP+Site (EnzDP with active site checking) had substantial higher precision with slightly lower recall. On the AS subset of Jan14-Jan11 dataset, while precision of EDP (without active site checking) was only 75%, precision of EDP+Site was 85%.Thus the precision was significantly improved. The loss of recall was small (from 83% to 81%). For AS subset of Jan14-Oct08, the precision improvement was also significant (from 83% to 88%), and recall loss was negligible. Thus, this analysis confirms that checking active site can improve precision, if active site information is available.
Improvement by threshold setting
To evaluate the improvement of threshold setting, we compared several settings of EnzDP, and compared to a standard BLAST method. Fig. 11 shows recall-precision curves of the settings on the dataset of short_adh (PF00106) domain. This dataset contains 706 proteins, which belong to 90 enzyme families and non-enzymes. Fig. 11 . Comparison of different threshold setting strategies on PF00106 dataset. Four settings were included: EnzDP with individual threshold for each profile (EnzDPindividualT), EnzDP with one threshold for all profiles (EnzDP1T), EnzDP with no profile threshold (EnzDPnoT -only ranking of output is used), and BLAST with one common bit-score threshold (BlastoneT). Right chart is a zoomed snapshot of the left chart (from recall 75% onward).
As can be seen, EnzDP with individual threshold had much better precision (for the same recall) compared to other settings. The recall range of EnzDP and EnzDPnoT is also better. For example, these two settings have recall range from 75% to 96%, while for BlastoneT and EnzDP1T the recall range started from a very low 10%, without improvement of precision. In other words, this implies that using individual threshold improves precision greatly, without reducing recall.
Running time performance
EnzDP was used to analyze a metagenome dataset with 500MB of data (101398 amino acid sequences, data not shown). It took about 4.5 hours to analyze this dataset on a laptop machine (2.7GHz, 4G RAM), running sequentially. The running time of EnzDP was comparable to PRIAM (4h) but 20 times faster than EFICAz (90h). Training time for EnzDP on Jan-2014 data was about 25h (sequentially). These numbers suggest that EnzDP is a fast annotator.
METHODS
Computing DEAS
The weighted mappings between Pfam domain identifier and EC numbers was derived based on the frequency of their co-occurrences in manually curated annotation of SwisProt database. We called it domain-enzyme association score, DEAS.
If a protein carries a domain fy and is annotated by an EC number ex, we say ex and fy are co-occurrence. The DEAS is calculated using Sørensen-Dice index by following formula:
where: n(f y ) is the number of proteins that carry the domain f y , n(e x ) is the number of proteins that annotated by the EC number e x , and n(f y ,e x ) is the number of proteins that carry domain f y and are annotated by the EC number e x .
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Thus, each pair of the mappings is assigned a DEAS score. A higher score means a stronger association. Thus, a pair with score of 1.00 has 100% co-occurrence. This weighted mapping can be used with user predefined cut-off.
EnzDP Protocol
The training procedure in EnzDP protocol contains 4 main steps (Fig. 4) , as follow.
Training
In the first training step, protein sequences and annotations were retrieved from SwissProt database. Enzymes and non-enzymes were separated into different sets. Known active site information, namely the active site amino acid and its position, was also retrieved.
In second step, enzyme clustering was performed. Enzyme domain architecture was used for clustering purpose. Domain architecture of an enzyme is the set of functional domains that it carries. Two enzyme sequences are clustered into the same subgroup if the two conditions below are satisfied at the same time:
(a) They have the same EC number annotation, and (b) Their domain architectures are highly similar, where the similarity is measured by a weighted Sørensen-Dice index, as in formula (2) . Denote the domain architecture of a protein P by P = (pi), where each pi is a functional domain carried by P. The similarity of domain architectures of two proteins P and Q, for a given EC number e, leverages on their common domains, is calculated by the following formula (which can be seen as a weighted version of Sørensen-Dice index):
where DEAS was calculated by formula (1). For the second condition being satisfied, the similarity must be higher than a specified threshold, i.e, sim(P,Q|e) ≥ θ. In our setting, θ was chosen as 2/3. In this case, the pair (P,Q) has much higher similarity, since both the proteins carry the strong domain d. Note that, if two proteins have the same domain contents, then they will have 100% similarity. Thus, if this enzyme family has another protein S with the domain content S = (b,c), the similarity between (R,S) will be 1.
Furthermore in this step, if an enzyme sequence cannot be grouped with any other enzymes, it forms a singleton subgroup. As of Jan-2014, there are 1.22% (3083/ 253797) of known enzymes are in singleton subgroups. Thus, ignoring these enzymes has negligible effect. However, there are 461 (11.2%) of 4126 EC numbers that have only 1 enzyme sequence annotated. Thus, these 461 singleton subgroups are representative. We treated all representative subgroups for these 461 single-sized enzymes, and any other subgroup of size 2 or more as primary. While, remaining 2667 singleton subgroups were treated as optional.
In the third step, a hidden Markov Model (HMM) profile was built for each enzyme subgroup. First, the training sequences were aligned using multiple sequence alignment (MSA) software Clustal-Omega 59 . Then, from the MSA, a HMM profile was built using hmmbuild program in HMMER3.0 package 55 . At the end of this process, raw HMM profiles were obtained.
Profile threshold calibration
In the last step, profile threshold calibration was performed. We used the following rule to set the optimal threshold, in which the F1-score (harmonic mean of recall and precision) is optimized. First, the profile is used to search against Swiss-Prot database. True hits, false hits and their corresponding bit-scores were recorded. After that, for each possible cut-off threshold among those recorded scores, the number of true positives, false positives, and corresponding F1-score were calculated. Next, the smallest cut-off score S that maximizes the F1-measure was calculated:
S = argmax F1(s)
Then, the optimal threshold S* was set by: S* = (S+S')/2, where S' is the next score after S in sorted decreasing order of recorded scores.
Significantly, the threshold calculation for each subgroup of each EC number was averaged after a k-fold cross validation procedure, as following. For each EC number subgroup, the training sequences were equally randomly split into k parts. Each round, (k-1) parts of enzyme sequences were used for training, while the remaining part was set hidden from training and used in testing. The optimal S* is averaged over a total 10*k rounds. Only EC numbers with at least 3 sequences were run through cross validation. We set k = 5 for EC numbers with 5 or more sequences, and k =3 (or 4), for EC numbers with 3 (or 4) sequences.
Finally, the calculated scores s and their corresponding precisions pre(s) were stored together with the profiles as a library of enzyme profiles.
Classification
Enzyme classification procedure in EnzDP protocol (Fig. 4, right) is following. Firstly, the profile library was scanned against the input sequences, using hmmsearch program in the HMMER3.0 package. The raw hits with corresponding bit-scores of at least 0.05 were recorded. After that, each hit was analyzed and a score r was assigned to it by following description. First, a precision measure pre(s) was calculated for s, based on the recorded scores of true and false hits that were stored together with the profiles. Then, the relative precision r for a prediction with score s is calculated as follows:
where, S* is the optimal threshold of the profile. Note that, if the hit score is greater than the optimal score, and the optimal score has 100% precision, then the relative precision of the hit is set as one (r s = 1). Otherwise, it is scaled down relatively, comparing to the optimal threshold. Secondly, the list of candidates was filtered, as follows. All hits with scores lower than a user specified threshold were discarded. After that, if the hit enzyme subgroup belongs to a multi-enzyme family, EnzDP accepts it immediately as a candidate. If two different candidate subgroups do not belong to a multi-enzyme family, then EnzDP looks at the two regions on the input sequence that hit by the two profiles. If these two regions overlap by more than 20% of their combined length, the hit with smaller score is rejected. At the end, candidates that remain after filtering are collected as final predictions.
On the other hand, hits from the first step above will also be analyzed for match active sites, if active site information for the profile is available. This is done by analyzing the alignment between input sequence and hit profiles, and looking for match residues and match positions. The match active site information was stored separately for manual inspection.
Evaluation Criteria
For each test, the number of true positives (TP), false positives (FP), false negatives (FN) and true negatives (TN) was counted. Following measurements were calculated to evaluate the prediction performance. 
Software availability
The software is available for download at www.comp.nus.edu.sg/~nguyennn/EnzDP. Since user-friendly and publicly accessible web-servers represent the future direction for developing practically more useful models, simulated methods, or predictors as pointed out in Liu et al., 37, 60, 61 we shall make efforts in our future work to provide a web-server for the method presented in this paper.
macro measurements were calculated. The default cut-off for EnzDP was set at 0.4, unless otherwise stated.
Leave one-out cross validation
This validation was done by excluding one whole genome at a time from training data and using it for testing. We performed leave one-out cross validation (LOOCV) for several genomes, namely E. coli, B. aphidicola, P. falciparum, H. influenzae, and M. genitalium. These species was chosen for testing since their genomes are completely annotated in the benchmark Swiss-Prot.
Five-fold cross validation
To evaluate EnzDP, we performed a solid 5-fold cross validation for each EC number that has at least 3 sequences annotated. Overall, the number of EC classes have been validated is 2619 (from Swiss-Prot release Sep-2013, excluding EC numbers of less than 3 EC digits). For EC number of 3 (or 4) sequences, we performed 3-fold (or 4-fold) validation only. For each EC number, we randomly split the enzyme sequences in 5 parts. Each round, we used 4 parts for training and the remaining part for testing. This imitates the situation in which only 80% of the enzymes is known, and used to predict the unseen 20%. More rigorously, each testing set also contains the false-members that best hit to the profiles. These best hits were excluded in the threshold calculation during training. Furthermore, the number of false-members was selected equal to the number of correct members to avoid bias towards true negatives. Finally, the average performance was calculated over all rounds of cross validation.
Recently annotated datasets
To evaluate the performance of our method in classifying newly annotated proteins, we trained EnzDP on data of old releases (Jan-2011 and Oct-2008), and tested on more recent release (Jan-2014). We directly compared our results with EFICAz, PRIAM, CatFam, BLAST methods in the same datasets, with the same training data.
Software settings
EFICAz software, with data version of Jan-2011, was run with the option "Conservationcontrolled HMM Iterative procedure for Enzyme Family classification" (CHIEFc). This option was reported as the most accurate component of EFICAz. Furthermore, EFICAz this option is in the same category with our approach. No other parameters were required. EFICAz did not provide score for its predictions. To test and compare BLAST results, blastp program was run with e-value cut-off of 1e-2. Hits were further filtered by identity value, based on the HSSP-curve, illustrated in figure 5 of 36 , as following. If the length of the alignment is greater than 100 aa, the percentage identity must higher than 25%. The corresponding identity thresholds for alignment shorter than 50, 75 and 100 aa are 50%, 40%, and 30%, respectively. All the hits that are not enzymes were excluded. For each EC number, hits are ranked by the hit bit-scores. Statistics of this BLAST method were calculated by varying rank threshold.
PRIAM software and data were obtained from http://priam.prabi.fr/ (access 1-Dec-2013). We used its data version of Oct-2011, which is the nearest available to EFICAz data version, for purpose of directly comparing its performance with EFICAz and our methods. The cut-off threshold for PRIAM was set at minimum (0.0) in order to collect all possible predictions. Statistics of PRIAM results were calculated by varying score threshold.
CatFam software and data was obtained from http://bhsai.org/software/ (access 1-Dec-2013). The data version available for CatFam was Oct-2008. The program was run with default setting for its 90% accuracy database. CatFam did not provide score for its predictions. 
