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ABSTRAK 
POLA PERUBAHAN DAN PERTUMBUHAN PERTELEVISIAN 
DAN KAITANNYA DENGAN PERTUMBUHAN EKONOMI 
PROPINSI-PROPINSI DI INDONESIA DARI TAHUN 1980 - 1986 
Oleh : Nova Arisyanti ( 1851300090 ) 
Sebagai negara berkembang, Indonesia berusaha mening-
katkan taraf hidup rakyatnya. Tehnologi komunikasi diarah-
kan untuk menopang usaha pembangunan. Televisi sebagai 
salah satu media massa elektronik yang semakin maju dan 
berkembang, sejalan dengan kemajuan dan perkembangan 
masyarakat, sangat berperan dalam memberikan informasi 
pembangunan. 
Kebijaksanaan Pemerintah sejalan dengan rencana 
pembangunan. Pembangunan tidak hanya dilakukan dikota-kota 
besar, tetapi dikota-kota kecil pun mendapat perhatian 
yang besar pula dari Pemerintah. Penggunaan sistem satelit 
komunikasi dirasa sangat tepat, karena informasi pemba-
ngunan dapat disebarluaskan secara serempak keseluruh 
tanah air. 
Satelit yang diresmikan penggunaannya pada tahun 1976 
(disebut Palapa A), kemudian pada tahun 1983 diadakan 
penggantian oleh satelit Palapa pengganti (disebut 
Palapa 8). Dengan menggunakan sistem satelit, diharapkan 
Televisi RI akan dapat menjangkau seluruh penduduk di 
Indonesia. 
Penelitian ini mengungkap keadaan propinsi-propinsi 
di Indonesia, khususnya dalam segi-segi pertelevisian dan 
kaitannya dengan sektor-sektor ekonomi. Karena menyangkut 
banyak variabel dan pada umumnya persoalan yang multiva-
riabel ini sangatlah kompleks, sehingga untuk menginter-
preta-sikan seluruh informasi yc:mg ada sampai pada taraf 
pengambilan kesimpulan dirasakan sulit. Oleh karena itu 
dilakukan usaha untuk bisa menyederhanakan variabel yang 
diamati. 
Hasil dari penulisan tugas akhir ini menunjukkan 
bahwa dengan penggantian satelit Palapa A oleh satelit 
Palapa 8 sangat berpengaruh pada perkembangan pertelevi-
sian di Indonesia. Terutama berpengaruh pada daerah panca-
rannya yang bertambah luas, jumlah penduduk yang tercakup 
dalam daerah pancaran bertambah banyak dan berakibat pula 
meningkatnya jumlah stasiun pemancar. 
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Pengelompokkan terhadap 27 propinsi di Indonesia 
berdasarkan kondisi perkembangan pertelevisian menghasil-
kan 3 kelompok daerah, dimana ciri-ciri ketiga kelompok 
tersebut adalah : 
- kelompok 1 : dicirikan oleh jumlah penduduk yang ter-
cakup dalam daerah pancaran, luas daerah 
pancaran dan jumlah pemancar yang mempunyai 
besaran paling kecil dibandingkan 
kelompok-kelompok lainnya. 
kelompok 2 : dicirikan oleh jumlah penduduk yang 
tercakup dalam daerah pancaran, luas daerah 
pancaran dan jumlah pemancar yang mempunyai 
besaran sedang yang terletak diantara 
kedua kelompok lainnya. 
- kelompok 3 dicirikan oleh jumlah penduduk yang ter-
cakup dalam daerah pancaran, luas daerah 
pancaran dan jumlah pemancar yang mempunyai 
besaran paling tinggi dibandingkan kelom-
pok-kelompok lainnya. 
Anggota-anggota kelompok untuk tiap-tiap tahun rela-
tif sama, dan ciri-ciri perkembangan tiap-tiap tahun 
adalah meningkat seiring dengan kemajuan tehnologi perte-
levisian. 
Untuk variabel-variabel PDRB yang diambil pada tahun 
yang mewakili tahun sebelum penggantian sistem satelit 
(1982) dan tahun sesudahnya (1984) digunakan untuk meng-
interpretasikan kaitan antara pertumbuhan pertelevisian 
dengan pertumbuhan PDRB masing-masing propinsi di Indone-
sia. Dengan memakai analisis komponen utama, analisis 
faktor, analisis kelompok dan analisis diskriminan dapat 
diketahui bahwa terdapat kaitan antara pertumbuhan perte-




Suatu obyeK yang mempunyai banyak KarakteristiK yang 
dapat diliKur dicirikan oleh berbagai variabel. Setiap 
obyek yang mempunyai banyak variabel yang bervariasi 
secara bersama-sama mempunyai distribusi secara statistik. 
Keadaan ini menyebabkan timbulnya persoalan yang multi-
variabel, yang rnenyangkut struktur hubungan antar variabel 
dan hubungan antar kasus/obyek. 
Adanya variasi dan strliKtur hubungan an tar 
variabel menyebabKan persoalan yang multivariabel tidak 
dapat dipandang sebagai masalah yang univariabel (dimana 
variabel-variabel tersebut dianalisis dan dianggap terpi-
sah satu dengan yang lain) karena semua variabel terse-
but secara terpadu menjelaskan persoalan tersebut. 
Variabel yang menciriKan KarakteristiK dari persoalan 
yang multivariabel merupaKan karakteristiK tersendiri, 
tetapi dapat juga secara bersama-sarna membentuK 
karaKteristik yang barujKarakteristiK gabungan, karena 
diantara variabel tersebut mempunyai Kesejalanan linier 





Dalam penelitian yang mengukur obyek berdimensi cukup 
besar, perlu dilakukan usaha untuk menginterpretasikan 
seluruh informasi yang ada melalui penyederhanaan struk-
tur dan dimensi. 
Suatu penelitian yang multivariabel sering kali juga 
terdiri dari banyak kasus. Dengan adanya kasus yang cukup 
banyak dan variabel yang banyaK pula tentunya permasalahan 
menjadi begitu kompleks. Tidak hanya dimensi dari jumlah 
variabel saja yang perlu disederhanakan, tetapi jumlah 
kasus yang cukup besar perlu juga disederhanakan menjadi 
beberapa kelompok sehingga kasus yang mempunyai karakte-
ristik yang hampir sama bisa mengelompok menjadi satu 
kelompok. 
Keadaan dimana ada variasi dan ketidakpastian dapat 
diselesaikan dengan menggunakan metoda statistika. Salah 
satu metoda statistika yang digunakan untuk menganalisis 
suatu masal~~ yang melibatkan banyak variabel yang 
mempunyai struktur hubungan antar variabel dan antar obyek 
adalah Analisis Multivariate. 
Analisis Multivariate tersebut meliputi analisis 
komponen utama (Principle Component Analysis) yang bertu-
juan menyusutkan dimensi banyaknya variabel atau dapat 
menyederhanakan 
faktor (Factor 
struktur hubungan variabel, analisis 
Analysis) yang bertujuan mengelompoKkan 
variabel-variabel yang berkorelasi tinggi dalam satu 
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faktor, analisis kelompok (Cluster Analysis) bertujuan 
memis~h-~an kasusjobyek ke dalam beberapa Kelompok yang 
mempunyai sifat berbeda antara kelompok yang satu dengan 
yang lain, sehingga kasus/obyek yang terletak dalam kelom-
pok yang sama akan mempunyai sifat yang hampir serupa, dan 
analisis diskriminan (Discriminant Analysis) bertujuan 
menguji pengelompokkan yang dibuat pada analisis kelompok 
dan menghasilkan variabel-variabel yang mencirikan perbe-
daan antar kelompok, yang dinamakan variabel pembeda. 
2. 1 AHALISIS XOHPOHEH UTAHA 
Anal isis komponen utama adalah car a untuk 
mengelompokkan variabel-variabel yang korelasi liniernya 
sejalan menjadi satu komponen utama, sehingga dari p 
variabel akan didapat q komponen utama (q ~ p) yang dapat 
mewakili variabilitas (struktur hubungan) variabel terse-
but. 
Dengan analisis komponen utama ini diharapkan dapat 
menyusutkan dimensi banyaknya variabel atau dapat menye-
derhanakan ·struktur hubungan variabel. Sehingga dengan 
dimensi yang lebih kecil diharapkan lebih mudah diinter-
pretasikan tanpa kehilangan banyak informasi yang penting 
dari seluruh variabel, bahkan informasi yang didapatkan 
menjadi lebih padat. 
..~---·---·-· 
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Dalam penerapannya analisis komponen utama tidak 
mutlak sebagai ukuran kepentingan suatu komponen, karena 
mungkin diperoleh suatu komponen utama yang memberikan 
keragaman tidak terlalu besar tetapi penafsirannya mudah, 
je 1 as, penting serta struktur hubungan linier antara 
beberapa variabel dapat dilihat dari structur matriks 
varians kovarians. 
Analisis komponen utama pada dasarnya bergantung 
pada struktur matriks varians kovarians atau matriks 
korelasi dari variabel asalnya. Secara aljabar, komponen 
utama merupakan kombinasi linier dari p variabel random 
X1, X2, ,Xp· 
Tranformasi untuk mendapatkan variabel baru yang 
disebut komponen utama ditujukan untuk memampatkan dan 
memadatkan berbagai keragaman dalam beberapa komponen 
utama. Sumbu yang baru menyatakan arah dengan variabilitas 
maksimum dan memberikan diskripsi yang lebih sederhana 
dan lebih singkat dari struktur matriak kovarian;matriks 
korelasi. 
Jika dilakukan pengamatan N individu, dan setiap 
individu diselidiki p buah karakteristik (variabel), 
maka organisasi data pengamatan dapat ditulis dalam bentuk 
vektor sebagai berikut : 
X' = i = 1' 2, N 
19 
Vektor X diasumsikan berdistribusi tertentu dengan 
vektor rata-rata ~ dan matriks varians-kovarians E. Dari 
variabel asal dibentuk variabel baru sebagai berikut 
Y = a'X (2.1.1) 
Dimana a adalah matriks transformasi yang mengubah varia-
bel asal X menjadi variabel baru Y yang disebut komponen 
utama. 
Syarat membentuk komponen utama yang merupakan 
kombinasi linier dari variabel asal agar mempunyai 
variabilitas yang besar adalah memilih a' 
sehingga Var (Y) = a'Ea maksimum dan a'a = r. 
Persoalan ini dapat · diselesaikan dengan Metoda 
Pengganda Lagrange , dimana 
¢(a,)..) = a'Ea- )..(a'a- I) (2. 1. 2) 
Fungsi ini maksimum jika turunan parsial pertama 
¢(a,)..) terhadap a dan ).. sama ·dengan nol. 
o¢(a,)..) 
= 2Ea - 2)..a (2. 1. 3) 
a a 
= (E ).. I) a = 0 
a ¢(a,)..) 
= a' a I = 0 
= a' a = I (2. 1. 4-) 
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JiKa persamaan (2. 1. 3) digandaKan dengan veKtor a, maKa 
2a'E a - 2Aa'a = 0 
A = a'Ea 
Var(Y) = Var (a'X) 
= a'E a = A 
Selanjutnya a ditentuKan dari persamaan 
(2. 1. 5) 
(2. 1. 6) 
( E - AI )a = 0 (2. 1. 7) 
Komponen utama Ke-j adalah Kombinasi linier terbobot 
dari variabel asal yang menerangKan variabilitas data Ke-
j, dapat disajiKan dalam : 
Yj = a' jx 
= a 1 jx 1 + a 2 jx2 + .•. + ajpXp (2. 1. 8) 
j = 1,2,3, ,p 
dan Var(Yj) = a• jE aj 
= A j (2. 1. 9) 
Dimana Aj adalah aKar-aKar KaraKteristiK, aj veKtor-veKtor 
KaraKteristiK, dari matriK varian-Kovarian E. 
Dari persamaan (2. 1. 9) dan diKetahui a• jaK = 0 
( saling orthogonal ) maKa 
= 0 I I I 
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Ini menunjukKan dua komponen utama adalah uncorrelated 
dan memiliki varian sama dengan akar-akar karakteristik 
dari E. 
Maka jumlahan varian variabel asal akan sama dengan 
jumlahan varian komponen utama. 
p 





Dengan demikian, maka prosentase varian yang bisa 
diterangkan komponen utama ke-j adalah : 
X 100:1. (2. 1. 12) 
Pada penelitian digunakan matrik varian-kovarian E, 
karena skala pengukuran pada setiap variabel tidak berbeda 
besar. Andaikan variabel-variabel yang diamati mempunyai 
skala pengukuran yang berbeda besar atau satuan ukuran 
yang tidak sama, maka variabel tersebut perlu ditransfor-
masi dalam bentuk baku (standard) Z dan digunakan matriks 
kore 1 asi. 
-------" 
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Dalam bentuk matrik transformasi dari matriks korelasi 
ini ditulis : 
Z= (VY,)-1 (2. 1. 13) 
vYz adalah matrik simpangan baku (standard deviasi) 
dengan unsur diagonal utama ( a~ sedang unsur lain nol. 
Nilai harapan E(Z} = 0, dan varian-kovariannya adalah 
Cov(Z) = (VYz ) E {VYz ) 
= p (2. 1. 14) 
Komponen utama Z dapat diperoleh dari vektor-vektor 
karakteristik pada matrik korelasi variabe 1 asal. 
Komponen utama ke-j adalah: 
(2. 1. 15) 
jumlah varian 
p p 
E Var(Yj) = E Var{Zj) = p 
j=1 j:1 
(2. 1. 16) 
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Prosentase variabilitas yang dapat diterangkan komponen 
utama ke-j adalah : 
X 100/. (2. 1. 17) 
p 
2. 2 ANALISIS FAKTOR 
Anal isis faktor menggambarkan hubungan varians 
kovarians dari beberapa variabel dalam sejumlah kecil 
faktor. Variabel- variabel ini dapat dikelompokkan menjadi 
beberapa faktor, dimana variabel-variabel dalam satu 
faktor mempunyai korelasi yang tinggi sedangkan korelasi 
dengan variabel- variabel pada faktor lain relatif kecil. 
Analisis faktor dapat dipandang sebagai perluasan 
dari analisis komponeri utama. Jadi pada dasarnya analisis 
faktor bertujuan untuk mendapatkan sejumlah kecil faktor 
(komponen utama) yang memiliki sifat sebagai berikut : 
1. Mampu menerangkan semaksimal mungkin keragaman da-
ta (variabilitas data). 
2. Faktor-faktor tersebut saling independent. 
3. Tiap-tiap faktor dapat diinterpretasikan. 
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Vektor variabel random X yang diamati dengan p 
komponen mempunyai vektor mean ~ dan matrik varian 
Kovar ian E, secara linier bergantung atas 
variabel random yang bisa teramati F1, F2, 
Secara khusus model analisis faktor adalah 
+ L1qFq + E1 
+ L1qFq + E2 










~i = mean dari variabel ke-i 
Ei = faktor spesifik ke-i 




i=1,2, ... ,p 
i=1,2, ... ,p 
i = 1' 2, 3, .. p 
Lij = loading dari variabel ke-i pada faktor ke-j 
i::: 1,2, ... ,p J : 1, 2, • • • 1 q 
Model (2.2. 1) diasumsikan bahwa 
E(F) = 0 
Cov (F) = E (FF') = I 
E(E) = 0 












Cov(E,F) = E(E,F') = o, karena F danE independen (saling 
bebas). 
Dari asumsi diatas dapat dibuktikan bahwa 
Cov(X) = E 
= L L' + v (2.2.2) 
Cov(X,F) = L (2. 2. 3) 
Dengan demikian 
(2. 2. 4) 
(2. 2. 5) 
(2.2.6) 
Jumlahan kuadrat dari loading faktor 
~ i = Ll i1 + Ll i2 + • • • + L2 iq (2.2.7) 
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dinamakan komunalitas sehingga 
Var(Xi) = komunalitas + spesifik faktor (2. 2. 8) 
Dekomposisi spektral dari matriks kovarian E yang 
mempunyai eigen value >. dan eigen veKtor a dengan Ai l ). 2 
E = L'L + v 
(2.2.9) 
Jika banyaknya komponen utama yang dipakai adalah p 
(sama dengan banyaknya variabel asli), maka harga spesific 
varians Vi = o, untuk semua i. Matrik loading pada kolom j 
Harga spesifik faktor dapat diperoleh dari dari 
E = [f). a {">. a {"A a ) {"A a' v 0 
4 1 2 2 q q 4 1 • ... ... J. 
{"). a' 0 v2 . o· 2 2 + 
{">. a' 0 0 'ljl' 
q q 
q 
Vi = oii E L~ ji 
i=1 
j = 1, 2, . . . p 
Jika satuan pengukuran masing-masing variabel tidak 
sama atau terdapat perbedaan skala pengukuran maka 
dilakukan standardisasi variabel. ---------
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Biasanya faKtor-faktor yang diperoleh dengan metode 
Komponen utama, tidaK dapat langsung diinterpretasiKan. 
UntuK itu dilaKuKan dengan merotasi matriK loading L 
dengan menggunakan metode rotasi tegak lurus varimax 
(Varimax orthogonal rotation) yang menghasilKan matriK 
baru L*. 
Metode ini digunakan jiKa model f~~tor mengasumsiKan 
bahwa faktor bersamanya (common factor) bersifat 
independen. Dengan merotasi matriKs loading maka setiap 
variabel asal akan mempunyai Korelasi yang tinggi dengan 
faktor tertentu saja dan tidaK dengan faKtor lainnya, 
sehingga faktor-faKtor tersebut saling independen. 
Dengan demiKian setiap faktor akan lebih mudah 
diinterpretasiKan. 
L* = L T, dimana T'T : TT' = I (2. 2. 10) 
MatriK transformasi T dibentuK sedemiKian hingga jumlahan 
varian oz ) matriK L*2 baru menjadi maksimum. 
q 
vr = E var (L*2 ) 
j:1 
q p 4 
= 1 /p E E L * i j - ( E L * i / )l, l /p l 
j:1 i=1 
(2.2.11) 
UntuK tujuan analisis KelompoK , diperlliKan nilai 
yang diperkirakan dari common faktor yang disebut sKor 
faKtor dari faktor random yang tak teramati F. 
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Dengan menggunakan analisis komponen utama, maka skor 
faktor dapat dihitung 
F= (L'L)-1 L'(X-~} (2. 2. 12) 
a tau 
F = ( L'L )-1 L'Z 
dimana 
Z = (VYr ) -1 (X - ~) 
F = matriks skor faktor yang dihasilkan 
L'= matriks faktor loading 
Dalam praktek matriks kovarians E diestimate dengan 
matriks kovarians sampel S, dan matriks korelasi p di-
estimate dengan matriks korelasi sampel R serta matrik 
rata-rata 1-1 diestimate dengan matriks rata-rata sampel X, 
sehingga persaman (2. 2. 12) menjad~ 
-1 
Fj = (L I L} L' (X j - X) (2.2.13) 
a tau 
-1 
Fj = (L' zLz) L'zZj (2. 2. 14) 
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2. 3 AHALISIS KELOMPOK 
Analisis KelompoK adalah suatu analisis statistik 
yang bertujuan memisahkan Kasus/obyeK Ke dalam beberapa 
KelompoK yang mempunyai si£at berbeda antara KelompoK yang 
satu dengan yang lain. Sehingga Kasus/obyeK yang terletak 
dalam Kelompok yang sama aKan mempunyai si£at yang 
hampir serupa. 
Analisis KelompoK digunaKan bila peneliti dihadapKan 
pada masalah dimana obyeK-obyek yang diamati ingin 
diKelompoKKan Kedalam suatu KelompoK yang relati£ homogen. 
Dengan anal isis .KelompoK ini dapat mengurangi/ 
menyederhanaKan dimensi Kasus 1 obyeK yang diamati. 
Misal diamati N obyeK dengan p variabel. Sebelum 
dilaKuKan pengelompoKKan obyeK, terlebih dahulu ditentuKan 
uKuran Keserupaan si£atjciri utama antar obyeK. UKuran 
Keserupaan yang sering digunaKan adalah j araK Euc 1 i dus 
antara dua obyeK. JaraK Euclidus antara 2 obyeK X dan Y 
dalam dimensi p adalah 
Semakin Kecil nilai D maKa semaKin besar Keserupaan 
antara Kedua individu tersebut. DemiKian juga sebaliKnya. 
Asumsi yang harus dipenuhi untuK persamaan (2. 3. 1) adalah: 
30 
1. Korelasi antar variabel tidak ada atau variabel-
variabel yang diamati disajikan dalam sumbu-sumhu 
saling tegak lurus. 
2. Masing-masing variabel mempunyai skala pengukuran 
yang sama. Jika tidak, harus diadakan standarisasi 
(Z) seperti diterangkan pada analisis komponen utama. 
Ada dua metode pengelompokkan yaitu 
1. Metode pengelompoKkan hirarkhi 
2. Metode pengelompokkan non hirarkhi 
2. 3. 1 METODA PEHGELOMPOKKAH HIRARKI 
(Hlrarchlcal ClusterJng Hethod) 
Metode ini digunakan bila banyaknya kelompok yang 
akan muncul tidak diKetahui. Metode ini dimulai dengan 
mengelompoKkan kasus/obyek menjadi n kelompok (n=jumlah 
obyeK/kasus) sampai menjadi satu kelompok. Hasil 
pengelompokkan ini dapat disajikan dalam bentuk diagram 
pohon cemara (dendogram) atau (vicicle plot). 
Secara umum algoritma metode ini adalah sebagai 
berikut : 
(i) Dianggap banyaknya kelompok adalah banyaknya individu 
dengan setiap kelompok berisi individu itu sendiri. 
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TentQKan ma~rik jarak antar kelompok D = dij 
ij = 1,2, 3, n. dij adalah jarak antara Xi dengan 
(ii) Tentukan dua kelompok Ui dan Uj yang mempunyai jarak 
terdekat, 
(iii) Gabungkan dua kelompok tadi menjadi satu kelompok 
baru, sedemikian hingga ukuran baris dan kolom matrik 
D menjadi berkurang satu, 
(iv) Kembali ke langkah (ii) dan (iii) hingga ukuran dari 
matrik jarak D menjadi 2x2, se~ingga semua individu 
dapat dibentuk menjadi satu kelompok. 
Algoritma ini mempunyai ketelitian yang cukup 
tinggi,karena cara menentukan tiap kelompok dilakukan 
pembandingan antar kelompok. Sehingga dalam memory kom-
puter memerlukan tempat yang cukup banyak. Hasil algoritma 
ini sangat andal dan cara perhitungannya sangat kecil un-
tuk diragukan kebenarannya. 
Ada beberapa macam kriteria untuK menentukan jarak 
antar dua kelompok ui dan uj yaitu: 
(i) Metode Pautan Tunggal 
Tujuan metode ini adalah meminimumkan jarak antara 
kelompok yang digabung. Jarak minimum antara kelompok 
I yang merupakan gabungan antara kelompoK P dan Q 




dpj = jaraK antara kelompoK P dan kelompok J 
dqj = jarak antara Kelompok Q dan kelompok J 
(ii) Hetode Rata-rata Kelompok 
Metode ini meminimumKan rata-rata jaraK antara semua 
pasangan individu dari kelompok yang digabung. 
Rata-rata jar~~ kelompok I dengan kelompok J adalah 
1 ni n; P 
D i j = E E"' ( E ( X ik (2.3.3) 
ni nj i=i j=i K=i 
dimana 
ni = banyaknya anggota Kelompok I 
nj = banyaknya anggota Kelompok J 
xi = anggota Kelompok I 
Yj = anggota KelompoK J 
p = ban yak variabel 
(iii) Metode Pautan Lengkap 
Metode ini bertujuan untuk memaksimQmkan jarak ke-
l ompok yang digabung. Jarak maksimum antara Kelompok 
I yang merupakan gabungan antara Kelompok P dan Q 
dengan kelompok J adalah 
( 2. 3. 4-) 
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dimana 
dpj = jarak antara kelompok P terhadap kelompok J 
dqj = jarak antara kelompok Q terhadap kelompok J 
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Meminimumkan rata-rata kuadrat jarak antara Kelompok 
I dengan kelompok J sama dengan meminimumkan varians di 
dalam kelompok I dan kelompok J serta jarak antara Kedua 
pusat kelompok. 
2. 3. 2 METODA PENGELOMPOKXAN TAX BERHIRARKI 
( Non Hierarchical Clustering Hethod 
Metode ini bertujuan mengelompokkan seluruh obyeK I 
individu Kedalam k kelompoK ( k i n). Besarnya K telah 
diketahui sebelumnya. Dalam metode ini matriks jarak tidak 
ditentukan dan data awal tidak disimpan selama running 
komputer, sehingga metode ini dapat digunakan untuk jumlah 
data yang banyak daripada metode hierarkhi. 
Metode tak berhierarkhi dimulai dari memilih nilai 
sebanyak k yang merupakan pusat KelompoK awal. Pemilihan k 
nilai awal sebagai pusat kelompok adalah bebas. Salah satu 
cara adalah memilih secara random k data di antara seluruh 
data atau titik-titik yang terpisah secara random. 
Metode tak berhierarkhi yang sering dipakai adalah 
metode K-means; yaitu metode pengelompoP~~an yang bertujuan 
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mengelompokkan obyek/individu sedemikian hingga jarak tiap 
tiap individu Ke pusat Kelompok dalam satu Kelompok adalah 
minimu1n. 
Algoritma dari metode ini adalah : 
(i) Tentukan k nilai pusat kelompok awal, 
( i i) TentuK.an jarak masing-masing individujobyek Ke 
masing-masing pusat kelompok. 
(iii) TempatKan individu/obyek Ke dalam KelompoK yang 
mempunyai jaraK terdeKat dengan pusat Kelompok, sebut 
Ke 1 ompoK Ke- j, j = 1 , 2, 3, k. 
(iv) TentuKan pusat KelompoK baru untuK KelompoK-KelompoK 
yang jumlah anggotanya mengalami perubahan (bertambah 
a tau berkurang). Pusat KelompoK baru merupaKan nilai 
rata-rata dari setiap anggota didalain KelompoK. 
(v) Jika pusat KelompoK sudah tidak mengalami perubahan 
maKa perhitungan selesai. 
1 angkah ( i i). 
Banya~nya Kelompok ( k ), 
Bila tidak, Kembali Ke 
dipilih sedemiKian hingga 
hasil pengelompoKkan itu secara statistik saling berbeda. 
Atau dalam prakteknya, hasil pengelompoKkan ini dapat 
dibandingkan dengan hasil analisis disKriminan, 
disKriminan bertatar (stepwise disKriminan). 
Khususnya 
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2 . .l!:. ANALISIS DISKRIHINAH 
Anal isis diskrim.inan digunakan untuk menguji 
pengelompokkan yang dibuat pada anal isis kelompok. 
Dengan analisis diskriminan ini dapat diKetahui bahwa 
pengelompoKKan yang dibuat, secara statistik nyata/tidaK. 
Analisis disKriminan ini menghasilKan variabel-
variabe l yang mencirikan perbedaan antar Kelompok, yang 
dina~akan variabel pembeda. 
Secara umum persoalan disKriminan berasumsi bahwa 
setiap populasi diciriKan oleh distribusi probabilitas 
bersama dari p random variabel tertentu yang mewakili 
penguKuran-pengukuran. 
MisalKan n 1 adalah populasi Ke-i (i=1,2, ... ,K) 
Xp) menyataKan veKtor random peng-
ukuran secara urn urn dan adalah distribusi 
probabilitas X pada ni. 
JiKa dalam semua veKtor X yang mungKin didefinisiKan 
sebagai suatu ruang sampel menjadi daerah R1 , R2 , RK 
sedemiKian hingga jiKa suatu obyeK (Xi) masuK dalam daerah 
Ri berarti obyeK tersebut ditempatKan dalam populasi ni. 
AndaiKan p 1 , p 2 , PK adalah probabilitas masing-
masing obyeK terpilih dalam n 1, n2, 




Pij distribusi probabilitas bersama suatu obyeK dalam "i 
dan Tij, maKa dengan aturan probabilitas didapat : 
i,j=i,2, K (2. 1!-. i) 
Untuk suatu partisi tertentu probabilitas suatu obyeK 
berasal dari nj dan salah masuk Kelompok (missclasified) 
adal~~ jumlahan p (i, j = 1,2, 3 
1j 
K, i=f j). 
Jika probabilitas ini disebut Ej, maKa 





i = 1 
k 
ke 1 ompok) 
E (Pj) (Pi.j) 
i = 1 
fj(X) adalah fungsi distribusi dari nj, 
(2.'4.2) 
j = 1, 2, ,k 
dan probabilitas 
suatu obyek akan ditempatkan dalam Ri terhadap fj(x), maka 
I 
f (x) dx 
j 
(2.4.3) 
Adalah probabilitas suatu obyek ditempatkan di daerah 
Ri pad~hal seharusnya obyek tersebut masuK Ke daerah Rj. 
Sehingga 
k r 
E = p E 
J 
:f (X) dx 
j j i = 1 j 
Ri 
= p [i - I :f . (x) dx] j J 
Rj 
persainaan diatas timbul karena 
k 
E Pi.j = i- Pj.j 




Probabilitas untuK masuK Ke Kelompok yang salah ke-
seluruhan adalah : 
k k 
I E = E E = 1 E p £ (X) dx j - i j j = 1 j i - ... (2.4.6) 
Rj 
Problem aloKasinya dide:finisiKan sebagai beriKut : 
,RK untuk meminimu~{an laju Kesalahan E 
yaitu 
k 
1 - E = E p 
j = 1 j 
dx 
Andaikan K = 2, maka persamaan (2.4. 7) menjadi 
= 
1 
(x) dx + p
2 
I 1. - E f (x) dx 
(2. 4 .. 7) 
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dimana P1 + P2 = 1 
R1 dan R2 partisi ruang sampel dari x. 
R2 adalah Komplemen dari R1 
Jika diandaikan Pi dan p 2 diketahui , f1(x) dan f2(x) 





p f (X) dx + ( 1-p ) I ..t: (X) dx maksimuin ... 
i 1 1 J 2 
Rt R2 















< ] (2.4.8) 
Persamaan tersebut berarti , daerah-daerah tersebut 
dide finisikan sebagai rasio distribusi probabilitas dari 
probabilitas populasi (prior). 
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Bentu:K eksplisit dari bat as an daerru'"l- daerah 
ditentukan oleh fungsi random variabel dalam X lebih besar 
atau sama dengan konstanta tertentu fungsi inil~~ yang 
disebut Fungsi Diskriminan. 
Secara umum untuk j = i, 2, 
r 
f (X) l I p R v i > _.L untuk i 1, 2, • • • 1 K = I ·"' = j I £ (X) P. L 2 J 
(2. 4. 9) 
dimana j = 1 1 2, , K dan i T j 
JiKa fj(x) Multivariate Normal dengan mean ~j dan varians 





{ X I X'E 
-1 
{X'S (Xj-Xi) 
Jika obyek dari nj dan jumlah pengamatan n1, ... 'nk 
cukup besar, maka fungsi diskriminan Yji didekati dengan 
distribusi normal. Dalam pr~~tek ~j dit~~sir dengan Xj 




Yji = X'S (Xj - Xi) (Xj - Xi)'S (Xj + Xi)/2 
Dalam penelitian sering peneliti menghendaKi 
efisiensi vari abel dalam menentukan variabel pembeda 
unt~~ dimasukKan dalam fungsi diskriminan. Pemilihan 
variabel-variabel yang secara statistik cukup berarti 
dalam membedakan kelompok dilakukan melalui anal isis 
diskriminan bertatar (Stepwise Discriminant Analysis). 
Anal~sis diskriminan bertatar dimulai dengan memilih 
variabel pembeda yang paling berarti atau yang mempunyai 
nilai F paling besar. Selanjutnya dipilih variabel pembeda 
yang paling berarti berikutnya sampai variabel pembeda 
sudah tidak berarti. 




W + B 
Seperti pada MANOVA, dimana W adalah matriks peragam 
dalam KelompoK dan B adalah matriks peragam an tar 
Kelompok. Melalui analisis diskriminan bertatar ini dapat 
terjadi salah satu atau semua variabel akan dipilih. 
Variabel-variabel yang Kurang berarti dalam membeda-
kan kelompoK dapat diKeluarKan untuK analisis selanjutnya. 
BAB III 
BAHAN DAN HETODE PENELITIAH 
3.i. BAHAN PEHELITIAH 
Bahan pen eli tian yang digunaK.an dalam pen eli tian ini 
adalah data seKunder yang diperoleh dari TVRI Statiun 
Pusat di JaKarta, Departemen RI JaKarta, serta data dari 
Biro Pus at Sta tistiK. 
Perolehan Ketiga data-data tersebu t dimaKsudKan 
sebagai bahan yang sa ling Kai t-mengai t dalam pen eli tian 
tersebut. Secara rinci data-data yang tercaKup didalamnya 
dijabarKan sebagai beriKut : 
3.1.1 Data yang diperoleh dari TVRI Sta ti un Pusa t 
di JaKarta. Data tersebu t merupaKan data 
p~~--K~ttlhi;Uil:tiil.li pe:rtelevisian pad a Peli i..a III 
dan IV dari tahun 1980 sampai dengan tahun 
1986 (data bagian I), meliputi 
Xi = Jumlah stasiun penyiaran 
X2. = Jumlah stasiun pemancar 
X3 = Jumlah unit produKsi Keliling. 
X4- = Jumlah jam siaran TVRI 
X5 = Jumlah l uas daerah pancaran ( Km2) 
X6 = Jumlah penduduk dalam daerah pan car an 
X7 = Jumlah pesawat televisi terdaftar 
4-1 
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X8 = Jumlah pesawat teli visi umum 
3.1.2 Data yang diperoleh dari Departemen RI di 
Jakarta. Data tersebut lebih terperinci dan 
mencaK up 27 propinsi di Indonesia (data 
bag ian II), melipu ti 
X2 = Jumlah stasiun pemancarjpenghubung dari 
tahun 1980 1986. 
X5 = Jumlah luas daerah pancaran yang dapat 
dijangka u dengan adanya sa teli t 
( krn2), dari tahun 1980 sampai tahun 
1986. 
X6 = Perkembangan jumlah penduduk dalam 
daerah pancaran, dari tah un 1980 
1986. 
3.i.3 Data Prod uk Domestik Region Bru to yang di-
peroleh dari Biro Pusat Statistik. Dalam 
menghitung pendapatan regional bruto hanya 
dipakai konsep "Domestik" yang berarti 
sel uruh nilai tambah yang di timbulkan oleh 
berbagai sek tor jlapangan v.saha yang melaku-
Kan kegiatan usahanya disuatu wilayahjregion 
(dalam hal ini propinsi) dimal<.sudkan. Dengan 
demil<.ian PDRB secara agregat menunju}<.Kan 
kemampuan suatu daerah dalam menghasilkan 
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pendapa tan/balas jasa K.epada fa:K tor-fa:K tor 
produ:Ksi yang i:Kut berpartisipasi dalam 
proses prod uksi didalam daerah tersebu t, 
dengan K.ata lain PDRB men un jul<kan 
uproduction Oriented 11 • PDRB yang , terbesar 
tidak selalu ditunjukkan oleh daerah terluas 
dan terpada t, serta tidak sepenuhnya menya-
takan tingkat K.esejahteraan, tetapi paling 
tidak memberikan identitas K.eadaan kese-
jahteraan ra:Kyat. Dalam pen eli tian ini 
menggunakan penghi tungan PDRB atas dasar 
harga konstan, yang dima:Ksud dengan penghi-
tungan atas dasar harga K.onstan adalah 
merupa:Kan jumlah seluruh nilai tambah bruto 
produ:Ksi barang dan jasa a:Khir yang dihasil-
K.an oleh unit-unit produ:Ksi di dalam suatu 
propinsi dalam suatu periode tertentu, 
biasanya sat u tah un, yang dinilai dengan 
harga suatu tahun dasar tertentu. Stru:Ktur 
ekonomi menurut BPS menjadi 9 · se:Ktor ( data 
bagian III) yang meliputi 
Xi = Pertanian 
X2 = Pertambangan dan Penggalian 
X3 = Industri pemgolahan 
XLJ.. = Listri:K, gas dan air minum 
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X5 = Bangunan 
X6 = Perdagangan, restor an dan hotel 
X7 = Pengang:K u tan dan komunikasi 
X8 = Bank dan lembaga Keuangan lainnya, sew a 
rumah dan jasa perusar1aan 
X9 = Jasa kemasyaraKatan, sosial dan per-
orangan 
3.2. METODE P.EHELITIAN 
Seperti yang telah dijabar.Kan di bab sebelumnya, 
bah wa dalam pen eli tian ini metode Sta tistik yang digunakan 
adalah Analisis Multivariate, .Karena dalam penelitian ini 
melibat.Kan banyak variabel yang dianalisa. Didalam Anali-
sis Multivariate mencakup didalamnya antara lain analisa 
komponen utama, analisa faktor, analisa Kelompo.K, dan 
analisa disKriminan. 
Tahap awal untuk memperoleh variabel yang membedakan 
atas 2 kelompok yang telah terbentuK yaitu Kelompok I 
(1980 1983) dan kelompoK II (1984 1986) pad a data 
perkembangan pertelevisian di Indonesia dengan menggunaKan 
analisa disKriman 
Selanju tnya dari variabel-variabel pembeda yang 
didapat (disebut data TV), untu.K mengetahui pengelompoKan 
dan variabel yang membedakan atas dasar data TV disetiap 
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propinsi di Indonesia pada tiap-tiap tahun (1980 1986) 
· digunakan analisa kelompok dan analisa diskriminan. 
Kelompok yang terben t uK di tiap-tiap tah un (propinsi yang 
berada dalam satu kelompok) mempunyai keserupaan kondisi 
stru.Kturnya. Setelah terbentuk kelompoK, ma:Ka dengan 
analisa diskriminan akan dibentuk £ungsi diskriminan guna 
mengkaji sifat-si£at penting yang rnembedakannya. Tujuan 
dari pengelompokkan dan mencari variabel pembeda adalah 
untuK mengetahui struktur atas dasar perkembangan 
piranti-piranti pertelevisian di tiap-tiap tahun diseluruh 
propinsi di Indonesia, apakah mengalami perubahan dengan 
adanya penggantian sistem satelit tersebut. 
Data PDRB digunakan untuk mengetahui keterkaitan-
nya dengan perKembangan pertelevisian di Indonesia. 
Analisa Komponen Uta rna merupakan analisa Sta tistik tahap 
awal yang dapat digunakan untuk menyusutKan dimensi 
penguk uran. Hasil analisa komponen u tam a ini diambil 
beberapa £aktor yang bisa memberikan gambaran variabili tas 
total. Komponen utama yang terpilih selanjutnya akan 
merupaKan variabel awal bagi analisa £aKtor. Dengan 
analisa £aKtor, variabel-variabel dikelompoKKan Kedalam / 
£aKtor-£aKtor tertentu yang diharapKan setiap £aKtor 
mempunyai Korelasi tinggi dengan variabel-variabel yang 
membentuknya. Dengan ana lisa £aK tor dapa t diKetah ui 
faKtor-£aKtor yang paling dominan (berpengaruh) untuK 
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tiap-tiap K.elompok variabel. Selanjutnya mencari faK. tor 
skor baru untuK tiap-tiap faktor dengan menggunakan metode 
pa u tan lengkap. Metode ini merupakan pengelompoK.kan 
terhirarki dengan alasan yang 3.kan dibentuK belum 
memperoleh gambaran. Setelah terbentuk kelompok maka 
selanjutnya dengan analisa diskriminan akan dibentuk 
fungsi diskriminan guna mengK.aji sifat-sifat penting yang 
membedaK.annya. 
UntuK. mempermudah menginteprestasikan kaitan PDRB 
dengan perkembangan pertelevisian, maka dilakukan 
penggabungan antara kedua data tersebut yaitu data PDRB 
dan data TV dengan menggunakan analisa komponen u tama dan 
analisa fak tor. 
EAB IV 
ANALISA DATA DAN PEMEAHASAN 
Analisa data dan pembahasan dilakuKan dengan mengana-
lisis dan menginterpretasikan hasil olahan komputer 
(paket program SPSS/PC+) secara bertahap sesuai dengan 
tujuan penelitian. 
Dari data pertelevisian Indonesia tahun 1980 sampai 
dengan tahun 1986 (data bagian I) dilakukan pengelompokan 
berdasarkan tahun penggunaan satelit Palapa B, atau berda-
sarkan tahun penggantian satelit Palapa A oleh satelit 
Falapa B yaltu tanun 1953, rnmana senelum ta.n.un 1953 
adalah kelompoK 1, seaangKan setelah ta11un 1953 adalah 
Kelompok 2. 
Untuk mengetahui apakah pengelompokan diatas secara 
nyata berbeda karakteristiknya atau tidak, maka perlu 
diuji dengan statistik Wilks Lambda yang terdapat pada 
analisis diskriminan bertatar ( Stepwise Discriminant 
Analysis). Dengan analisis diskriminan bertatar ini akan 
didapat variabel-variabel yang menyebabkan perbedaan 
pengelompokkan diatas. Variabel-variabel yang membedaKan 
kelompok tersebut dinamakan variabel pembeda, yang mana 
variabel-variabel pembeda tersebut secara bersama-sama 
akan membentuk suatu £ungsi yang menjadi batas pembeda 






Setelah diketahui variabel-variabel pew~eda yaitu 
variabel yang secara bersru~a-sama membedakan pengelompokan 
antara era sebelum dan sesud~~ penggantian satelit, maka 
dilakQ~an pengelompokan terhadap 27 propinsi di Indonesia 
berdasarKan variabel-variabel pembeda yang sud~~ diketahui 
diatas pada tiap-tiap tahun dari tahun 1980 sampai dengan 
tahun 1986. Pengelompokkan terhadap 27 propinsi tersebut 
dengan menggunaKan metoda pautan lengKap (Complete 
Linkage). Metode ini merupakan pengelompokan berhi-
rarkhi, karena jlli~lah kelompok yang akan terbentuk 
belum diperoleh gambaran (tidak.diketahui). 
Dengan terbentuknya kelompok-kelompok terhadap ke 27 
kasusjpropinsi di Indonesia, maka dilanjutkan dengan 
menguji apakah pengelompokan tersebut secara statistik 
nyata berbeda karakteristiknya atau tidak, yaitu dengan 
uji statistik Wilks Lambda yang terdapat pada analisis 
diskriminan seperti yang telah dilakukan pada analisis 
sebe 1 umnya. Dengan analisis diskriminan tersebut juga 
dapat diketahui variabel-variabel pembeda yaitu variabel 
yang secara bersama-sama membentuk suatu fungsi yang 
menjadi batas pembeda antar kelompok. 
Disamping analisis data terhadap variabel-variabel 
pertelevisian diatas, juga dilakukan analisis terhadap 
variabel-variabel PDRB. Sesuai dengan tujuan penelitian 
semul a, yaitu ingin diketahui tingKat pertumbuhan PDRB 
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disetiap propinsi pada masa sebelum dan sesudah dilaKuKan 
penggantian satelit Palapa A oleh Palapa B, apakah pertum-
buhan nilai PDRB tersebut ada kaitannya dengan penggantian 
sistem satelit. 
Untuk keperluan tersebut, dilakukan analisis-analisis 
kelompok terhadap variabel-variabel PDRB. Dengan analisis 
Kelompok tersebut dapat diKetahui pengelompokan terhadap 
27 propinsi di Indonesia berdasarKan variabel-variabel 
kemudian dilanjutKan dengan analisis diskriminan 
untuK menguji hasil pengelompokkan dan juga untuk mengeta-
hui variabel pembeda. Selanjutnya dengan analisis Komponen 
utama dan anlisis faKtor terhadap data pertelevisian dan 
data PDRB secara bersama-sama yang bertujuan untuk menge-
lompokkan variabel tersebut kedalam faktor-faktor tertentu 
sehingga diharapkan setiap faKtor mempunyai Korelasi 
tertinggi dengan variabel-variabel yang membentuknya. 
Dengan demikian dapat diKetahui hubungan (Korelasi) 
antara penggantian satelit Palapa A oleh Palapa B dengan 
pertumbuhan nilai PDRB. 
4. 1 DATA PERTELEVISIAN NASIONAL (DATA BAGIAN I) 
Pada data pertelevisian Nasional ini hanya dilaKuKan 
amalisis diskriminan, karena hanya ingin diketahui varia-
bel pembeda yang digunakan untuK analisis selanjutnya yang 
lebih rinci. Analisis diskriminan ini adalah analisis 
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lanjutan dari hasil pengelornpokkan variabel-variabel 
pertelevisian Nasional. Pengelornpokan tersebut berdasarkan 
pada tahun dimana dilakukan penggantian satelit Palapa A 
oleh satelit Palapa B, yaitu t&~un 1983. 
Kelompok 1 adalah kondisi pertelevisian sebel~T. t~~un 
i 983. 
Kelompok 2 adalah Kondisi pertelevisian sesudah tahun 
1983. 
Analisis diskriminan ini adalah bertujuan untuK 
rnenget~~ui apakah pengelornpoKan diatas secara nyata berbe-
da KarakteristiKnya atau tidaK, dan juga untuk rnengetahui 
variabel-variabel pembeda yaitu variabel-variabel yang 
secara bersarna-sama membentuk fungsi diskrirninan yang 
rnenjadi batas antar Kelompok atau yang rnenyebabkan perbe-
daan pengelompokan. 
Melalui analisis diskriminan ini pula dapat diKetahui 
baiK tidaknya pengelompokan diatas. Berapa banyak Kasus 
yang salah rnasuk kelompoK sebagai uKuran baiK tidaknya 
penge 1 ompoKan. Sernakin sediKit kasus yang salah masuK 
kelornpoK semaKin baiK pengelompokan tersebut. 
Dari hasil olahan Komputer dapat diKetahui bahwa 
pengelompoKan yang dilakuKan adalah signifiKan atau secara 
nyata berbeda KaraKteristiKnya, karena tidak ada Kasus 
yang salah masuK kelompoK (100 /. kasus masuK KelompoK 
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dengan benar). Adapun dari 8 variabel pertelevisian Na-
sional, hanya 3 variabel yang merupaKan variabel pembeda, 
yaitu : 
X2 perKerrillangan jumlru~ stasiun pemancar 
x5 = perke~~angan luas daer~~ pancaran ( Km2) 
x6 = perke~~angan jumlah penduduk dalam daerah 
pancaran 
Kriteria pemilihan variabel pembeda tersebut adalar1 bila 
signifikan < 5 I. Variabel pembeda diatas secara 
bersama-sa~a membentuk seburu~ fungsi disKriminan (Fish-
erJs Linier Discriminant Function) yang dapat membedaKan 
pengelompoKKan yang dibuat. 
Fungsi disKriminan tersebut adalah 
Y = - 4,29376 x2 + 3,63319 x5 + 1, 35658 x6 
Fungsi tersebut secara statistiK signifiKan (signifiKan 
< 5 /.) artinya pengelompoKan yang dibuat memang nyata 
berbeda, dengan Kata lain memang ada perbedaan antara 2 
KelompoK tersebut, yaitu Kelompok sebelum dan sesudah 
dilaKukan penggantian satelit Palapa A oleh Palapa B. 
Untuk masing-masing Kelompok, nilai fungsi diskrimi-
nan tersebut adalah 
Ke lompok 1 = - 2,61132 
Kelompok 2 = 3,48176 
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Yang artinya bahwa apabila variabel-variabel peiT~eda 
yang sudah distandartkan disubstitusikan pada £ungsi 
diskriminan diatas akan didapatkan nilai £ungsi diskrimi-
nan Y sebagai berikut : 
Bila £ungsi tersebut mempunyai nilai sekitar 
- 2, 61132 , maka termas~~ kelompok 1. 
Bila £ungsi tersebut mempunyai nilai seKitar 
3,48176, maka termasuk kelompok 2. 
Untuk mengetahui variabel pembeda yang paling dominan 
dalam me~~edakan pengelompokkan dapat dilihat dari ni~ai 
korelasinya dengan fungsi diskriminan, dimana variabel 
X5 (luas daerah pancaran) mempunyai nilai Korelasi 
yang paling tinggi yaitu 0,45643, disusul oleh varia-
(jumlah penduduk dalam daerah pancaran) = 
0, 37040 dan variabel x2 (jumlah stasiun pemancar) 
= 0,27034 ( l amp iran 1 ) . 
Dengan diketahuinya ketiga variabel pembeda tersebut 
dapat disimpulkan bahwa penggantian satelit Palapa A 
dengan sate lit Palapa B sang at berpengaruh pad a 
perKembangan pertelevisian di Indonesia, terutama untuk 
daerah pancaran bertambah luas. Hal ini jelas berakibat 
bertambahnya jumlah penduduk yang tercakup dalam daerah 
pancaran, 
pemancar. 
dan berakibat pula meningkatnya jumlah stasiun 
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.!!. 2 DATA PERTELEVISIAH UNTUK TIAP-TIAP PROPINSI DI 
INDONESIA (DATA BAGIAH II) 
Variabel-variabel pembeda yang diketahui dari analisa 
diskriminan terdahulu yaitu variabel X2 (perkembangan 
jumlah stasiun pemancar), x5 (perkembangan j~~lah luas 
daerru~ pancaran) dan x6 (perkembangan juml~h penduduK 
dalam daerah pancaran), digunaKan sebagai variabel awal 
untuk mengelompoKKan 27 propinsi di Indonesia, Karena dari 
ke 8 variabel pertelevisian hanya 3 variabel saja yang 
secara nyata membedakan pengelompokkan sebelUITillya yaitu 
era sebelum dan sesudah dilakukan penggantian satelit. 
4. 2. 1 AHALISA XELOMPOX 
Analisa kelompok terhadap propinsi-propinsi di 
Indonesia dilaKukan dengan tujuan untuk mengelompoKkan 
propinsi-propinsi Kedalam beberapa KelompoK sedemiKian 
hingga propinsi-propinsi yang berada dalam satu KelompoK 
mempunyai Keserupaan kondisi sesuai dengan variab~l-
variabel yang diamati yaitu variabel perKembangan jumlah 
stasiun pemancar, perKembangan jumlah luas daerah 
pancaran dan perKembangan j~~lah penduduk dalam daerah 
pancaran. 
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Dengan menggun~~an sKor faKtor dilaKuKan penghitungan 
jarak euclidius untuK pengelompoKKan propinsi di Indonesia 
pada masing-masing tanun, yaitu dari tahun 1980 1986. 
SKor faKtor yang diguna..l\.an untuK menghitung jaraK euclidi-
us tersaji pada lampiran untuK masing-masing tA~un. 
Hasil analisa kelompoK untuK metode pengelompo~l\.an 
berhirarki dapat dilihat pada plot dendogram (lampiran 
2). Pemilihan banya..l\.nya Kelompok adalah berdasarKan 
pemikiran bahwa bila kelompoK yang diambil terlalu Kecil, 
variansi dalam suatu kelompoK aKan besar seKali, sedangKan 
bila jumla..8 KelompoK terlalu besar diKhawatirkan antar 
KelompoK tersebut masih banyaK terdapat persamaan 
KaraKteristiK atau fungsi pemisahnya Kurang jelas. UntuK 
itu dipilih 3 Kelompok, disamping itu Karena variabel yang 
digunaKan untuk mengelompokkan hanya 3 variabel. Jadi 
dengan 3 Kelompok diharapKan sudah terdapat pemisahan yang 
tegas dalam Kelompok. Hal ini aKan diuji dalam analisa 
disKriminan lebih lanjut. 
Anggota dari masing-masing KelompoK untuK tiap-tiap 
tahun adalah sebagai beriKut : 
T~'1.un 1980 (lampiran 2. 1-a) 
K e 1 o mp o K 1 = 1 , 2 , 3 , 4, 5 , 6 , 7 , 8 , 1 2 , 1 4, 1 5 , 1 6 , 
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 
27 
KelompoK 2 = 9, 10 
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KelompoK 3 :: 11' 13 
Tahun 1981 (lamp iran 2. 2-a) 
Kelompok i :: 1, 2, 3, 4, 5, 6, 7, 8, i i j i 2, 14, i 5, 
16, i 7' i 8, 19, 20, 21' 22, 23, 24, 25, 
26, 27 
Kelompok 2 = 9, iO 
Kelompok 3 = i 1, 13 
Tahun 1982 ( lampiran 2. 3-a) 
Kelompok 1 = 1' 2, 3, 4, 5, 6, 7, 8, 9, 12, 14, 15, 
15, 17' 18, 19, 20, 21' 22, 23, 24, 25, 
26, 27 
KelompoK 2 = 101 1 1 
KelompoK 3 = 13 
Ta..lJ.un 1983 ( 1 amp iran 2. 4- a) 
KelompoK i = 1 I 2, 3, 41 5, 6, 7, 8, 91 121 14, 15, 
161 171 181 191 20, 211 22, 231 241 251 
26, 27 
KelompoK 2 :: 101 11 
Kelompok 3 = 13 
Tahun 1984 (lamp iran 2. 5-a) 
Kelompok 1 = 1 1 21 3, 41 51 6, 71 81 91 i 2, 141 151 
16, 171 181 191 20, 211 221 231 241 251 
261 27 
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Kelompok 2 = 10, 11 
Kelompok 3 = 13 
Ta..'J.un 1985 (lamp iran 2. 6-a) 
Kelompok 1 = 1' 2, 3, LJ:., 5, 61 71 81 9, 12, '11 J. ~I 151 
16, 171 181 A 0 
J. ""' 
201 21' 221 23, 2" ..... , 25, 
26, 27 
Kelompok 2 = 10, i 1 
KelompoK 3 = i3 
Tahun 1986 ( 1 ampiran 2. 7-a) 
Kelompok i = 1' 2, 3, 41 51 61 71 81 9, 12, 14, 15' 
16, 171 18, 19, 201 211 221 23, 24, 25, 
26, 27 
KelompoK 2 = 10, 1 1 
KelompoK 3 = 13 
Keterangan : 
1 = Daerah Istimewa Aceh 
2 = Sumatera Utara 
3 = Sumatera Barat 
4 = Riau 
5 = Jambi 
6 = BengKulu 
7 = Sumatera Selatan 
8 = Lampung -----·---
9 = DKI JaKarta 
10 = Jawa Barat 
11 = Jawa Tengah 
12 = Daerah Istimewa JogyaKarta 
13 = Jawa Timur 
14 = Kalimantan Barat 
15 = Kalimantan Tengah 
16 = Kalimantan Selatan 
17 = Kalimantan Timur 
18 = Sulawesi Utara 
19 = Sulawesi Tengah 
20 = Sulawesi Tenggara 
21 = Sulawesi Selatan 
22 = Bali 
23 = Nusa Tenggara Barat 
24 = Nusa Tenggara Timur 
25 = MaluKu 
26 = Irian Jaya 
27 = Timor Timur 
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Dari hasil pengelompoKan tersebut dapat dilihat bahwa 
secara Keseluruhan terlihat hampir tidaK ada perbedaan 
dari era sebelum dan sesudah tahun 1983. 
Kondisi tersebut menunjuKKan bahwa pembangunan sara-
na-sarana pertelevisian pada masing-masing propinsi meng-
alami peningKatan dari tahun Ketahun. Perbedaan Kondisi 
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hanya terdapat pada tahun 1981 ke tahun 1982, dimana 
terjadi Keserupaan KelompoK pada tahun 1980 dan 1981, dan 
kondisi stabil dari t~~un 1982 sampai dengan t~~un 1986. 
Pada tahun 1980 dan 1981, terlihat propinsi DKI dan 
Jawa Barat termasuk didalam KelompoK 2, Jawa Tengah dan 
Jawa Timur termasuk KelompoK 3. Sedangkan pada t~~un 1982 
1986, kelompoK 2 adalah propinsi Jawa Barat dan Jawa 
Tengah, Jawa Timur masuK KelompoK 3. Adanya perbedaan ini 
menunjuKkan Kebijaksanaan pemerintah dalam melaksanakan 
pembangunan. Untuk propinsi-propinsi yang telah dirasa 
cukup pembangunan sarana-sarana pertelevisiannya, pem-
bangunan selanjutnya diarahkan Kepada propinsi-propinsi 
lainnya. Seperti misalnya propinsi DKI dan Jawa Tengah, 
pada tahun 1980 dan 1981 DKI masuk dalam Kelompok 2 dan 
Jawa Tengah masuk dalam Kelompok 3. Hal ini nampaK bahwa 
pembangunan kedua propinsi tersebut sementara telah dirasa 
memadai sehingga pembangunan di propinsi-propinsi lainnya 
dapat berkembang dan tergabung kedalam Kelompok yang sama. 
Dengan melihat group mean, dapat dilihat bahwa untuk 
tiap-tiap tahun ciri-ciri Kelompoknya adalah 
Kelompok 1 Dicirikan oleh nilai dari masing-masing 
variabel yaitu jumlah stasiun pemancar, 
jumlah luas daerah pancaran dan jumlah 
penduduk dalam daerah pancaran dan 
juml~~ penduduk dalam daerah pancaran, 
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paling kecil dibandingkan dengan kelom-
poK l ainnya. 
Kelompok 2 Dicirikan oleh nilai-nilai dari Ketiga 
variabel yaitu jumlah stasiun pemancar, 
jumlah luas daer~~ pancaran dan juml~h 
penduduk dalam daerah pancaran berada 
diantara kelompok 1 dan Kelompok 3. 
Kelompok 3 Dicirikan oleh nilai-nilai dari Ketiga 
vari·abe l tersebut paling besar di-
bandingkan dengan 2 KelompoK lainnya. 
Dilihat dari ciri-ciri perkembangannya untuk tiap-
tiap tahun adalah meningkat, dimana Kelompok 1, 2 dan 3 
untuk masing-masing variabel menunjukKan pertumbuhan baik 
jumlah penduduK, luas jangkauan maupun stasiun pemancar. 
4. 2. 2 ANALISA DISKEIHINAN 
Dari kelompok-Kelompok yang telah terbentuK, dapat 
disusun fungsi diskriminan untuk mengkaji variabel-
variabel mana yang memberikan sumbangan nisbi terbesar 
dalam membedakan Kelompok-Kelompok tersebut. 
Sebelum fungsi diskrim~nan disusun, maka terlebih 
dru~ulu dilakukan pemilihan variabel dengan menggunakan 
prosedur bertatar (stepwise discriminant). Hal ini 
dimaksudKan agar dalam penyusunan fungsi diskriminan hanya 




Dengan Kata lain analisis diskriminan dengan prosedur 
bertatar dilakuKan untuk menghilangkan informasi yang 
Kurang berguna dalam membedakan KelompoK-KelompoK terse-
but. 
Metode yang digunakan dalam penulisan variabel terse-
but adalah metode Wilks. Berdasarkan metode Wilks, krite-
ria yang digunakan adalah memilih variabel yang menghasil-
Kan lamda WilKs yang terkecil yang analog dengan mengha-
silkan nilai F terbesar. Variabel-variabel yang terpilih 
tersebut dinamakan variabel pembeda. 
Variabel-variabel pembeda tersebut secara bersama-
sama membentuK suatu fungsi yang menjadi batas antar 
Kelompok. Variabel-variabel pembeda yang terjadi dari 




















X5 = Luas daer·ah pancaran 
X6 = Jumlah penduduK yang tercaKup dalam daerah pancaran 
Adapun fungsi disKriminan untuK tiap-tiap 
adalah : 
tahun 
Tahun 1980 (lampiran 2. 1-d) 
v1 = -o, 30316 x5 + 1,06631 x6 
o,07958 x 6 
Sedangkan nilai fungsi untuK masing-masing kelompok 
adalah : 
- kelompoK i 
- kelompoK 2 => Y1 = 6,02124 
- KelompoK 3 => Y1 = 14,09615 
y2 = 0,02846 
y2 = -0, 64229 
y2 = o, 31498 
Tahun 1981 (lampiran 2. 2-d) 
Tahun 
v 1 = -o, 34947 x 5 + 1,07897 x 6 
1,02288 x 5 o,o6504 x 6 
Sedangkan nilai fungsi untuK masing-masing Kelompok 
adalah : 
- kelompoK 1 = > y1 = -1,77417 y2 = 0,02729 
- Kelompok 2 = > y1 = 6, 15018 y2 = -0,62082 
- kelompok 3 = > y1 = 14, 25283 y2 = 0, 30695 
1982 ( 1 amp iran 2. 3-d) : 
y1 = x6 
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Sedangkan nilai fungsi untuK masing-masing KelompoK 
adalah : 
- KelompoK 1 = > y 1 = -1, 3 304-0 
- KelompoK 2 8, 23854-
- KelompoK 3 => Y1 = 15,4-524-7 
Tahun 1983 (lampiran 2.4--d) 
SedangKan nilai fungsi untuK masing-masing KelompoK 
adal a..lJ. : 
- Kelompo.K 1 => yi = -1,30017 
- KelompoK 2 => Y1 = 8,05793 
-KelompoK3 => Y1 = 15,08825 
Tahun 1984- (lampiran 2. 5-d): 
Y1 = 0,29578 x 2 + 0,97064- x 6 
Y2 = 1, 00675 x 2 - o, 12683 x 6 
SedangKan nilai fungsi untuK masing-masing KelompoK 
adalah : 
- KelompoK 1 = > yi = -1,4-9567 y2 = -0,004-21 
- KelompoK 2 = > y1 = 9,63260 y2 = o, 13083 
KelompoK 3 = > yi = 16, 63094- y2 = -0, 16063 
Tahun 1985 ( 1 amp iran 2. 6-d) 
yi = 0, 31636 x2 + 0, 96696 x6 
y2 = 1,00868 x2 0, 13288 x6 
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Sedangkan nilai fungsi diskriminan untuk masing-
masing Kelompok adalah 
Kelompok 1 = > y1 = -1,49927 y2 = -0,00043 
- Kelompok 2 => Y4 = 9,70924 y2 = o, 13600 ... 
- kelompok 3 = > y1 = 16, 56395 y2 = -0,01687 
Tahun 1986 (lamp iran 2. 7-d) 
Y1 = o, 31518 x 2 + 0,96728 x 6 
y2 = 1,00874 x 2 o, 13199 x 6 
Sedangkan nilai fungsi disKriminan untuk masing-
masing Kelompok adalah 
- Kelompok 1 = > y1 = -1,47921 y2 = 0,00008 
- Kelompok 2 = > y1 = 9, 59825 y2 = -0,00241 
- Kelompok 3 = > y1 = 16, 30450 y2 = 0,00300 
Dari tahun Ketahun terlihat bahwa x6 ( juml ah 
penduduk dalam daerah pancaran) merupakan variabel pembeda 
yang paling dominan untuk tiap-tiap tahun. Hal ini di-
sebabkan pertumbuhan jumlah penduduk dalam daerah pancaran 
dari tahun Ketahun meningkat dengan pes at jika 
dibandingkan dengan jumlah stasiun pemancar dan jumlah 
1 uas daerah pancaran. Sebagai gambaran, dengan ber-
tambahnya 1 stasiun pemancar dapat menambah luas daerah 
pancaran daerah tersebut ± 2500 m2, dengan bertambahnya 
luas daerah pancaran tersebut dapat menambah jumlah 
penduduk yang terdapat dalam daerah pancaran ± 550.000 
penduduk. 
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4. 3 DATA PDRB ( DATA BAGIAH III ) 
Analisa data dan pembahasan dari data PDRB dilakuKan 
dengan menganalisa dan menginterpretasikan hasil olahan 
tersebut secara berurutan, mulai Analisis Komponen Utama, 
Anall3ls Faktor, Anall:S18 KelorirPoK, c1an Anal1;:;1s D1sKr1ml-
nan, serta hubungan antar variabel diskrit. Dalam mengana-
lisa data PDRB ini dilakuKan pada tahun 1982 dan pada 
ta...'J.un 1981.!-. Hal ini disebabkan analisa pada tahun 1982 
dipergunakan sebagai pembanding analisa pada tahun 1984, 
mengingat pada tahun 1983 terjadi penggantian satelit, 
dari satelit A menjadi satelit B. BeriKut ini diuraiKan 
urutan hasil analisa dan pembahasannya sebagai berikut 
4. 3. 1 ANALISJS KOMPONEN UTAMA 
Analisis Komponen utama dilaKuKan untuK memperoleh 
penyusutan dimensi pengamatan dari variabel-variabel, 
sehingga diharapKan propinsi-propinsi di Indonesia dapat 
diciriKan oleh beberapa Komponen utama yang jumlahnya 
Kurang dari sembilan. Sembilan variabel tersebut adalah 
pertanian; pertambangan dan penggalian; industri, listriK, 
gas dan air minum; bangunan; perdagangan; restoran dan 
hotel; pengangKutan dan KomuniKasi; banK dan lembaga 
Keuangan lainnya, sewa rumah dan jasa perusahaan. 
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Dengan menggunaKan matriKs varians dan Kovarians, 
~~an diperoleh sembilan Komponen utama dalam bentuK fungsi 
linier dari sembilan variabel asal. Sembilan Komponen 
uta.'na yang diperoleh tersebut merupaKan aKar-aKar 
KaraKteristiK (eigen value) sebagai beriKut : 
eigen value 1982 I 1984-
A 3,4-5716 3,92751 
)..1 2,054-l!lf. 214-0822 
)..2 11 19023 1,11838 
>.3 1, 04-857 0, 78914 
)..4 0,62685 o, 314-98 
>.5 o, 26823 0, 19379 
)..6 0,24094- 01 16446 
)..7 01 1124-8 0,08352 
)..8 0100111 0,00000 
9 
Dari sembilan Komponen utama yang diperoleh, 
ternyata pacta tahun 1982 terdapat 4 (empat) Komponen utama 
( l amp iran 3. 1 - a ) 1 sedangKan pada tahun 1984- terdapat 3 
(tiga) Komponen utama (lampiran 3. 2-a) yang memegang 
peranan penting sebagai penyebab adanya Keragaman antar 
propinsi di Indonesia untuK masing-masing pengamatan. 
Empat Komponen utama pacta tahun 1982 mampu me-
nerangKan Keragaman total sebesar 86, 1 /. , sedangKan tiga 
Komponen utama pada tahun 1984 sebesar 82, 8 /.. Susunan 
Komponen utama tersebut terdapat pada tabel 1. 
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Tabel 1. Susunan Komponen utama pada tahun 1982 dan 
tahun 1984 
Komponen Tahun 
Utama 1982 1984 
Pertama 38,4 I. 43,6 I. 
Kedua 22, 8 I. 26, 8 I. 
Ketiga 13, 2 I. 12,4 I. 
Keempat 11, 7 % -
Masing-masing Komponen utama tersebut diatas adalah 
Kombinasi terbobot variabel baru yang saling tidaK berKo-
relasi, serta memaKsimumKan sisa Keragaman total yang 
telah diterangKan oleh Komponen utama sebelumnya. 
Dari hasil tersebut terlihat bahwa pada tahun sebelum 
satelit B diluncurKan (1982) terjadi empat Komponen utama 
dari sembilan variabel asal dengan Keragaman total yang 
dihasilKan cuKup besar (86, 1 %), sedangKan pada tahun 
sesudah satelit B diluncurKan (1984) terjadi 3 Komponen 
utama dengan Keragaman total yang dihasilKan cuKup besar 
pula (82, 8 %). Perbedaan Keragaman total dari tahun Keta-
hun relati£ Kecil, begitu pula terhadap masing-masing 
Komponen utama (pertama, Kedua, Ketiga dan Keempat) pada 
tahun 1982 dan tahun 1984. Dari hasil yang diperoleh 
selanjutnya dilaKuKan analisa £aKtor. 
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• 
4. 3. 2 AHALISA FAXTOR 
Tahun 1982 : 
Empat Komponen utama yang telah diperoleh dari 
analisa Komponen utama dijadikan faKtor awal bagi analisa 
faKtor. Empat Komponen utama menghasilKan loadingjbobot L 
Karena matriks loading tersebut belum dapat diinterpreta-
siKan secara jelas, maKa perlu dilaKuKan rotasi tegaK 
lurus varimax. Hasil rotasi faKtor loadingjfa~tor pembobot 
L adalah faKtor pembobot L' yang sudah dapat diinterpre-
tasiKan dengan jelas pada masing-masing faKtornya. 
Loading hasil rotasi untuK tahun 1982 dan 1984 ter-
saji pada lampiran Dari loading faKtor tersebut aKan 
dapat diKetahui variabel-variabel yang masuK pacta faKtor 
1, 2, 3 ataupun 4. 
Hasil dari rotasi varimax terdapat pada tabel 2. 
Tabel 2. Hasil dari rotasi varimax (lampiran 3. 1-b) 
Variabel asal 
Tahun 
FaKtor 1 Faktor 2 Faktor 3 FaKtor 4 
1982 X ,X ,X X I X X ,X X ,X 
4 8 9 1 2 3 6 5 7 
Adapun interpretasi dari masing-masing faKtor adalah : 
- faKtor 1 : terdiri dari tiga variabel yang memberiKan 
sumbangan relatif besar dibandingKan variabel 
lain. Ketiga variabel tersebut adalah X4 
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(listriK, gas, dan air minum), x8 (banK dan 
le~~aga Keuangan lainnya, sewa rumah, dan 
jasa perusahaan), x9 (pemerintahan dan jasa). 
Tiga variabel secara bersama-sama membent~~ 
faKtor 1 yang dinamakan : pereKonomian dan 
pemerintahan. 
- faktor 2 terdiri dari dua variabel yang memberiKan 
sumbangan relatif besar dibandingKan variabel 
lain. Kedua variabel tersebut adalah 
(pertanian) dan x2 (pertambangan dan pengga-
l ian). Dua variabel secara bersama-sama 
membentuK faKtor 2 yang dinamaKan faKtor 
sumber daya al am. 
- faktor 3 terdiri dari dua variabel yang memberiKan 
sumbangan relatif besar dibandingKan variabel 
lain. Kedua variabel tersebut adalah 
(industri pengolahan) dan x6 (perdagangan) 
Dua variabel secara bersama-sama membentuK 
faKtor 3 yang dinamaKan : faKtor perniagaan. 
- faKtor 4 terdiri dari dua variabel yang memberiKan 
sumbangan relatif besar dibandimgKan 
variabel lain. Kedua variabel tersebut 
adalah x5 (bangunan) dan x7 (transportasi 
dan KomuniKas i) . Dua variabel secara 
bersama-sama membentuK faKtor 4 yang dinama-
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Kan £aktor perhubungan. 
Tahun 1984 : 
Dari analisa ternyata ditahun 1984 terjadi tiga 
Kornponen utarna. Tiga Kornponen utarna yang telah diperoleh 
dari analisa Kornponen utarna rnenghasilkan rnatriks loading 
L. Karena rnasih sulit untuk diintepretasikan maka dilaku-
Kan rotasi tegak lurus varirnax yang rnenghasilkan rnatriks 
loading baru L yang sud~~ diintepretasikan. 
Dari loading £aktor tersebut akan dapat diketahui 
variabel-variabel yang rnasuk pada £aktor 1, 2, ataupun 3. 
Hasil dari rotasi varirnax terdapat pada tabel 3. 
Tabe~ 3. Hasil dari rotasi varirnax (larnpiran 3. 2-b) 
Variabel asal 
Tahun 
Faktor 1 Faktor 2 Faktor 3 
1984 X I X I X I X I X X I X X 3' 
X 
1 2 5 1 9 4 8 6 
Adapun intepretasi dari rnasing-rnasing £aktor adalah : 
- £aktor 1 : terdiri dari lima variabel yang rnernberikan 
surnbangan relati£ besar dibandingkan variabel 
lain. Kelirna variabel tersebut adalah x 1 
(pertanian) 1 x2 (pertarnbangan dan penggali-
an) 1 (bangunan), (transportasi dan 
Kornunikas i) 1 X9 (pernerintahan dan jasa) 
- faKtor 2 
- faKtor 3 
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Ke 1 ima variabel secara bersama-sama 
membentuK faKtor 1 yang dinamaKan : faKtor 
sumber daya alam, perhubungan dan pemerin-
ta.lian. 
terdiri dari dua variabel yang memberiKan 
sumbangan relatif besar dibandingKan variabel 
lain. Kedua variabel tersebut adalah x4 
(listriK, gas dan air minum) dan x8 (banK dan 
lembaga Keuangan lainnya, sewa rumah, dan 
jasa perusahaan). Dua variabel secara bersa-
ma-sama membentuK faKtor 2 yang dinamaKan 
faKtor pereKonomian dan jasa. 
terdiri dari dua variabel yang memberiKan 
sumbangan relatif besar dibandingKan variabel 
lain. Kedua variabel tersebut adalah 
(industri pengolahan) dan x6 (perdagangan) 
Dua variabel secara bersama-sama membentuK 
faKtor 3 yang dinamaKan : faKtor perniagaan. 
4. 3. 3 AHALISA KELOMPOK 
Analisa kelompoK propinsi-propinsi di Indonesia 
dilaKukan dengan tujuan mengelompokkan propinsi-Propinsi 
Kedalam beberapa Kelompok sedemiKian hingga propinsi-
propinsi yang berada dalam satu KelompoK mempunyai Keseru-
paan kondisi pertumbuhan PDRB. 
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Hasil analisa KelompoK dengan metoda pengelompok-
Kan berhirarkhi digambarKan dalam plot dendogram (lam-
piran 3. 1-c dan 3. 2-c). Pemilihan banyaKnya kelompoK 
didasarkan pada pertimbangan bahwa bila KelompoK yang 
diambil terlalu besar dikhawatirKan an tar kelompoK. 
tersebut masih banyak terdapat persamaan kar~~teristiK 
atau fungsi pemisahnya Kurang jelas. Sedangkan jiKa 
kelompok terlalu sediKit maKa variansi dari KelompoK 
tersebut terlalu besar. Pertimbangan lainnya adalah dengan 
informasi awal, hal tersebut sangat membantu dalam 
peng anal is a an. 
Pada pengelompoKan propinsi-propinsi di Indonesia 
berdasarKan nilai PDRB ini menghasilKan 3 KelompoK, dimana 
setelah diuji dengan analisa disKriminan pengelompoKKan 
tersebut sudah signifiKan (tidaK ada Kasus yang salah 
masuK Ke l ompoK). 
Hasil pengelompoKKan u"1tuK tiap-tiap tahun adalah 
KelompoK 1982 1984 
1 1,3,4,5,7,8, 10-17, 1, 4, 6, 17, 18, 19, 20, 
19, 23, 25, 26 22, 23, 24, 26, 27 
2 2, 6, 18, 20, 21,22, 24, 2, 3, 5, 7, 8, 10-16,21, 
27 25 
3 9 9 
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Keterangan kode propinsi ada pada pemb~~asan terdahulu 
(4.2.1) 
Dengan melihat group mean, pengelompokan diatas 
dicirikan oleh kondisi-kondisi sebagai berikut 
- kelompok 1 : Sektor pertanian dan pertambangan mengha-
silkan PDRB yang paling tinggi dibanding 
dengan kelompok lain,masing-masing sekitar 
35 I. dan 25 I. . Sedangkan sektor industri 
- kelompok 2 
menghasilkan PDRB yang paling kecil, seki-
tar 4 I. Oleh sebab itu daerah ini dapat 
disebut daerah pertanian karena sektor 
pertaniannya mendominasi daripada sektor-
sektor l ainnya. 
Kelompok ini sektor pertaniannya masih 
relatif tinggi dibandingkan dengan sektor-
sektor lainnya pada kelompok yang lain 
yai tu ni 1 ai PDRBnya seki tar 34 I. , sedang-
kan sektor pertambangan hampir tidak keli-
hat an, yaitu sekitar 5 I. Keadaan ini 
diimbangi dengan sektor industri yang 
meningkat pesat yaitu nilai PDRBnya sekitar 
12 I. , juga sektor perdagangan lebih men-
ingkat dibandingkan kelompok 1 ( seki tar 
20 /.). Oleh karena itulah daerah ini dapat 
disebut sebagai daerah semi· industri. 
- KelompoK 3 
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Kelompok ini adalah kelompok daerah indus-
tri dan perdagangan, karena sektor industri 
menghasilkan nilai PDRB yang paling tinggi, 
yaitu seKitar 16,5 I. . Sedangkan sektor 
pertanian dan pertambangan menghasilkan 
niali PDRB yang sangat Kecil (1 I. untuK 
pertanian), bahKan untuK pertambangan nilai 
PDRBnya 0 % . 
PeningKatan industri tersebut diimbangi secara wajar 
dengan berKembang pesatnya transportasi dan perbankkan, 
yaitu menghasilkan nilai PDRB yang masing-masing adalah 
kurang lebih 11 I. dan 27 1. . 
Dalam 2 era pertelevisian nasional yaitu era sebelum 
dan sesudah dilakuKan penggantian satelit Palapa A oleh 
satelit Palapa B tampaknya mempunyai hubungan yang erat 
dengan perkembangan dan pertumbuhan PDRB dibeberapa daerah 
di Indonesia. 
Hal tersebut dapat dilihat pada pengelompolQ<an terda-
hulu, disitu terlihat bahwa tahun 1984 (tahun setelah 
diluncurkan satelit Palapa B) terjadi peningKatan untuK 
Kelompok 2, dimana pada tahun 1982 kelompok 2 terdiri dari 
8 daerah, tetapi setelah diadakan penggantian satelit 
Palapa (tahun 1984) anggota Kelompok 2 meningkat menjadi 
14 daerah . Peningkatan ini kemungkinan akibat dari pene-
rangan dari media TV lebih baik, sehingga daerah yang 
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semula kelompok 1 (daerah pertanian) menjadi daerah yang 
semi industri (Kelompok 2). 
Tetapi juga ada daerah-daerah yang berubah status 
dari daerah semi industri menjadi daerah pertanian. Hal 
ini Kemungkinan disebabkan daerah-daerah tersebut lebih 
menguntungkan jika mengembangkan sektor pertanian tanpa 
mengurangi sektor industri. Keadaan ini juga disebabkan 
daer~~-daerah tersebut lebih diketahui potensi pertanian-
nya tinggi yang belum terolah setelah ada penerangan dari 
media TV yang lebih m~ju. Daerah-daerah tersebut berbenah 
diri untuk lebih meningkatkan dan mengembangkan potensi 
pertaniannya yang tinggi. Daerah-daerah tersebut adalah 
Bengkulu, Sulawesi Utara, Sulawesi Tenggara, Bali, Nus a 
Tenggara Timur dan Timor Timur. 
Hasil dari analisa data menunjukkan adanya pergeser-
an-pergeseran yang nyata dari propinsi-propinsi di Indone-
sia, sebagai contoh propinsi Jawa Barat pada tahun 1982 
prosentase PDRB disektor pertanian mencapai 27,48 I. 
pertambangan 8, 10 /. 1 industri pengolahan 101 12 I. 1 perda-
gangan 21 I. sedang sektor-sektor lain mencapai 9 1 3 I. 
Sehingga dengan melihat nilai tertinggi disektor pertani-
an1 maka tahun 1982 Jawa Barat pada tahun 1982 diklasifi-
kasikan dalam kelompok 1 1 yaitu Kelompok dengan ciri 
sebagai daerah pertanian. 
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Tetapi pada tahun 1984 terlihat bahwa disektor perta-
nian Jawa Barat mencapai prosentase sebesar 20, 62 I. 
pertambangan 18, 52 I. industri pengolahan 15,90 I. 
perdagangan 18,97 I., sektor lain sebesar 25,99 I. Disini 
sektor pertanian mengalami penurunan prosentase sebesar 
8,7 I. sedangkan sektor pertambangan, sektor industri 
mengalami kenaikan. Hal ini bisa disebabkan Jawa Barat 
berpotensi. disektor-sektor tersebut, tanpa meninggalkan 
potensi disektor pertanian. Karena besaran prosentase 
pertanian maupun pertambangan dan industri relati£ sama 
besar, maka pada tahun 1984 Jawa Barat mengalami pergeser-
an dan beralih masuk ke kelompok 2, yaitu kelompok semi 
industri. Analogi ini serupa dengan propinsi-propinsi lain 
yang juga mengalami pergeseran-pergeseran kelompok. 
4. 3. 4. ANALISIS DISKRIMINAH 
Seperti pada analisis ciskriminan pada pembahasan 
yang terdahulu, analisis diskriminan disini juga bertujuan 
untuk mengetahui apakah pengelompokkan diatas secara nyata 
berbeda karakteristiknya atau tidak. Dengan anal isis 
diskriminan bert a tar ini, juga akan bisa didapat 
variabel-variabel yang menyebabkan perbedaan pengelompokan 
diatas (variabel pembeda). 
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Dari pengelompoKKan 27 propinsi di Indonesia di-
at as, setelah dilaKuKan analisis disKriminan, ternyata 
pengelompoKan tersebut adalah nyata berbeda KaraKteristiK-
nya. Dengan Kata lain pengelompoKKan tersebut memang benar 
ada, Karena sudah tidaK ada Kasus yang salah masuK Kelom-
poK (100 I. Kasus benar masuk KelompoK). 
Variabei-variabel pew~eda untuK masing-masing tahun 




xi = Pert ani an 
x2 = Pertambangan 
x3 = Industri pengolahan 
XL!: = ListriK, gas dan air minum 
x5 = Bangunan 
x6 = Perdagangan, restoran dan hotel 
x7 = Transportasi dan KomuniKasi 
x8 = BanK, sewa rumah dan jasa perusahaan 
X9 = Pemerintah dan jasa 
Variabel-variabel disKriminan untuK tiap-tiap tahun 
sebelum dan sesudah dilaKukan penggantian satelit ada 
perubahan/pergeseran, dimana tahun 1984: ada variabel-
variabel yang penting yang pada tahun 1982 tidaK muncul 
sebagai variabel pembeda. Tetapi pada t~~un 1984: muncul 
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sebagai variabel pembeda yaitu variabel (per-
tambangan), x3 (industri pengolahan), x5 (bangunan). 
Ketiga variabel yang muncul tersebut sangat penting 
dalam membedakan pengelompokan daerah berdasarkan PDRB, 
karena dilihat dari ketiga kelompok yang terbentuk, 
perbedaan Ketiga Ke 1 ompoK tersebut pada sektor industri. 
dan pertambangan yang tambah tahun tamb~h berkembang. 
Adanya prioritas pembangunan dalam propinsi-propinsi yang 
berbeda dapat menyebabkan pergeseran-pergeseran variabel-
variabel pembeda. Hal ini dapat terlihat perubahan yang 
terjadi pada tahun 1982 1984, pertumbuhan bidang 
Kelistrikan sejalan dengan pertumbuhan dibidang perbankan, 
sedang kasa Kemasyarakatan serta so sial perorangan 
pertumbuhannya tidak secepat pertumbuhan di bidang 
Kelistrikan dan perbankan serta lembaga Keuangan lainnya. 
Jadi dapat disimpulkan bahwa pertumbuhan sektor-
sektor yang berbeda akan mengakibatkan ,pergeseran-
pergeseran variabel pembeda dalam menilai suatu daerah 
atau propinsi. 
Variabel-variabel pembeda diatas secara bersama-sama 
membentuk suatu fungsi diskriminan yang dapat membedakan 
pengelompoKKan yang dibuat. Untuk data yang distandartKan 
didapat fungsi disKriminan untuk tiap-tiap tahun masing-
masing fungsi sebagai berikut : 
Tahun 1982 ( lampiran 3. 1-f) 
y1 = - 0, 31930 xi + 1' 03644 x4 - o, 75330 x6 + 0, 16559 x7 
+ 0, 28045 X a + 0,45674 x9 
y2 :: 0,71539 xi + o, 51093 x4 - 0,76509 x6 + 0, 81126 x7 
- o, 74766 x8 + 0,41678 x9 
Nilai fungsi diskriminan untu.K tiap-tiap kel·ompok adalah 
- Kelompok 1 => Y1 = -1,02322 
- Kelompok 2 => Y1 = 0, 65203 
- Kelompok 3 => Y1 = 13,20176 
Tahun 1984 ( 1 amp iran 3. 2-f) 
yi = 3, 04415 xi + 5,29265 x2 + 
0,83425 x5 + 1, 39573 x6 + 
y2 = 0,08076 xi + 0,62102 x2 
o, 53932 x5 - 0, 66135 x6 + 
Nilai fungsi diskriminan untuk 
- Kelompok 1 = > yi = -3, 14021 
- Kelompok 2 = > yi = 1, 14669 
- Kelompok 3 = > yi = 21,62889 
y2 = -0,81771 
y2:: 2,08545 
y2 = -1,96479 
0, 98268 x3 + 0,89053 
1, 64532 x8 
0,46914 x3 + 0,23230 
0, 33106 x8 
x4 
x4 
tiap-tiap kelompok adalah 
y2 = 1, 32185 
y2 = -1,37015 












diskriminan Y diatas. 
fungsi-fungsi 
akan didapatkan nilai-ni)ai fungsi 
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Dengan diketahuinya variabel-variabel pembeda diatas 
memudahKan bagi pemerintah atau yang berkepentingan dengan 
pertumbuhan PDRB untuK menganalisa pertumbuhan PDRB di-
masing-masing daerah, Karena variabel-variabel pembeda 
itulah yang dominan dan berperan dalam terjadinya perbe-
daan pertumbuhan PDRB pada masing-masing daerah. 
4.4. DATA GABUHGAN 
Tujuan utama menggabungKan data televisi dan PDRB 
untuk diolah bersama-sama disini adalah agar lebih jelas 
interpretasi hubungan antara penggantian satelit Palapa A 
oleh Palapa B, apakah ada Kaitan dari penggantian satelit 
tersebut pada pertumbuhan PDRB masing-masing daerah di 
Indonesia. Dan ingin diketahui korelasi dari variabel-
variabel PDRB dengan variabel perkembangan pertelevisian 
dari 27 propinsi di Indonesia. 
4.4. 1. ANALISIS KOMPOREN UTAMA 
Hasil perhitungan analisis Komponen utama menyajikan 
akar-akar Karakteristik (eigen value) untuk tiap-tiap 
Komponen serta in£ormasi variasi total untuk tiap Komponen 
maupun secara Kumulati£. 
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Analisis komponen utama tersebut bertujuan untuk 
menyusutkan dimensi pengamatan, sehingga dari 12 variabel 
asal (9 variabel PDRB + 3 variabel perkembangan pertelevi-
sian) dapat dicirikan oleh beberapa komponen utama yang 
jumlahnya kurang dari 12 variabel. 
Tahun 1982 ( 1 ampiran 4. 1-a) 
Dengan menggunakan matriks korelasi diperoleh 12 
komponen dimana dipilih 5 komponen utama yang memegang 
peranan penting dalam pembentukan variabilitas data. 
Nilai akar-akar karakteristik dari 5 komponen yang 
terpilih (~ 1,0) adalah 
A 1 = 2, 75632 
A2 = 2,42344 
A3 = 1, 62111 
A4 = 1' 42263 
A5 = 1, 13925 
Variabilitas total data yang diterangkan oleh kelima 
komponen utama tersebut sebesar 78,0 I. dengan perincian 
sebagai berikut 
Komponen utama pertama menerangkan variasi total 
s e be s ar 2 3 I. . 
Komponen utama kedua menerangkan variasi total 
sar 20, 2 I.. 
sebe-
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Komponen utama K.etiga menerangKan variasi total 
sebesar 13, 5 1.. 
Komponen utama K.eempat menerangK.an variasi total 
sebesar 1 i' 9. 1.. 
Komponen utama K.el ima menerangKan variasi total 
sebesar 9,5 1.. 
Tahun 1984 (lampiran 4. 2-a) 
Dengan menggunakan matriKs Korelasi diperoleh 12 
Komponen dimana dipilih 5 Komponen utama yang memegang 
peranan penting dalam pembentukan variabilitas data. 
Nilai aKar-aKar KaraKteristiK dari 5 Komponenyang 
terpilih (l 1,0) adalah 
}..1 = 2,65418 
}..2 = 1, 98895 
}..3 = 1,83675 
}..4 = 1,20886 
}..5 = 1, 20216 
Variabilitas total data yang diterangKan oleh Kelima 
Komponen utama tersebut sebesar 74, 1 I. dengan perincian 
sebagai beriKut 
Komponen utama pertama menerangKan variasi total 
sebesar 22, 1 I. 
Komponen utama Kedua menerangKan variasi total 
sebesar 16, 6 i: 
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Komponen utama :Ketiga menerang:Kan variasi total 
sebesar 15, 3 % 
Komponen utama :Keempat menerang:Kan variasi total 
sebesar 10, 1 % 
Komponen utama :Kelima menerang:Kan variasi total 
sebesar 10,0 % 
4. 4. 2. ANALISIS FAXTOR 
Analisis fa:Ktor ini adalah analisis ter~~~ir untu:K 
tujuan menget~~ui fa:Ktor-fa:Ktor apa saja yang berpengaruh 
dalam hal hubungan antara per:Kerrillangan pertelevisian 
Nasional dengan PDRB daerah di Indonesia, dijadi:Kan fa:Ktor 
awal bagi analisis fa:Ktor dari :Komponen utama tersebut dan 
didapat:Kan matriks loadingjbobot L. 
Karena matriks tersebut belum dapat diinterpretasi 
secara jelas, maka perlu dirotasi:Kan tega:K lurus varimaks. 
Hasil rotasi fa:Ktor loading adalah fa:Ktor loading L* yang 
sudah dapat diinterpretasikan dengan jelas pada masing-
masing fa:Ktornya. Kelima komponen utama diatas memberi:Kan 
matriks loading yang sudah dirotasikan L* ( 1 amp iran 
4.1-b). Adapun interpretasi dari masing-masing faktor 
tersebut adalah : 
- faktor 1 terdiri dari 4 variabel yang memberi:Kan 
sumbangan relatif besar dibanding variabel yang 
lain. Variabel-variabel tersebut adalah X2 (per-
83 
tambangan), (1istrik, gas dan air minum), 
(bank, sewa rumah dan jasa perusahaan), dan 
( jum1 ah pemancar). Variabe1-variabe1 tersebut 
secara bersama-s~ua membentuk faktor 1 yang dinama-
kan faktor perekonomian dan perhubungan. 
- faktor 2 terdiri dari 3 variabe1 yang memberikan 
sumbangan re1atif besar dibanding variabel yang 
lain. Variabel-variabel tersebut adalah X3 (indus-
tri pengolahan), x10 (luas daerah pancaran), dan 
x12 (banyaknya penduduk yang berada dalam daerah 
pancaran). Variabe 1-variabe 1 tersebut secara b.ersa-
ma-sama membentuk faktor 2 yang dinamakan 
faktor industri. 
- faktor 3 didominasi oleh variabe1-variabel PDRB 
yaitu x5 (bangunan) dan (pemerintahan dan 
j as a). Sehingga faktor ini dinamakan faktor pe-
merintahan dan jasa. 
- faktor 4 didominasi o1eh variabe1-variabel PDRB 
yaitu xi (pertanian) dan x6 (perdagangan, restoran 
dan hotel). Sehingga faktor 4 ini dinamakan faktor 
pertanian dan perdagangan. / 
- faktor 5 didominasi oleh satu variabel PDRB yaitu 
variabel x7 (transportasi & komunikasi). Sehingga 
faktor ini dinamakan faktor transportasi dan 
nikasi. 
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Dari analisa diatas terlihat bahwa penggantian sate-
lit komunikasi memberikan pola perubahan terhadap varia-
bel-variabel yang membentuK faktor-faktor diatas. 
Pada tahun 1982, 4 variabel berada didalam faktor 1, 
3 variabel didalam faktor 2, 2 variabel didalam faktor 3, 
2 variabel didalfu~ faktor 4 dan 1 variabel didalam faktor 
5. Sedangkan pada tahun 1984 terdapat 3 variabel dalam 
faktor 1, 2 variabel didala~ faktor 2, 2 variabel didalam 
faktor 3, 2 variabel didalam faktor 4 dan 3 variabel 
didalam faktor 5. 
Pada tahun 1982, 4 variabel yang membentuk suatu 
faktor yaitu variabel pertambangan; listrik; bank, sew a 
rumah dan jasa perusahaan serta jumlah pemancar mempunyai 
korelasi yang tinggi dan saling berhubungan. 
Didalam faktor 1 jika dianalisa keterkaitanjhubungan-
nya sebagai berikut listrik mempunyai hubungan erat 
dengan pembangunan bank, sewa rumah dan jasa perusahaan, 
karena dengan adanya listrik maka bank-bank dan sebagainya 
dapat beroperasi sehingga dapat memberikan pendapatan. 
Demikian pula listrik dengan pertambangan, terlebih dengan 
stasiun pemancar, dimana untuk mendirikan stasiun pemancar / 
membutuhkan aliran listrik yang cukup besar. 
Faktor 2, dimana didalamnya terdapat 3 variabel yang 
mempunyai korelasi yang cukup tinggi yaitu industri pengo-
lahan, luas daerah pancaran dan banyaknya penduduk dalam 
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daerah pancaran dapat diberikan ana1isa sebagai berikut 
penduduk yang berada didalam 1uas daerah pancaran secara 
otomatis dapat menerima siaran-siaran yang ditayangkan 
o 1 eh TVRI, dengan demikian pengetahuan dan pesan-pesan 
pembanguan dapat diman£aatkan untuk meningkatkan potensi 
serta pendapatan daerah tersebut, sa1ah satu diantaranya 
ada1 ah sektor industri pengo 1 ahan. Industri pengo 1 ahanpun 
mempunyai hubungan yang erat dengan jumlah penduduk karena 
industri pengolahan cukup banyak menyerap tenaga kerja 
dalam proses produksinya. 
Dari uraian-uraian ini telihat bahwa terdapat keter-
Kaitan/hubungan antara pertumbuhan ekonomi dengan pertum-
buhan pertelevisian yang keduanya dapat memberikan 
peranjsumbangan didalam kegiatan perekonomian. 
Pergeseran-pergeseran yang terjadi antara tahun 1982 
dan tahun 1984 merupakan Kesamaan dari pertumbuhan 
masing-masing bidang yang pertumbuhannya pararel dengan 
bidang-bidang tersebut, seperti misalnya pada tahun 1982, 
pertanian yang mempunyai Korelasi dengan perdagangan, 
restoran dan hotel pada faktor 4, pada tahun 1984 pertani-
an bergeser menempati faKtor 3 dan berkorelasi dengan 
jumlah stasiun pemancar. Keterkaitan antara pertanian dan 
jumlah stasiun pemancar pada tahun 1984 dikarenakan jumlah 
siaran televisi lebih dititik-beratKan pada petani-petani 
untuk meningKatKan sektor pertanian, yang diharapkan dapat 
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memperkuat seKtor pertanian sehingga dapat memperKuat 
sektor-seKtor lainnya. PengelompoKan-pengelompoKan 
variabel-variabel dalam satu faKtor tersebut merupakan 
Kesa.rnaan dari pertumbuhan masing-masing bidang yang 
pertumblli~annya pararel dengan bidang-bidang tersebut. 
4. 4. 3. AHALISA KELOHPOK 
Analisa KelompoK dilaKuKan dengan tujuan untuK. 
mengelompoKan propinsi-propinsi Kedalam beberapa Kelompok 
sedemiKian hingga propinsi-propinsi yang berada dalam satu 
KelompoK mempunyai Keserupaan Kondisi sesuai dengan 
variabel-variabel gabungan tersebut. 
Hasil analisa KelompoK dapat dilihat pada plot 
dendogram. Anggota dari masing-masing KelompoK untuk untuK 
tiap-tiap ta..'l.un adalah sebagai beriKut : 
Tahun 1982 ( lampiran 4. 1-c) 
KelompoK 1 1, 4, 171 26 
KelompoK 2 2, 5, 6, 8, 14, 16, 18, 22 
KelompoK 3 3, ·7, 10, 15 
KelompoK 4 9 
KelompoK 5 11, 13 
KelompoK 6 12, 19, 20, 21, 23, 24, 25, 27 
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Tahun 1981!- ( 1 amp iran 4. 2-c) 
KelompoK. 1 1 I 41 171 26 
KelompoK 2 21 71 10, 14 
KelompoK 3 31 51 81 121 151 161 211 25 
Kelompok 4 6, 181 191 20, 221 231 21!-1 27 
Kelompok 5 9 
Kelompok 6 11 1 13 
Keterangan nomer-nomer propinsi telah disebut di 
bagian muK.a pembahasan. 
Dalam analisa ini tampaK. adanya pengelompoK.an 
propinsi-propinsi di Indonesia berdasarK.an pertumbuhan 
PDRB (yang ditunjuK.an pada beberapa indiK.ator seperti 
perbanK.an, K.omuniK.asi 1 transp?rtasi dan sebagainya) serta 
pertumbuhan pertelevisian pada tahun 1982 dan tahun 1984 
dalam pengelompoK.an tersebut terjadi cuK.up nyata. Sebagai 
contoh pada K.elompoK 1 tahun 1982, bebera~a propinsi 
berpotensi besar dalam seK.tor pertambangan dan penggalian. 
Kondisi ini ternyata tidaK. mengalami perubahan pada tahun 
19841 dengan K.ata lain mengalami pertumbuhan dan 
peningK.atan yang tetap dari tahun K.etahun Kondisi serupa 
juga terjadi pada K.elompoK. 4 dan 5 pada tahun 1982 dan 
K.elompoK 5, 6 pada tahun 1984. Hal ini dapat diartiK.an 
bahwa propinsi-propinsi tersebut memang berpotensi besar 
diseK.tor-seK.tor tersebut dan dari tahun tahun K.etahun 
perhatian pemerintah terus diarahKan 
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tersebut tanpa meninggalkan perhatian terhadap sektor-
sektor yang lain. 
Pergeseran-pergeseran propinsi pada tiap kelompok 
pada tahun 1982 dan 1984 terjadi karena adanya tingkat 
pero~angunan yang berbeda dari masing-masing propinsi 
tersebut. Pergeseran-pergeseran propinsi-propinsi tersebut 
termasuk pula pergeseran dalam memberikan skala prioritas 
dan kemajuan dibidang pertelevisian yang tercermin pada 
pertumbuhan luas daerah pancaran, 
pertTh~lli~an stasiun pemancar. 
jumlah penduduk dan 
Dengan melihat group mean, dapat dilihat bahwa ciri-
ciri masing-masing kelompok sebagai berikut : 
Tahun 1982 
- Kelompok 1 
Tertinggi disektor pertambangan dan penggalian, dan 
terendah dihampir semua sektor. 
- Kelompok 2 
Tertinggi disektor transpotrasi dan komunikasi dan 
relati£ rendah disektor listrik, gas dan air minum. 
- Kelompok 3 : 
Tertinggi disektor bangunan dan relati£ rendah disektor 
transportasi dan komunikasi. 
/ 
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- Kelompo:K 4 : 
Tertinggi dise:Ktor industri pengolahan; listri:K, gas dan 
air min urn; banK~ dan lembaga K.euangan lainnya; 
perdagangan; restoran, hotel dan jasa. Terendah dise:Ktor 
pert ani an; pertambangan dan penggalian; luas daerah 
pemancar dan j~~lah pemancar. 
- Kelompo:K 5 
Tertinggi dise:Ktor jumlah stasiun pemancar; jumla...'I-J. 
pendudu:K dalam daerah pancaran; luas daerah pancaran. 
Terendah disektor pertambangan dan penggalian. 
- Kelompok 6 : 
Tertinggi dise:Ktor pertanian dan terndah dise:Ktor jumlah 
pendudu:K dalam daerah pancaran. 
Secara K.eseluruhan dapat disimpul:Kan sebagai beri:Kut : 
- PDRB dise:Ktor pertanian besar untu:K semua K.elompo:K 
terutama K.elompo:K 6. 
- Sektor industri tertinggi untuk K.elompo:K 3, 
dibanding:Kan dengan K.elompo:K yang lain. 
Semua K.elompo:K mempunyai nilai PDRB untu:K 
listri:K, gas dan air minum sangat K.ecil, 
K.elompo:K 4. 
4 dan 5 
se:Ktor 
K.ecuali 
- Se:Ktor bangunan niali PDRB sangat K.ecil K.ecuali pada 
K.elompo:K 3. 
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- Sektor perdagangan, restoran dan hotel semua kelompok 
tinggi nilai PDRB kecuali kelompok 1. 
Tahun 1984 
- Kelompok 1 
Tertinggi disektor pertambangan dan penggalian dan 
relati£ rendah hampir disemua sektor. 
- Kelompok 2 : 
Relati£ tinggi disektor industri pengolahan dan luas 
daerah pancaran. Relati£ rendah disektor listrik, gas 
dan air minum. 
- Kelompok 3 : 
Relati£ tinggi disektor pertanian dan relati£ rendah 
disektor industri pengolahan. 
- Kelompok 4 : 
Tertinggi disektor pertanian dan jasa dan relati£ rendah 
disektor industri pengolahan dan jumlah penduduk dalam 
daerah pancaran. 
- Kelompok 5 : 
Tertinggi disektor industri pengolahan; listrik, gas dan 
air minum; bangunan, perdagangan; restoran dan hotel; 
transportasi & angkutan; bank & lembaga keuangan lain-
nya. Terendah disektor pertanian; pertambangan dan peng-
galian; luas daerah pancaran; jumlah stasiun pemancar.-
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KelompoK 6 
Tertinggi dise:Ktor jumlah penduduK dalam daerah panca-
ranj stasiun pemancar. Terendah dise:Ktor pertambangan 
dan penggal ian. 
Secara Keseluruhan dapat diambil Kesimpulan sebagai 
beriKut 
- Nilai PDRB tertinggi dise:Ktor industri untuK Kelompo:K 2, 
5 dan 6. 
- Hampir semua :KelompoK tertinggi dise:Ktor pertanian, 
Kecuali KelompoK 5. 
- Hampir semua nilai PDRB tertinggi diKelompoK 5, :Kecuali 
pertanian, pertambangan dan penggalian, jumlah pemancar 
dan luas daerah pancaran. 
4.4.4. AHALISA DISKRIHIHAH 
Dari KelompoK-KelompoK yang telah terbentuK, dapat 
disusun fungsi disKriminan untuK menKaji variabel-variabel 
mana yang memberiKan sumbangan terbesar dalam membedaKan 
KelompoK tersebut. 
Variabe 1-vari.abe 1 pernbeda tersebut secarabersama-sama 
membentuK suatu fungsi yang menjadi batas antar Kelompo:K. 
Variabel-variabel pembeda yang terjadi pada tahun 1982 dan 
tahun 1984 adalah 
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Tahun 1982 Pert ani an; pertambangan dan penggalian; 
listrik, gas dan iar minum; transportasi dan 
komunikas i; bank, sewa rumah dan l embaga 
keuangan Lainnya; pemerintah dan jasa; jumlah 
stasiun pemancar; jumlah penduduk dalam 
daerah pane aran. 
Tahun 1984- Pert ani an; pertambangan dan penggal ian; 
industri pengolahan; listrik, gas dan air 
minum; perdagangan, restoran dan hotel; bank 
dan lembaga keuangan lainnya, sewa rumah dan 
jasa perusahaan; jumlah stasiun pemancar; 
jumlah penduduk dalam daerah pancaran. 
Variabel-variabel pembeda tersebut pada tahun 1982 
dan 1984- mengalami pergeseran-pergeseran walaupun relatif 
kecil. Adanya prioritas pembangunan dalam propinsi-propin-
si yang berbeda juga dapat menyebabkan terjadinya perges-
eran-pergeseran dari variabel-variabel pembeda. 
Dapat disimpulkan bahwa pertumbuhan sektor-sektor 
ekonomi secara nasional yang tidak samajberbeda akan 
mengakibatkan pergeseran-pergeseran variabel pembeda dalam 
menilai suatu daerah atau propinsi. 
BAB V 
KESIHPULAN DAH SARAH 
5.1. KESIHPULAH 
BerdasarKan analisa data dan pembahasan dapat disim-
pulKan bah wa : 
1. Penggantian sa teli t Palapa A oleh sa teli t Palapa B 
sangat berpengaruh pada perKembangan pertelevisian di 
Indonesia, teru tam a berpengaruh pad a daerah pancaran 
yang bertambah luas, jumlah penduduK yang te~caKup 
dalam daerah pancaran bertambah banyaK dan juga beraKi-
bat pula meningKatnya jumlah stasiun pemancar. Keadaan 
terse but dapat diliha t pada variabel pembeda yang 
diKetah ui pad a pembahasan terdah ul u. 
2. PengelompvKKan untuK 27 propinsi di Indonesia berdasar-
Kan Kondisi perKembangan pertelevisian menghasilKan 3 
KelompoK daerah, dimana ciri-ciri Ketiga KelompoK 
tersebut adalah 
KelompoK 1 diciriKan oleh nilai dari Ketiga varia-
bel yaitu jumlah penduduK dalam daerah 
pancaran, jumlah stasi un pemancar dan 
jumlah luas daerah pancaran paling Kecil 





diciriK.an oleh nilai K.etiga variabel 
tersebu t berada dian tara kelompoK. 1 dan 
K.elompoK 3. 
diciriK.an oleh nilai K.etiga variabel 
tersebu t tertinggi dibandingK.an dengan 
K.elompoK lainnya. 
Anggota-anggota K.elompoK. untuK. tiap-tiap tahun rela-
ti£ sama, dan ciri-ciri perK.embangannya untuK tiap-
tiap tahun adalah meningK.at seiring dengan K.emajuan 
teK.nologi pertelevisian. 
3. Dari tahun K.etahun tidaK. banyaK. perubahan terhadap 
variabel-variabel yang membedaK.an pengelompoK.K.an di-
atas. Variabel-variabel pembeda untuK. tiap-tiap tahun 
relati£ tetap sama seperti variabel-variabel semula, 
yai t u 3 variabel yang masing-masing adalah jumlah 
stasiun pemancar, 'luas daerah pancaran dan jumlah 
penduduK. yang berada dalam daerah pancaran. 
4. UntuK. variabel-variabel PDRB tahun 1982 dan tahun 1984, 
dengan menggunaK.an analisis K.omponen utama mampu menyu-
su tK.an dimensi pengama tan menjadi 4 Komponen u tam a 
untuK. tahun 1982 dan 3 K.omponen utama untuK. tahun 1984. 
SedangK.an variabilitas total untuK. masing-masing tahun 
adalah 86,1 Z untuK tahun 1982 dan 71,6 I. untuK. tahun 
1984. 
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5. Dengan analisis faktor dapat diketahui bahwa pada tahun 
1982 ada 4 faktor yang menjadi penyebab adanya ke-
ragaman antar propinsi yang masing-masing adalah : 
- faktor perekonomian dan pemerintahan. 
- faktor sumber daya alam. 
fa.k tor perniagaan. 
faktor perhubungan. 
Sedangkan pad a tah un 1984 ada 3 fak tor yang menjadi 
penyebab adanya keragaman antar propinsi, yaitu 
£aktor sumber daya alam, perhubungan dan peme-
rintahan. 
£ak tor perekonomian dan jasa. 
faktor perniagaan. 
6. Seperti pada pengelompokkan berdasarkan perkembangan 
pertelevisian, pengelompokkan berdasarkan PDRB juga 
dihasilkan 3 kelompok. Ketiga kelompok terse but 
masing-masing adalah 
- kelompok 1 dinamakan kelompok daerah pertanian 
- kelompok 2 dinamakan kelompok daerah semi industri 
- kelompok 3 dinamakan kelompok daerah industri 
7. Penggantian sa teli t Palapa A oleh sa teli t Palapa B 
berkai tan terhadap perubahan variabel-variabel pembeda 
untuk PDRB. Perubahan tersebut ter jadi pada variabel 
industri, pertambangan dan bangunan. Ketiga variabel 
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tersebut sangat penting dalam membedaKan pengelompoK-
Kan. Penggantian sa teli t Palapa tersebut juga berKai tan 
dengan perkembangan pertumbuhan PDRB dibeberapa daerah 
di Indonesia. Penggantian satelit Palapa A oleh satelit 
Palapa B dapat meningkatKan potensi serta pertumbuhan 
beberapa seKtor lapangan usaha. 
8. Berdasarkan hasil analisa dari data gabungan antara 
data pertelevisian dengan data PDRB, ternyata terdapat 
h ubungan;Keterkai tan an tara pert umbuhan pertelevisian 
dengan pertumbuhan eKonomi. SedangKan Korelasi langsung 
antara pertumbuhan pertelevisian dengan bidang-bidang 
tersebu t perl u di teli ti lebih dalam lagi. 
5.2. SARAH 
Berdasarkan pada hasil olahan dan kesimpulan yang 
telah dijabarkan dia tas, pen eli tian ini sang at berman faa t 
untuk mengetahui sampai seberapa jauh Keberadaan;peruba-
han-perubahan struktur baiK yang menyangkut perkembangan 
pertelevisian a ta upun dalam kai tannya dengan pertumbuhan 
eKonomi di tiap propinsi di Indonesia. 
Hasil pengelompokKan terhadap 27 propinsi di Indone-
sia, dapat memberikan gambaran bahwa dengan adanya sistem 
sa teli t terbent uk beberapa kelompok daerah/propinsi di 
Indonesia dengan ciri-ciri yang dimiliKL 
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Bagi perencana pembangunan Nasional, hasil pengelom-
pokkan tersebu t dapa t digunakan sebagai bahan informasi 
bagaimana pengelompokkan propinsi-propinsi di Indonesia 
serta sektor-sektor apa yang paling dominan dan yang perlu 
diperhatikan dalam prioritas pembangunan. 
Perkembangan ekonomi meningKat seiring dengan lajunya 
perkembangan pertelevisian, berdasarkan pengelompokkan 
yang terbentuk dari pertumbuhan ekonomi masing-masing 
propinsi di Indonesia dan hasil dari pengelompokkan per-
tumbuhan pertelevisian, dapat dijadikan acuan dalam peren-
canaan pembangunan dalam menciptakan pemerataan pembangu-
nan Nasional. 
Unt uk pen eli ti masalah perkembangan pertelev isian, 
terutama yang berkai tan dengan sistem satelit, hasil study 
ini dapa tlah dijadikan acuan dalam pengambilan sampel 
survey, peneli tian ini juga mengajak para peneli ti unt uk 
melakuKan penelitian terhadap perkembangan pertelevisian 
Indonesia yang menghasilkan banyak manfaat bagi masyarakat 
dan pemer in tah Indonesia. 
Tent u saja peneli tian yang lebih terencana dan lebih 
terarah memerluKan dukungan dana dan personal yang mema-
dai. Hal ini tidak mungkin dilaksanakan sendiri oleh 
penulis t ugas akhir ini, ana lisa dia tas setidak-tidaknya 
akan membuka cakrawala pemikiran yang lebih luas mengenai 
masalah tersebu t bagi pen eli ti-peneli ti yang akan datang. 
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Akhirnya, hasil tugas akhir ini tidak terlepas dari 
ke.Kurangan-kekurangan yang rnasih banyak, baik dalarn peng-
olahan, penyajian rnaupun interpretasi. Untu.K itu disaran-
Kan agar adiK-adiK rnahasiswa statistika nantinya dapat 
rnenyempurna.Kannya untuk Keperluan su.Ksesnya Pernbangu-
nan Nasional. 
Lampircn 1 
D I S C R I M I N A N T A N A L Y S I S 
On groups defined by X9 
7 (unweighted) cases were processed. 
0 of these were excluded from tr.e analysis. 
7 (unweighted) cases will be used in the analysis. 
Number of Cases by Group 
N..lmber of Cases 
X9 Lhweighted Weighted Label 
1 4 4.0 SEBELU1 SATB... IT 
2 3 3.0 SESIJDPH SA TB... IT 
Total 7 7.0 
On groups defined by X9 
Analysis number 1 
Stepwise variable selection 
Selection rule: Minimize Wilks' Lambda 
Maximum number of steps ..•.•••.•.••.••••• 
Minimum Tolerance Level ..•.••..••••.••..• 
Minimum F to enter •••.•.••..•..•••.••..•• 
Maximum F to remove •••••..••.•••••.••.••• 
Canonical Discriminant Functions 
Maximum number of functions ..•.••.•••.••• 
Minimum cumulative percent of variance ••• 








---------------- Variables not in the analysis after step 0 
Minimum 
Variable Tolerance Tolerance F to enter Wilks Lambda 
X1 .OCXXXXX) .0000000 
X2 1 • 0000000 1.0000000 4.6513 .51807 
X3 1.0000000 1.0000000 .71429 .87500 
X4 .0000000 .0000000 
X5 1.0000000 1.0000000 13.259 .27384 
X6 1.0000000 1.0000000 8.7317 .36412 
X7 1.0000000 1.0000000 10.217 .32858 
X8 1.0000000 1.0000000 5.2013 .49013 
100 
1, x:=.::. ~\k3.s includEd in the analysis. 
Degr~=~· of Freedom Signif. 
vJi 1 k s' Lamb::Jc-1 
Equiva.lent: F 
1 1 5.0 












1·./ari<:;..bles. in the analysis after step 1 
Tolerance F to rem:::;ve vJilks' Lamtda 
1 . (X)(l(X)(X) 13. 259 











Tolet-.:::u'!ce F to enter 
• (x):):::(x)O 
• (ii37 668.1 4. ~-:'J27 
.(OXx)(l(l 
• ::\3558C?2 .91707£~01 
• :::::1.7101-<1- • 2•l24....ClE-{l1 
• 26.-:::~)214· • ::·9512 






W..3.s inc 1 udEd in the analysis. 
DEgreE-s. of Freedom Signif. 
















Va.riables in the art(::tl )/Si.s a.fte1~ step 2 
Toler .. 2nce 
• o: .. =r? 6681 
.(>876681 
F to rE11Dve 
4.~627 
11.821 
t1Ji l k. s ' Lamb::Ja 
.2~.84 
.51807 












• i).<l25&1-0 2. 39'l7 
• 072':.633 • LJ.J '7'0.1E-<)2 
. 0798Sl91 . Lu:::::o?E-<)1 















~·.12.:::. .inc 1 ude-d in the a.na 1 ys1 s. 
.07284 
12. 728f.:3 




DegrEes of Freedcm Signif. 
3 1 5.0 
3 3 = C> .. ()::::.2.s 
I,<Ji 1 ks' Lamtda . 
.~.t:027' 
.1~.l)98 






















F level or tolerc::-tnce or VIN i.nsu.1'·Li.ciHot. for further comp...!tat.ion. 
Picticn \Iars 1!-Jilks' 
Step Entered RE'!TtOVed In La.mb:la Sig. Label 
1. X5 1. .27::84 .0149 
2 X2 ,.., .1~;.)98 .or12 ..::. 
:-::: "·'L ~ .07:L8-'-l .US26 - J..w -
Canonical Discriminant Furicticr1s 
F'ct of 

















* n1arks tt-e 1 co:oJionical di:::.cri.min,:mt functions. rema.ining in tt-Je analysis. 
Lainpiran 1 (lanjutan) 









Fooled-1rJi thin-groups correlations behiEE'II discriminating varia.bles 
.::1nd canonical discriminant functicns 












.21 . .::.; . .::. 
.17905 













~....ere prc::cessed . 
here e>~cluded for missing or out-of-range group cooes. 
ha.d at least cne missing disCI~iminating VC:\riable. 
trJere used for printed CJLttp...tt. 
~·..et-e trJritten into the active file. 
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Tahun 1980 
* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Data Infonnaticn 
27 unweighted cases accepted. 
0 cases rejected because of missing value. 
Squared Euclidean measure used. 
Cluster Membership of Cases using Complete Linkage 
Number of Clusters 




























Lcrmpiran 2 .1-b 
Dertck·ogr .. cr_trt usinc_:1 ComplF.2te LinkagE· 
F\Escaled Di~.to:•nCE· Cluster Cofnbim:? 





























D I S C R I M I N A N T A N A L Y S I S 
ell groups defined by CLUSSAT3 
27 ( unweighted) cases were prcx:essed. 
0 of these were excluded from the analysis. 
27 (unweighted) cases will be used in the analysis. 
Larnpiro:trt 2.1-c: 
Number of C.aSE.>s by (3roup 
httJTiL-er of C::tses 























~~. 5(X):):) 962427'7. (l(X)(X) 
10. ~(l(XXl 194;=s._L,626. (XXX):) 
4.18~519 27&4257 .07407 
Gr-oup Stc:"lfldard Deviations 















OJ groups defined by CLUSSAI.S 
Analysis number- 1 
Stepwise variable selecticr, 
2.election rule: t·1inimize Wilk.s' Lamtx.la 
t'1a:drrum number of steps •.•.•..•••••.••••• 
t·1inirrum Tolerance Level ••.....••..••••••. 
t1inimum F to Enter .•.••.••••.••••••.••••• 
t'1a:-:irrl_un F to remove .•..•••.•.•••.••.••..• 
c.e.r,onical Discriminant Functions 
1"1-i:":i.:-:imLllll nLunber of functions •.•.••.••..••• 
1'1inimLllll curnulative p:::?rcent of variance ••• 











?icticn 'V<::tr-s t•Jilks' 
StE•p Enter-ed F:emovE.:.d In Lambda Sig. Label 
1 X~~~; 1 .04607 0.0 
'"":• X1 r;t ,()!.:j.(j/.:::. .0000 ..:.. ..:.. 
CcTJCiflica.l Discr-iminant Functions 
Pet of 
Fen Eigenvalue 'var-iance Pet 
22.512Lj. 
.04::::4 









Chi squar-e DF Sig 
75.:L~)1 4 Jli)(A)l) 
r.o/-i'=J 1 .3176 
* mar-ks the 2 canonica.l di:::.c:r-imina1t functions r-E'IlB.ining in ti-e -~na.l ysis. 




-- • :::~:o::::: 1. 6 
1 • Ot:._f:.31 
1.02~\4(! 
-.079~<8 
F'oolE.od-t,,Ji thin-gr-oups cor-r-elations bebr.JEB~ discr-iminating var-iables 
ard ccmonica.l di:::.c:r-iminant functions 
(
























Lc;.mpirc: ... n 2.1.--e 
Nc·. of PredictEd Grcup I"'Embership 
PlCtual Group G.:\~&:5 1 ~. ..::. 
Grco.p 1 -.-:r-L_._:. ""i~· L·.) 0 
l(X),()/: .0% 
Grcup ~_, q 0 r) .:.. ..::. ..::. 
a()~~~ 100.0~~ 
Group 3 ~, ..::. 0 (l 
• <)~~: .Oi: 
Percent of "grouped" case::; correctly clc;..ssi fied: 100.CO'l. 
Clas~.i fication Processing Suntrk:l.ry 









0 C.c..s.es v-Jere e:-:c luded for missing or out-of-rc;..nge group codes. 
0 C.::\ses r!Ctd at least cne missing discriminc;..ting VC~.riable. 





* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Data Information 
2·7 Ltn~:.Js?ighted cas::.~=_::s accepted. 
0 ca~.es rejected t:ecause of missing value. 
Squared Euclidean rreasure used. 
Cluster t'12mbership of Cases using Complete Linkage 
Label Case 3 
1 1 






























Lx:::ndrogram using ComplE·te L:i.nka.ge 
Fe=.c:a.led Dis:.t.ance Cluster Canb:i.ne 

















" -+ ..:.. 
r-r-. 
.,;:.....::., -+ 










D I S C F I M I N A N T A N A L Y S I S 




















3.9~6!52 7 69969.26957 
Total 
!:•. !:OOC(l 9842697. !:(:()():) 
10. ::OCl(l(l 19759573. OC(li)(l 


















::.·9LJ.~j82 .. q .• 63217 
5:.=.t:.B"":"-kl7. 6 7 4::.9 
Dn grcups definEd b;.-' CLLISDLJA.3 
~'f1al ysis number 1 
Step.-;i::-.e va.riable selecticn 
~E·lection n..1le: t·1inimize Wilks' L:::•mtda 
t·"la.:-:imLlfTl numb=:r of steps •••••••••••••••••• 
l""linimum Tolerance Level •••••••••••••••••• 
1'1inirnt..lm F to enter ••••••••.••••.••••••••• 
t1.::;~.:-: irH...lfTl F to rernove •••••••••••••••••••••• 
1'12\:-: i.rrum number of fLuic: tions •.•••••••••••• 
1'1inirru.m CUJKtle1.ti.ve j:Erc:ent of variance ••• 










Stt:~p E"nterc'C! F:E;TiO\/EQ 
1 /7 





~ ._s._~._ .. _l-_1 
~Umnary Table 
\.!Ji.lks' 
La1nl:da. Sig • Lal:el 
.CJ.4.,SJ..1 0.0 
.039C8 .0(:(:0:) 
Cs.ncnic.::;;.l Di::.crimina'lt FurKticns 
F'ct. of Cum C:.::<ncrdcal After ~1Jilks' 
Fen Eigenvc:,lu.e 'va.r·ic:•nce F'ct Corr Fen Lamb:! a. 
0 .0399 
1:t: z~:.cr:::;72 97.82 • 97'7'0 1 .9b)9 
2::t: • 0-4\)7 .18 1():). (X) • 1977 
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Chi::.quare DF Sig 
7:::'•. 716 4 .O(X):) 
.937 1 • ~~0".::~) 
* rna.rks ti-e :2 car,cn.ical discriminant fLu-Jctions rem-aining irr ti-e a.rtal ,,,sis .. 







F'c11_::.lE ... -:l-~rJi t.hin-·gn::ll...lf.t::::- c:orrElaticns teb_..Jeer, di::.criminating variablE'S 
and canonical discriminant functions 








1. t:j .• ~25:="2.~::: 





La1npi r C:\fl 2. 2-e 
Classificaticn F:esults-
t·.,f.::J. of F'redicte=.'Cl Group Membership 
Actual Gro_tp Ci:•.=.es 1 ~. L 
----
Group 1 23 
,..,..,. 
L• ... ) 0 
100.0/. .0% 
Gro...tp '") 2 0 '"") ""- ""-
.0% 100.0% 
Gro...tp 3 2 0 0 
.0% .0% 
PercEnt of "gro...q::JE.ld" cases correctly clc:~ssified: 100.00% 
Classification Processing Ej_tmrr;a.ry 








0 _Cases 11--~ere e:-:cludEd for- missing or o...tt--of-ra.nge group codes. 
0 Ca.ses ha.d at least one missing discriminating varia.ble. 
27 C:ases v-P-r-e L\sed for printed o..ttp_tt. 
* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
27 ur11,•Jeighted cases Etccepted. 
0 cc-tses rejected t:eca.u=:e of missing value. 
L..a.b•.=l c:c'!.~e :-.:;: 
1 1 







0 1 ' 




















1 i "" ~·· -~- ._1 
DerKir·o;~r-a.m us,ing C:1.:xnpJ.ete Link..::..ge 
F-~:e-::.caled Distance Cluster- Combine 



























J1 -+ +-------------------------------------+ 
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D I S C R I M I N A N T f::1NALYSIS 
C:in gr-cups defined by CLUSTII3.3 
( urweighted) cas-es ~·..ere pro=esSE'CI. 
0 of the::::.e v-..~er-e e:-~c 1 udEd from tt-e ana.l ysis. 
( unweighted) cases v-.Ji 11 te us.ed in tt-e Zil!al ysis. 
f::Ction ')a.rs l!Jilks' 
Step Er1ter-ed F:;:emo-... ·ed In Le<.mtda Sig. Label 
1 X11 1. .05442 o.o 
Ca.nonicc-d Discrimin2nt Functions 
Pet of 
Fen Eigenvalue Va.ri<:•ncE· 
D_IJn Canonical After \.>Jilks' 
Pet 











* marks the 1 canonical dis--criminant functicns remaining in the analysis. 





POCJled-wi.thin-groups correlations beh·.een discriminating variables 
and cc-tnonical discriminant functicns 














-1 . ::::;::::.(JLl~) 
8. 2:235<-1 
1.5.45247 
CJ.a.ssi "ficaticn Re--:::~_tl ts -
1\b. of Pr-edicted Gr-oup t-1f=mber-shi p 
Ptc:tual Gn:up C:3.S~:?S. 1 ~. ..::. 
-----
Gr-oup 1 24 2ii- 0 
1C(l.O/. .0/: 
Gr-oup .-. ..::. r~ ..::. 0 2 
.0/. 100.0% 
Gn:u.p :-,::; 1 0 0 
• 0/~ .UI. 
Per-cent of "gr-ouj:E'd" ca.s:..es cor-r-ectly cla.ssi fied: 100.00% 
Classification Pr-ecessing 9...mnary' 








0 Cases \.'-Jer-e e:-:cluded for- missing or- out-of-r-a.nge gr-OL.tp codes. 
0 Cas.es had at least one rnis.sing dis.c:r-imina.ting variable. 





* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Data Inforffii:":itiCTI 
27 un\AIE?ighted cases ~ccepted. 
0 cases rejected tt-..::c:<.use of mis.sing value. 
Equared Euclidean measure used. 
Cluster t·"!Embership of Cases using Complete Linkage 
1'·-.j.Jmber of ClL1st.ers 











10 r-, ..::. 
11 2 
12 1 


















Dendr-cgr-am using Ccxnplete Linkage 
Rescaled Distance Cluster- Combine 

















...::. ... ) -+ 
-:; 
~· -+ 











D I S C R I M I N A N T A N A L Y S I S 
Or gr-o_tps defined by CLUSEl ... P3 
27 ( um...eighted) cases 1,.-\,li;?r-e pr-ecessed. 
0 of th::?Se ~>'Er-e e:-:cluded fr-an the analysis. 
27 (un~.-.eighted) cases ~-Jill be used in the e<nalysis. 
Lc::u11piran 2.4-c 
N_,mtx:?r of Case=. by Group 



























6. !::.666 7 1::::.81540. 708.-:::3 
12. (l(:(l(l(i 17:2.'99255. (l(:(l(:(l 
14. (l(:(l(J(i :2.9257520. (l(;(l(:O(l 
Total 
l:Jro .. q:::• Standard Devia.tions 
C::LUEB·P3 X13 X14 X15 
1 1662.6.41022 :::::.472L1-6 1531.085.49241 
'-;> 1156.82669 .• O(:(X):) 3939658.1.5930 ..:.. 
3 in=:uff icient data fo;~ standard deviations 
Tota.l 16402.89e.69 3.8(C'83 t:.S~L-:::41.4 • 98864 
[In r;wo .. tps defined by Q_LJSEJ·P3 
Pn::d.'y'Sis nLlffiber 1 
Step.r!i=:.e variable selection 
Eelecticn rule: 1'1inimize vJiH:.!:;·· Lambda 
11a:-:irnum number of steps •••••.•••.••••••.• 
t·iinim_lffi Tolerance Level .••••.•••••.•••••• 
1·1in irTLlffi F to enter •••••.••••.•••.••••.••• 
M.::~;.: im .. lffi F to remove • • • . • • • • • • • • • • • • • . .••• 
C:c..nonical Discriminant Functions 
i"t::~:-:im .. lffi nLI.ffiber of functions •••••••..••••• 
1·1inim .. lffi cum .. tlative f=ercent of variance ••• 










Lampi ran 2. 4-e 
Classification Results-
No. of Predicted Gn:x .. tp Membership 
?\::tual Gn:x .. tp Cases 1 2 
Group 1 24 24 0 
100.0% .0% 
Group ~. ..::. . ..., ..::. 0 ~. ..::. 
• <)~': 100.0% 
Gn:x .. tp "':!" 1 0 0 ·-· 
.0% • <)~/: 
F'erce:r1t of "grouped" caSI"'....s correctly classified: 100.00% 
Classification Processing Surrmary 








0 Cases \.'Jere el·:cluded for missing or D...tt-of-rClnge group codes. 
0 C.ases had at least one missing discriminating variable. 
27 C.c<.ses 1--\iere used for printed o...ttp...tt. 
/ 
124 
Lc:unpir,:m 2. ;:.-a 
* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Dat2l. Information 
27 unweighted cases accepted. 
0 cases rejected bec2l.u.S:.e of mi~.sing value. 
!:::quared Euclidean measure u5ed. 
Cluster Merntership of Cases using Complete Linkage 
t')_lmter of Clusters 









0 1 I 
10 r; ..::. 



















DEndr-ogr-arn using Com Linkage 
.aled Distance Clu.:::.ter- Combine 






























- - - - - I s R I t·1 I N A N T rJ A L Y S I S 
Cn gr-o_!ps def ine_-y o:LIM3 
27 r !l€:?io==·d) cases ~Ner-e pr-ocsed. 
o ~~~-~Ner-e e:-:c l uded fr-om le analysis. 
(Nei1:ed) caSE-s !--Jill be 2d in the anc;.lysis. 27 
125 
25 
Lc<Jnpiran 2. 5--c 

















X17 X18 X19 
Total 
=.·o 1 e6 • ::::'".3:::.::::::::. 
26332. (X)(X):) 
4::::"425. CX:XXx) 
21 ~..:)2. 2~·926 
6.79167 14::::"4872.79167 
12. (XXl(:(l 18~ 7:::368. ~(l(X)(i 
14. (i(X)(li) :.'969~.::457. (X)(l(:(l 
7. -44·444 3759449. 61-...hb 7 
Gt-o...t.p Standard DE·viations 
QlJ.3LII"'f.::. X17 X18 Xl9 
1 16843. 16 7:::.0 3 .. 49385 1~.:.79097. 78857 
":• 1l5:J. 82669 .(X)(XXl 2461495. 9'2/.:176 ..:.. 
3 insuff iciertt data. for standard deviations 
Total 16519.31272 3.79608 7(179704. 4::::492 
Ctrt gro...tps defined by CLLEL.It·'f.::. 
Analysis number 1 
Stepwi£-.e variable selection 
E.election rule: t1inimize V.Jilk.s' Lamtda 
t·1a;.: imum number of steps ••..•••••••.•.•••• 
1"1iniinu.m Tolerance Level .••.•••••••••••••• 
t·1in imum F to enter • • . • ••••••••••••••••••. 
t1a;.: irrv.m F to remove ••••••.•••••••••••••.• 
Cancoical Dis~riminant FLnctions 
1"12.;-:imum number of functions •••••••••.•••• 
t·1inirrum cu.mulative percent of variance •.• 










Lampir-c:\1""", 2. !:..-d 
Pr-ior- pr-obability for- each gr-cup is .3:::..::.-:::.:::;; 
t3u.mmary Table 
Pet ion l.,lar-s t.--Jilk.s' 
Step Enter-E-'Ll REffiOVEQ In Lafntda Sig. Label 
1 ViO 1 .04828 0.0 r-..J.. 1 
r+.i X18 ~. .0443!:· .OOC(> ..:.. ..::. 
Canonical Discr-iminant Functions 
Pet of Cum Canonical After- Wilks' 
Fen Eigenvalue Var-iance Pet Cor-r- Fen Lambda Chi squar-e IF c· ~·lQ 
0 .044::::; 73.Z:.~) 4 .(>(:(A) 
99.99 1 • 9'-?r77j .059 • .i30Ti .!. 99.99 .9775 
2;f.: • 0(>2!:· • 01 1 (:(l • 00 • 0!:01 
* mar-ks tt-e 2 car,onical dis.c:r-iminant functions r-emaining in tt-e ana.lysis. 











Pooled-within-gr-oups cor-r-elatior,s betl ... Jercn discr-iminating V<:ir-iables 
and canordcal discr-iminant functions 























Larnpira.n 2. 5-e 
Cla.ssi fica.tion F:E.:.s:J_tl ts -
f'..lo. of PrE'Clicted Gr-o_tp 1'1ember-shi p 
Ptctual Gn::up Cases 1 2 
-----
Grcup 1 24 24 (l 
100.0% .0/. 
Gro_tp 2 ~. ..::. 0 2 
.0% 100.0% 
Gro....tp -=!" 1 0 0 ·-· 
.0% .0/. 
Percent of "gro_tped" cases con-ectly classified: 100.00% 
Class.i fication Processing Sunmary 








0 Cases ~r.ere e:-:cluded for missing or o....tt-of-r-a.nge gr-o....tp codes. 
0 C..as.es h2d a.t least one missing discriminating variable. 





* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Date:•. Information 
27 Lnrr,eighted CC!.ses accepted. 
0 cases rejected l:::ecau.se of missing VC~.lue. 
Squared Euclidean measure used. 
Cluster 1'1embership of Cases using Ccmplet.e Linkage 
N_unter of Clusters 











10 ~ . ..::. 
11 2 
1~' ..::. 1 
















Dc-·ndrcgrc:un using Cornplete Linkc:•.ge 
c p, t) 
Le..bel 
Re::--:>Cc:tlE'Cl Dist.c:u""tee Cluster· Combine 






























D I S C R I M I N A N T ?"-it~f~LYSIS 
(um'-112ighted) ca.:::-.~-:==; \A!et-e precesS=~. 
0 of thE-'::-.e ~'Jet-e e>TludE'Cl from t!-e analvsis. 
(urwJE•ighted) cases \-'Jill be u=:e.>d in the analysls. 27 
.-·,~ 
L_,_l 
Lampi ran 2. 5--c 
t··-bnl::er of Cases by GnJup 

























20193 •. .:; • .:; • .:: • .::<:. 
26:02. (X):)(:(> 
4:::4z:, • ocx)C:.:) 




15 • (X)(X):) 
7. 5~5556 
1474Z33.25000 
19041 II 0. 5(i(i(l(l 
::98151:::.8. 0(:00(:0:) 
Z.S2'::.t.39 • 88889 
Gro_,.p Standard Deviations 
X21 X22 xz::: 
16839. Z-:':>237 3. 54244 1609l.J.32. :::49:.:::2 
~. 
L 115S.82t:69 .OOXO 2406191.74539 
3 insufficient data fot- stc:Uidard deviations 
Total 16515.:::6:':>18 :.:::.89609 717084-1. 7'7969 
Qo grcups defined by CLLJSt'-.JiC'tD 
Alalysis number 1 
StePI'Ji=:-e variable selECtion 
:3ele::ction rule: 1'1inimize Wilks' Lambda 
Ma:-;imum number of steps •••.•••.••••••••.• 
1'1inirrum Tolerance Level ••••••••••.••••••. 
1'1inirrum F to enter •••••••••••••••.••••.•• 
t·1a>: im...un F to remove •.••.•••••••••••.••••• 
Canonical Discriminant Functions 
t·12.:-: imLun nLunber of fu.'"lc tions ••••.••••••••• 
t·1inimum CLlfllLtlative j:E'rcent of variance ••• 















at• ..... _ •• _, .. ~ ... -• 
lrJi 1 ks:., 
Lo:uni::.'IC.i.:::c E;ig . 
.0428<? u.o 
• O,+<l::;-7 • (:(l(:(l 
C=:u'lcnice..l Di=:.criminc:\fli: Functions 
Pet O'f D_tm C=:uxlr'iic:al After l..Jilk.s' 
Fen Eigen'y'alue '·../ar-ie.nce F·ct D.::.rT· Fen L.3.mtda 
(> .0444 
21. ';:.:::;;~4 1.00. 00 1C(l. (:(l 1 1.CxXx) 
.O(X):) • (:() 1. 00 • ((l 
132 
Chi square CF c· ,_,l,g 
73.2.~)5 4 .((:(X) 
.001 1 .9797 
·-) ce..natice..l c.ii.-:::..cr·im.i.nant functicns reTJ.aining in the e.na.l ysis. 
t3te.nde.rc.iize'Cl l:=.::"1.flcnica.l Di=:.crirn.in<:\flt Funct.ic..'if'l C.cefficiertts 
X22 
X23 
FU· .. r:; 1 
.:::::.:~.s:::.::l 
1 . (:()81..:2 
0' LOi .. l•":::!t..l i•::J 
Pcoled.:...Y.Ji thi.n-gro_q:::E correlations bE·tY..JeE"fl discriminating variable"::; 
2J'lCI ce:;,nDnical disc:rimine.nt functiats 
( 

















Lampi ran 2. 5-e 
Clas=:.i ficatirrt F:es:ul ts -
1\b. of PrEdicted Gr"Oup t•lembershi p 
Pctua.l Grou.p C-ases 1 2 
-----
Group 1 24 24 0 ..1. 
100.0% .0% 
Gt-o_tp 2 ~. L 0 2 
.0% 100.0i~ 
Group 3 1 0 0 
.0% .0% 
Percent of 11 gro...tped" ca.=:es corrEctly classified: 100.00% 
Cla.ssi fication Processing Eumrnart 








0 Cases were e:-:cluded for missing 01?· o...tt--of-range group codes. 
0 Cases had at le:3st one missing di=:.crimina.ting VC:!ria.ble. 
27 Case::s were used for printed cutp...tt. 
L.o:uT!pi.n:\11 2.6-a 
* * * * * H I E R A R C H I C A L. C L. U R T E R A N A L. Y S I S * * * * * 
Dat2. Infor-m2.tion 
27 unv·Jeighted cases acceptE..:::I. 
0 cas-es r-ejected bE-cause of missing value. 
Squ.::Ted Euclidean measur-e used. 
Clu.st.er- t··ember-ship of Cases using Complete L.inf.-.:,:..ge 





























G'Endrogr·am using Canplete Link.C<.ge 
Rescaled Di2.tance Cluster Combine 






























D I S C R I M I N A N T A N A L Y S I S 
en gro..1ps defined by CLL6TUJ3 
27 ( LUJ~reighted) ca.ses v-ere precessed. 
0 of tt-·ese ~..ere e:-:cluded from the analysis. 
27 (Ltn~rJeighted) cases w~ll te Lt:.ed in the analysi:: .. 
Lampi ran 2. 6--c 
Number- of C.a.ses by Group 
Nurnt:er o1" c:a·ses 
CLLLS-rl.U~; Lh~·eighted V..ieighted L<:d::el 





























11 ~.t .• 82tt:o9 
:::; • ~..:):)52 1C:6~(i-<lf? .• S.S608 
• CliX:(l(l 2:-::.Ll-87~4. 87577 
::: in:=t.tff iciE?nt data for standa.rd de\ti.ations 
Tot<:t l 1t.Ll-78. 42182 3. 82396 7L.'87770 .1L.977 
Dr1 gnJu.p::. defined by CLLIS"WJ3 
1 
Stepwise variable selection 
S..:?lecticn rule: t·1inimize (.lJilk.s' Lambda 
t·1a:-:ifT~.Jm number of steps •.•..•.•.•..•.•••• 
1'1inimum Tolerance Level •..•.•.••..•.•.••• 
1'1in imum F to enter .••..••..•..•••••••••.• 
l't:3.>: imum F to rerrove •.••••••.•••••..•..••• 
Cancnical Discriminant Functions 
1'1a:dmum numter of functions ..•••••...••.• 
Mi.nirrum cu.mulati \.-'e ;:::eJ~cEnt of vat-iance .•. 








Prior probability for each grcup is -~~.3 
9_liTI'Tta.rf Ta.ble 
A::tic:n Ve<.rs Wilks' 
Step Entered Remove--! In Lamt:da c· ,_,1g. Label 
1 X27 1 .0:'(117 0.0 
2 X26 ~. .L .(>4558 • (i(.l(X) 
Cancnical Discriminant Fur;ctions 
Pet of D_m Cancnical After t-'Jilks' 
Fen Eigenvalue Varie<nce Pet Corr Fen Lamt:da 
0 • (>4:'o6 
H :.~).9418 100.()() 1(X).(X) .9769 1 1.0(x):) 
2:t-: • (:(X)(l • (X) 1(X). (X) • (0)9 
Chi square DF 






* marks ti-lt::: 2 canonical discriminant functia~s remaining in ti-lt::: analysis. 










Pooled-within-groups correlati.c:ns bet!A!een discriminating variables 
and canc:nical dis--criminant functions 









- • :::;.()<7'81 
.99155* 
.:'(>752* 














Clas~:;i ficc;..ticn Pe=ul ts -
1\b. of 
Ca.SI=...r:; 
Predicted C:irou.p i''IE:;nbership 
?k:tua1 Group 1 2 3 
Group 1 24 24 0 
100.0i: .Oi: 
Gn~ .. .1.p ·• ..::. (i ,.., ..::. 
.o:~~ 100.0% 
13n::Ju.p :-_::; i 0 0 
.o~-;; II {)~r: 
F'e,~c~:::..,nt of "grouped" CB.s.es correctly classii~ied: 100.00% 
Clc:\ssi f icB.ticn Processing 2J...\1Tili2ry 







0 Cases ~>-Jere e;-:cluded fot- missing or out--of-rBnge gro...1.p codes. 
0 C.a.ses had at least one missing discriminating variable. 
27 Ca=..es ~r;ere used for printed output. 
139 
La.mpir an 3. 1-a IJ?":~Tr::i BAGIPN I I I 
Tah..tn 1982 
---- FACTOR A N A L Y S I S 
Alal ysis t·-l.unber 1 Listwise deletion of cases with missing values 
E:{traction 1 for Pnalysis 1, Principal--c::anponents A-1alysis (F'C) 
Initial Statistics: 
Variable Carm...tna 1 i ty * Factor Eigenvalue Pet of Var Qun Pet * 
X1 1.0(l(i(X) * 1 3.45716 ::::8.4 ::::8.4 x~· i .CX:XX:(> * 
r-;, 2.05444 22.8 61.2 L ..:.. 
X3 1.CX:XXx) * 3 1.19023 13.2 74.5 X4 l.<XX:XX> * 4 1.04857 11.7 86.1 X5 1.<XX:XX> ... a::: .62685 7.0 93.1 "' ~· 
X6 l.OCxXx) * 6 .26823 3.0 96.1 X7 1.(x):)(X) * 7 .24094 2.7 98.7 
X8 1.(X)(XX> * 8 .11248 1.2 1Cx).O X9 1.CxXxX> * 0 .(X)111 .0 100.0 ' 
F'C E:·:tra.cted 4 factors. 
Fa.ctor Matri>:: 
FPCTffi 1 FPCTOR ~. L FACTOR 3 FACTLF: 4 
X1 .05655 .93193 -.08712 .14L'01 
X2 -.79321 -.55420 .14Z26 -.16902 
X3 .56206 -.52601 -.31726 ~41046 
"""' X4 .75715 -.41265 .29654 -.::.'9405 '"-, X!:• .39441 .2::::8"21 -.62933 - • X>6.::.:7 
X6 .77414 -.17311 -.229"28 4~98 • ..::~.::1 
X7 .21476 .~.(>88 .64(>6.3 .47217 
X8 .82496 -.2412a .27885 -.L~)101 
























Rotated Fa.ctor r•la.tri:<: 
FPCTCR 1 
Xl -.241C:-3 
x:::: -.~;22 .. 1-7 






xo •'-' .8611.0 
X9 • 7:L~)71 
* 
* 1 w 
"' 2 














Factor Tr,:;.nsfonnation 1"1atri;.~: 
FP!C:TCR 1 FPLTOF~ ~, ..::. 
FPLTCF: 1 • 721.46 .:-.:::9232 
FAC:TCF: 2 -.18477 .9(X)21 
FPCTCF: -=!" ·-· .41933 -.16560 








































4 F'C: EXPLT FACTCR SOTtS t-J ILL BE gp,~.JF.J) vJI TH F\'COTI'~: FEe 
F(lj_l1;JII'·E FACTO:;: 9_-:c:f\ES WILL EE ADIJED TO TI-E f::li:TI\£ FILE: 
1'-.H·£ LABEL 
Ft:"J:1 A--R FPLTCR scc:F.E 1 FOR PNCLYSIS 1 
F9=2 A--R FACTOR so: F.£ 'J FCR PNPLYSIS 1 ..:.. 
F9:::::.3 A--R F?:lc:TCF: EJ:Cf£ 3 FDR {:l\lrCL YS IS 1 







* * * * * H I E R A R C H I C A L C L U S T E R A N A L Y S I S * * * * * 
Data InforrrBtion 
27 un\Aleighted cas.es accept.ed. 
0 ca.ses rejected because of missing '·..'alue. 
Squared Euclidean measure used. 
1 Agglcmeration method specified. 
Cluster 1'-lEmtership of Cases using Complete Linka.ge 
Re--::oealed Distance Cluster Combine 





































~I 10 15 20 
+----1-
L2<mpi ran 3 .1-d 
D I 8 C R I M I N A N T A N A L Y 8 I 8 
[!n gro_tps defined by T a.hun 1 S'82 
27 (urw·..eighted} case=. tr..ere precessed. 
0 of the--:=>e ~AEre eJ-:cluded from tre analysis. 
(un~r..eighted) cases will be us-ed in the analysis. ·""7•7 ..... , 
t'-.lunber of Cases by Grcup 

















































1.2. Clb 71. :;, 




































3 inSJ_tfficier,t data for standar-d devia.ticns 


























:::;~ insu.ff iciE?nt da.ta for ::.tC\fld~1r-d 

















D I S C R I M I N A N T A N A L Y S I S 
Cr-t groups defined by Ta.h_UJ 82 
Analysis nu.mter 1 
SteJ:>¥Ji~.e variable ~lection 
Surrunar/ Tab 1 e 
Pction Vars Wilks' 
Step Entered Rennved In Lambda Sig. Label 
1 X4 1 .18CG5 .0(>(>0 
. ..., X1 ~. .1::2:?31 .(i(i(X) .,;... ..::. ..,. X6 3 .0762!:· .CO)O 
4 X7 4 .0!:·796 .(l(l(i(l 
5 X8 5 .04273 .O(X)) 
6 X9 6 .CC497 .O:X>O 
G..=<.nonical Discriminant FLnctions 
Pet of Cum 




-"' 8.1EB=t 79. !:(l 79.50 .9440 





Chi square DF 
72.09!'5 1') ..:.. 




* marks tre 2 canonical discriminant fLnctions remaining in tre an<:\1 ysis. 
.. 
L.:unpiran 3 .1-f 
Standardized C::lflonical Discriminc;nt Furrction D:efficients 
FU--C 1 F-1.t-C 2 
X1 -.3:.... '?:!A) • 715.39 
X4 1.02.t:44 .51093 
X6 - • 75.3::::.0 -.76'E.CR 
X7 .16559 .81126 
X8 .23045 -. 74766 
X9 .4567<1- .41678 
Structure Matri:-:: 
Pcoled-v-Ji thin-grc:x...tps correlations betJr.Jeen discriminating variables 
and canonical discriminant functions 
(Variables ordered by size of correlation within function) 
FLN: 1 FLN: 2 
X4 .74032~ -.16370 
X8 .44176* -.:::.0970 
X5 .10871* .08376 
X1 -.16242 .48246* 
X< ·-· .12483 -.41177* 
X9 .2&.s:.:..J .35072* 
X7 .03!::744 .32612* 
X6 .(>9187 -.22246* 
X2 -.10485 -.1/.:: .. 5/* 















Actual Grc:x...tp Cases 1 
Group 1 18 18 
1(X).0% 
Grc:x...tp 2 8 0 
.0% 
Grc:x...tp 3 1 0 
.0% 












Fi4CTOR A N A L Y S I S 
H-tal ysis N .. J.mber 1 List\-'Jise deleticn of cases with missing values 
E:-:tracticn 1 for H-talysis 1~ Principal-Compc:nents Atalysis (FC) 
Initial Statistics: 
Variable D:mrunal i ty * Factor Eigenvalue F'ct of Var ()J.m Pet * X1 1 • (:(J(l(lO * 1 3.92751 4:::::.6 43.6 X? 1 • (l(:(l(:(l w 2 2.•+08Z2 26.8 70.4 "' 
X3 l.(X):)(X) * 3 1.118.-:::8 12.4 82.8 X4 1.0(l(X)(l · * 4 .78914 8.8 91.6 X5 1 • (0):):) * 5 .314<7'8 3.5 95.1 X6 1.0((X)(l * 6 .19~579 
~.,.., 
..::.. . ..::. 97.2 
X7 1.(XX:(i(l * 7 .1.9+46 1.8 99.1 I X8 l.(X)(XXJ * 8 .08352 .9 1(X).0 X9 1.CX):XX) * 9 .(X)(:(!(l .o 1(x).0 
F'C E:-:tracted 3 factors. 
Factor 1''\atri:-:: 
FACTCR 1 FACTCR ~. ..::. FACTCR 3 
X1 .397CR -.8.2.960 -.21021 
V":• -.<7.2021 .26.358 .24431 .'"\..:.. 
X3 .2::::888 • 74964 -. 5::"119 
X4 .660::.'4 .56517 .41740 
X5 .TS772 -.12324 .CG441 
X6 .68058 .::::~-331 -.54:2.93 
X7 .68160 -.17525 .::::-6727 
X8 .67109 • 547::::-6 .3::.'·9::::4 
X9 .71225 -.54{x)4 .01t:.-:::4 
• 
.. 








0:J!Tii1U ... Ja 1 i ty 
.890i0 
o~r::o• 












X' ..... -.24170 
X4 .06270 
X5 .62::::.85 



























F'ct. of ~-.)ar 
4~3.6 












Fa.ctor- Transfonn2.tion t-1atri>:: 
FACTOR 1 
FPf~TCR 2 




















PrR FPCTC:P 2DJF:E 
A--F;: F (..if:::TDR E;[:Cf\£ 
1 Fffi f".if'!:::L-{S:IS 
2 FC:F r.t,.IPL.YSIS 




* * * * * H I E R A R C H I C A L C L U S T E P 
27 Ufl\.-'Jt-"?ighted C2£:-2S clCCept.ed. 












































D I S C R I M I N A N T ANP1LYSIS 
27 ( un~r;eiqhted) cases ~·E·re precessed. 
0 of tres.e trel-e e:-:cluded frcm the analys:.is. 
27 (un~rJeightEd) cc<.s:.eo--s vJill be used in the analysis. 
f'·.lunt:er- of C.c<.s:.es: by Gro_tp 



























































~-~ ;;::-•• -. ·1 t:: 
. .:: ... .:: •• ._t/I._J..<.,.,,.J 
::::; ins:utf iciEnt dc<.ta 
7.91791 
for stc\lldard 






































:.::; insufficient data -for- stc.<nde<rd devi.::d:icns 
D I S C R I M I N A N T 
D1 gn:ups defined by Tahun 1'7"34 
1 
Action i)ar-s l.>Ji.J.ks' 
Step Enter-ed F\E1noved In Lamtda c· ,_,lg. Label 
1 :X:8 1. . 1::·765 .C(:u:)(J 
---. X6 .-··, . t)::,~·==~~ • ((l(:S:) L ..::_ 
'"'!' :::<2 -:-:- .()2t::.3~5 • 00)0 - -
4 XL~ 4 .ccc~ . .1. .C(:(P:) 
5 :::(:::: "i .01.710 .O:X:>::> 
b X1 6 .01449 .00:)0 
i x~~ i .011.14 .(X)(X) 
Canonical Discr-imin.::lllt. Functic-.ns 
F'ct of D_tJTJ wnonicE~.l Pffter- ~!Jilks 
Fen Eigen\;aJ.ue l)ariance F'ct CorT Fen L31Tttxja 
0 .0111 
H: 25. 1.89::. 9i .21 91 .21 .9807 1 11:2.91~7 
2:t:: 2.'12S'O C:"J ·-,a L'"l .1 1< X>.U) .8'l16 
::x::t3 
4.81B::4 
Chis-.que<re DF Sig 
'7'4 • .t.l-44 14 .(XX>O 
2::~ .. 8-71 6 '"()(:a:)2 
2 C<:\f'toni.cal di5:.cr-imin~,t ·functions r-emaining in tre <:dle<.lysis. 
La.mpir<:<n 3.2-f 
Standardized Canonical D.i.scr .. iminant Function Cr_efficients 
Fu,.r..::: 1 FU'-C ~ . ..::. 
Xi 3.Cl4'416 .(h9:)7t:, 
X2 5 • 2.'926 ;:, .621<)2 
X3 .98268 -.-46914 
X4 .89\)~3 .232Z(> 
X5 .8342~5 • s.-::9:::::2 
X6 1.3957.) -.66135 
"0 },._. 1.64~ .. 32 .331Ct6 
Structure 1'121. tr i:-; : 
F'ooled-wi thin-groups correlations. bebt.een discriminating varia.bles 
and canonical discriminant functions 
(Variables ordered by size of correlation within fur1ction) 
FU'£ 1 FU....C 2 
X8 .45.376* .2~~;93 
X4 .:::::5647* .25318 
X7 .09522* -.04878 
X6 .21219 -.69704* 
X3 .17067 -.502-S2* 
X2 -.0~810 .2098•+* 
X1 -.08792 -.11165* 
X5 .05665 .o6::()()* 
X9 -.\)4632 .0642.0::1:: 














o1" Predicted Gro_lp 1"1embership 
Actual Grcup Cases 1 2 3 
Gro_tp 1 12 
Gr01...1p ...... 14 ..::. 
















Prtal ysis t',iumter- 1 l_isb .. Jise deletion of cc .. ses JrJi th missing values 
Da.ta F'L'.RB Xl 
X10 
X9 
X12 Data perkemb....4ngan per-televi:.ia.n 
Ini tictl Stati:.tics~ 
l.)ari.able Corrmuna l it·,_, * F<:-..ctor- Eige.T.value -+· 
"' 
X1 1 .C(X)(X) * 1 2. "71~o.32 X2 1 • co:::~):) * ':• 2.42~..<14 ..;.. x::::: 1 .(X)(X):) * ' 1.62111 ·-· 
X4 1.0((J(:{i ,.. 4 1.·'l22t:.3 "' 
\/t:: 1 • (l(i(:(:(J * 
1:: 1 .139"25 /'\'-1 ~· 
X6 1 .O(i(>(:(l * 6 • 9~3';_'99 X7 1. .(:(:a:):):) ,.. "? .;:'.9491 "' 
X8 1 .(:.:):):):) w 8 • Lj.(:(f/4 "' 
X9 1.C(:(>CO * 9 .Zd-~·18 X10 1 .(:(X)(i(i * 10 .2¥-:47 Xll l.COX:(l * 11 .1:::.(!19 X12 1 .. C( )(): -)( - * 12 ~:(!58-Jf:., - -
FACTCf"\ 1 FPCTCR .-, FACTCR 3 ..::. 
X1 -.372.'84 .39175 -.245.39 
X2 .57195 .074~4 .:::::2513 
X3 -.1~1.)='8 .61182 .Z5214 
X4 .. 75.3::r7 .~!.)58 .::.'8596 
X5 - = Cf?l::/.L'(J -.t:4269 .t:A-e-::.2 
:Xt.. .6257.:: .2149~::_:. -.23162 
.. ~/ .44078 .291 c;x) -.2::::~916 
X8 .. l / . .::.::-s .~.-:::4~·7 .-"""rc:::-: .. t:-:r • ...;:_._L .. )._L_:, 
X9 . 18=?6:2 a()li.J."!:_;9 -- .. 79()98 
X10 -- .4152!::. . ~76-:7<)2 .21924 
X11 ·-.43164 .191B::':. . 12::::A7 
X12 -·a~~4:6C:? . 7{l~01 cl8~767 
F·ct of Var D_tm Pet 
2~:.<) 23.0 
L_'() a 2 43.2 
1:::::.5 ~56. 7 
11 .9 68. ;:. 
9. 5 78.0 
7.8 8~5.8 
=,.() 9\). 8 
-=!" ' ·-• a·-' 94.1 
2.4 9/:J.~I 
2.1 Cf8 .. :;:, 
1 .o 9-=; .. ~1 
. 5 1 (:( ) .o 
FAC:TCR 4 FACTO~ 
-. 7((22.7 .01148 
.(1918=? -.:.::S::l75 
.347::.'8 -.181;:'4 
-.31::::.'84 ; -::1 o·-:: II .!.·-'.J...\.. .. *-_1 
.Cb2(J9 .Ot.Ht:6 
• ;:,7cn4 .02174 
- . 1~·S02 .t:8771 
- 15.~-'33 .(X)/16 . 
.21811 -- ft L'Sit."J-l:)2 
IJ(i~.EB7 --· = 2().~ ~79 
=~'2;:)2~5 .5~?":g6 
. o:::~~-s ;:, -.OL:10 
"' ·-I 
Lampi ran 4 .1-b 
Final Statistic:.: 


































X8 .85132 ./ 
X9 -.08877 
X10 -.o::~>:)7 
Xll -.55511 v 
X12 -.03317 
.,. Factor ,.. 
* * 1 * 
ol""'': 
..::. 
* ":!' ·-· * 4· * 5 * 
* 'If 
•1' 
* . .,. 
"' 
* * 













Factor Transformaticn t-1atri:-:: 
152 
Eigerwalu.e Pet of Var D_un Pet 
2. 75t-32 2:::::.() 23.(> 
2.42:::!44 2).2 43.2 
1.62111 13.5 56.7 
1.422t:3 11.9 b8.5 
1.13925 9.5 78.0 
FPCTCR ~3 FPCTCR 4 FPCTCR 5 
.13999 -.8755.3 .11235 
.(X)(l69 .::::~):::!45 -.26::(X) 
.()5~L32 .18677 -.06194 
-.08060 -.033:L~) .:::!4994 
-.77445 .25:':00 -.27314 
.471:L~) .00439 .2535(i 
.141:L~) -.03:':87 .86114 
.01606 .1(>677 .24390 
.8t:4:::!6 .11:':€7 -.(>6779 
.01:::::::::.6 -.22:::!49 -.09133 
-.25.375 .32923 .4:::!836 
-.02445 -.18571 .08898 
Ff."":CTCR 1 FACTCR 2 FACTCR 3 FACTCR 4 FACTCR 
FACTDR 1 .81558 -.::::A:;;::L3 .21225 .:::!4498 .2.::.~67 
FACTOF.: 2 .27412 .84626 .23:':·95 -.18427 .:::!.l)491 
FPtCTDR 3 .::::.:-.::.ot:-5 .28707 -.864-86 .16017 -.1!:2611 
FACTCR 4 -.::::.(>:L'88 .2::e:X> .14·441 .90:':o44 -.(l3:L'(X) 
FACTCR 0::: ~· -.24211 -.12-7---s-2 -.32::::03 .o:::::95o .'7~)478 
153 
Le:ilnpir-o:ut 't .1-c 
* * * * * H I E R A R C H I C A L CLUSTER 
D.::tta. Infonrta.tion 
Label c:a.se .!:;. 
1 1 
~. ..::. 2 
::::; -::-·-· 
4 1 
5 ~ . ..::. 
f::.. 2 
7 3 
8 ~· . ..::. 
9 4 
1< .. j ~-- ·-· 
11 "' ~· 
12 6 
1..,. __ ._:, "' ~· 
14 2 
15 3 
16 .--, ..::. 
17 1 


















































Rescaled Distance Cluster Combine 





























2-'~- " ~7 t_:).:):) 
·-;:- --.-.-.···----:.-
._:," / ! __ ) __ -~./ ~-_) 
1 ~::; ., J. Ll- ~~;()() 
~~:. • ,::,;z7 ~.:n 
-·_;.- -::-/!-::-·::·-:; . " __ ,.,. ___ .. __ ... __ , 
1 (; .. ::~~:.r:~:;?:::, 
~j .. .i ~~:;c(:(; 
.1.. .. .lt)(:(x) 
~l .. lt)):):) 













=·~ « {)::;=:18 
1., 711~~::~; 
~; ,. E;Ei;:f~3 
\/C) 
/\ / Xl() 
D I S C R l M l N A N T 











J)()JO::~: 0 J> 
. o:>:Yl4 0, 0 
"C(X)lt:1 ()" (J 
.OC011. 0.0 
i 1"-i/l •1') •! 
..!. ",_.--,-r_,:_J .. 
b. 94~.::;7c; 
,76:':)16 







.. -.. t_• 
Xll 
;:<.t:=: 
"C'""'• ._ . ..,. 
-;r /}-;•· ... ,--• . _;. :: .,..r ..... >c) -:; 





-- • 1.1. ens' 
Chi?.qu.a.n::· 
1Y?.4:::.·e 




F'co l Ed-\·Lt. thin-·-g rc::;_tpr::; c:or·rc• 1 '3 ticn~.:; LJ(0c•t\'0cct1-i rJ j_ o,;c: r··i.rni.nEt ting \/2ri2.b J. E•::. 
C:tn c:l c: ar-1 en i. c E<.l d i c;::.c: r"i in i rL::\r·, t -r= un c:: t i c:n ::;; 


















-- • :t ~s 1 ~::.~;~ 
:~S40I/ 
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.__:. 























·1 -;··c~7!::.: / 










!J .• 1- ·i 









































C:CATtnc.tnc.\1 i t.y' :t.: F·-a.ct.c::r·· 
'i,· 
1 ,. (X):):):) 
::L " (:(:(:(() 
i.OO)({l 
1 "():):).):) 
l " (:(:(:(x) 
l = (;(;()(:(; 
1. .(0:):):) 
l .. C(:(x):) 





-- • :::'~~:-·.:::4"/ 
-;;'()'7_7 .. '-:: ... _ .. __ ., / ·-' 
--" . .1..-~} ... .lJ..l. 






















-· •. i]-•1-·q.] ~~. 
-:: 
• .. } 
.. 12490 
/! ::." .. CK")L .. ······--~.' ... , ·' 
22.1 
16 .. :'J 
L •::J , __ , r. l 
i CJ 
.l.. "' l 
0 
• l 
-· • 071. -;·:;;;: 










LCT"lL-7 .. , __ .. l ; • __ ,, 
" l ~~:~-::=~=5~:1 
-- " 0 .1.'7'(f~:; 





--- • J ~~;:::::VI 
5 
><1.() 






r: r·L:: 1 -c~::;~ 
F:· ({:_: I CJ~.: 
F"(:-f~~ l'Cf< 
Fr:r:ru:.· 
" t) ~: J :~:;-~:.:: 
" ~/ ~-~=,:=:vt ~} 
"' ~? C:.~~:~-=,~7 
., 7 ,~_:, J ~:~~:; 
" f::~:-~ ::;.c'l-.1. 




" t:: ::,..:"~.~=· 7" 
"-~:·:-.7~:-~!q.::_:l 




.... ::: ~j :~-~f~ :j 
_,· .· .·"· ~ .. 





:! 1. 6-~:: ~:~·=-:: 
" . .:_: .. ~::~~!~_=,,~-:) 
i 
-'· 
-· .. C'-4 -;::·:-.?\~:. 
" 2 ·~---=~~3:~:·:·: 
"' 1. (J~:;J ~:_:l 
~ .. 524:::3:~:; 
"'L~?~~:~()./j . 
. /611.1 





r-, .. :.. 
= :~~~~-=1(~:.-!l 
"' cr:::l?·=yt) 
= l:/J.;:J::; 1. 
--" 1t:r-?():) 
- ... ::\.~:;c_i .1. E: 
.. ::: " -~)~~ill f:3 
1_ (~-~~.::~~~~Cjl ~~ 
l " 8~~:·1:~-)-,~.- ::_::, 
1. " :~~~)E~:::~:S 
"::~)~~:J..t":, 
-·- u (:/)4\;:~:; 
• - n !. v'k:r/ ::-, 
.1.7:~:9d 
-- = J..f::.,1.i:.-·:'l 
.. :~: £1 .. s:2::5 
" ~::; 1 C_? ;:_:!_{j . 
F'c:t 
--- .. 1.::-::>:J::;(j' 
.J.:s~:-:71 







() •. i,f7,.·,- :-·· , r--·'ct 
".',"Y~.' ; __ ._ __ .. .!.. 
1_,~:, .. l::; 





.,()e .. ~·=.:-=:;1 
-·- " :::=~~) 1. 7 :L 
- .. (:()~:_:!·71 
-- JT (i/' .l.!:::.~~) 
--· " (}~27\)~~~· 




·--" :: .. ~:;11.(; 
··-.:;::;\):LJ. 
·-· .. (;t=_c:;~·:~) 
.7224.~) 
.CfS~/H3 
--· " ~:;!.:}lJ.::::~l 
• jjt.,:26 






"I ·l·=::-~::~: .. :::_:, 
--- .. ~)():2~~~~~:; 





* * % * * H I E P H R C H I C H L C L U 8 T E R A N A L Y 8 I S * * * * * 
:27 U.JH.~Je.i.qhtecJ C:Ei.:~-<;;2,.~.:;. C\CCE•J:d:.E::~j 'f 
\) c.::.:;_-::.::.r::.:~.:- r··t-~jET::=t.r~'CJ bE-:-c:a.u:=:-~? c~f rnis·sj_n!~ Y'a.Ju.e~~ 
7 ,. 
lLi-















-! ------~-----------···· ·····-···+----------- -·-·+--·· _ _. ....... ·-···------· ······-+·----·-··--··------·-····i·--·-··-------------+ 
._1 ---+-- ·+· 
r·:,c, ~--'-- -!·--·-·---·+· 
"\ -··+· 
l .~) ----+----+· 
-!---------------------·--· --·---·--·--l-








+- .......... -----------+· 
.. , .................. ------------·------+ 
··--+- ---!-~-------------------- ----------·-·····-·······-·· l·· 
. . 'L _,;__,__, 
l1 




j_ ,q_ _ ____ ; ____ + 
1 () ---+ -l-----~-- ·-!-
------·-+ 
----+-



















D I c C R I M I N A N T 
(I C)f t.h~-:~:r~::.t:·: vc.;.::~r··e l:?>~c l u.dE:d f r·c<tT: tJ~ .::)J"tE~ 1 >/:::.is .. 






lk: ... CC2:2~;<) 
1 • ~:~::":r:Xx) 
X:'..1 
















1/::. ... ~.:::--c:n:):):) 
1-h • 2L1.(:(i(i 
1. il. = ~s-=t~):):) 
,X../ 
Xll 



















.. / , ... :.:-:~:;-< -=··· 
/ ".)'1J..Ef/ 
l " /~~;c;fL' 
i ., ::~,0~:::, 1. ~--; 
1. ., E~~:~~:;/~ . .t 
xc; 
!::i., jJ::),?(l 
-~:· .. (:t:q.ilS/~/ 
:::: .. ~h~!~~!)~:. 




.. ,;. .. 
J :~:_:i :1 /::.-~:;~.:::~:.:.:·f3 
11 u ::: ;o~- !.j :_: _,:··l 
-~:· :: l\.J.. (~<:'::f:. 
l " ::~?::-:·:~C:Vl- ::i 
:;:. t.DT-iC}.ar-cJ 
:~:;" ::.=:r.{l~~).{~.() 
J " ._,, ~L,:L.~=, 
l , E5t):~=.=~:.-~-.:~;, 
"-;r:=;Lff.3 
-~:::- t·_ ~·:·=·;r·p:j c:u--d 
~~ " J .. E/i.c:/.~_':. 
/ .. F:IJ<:r::.~J 
:5 .. c~~:c~ .. =;A.? 












i :: t: .. 9:):)~5 
dE'Y'ic<.ti~~=:!_~:,j_ 
• ~7(=)~/l.l 
l .E{ __ ~.§J7 
Ta.ble 




" C<) .1::::1. :.=~ 



















7. ~~!;,:)1.7 t_, 
• 7~1Abl 
"-ll~F~:S7 







































--- u lll:.-46 
J. "()-42t.~l 
.. ()~/)~1 
F'cJ() 1 €-::0----v~i thi.n--~1\Dt.q=-.r=:. ccw--r-t-::? l d.ticn=~- t:E.0:"t.\·"v~1:?.l! di-::.ct-iminc.:.~t.i.ng \/.=:tr-ic:!_bl2~: 
E•nd co:•ncn:i.ca.l di·::.::.cr-iminant i'uncticns 







































--8 ~ .:·J::~r.:):j() 
.1. ~ t: ... :l7:::~c: 
l " :=;:,:):){:~; 






4 11 t::~;~~:~~:) 
1. If/ -~,~=·'c'· 
-·· i .. ()~~(J:2-4 
-·-~~; n l}. =~ .L!~::, f.,i 
./ = 7~/~S.lo 
l .:.::\CYL? 
F'n:::,~;:! :i. c: b=:d 
l 
.{~ 






















La.rnpi r z-u-1 4. 2-- i 
l'·b. oi' 
f.3ro_tp 1. 4 
C3rcop q L 4 
f.3n:up ":!" ·-· 8 
f.3tT;_tp 4 8 
Gro_i.p 5 j_ 
Gru_tp 6 2 
Classi fica.ticn F'r·ocess.ir1g ~uwna.r; 





















0 C::<.=,es. v,en= e;.:c ludE-"C.i fen·-· rnis.s.in~~ or cut-·of--r-a.m;y:::· gt-.:=iup code-:::;. 
0 C:::-r:::.e-::. ho:1d at J.p.;:;;.st. cne mis.s.ing disr.::r-imina.ting VC:\r-l<=•.ble. 
27 Ca.<::JO·?:S ~·J>::::r·e u:3E'Ci for· pt-i.nh.::d c.•u.tpu.t. 
.1.68 
