ABSTRACT. We consider the three dimensional Heisenberg nilflows. Under a full measure set Diophantine condition on the generator of the flow we construct Bufetov functionals which are asymptotic to ergodic integrals for sufficiently smooth functions, have a modular property and scale exactly under the renormalization dynamics. By the asymptotic property we derive results on limit distributions, which generalize earlier work of Griffin and Marklof [GM] and Cellarosi and Marklof [CM]. We then prove analyticity of the functionals in the transverse directions to the flow. As a consequence of this analyticity property we derive that there exists a full measure set of nilflows such that generic (non-trivial) time-changes are mixing and moreover have a "stretched polynomial" decay of correlations for sufficiently smooth functions (this strengthens a result of Avila, Forni, and Ulcigrai [AFU]). Moreover we also prove that there exists a full Hausdorff dimension set of nilflows such that generic non-trivial time-changes have polynomial decay of correlations.
INTRODUCTION
This paper concerns the smooth ergodic theory of parabolic flows, that is, flows characterized by polynomial (sub-exponential) divergence of nearby orbits. In particular we prove results on limit distributions of Heisenberg nilflows and on the decay of correlations of their non-trivial reparametrizations (time-changes). Our approach is based on the construction of finitely additive Hölder measures and Hölder cocycles for Heisenberg nilflows, asymptotic to ergodic integrals, following the work of A. Bufetov [Bu] on translation flows and of Bufetov and G. Forni [BF] , [Fo1] on horocycle flows. Hölder cocycles for translation flows are closely related to "limit shapes" of ergodic sums for Interval Exchange Transformations, studied in the work of S. Marmi, P. Moussa and J.-C. Yoccoz [MMY] on wandering intervals for affine Interval Exchange Transformations. In fact, roughly speaking, "limit shapes" are related to graphs of Hölder cocycles as functions of time.
We recall that the mixing property for generic, non-trivial time-changes of Heisenberg nilflows was proved by A. Avila, G. Forni and C. Ulcigrai [AFU] . The main result of that paper was that for uniquely ergodic Heisenberg nilflow all non-trivial time-changes, within a dense subspace of time-changes, are mixing. Under a Diophantine condition the set of trivial time-changes has countable codimension and can be explicitly described in terms of invariant distributions for the nilflow.
Results on limit theorems for skew-translations, which appear as return maps (with constant return time) of Heisenberg nilflows, limited however to a single character function, have more recently been proved by J. Griffin and J. Marklof [GM] and refined by F. Cellarosi and Marklof [CM] by an approach based on theta functions. Their worked raised the question of possible relations between theta functions and Bufetov's Hölder cocycles, developed for other analogous dynamical systems in [Bu] (translation flows), [BF] (horocycle flows), [BS] (tilings), as a formalism to derive asymptotic theorem for ergodic averages and prove limit theorems.
In this paper we generalize the results of Griffin and Marklof [GM] on limit distributions, proving in particular that almost all limits of ergodic averages of arbitrary sufficiently smooth functions are distributions of Hölder continuous functions on the Heisenberg nilmanifold, hence in particular they they have compact support. Our main results, however, are on the decay of correlations of smooth functions for time-changes: we prove that it has polynomial (power law) speed for all non-trivial smooth time-changes of Heisenberg nilflows of bounded type, within a generic subspace of time-changes. As mentioned above, the study of limit distributions for parabolic flows has been developed only in recent years after Bufetov's work [Bu] on translations flows (and Interval Exchange Transformations) . A comprehensive study of spatial and temporal limit theorems for dynamical systems of different type has been more recently carried out in the work of D. Dolgopyat and O. Sarig [DS] .
The study of mixing properties of elliptic parabolic flows and their time-changes has a longer history. For instance, mixing properties of suspension flows over rotations and Interval Exchange Transformations have been investigated in depth (see for instance [Ko1] , [Ko2] , [KS] , [Sch] , [Ul1] , [Ul2] and reference therein), mixing for reparametrizations of linear toral flows were investigated by B. Fayad (see for instance [Fa2] ), finally mixing for time-changes of classical horocycle flows was proved in a classical paper of B. Marcus [Ma] after a partial result of Kushnirenko [Ku] . As mentioned above mixing for time-changes of Heisenberg nilflows was investigated in [AFU] . Work in progress of Avila, Forni, Ravotti and Ulcigrai indicates that the methods developed there extend to proof of mixing for a dense set of nontrivial time-change for any uniquely ergodic nilflows. Ravotti's paper [Rav2] is a step in that direction. It should be remarked that there is an important difference between time-changes of linear toral flows and parabolic flows. In the parabolic case there are often countably many obstructions to triviality of time-changes for Diophantine flows, while in the elliptic case of linear toral flows non-trivial timechanges can exist only in the Liouvillean case.
Estimates on the decay of correlations of smooth functions for non-homogenous elliptic or parabolic flows are harder to come by and there are much fewer results in the literature. A classical paper of M. Ratner established the decay rate for classical horocycle flows (as well as geodesic flows) on surfaces of constant negative curvature. This result was generalized to sufficiently smooth time-changes of horocycle flows by Forni and Ulcigrai [FU] , who also proved that the spectrum remains Lebesgue. Fayad [Fa1] proved polynomial decay for a class of Kochergin-type flows on the 2-torus and only recently, in [FFK] , it was shown that there exists a class of Kochergin flows on the 2-torus with Lebesgue maximal spectral type. For locally Hamiltonian flows with a saddle loop on surfaces (or, more generally, for suspension flows over Interval Exchange Transformations with asymmetric logarithmic singularities of the roof function), Ravotti [Rav1] was able to prove (logarithmic) estimates on decay of correlations. For these flows mixing was proved by Khanin and Sinai [KS] in the toral case, and by C. Ulcigrai [Ul1] for suspension flows over Interval Echange Transformations in the significant special case of roof functions with a single asymmetric logarithmic singularity.
We expect non-trivial time-changes of nilflows to have polynomial decay of correlations. However, we are able to prove this result only for Heisenberg nilflows of bounded type. Our methods do not generalize to higher step nilflows, since they are based on the renormalization dynamics introduced by L. Flaminio and G. Forni in [FlaFo] , which has no known generalization to the higher step case. We are also unable to decide whether the spectral measures of time-changes of Heisenberg nilflows are absolutely continuous with respect to Lebesgue. Indeed, the approach of [FU] , considerably refined in [FFK] , fails since the "stretching of Birkhoff sums" is at best borderline square integrable (it grows at most as the square root of the time, up to logarithmic terms). In fact, our bounds on the decay of correlations are significantly worse than that, and we have no control on the size of the exponent. This follows from the general principle that proving "lower bounds" on Birkhoff sums or ergodic integrals is much harder than proving "upper bounds". In our case we are able to prove polynomial (power-law) lower bounds outside appropriate sublevel sets of Bufetov's Hölder cocycles, which are asymptotic to ergodic integrals up to a well-controlled error. Polynomial estimates on the measure of such sublevel sets (for small parameter values) are derived from general results (see [Bru] , [BruGa] ) on the measure of the sublevel sets of analytic functions. In fact, at the core of our argument we establish the real analyticity of the Bufetov cocycles along the leaves of a foliation transverse to the flow.
This outline is different from the proof of mixing in [AFU] . In that paper the stretching of Birkhoff sums for Heisenberg nilflows was derived from a more general result on the growth of Birkhoff sums of functions which are not coboundaries with measurable transfer function, essentially based on a measurable GottschalkHedlund theorem, and on the parabolic divergence of orbits. However, it is completely unclear whether it is possible to prove an effective version of this argument. For this reason we have followed here a different approach.
Outline of the paper. In Section 2 we give basic definitions on Heisenberg nilflows, the Heisenberg moduli space, renormalization flow and Sobolev spaces. Finally we state two main theorems. In Section 3 we recall some basic results in representation theory of Heisenberg group. In Section 4 we compute the stretching of arcs (in the central direction) under the reparametrized flow. Sections 5 and 6 are crucial since Bufetov functionals are constructed and their main properties are studied. In particular we prove the expected asymptotic formula according to which Bufetov fuctionals control orbital integrals. In Section 7 we derive from the asymptotic formula results on limit distributions of ergodic integrals for Diophantine Heisenberg niflows, following the method developed in [Bu] , [BF] . We also give an alternative proof, based on representation theory, of a substantial part of the work of Griffin and Marklof [GM] on limit theorems for skew-shifts of the 2-torus, and generalize most of their conclusions to arbitrary smooth functions. Our approach also naturally gives results on the regularity of limit distributions, in particular their Hölder property (with exponent 1/2−) first derived for quadratic Weyl sums in the work of Cellarosi and Marklof [CM] .
In Section 8 we prove sharp square mean lower bounds for Bufetov functionals along the leaves of a one-dimensional foliation transverse to the flow. Our aim is to prove measure estimates for the sub-level sets of Bufetov functionals, a key result in establishing the stretching of ergodic integrals outside sets of small measure. For that we prove in Section 9 that Bufetov functionals are real analytic on the leaves of a 2-dimensional foliation (the weak-stable foliation of the renormalization dynamics on the Heisenberg nilmanifold). We then recall in Section 10 a result of A. Brudnyi [Bru] on the measure of the sub-level sets of real analytic functions. These estimates depend on the so-called Chebyshev degree and valency of the function. We prove that under certain conditions the valency is uniformly bounded on every normal family of analytic functions. In Sections 11 and 12 we apply results of the previous section to finally prove measure estimates on the sets where Bufetov functionals are small (Lemmas 11.2 and 12.1). We conclude in Section 13 with an analysis of correlations and derive from results of Sections 11 and 12 (Corollary 11.3 and 12. 2) the proof of our main Theorems 2.4 and 2.5.
DEFINITIONS
In this section we will recall definitions of Heisenberg nilflows, moduli space of Heisenberg frames M, the renormalization flow g R on M and te renormalization cocycle ρ R on the Hilbert bundle of Sobolev distributions. For more details see [FlaFo] or [Fo2] . We also introduce an extended renormalization flowĝ R on an extended moduli spaceM, which is a tautogical bundle over M with fibers isomorphic to the Heisenberg nilmanifold.
2.1. Nilflows. The (three-dimensional) Heisenberg group Heis is given by
Let Γ be a lattice in Heis. The Heisenberg manifold M is the quotient Γ\Heis. It is known that up to an automorphism of Heis
where K is a positive integer. Notice that M has a probability measure vol locally given by Haar measure on Heis.
2.1.1. Heisenberg nilflows. Let W be any element of the Lie algebra η of Heis. The Heisenberg nilflow for W is given by
Notice that φ W t on M preserves vol. 2.2. Renormalization. A Heisenberg frame is any triple (X ,Y, Z) of elements generating η such that Z is a fixed generator of the center of the Lie algebra Z(η) and
. One can for instance take
The set of all Heisenberg frames can be identified with the subgroup A of all automorphisms of Heis which are identity on the center. Notice that up to identification, A is equal to the group SL(2, R)⋉R * 2 . Let A Γ be the subgroup of A which stabilizes
We have the following definition Definition 2.1. [FlaFo] The moduli space of the Heisenberg manifold M is the quotient space M = A Γ \A. It follows that A Γ is isomorphic to Λ Γ ⋉ (K −1 Z * ) 2 where Λ Γ is a finite index subgroup of SL(2, Z). Therefore the space M is a finite volume orbifold which fibers over the homogeneous space Λ Γ \SL(2, R) with fiber T 2 (see Proposition 3.4. in [FlaFo] ).
2.2.1. The renormalization flow. Following the notation from [FlaFo] , for an element a ∈ A we denoteā := A Γ a ∈ M. Let (X 0 ,Y 0 , Z 0 ) be a fixed Heisenberg triple. Let (a t ) be the following one-parameter subgroup of A:
In what follows we will also consider the extended renormalization flowĝ R on extended moduli spaceM, defined as follows. The extended moduli space is the quotientM := A Γ \(A × M) , with respect to the action of A Γ on A × M by multiplication on the left on A and by the embedding A Γ < Diff(M) on M. The extended renormalization flow is the projection to the extended moduli space of the flow
Note thatM is a fiber bundle over M with fiber diffeomorphic to M and the extended renormalization flowĝ R projects onto the renormalization flow g R .
Sobolev spaces. For
Let W s a (M) be the completion of C ∞ (M) with the above norm. Let W −s a (M) denote the dual space. Following [FlaFo] again, we can define
where A ×W s (M) (A ×W −s (M)) denotes the Hilbert bundle over A, where
We denote elements of W
) by (a, f ) (respectively (a, D)). We now define the renormalization cocycle.
Definition 2.3. [FlaFo] The renormalization cocycle ρ R is a flow on W s and W
−s
given by
Main results. Let X be the generator of (φ X t ) and ω X denote the measure preserved by X . Theorem 2.4. There exists a set F ⊂ M of full Hausdorff dimension and, for all s > 7/2, a generic set Ω ⊂ W s (M) such that, for a = (X ,Y, Z) ∈ F and α ∈ W s + (M) with Z(1/α) ∈ Ω the following holds. Either 1/α is an X -coboundary, or there exist constants C a,α > 0 and δ a,α > 0 such that, for every h ∈ W s (M), g ∈ L 2 (M) such that Zg ∈ L 2 (M) and for all t ∈ R, we have
Theorem 2.5. There exists a set F ′ ⊂ M of full measure and, for all s > 7/2, a generic set Ω ⊂ W s (M) such that for a = (X ,Y, Z) ∈ F ′ and α ∈ W s + (M) with Z(1/α) ∈ Ω the following holds. Either 1/α is an X -coboundary, or for every δ > 1/2 there exists a constant C a,α,δ > 0 such that, for every h ∈ W s (M), g ∈ L 2 (M) such that Zg ∈ L 2 (M) and for all t ∈ R, we have
REPRESENTATION THEORY
Recall that the right quasi regular representation U of the Heisenberg group Heis on L 2 (M, µ) is given by
Moreover each H n further splits into irreducible subrepresentations spaces. A complete classification of irreducible representations (with non-zero central parameter) is given by the Stone-Von Neumann theorem.
Theorem 3.1 (Stone-Von Neumann). For any a Heisenberg triple a = (X ,Y, Z) and for any irreducible unitary representation π of Heis of non-zero central parameter n ∈ Z \ {0} on the Hilbert space H ⊂ H n there exists a unique unitary operator
Moreover, by Proposition 4.4. in [FlaFo] it follows that for every irreducible representation H ⊂ H n with non-zero central parameter the space of X -invariant distribution has dimension 1. Proof. Let H be any irreducible unitary representation of central parameter n = 0.
intertwines (X ,Y, Z) and g t (X ,Y, Z) = (e t X , e −t Y, Z), in the sense that (2)
It follows by the above definitions and by the uniqueness part of the Stone-Von
a . This finishes the proof.
STRETCHING OF CURVES
Fix a Heisenberg triple (X ,Y, Z). Let α > 0 denote a smooth time-change function (of the flow φ V R generated by X ) and V = αX . We have the commutations
Let (φ V t ) denote the flow generated by the vector field V on the nilmanifold M. We will compute the tangent vector of the push forwards of curves under the flow φ V R . Let W be any vector in the Lie algebra. We write
or in other terms
At this point analogously to [AFU] we will look at the case W = Z (curves tangent to the central direction), hence (a 0 , b 0 , c 0 ) = (0, 0, 1). We have
To understand the above orbital integrals we write them in terms of the nilflow φ X R . We have relations
dr By these formulas and by change of variables, we have
We will therefore investigate time averages
for functions f of zero average with respect to the Haar volume on M.
CONSTRUCTION OF THE FUNCTIONALS
Let γ be any rectifiable curve. The curve γ defines a current, that is, a continuous functional on 1-forms. We recall that the renormalization cocycle (ρ t ) acts on currents (see Definition 2.3).
Fix an irreducible representation H ⊂ L 2 0 (M) contained in the eigenspace of eigenvalue 2πıKn ∈ 2πıKZ of the action of the center of the Heisenberg group on M and fix a Heisenberg triple a = (X ,Y, Z). There exists a unique basic current B H a (of degree 2 and dimension 1) associated to D H a . Let ω denote the invariant volume form (with unit total volume) and let η X = ı X ω. The basic current B H a is defined as B H a = D H a η X . The above formula means that for every 1-form α we have
The current B H a is basic in the sense that
a belongs to a dual Sobolev space of currents, defined as follows. We can write any smooth 1-form α as follows:
It follows that the space of smooth 1-forms is identified to the product (C ∞ (M)) 3 by the isomorphism α → (α X , α Y , α Z ) . By the above isomorphism, it is also possible to define Sobolev spaces of currents
and their dual spaces Ω −s a (M) := (Ω s a (M)) * of currents. By the Sobolev embedding theorem, for every rectifiable arc γ, the current We introduce below a crucial Diophantine condition. Let δ M : M → R + ∪ {0} be the distance function (which projects to the hyperbolic metric of curvature −1 on) from the base point id ∈ M.
For any
Let DC denote the union of the sets DC(L) over all L > 0. By Kinchine's theorem, or the logarithmic law of geodesics, it follows that, for almost all a ∈ M, we have lim sup
It follows immediately that the set DC ⊂ M has full Haar volume. The Bufetov functionals are defined for all Diophantine a ∈ DC as follows :
Lemma 5.1. Let a ∈ DC(L). For s > 7/2 and every rectifiable arc γ on M, the limitβ
. exists, is finite and defines a finitely-additive measure on the space of rectifiable arcs. There exists a constant C ′′ s > 0 such that the following estimate holds:
Proof. For simplicity of notation (since H is fixed) we suppress the dependence on H ⊂ L 2 (M). We will use subscript a,t to denote any dependence on
. For every t ∈ R we have the following splitting:
Since by Lemma 3.3 we have B t+h = e −h/2 B t it follows that
By differentiating the expression at h = 0, we get
. The derivative on the right hand side of the above equation can be computed in representation. Let < ·, · > t denote the inner product in the Hilbert space Ω
. From the intertwining formulas (2) it follows that
Now by the definition of the intertwining operators U h in formula (1) it follows that, in the sense of distributions,
We conclude that
We finally claim that the following estimate holds: for all rectifiable curve γ on M and all t ∈ R, we have
The above remainder estimate will be proved in the lemma below. We get therefore a scalar differential equation
with a bounded non-negative function R a,t (γ) satisfying the estimate
The solution of the above differential equation is
It follows that, under the Diophantine assumption thatā ∈ DC(L),
exists. Since by definition the distributions B −s a,t (γ) and R a,t (γ) depend continuously on (a,t) ∈ A × R, by the Diophantine bound (6), which implies the convergence of the integral
it follows that the complex number
and by the above bound on the remainder terms R a,t and by the Diophantine condition on a ∈ A, it follows that
The argument is thus concluded, up to the above claim on the remainder bounds.
We then prove the claim on the remainder bounds.
Lemma 5.2. There exists C s > 0 such that, for all t ≥ 0 and all rectifiable arcs γ we have
Proof. Let α be any 1-form. For simplicity, for all t ∈ R, we let g t (a) = (X t ,Y t , Z). We can write α = α X tX t + α Y tŶ t + α ZẐ . Let us assume now that α is supported on a single irreducible component H. Since
we have the identity
Let us then assume that
It follows that α X t is a coboundary for the cohomological equation, that is, there exists a smooth function u on M (with a loss of Sobolev regularity of 1+) such that
By the Sobolev embedding theorem, for any s > r + 1 > 7/2, there exists a constant B r (g t (a) we have
By [FlaFo] , Corollary 3.11, there exists a universal constant C r > 0 such that the best Sobolev constant B r (a) is bounded above as follows:
We remark that we can write
hence, by the Sobolev embedding theorem and the fact thatŶ t = e −tŶ , for all s > 7/2, we have
Let us now consider an arbitrary smooth 1-form α on M supported on a single irreducible component. There exists a orthogonal decomposition
hence the above estimate leads to the bound
The conclusion immediately follows by the orthogonality of the decomposition.
MAIN PROPERTIES OF THE FUNCTIONALS
By definition, the Bufetov functional has the additive property, that is, for all rectifiable arcs γ 1 and γ 2 on M, by linearity of projections and limits, we have
it has the scaling property, that is, for every rectifiable arc γ and t > 0, we have
H (a, γ) , The Bufetov functional also has the following invariance property: for all rectifiable arc γ and for all τ > 0,
The above invariance property follows from the fact that by the Sobolev embedding theorem we have
In fact, the current φ Y τ (γ)) − γ is equal, up to two bounded orbit arcs of the flow φ Y R , to the boundary of a 2-dimensional current ∆, which has uniformly bounded 2-dimensional area with respect to the frame g −t (a) := (X t ,Y t , Z). This follows from the fact that ∆ can be taken to be surface tangent to the flow φ Y R , hence, not onlŷ
|Ẑ|]dσ and
The above invariance property then follows immediately from the Diophantine condition and from the existence of the Bufetov functional.
Finally, the Bufetov functional has the following vanishing property: for every rectifiable arc γ tangent to the central-stable foliation of the extended renormalization flowĝ R on the fibers of the extended moduli spaceM, that is, the foliation generated by the integrable distribution {Y, Z} above each point a = (X ,Y, Z), we have
The vanishing property is a direct consequence of the definition, as the length of any arc γ tangent to the central-stable foliation is uniformly bounded along the backward orbit of the renormalization flow:
From the additive property we derive the following cocycle property:
, which means that the function β H (·, ·, T ) is a well defined function on the extended moduli spaceM. By Lemma 5.1 for any smooth function f which belongs to a single irreducible component H, we have
By the scaling property of the Bufetov functional and (12) we derive the following scaling identities: for all (x, T ) ∈ M × R + and t ∈ R, we have
We have therefore derived the following asymptotic formula for ergodic averages.
For every x ∈ M and t, T > 0 we have
As an immediate consequence of the above asymptotic property we can derive the following orthogonality property : for all a ∈ DC and for all t ∈ R + , for any smooth function f ∈ H we have
In fact, by equations (13) and (14) we have
It follows that β H (a, ·,t) ∈ H as a pointwise uniform limit of (normalized) ergodic integrals functions of any given function f ∈ H. It can also be proved (as in the work of Bufetov [Bu] , or [BF] ) that the Bufetov functionals are Hölder for exponent 1/2− along the orbits of the flow φ X R . In fact, the Hölder property for the Bufetov functionals on rectifiable arcs takes the following form: there exists a constant C > 0 such that, for every (admissible) rectifiable arc γ on M we have
The Hölder property is an immediate consequence of the scaling property and of uniform bounds for the Bufetov functionals on arcs of bounded length. From the above property we can easily derive the Hölder property for the Hölder cocycles β (a, x, T ) with respect to x ∈ M along the orbits of the flow φ X R or with respect to the time T ∈ R. We conclude this section by constructing Bufetov functionals of smooth functions. By the theory of unitary representations we can write
where
i=1 H i,n is the space with central parameter n ∈ Z \ {0}, and H i,n are irreducible representation spaces, for i = 1, . . . , µ(n). It follows from the HoweRichardson multiplicity formula (or by a direct calculation of irreducible representations) that µ(n) = |n| , for all n = 0 .
For every n = 0 and every i ∈ {1, . . . , µ(n)}, let D i,n a denote the unique normalized X a -invariant distribution supported on W −s (H i,n ) and β i,n = β H i,n the associated Bufetov functional. Since any function f ∈ W s (M) has a decomposition
where each component f i,n ∈ W s (H i,n ), we can define the Bufetov cocycle associated to the function f ∈ W s (M) as the sum (18) β
The following result is a version for Bufetov functionals of bound on ergodic integrals proved in [Fo2] , Lemma 1.4.9. For every (a, T ) ∈ A × R + , we introduce the excursion function
Lemma 6.1. For all Diophantine a ∈ DC(L) and for all function f ∈ W s (M) for s > 2, the Bufetov functional β f is defined by a uniformly convergent series, hence the function β f a is a Hölder function on M × R. In addition there exists a constant C s > 0 such that whenever a ∈ DC(L) we have, for all (x,t,
Proof. It follows from Lemma 5.1 that there exists a constant C > 0 such that whenever a ∈ DC(L) then
By the exact scaling property in formula (14), we have
By the definition of the set DC(L) in formula (5) we have that whenever a ∈ DC(L)
hence by the bound in formula (20) we have that
It follows that for all r > 1/2 we have
We therefore conclude that for all r ′ > 3/2 there exists a constant C r,r ′ > 0 such that
hence, in view of formula (21), the statement is proved.
It follows from the convergence result given in Lemma 6.1 that all properties of the Bufetov functionals β H , each associated to a single irreducible component, extend to the Bufetov functionals β f for any f ∈ W s (M) (s > 2).
In particular, for every Diophantine a = (X ,Y, Z) ∈ DC the function β f a on M ×R is a Hölder cocycle for the flow φ X R , which satisfies the scaling property (14), that is, for all (x,t, T ) ∈ M × (R + ) 2 , we have
Finally from the asymptotic formula (15) on each irreducible component we derive the following asymptotic result: Theorem 6.2. For all s > 7/2 there exists a constant C s > 0 such that for all a = (X ,Y, Z) ∈ DC(L), for all f ∈ W s (M) and for all (x, T ) ∈ M × R + , we have
All the results of this paper, about limit distributions and about decay of correlations for time-changes, are derived from the above asymptotic result.
LIMIT DISTRIBUTIONS
In this section we derive some corollaries on limit distributions of ergodic integrals, which generalize results of J. Griffin and J. Marklof [GM] to arbitrary smooth functions and recover the Hölder property of limit distributions, proved by F. Cellarosi and J. Marklof [CM] .
Lemma 7.1. There exists a continuous modular function θ H : A → H ⊂ L 2 (M) such that for any f ∈ W s a (H) with s > 1/2, we have
The family {θ H (a)|a ∈ A} has (positive) constant norm in L 2 (M): there exists a constant C > 0 such that for all a ∈ A we have
Proof. We refer the reader to [FlaFo] or [Fo2] for background on the application of this theory to the cohomological equation of Heisenberg nilflows. By the StoneVon Neumann theorem, the space H := H z is unitarily equivalent to the space L 2 (R, du) and such a unitary equivalence can be chosen so that the group φ X R is represented as the group of translations on the real line and the group φ Y R is a group of the form {e ızt Id}. In other terms we have the infinitesimal representation 
The statement is equivalent to the claim that there exists θ (a) ∈ L 2 (R, du) such that for all f ∈ S s (R) we have
An equivalent formulation, by the standard Fourier transform on R:
Letθ (a)(û) := χ(û), for allû ∈ R. Let us compute θ g log T (a) . By definition g log T (a) = (T X , T −1 Y, Z), hence the induced representation
In fact, we have
It follows that, for all a ∈ A and all T > 0,
The function θ H (a) ∈ H is uniquely defined in representation as the unique Fourier anti-transform θ (a) ∈ L 2 (R) of the functionθ (a) ∈ L 2 (R). By its definition the function θ H is modular, that is, it is invariant under the action of the lattice A Γ on A. As a consequence, it induces a well-defined function on the moduli space M = A Γ \A. By unitary equivalence
The claim is therefore reduced to the following statement lim sup
Since by hypothesis f ∈ S s (R) with s > 1/2, the functionf ∈ C 0 (R) and it is bounded, hence
by the dominated convergence theorem. The continuous dependence of the the function θ H (a) ∈ H on a ∈ A follows from the continuous dependence of the intertwining operator U a : L 2 (R) → L 2 (R), which conjugates a representation of the form
to the standard representation, on the parameters α β γ δ ∈ SL(2, R) and (v, w) ∈ R 2 , of the automorphism a ∈ A. The intertwining operator U a can be computed explicitly. The details are left to the reader.
Corollary 7.2. There exists a constant C > 0 such that, for any s > 1/2, for any a = (X ,Y, Z) ∈ A and for any f ∈ W s a (H), we have
The above statement strengthens Lemma 15 of [AFU] . In fact, there the authors proved a slightly weaker statement for linear skew-shifts of the torus T 2 , that is for maps of the form
As explained in [AFU] , the minimal flow φ X R has constant return time to a transverse torus with return map a linear skew-shift, that is, a map of the form T ρ,σ for constants ρ ∈ R \ Q and σ ∈ R.
From Corollary 7.2 we derive the following limit result for the L 2 norm of Bufetov functionals.
Corollary 7.3. There exists a constant C > 0 such that for all irreducible components H ⊂ L 2 (M) and a ∈ DC, we have
Proof. By the normalization of the invariant distributions in the Sobolev space W s (M) for any given s > 1/2 the following holds. For all irreducible components H and all a ∈ A , there exists a (non-
For all a ∈ DC(L), and for s > 7/2, we derive from the asymptotic formula in Theorem 6.2 that
The L 2 estimates in the statement then follow from Corollary 7.2.
A relation between the Bufetov functionals and the above theta functionals is established below. 
Proof. By Theorem 6.2 and Lemma 7.1 we immediately derive that there exists a constant C µ > 0 such that for all a ∈ supp(µ) ⊂ DC(L), for all T > 0 we have
. By Luzin's theorem, for any δ > 0 there exists a compact subset E(δ ) ⊂ M such that we have the measure bound µ(M \ E(δ )) < δ and such that the function β H (a, ·, 1) ∈ L 2 (M) depends continuously onā ∈ E(δ ). By Poincaré recurrence there is a full measure subset E ′ (δ ) ⊂ E(δ ) of g R -recurrent points. In particular, for everyā 0 ∈ E ′ (δ ) there is a diverging sequence (t n ) such that {g t n (ā 0 )} ⊂ E(δ ) with lim n→∞ g t n (ā 0 ) =ā 0 .
By the continuity of the function θ H : M → L 2 (M), by the continuity atā 0 of the function β H (ā, ·, 1) ∈ L 2 (M) on the set E(δ ), and by the above L 2 estimate, we have
We have thus proved that β H (ā, ·, 1) = θ H (a) ∈ L 2 (M) for all a ∈ E ′ (δ ). It follows that the set where the latter identity fails has µ-measure less than any δ > 0, hence the identity holds for µ-almost allā ∈ A, as stated.
Corollary 7.5. There exists a constant C > 0 such that for all irreducible components H ⊂ L 2 (M) the following holds. For any L > 0 and for any g R -invariant probability measure µ supported on DC(L) ⊂ M, and for all T > 0 we have
Remark 7.6. Since by Lemma 7.1 the function θ H : A → L 2 (M) is continuous and approximates ergodic integrals, it is possible to write it (at least for the first irreducible component) in terms of the theta function Θ χ introduced in [GM] , as both functions are continuous, modular, and provide a similar asymptotic formula for ergodic averages (sums) (see formula (13) in [GM] ). It follows that Bufetov functional β H (for the first irreducible component) essentially coincide with the function Θ χ almost everywhere on the moduli space. The main advantage of the approach of Cellarosi and Marklof [CM] is that it provides an explicit Diophantine condition which describes the set where the function Θ χ is absolutely convergent and 1/2-Hölder (see [CM] , Theorem 3.10).
For general smooth functions we proceed as in the previous section. Since any function f ∈ W s (M) has a decomposition
where each component f i,n ∈ W s (H i,n ), we can define the functional θ f : A → L 2 (M) associated to the function f ∈ W s (M) as the weighted sum over all functionals θ i,n := θ H i,n associated to the irreducible representations H i,n :
Lemma 7.7. For all a ∈ A and for all function f ∈ W s (M) for s > 2, the functional θ f is defined by a convergent series, hence the function θ f (a) is an L 2 function on M and θ f : A → L 2 (M) is a continuous function.
From Lemma 7.1 we derive a general asymptotic theorem:
Theorem 7.8. For all a ∈ A and for all f ∈ W s (M) with s > 2 we have
We leave to the reader the derivation of Lemma 7.7 and Theorem 7.8. From Theorem 7.8 we can derive most of a result of Griffin and Marklof [GM] on limit distribution of theta sums in the related context of Heisenberg nilflows. We also prove the result established later by Cellarosi and Marklof [CM] (see in particular [CM] , §3) that limit distributions are the distributions of Hölder function of exponent equal to 1/2−. Our results have the advantage of holding for all sufficiently smooth functions, while the work of Griffin and Marklof [GM] , and Cellarosi and Marklof [CM] holds only for a single (toral) character. However, they are much less explicit and less detailed, especially as far as the the behavior at infinity in the moduli space is concerned, and in particular we have no results on limit distributions for time sequences corresponding to escape in the cusp of the moduli space.
The following result summarizes our results on limit distributions of ergodic averages of sufficiently smooth functions for Heisenberg nilflows:
Theorem 7.9. Let a = (X ,Y, Z) ∈ A and let (T n ) be any sequence such that
For every zero average function f ∈ W s (M) with s > 7/2 which is not a coboundary, the limit distribution of the family of random variables
exists and is equal to the distribution of the function θ f (a ∞ ) ∈ L 2 (M). In particular, if a ∞ ∈ DC belongs to the ω-limit set of any g R -orbit on the set DC of Diophantine points and is a continuity point of the Bufetov functional β f on DC ⊂ A, then θ f (a ∞ ) is almost everywhere equal to a bounded 1 2 -Hölder function on M, hence in particular the limit distribution has compact support.
Proof. Since a ∞ ∈ M, the existence and characterization of the limits follows from Lemma 7.7 and Theorem 7.8. The regularity statement follows from Corollary 7.4.
With the exception of the Hölder regularity statement, equivalent results were proved in [GM] for linear toral skew-shift and for function cohomologous to the principal toral character. For such functions, the authors also investigated the case when the limit point a ∞ = +∞ and proved that in that case the limit distribution is the Dirac delta δ 0 at 0 ∈ R. The Hölder regularity property was proved in [CM] .
SQUARE MEAN LOWER BOUNDS
In this section we prove transverse square mean lower bound for ergodic integrals.
Let T 2 Γ denote the 2-dimensional torus transverse to flow, defined as follows:
The torus T 2 Γ is transverse to the nilflow φ X 0 R on M, hence transverse to all nilflows φ X R such that < X , X 0 > = 0. For all a = (X ,Y, Z), let
denote the return time of the flow φ X R to the transverse tori T 2 Γ . We will prove bounds for the square mean of ergodic integrals along the leaves of the foliation of the torus T 2 Γ into circles transverse to the central direction:
Lemma 8.1. There exists a constant C > 0 such that for all a = (X ,Y, Z) and for every irreducible component H of central parameter n = 0, there exist a function
and such that, for all x ∈ T 2 Γ and T ∈ Zt a , we have
Proof. We recall that whenever < X , X 0 > = 0 the return map of the flow φ X R to the transverse torus T 2 Γ is a linear skew-shift, that is, a map of the form
with right inverse R χ a defined as follows: let χ ∈ C ∞ 0 (0, 1) denote any function of integral equal to one and, for any
be the function uniquely defined by the identity
It is immediate from the definition that there exists a constant C χ > 0 such that
. As explained in [AFU] , §5, the space L 2 (T 2 Γ ) can be decomposed as a direct sum of irreducible subspaces invariant under the action of the map T ρ,σ on L 2 (T 2 Γ ) by composition. The subspace of functions with non-zero central character can be split as a direct sum of components H (m,n) with (m, n) ∈ Z K|n| × Z \ {0}. These spaces are defined as follows. Let {e m,n |(m, n) ∈ Z 2 } denote the basis of characters of T 2 Γ , that is the basis given by the functions e m,n (y, z) := exp[2πı(my + nKz)] , for all (y, z) ∈ T 2 Γ . As described in [AFU] , §5, the functions F ∈ H m,n are characterized by a Fourier expansion of the form
A generator of the space of invariant distributions is the distribution D (m,n) such that
It follows that |D (m,n) (e m+ jn,n )| = 1. For any irreducible component H of central parameter n = 0, there exists m ∈ Z |n| such that the operator I a : L 2 (M) → L 2 (T 2 Γ ) maps the space H onto the space H m,n , hence the function f H := R χ a (e m,n ) ∈ C ∞ (H) has the property that such that |D H a ( f H ) = |D (m,n) (e m,n )| = 1, and
In addition the following estimates hold:
Since for every n ∈ Z \ {0} and m ∈ Z K|n| , the system
is orthonormal, we have the identity
In addition, by an immediate computation
By the above formula it follows that, whenever T /t a ∈ Z we have
The argument is therefore complete.
For any infinite dimensional vector c := (c i,n ) ∈ ℓ 2 , let β c denote the Bufetov functional defined as follows (26) 
It follows from the orthogonality property and from Corollary 7.3 that the function
For any vector c := (c i,n ) ∈ ℓ 2 , let |c| s denote the norm defined as
For any a = (X ,Y, Z) ∈ A such that < X , X 0 > = 0 or, equivalently, such that the return time t a > 0 is finite, and for any x ∈ M let S a,x denote the transverse cylinder defined as follows:
Γ → S a,x denote the maps defined as follows. For any ξ ∈ T 2 Γ , let ξ ′ ∈ S a,x denote the first intersection of the orbit {φ X t (ξ )|t ≥ 0} with the transverse cylinder S a,x . By definition there exists t(ξ ) ≥ 0 such that
Γ . Let (y, z) and (y ′ , z ′ ) denote the coordinates, respectively on T 2 Γ and S a,x , given by the exponential map, as follows
Let X = αX 0 + βY 0 + vZ and Y = γX 0 + δY 0 + wZ with α = 0 and αδ − β γ = 1. Let x = Γ exp(y x Y 0 + z x Z) exp(t x X 0 ) with (y x , z x ) ∈ T × R/KZ and t x ∈ [0, 1). By the Baker-Campbell-Hausdorff formula, we derive that
and that the map Φ a,x : T 2 Γ → S a,x is given by formulas of the following form: there exists a polynomial P(a, x, y) of total degree 4, quadratic with respect to each of the variables (a, x, y) ∈ M × M × R, such that (29) Φ a,x (y, z) =:
In particular, the map Φ a,x is invertible and such that
a dy ∧ dz . The cylinders S a,x are foliated by images of the circles {ξ exp(yY 0 )|y ∈ T} ⊂ T 2 Γ under the map Φ a,x . Lemma 8.2. For any s > 7/2 there exists a constant C s > 0 such that, for all Diophantine a ∈ DC(L), for all c ∈ ℓ 2 , for all z ∈ T and all T > 0, we have
Proof. By Lemma 8.1, for every n = 0 and every i ∈ {1, . . . , µ(n)}, there exists a function f i,n ∈ C ∞ (H i,n ) with D i,n ( f i,n ) = 1 such that, for all T ∈ Zt a we have, for all ξ ∈ T 2 Γ the identities
In addition, the integrals
form an orthogonal system of functions in L 2 (T, dy). Let then (30)
By construction we have β c = β f c . It is immediate that
By orthogonality we also have
From the estimates on the functions f i,n stated in Lemma 8.1 we derive the bounds
From this estimate it follows that, for every z ∈ T and for all T > 0, we have
We have therefore derived that, for some constant C ′ > 0 and for all T > 0, the following bounds hold:
By the asymptotic property of Theorem 6.2, for all s > 7/2 there exists a constant C s > 0 such that we have the uniform estimate
Since, by the above bounds on the function f c , there exists constant C ′ s > 0 such that
we arrive at the estimates claimed in the statement.
ANALYTICITY OF THE FUNCTIONALS
In this section we will prove that, for all a = (X ,Y, Z) ∈ DC and for all T ∈ R, the Bufetov functionals β H (a, ·, T ) are real analytic along the foliation tangent to the integrable distribution {Y, Z}. This result is crucial in deriving measure estimates for the level sets of the Bufetov functionals and for our results on decay of correlations of time changes.
By the orthogonality property, for every T > 0, the Bufetov cocycle belongs to a single irreducible component H (with central parameter n ∈ Z \ {0}), hence in particular (or from its definition), for all (x, T ) ∈ M × R and for all t ∈ R,
. Lemma 9.1. The following formula holds:
Proof. Let a = (X ,Y, Z) and let α be a 1-form supported on a single irreducible component H. As above we have the decomposition
Let us compute the pairing of the current γ Z t with the 1-form α on M. By definition the tangent vector of the path γ Z t is given by the formula
It follows that the pairing is given by the formula
Since Z belongs to the center of the Lie algebra and the coefficients α X , α Y and α Z of α are eigenfunctions of the subgroup generated by Z of eigenvalue 2πınK ∈ 2πıKZ, it follows that
Integration by parts gives
hence we have the formula
Since the flow g R is identity on the center Z, it follows that
hence the stated formula follows by the definition of the Bufetov functional and by the linearity of the projection operators.
Lemma 9.2. The following formula holds:
Proof. We have the following commutation identities:
By definition the symbol [γ X T ] Z t denotes the path given by the formula
It then follows by the definitions that
By the invariance property of the Bufetov functional and by Lemma 9.1 we have
The statement is an immediate consequence of the above formula.
It follows from Lemma 9.2 and formula (31) that the Bufetov functional is real analytic (real and complex part are real analytic) on every leaf of the foliation tangent to the integrable distribution {Y, Z}.
For any R > 0 let us introduce the analytic norm defined for all c ∈ ℓ 2 as
Let Ω R denote the subspace of c ∈ ℓ 2 such that c ω,R is finite.
Lemma 9.3. For any c ∈ Ω R , any a ∈ DC(L) and T > 0, the functions defined as
The following bounds hold: for any R ′ < R there exists a constant C R,R ′ > 0 such that, for all (y, z) ∈ D R ′ ,T we have
Proof. By Lemma 9.2 and formula (31), for all x ∈ M we have
As a consequence, by Lemma 6.1 for (y, z) ∈ C × C/Z we have
It follows that the function β H (a, φ Y y φ Z z (x), T ) is given by a series of holomorphic functions on C × C/Z, which converges uniformly on compact subsets of the domain D R,T , hence it is holomorphic there. The stated uniform bound follows immediately from the proof. 
∞ is dense in ℓ 2 , since it contains all finitely supported sequences.
Lemma 9.4. For any c ∈ Ω (η)
∞ , any a ∈ DC(L) and T > 0, the functions defined as
extends to a holomorphic function in the domain C × C/Z. In addition, there exists a constant C η > 0 such that, for all T > 0 and for all (y, z) ∈ C × C/Z, we have
∞ ⊂ Ω R , for all R > 0, it follows already from Lemma 9.3 that the function β c (a, φ Y y φ Z z (x), T ) extends to a holomorphic function on C × C/Z. As in the proof of Lemma 9.3, by Lemma 6.1 for (y, z) ∈ C × C/Z we have
Since by assumption c ∈ Ω (η) ∞ , the stated estimates is proved.
In the Sections 11 and 12 we will use Lemmas 9.3 and 9.4 to get uniform measure estimates on sets where the Bufetov functional is small. This is possible thanks to results on the measure of small sets for analytic functions (see [BruGa] , [Bru] ).
BOUNDS ON THE VALENCY
For convenience of the reader we recall a result of A. Brudnyi on the measure of level sets of analytic functions.
For any r > 1, let O r denote the space of holomorphic functions on the ball B C (0, r) ⊂ C n . Let B R (0, 1) := B C (0, 1) ∩ R n denote the real euclidean unit ball. 
The best constant d in the above theorem is called the Chebyshev degree, denoted by d f (r), of the function f ∈ O r in B C (0, 1). The Chebyshev degree can be estimated by the valency of the function. We recall the definition of the valency.
A holomorphic function f defined in a disk is called p-valent if it assumes no value more than p-times there (counting multiplicities). We also say that f is 0-valent if it is a constant. For any t ∈ [1, r), let L t denote the set of one-dimensional complex affine spaces L ⊂ C n such that L ∩ B C (0,t) = / 0. By [Bru] Prop. 1.7, for any f ∈ O r and any t ∈ [1, r) the valency v f (t) is finite and there is a constant c := c(r) > 0 such that
In this section we prove the following result.
Lemma 10.3. Let R > r > 1. For any normal family F ⊂ O R such that no functions in F = / 0 is constant along a one-dimensional complex line, we have
Proof. We argue by contradiction. If the statement does not hold, then there exists a sequence of functions ( f k ) ⊂ F, a sequence of affine one-dimensional subspaces (L k ) and a bounded sequence of complex numbers such that
By compactness, up to passing to subsequence we can assume that f k → f uniformly on all compact subset of the ball
0, in the Hausdorff topology, and that w k → w ∈ C. By hypothesis f |L is non-constant, hence we can assume that f k |L k is also non-constant for all k ∈ N. Since for any r ′ > r the valency v f (r ′ ) of the function f on B C (0, r ′ ) is finite we have that
Since L k → L there exists a sequence of affine holomorphic maps A k : C n → C n such that A k → Id uniformly on compact sets and A k (L) = L k for all k ∈ N. By uniform convergence we have that for n ∈ N sufficiently large all the solutions z ∈ L ∩ B C (0, r ′ ) of the equation f k • A k (z) − w k = 0 are contained in the union of the balls B C (p i , ε) ∩ L. For all k ∈ N, let φ k := ( f k • A k )|L, and let φ = f |L. The sequence of holomorphic functions (φ k ) converges to φ uniformly on compact sets of L ∩ B C (0, R). Since L ≈ C by the residue theorem we have that
By uniform convergence on compact sets it follows that
hence we have
We conclude that for k sufficiently large
Since by assumption the LHS in the above inequality diverges, we have reached a contradiction. The argument is concluded.
In one complex dimension we prove a quantitative bound on the valency.
Lemma 10.4. For any R > r > 3t > 3, there exists a constant C r,t > 0 such that the following holds. For any non-constant holomorphic function of one complex variable f ∈ O R , let M f (r) denote the maximum modulus of f on the closed ball B C (0, r) ⊂ C and let O f (t) its oscillation in the ball B C (0,t). The valency ν f (t) of the function f in the ball B C (0,t) satisfies the following estimate
Proof. Since there exists a single complex one-dimensional affine space L ⊂ C, it suffices to estimate the valency of the function f on B C (0,t), that is, the number of solutions z ∈ B C (0,t) of equations of the form f (z) = w. By definition, the above equation has solutions only if |w| ≤ M f (r). Let f w ∈ O R denote the holomorphic function f w (z) = f (z) − w. By definition, the maximum modulus of f w on the closed ball B C (0, r) ⊂ C is at most 2M f (r). Let w ∈ f (B C (0,t) and let z w ∈ B C (0,t) be any point such that
Let {z 1 , . . . , z ν } ⊂ B C (z w , 2t)\{z w } denote the (non-empty) set of zeros of the function f w in B C (z w , 2t) listed with their multiplicities. Since B C (0,t) ⊂ B C (z w , 2t) it follows that the number of solution of the equation f w (z) = 0 in B C (0,t) is at most ν ∈ N. Let us define
By definition the function g w in holomorphic in B C (0, R − t). By the maximum modulus principle
which immediately implies, by taking logarithms,
The statement is therefore proved.
MEASURE ESTIMATES:THE BOUNDED-TYPE CASE
Finally, we derive a bound on the valency, hence on the Chebyshev degree of the holomorphic extensions of Diophantine Bufetov functionals, uniform over compact invariant subset of the moduli space.
Lemma 11.1. Let L > 0 and let B ⊂ DC(L) be a bounded subset. Given R > 0, for all c ∈ Ω R and T > 0, let F(c, T ) denote the family of real analytic functions of the variable y ∈ [0, 1) defined as follows:
There exist T B > 0 and ρ B > 0, such that for every (R, T ) such that R/T ≥ ρ B and T ≥ T B , and for all c ∈ Ω R \ {0}, we have sup
For any a ∈ B and x ∈ M, the map Φ a,x : [0, 1) × T → [0,t −1 a ) × T introduced in formula (29) extends to a complex analytic diffeomorphismΦ a,x : C × C/Z → C × Z. By Lemma 9.3 It follows that the real analytic function
extends to a holomorphic function on the domainΦ −1 a,x (D R,T ) ⊂ C × C/Z. In particular, for every z ∈ T the function β c (a, Φ a,x (ξ y,z ), T ) , for y ∈ [0, 1) , extends to a holomorphic function defined on a strip H a,x,R,T := {y ∈ C|| Im(y)| < h a,x,R,T } . Moreover by the boundedness of the set B ⊂ M it follows that inf (a,x)∈B×M h a,x,R,T := h R,T > 0 .
In fact, the function h a,x,R,T and its lower bound h R,T can be computed explicitly from the formula (29) for the polynomial map Φ a,x and from definition of the domain D R,T in formula (32). In particular, it follows that for every r > 1 there exists ρ B ≫ 1 such that, for every R, T such that R/T ≥ ρ B , then for every (a, x, z) ∈ B × M × T we have that, as a function of y ∈ [0, 1],
It then follows from Lemma 9.3 that the family F(c, T ) is uniformly bounded and hence normal. Moreover, from Lemma 8.2 it follows that for sufficiently large T > 0 no sequence from F(c, T ) can converge to a constant function. The statement finally follows from Lemma 10.3.
We can finally derive crucial measure estimates on Bufetov functionals.
Lemma 11.2. Let a ∈ DC be such that the forward orbit {g t (ā)} t∈R + is contained in a compact subset of M. There exist R > 0, T 0 > 0 and C > 0, δ > 0 such that, for every c ∈ Ω R \ {0}, T ≥ T 0 and for every ε > 0, we have
Proof. Let R > 0 and T 0 > 0 be chosen so that the conclusions of Lemma 11.1 hold and let c ∈ Ω R . By the scaling property of Bufetov functionals
Since a ∈ DC and the g R -forward orbit {g t (ā)} t∈R + is contained in a compact set, there exists L > 0 such that g t (a) ∈ DC(L) for all t > 0. Since the volume on M is invariant under the action A Γ , it is enough to estimate (uniformly over (a, x) ∈ B × M for any givenbounded subset B ⊂ DC(L) such that {g t (a)} t∈R + ⊂ A Γ \B), for any ε > 0, the volume vol({x ∈ M||β c (a, x, T 0 )| ≤ ε}). By Fubini's theorem it is enough to estimate, uniformly over (a, x, z) ∈ B × M × T,
Since by Lemma 8.2 we have inf
it follows from Theorem 10.1 for D = B R (0, 1) and
and by the bound in formula (34) for the Chebychev degree, that the following estimate holds: there exists a constant C > 0 such that, for all (a, x, z) ∈ B × M × T and for all ε > 0, we have
The statement then follows by the Fubini theorem.
Corollary 11.3. Let a = (X ,Y, Z 0 ) be as in Lemma 11.2. There exist R > 0, T 0 > 0 and C > 0, δ > 0 such that, for every c ∈ Ω R \ {0}, T ≥ T 0 and for every ε > 0, we have
MEASURE ESTIMATES: THE GENERAL CASE
Bufetov functionals were constructed for a = (X ,Y, Z) ∈ A under a (full measure) Diophantine condition (DC) onā ∈ M, which depends on the backward orbit under the renormalization flow g R in the moduli space M. Throughout this section we assume that a ∈ DC satisfies an additional (full measure) Diophantine condition DC log (which depends on the forward orbit): a ∈ DC log ifā ∈ M satisfies the logarithmic law of geodesics, that is, if
Lemma 12.1. Let a ∈ DC ∩ DC log . Let η ∈ (0, 1) and let c ∈ Ω (η)
∞ . For every δ ∈ (1 − η/2, 1) and for every ζ > 0, there exist constants C δ ,ζ > 0 and C ζ > 0 such that, for every ε > 0, we have
Proof. Let us assume a ∈ DC log ∩ DC(L). By the Diophantine condition DC log , there exists a bounded set B ⊂ M such that the following holds. For any ζ > 0 there exist a constant C ζ > 0 and a sequence (t n ) with g t n (ā) ∈ B such that (38)
Let T ≫ 1 and for all n ∈ N let T n = e −t n T . By the Diophantine condition DC log , for any ζ > 0 there exists a constant
. By the scaling property of the Bufetov functionals
Since B is a bounded, hence relatively compact set, we have
By Lemma 9.4 the real analytic function
and, for any c ∈ Ω (η)
∞ there exists C η > 0 such that for any (y, z) ∈ D (n)
R we have the uniform upper bound
In particular it follows that, for any z ∈ T, the function β c (g t n (a), Φ g tn (a),x (ξ y,z ), T n ), defined for y ∈ [0, 1] extends to a holomorphic function on the strip H R = {y ∈ C| |Im(y)| ≤ Rt min B 4πK } , and there exists a constant C ′ η > 0 such that the following uniform upper bound holds: for any y ∈ H R and any z ∈ T, we have (41) |β c (g t n (a), Φ g tn (a),x (ξ y,z ),
n (1 + E M (g t n (a), T n )) (1 + RT n )e (RT n ) 2−η .
By a calculation, for all t n ≥ 0 and for T n = e −t n T ∈ [0, T ] we have that
By Lemma 8.2 it follows that, for any s > 7/2, whenever we have n .
In particular, we derive a uniform lower bound for the oscillation O n (c, T ) of the function β c (g t n (a), Φ g tn (a),x (ξ y,z ), T n ) for y ∈ [0, 1]:
It remains to optimize the choice of t n > 0, hence of T n ∈ [0, T ), given T > 0. It follows from formulas (39) and (42) that for any ζ > 0, there exists a constants L ζ > 0 such that we want to choose T n to be the smallest solution of the inequality For any R > r > 10πK(t min B ) −1 , by formulas (44) and (46), from Lemma 10.4 we derive that there exists a constant C > 0 such that, for all t ∈ (1, 3/2), for all fixed z ∈ T, and for all sufficiently large T > 0, the valency ν β (t) ∈ N of the function of one-complex variable β c (g t n (a), Φ g tn (a),x (ξ y,z ), T n ) is bounded above as follows: ν β (t) ≤ C log C By Theorem 10.1, it follows that, for all δ ∈ (1 − η/2, 1), there exists a constant C δ ,ζ > 0 such that, for all (x, z, n) ∈ M × Z × N, and for all ε > 0 we have (47) Leb {y ∈ [0, 1]||β c (g t n (a), Φ g tn (a),x (ξ y,z ), T n )| < ε} < 4ε 1 C δ ,ζ log δ T .
Finally, from the scaling identity (40), and from the measure estimates (47) and Fubini's theorem, it follows that for all ζ > 0 and for all δ ∈ (1 − η/2, 1) there exists a constant C ζ > 0 such that vol({x ∈ M||β c (a, x, T )| ≤ ε T 1/2 1 +C ζ log 1/4+ζ T } ≤ 4ε 1 C δ ,ζ log δ T , as claimed in the statement.
Corollary 12.2. Let a = (X ,Y, Z 0 ) be as in Lemma 12.1. Let η ∈ (0, 1) and let c ∈ Ω (η)
∞ . For every δ ∈ (1 − η/2, 1) and for every ζ > 0, there exist constants C δ ,ζ > 0 and C ζ > 0 such that, for every ε > 0, we have (48) vol({x ∈ M||β c (a, x, T )| ≤ ε T 1/2 C ζ log 1/4+ζ T }) ≤ 4ε 1 C δ ,ζ log δ T .
CORRELATIONS. PROOF OF THEOREMS 2.4 AND 2.5
We will first analyze correlations and then derive Theorems 2.4 and 2.5 from respectively Corollaries 11.3 and 12.2. We analyze correlations as follows. Let ω V the V -invariant volume form. It follows from the definition of V = αX that ω V = α −1 dvol. We have
hence it is equivalent to analyze correlations with respect to Haar volume form dvol. As the Haar volume form is Z-invariant we have
Integrating by parts we finally derive the formula (see the paper [FU] ):
We have thus written correlations in terms of integrals We also have
For every σ > 0, let γ σ x,t be the path defined as while the correlation on the complementary set M \ M α (t, 2ε) can be estimated simply as follows: there exists a constant C ′ a,α > 0 such that
By optimizing the above estimates we derive a bound for the decay of correlations of the following form: for every h, g ∈ W s (M) ∩ L 2 0 (M) and for all t > 0, we have
This finishes the proof of Theorem 2.4. For Theorem 2.5, by an analogous reasoning based on Corollary 12.2 we get that for a generic set of time-changes we have the following bound on correlations. For every δ > 1/2, there exists a constant C a,α,δ > 0 such that, for all h, g ∈ W s (M) ∩ L 2 0 (M) and for all t ∈ R, we have
This finishes the proof of Theorem 2.5.
