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This paper studies the distinctness problem of the reductions mod-
ulo 2 of maximal length sequences over Z/(pq), where p and q
are two different odd primes with p < q. A polynomial f (x) over
Z/(pq) is called primitive if f (x) modulo p and f (x) modulo q
are primitive over Z/(p) and Z/(q), respectively. A primitive ele-
ment in Z/(pq) is deﬁned analogously. Let a and b be two max-
imal length sequences generated by a primitive polynomial f (x)
over Z/(pq). Firstly, for the case of deg f (x) > 1, it is proved
that if there exist a nonnegative integer S and a primitive ele-
ment ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq), and either
(q − 1) is not divisible by (p − 1) or 2(p − 1) divides (q − 1),
then a ≡ b (mod 2) if and only if a = b. The existence of S and
ξ is completely determined by p, q and deg f (x). Secondly, for the
case of deg f (x) = 1, it is proved that if gcd(p − 1,q − 1) = 2 and
(p − 1)/ordp(2) is congruent to (q − 1)/ordq(2) modulo 2, then
a ≡ b (mod 2) if and only if a = b.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
For an integer N  2, let Z/(N) be the integer residue ring modulo N , which can be represented
as {0,1, . . . ,N − 1}. In this paper, given an integer a, we always consider a (mod N) to be an element
in {0,1, . . . ,N − 1}.
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a(i + n) ≡ −[c0a(i) + c1a(i + 1) + · · · + cn−1a(i + n − 1)] (mod N), i = 0,1,2, . . .
with constant coeﬃcients c0, c1, . . . , cn−1 ∈ Z/(N), then a is called a linear recurring sequence of de-
gree n generated by f (x) over Z/(N), where f (x) = xn + cn−1xn−1 + · · · + c1x+ c0, and f (x) is called
the characteristic polynomial of a. For convenience, denote G( f (x),N) as the set of all linear recurring
sequences over Z/(N) generated by f (x).
Let p be a prime and f (x) be a monic polynomial of degree n over Z/(pe). If f (0) = 0 (mod p),
then there always exists a positive integer P such that f (x) divides xP − 1 over Z/(pe). The least
such P is called the (least) period of f (x) over Z/(pe) and denoted by per( f (x), pe). Generally,
per( f (x), pe)  pe−1(pn − 1), see [1]. If per( f (x), pe) = pe−1(pn − 1), then f (x) is called a prim-
itive polynomial of degree n over Z/(pe). A sequence a over Z/(pe) is called a primitive sequence
if a is generated by a primitive polynomial and a = 0 (mod p). Any element a in Z/(pe) has a
unique p-adic expansion such as a = a0 + a1 · p + · · · + ae−1 · pe−1, where ai ∈ {0,1, . . . , p − 1}
for 0  i  e − 1. Similarly, a sequence a over Z/(pe) also has a unique p-adic expansion such as
a = a0 +a1 · p+· · ·+ae−1 · pe−1, where each ai is a sequence over the prime ﬁeld Z/(p) and is called
the ith-level sequence of a for 0  i  e − 1. Often ae−1 is also called the highest level sequence
of a. Let f (x) be a primitive polynomial over Z/(pe) and G ′( f (x), pe) denote the set of all primitive
sequences generated by f (x) over Z/(pe). A function ϕ(x0, x1, . . . , xe−1) of e variables over Z/(p) is
called injective if the induced map ϕ : G ′( f (x), pe) → (Z/(p))∞ , a 	→ ϕ(a0,a1, . . . ,ae−1) is injective.
Injective functions are one of the main research subjects on primitive sequences over Z/(pe).
Early in the 1990s, Huang and Dai in [1] and Kuzmin and Nechaev in [2] independently proved
that the function xe−1 was injective. In other words, a primitive sequence is uniquely determined by
its highest level sequence. This important result implies that the highest level sequence ae−1 contains
all information of the original sequence a. Later on, more and more general injective functions were
found and proved.
As for p = 2, it was shown in [3–6] that almost all Boolean functions ϕ(x0, x1, . . . , xe−1) with
e variables containing xe−1 were injective. For an odd prime p, references [7–9] showed that functions
over Z/(p) of the form g(xe−1) + η(x0, x1, . . . , xe−2) were injective too, where 1  deg g  p − 1
and η ∈ Z/(p)[x0, x1, . . . , xe−2]. On the other hand, the distinctness of highest level sequences was
further improved by Zhu in [10,11], which says that the primitive sequence of pe elements is uniquely
determined by the distribution of element 0 in the highest-level sequence.
Feedback with carry shift registers (FCSRs) were introduced by A. Klapper and M. Goresky in [12].
The main characteristic of FCSRs is the fact that the elementary additions are not additions modulo
2 but with propagation of carries. Lots of researches have been done on the structure and prop-
erties of FCSRs and sequences generated by them, especially on the maximal length sequences (or
l-sequences), see [13–18]. Let q be an odd number and a = {a(i)}i0 be an output sequence of
an FCSR with connection integer q. Then there exists an integer A ∈ Z/(q) such that A = 0 and
a(i) = A · 2−i (mod q mod 2), i  0, where the notation “mod q mod 2” means that ﬁrst the number
A · 2−i is reduced modulo q to give a number between 0 and q− 1, and then that number is reduced
modulo 2. This is also called the exponential representation of FCSR sequences, see [19]. If 2 is a
primitive root modulo q and A is coprime with q, then by this exponential representation, it is easily
seen that a is in fact a reduction sequence of a primitive sequence over Z/(q) modulo 2. In this case,
it is necessary that q be a power of a prime q = pe .
Considering such relationship between primitive sequences over rings and FCSR sequences, Zhu
studied modular reductions of maximal length sequences over Z/(pe), where p is an odd prime. It
was shown in [20] that for any positive integer M which has a prime factor other than p, if f (x) is
a primitive polynomial over Z/(pe), then for a,b ∈ G( f (x), pe), a = b if and only if a ≡ b (mod M).
Since the operation of mod M destroys the linear structure of the original sequence over Z/(pe), the
reduction sequence a (mod M) is thought to possess many good cryptographical properties.
Following the work of Zhu in [20], we study the distinctness of primitive sequences over Z/(pq)
modulo 2 (the deﬁnition of primitive sequences over Z/(pq) refers to Section 2), where p and q are
two different odd primes. Our main results proved in this paper are
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n > 1 over Z/(pq). If
(i) there exist a nonnegative integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡
0 (mod f (x), pq);
(ii) (q − 1) is not divisible by (p − 1) or 2(p − 1) divides (q − 1),
then a ≡ b (mod 2) if and only if a = b for a,b ∈ G ′( f (x), pq).
Theorem 2. Let p and q be two different odd primes with gcd(p − 1,q − 1) = 2 and f (x) be a primitive
polynomial over Z/(pq) of degree 1. If 2(p−1)/2 ≡ 1 (mod p) if and only if 2(q−1)/2 ≡ 1 (mod q), then a ≡
b (mod 2) if and only if a = b for a,b ∈ G ′( f (x), pq).
The paper is organized as follows. Section 2 presents some necessary preliminaries. Section 3 is
largely devoted to the proofs of our main results. Conclusions are drawn in Section 4.
2. Preliminaries
Let p and q be ﬁxed two different odd primes in this section.
For a periodic sequence a = {a(i)}i0 and a positive integer M , let per(a,M) denote the (least)
period of a (mod M) over Z/(M), which is deﬁned by the least positive integer P such that a(t+ P ) ≡
a(t) (mod M) for all integer t  0. Let NM(a, x) denote the number of element x occurring in a
complete period of sequence a (mod M).
A polynomial f (x) of degree n over Z/(pq) is called primitive if f (x) modulo p and f (x) modulo q
are primitive over Z/(p) and Z/(q), respectively. Consequently, a sequence a in G( f (x), pq) is called
a primitive sequence if a = 0 (mod p) and a = 0 (mod q). Then in this case we have per(a, pq) =
lcm(pn − 1,qn − 1). Let G ′( f (x), pq) denote the set of all primitive sequences in G( f (x), pq).
Remark 2.1. Note that a primitive sequence over Z/(pq) is always a maximal length sequence, but
the converse is not true.
For convenience, for an integer x and positive integer M , we denote the nonnegative minimal
residue of x modulo M as [x]modM , that is, [x]modM ≡ x (mod M) and [x]modM ∈ {0,1, . . . ,M − 1}.
This notation has the following simple property.
Property 2.1. Let x be an arbitrary integer. Then
[p · x]mod pq = p · [x]modq and [q · x]mod pq = q · [x]mod p .
Lemma 2.1. (See [20].) Let f (x) be a primitive polynomial over Z/(pe) with positive integer e. For any positive
integer M which has a prime factor different from p, a ≡ b (mod M) if and only if a = b for a,b ∈ G( f (x), pe).
In particular, a ≡ b (mod 2) if and only if a = b for a,b ∈ G( f (x), pe).
Lemma 2.2. (See [19].) Let q be an odd number and a = {a(i)}i0 be an output sequence of an FCSR with
connection integer q. Then there exists an integer A ∈ Z/(q) such that A = 0 and
a(i) = A · 2−i (mod q mod 2), i = 0,1,2, . . . .
Furthermore,
∞∑
i=0
ai2
i = − A
q
.
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3.1. Primitive polynomials of degree greater than 1
In this subsection, let p and q be ﬁxed two different odd primes.
Lemma 3.1. Let f (x) be a primitive polynomial of degree n > 1 over Z/(pq), and a ∈ G ′( f (x), pq). If there
exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq), then there
exist two positive integers u and v such that gcd(u,q) = 1, gcd(v, p) = 1 and
a(i + j · S) ≡ p · u · ξ j · a(i) + q · v · ξ j · a(i) (mod pq)
for i, j  0.
Proof. Since xS − ξ ≡ 0 (mod f (x), pq), it follows that
xS· j ≡ ξ j (mod f (x), pq), j  0.
This implies that
LS· ja ≡ ξ j · a (mod pq), j  0,
where L is the left-shift operator of sequences. So we have
a(i + j · S) ≡ ξ j · a(i) (mod pq), i, j  0. (1)
Note that p and q are two different odd primes, from Euclidean algorithm we know that there exist
two integers u and v satisfying
pu + qv = 1, (2)
where gcd(u,q) = 1 and gcd(v, p) = 1. Hence (1) and (2) yield
a(i + j · S) ≡ p · u · ξ j · a(i) + q · v · ξ j · a(i) (mod pq), i, j  0. 
Lemma 3.2. Let f (x) be a primitive polynomial of degree n > 1 over Z/(pq) and a,b ∈ G ′( f (x), pq) such
that a ≡ b (mod 2). If there exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡
0 (mod f (x), pq), then
[
a
(
i∗
)]
modq =
[
b
(
i∗
)]
modq
for any nonnegative integer i∗ with [a(i∗)]mod p = [b(i∗)]mod p = 0.
Proof. On one hand, since [a(i∗)]mod p = [b(i∗)]mod p = 0, by Lemma 3.1 we have
a
(
i∗ + j · S)≡ p · u · ξ j · a(i∗) (mod pq), j  0,
b
(
i∗ + j · S)≡ p · u · ξ j · b(i∗) (mod pq), j  0.
Then Property 2.1 implies that
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(
i∗ + j · S)≡ p · [u · ξ j · a(i∗)]modq, j  0, (3)
b
(
i∗ + j · S)≡ p · [u · ξ j · b(i∗)]modq, j  0. (4)
On the other hand, we have
a
(
i∗ + j · S)≡ b(i∗ + j · S) (mod 2), j  0, (5)
by the assumption of a ≡ b (mod 2). Thus, (3), (4) and (5) yield
[
u · ξ j · a(i∗)]modq ≡ [u · ξ j · b(i∗)]modq (mod 2), j  0. (6)
Note that both {[u · ξ j · a(i∗)]modq} j0 and {[u · ξ j · b(i∗)]modq} j0 are sequences generated by the
primitive polynomial x− ξ over Z/(q), and so it follows from Lemma 2.1 that
u · a(i∗)≡ u · b(i∗) (mod q).
Then a(i∗) ≡ b(i∗) (mod q) since gcd(u,q) = 1. The lemma is proved. 
In the following, we are going to deal with the case of [a(i∗)]mod p = [b(i∗)]mod p = 0 in Lemmas 3.3
and 3.4.
Lemma 3.3. Let f (x) be a primitive polynomial of degree n > 1 over Z/(pq), and a,b ∈ G ′( f (x), pq) such
that a ≡ b (mod 2). If p < q and the following two conditions are satisﬁed:
(i) there exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq);
(ii) (q − 1) is not divisible by (p − 1) or 2(p − 1) divides (q − 1),
then
[
a
(
i∗
)]
modq =
[
b
(
i∗
)]
modq
for any nonnegative integer i∗ with [a(i∗)]mod p = [b(i∗)]mod p = 0.
Proof. Assume [a(i∗)]mod p = [b(i∗)]mod p = x = 0. It follows from Lemma 3.1 that
a
(
i∗ + j · S)≡ p · u · ξ j · a(i∗)+ q · v · ξ j · x (mod pq), j  0, (7)
b
(
i∗ + j · S)≡ p · u · ξ j · b(i∗)+ q · v · ξ j · x (mod pq), j  0. (8)
Subtracting (8) from (7) leads to
a
(
i∗ + j · S)− b(i∗ + j · S)≡ p · u · ξ j · a(i∗)− p · u · ξ j · b(i∗) (mod pq), j  0.
By Property 2.1, this is equivalent to
[
a
(
i∗ + j · S)− b(i∗ + j · S)]mod pq = p · [u · (a(i∗)− b(i∗)) · ξ j]modq, j  0. (9)
Suppose a(i∗) = b(i∗) (mod q).
28 H.-J. Chen, W.-F. Qi / Finite Fields and Their Applications 15 (2009) 23–39Since ξ is a primitive element modulo q and gcd(u,q) = 1, there exists an integer J  0 for which
u · (a(i∗)− b(i∗)) · ξ J ≡ 1 (mod q). (10)
Let R = (q − 1)/2. Then by using ξ R ≡ −1 (mod q), it can be deduced from (10) that
u · (a(i∗)− b(i∗)) · ξ J+Rk ≡ (−1)k (mod q), k 0. (11)
Applying (9) with j = J + R · k and taking (11) into consideration, we have
[
a
(
i∗ + J · S + R · k · S)− b(i∗ + J · S + R · k · S)]mod pq = p · [(−1)k]modq, k 0, (12)
which immediately implies that either
a
(
i∗ + J · S + R · k · S)= b(i∗ + J · S + R · k · S)+ p · [(−1)k]modq, k 0, (13)
or
a
(
i∗ + J · S + R · k · S)= b(i∗ + J · S + R · k · S)+ p · [(−1)k]modq − pq, k 0. (14)
But we have
a
(
i∗ + J · S + R · k · S)≡ b(i∗ + J · S + R · k · S) (mod 2), k 0,
by the assumption a ≡ b (mod 2), and so only (13) holds if k is an odd number, i.e.,
a
(
i∗ + J · S + R · k · S)= b(i∗ + J · S + R · k · S)+ p(q − 1), (15)
while only (14) holds if k is an even number, i.e.,
a
(
i∗ + J · S + R · k · S)= b(i∗ + J · S + R · k · S)+ p − pq. (16)
Thus, we can conclude that
a
(
i∗ + J · S + R · k · S)= b(i∗ + J · S + R · k · S)+ (−1)k+1 · p · (q − 1), k 0. (17)
Case 1: (q − 1) is not divisible by (p − 1).
Let k = 2k′ in (17). Then we have
a
(
i∗ + J · S + (q − 1) · k′ · S)= b(i∗ + J · S + (q − 1) · k′ · S)− p · (q − 1).
Note that b(i∗ + J · S + (q − 1) · k′ · S) < pq, and so
0< a
(
i∗ + J · S + (q − 1) · k′ · S)< p. (18)
Since p < q, (18) implies that
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(
i∗ + J · S + (q − 1) · k′ · S)= [a(i∗ + J · S + (q − 1) · k′ · S)]mod p
= [a(i∗ + J · S + (q − 1) · k′ · S)]modq. (19)
Applying (7) with j = J + (q − 1) · k′ and using the identities given by (19), we get
a
(
i∗ + J · S + (q − 1) · k′ · S)= [x · ξ (q−1)·k′+ J ]mod p = [a(i∗) · ξ J ]modq, k′  0. (20)
Let k′ = 0 and k′ = 1, respectively. Then it can be observed from (20) that
x · ξ (q−1)+ J ≡ x · ξ J (mod p),
that is,
ξq−1 ≡ 1 (mod p).
Since ξ is a primitive element modulo p, (q − 1) must be divisible by (p − 1), a contradiction. Thus,
[
a
(
i∗
)]
modq =
[
b
(
i∗
)]
modq.
Case 2: (q − 1) is divisible by 2(p − 1).
First applying (7) with j = J and j = J + R , respectively, we have
a
(
i∗ + J · S)+ a(i∗ + J · S + R · S)
≡ p · u · ξ J · a(i∗)+ q · v · ξ J · x+ p · u · ξ J+R · a(i∗)+ q · v · ξ J+R · x (mod pq). (21)
Note that ξ R ≡ −1 (mod q), and so (21) is equivalent to
a
(
i∗ + J · S)+ a(i∗ + J · S + R · S)≡ q · v · ξ J · x · (1+ ξ R) (mod pq),
i.e.,
[
a
(
i∗ + J · S)+ a(i∗ + J · S + R · S)]mod pq = q · [v · ξ J · x · (1+ ξ R)]mod p, (22)
which implies that
a
(
i∗ + J · S)+ a(i∗ + J · S + R · S)≡ 0 (mod q). (23)
Second, applying (17) with k = 2k′ + 1, we have
a
(
i∗ + J · S + R · (2k′ + 1) · S)= b(i∗ + J · S + R · (2k′ + 1) · S)+ p · (q − 1),
and so
p · (q − 1) < a(i∗ + J · S + R · (2k′ + 1) · S)< pq. (24)
It follows from (18) and (24) that
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Therefore (23) and (25) imply that
a
(
i∗ + J · S)+ a(i∗ + J · S + R · S)= pq. (26)
Taking (26) into (22) we obtain
v · ξ J · x · (1+ ξ R)≡ 0 (mod p).
Since v · ξ J · x = 0 (mod p), it shows that
ξ R ≡ −1 (mod p),
a contradiction to the assumption that R is divisible by (p − 1). Thus
[
a
(
i∗
)]
modq =
[
b
(
i∗
)]
modq. 
Lemma 3.4. Let f (x) be a primitive polynomial of degree n > 1 over Z/(pq) and a,b ∈ G ′( f (x), pq) with
a ≡ b (mod 2). If p > q and the following two conditions are satisﬁed:
(i) there exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq);
(ii) (p − 1) is not divisible by (q − 1) or 2(q − 1) divides (p − 1),
then
[
a
(
i∗
)]
modq =
[
b
(
i∗
)]
modq
for any nonnegative integer i∗ with [a(i∗)]mod p = [b(i∗)]mod p = 0.
Proof. Here the notations J , R and x are as described in Lemma 3.3.
From (18) and (24), we can conclude that
pq − p < pq − a(i∗ + J · S)< pq, (27)
pq − p < a(i∗ + J · S + (2k + 1) · R · S)< pq, k 0. (28)
Let us denote [a(i∗ + J · S)]modq = δ and p =m · q + r with 1 r  q − 1. Then
[
pq − a(i∗ + J · S)]modq = q − δ, (29)
and also
[
a
(
i∗ + J · S + (2k + 1) · R · S)]modq = q − δ, k 0, (30)
because of
a
(
i∗ + J · S + (2k + 1) · R · S)≡ −a(i∗ + J · S) (mod q), k 0.
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pq − 1 for which [x]modq = q − δ. Therefore, (27), (28), (29) and (30) imply that
a
(
i∗ + J · S + R · S), a(i∗ + J · S + 3R · S), . . . , a(i∗ + J · S + (2m + 1) · R · S)
and
pq − a(i∗ + J · S)
take on at most m + 1 different values. We proceed the proof by showing this is impossible.
First, we claim
a
(
i∗ + J · S + R · S), a(i∗ + J · S + 3R · S), . . . , a(i∗ + J · S + (2m + 1) · R · S)
are distinct. Otherwise
a
(
i∗ + J · S + (2i + 1) · R · S)= a(i∗ + J · S + (2 j + 1) · R · S) (31)
for 0 i < j m, then (31) implies that
x · ξ J+(2i+1)R ≡ x · ξ J+(2 j+1)R (mod p),
i.e.,
ξ2( j−i)R ≡ 1 (mod p). (32)
On one hand, since ξ (mod p) is a primitive element of Z/(p), it follows from (32) that
(p − 1) | ( j − i) · (q − 1),
and so
(p − 1) ( j − i) · (q − 1)m · (q − 1). (33)
On the other hand, we can deduce that
r +m 2
from the assumption that p and q are different odd primes, and so
p − 1 =m · (q − 1) + r +m − 1>m · (q − 1),
which contradicts to (33). Thus
a
(
i∗ + J · S + R · S), a(i∗ + J · S + 3R · S), . . . , a(i∗ + J · S + (2m + 1) · R · S)
are distinct.
32 H.-J. Chen, W.-F. Qi / Finite Fields and Their Applications 15 (2009) 23–39Second, we claim none of
a
(
i∗ + J · S + R · S), a(i∗ + J · S + 3R · S), . . . , a(i∗ + J · S + (2m + 1) · R · S)
is equal to pq − a(i∗ + J · S). Otherwise, we have some integer k between 0 and m such that
a
(
i∗ + J · S + (2k + 1) · R · S)= pq − a(i∗ + J · S),
from which we deduce
x · ξ J+(2k+1)R ≡ −x · ξ J (mod p),
i.e.,
ξ (2k+1)R ≡ −1 (mod p).
This implies that
(p − 1) | (2k + 1) · (q − 1) but 2(p − 1)  (2k + 1) · (q − 1),
and so, considering (2k + 1) · (q − 1) (2m + 1) · (q − 1) < 3(p − 1), we have
(2k + 1) · (q − 1) = (p − 1),
a contradiction to the assumption that (p − 1) is not divisible by (q − 1) or 2(q − 1) divides (p − 1).
Thus
a
(
i∗ + J · S + R · S), a(i∗ + J · S + 3R · S), . . . , a(i∗ + J · S + (2m + 1) · R · S)
and
pq − a(i∗ + J · S)
are distinct. The lemma is proved. 
Combining the results of Lemmas 3.2, 3.3 and 3.4 we arrive at the following conclusion.
Corollary 3.1. Let f (x) be a primitive polynomial of degree n > 1 over Z/(pq) and a,b ∈ G ′( f (x), pq) with
a ≡ b (mod 2). If p < q and the following two conditions are satisﬁed:
(i) there exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq);
(ii) (q − 1) is not divisible by (p − 1) or 2(p − 1) divides (q − 1),
then [a(i∗)]mod p = [b(i∗)]mod p if and only if [a(i∗)]modq = [b(i∗)]modq for any integer i∗  0.
Remark 3.1. It can be seen that the second condition in Corollary 3.1 is equivalent to say (q − 1) =
(2k + 1) · (p − 1) for any integer k 0.
With above preparations, we are ready to prove the ﬁrst main result of this section.
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and the following two conditions are satisﬁed:
(i) there exist a positive integer S and a primitive element ξ in Z/(pq) such that xS − ξ ≡ 0 (mod f (x), pq);
(ii) (q − 1) = (2k + 1) · (p − 1) for arbitrary integer k,
then a ≡ b (mod 2) if and only if a = b.
Proof. The suﬃcient condition is trivial. In the following we will discuss the necessary condition.
From Corollary 3.1, we know that
a(i) ≡ b(i) (mod p) if and only if a(i) ≡ b(i) (mod q), (34)
for any integer i  0. Therefore, if a ≡ b (mod p) or a ≡ b (mod q), then the theorem is proved.
Suppose a = b (mod p) and a = b (mod q) in the following.
Because a − b (mod p) and a − b (mod q) are m-sequences of degree n over Z/(p) and Z/(q),
respectively, we have
Np(a − b,0) = pn−1 − 1, (35)
Nq(a − b,0) = qn−1 − 1. (36)
By considering successive lcm(pn − 1,qn − 1) elements of a and b, (34) implies that
lcm(pn − 1,qn − 1)
pn − 1 Np(a − b,0) =
lcm(pn − 1,qn − 1)
qn − 1 Nq(a − b,0). (37)
Then (35), (36) and (37) lead to
pn−1 − 1
pn − 1 =
qn−1 − 1
qn − 1 . (38)
This is impossible since p < q and n > 1. Thus the theorem is proved. 
3.2. About the existence of S
It can be seen that the assumption that there exist a positive integer S and a primitive element ξ
in Z/(pq) such that xS − ξ ≡ 0 mod ( f (x), pq) plays a key role in the proofs of last subsection. Then
it may be asked how about the existence of such S . This subsection is just devoted to the discussion
of that.
First of all, let us see a standard result about primitive polynomials over ﬁnite ﬁelds, see [21].
Proposition 3.1. (See [21].) Let p be an odd prime and f (x) be a primitive polynomial of degree n > 1 over
Z/(p). Then there exists a primitive element ξ in Z/(p) such that
x
pn−1
p−1 ≡ ξ (mod f (x), p).
Lemma 3.5. Let p1 and p2 be two different odd primes, f (x) be a primitive polynomial of degree n over
Z/(p1p2) and S be a positive integer. If
gcd
(
S, pni − 1
)= pni − 1 , i = 1,2, (39)
pi − 1
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xS − ξ ≡ 0 (mod f (x), p1p2).
Proof. Since
gcd
(
S, pni − 1
)= pni − 1
pi − 1 , i = 1,2,
by Proposition 3.1 we know there exists a primitive element ξi in Z/(pi) such that
xS ≡ ξi
(
mod f (x), pi
)
(40)
for i = 1,2. Then it follows from Chinese Remainder Theorem that there exists a primitive element ξ
in Z/(p1p2) for which
ξ ≡ ξi (mod pi), i = 1,2. (41)
Therefore, (40) and (41) imply that xS ≡ ξ (mod f (x), p1p2). This completes the proof. 
Remark 3.2. In fact, the condition in Lemma 3.5 is not only a suﬃcient condition but also a necessary
condition.
It is clear that if S satisﬁes (39) of Lemma 3.5, then S is divisible by lcm(
pn1−1
p1−1 ,
pn2−1
p2−1 ) and
lcm(
pn1−1
p1−1 ,
pn2−1
p2−1 ) also satisﬁes (39). Note that for any pair of (p1, p2), we only need to ﬁnd one
such “S ,” and so it suﬃces to consider the case S = lcm( pn1−1p1−1 ,
pn2−1
p2−1 ). Accordingly, the following
lemma further presents a suﬃcient condition on lcm(
pn1−1
p1−1 ,
pn2−1
p2−1 ).
Lemma 3.6. Let p1 and p2 be two different odd primes, f (x) be a primitive polynomial of degree n over
Z/(p1p2) and
S = lcm
(
pn1 − 1
p1 − 1 ,
pn2 − 1
p2 − 1
)
.
If
gcd
(
p1 − 1, p
n
2 − 1
p2 − 1
)
= gcd
(
p2 − 1, p
n
1 − 1
p1 − 1
)
= 1,
then there exists a primitive element ξ in Z/(p1p2) such that
xS − ξ ≡ 0 (mod f (x), p1p2).
Proof. From Lemma 3.5, we know it suﬃces to show
gcd
(
S, pni − 1
)= pni − 1
pi − 1 , i = 1,2. (42)
In the following we only consider the case of i = 1, and as for the other case, the proof is an analogue.
Note that
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(
pn1 − 1
p1 − 1 ,
pn2 − 1
p2 − 1
)
=
pn1−1
p1−1 ·
pn2−1
p2−1
gcd(
pn1−1
p1−1 ,
pn2−1
p2−1 )
,
which is divisible by (pn1 − 1)/(p1 − 1), and so (42) is equivalent to
gcd
( pn2−1
p2−1
gcd(
pn1−1
p1−1 ,
pn2−1
p2−1 )
, p1 − 1
)
= 1.
This is an immediate consequence of the assumption gcd(p1 − 1, p
n
2−1
p2−1 ) = 1. Thus the lemma is
proved. 
Remark 3.3. Although Lemma 3.6 assumes a stronger condition than Lemma 3.5, the condition of
Lemma 3.6 is easier to verify.
3.3. Primitive polynomials of degree 1
Theorem 2. Let p and q be two different odd primes with gcd(p − 1,q − 1) = 2, and let f (x) = x− ξ , where
ξ is a primitive element in Z/(pq). If
p − 1
ordp(2)
≡ q − 1
ordq(2)
(mod 2),
then a ≡ b (mod 2) if and only if a = b for a,b ∈ G ′( f (x), pq).
Proof. It suﬃces to prove the necessary condition. Note that a and b can be represented as
a(i) ≡ ξ i · a(0) (mod pq), i  0,
b(i) ≡ ξ i · b(0) (mod pq), i  0.
It follows from a ≡ b (mod 2) that
[
ξ i · a(0)]mod pq ≡ [ξ i · b(0)]mod pq (mod 2), i  0. (43)
Suppose ξ ≡ 2−1 (mod pq). Then by (43) and Lemma 2.2, we can obtain that
−a(0)
pq
=
∞∑
i=0
[
a(i)
]
mod2 · 2i =
∞∑
i=0
[
b(i)
]
mod2 · 2i = −
b(0)
pq
.
Hence a(0) = b(0).
Suppose ξ = 2−1 (mod pq). Firstly, we prove that there exists a positive integer h such that ξh ≡
2−1 (mod pq).
Let c = ordp(2) and d = ordq(2). By the basic theory of ﬁnite ﬁelds, we know there exist a primitive
element ηp in Z/(p) and a primitive element ηq in Z/(q) such that
[2]mod p =
[
η
(p−1)/c
p
]
mod p,
[2]modq =
[
η
(q−1)/d
q
]
.modq
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that
η ≡ ηp (mod p) and η ≡ ηq (mod q),
which imply that
[2]mod p =
[
η(p−1)/c
]
mod p,
[2]modq =
[
η(q−1)/d
]
modq.
Since ξ is a primitive element in Z/(pq), there must exist positive integers l1 and l2 such that
gcd(l1, p − 1) = 1, gcd(l2,q − 1) = 1 and
[2]mod p =
[
ξ l1·(p−1)/c
]
mod p,
[2]modq =
[
ξ l2·(q−1)/d
]
modq.
Note that l1 and l2 are two odd integers, it follows from
(p − 1)/ordp(2) ≡ (q − 1)/ordq(2) (mod 2)
that
(p − 1) · l1
c
≡ (q − 1) · l2
d
(mod 2).
Since gcd(p − 1,q − 1) = 2, we can deduce from Euclidean algorithm that there exist two integer k1
and k2 such that
k1 · (p − 1) − k2 · (q − 1) = (q − 1) · l2
d
− (p − 1) · l1
c
.
Set
t = (p − 1) · l1
c
+ k1 · (p − 1) = (q − 1) · l2
d
+ k2 · (q − 1).
Then
ξ t ≡ ξ l1·(p−1)/c+k1·(p−1) ≡ ξ l1·(p−1)/c ≡ 2 (mod p),
ξ t ≡ ξ l2·(q−1)/d+k2·(q−1) ≡ ξ l2·(q−1)/d ≡ 2 (mod q),
i.e.,
ξ t ≡ 2 (mod pq),
which implies that ξϕ(pq)−t ≡ 2−1 (mod pq), where ϕ(pq) = (p − 1)(q − 1). Thus
h = ϕ(pq) − t
is the desired integer.
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a(h · i) ≡ (ξh)i · a(0) ≡ 2−i · a(0) (mod pq),
b(h · i) ≡ (ξh)i · b(0) ≡ 2−i · b(0) (mod pq).
From a ≡ b (mod 2), we have
a(h · i) ≡ b(h · i) (mod 2),
i.e.,
[
2−i · a(0)]mod pq ≡ [2−i · b(0)]mod pq (mod 2).
By Lemma 2.2, we get
−a(0)
pq
=
∞∑
i=0
[
a(h · i)]mod2 · 2i =
∞∑
i=0
[
b(h · i)]mod2 · 2i = −b(0)pq .
Thus a(0) = b(0). 
Remark 3.4. Condition (p − 1)/ordp(2) ≡ (q − 1)/ordq(2) (mod 2) in Theorem 2 is equivalent to
2(p−1)/2 ≡ 1 (mod p) if and only if 2(q−1)/2 ≡ 1 (mod q).
3.4. On special cases
Note that Theorem 1 is not valid for the case of Z/(3p) with p ≡ 3 (mod 4). However, we can get
the following result about the case by Theorem 2.
Corollary 3.2. Let p be an odd prime with p ≡ 3 (mod 4) and f (x) be a primitive polynomial of degree n > 1
over Z/(3p), a,b ∈ G ′( f (x),3p). If
(i) there exist a positive integer S and a primitive element ξ in Z/(3p) such that xS − ξ ≡ 0 (mod f (x),3p);
(ii) 2(p−1)/2 ≡ −1 (mod p),
then a ≡ b (mod 2) if and only if a = b.
Proof. It suﬃces to prove the necessary condition. Suppose a = b, without loss of generality, we
assume a(0) = b(0). From (1) and condition (i) we have
a( j · S) ≡ ξ j · a(0) (mod 3p), j  0,
b( j · S) ≡ ξ j · b(0) (mod 3p), j  0.
Since a ≡ b (mod 2), then
[
ξ j · a(0)] ≡ [ξ j · b(0)] (mod 2), j  0. (44)mod3p mod3p
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ated by x− ξ over Z/(3p). By (44) and condition (ii), we can conclude from Theorem 2 that
a(0) = b(0).
This contradicts to the assumption of a(0) = b(0). Thus a = b. 
Using the assumption gcd(p − 1,q − 1) = 2 in Theorem 2, we can also get a result on primitive
polynomials of odd degrees.
Corollary 3.3. Let p and q be two different odd primes with 3 < p < q and f (x) be a primitive polynomial of
an odd degree n over Z/(pq). If
gcd
(
pn − 1,q − 1)= gcd(qn − 1, p − 1)= 2,
then a ≡ b (mod 2) if and only if a = b for a,b ∈ G ′( f (x), pq).
Proof. It suﬃces to prove the necessary condition. Since n is an odd integer, we have
(
qn − 1)/(q − 1) ≡ (pn − 1)/(p − 1) ≡ 1 (mod 2).
Thus it can be deduced from the assumption of the corollary that
gcd(p − 1,q − 1) = 2
and
gcd
(
p − 1, q
n − 1
q − 1
)
= gcd
(
q − 1, p
n − 1
p − 1
)
= 1,
and also (q − 1) is not divisible by (p − 1). Then the corollary follows from Theorem 1 and
Lemma 3.6. 
4. Conclusions
Let p and q be two different prime numbers, and let f (x) be a primitive polynomial over Z/(pq)
such that f (x) (mod p) and f (x) (mod q) are primitive over Z/(p) and Z/(q), respectively. Given
two maximal length sequences a and b both of which are generated by f (x) over Z/(pq), it is shown
in this paper that a (mod 2) and b (mod 2) are distinct if p, q and deg f (x) satisfy certain con-
ditions. For 2  deg f (x)  31 and p,q < 1000, experimental evidence shows that the proportion of
(deg f (x), p,q) satisfying the assumption of Theorem 1 is about 48.76%. Furthermore, for this case,
it seems that such distinctness property always holds. But for the case of deg f (x) = 1, there indeed
exist some counterexamples.
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