Our ongoing project is aimed at improving information access to narrow-domain collections of questions and answers. This poster demonstrates how out-of-the-box tools and domain dictionaries can be applied to community question answering (CQA) content in health domain. This approach can be used to improve user interfaces and search over CQA data, as well as to evaluate content quality. The study is a first-time use of a sizable dataset from the Russian CQA site Otvety@Mail.Ru.
Introduction
According to a 2009 survey, 61% of American adults look for health information online [2] . A recent study reports that 55% of Russian adults do not go to the doctor if they are indisposed; in case of self-treatment 32% seek advice from friends and acquaintances or search information on the Web [4] . Community question answering (CQA) is one of the major destinations for health-related inquiries. Vast amounts of data collected by the CQA sites allow for re-using the "wisdom of crowds" [3] .
Our study focuses on questions and answers on health and medicine. This topic is highly exemplary for CQA: search context (e.g. age, gender, or weight of the person the information is sought for) is important; ideally, the answerer has practical experience with the topic; users prefer a personalized answer. The quality of user-generated content (UGC) is essential for answers in the Health category.
Recent studies on health-related CQA data have relied on manual processing of small samples [5] , [7] . An approach close to ours is described in [6] : topic modeling is applied to Twitter data in health domain. In our study we use latent Dirichlet allocation (LDA), domain dictionaries, and exploit question-answer structure of the pages to characterize the content. The approach can contribute to a better understanding and representation of CQA data, improved focused search and user interfaces, as well as content quality evaluation on a larger scale. The dataset used in the research comes from a popular Russian CQA site Otvety@Mail.Ru (http://otvet.mail.ru).
Data
Otvety@Mail.Ru is a Russian counterpart of Yahoo! Answers (http://answers.yahoo.com/) with similar rules and incentives. The site was launched in 2006 and has accumulated almost 80 million questions and more than 400 million answers by August 2012. 1 The most remarkable difference from Yahoo! Answers is the two-level directory used at Otvety@Mail.Ru. The users have to assign their questions to a second-level category using drop-down lists; no hints are provided.
Our 
Results
In this section we briefly describe two approaches we used for data processing: uncovering topics in the collection using LDA and detecting question type based on question-answer content. We applied GibbsLDA++ 2 , an implementation of LDA, to discover topical structure of the collection. (In this case, a document refers to a concatenation of a question and all its answers.) We ran LDA with 100 topics and default parameters (α=0.5; β=0.1). The most of resulting topics appeared quite meaningful. Out of 100 topics we discarded 29 topics represented by stop-words, digits, and general terms. Table 1 shows some valid topics.
To validate the obtained distributions, we compared dynamics of some topics with infections outbreaks and weather conditions. Figure 2a shows weekly Acute Respiratory Infection (ARI) rates for Russia from WHO/Europe influenza surveillance 3 against the share of documents with a high probability of the "flu" topic (the first column in Table 1 ). Figure 2b juxtaposes the weekly share of "runny nose" threads (the second column in Table 1 ) started by Moscow inhabitants vs. rainy days count in Russia"s capital 4 . The charts demonstrate an acceptable (given the data volume) association between the extracted topics and real-life events. Question and answer parts of the CQA pages allow us to detect different question types analogous to evidence-directed and hypothesis-directed queries in the Web health search [1] . For example, hypothesis-directed search intent can be associated with a template "disease in questiontherapy in answers". To detect these questions we used a list of 1,049 diseases compiled from a reference book for medical assistants and the Russian State Register of Approved Drugs 5 (11,926 unique trade names effective September 2012). Since complex medicine names and diseases are often misspelled, we implemented a fuzzy search based on character trigrams with a subsequent Levenstein distance check with length-dependent threshold. 15,415 (16.2%) pages in the dataset contain at least one pair of this kind. Table 2 shows some diseasemedicine pairs along with their frequencies. 
Conclusions and Future Work
Our study shows that even a "light" incorporation of domain semantics into CQA analysis can significantly improve understanding of the data. We plan to apply the tested approach to focused health search and representation of the collected data.
We also plan to develop and refine the proposed method. Our plan includes a large-scale quality evaluation of the health-related CQA data. To perform the evaluation, we will use disease classification along with the list of the drugs recommended for each disease. Another direction for future research is to investigate users" followup questions similarly to Web search query sessions.
