Abstract. Object identification is an important issue for integration of data from different sources. The identification task is complicated, if no global and consistent identifier is shared by the sources. Then, object identification can only be performed through the identifying information, the objects data provides itself. Unfortunately real-world data is dirty, hence identification mechanisms like natural keys fail mostly -we have to take care of the variations and errors of the data. Consequently, object identification can no more be guaranteed to be fault-free. Several methods tackle the object identification problem, e.g. Record Linkage, or the Sorted Neighborhood Method.
Introduction
Assumed that information from several databases shall be merged on the entity level, then the information referring to the same real-world objects have to be identified and put together. But often no unique identifiers are available from the sources such as the Social Insurance Number SSN for American residents or the International Standard Book Number ISBN for print media. In this situation one has to use the identifying information available from the sources however reliable or correct they may be.
Previous publications the author contributed to stressed the importance of a generic framework for object identification, e.g. Neiling and Jurk (2003) .As result of our research, we developed a generic object identification framework, mainly consisting of three successive steps: Conversion, Comparison, and Classification. In addition, the framework covers: (1) concepts for identification, (2) its software architecture, (3) data quality characteristics, (4) a preselection technique that ensures efficiency for large databases (incorporating suitable index structures), and (5) a prescription for evaluation, sampling and quality criteria. Based on the framework, an evaluation of different methods of object identification became attainable. We applied extensive benchmarking of several methods on different real-world databases. The framework is described in Neiling and Lenz (2004) in the context of the next German Census that will be basically an Administrative Record Census. In this contribution, we will not review all the details of the framework, instead we emphasize on data quality analysis, preselection, and sampling.
The paper is structured as follows: After a review of historical developments we scetch the general model in section 3. After discussing data quality in section 4, we introduce preselection techniques in section 5. Within section 6 we present results of our evaluation. We conclude with a short summary and give an outlook towards further investigations.
Historical Development
Starting in the fifties of the last century, a methodology of Record Linkage was developed in the sixties, which was continuously improved up to now. It was successfully applied to personal information, mainly for statistical purpose like census data and patient information. The research in this area was mainly focused on the improvement of the underlying Likelihood-Ratio Test, without any consideration of alternative methods such as machine learning algorithms. Independent from that development, however, duplicate detection had gotten more and more attention by database researchers in the nineties. Their investigations were performance-driven -computational efficiency was their main goal. Until the end of the last century both approaches to object identification can be said to be complementary -both communities treated it with different tongues. Both research directions influenced one another with the beginning of the twenty-first century. Eventually, a methodology could be founded which considers both computational and statistical efficiency at the one hand, and the use of learning algorithms on the other one. In our work, we performed an exhaustive comparison of different learning methods.
Record Linkage. Inspired by the work of H. Newcombe et al. (1959) , the well-known model for Record Linkage was founded by I.P. Fellegi and A.B. Sunter (1969) . Until now, the methodology was continuously enhanced, cf. the proceedings of the two workshops: Kilss and Alvey (1985) , and Alvey and Jamerson (1997) . For instance, the estimation of the multinomial distribution could be improved by means of variants of the EM-Algorithm, cf. Meng and Rubin (1993) , Winkler (1993) , Liu and Rubin (1994), and Yancey (2002) . Further, powerful software packages were developed, cf. Winkler (2001) , Bell and Sethi (2001) , and Christen et al. (2004) . A general overview about the state of Record Linkage can be found in Winkler (1999) and in Gu et al. (2003) . Computational feasibility was a less investigated aspect of Record Linkage, only simple Blocking methods were used. Recently, other approaches, e.g. clustering are applied, cf. Baxter et al. (2003) . Database management systems with their powerful indexes were not investigated -Record Linkage was mostly performed on plain files.
Duplicate Detection in Databases. The start of research on duplicate detection in databases was the seminal work of Bitton and DeWitt (1983) dealing with the removal of identical rows. Wang and Madnick (1989) discussed the identification problem for multiple databases first. Hernandez and Stolfo (1995) invented the Sorted-Neighborhood-Method, which is widely used for de-duplication. Until the end of the twentieth century, there was no use of machine learning algorithms. Recently, many researchers applied supervised learning methods like decision tree induction successfully to object identification, e.g. Neiling and Lenz (2000) , Elveky et al. (2002) , and Bilenko and Mooney (2003) .
The General Model for Object Identification
The identification procedure was introduced by Neiling and Lenz (2000) and refined by Neiling and Jurk (2003) The classifier δ can be defined manually (e.g. the decision rules of the Sorted Neighborhood Method, cf. Hernandez (1996) ). Alternatively it can be learned from given example data, i.e. a set of matches and non-matches. For example, within the Record Linkage method, the likelihood ratios λ : V → IR ≥0 (the so-called odds) are estimated and used as classifier for comparison vectors v ∈ V :
Large values λ(v) indicate matches, while small values indicate non-matches, whereby values around 1 indicate neither of both. Given predefined error levels of misclassifications, decision bounds λ l ≤ λ u can be derived, while pairs with λ(v) ∈ [λ l , λ u ] are left unclassified for screening, cf. Fellegi and Sunter (1969) . Similarly, if any other classifier provides a score, the error rates could be controlled. This is an important feature, since the costs caused by a misclassification of a match are typically higher than vice versa.
There are many suitable classification methods in literature, e.g. Decision Tree Induction, k-Nearest Neighbor Classification, Support Vector Machines, Neural Networks, Bayes Classifier, etc. The interested reader may consult textbooks about Machine Learning (e.g. Michie et al. (1994) , or Berthold and Hand (1999) ), or existing Classification and Data Mining Software. Obviously, the scales of the comparison space has to be considered for a choice. For instance, Record Linkage has been designed for a finite set of nominal values, thus ordinal scaled values are treated as nominal with loss of information. On the other hand, decision tree learner can even deal with mixed scales and are therefore well-suited. Multiple combinations of classifiers has been studied by Tejada et al. (2001) .
Data Quality
We assessed data quality and stated semantic constraints on data, cf. Neiling et al. (2003) and Neiling (2004) . These constraints determine the quality of attributes, especially regarding their identifying power. For instance, an attribute set that is stated as approximative key with high confidence, would be an appropriate candidate for identification.
Constraints can be stated for the attributes of single relations. Let There are two concepts for keys, which are both modified towards an approximation in order to cope with dirty data. These keys can be determined from samples of pairs. A semantic key is an attribute set, that identifies realworld objects in reality, but in databases it could fail, therefore we weaken it by means of conditional probabilities P( · | · ).
•
• Y is an approximate key with confidence p, if both
• Y is an ∆-approximate key with confidence p, if both
Differentiating keys are used to separate sets of objects: Whenever the values differ, they can not be considered to be equal. Consequently, these keys are useful for preselection, cf. section 5.
Further constraints cope with the occurence of missing values, the selectivity of attributes, or the expected number of duplicates between to subsets of records, cf. Neiling et al. (2003) .
Pair Construction/Preselection Of Pairs
To be efficient for large databases, preprocessing is applied. Obviously it is unnecessary to compare all pairs -most of them can be omitted. But the question arises, which pairs are to be built for comparison? Different methods exist, cf. Baxter et al. (2003) . Also well-known is the so-called Sorted Neighborhood Method, where the records are sorted w.r.t. a combined key and pairs are built for records, that are at most k positions away w.r.t. the sorting, cf. Hernandez (1996) . The choice of a preselection was described as optimization problem by Neiling and Müller (2001) and later revised by Neiling (2004) . Let δ ′ be a classifier for pairs of elements from two databases A 1 , A 2 . Within the preprocessing we avoid pairs of elements that are not likely to be matched. T.i. we use a combination σ = j ( i σ ij ) of selectors σ ij , where every σ ij filters pairs from the cross product space A 1 × A 2 . Then we can apply the classifier δ = δ ′ • σ for object identification, reducing the number of pairs to check.
The main idea behind a preselection is to employ approximative and differentiating keys efficiently. A preselection can be established on the results of the data analysis. The identified key attribute sets can be used for selectors.
Each selector σ has processing costs, a selection rate, estimating the percentage of the selected pairs from A 1 × A 2 :
and an error rate, quantifying the portion of the not selected matches:
Generally spoken, a good preselection combines a low error rate with a considerably high selection rate, such that the most non matched pairs fall out by default, whereby only a few matched pairs are left out. Typically, the lower the selection rate the better the performance of the whole identification task, since the main cost of object identification is determined by loading and processing of pairs. But obviously there is a trade-off between the error rate and the selection rate. Thus choosing a combined selector among a set of possible combinations of selectors becomes an optimization problem, whereby the solution can be found with greedy approaches, e.g. by means of branchand-bound. Starting from the estimated selection and error rates of single selectors, the respective values for their combinations can be approximated with a heuristic. For instance, the selection rate of the intersection of two selectors lays between the maximum and the sum of their selection rates, such that we can choose the average as heuristic, cf. Neiling (2004) , Ch.5.
Different optimization problems can be defined, e.g. to minimize the error rate under processing time constraints, or maximize the selection rate while bounding the error rate:
whereby Σ contains all combinations that can be constructed from given selectors by union and intersection like σ 1 ∪ (σ 2 ∩ σ 3 ).
Example 1 A relational selector σ poses conditions on attribute values, e.g. requiring equality (this is sometimes called blocking) or containment of a value in a list, or limiting the variation of cardinal scaled attributes by some ∆ > 0.
Index structures, such as bitmaps or tree-based structures, are available in database management systems and can be used to achieve efficient data access.
Example 2 A metrical selector σ poses conditions on attributes in terms of a given (multidimensional) metric dist(·, ·), e.g. the Minimum-Edit-Distance for strings. A metrical selector allows (1) the selection of the k nearest neighbors of an element, or (2) the selection of all elements within a ∆-environment for ∆ > 0.
Metrical index structures can be employed, e.g. the M-tree or the MVDtree, cf. Ciaccia et al. (1997) and Bozkaya et al. (1999) . Canopy clustering could be applied alternatively to an index, whereby a simple-to-compute 'rough' metric dist ′ is used for clustering (dist ′ holds for all x, y: if dist ′ (x, y) ≤ ξ then also dist(x, y) ≤ ξ.), cf. McCallum (2000) .
Claim 1 Let σ be a selector with approximately constant selection rate, i.e. for large sets A 1 × A 2 and A
Then its computational complexity increases quadratically with the maximal size of the databases, written O(n 2 ).
Claim 2 Let σ be a selector where the number of pairs to build per record is bounded by some fixed k ∈ IN, i.e. for any a ∈ A 1 and large sets A 2 , holds:
Then its computational complexity increases linearly with the maximal size of the databases, written O(n).
The proofs of the claims can be found in Neiling (2004) , Ch. 6. It follows immediately Proposition 1 A k-Nearest Neighbor selector has linear complexity.
Proposition 2 Let the domain of an attribute set Y be bounded.
1 Then a relational selector based on Y has quadratic complexity.
Nevertheless, selectors with quadratic complexity are required to guarantee small error rates for large databases. It will not be sufficient to limit the number of comparisons per record, if the database size increases. Moreover, if the number of similar records exceeds such a limit, not all possible pairs will be built. For instance, if the preselection contains pairs where the last and first names equal, there might be too many records of persons named John Smith. In practice, the suitable number of pairs to built for a record depends on its values and should not be limited in advance.
Special attention is paid to the sampling procedure, since it is strongly related to the preselection.
Sampling. The correctness of an induced classifier depends on the chosen sample it was learned from. Differently from standard learning problems, we do not have any set of instances available. Instead we have to create samples of pairs from a given database, and have to assign the labels 'match'/'non match' to them afterwards. The label assignment should be based on a reference lookup table of matched pairs, that could be either constructed manually beforehand or provided together with a benchmark data set (e.g. we got the references for the address database). We apply stratified sampling with strata for matched pairs and non matched pairs, respectively.
Parameters for sampling are the sample size N , N 1 /N , the small portion of random pairs sampled from the whole cross product space, the portion of random pairs N 2 /N out of the preselection, and the portion of matched pairs N 3 /N that shall be contained in the sample. Obviously, N = N 1 + N 2 + N 3 holds. If N 3 = 0, the number of matched pairs is not controlled and could consequently vary (in this case it depends on the likelihood to select randomly matched pairs).
We applied stratified sampling as follows:
1. Create one stratum S 1 of random pairs of size N 1 from the whole cross product space. 2. Create one stratum S 2 of random pairs of size N 2 out of the preselection. 3. Assign the correct labels to the pairs in S 1 ∪ S 2 . 4. Determine the number n of matched pairs that are already contained in S 1 ∪ S 2 , and add n further (but only non matched) pairs out of the preselection.
2 Stop if the sample size N is reached. 5. Create a stratum S 3 by adding of max(0, N 3 − n) random pairs out of the reference set of matched pairs.
To apply supervised learning, the samples have to be split into learn-and test-samples, again with the possibility to restrain with the strata above, e.g. to require that the proportions of matches and non-matches are equal for both.
Although the sampling seems to be too complicated for our purposes, there exist no alternatives as we argue in the following.
• It is absolutely necessary to consider pairs out of the preselection for sampling, since the induced classifier will be applied to exactly such pairs afterwards. Otherwise, if the samples would be generated differently, any learned classifier will be biased. In fact, if the sample would be chosen from a superset of the preselection, decision rules voting for matches in regions outside of the preselection could not be performed. On the other hand, if the sample would be chosen from a subset of the preselection, the induced classifier would have to be applied to regions it had not been learned from, such that no prediction accuracy could be guaranteed.
• The supplement with a few randomly generated pairs from the whole cross product space is appropriate, since a preselection with high selectivity excludes many negative examples, while the inclusion of some of them might lead to sharper classifiers. If only pairs with similar values are filtered, a learner might be improved with the supplemented pairs. Our experience shows, that a portion of about 5-10% works well.
• To control the portion of matched pairs is important, since the likelihood to randomly select a matched pair (even from the preselection) is usually very small. Thus, the portion of matched pairs would be small, which would be problematically for learners, that are not capable to cope adequately with skewed class distributions. Typically, the portion N 3 /N is set to 1 2 , such that the samples will be well-balanced. The main drawback of this sampling procedure lies in its dependency on the chosen preselection. Therefore the preselection shall cover almost all matches and thereby exclude most of the non matches. This goal can be achieved, if the identifying as well as discriminating attributes are detected by means of data quality analysis and the preselection is chosen as solution of an optimization problem as sketched above.
Evaluation
We selected the methods Record Linkage, Decision Tree Induction, and Association Rule-based Classification. The methods were tested on several samples of different sizes sampled from three databases: Address data, apartment advertisements, and bibliographic data.
Different parameters were set for classification models, e.g. the attributes (and respective comparison functions) to be taken into consideration (ranging from 4 to 14 attributes), parameters such as the pruning strategy (information gain, information gain ratio, or Gini index) and the measure to be applied by the Decision Tree Learner, the interaction model for Record Linkage, and the conflict resolution strategy for Association Rule-based Classification. We specified between 6 and 12 different classification models per method.
We present results for address data: The database consists of 250.000 records, and provides information on name, address, and birth date of German customers. We assessed the correctness of the induced classifiers on test samples by means of the False Negative Rate, which indicates the portion of undetected matches, and the False Positive Rate, estimating the misclassification rate for non matches. The scatter plot in figure 2 displays the results of the three classification models that performed best among each of the tested methods. We can state, that the Decision Tree classifier outperformed the other classifiers. It can also be seen, that for the larger samples the classifiers got more accurate. Exceptionally, Association Rule-based Classification did not improve with increasing sample size. Decision Trees were quite robust w.r.t. their parameterization: Regardless of the chosen measure and the pruning strategy, all classifiers behaved well, with slightly better results if pruning was discarded, and the best measure was information gain ratio.
Decision Tree Induction is capable to cope with all attributes at once, while the others methods did work well only if less than 6 attributes were considered. The accuracy of the other methods depends on their parameterization: The more accurate the interaction model is specified for Record Linkage, the more correct the estimator of the multinomial distribution will be. Especially the number of attributes that were used for learning had an impact on the accuracy. Record Linkage works well for correctly specified interaction models and not too many attributes. Association Rule-based Classification does not seem to be stable enough in general, but could be used to control one of the error rates efficiently.
We conclude, that without human expertise only Decision Tree Induction yields sufficient accuracy. Unfortunately, it does not allow to control the error rates, i.e. to bound the False Negative Rate. This feature is required by many object identification applications. The other methods support it, since they provide a score for each pair. Record Linkage, for instance, allows to reduce the False Negative Rate by lowering the bound λ l for the Likelihood Ratio (compare section 3). From the set of derived fine-grained Association Rules classifiers can be constructed, that minimize one of both error rates.
Summary and Outlook
We developed an universal framework for object identification. Attributes can be selected for the classification and for the preselection based on data quality analysis. Object identification is perceived as specific classification problem. Different learning methods can be applied, exemplarily we compared three methods. We discovered from our evaluation, that the use of Decision Tree Induction is well-suited for object identification. Moreover, it yielded higher accuracy and was more robust than the other methods. But it fails to control the error rates, a feature which is provided by the other investigated methods, Record Linkage and Association Rule-based Classification.
The creation of benchmark databases is a main challenge for the research community. For instance, we have made the apartment advertisements database available to other researchers.
This framework lays the foundation for future research. Other approaches could be tested based on it. For instance, which conditions have to be fulfilled, such that unsupervised learning (which does not need labelled samples at all) could be applied successfully? Or how could interactive learning (e.g. incorporation of expert suggestions and relevance feedback) or incremental learning (e.g. stepwise improvement over time) be applied?
