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BEREZIN SYMBOLS AND SPECTRAL MEASURES OF
REPRESENTATION OPERATORS
BENJAMIN CAHEN
Abstract. Let G be a Lie group with Lie algebra g and let pi be a unitary representation
of G realized on a reproducing kernel Hilbert space. We use Berezin quantization in
order to study spectral measures associated with operators −idpi(X) for X ∈ g. As an
application, we show how results about contractions of Lie group representations give
rise to results on convergence of sequences of spectral measures. We give some examples
including contractions of SU(1, 1) and SU(2) to the Heisenberg group.
1. Introduction
In the years 1970-1975, a general theory of quantization on homogeneous Ka¨hler man-
ifolds was developed by F. A. Berezin in [4], [5], [6]. In this theory, an important tool
is the notion of covariant symbol of an operator acting on a reproducing kernel Hilbert
space of square-integrable holomorphic functions on a Ka¨hler manifold [5]. In fact, this
notion of covariant symbol has its own interest and, in particular, it appeared early that
Berezin symbols could be helpful to study spectral properties of operators on reproducing
kernel Hilbert spaces, see [4].
Let G be a Lie group and let pi be a unitary representation of G on a reproducing
kernel Hilbert space H consisting of functions on a homogeneous G-manifold M . Denote
by g the Lie algebra of G and by dpi the differential of pi. In this paper, we are concerned
with self-adjoint operators of the form −idpi(X) where X ∈ g. When G is a simple Lie
group and X generates a non-compact one-parameter subgroup of G then C. C. Moore
has shown that the projection-valued measure Eλ associated with −idpi(X) is absolutely
continuous with respect to the Lebesgue measure and that the spectrum of −idpi(X) is
either R or half-line (0,∞) or (−∞, 0), see [25]. Moreover, S. C. Scull proved that the
spectrum of −idpi(X) is R unless G is the group of a bounded symmetric domain and,
in that case, half-line occurs only for pi in the holomorphic discrete series of G and for
certain X , see [28], [29].
The aim of this paper is to show how Berezin symbols can be used to study the spectral
distribution d(〈Eλf, f〉) of −idpi(X) for some X ∈ g and f ∈ H. We give in particular
some integral formulas for spectral measures allowing explicit computations in some cases.
This is illustrated by various examples including the non-degenerated unitary irreducible
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representations of the Heisenberg group as well as the holomorphic discrete series repre-
sentations of SU(1, 1). In particular, we recover some results of [23] in a much simpler
way.
Otherwise, in the series of papers [7, 8, 9, 11, 12], we used Berezin symbols to obtain
some results about contractions of Lie group representations. Recall that if a Lie group
G0 is the contraction of a Lie group G1, that is, G0 is the limit case of a sequence of Lie
groups isomorph to G1, then it often happens that the unitary irreducible representations
of G0 are also limits in some sense of sequences of unitary irreducible representations of
G1, see [21], [14]. Moreover, it appears that such contractions of Lie group representa-
tions can be connected to convergence of Berezin (covariant) symbols of representation
operators, see for instance [9, 11, 12]. Thus by combining results on contractions of Lie
group representations with the above mentioned formulas for spectral measures of rep-
resentation operators, we obtain here some results about convergence of these spectral
measures. In particular we consider the contraction of the discrete series representations
of SU(1, 1) and the contraction of the unitary irreducible representations of SU(2) to
unitary irreducible representations of the Heisenberg group. Of course, we can hope for
further results concerning unitary representations of other Lie groups.
This paper is organized as follows. In Section 2 and Section 3, we recall some basic
facts on Berezin symbols of operators acting on reproducing kernel Hilbert spaces. Integral
formulas for spectral measures of −idpi(X) are given in Section 4 and then illustrated in
Section 5 by the case of the Heisenberg group. Finally, applications of contraction results
to spectral measures are presented in Section 6 and Section 7.
2. Generalities on Berezin quantization
In this section, we review some facts on Berezin quantization [5], [6]. We follow more
and less the presentation of [3] and [10].
Let G be a Lie group and let M be a G-homogeneous space. Let µ be a G-invariant
measure on M . Let K be a measurable function on M such that K(x) > 0 almost
everywhere and let µ˜ be the measure on M defined by dµ˜(x) = K(x)−1dµ(x). Let H be a
reproducing kernel Hilbert space of square integrable functions on M with respect to µ˜.
This means that H is a Hilbert space with respect to the L2-norm and, for each x ∈ M ,
the evaluation map H ∋ f → f(x) is continuous. Then, for each x ∈ M , there exists a
unique function ex ∈ H (called a coherent state) such that f(x) = 〈f, ex〉 for each f ∈ H.
The function k(x, y) := ex(y) = 〈ey, ex〉 is then called the reproducing kernel of H.
Let α : G×M → C∗ be a function such that
α(g1g2, x) = α(g1, g2 · x)α(g2, x)
for each g1, g2 ∈ G and x ∈ M . Then we can define an action pi of G on the space of all
functions on M , according to the formula
(pi(g)f)(x) = α(g−1, x) f(g−1 · x).
Assume that pi(g)(f) ∈ H for each g ∈ G and f ∈ H. Then pi induces a representation of
G on H.
Proposition 2.1. [3], [10].
(1) If α and K are compatible in the sense that we have
K(g · x) = |α(g, x)|−2K(x), g ∈ G, x ∈M,
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then the representation pi is unitary.
(2) If the representation pi is unitary then we have
pi(g)ex = α(g, x)eg·x, g ∈ G, x ∈M,
and
k(g · x, g · y) = α(g, x)−1α(g, y)−1k(x, y), g ∈ G, x, y ∈M.
(3) Moreover, in this case, µ can be normalized so that k(x, x) = K(x) (x ∈M).
In the rest of the section, we assume that the conditions introduced in the previous
proposition are fulfilled.
Now, let A be an operator on H. The Berezin (covariant) symbol of A is the function
S(A) defined on M by
(2.1) S(A)(x) =
〈Aex , ex〉
〈ex , ex〉
and the double Berezin symbol of A is the function defined by
(2.2) s(A)(x, y) =
〈Aey , ex〉
〈ey , ex〉
for each x, y ∈ M such that 〈ex, ey〉 6= 0, see [5] for instance. We can easily recover A
from s(A). Indeed, we have
Af(x) = 〈Af , ex〉 = 〈f , A∗ ex〉
=
∫
M
f(y)A∗ ex(y)K(y)−1 dµ(y)
=
∫
M
f(y)〈A∗ ex, ey〉K(y)−1 dµ(y)
=
∫
M
f(y) s(A)(x, y)〈ey, ex〉K(y)−1 dµ(y).
Then we see that the map A→ s(A) is injective and that the kernel of A is the function
(2.3) kA(x, y) = 〈Aey, ex〉 = s(A)(x, y)〈ey, ex〉.
Moreover, we have the following result.
Proposition 2.2. [5], [10], [13]
(1) If the operator A on H has adjoint A∗, then we have S(A∗) = S(A).
(2) For A operator on H and g ∈ G, we have
S(pi(g)−1Api(g))(x) = S(A)(g · x), g ∈ G, x, y ∈M.
3. Hilbert spaces of holomorphic functions
Important examples of reproducing kernel Hilbert spaces are Hilbert spaces of holo-
morphic functions, see [18]. Such spaces naturally appear in Harmonic Analysis as, for
instance, carrying spaces of the holomorphic discrete series representations of some semi-
simple Lie groups, see [22] or, more generally, of holomorphic representations of quasi-
Hermitian Lie groups, see [26].
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In this section, we assume that, with the notation of Section 2, M is a domain of Cn,
G consists of holomorphic automorphisms of M and H consists of holomorphic functions
on M .
Let µL be the Lebesgue measure on M ⊂ Cn. Write µ = δ.µL for the G-invariant
measure onM where δ > 0 is a continuous function onM . In order to avoid technicalities,
we also assume here that K is continuous,.
Then H consists of all holomorphic functions f on M such that
‖f‖2H :=
∫
M
|f(z)|2K(z)−1δ(z) dµL(z) <∞.
We can easily see that the evaluation map f → f(z) is continuous. Indeed, given z ∈M
we can fix r > 0 such that the closed polydisk Dr(z) := {w ∈ M : |wk − zk| < r, k =
1, 2, . . . , n} is contained in M . By the mean value property, we have
f(z) = (pir2)−n
∫
Dr(z)
f(w) dµL(w).
Then, by the Cauchy-Schwarz equality, we get
|f(z)|2 ≤ (pir2)−2n ‖f‖2H
∫
Dr(z)
K(w)δ(w)−1dµL(w),
hence the continuity of the map f → f(z).
Note that by the same way we can show that the space O(M) of all holomorphic
functions onM being endowed with uniform convergence on compact subsets, the natural
injection H → O(M) is injective.
In this context, the reproducing kernel (z, w) → k(z, w) = 〈ew, ez〉H of H is holomor-
phic in the variable z and anti-holomorphic in the variable w. More generally, let A be
an operator on H. Then the function s(A)(z, w) is holomorphic in the variable z and
anti-holomorphic in the variable w. Consequently, s(A)-hence A-is determinated by its
restriction to the diagonal of M ×M , that is, by S(A).
Note that, in many cases of interest, the polynomials are element of H, see [10], [12],
[26].
4. Berezin symbols and spectral measures
Here we retain the notation of Section 2 and we assume that we are in the setting
of Section 3. Let us introduce some additional notation. Let S(R) be the space of all
Schwartz functions on R and S ′(R) be the space of all tempered distributions on R. The
normalization of the Fourier transform F : S(R) → S(R) is taken here as follows. For
φ ∈ S(R), we define
(Fφ)(x) =
∫
R
e−itxφ(t) dt.
The inverse Fourier transform is then
(F−1φ)(t) = 1
2pi
∫
R
eitxφ(x) dx.
Recall that F can be extended to S ′(R) via
〈F(ν), φ〉 = 〈ν,Fφ〉
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for each ν ∈ S ′(R) and each φ ∈ S(R). Similarly, one has
〈F−1(ν), φ〉 = 〈ν,F−1φ〉.
Now, let A be a self-adjoint operator on H and let A = ∫
R
λ dEλ be the spectral
decomposition of A. Then we also have, for each t ∈ R,
exp(−itA) =
∫
R
e−itλdEλ.
In particular, if we take f ∈ H such that ‖f‖H = 1 and we denote µf := d(〈Eλf, f〉H)
then we have
(4.1) 〈exp(−itA)f, f〉H =
∫
R
e−itλdµf(λ).
Since ‖f‖H = 1, µf is a probability measure on R hence a tempered distribution on R.
Then we have the following proposition.
Proposition 4.1. Let f ∈ H such that ‖f‖H = 1.
(1) µf is the inverse Fourier transform of the function Ff : t → 〈exp(−itA)f, f〉H
considered as a tempered distribution on R.
(2) Suppose that Ff is integrable on R. Then µf is absolutely continuous with respect
to the Lebesgue measure on R and its density ϕf is given by
ϕf(λ) =
1
2pi
∫
R
eitλ Ff(t)dt.
Proof. (1) For each φ ∈ S(R), we have
〈Fµf , φ〉 =〈µf ,Fφ〉
=
∫
R
(Fφ)(λ)dµf(λ)
=
∫
R
∫
R
e−itλφ(t) dµf(λ) dt
=
∫
R
Ff (t)φ(t) dt
by Eq. 4.1. Then we get Fµf = Ff .
(2) For each φ ∈ S(R), we have
〈µf , φ〉 =〈F−1Ff , φ〉 = 〈Ff ,F−1φ〉
=
∫
R
Ff (t)(F−1φ)(t)dt
=
1
2pi
∫
R
Ff(t)
(∫
R
eitλφ(λ) dλ
)
dt
=
1
2pi
∫
R
(∫
R
eitλ Ff(t)dt
)
φ(λ)dλ.
Indeed, we can apply Fubini’s Theorem, since (t, λ)→ Ff (t)φ(λ) is integrable on R2. The
result follows. 
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Berezin symbols naturally appear when we consider the particular case where f =
‖ez‖−1H ez for z ∈M . Indeed, in this case we have
Ff(t) = ‖ez‖−2H 〈exp(−itA)ez , ez〉H = S(exp(−itA))(z)
and µf is then given by
〈µf , φ〉 = 〈Ff ,F−1φ〉 =
∫
R
S(exp(−itA))(z)(F−1φ)(t) dt
for each φ ∈ S(R). In particular, if the function t→ S(exp(−itA))(z) is integrable on R
for each z ∈M then µf has density
(4.2) ϕf(λ) =
1
2pi
∫
R
S(exp(−itA))(z) eitλ dt
and we have the following formula for the Berezin symbol of Eλ (which determines Eλ,
see Section 3). Since
S(Eλ)(z) = 〈Eλf, f〉H = µf(]−∞, λ]) =
∫ λ
−∞
ϕf(x) dx,
we get
S(Eλ)(z) =
1
2pi
∫
R
∫
]−∞,λ]
S(exp(−itA))(z) eixt dt dx.
In this paper, we focus on the case where A = −idpi(X) for X ∈ g. We have then
S(exp(−itA))(z) = S(pi(exp(−tX)))(z).
Thus we see that in this case µf is closely connected to the function g → S(pi(g)) which is
called the star-exponential (since it is a convergent version of the formal star-exponential
which appears in Deformation Quantization, see [20], [1]) and played a central role in the
construction of the generalized Fourier transform, [2], [31].
5. Example: the Heisenberg group
Let G0 be the Heisenberg group and g0 be the Lie algebra of G0. Let v1, v2, v3 be a
basis of g0 in which the only non trivial brackets are [v1, v2] = v3.
For (a1, a2, a3) ∈ R3, we denote by [a1, a2, a3] the element expG0(a1v1 + a2v2 + a3v3) of
G0. The multiplication of G0 is then given by
[a1, a2, a3] · [b1, b2, b3] = [a1 + b1, a2 + b2, a3 + b3 + 12(a1b2 − a2b1)]
for (a1, a2, a3) ∈ R3 and (b1, b2, b3) ∈ R3.
We fix a real number γ > 0 (the case γ < 0 can be treated similarly). By the Stone-von
Neumann theorem, there exists a unique (up to unitary equivalence) unitary irreducible
representation of G0 whose restriction to the center of G0 is the character [0, 0, a3]→ eiγa3 ,
see [19]. We describe now the Bargmann-Fock realization piγ of this representation, see
for instance [30], [9].
Let Hγ be the Hilbert space of all holomorphic functions f on C such that
‖F‖2γ :=
∫
C
|f(z)|2 e−|z|2/2γ dµγ(z) <∞
where dµγ(z) := (2piλ)
−1 dx dy. Here z = x+ iy with x, y ∈ R.
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Let us consider the action of of G0 on C defined by g · z := z + λ(a2 − ia1) for g =
[a1, a2, a3] ∈ G0 and z ∈ C. Then piγ is the representation of G0 on Hγ given by
(piγ(g) f)(z) = α(g
−1, z) f(g−1 · z)
where α is defined by
α(g, z) = exp (−ia3γ + (1/4)(a2 + a1i)(−2z + γ(−a2 + a1i)))
for g = [a1, a2, a3] ∈ G0 and z ∈ C.
The differential of piγ is given by

(dpiγ(v1)f)(z) =
1
2
izf(z) + γif ′(z)
(dpiγ(v2)f)(z) =
1
2
zf(z)− γf ′(z)
(dpiγ(v3)f)(z) =iγf(z).
The coherent states are given by eγz(w) = exp z¯w/2γ. Then we have the reproducing
property f(z) = 〈f, ez〉γ for each f ∈ Hγ where 〈·, ·〉γ denotes the scalar product on Hγ.
Note also that an orthonormal basis of Hγ is the family f γp (z) = (2pγpp!)−1/2zp for p ∈ N.
Then we can easily verify that for each g = [a1, a2, a3] ∈ G0, the Berezin symbol of
piγ(g) is
Sγ(piγ(g))(z) = exp
(
iγa3 − γ4 (a21 + a22) + 12(a2 + ia1)z + 12(−a2 + ia1)z¯
)
.
Now, let X = a1v1+a2v2+a3v3 ∈ g0 with (a1, a2) 6= (0, 0). Let z = x+iy with x, y ∈ R.
Then we have
(5.1) Sγ(piγ(exp(−tX)))(z) = e−it(a1x+a2y+a3γ) e−γt2(a21+a22)/4
and, clearly, the function t→ Sγ(piγ(exp(−tX)))(z) is integrable. Then, applying Propo-
sition 4.1, we obtain that the measure
d(〈Eλ(‖eγz‖−1eγz ), ‖eγz‖−1eγz 〉γ)
associated with −idpiγ(X) has density
ϕ(λ) :=
1
2pi
∫
R
eitλ Sγ(piγ(exp(−tX)))(z) dt
=
1√
piγ(a21 + a
2
2)
exp
(
− 1
γ(a21 + a
2
2)
(λ− a1x− a2y − a3γ)2
)
.
which is a Gaussian function. The case X = v1, z = 0 (hence e
γ
z = 1) was already
considered in [23].
6. The contraction of SU(1, 1) to the Heisenberg group
In this section we first recall some generalities about the holomorphic discrete series
of SU(1, 1) in the context of the Berezin quantization and its contraction to the non-
degenerated unitary irreducible representations of the Heisenberg group which was intro-
duced in [8]. We closely follow the exposition of [8], see also [12].
Let SU(1, 1) denote the group of all matrices
g(a, b) :=
(
a b
b¯ a¯
)
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where a, b ∈ C satisfy |a|2 − |b|2 = 1.
Note that SU(1, 1) naturally acts on the open unit disk D = (|z| < 1) by fractional
transforms
g(a, b) · z := az + b
b¯z + a¯
.
For each z ∈ D we denote gz := g((1− |z|)−1/2, (1− |z|)−1/2z). Then we have gz · 0 = z
for each z ∈ D, that is, the map z → gz is a section for the action of SU(1, 1) on D.
The Lie algebra su(1, 1) of SU(1, 1) has basis
u1 =
1
2
(
0 −i
i 0
)
; u2 =
1
2
(
0 1
1 0
)
; u3 =
1
2
(−i 0
0 i
)
.
We introduce now the holomorphic discrete series (pin) of SU(1, 1). Fix an integer
n > 2. Let Hn be the Hilbert space of all holomorphic functions f : D→ C such that
‖f‖2n =
∫
D
|f(z)|2 dµn(z) <∞
where dµn(z) :=
n−1
pi
(1− zz¯)n−2 dx dy, dx dy denoting as usual the Lebesgue measure on
C ≃ R2.
An orthonormal basis of Hn is then given by the family fnp (z) =
(
n+p−1
p
)1/2
zp for p ∈ N
and the coherent states are enz (w) = (1− wz¯)−n for z, w ∈ D.
Let pin be the representation of SU(1, 1) defined on Hn by
(pin (g(a, b)) f)(z) = (a− b¯z)−n f(g(a, b)−1 · z).
Then the family (pin) is the holomorphic discrete series of SU(1, 1), see [22].
The differential dpin is given by

(dpin(u1)f)(z) =
n
2
izf(z) +
1
2
i(z2 + 1)f ′(z)
(dpin(u2)f)(z) =
n
2
zf(z) +
1
2
(z2 − 1)f ′(z)
(dpin(u3)f)(z) =
n
2
if(z) + izf ′(z).
For each operator A on Hn we denote by Sn(A) the Berezin symbol of A. Then we
have
(6.1) Sn(pin(g(a, b)))(z) = (a− a¯zz¯ − b¯z + bz¯)−n (1− zz¯)n,
see [8].
Now we introduce the contraction of SU(1, 1) to the Heisenberg group at the Lie algebra
level. Let r > 0 and let Cr : h→ su(1, 1) be the linear map defined by
Cr(v1) = ru1, Cr(v2) = ru2, Cr(v3) = r
2u3.
Then we have for each X, Y ∈ h
lim
r→0
C−1r ([Cr(X) , Cr(Y )]su(1,1)) = [X, Y ]h.
and we say that the family (Cr)r>0 is a contraction of su(1, 1) to h, see [21], [24], [14].
The corresponding group contraction cr : H → SU(1, 1) is then given by
cr(expH X) = expSU(1,1)(Cr (X))
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and satisfies the following property: for each x, y ∈ H there exists r0 > 0 such that, for
each r > 0 such that r < r0, the expression c
−1
r (cr (x)cr (y)
−1) is well-defined and we have
lim
r→0
c−1r (cr (x) cr (y)
−1) = xy−1,
see [8].
The following proposition was proved in [8]. For each n > 2 let r(n) > 0 such that
nr(n)2 = 2γ. A geometric interpretation of this quite mysterious condition (in terms of
coadjoint orbits associated with representations) can be found in [8], see also [12].
Proposition 6.1. Let h = [a1, a2, a3] ∈ H and let
gn := cr(n)(h) = expSU(1,1)(Cr(n)(a1v1 + a2v2 + a3v3)).
Then
(1) For each z ∈ C, we have
lim
n→+∞
Sn(pin(gn))
(
z√
2γn
)
= sγ(piγ(h))(z).
(2) For each p, q ∈ N, we have
lim
n→+∞
〈pin(gn)fnp , fnq 〉n = 〈piγ(h)f γp , f γq 〉γ.
(3) For each n > 2, let Bn : Hγ →Hn be the unitary operator defined by Bn(f γp ) = fnp
for each p ∈ N. For each f ∈ Hγ, we have
lim
n→+∞
‖(B−1n pin(gn)Bn)f − piγ(h)f‖γ = 0.
Proof. Here we just detail the proof of (1) since it is of some interest for our purpose.
Let a ∈ R, β ∈ C and let R ∈ R ∪ iR such that R2 = −a2 + |β|2. Then we have
(6.2) exp
(
ai β
β¯ −ai
)
= g
(
coshR +
sinhR
R
ai,
sinhR
R
β
)
.
From this we deduce that if we denote R(n) = 1
2
r(n)(a21 + a
2
2 − r(n)2a23)1/2 then we have
gn = g(αn, βn) with 

αn =coshR(n)− ir(n)2a3 sinhR(n)
2R(n)
;
βn =r(n)(a2 − ia1)sinhR(n)
2R(n)
.
Also, by Eq. 6.1, we have
Sn(pin(gn))
(
z√
2γn
)
=
(
αn − α¯n |z|
2
2γn
− β¯n z√
2γn
+ βn
z¯√
2γn
)−n (
1− |z|
2
2γn
)n
.
Then
log
(
Sn(pin(gn))
(
z√
2γn
))
∼ −n(αn − 1) + nβ¯n z√
2γn
− nβn z¯√
2γn
.
Consequently, since
n(αn − 1) = n
(
coshR(n)− 1− ir(n)2a3 sinhR(n)
2R(n)
)
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has limit γ
4
(a21 + a
2
2)− iγa3 and nβn/
√
2γn has limit a2 − ia1 when n→∞, we see that
lim
n→+∞
Sn(pin(gn))
(
z√
2γn
)
= exp
(−γ
4
(a21 + a
2
2) + iγa3 +
1
2
(a2 + ia1)z − 12(a2 − ia1)z¯
)
.
The result hence follows by Eq. 5.1. 
For each z ∈ C let f γz := ‖eγz‖−1γ eγz ∈ Hγ and for each z ∈ D let fnz := ‖enz‖−1n enz ∈ Hn.
Let X = a1v1 + a2v2 + a3v3 ∈ h with (a1, a2) 6= (0, 0). In accordance to the nota-
tion of Section 4, we denote by ϕfγz the density of the spectral measure µfγz correspond-
ing to −idpiγ(X) and by ϕfnz the density of the spectral measure µfnz corresponding to−idpin(Cr(n)(X)), see Section 4 and Section 5. Then we have the following contraction
result for these densities.
Proposition 6.2. For each λ ∈ R and each z ∈ C, we have limn→+∞ ϕfn
z/
√
2γn
= ϕfγz .
Proof. By Eq. 4.2, we have
ϕfn
z/
√
2γn
(λ) =
1
2pi
∫
R
Sn(pin(exp(tCr(n)(X))(z/
√
2γn) e−itλ dt,
so, taking into account (1) of Proposition 6.1, we see that in order to get the result
we have just to verify that the dominated convergence theorem can be applied. To
this end, we first note that z/
√
2γn ∈ D for n large enough. Then the expression
Sn(pin(exp(tCr(n)(X))(z/
√
2γn) is well-defined for n large enough and we have
Sn(pin(exp(tCr(n)(X))))(z/
√
2γn) =Sn(pin(gz/√2γn)
−1pin(exp(tCr(n)(X)))pin(gz/√2γn)))(0)
=Sn(pin(exp(tAd(gz/√2γn)
−1Cr(n)(X))))(0)
by (2) of Proposition 2.2.
Now, let us denote by (bnij)1≤i,j≤3 the matrix of Ad(gz/√2γn)
−1 : su(1, 1) → su(1, 1) in
the basis (ui)1≤i≤3 and introduce

cn1 :=a1b
n
11 + a2b
n
12 + r(n)a3b
n
13
cn2 :=a1b
n
21 + a2b
n
22 + r(n)a3b
n
23
cn3 :=a1b
n
31 + a2b
n
32 + r(n)a3b
n
33.
Then we have
Ad(gz/√2γn)
−1(Cr(n)(X)) = Ad(gz/√2γn)
−1(r(n)a1u1 + r(n)a2u2 + r(n)2a3u3)
= r(n)(cn1u1 + c
n
2u2 + c
n
3u3).
Note that the sequences (cn1 ), (c
n
2 ) and (c
n
3 ) are convergent; we denote by c1, c2 and c3
the corresponding limits. Since we have
(cn1 )
2 + (cn2 )
2 − (cn3 )2 = a21 + a22 − r(n)2a23,
we get
c21 + c
2
2 − c23 = a21 + a22 > 0.
We denote dn := ((c
n
1 )
2 + (cn2 )
2 − (cn3 )2)1/2 for n large enough. Then, by Eq. 6.1 and
Eq. 6.2, we obtain
Sn(pin(exp(tAd(gz/√2γn)
−1Cr(n)(X))))(0) =
(
cosh(1
2
r(n)dnt)− icn3d−1n sinh(12r(n)dnt)
)−n
.
BEREZIN SYMBOLS... 11
Hence
|Sn(pin(exp(tAd(gz/√2γn)−1Cr(n)(X))))(0)| ≤ (cosh(12r(n)dnt))−n
≤ (1 + 1
2
(1
2
r(n)dnt)
2
)−n ≤ (1 + γ
4n
d2nt
2
)−n
.
Finally, since there exists C > 0 such that dn ≥ C for each n large enough, we conclude
that there exists C ′ > 0 such that
|Sn(pin(exp(tAd(gz/√2γn)−1Cr(n)(X))))(0)| ≤
(
1 +
C ′t2
n
)−n
≤ (1 + C ′t2)−1
for each n sufficiently large. The result follows. 
The case X = v1, z = 0 considered in [23] corresponds to the limit
lim
n→+∞
1
2pi
∫
R
e−itλ
(
cosh 1
2
r(n)t
)−n
dt =
1
2pi
∫
R
e−itλ e−γt
2/4dt =
1√
piγ
e−λ
2/γ .
7. The contraction of SU(2) to the Heisenberg group
The contraction of the unitary irreductible representations of SU(2) to the unitary
irreducible representations of H was investigated in [27] and [7]. Some applications to
Fourier multipliers can be found in [15]. This contraction is quite analogous to that of the
previous section but a little bit more complicated since the unitary irreductible represen-
tations of SU(2) are finite-dimensional while the (non-degenerated) unitary irreducible
representations of H are not.
Let us denote the elements of SU(2) as
g(a, b) :=
(
a b
−b¯ a¯
)
, a, b ∈ C, |a|2 + |b|2 = 1.
The Lie algebra su(2) of SU(2) has basis
u′1 =
1
2
(
0 i
i 0
)
; u′2 =
1
2
(
0 −1
1 0
)
; u′3 =
1
2
(
i 0
0 −i
)
.
For each integer m > 0, we denote by Fm the space of all complex polynomials of degree
≤ m endowed with the Hilbertian norm
‖f‖2m =
∫
C
|f(z)|2 m+1
pi
(1 + zz¯)−m−2 dx dy.
Then Fm is a Hilbert space of dimension m+1 (its Hilbert product is denoted by 〈·, ·〉m)
and an orthonormal basis of Fm is the family fmp (z) =
(
m
p
)1/2
zp for p = 0, 1, . . . , m.
For each w, z ∈ C, let emz (w) = (1 + wz¯)m. Then we have the reproducing property
〈f, emz 〉m = f(z) for each f ∈ Fm and z ∈ C.
We define the representation ρn of SU(2) on Fm by
(ρm (g(a, b)) f)(z) = (a+ b¯z)
m f
(
a¯z − b
b¯z + a
)
.
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Then ρm is a unitary irreductible representation of SU(2) whose differential is given by

(dρm(u
′
1)f)(z) =−
m
2
izf(z) +
1
2
i(z2 − 1)f ′(z)
(dρm(u
′
2)f)(z) =−
m
2
zf(z) +
1
2
(z2 + 1)f ′(z)
(dρm(u
′
3)f)(z) =
m
2
if(z)− izf ′(z).
For each operator A on Fm, we denote by Sm(A) the Berezin symbol of A. Then we
can verify that, see [7],
(7.1) Sm(ρm(g(a, b)))(z) = (a+ a¯zz¯ + b¯z − bz¯)m (1 + zz¯)−m.
For each r > 0, let C ′r : h→ su(2) be the linear map defined by
C ′r(v1) = ru
′
1, C
′
r(v2) = ru
′
2, C
′
r(v3) = r
2u′3.
Then we can verify that (C ′r) is a contraction of su(2) to h the corresponding contraction
of SU(2) to H being given by
c′r(expH X) = expSU(2)(C
′
r (X))
for each X ∈ h, see [27].
For each integer m > 0, let r(m) > 0 such that mr(m)2 = 2γ. Also, let B′m : Fm →
Fm ⊂ Hγ be the unitary operator defined by B′m(fmp ) = f γp . Then we have the following
result which is analogous to Proposition 6.1
Proposition 7.1. [7] Let h = [a1, a2, a3] ∈ H such that (a1, a2) 6= (0, 0) and for each
m > 0, let
gm := c
′
r(n)(h) = expSU(2)(C
′
r(m)(a1v1 + a2v2 + a3v3)).
Then
(1) For each z ∈ C, we have
lim
m→+∞
Sm(ρm(gm))
(
z√
2γm
)
= sγ(piγ(h))(z).
(2) For each p, q ∈ N, we have
lim
n→+∞
〈ρm(gm)fnp , fnq 〉m = 〈piγ(h)f γp , f γq 〉γ.
(3) For each polynomial f ∈ Hγ , we have
lim
m→+∞
‖(B′mρm(gm)B′−1m )f − piγ(h)f‖γ = 0.
(This makes sense since we have then f ∈ Fm for each m large enough).
For each z ∈ C let fmz := ‖emz ‖−1m emz ∈ Fm and for each X = a1v1+a2v2+a3v3 ∈ h with
(a1, a2) 6= (0, 0), let us denote by µfmz the spectral measure d(〈Eλfmz , fmz 〉m) corresponding
to −idρm(Cr(m)(X)) (see Section 4).
Proposition 7.2. The sequence µfm
z/
√
2γm
converges to µfγz in S ′(R).
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Proof. Let z ∈ C. To simplify the notation, let F (t) := Sγ(piγ(exp(tX)))(z) and for each
m ∈ N, let Fm(t) := Sm(ρm(exp(tC ′r(m)(X))))(z/
√
2γm). By (1) of Proposition 7.1, we
have limm→+∞ Fm(t) = F (t) for each t ∈ R.
Moreover, by the Cauchy-Schwarz inequality, we have
|Fm(t)| = |〈ρm(exp(tC ′r(m)(X)))fmz , fmz 〉m|
≤ ‖ρm(exp(tC ′r(m)(X)))fmz ‖m ‖fmz ‖m ≤ 1
since ρm is unitary.
This implies that (Fm) converges to F in S ′(R). Indeed, for each φ ∈ S(R), the
dominated convergence theorem shows that limm→+∞
∫
R
Fmφ =
∫
R
Fφ since |Fmφ| ≤
|φ| ∈ L1(R) for each m ≥ 0.
Finally, since F−1 : S ′(R)→ S ′(R) is continuous, the result follows from (1) of Propo-
sition 4.1. 
We conclude with the following example. We consider the case where X = v1, z = 0
hence fmz = 1.
First, let us compute the spectral measure µ1 := d(〈Eλ1, 1〉m) corresponding to the
operator A1 := −idρm(u′1) on Fm.
By Proposition 4.1, we have just to compute the inverse Fourier transform of the func-
tion
Sm(ρm(exp(−tu′1)))(0) =
(
cos
(
1
2
t
))m
=
(
1
2
)m m∑
k=0
(
m
k
)
eit(
m
2
−k).
But we can easily verify that for each λ ∈ R, we have F(δλ) = e−iλt. Consequently, we
get
µ1 =
(
1
2
)m m∑
k=0
(
m
k
)
δ
k−m
2
.
In fact, we can also find this result directly but this is a little bit more longer. This can
be done as follows. First, we remark that a basis of Fm consisting of eigenvectors of A1 is
Fmk = (z − 1)k(z + 1)m−k, k = 0, 1, . . .m,
the eigenvalue associated with Fmk being λk := k − m2 .
Then, denoting by Pk the orthogonal projection operator of Fm on the line generated
by Fmk , we have
µ1 =
m∑
k=0
〈Pk(1), 1〉mδλk .
It remains to compute 〈Pk(1), 1〉m. One has Pk(1) = ‖Fmk ‖−2m 〈1, Fmk 〉mFmk hence
〈Pk(1), 1〉m = ‖Fmk ‖−2m |〈1, Fmk 〉m|2.
Now, on the one hand, we have 〈1, Fmk 〉m = (−1)k since 〈1, zq〉m = 0 for each q > 0.
On the other hand, by the binomial formula we have
2m =
m∑
k=0
(
m
k
)
(−1)kFmk
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hence
〈1, Fmk 〉m =
(
1
2
)m(
m
k
)
(−1)k‖Fmk ‖2m
which gives ‖Fmk ‖2m = 2m
(
m
k
)−1
and finally 〈Pk(1), 1〉m =
(
1
2
)m (m
k
)
as required.
Similarly, we can verify that the spectral measure corresponding to the operator
−idρm(Cr(m)(v1)) = −ir(m)dρm(u′1)
is
µm :=
(
1
2
)m m∑
k=0
(
m
k
)
δr(m)(k−m
2
).
Consequently, applying Proposition 7.2 and taking the results of Section 5 into account,
we obtain the following result.
Proposition 7.3. For each φ ∈ S(R), we have
lim
m→+∞
(
1
2
)m m∑
k=0
(
m
k
)
φ
(√
2γ
m
(k − m
2
)
)
=
∫
R
1√
piγ
e−λ
2/γφ(λ) dλ.
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