have mostly trophic effects. In rodents, before and shortly after birth, cortical networks develop weakly coordinated multineuronal discharges which have been termed synchronous plateau assemblies (SPAs). While these patterns rely mostly on electrical coupling by gap junctions, the subsequent increase in number and maturation of chemical synapses leads to the generation of large-scale coherent discharges. These patterns have been termed giant depolarizing potentials (GDPs) for predominantly GABA-induced events or early network oscillations (ENOs) for mostly glutamatergic bursts, respectively. During the third to fourth postnatal week, cortical areas reach their final activity patterns with distinct network oscillations and highly specific neuronal discharge sequences which support adult behavior. While some of the mechanisms underlying maturation of network activity have been elucidated much work remains to be done in order to fully understand the rules governing transition from immature to mature patterns of network activity.
Introduction
Coherent multi-neuronal activity patterns are a hallmark of neuronal networks. Evidence from mature, behaving animals suggests that all behavioral and cognitive functions are accompanied by highly ordered and task-specific spatiotemporal activity in local or distributed circuits of the brain. Recent progress in electrical, genetic and optogenetic interference techniques has provided first direct insights into the causal relationship between network-level activity patterns and cognitive state (O'Connor et al., 2009; Scanziani and Hä usser, 2009) .
The strong correlation with behavior suggests that network activity has to mature with increasing behavioral repertoire of an animal or human being. Indeed, at the beginning of life most organisms rely on very few central pattern generators mediating rather simple actions like breathing and feeding. Such vitally important pattern generators are mostly located in deep subcortical structures (Champagnat et al., 2010) while cortical networks are in a very immature state. This is not surprising taking into account that immaturely born animals (like rodents and humans) have relatively little sensory input and a very limited range of typical cortexrelated functions like declarative or working memory, complex sensori-motor acts, or behavioral flexibility. Nevertheless, immature networks of the hippocampus and neocortex are electrically active around birth and even in late embryonic stages. This suggests that early network patterns have different functions and underlying mechanisms than mature network-level information processing. Indeed, combined research efforts from many groups have revealed good evidence for a trophic role of early neuronal activity, mediating neuronal survival (Golbs et al., 2011) but also maturation of molecular, cellular, and structural features of cortical circuits (Owens and Kriegstein, 2002; Weissman et al., 2004) .
Here, we will review the maturation of coherent cortical activity patterns throughout development. We will briefly describe activity in the hippocampal formation, a three-layered allocortex, and compare it with patterns of typical neocortical areas. Special attention will be then paid to the entorhinal cortex (EC) which forms the anatomical and functional interface between temporal neocortex and hippocampal formation. This region has gained much interest due to its prominent role in spatial navigation and memory formation (Moser et al., 2008) and due to its importance in pathological conditions like Alzheimer's disease Jellinger et al., 1991) . However, the functional maturation of entorhinal networks has been less extensively studied than that of hippocampal or ''classical'' neocortical areas.
All cortical networks share certain similarities, most prominently the layered structure and, hence, directed and spatially segregated flow of activity. At the cellular level, all cortices share some prevailing types of neurons, e.g. excitatory pyramidal cell with short and long projections and several characteristic types of interneurons. However, they also have marked differences regarding the number and structure of cell layers, internal and external connections, some specific cell types and, notably, developmental time course. Functionally, these commonalities and differences are reflected in some general similarities of early network patterns which, however, differ in many details. While we will highlight several fundamental principles of functional brain development, we will describe typical activity patterns of each area separately. We will also try to guide through the nomenclature of network phenomena in order to avoid confusion about similar terms for different or different terms for similar phenomena, respectively.
General principles underlying coherent activity
Coordinated neuronal activity requires structural and functional coupling of neurons. Work during several decades has established various principles of network architecture which mediate synchrony, guarantee appropriate excitationinhibition balance and sparse coding, and support synaptic plasticity. During recent years, combined efforts from singleand multi-cellular recording, live imaging, field potential recordings and computer simulations have revealed important functional principles which underlie the complex, yet highly ordered temporal patterns within different cortical regions. We will briefly mention the most important principles before discussing specific issues with respect to immature brain tissue.
GABAergic signaling has gained most interest in recent years, owing to the highly powerful and specific role for GABAergic interneurons in orchestrating dynamic pattern formation in neuronal networks (Klausberger and Somogyi, 2008; Mann and Paulsen, 2007; Whittington and Traub, 2003) . In fact, the equation of GABAergic signaling with ''inhibition'' (i.e. reduction in firing probablity) should be abandoned and replaced by the more specific role of GABAergic cells as spatial and temporal organizers of local activity (Birke and Draguhn, 2010) . Many GABAergic interneurons affect large number of target cells within their local environment in a state-or input-specific way. Moreover, GABAergic interneurons can be interconnected by mutual GABAergic synapses or by gap junctions, and they typically receive excitatory feedback from their target cell population. Experimental observations and modeling work show that these properties are sufficient to generate rhythmic, coherent network activity in cortical circuits. In the simplest case, the frequency of network oscillations is determined by the duration of inhibitory postsynaptic potentials (IPSP), giving special importance to the kinetics of IPSPs (Capogna and Pearce, 2011; Mann and Paulsen, 2007) . In addition, anatomical and electrophysiological studies on inhibitory interneurons have revealed an enormous heterogeneity which corresponds to their selective contribution to different functional states (Freund and Buzsá ki, 1996; Klausberger and Somogyi, 2008) . Local GABAergic neurons innervate specific domains of their target cells, thereby controlling the efficacy of synaptic inputs in defined layers or -in case of axoaxonic cells -selectively controlling neuronal output (Dugladze et al., 2012) . Moreover, certain subtypes of interneurons participate only in defined states of the network, e.g. by supporting specific oscillation patterns (Klausberger and Somogyi, 2008) . Thus, interneurons and inhibition by phasic inhibitory postsynaptic potentials are now regarded as key elements in organization of network activity, rather than being a simple ''break'' ensuring excitation-inhibiton balance. The latter function, though still important, is mostly served by tonic inhibition, i.e. the continuous activation of extrasynaptic GABA receptors by a low micromolar background concentration of GABA in the extracellular space (Glykys and Mody, 2007; Holter et al., 2007) . As a second fundamental mechanism of coupling, glutamatergic excitation is, of course, of equal importance. Excitatory synapses mediate generation and propagation of network activity involving both afferent long-range connections from other regions as well as short-range fibers within local microcircuits. Special attention must be given to networks with intense feedback excitation which can give rise to excitatory feedback loops prone to generate multi-neuronal bursts of activity. A key example is hippocampal area CA3 with numerous mutual associational fibers between pyramidal cells. Besides its physiological role, recurrent excitation is a major mechanism of pathological rhythmogenesis like in epileptic seizures (Traub et al., 1989) . A special case of feedback excitation is the depolarizing and excitatory action of GABA in neurons with high chloride content. This mechanism may account for compound discharges in immature brain tissue as well as for hyper-synchronous network discharges in epilepsy (Ben-Ari, 2006) .
A third neuronal coupling mechanism gaining increasing attention is electrical coupling by gap junctions (also called ''electrical synapses''). Recent evidence shows that such direct electrical connections between neurons are particularly well suited to mediate synchrony by passing any change in membrane potential directly from one cell to its coupled neighbors. An important difference towards chemical synapses is the lack of rectification, i.e. the possibility to pass current in both directions. It is now common knowledge that electrical coupling occurs between interneurons of numerous cortical and subcortical networks including the hippocampus and neocortex (Rozental et al., 2000; Traub et al., 2004) . Typically, gap junctions seem to link interneurons of the same subtype, creating powerful networks of synchronously acting GABAergic cells with similar firing preferences (Fukuda, 2007) . Electrical coupling between excitatory projection neurons (pyramidal cells) has also been observed but seems to be more sparsely expressed. With respect to fast network oscillations we have proposed the existence of electrical synapses between axons of principal neurons (Draguhn et al., 1998; Schmitz et al., 2001) . Modeling shows that coupling between axons allows very fast synchronization between neurons and renders them largely independent from simultaneous dendritic inputs. Several lines of experimental evidence from hippocampal and neocortical networks indicate that this non-conventional coupling mechanism may account for different physiological and pathological patterns of activity (Traub et al., 2011) .
Finally, it should be emphasized that intrinsic properties of single neurons contribute critically to the patterns of activity observed in multi-neuronal circuits. Several neurons do, for example, change their input resistance with respect to the frequency of membrane potential fluctuations. This property can cause resonance behavior, favoring synaptic integration of excitatory inputs at, e.g., theta frequency while filtering out faster or slower inputs (Hutcheon and Yarom, 2000) . Rhythmogenic intrinsic properties are particularly important in thalamocortical projection neurons which can synchronize large portions of the neocortex. Interestingly, modulation of thalamic neurons by brainstem nuclei can modulate their firing characteristics, constituting a cellular correlate of different vigilance states (Steriade, 2006) . Subthreshold intrinsic oscillatory activity has been observed in principal neurons of EC layer II (Alonso and Klink, 1993; Alonso and Lliná s, 1989) and layer V (Egorov et al., 2002b; Schmitz et al., 1998) . It has been suggested that such behavior may support rhythmic activity at the network level (Giocomo et al., 2011) .
Coupling mechanisms in immature networks
The above-mentioned general mechanisms do, in principle, also apply to immature tissue. However, during mammalian development the prevailing molecular mechanisms of neuronal communication and the architecture of cortical networks connectivity differ strongly from adult networks. We will highlight two major differences between mature and early postnatal cortical circuits, before describing the emerging patterns for each region in detail.
Pioneering work by Y. Ben-Ari and coworkers has shown that GABA acts as a depolarizing and excitatory transmitter at early stages (Ben-Ari et al., 1989) . The underlying mechanism is a rather depolarized chloride reversal potential. Ionotropic GABA receptors are essentially chloride-selective ion channels which open upon binding of GABA and shift the membrane potential towards chloride equilibrium. Immature neurons contain high concentrations of Cl À , resulting in rather depolarized chloride equilibrium potential. If this potential becomes more positive than spike threshold opening of GABA-gated ion channels can even trigger action potentials -hence, GABA acts as an excitatory transmitter in early life (Ben-Ari, 2002; Ben-Ari et al., 2007) . The developmental time course and mechanisms governing chloride equilibrium are diverse and have not been fully understood. Key molecules affecting chloride homeostasis include the Na-K-2Cl cotransporter NKCC1 and the K-Cl-cotransporter KCC2. NKCC1 mediates chloride uptake which shifts Cl À equilibrium to more positive potentials and can cause GABA-mediated depolarization in developing hippocampal and neocortical neurons (Achilles et al., 2007; Sipilä et al., 2006a; Yamada et al., 2004) . KCC2, on the other hand, moves chloride out of the cell. The co-transported potassium ions follow their electrochemical gradient and deliver the energy needed to move chloride equilibrium to values more negative than resting membrane potential. Expression of KCC2 in the forebrain increases during the first two postnatal weeks which roughly marks the time window for transition from depolarizing to hyperpolarizing GABA responses (Blaesse et al., 2009; Khazipov et al., 2004; Khirug et al., 2005; Rivera et al., 1999) . In some neuronal subtypes, however, expression of KCC2 protein must be followed by functional activation before outward chloride transport starts (Balakrishnan et al., 2003) . This posttranslational activation may involve phosphorylation by tyrosine kinasedependent mechanism which can, in turn, be activated by neurotrophins (Kelsch et al., 2001; Rivera et al., 2002) . The relevance of this mechanism for cortical networks has been questioned by comparing cultured and native hippocampal neurons in which activity paralleled expression (Khirug et al., 2005) . Recent evidence indicates, however, that strong neuronal activity in juvenile rat hippocampus, as present during seizures, can potentiate surface expression of prefabricated KCC2, providing a potential homeostatic up-regulation of inhibitory efficacy (Khirug et al., 2010) . It has been recently suggested that the observation of depolarizing GABA effects in immature neuronal tissue is a consequence of lacking metabolic energy in experimental preparations (Holmgren et al., 2010; Mukhtarov et al., 2011; Rheims et al., 2009 ). According to these authors, neuronal energy supply in newborn rodent pups does not depend on glucose but on metabolites like lactate, hydroxybutyrate or pyruvate. Keeping neurons in glucose-based artificial extracellular solutions may then impair mitochondrial energy production. The resulting energy deficiency would then set limits to the non-equilibrium distribution of chloride while under appropriate conditions chloride content of immature neurons may be low enough to allow for normal synaptic inhibition. This view has been challenged by other groups showing that energy metabolism, depolarizing GABA responses and the respective immature network patterns are not different between physiological levels of ketone bodies and glucose (Bos and Vinay, 2012; Kirmse et al., 2010; Ruusuvuori et al., 2010; Tyzio et al., 2011) . A recent, alternative, proposal suggests that alterations in intracellular Cl À concentration and GABA signaling may result from traumatic lesions, e.g. following slice preparation (Dzhala et al., 2012) . As a result, neurons in immature slices demonstrate high intracellular Cl À concentration, excitatory GABA signaling and spontaneous network-driven oscillations. In contrast, whole-mount preparations from the entire immature hippocampus show less activity and a clearly inhibitory role of ionotropic GABA receptors. The complex methodological and neurobiological mechanisms underlying chloride homeostasis remain controversial, and depolarizing GABAergic potentials may indeed be a key factor in neuronal development of many species (Ben-Ari et al., 2012 ). It will require additional studies in vitro and in vivo to reach a final conclusion about the regulation of chloride reversal potential in different networks, cells types, developmental stages and experimental preparations. Connexins, the proteins underlying gap junctions, are strongly expressed in the developing brain during embryogenesis. At such early stages, they may play a major role in migration and differentiation of neurons and radial glia cells (Elias and Kriegstein, 2008) . Connexin-based hemichannels may also be important for release of signaling molecules including ATP (Goodenough and Paul, 2003) . It is, however, clear that gap junctions do also provide efficient electrical coupling between pairs of neurons. Indeed, there is ample evidence that electrical coupling by gap junctions is a dominant mechanism of neuronal connectivity at early stages. While in mature tissue, gap junctions are restricted to specific neuronal subtypes (Fukuda, 2007; Hamzei-Sichani et al., 2007; Rozental et al., 2000) , all cortical circuits seem to be electrically connected at early postnatal stages. Importantly, various lines of evidence indicate that immature cortical pyramidal cells are electrically coupled during the first two postnatal weeks of rodents (Sutor and Hagerty, 2005) .
Following down-regulation of gap junctions at later stages, coupling remains frequent between defined interneurons and between glial cells. However, sparse coupling between principal neurons, especially between their axons, may provide an additional mechanism for synchronization of neurons in mature tissue.
The intense electrical coupling in early stages of development lends peculiar properties to immature networks. First, gap junctions between somata or dendrites depend on physical proximity of the coupled neurons. Although gap junctions can occur at mixed chemical-electrical synapses (Vivar et al., 2012) , it can be assumed that electrically coupled networks are preferentially local, i.e. synchronization occurs over short distances. Second, the gating of gap junctions depends on intracellular calcium concentration (low levels favoring opening) and pH (alkaline conditions favoring opening). These features of gap junctions link electrical network activity to calcium load and CO 2 -homeostasis which might be important in pathological situations like febrile seizures (Schuchmann et al., 2006) .
In summary, connectivity in early postnatal networks differs strongly from mature circuits. The depolarizing action of GABA and the extensive electrical coupling may, in general terms, favor unspecific recruitment of excitatory and inhibitory neurons into propagating waves of activity. Nevertheless, even immature cortical circuits do already show rhythmic activity and thus express specific spatiotemporal patterns of activity. The following sections shall illustrate these specific patterns for cortical circuits with special emphasis on the entorhinal cortex as an interface between the neocortex and the hippocampal formation. 
4.

Typical patterns of network activity throughout development
According to their different architecture, all cortical areas express specific and peculiar network patterns. Nevertheless, they share many common principles, especially with respect to development (Fig. 1) . As a general rule, the earliest patterns of activity are not synchronized between neurons and appear randomly as calcium elevations with or without electrical activity (Komuro and Rakic, 1996; Owens and Kriegstein, 1998) . They might have trophic effects or foster migration. At late embryonic and very early postnatal stages, small groups of neurons start to show synchronous activation. These first coherent patterns have been termed SPAs (synchronous plateau assemblies) and seem to occur in the hippocampus (Allene et al., 2012; Cré pel et al., 2007) as well as in the neocortex (Allè ne et al., 2008) . Around birth, networks tend to express more widespread and multi-neuronal synchrony. These early patterns of activity are very heterogeneous in appearance and underlying coupling mechanisms and, hence, have been given multiple different names. During the first three to four weeks of development, networks start to express adult-like patterns of activity which comprise highly coherent oscillations at different frequencies between $1 and >200 Hz. Such coherent spatio-temporal behavior involves strong synchrony and sharply timed activation of small numbers of neurons which are believed to form a correlate of specific cognitive or behavioral states like percepts, memories, or motor actions. Most of these patterns are superimposed on network oscillations which entrain all local neurons at subthreshold potentials. These oscillations may provide a temporal reference signal for distributed neuronal activity which can be measured as oscillating local field potential or, at a macroscopic scale, as rhythmic EEG signals.
Maturation of network patterns goes along with increases in neuronal number, density, and connectivity. In rodents, most cortical networks do not reach their final cytoarchitecture before birth. Intermediate neurons like subplate or Cajal-Retzius cells vanish during postnatal development while other cells have to migrate to reach their final destination (Cossart, 2011; Feldt et al., 2011; Frotscher, 2010; Kilb et al., 2011) . It is not surprising that network patterns are highly heterogeneous during this period. Recent developments in imaging and multi-electrode recording allow for monitoring these patterns in much more detail than previously possible. Recordings from brain slices, complex in vitro preparations and living animals offer multiple interesting approaches for recordings with different electrophysiological and optical techniques. We are beginning to gain highly detailed knowledge of the developmental profiles of coherent network patterns in different cortical subregions. The general principles of cortical network development and emerging activity patterns are illustrated, in highly simplified form, in Fig. 1 . We will now describe the typical patterns for the hippocampus, neocortex and the entorhinal cortex in some more detail.
Hippocampus
The hippocampus forms a three-layered allocortex in the depth of the temporal lobe. It receives strong input from the entorhinal cortex to which it also projects, thereby forming a synaptic loop. The hippocampal formation is important for spatial and declarative memory formation, and it is of major interest in the study of temporal lobe epilepsy and Alzheimer's disease. It is, therefore, one of the best studied cortical structures but still leaves many questions open. Like in other tissues, hippocampal activity starts with isolated calcium spikes or spontaneous short calcium transients in isolated neurons (Cré pel et al., 2007) . Around birth, hippocampal networks show more synchronous calcium elevations in multiple cells which constitute the earliest type of coherent activity in this region (Garaschuk et al., 1998) . Later studies have defined different types, underlying mechanisms and developmental phases of coherent activity in the immature hippocampus. The earliest pattern is ''synchronous plateau assemblies'' or SPAs. They go along with membrane depolarizations and burst discharges, and they recruit increasing numbers of neurons before being replaced by giant depolarizing potentials (GDPs) towards the end of the first postnatal week (Cré pel et al., 2007) . GDPs involve even larger numbers of neurons. They show strong depolarizations for $1s superimposed by bursts of action potentials. As described above, previous work has shown that they are mediated by depolarizing actions of GABA (Ben-Ari et al., 1989) . However, besides GABAergic synaptic signaling rhythmogenic intrinsic properties of neurons are also relevant for generation of these patterns (Cré pel et al., 2007; Sipilä et al., 2005 Sipilä et al., , 2006b ). Thus, Sipilä and colleagues (2005) have hypothesized that intrinsic bursting of CA3 pyramidal neurons drives and shapes hippocampal GDPs, although GABA-and glutamate-mediated transmission promote their generation. The intrinsic short bursts in CA3 are driven by a slow regenerative depolarization, which is generated by a persistent Na + current (I Nap ), while burst termination and the subsequent refractory period are largely attributable to a slow Ca
2+
-activated K + current (sI AHP ). (Sipilä et al., 2006b ). The transition from SPAs to GDPs is paralleled by a remarkable maturation in the morphological and physiological properties of GABAergic interneurons in CA3 (Allene et al., 2012) . A peculiar feature of early hippocampal networks are hub neurons which have been termed according to network theory. Hub neurons are GABAergic cells with exceptionally widespread axonal connections which are able to synchronize large numbers of other neurons. In this way, they orchestrate large-scale spontaneous network synchronization (Bonifazi et al., 2009) . Hub neurons in immature hippocampal networks are GABAergic, express somatostatin and have been proposed to develop into GABAergic projection neurons . Recent work does indeed indicate that long-ranging GABAergic hippocamposeptal interneurons serve as hub cells and induce gamma-frequency oscillations at the onset of epileptiform discharges (Quilichini et al., 2012) . Three patterns of network activity are characteristic for the adult hippocampal formation: theta oscillations ($5-10 Hz), gamma oscillations ($30-100 Hz) and sharp wave-ripple complexes, SPW-R, which comprise propagating waves of activity with superimppsoed very fast ripple oscillations at $200 Hz. All of these mature patterns emerge around the third postnatal week (Buhl and Buzsá ki, 2005; Lahtinen et al., 2002; Leblanc and Bland, 1979) . It is remarkable that this transition of network patterns goes in parallel with the maturation of transmembrane chloride gradients, pointing towards a role for hyperpolarizing inhibitory postsynaptic potentials in mature network patterns in the hippocampus (Whittington and Traub, 2003) .
Neocortex
The development of neocortical networks shows many similarities, but also distinct differences, towards the hippocampus. Similar to the allocortex, neuronal synchrony is low and spatially restricted at early stages. Soon after birth patterns become more regular and involve larger fractions of neurons. Finally, adult neocortical networks express a variety of highly organized network oscillations, ranging from very slow and globally synchronized rhythms during deep sleep stages (Steriade, 2006) to high-frequency local beta, gamma or ultra-fast oscillations during active information processing (Buzsá ki and Draguhn, 2004) . Interestingly, different cortical regions show different developmental time courses (Hanganu-Opatz, 2010; Kilb et al., 2011) . This heterogeneity reflects the specific time courses of functional maturation for different sensory modalities (somatosensory, auditory or visual) and motor activity. It underlines the importance of interactions between the developing organism and its environment. An extreme example is the prefrontal cortex of humans which is involved in higher cognitive functions like planning, decision making, behavioral flexibility and control. This area seems to mature particularly late in parallel with our developing personality and social integration (Yurgelun-Todd, 2007) . Many groups have studied the emergence of calcium transients and electrical activity in the developing rodent neocortex both in vitro and in vivo (Adelsberger et al., 2005; Allè ne et al., 2008; Brockmann et al., 2011; Corlew et al., 2004; Dupont et al., 2006; Garaschuk et al., 2000; Hanganu et al., 2006; Khazipov et al., 2004; Khazipov and Luhmann, 2006; Yang et al., 2009; Yuste et al., 1992) . The earliest patterns of spontaneous activity in embryonic animals are either uncorrelated electrical discharges of single neurons or large-scale calcium waves which seem to have trophic functions including neuronal survival, migration, and differentiation (Allene and Cossart, 2010; Owens and Kriegstein, 1998) . As outlined above, this ''primitive'' type of activity is present in all areas of the nervous system and thus does not seem to be linked to the specific mature functions of different neuronal networks.
Around birth, activity becomes more synchronous, but remains restrained to small local groups of neurons. Emergence of neocortical synchronous plateau assemblies (SPAs) may be triggered by the maternal release of oxytocin during labor (Cré pel et al., 2007; Allè ne et al., 2008) which probably acts by effects on GABAergic signaling (Tyzio et al., 2006) . At this early stage it seems that gap junctions form a major coupling mechanism, possibly in concert with synaptic and extrasynaptic actions of neurotransmitters (Allene and Cossart, 2010; Blankenship and Feller, 2010; Dupont et al., 2006; Kilb et al., 2011; Sun and Luhmann, 2007) . Few days after birth, neocortical network activity in rodents becomes more heterogeneous, both with respect to the electrographic patterns and to the underlying mechanisms. In general, bursts of activity appear to become shorter, more regular and involving more neurons. Moreover, there is a rapid transition from gap junction-mediated coupling to synaptic connections, involving both glutamatergic (Dupont et al., 2006; Garaschuk et al., 2000) and GABAergic synapses (Allè ne et al., 2008) . Events which depend predominantly on glutamatergic transmission have been termed cortical early network oscillations or cENOs (Allè ne et al., 2008; Blankenship and Feller, 2010; Garaschuk et al., 2000) . They appear at low frequencies of about 1 per 20 s, have slow on-and off-kinetics and are mediated mostly through NMDA receptors (Allè ne et al., 2008) . GABAergic cortical GDPs (cGDPs) rise in frequency towards the end of the first postnatal week, when the occurrence of cENOs begins to decline. This is different from the hippocampus, where GABAergic synapses and GABA-driven network events mature earlier than glutamatergic connections. Cortical GDPs are about 10 times more frequent than cENOs, involve less neurons and have a distinct laminar profile through cortical layers. At the time of their occurrence there is already gamma activity which persists into adulthood (Kilb et al., 2011; Yang et al., 2009) . Thus, there is a time window around P6 in developing rats where four different patterns of activity coexist: the very immature activity of SPAs, the intermediate forms of cENOs and cGDPs as well as emerging mature oscillation patterns in the gamma band (Allè ne et al., 2008) .
Both intermediate patterns of cortical activity (cENOs and cGDPs) are superimposed by network oscillations. It has been suggested that cENOs correspond to ''spindle bursts'' in vivo which show a leading frequency of $11 Hz (Khazipov et al., 2004; Kilb et al., 2011; Yang et al., 2009) . cGDPs, in contrast, may be related to ''long oscillations'' which show slightly higher frequency ($14 Hz) and longer duration of tens of seconds (Allene and Cossart, 2010).
Entorhinal cortex
The EC is a crucial component of the medial temporal-lobe memory system (Squire et al., 2004) . It forms a special interface between both the hippocampal formation and the neocortex and has peculiar cellular, anatomical and functional properties (van Strien et al., 2009 ). The EC is subdivided into a medial area (mEC) and lateral area (lEC) (Witter and Amaral, 2004) . It has been approved that the mEC has a crucial role in spatial representation and navigation (Moser et al., 2008) , while nonspatial information about individual items or objects reaches the hippocampal region from the lEC (Manns and Eichenbaum, 2006) . Studies of activity in the EC of different species have revealed a number of special features. In vivo, high-frequency ripples originating in the hippocampus of rats propagate into the mEC where they exert coherent, but less well synchronized network activity (Chrobak and Buzsá ki, 1996) . Theta and gamma oscillations in the entorhinal cortex are coupled with similar patterns in the dentate hilar region (Chrobak and Buzsá ki, 1998) , confirming the strong interaction of this cortical area with the adjacent hippocampus. Recordings from brain slices and isolated brain preparations in vitro have shown further spontaneous periodic events (Cunningham et al., 2006; Dickson et al., 2003; Gnatkovsky et al., 2007) . While immature entorhinal neurons may support oscillations by their rhythmogenic intrinsic properties (see below), adult entorhinal neurons are typically regular spiking (Dickson et al., 1997; Gloveli et al., 1997) . This may be different in monkeys which contain intrinsically bursting cells in EC layer III (Buckmaster et al., 2004) . Moreover, muscarinic receptors activate an intrinsic cation current in EC neurons that causes graded persistent firing, a potential mechanisms underlying working memory (Egorov et al., 2002a) . In the light of recent interest in the cognitive functions of the EC, further research on diversity, intrinsic properties and network integration of entorhinal cortex neurons is urgently needed.
Recent evidence from juvenile rats suggests that highly specific activity patterns of space-encoding neurons in the EC are formed before the animal has performed active spatial exploration (Langston et al., 2010; Wills et al., 2010) . This finding suggests that the EC forms highly specific neuronal networks with well-defined connectivity at rather early stages. Due to its functional-anatomical interface position, early spontaneous activity in the EC may be particularly important for the functional and structural development of hippocampal and cortical networks. Early studies have revealed that layer II neurons in EC slices from 9 to 13-day-old rats express pronounced spontaneous synaptic activity which is dependent on activation of NMDA-receptors and could summate into large depolarizing events and give rise to bursts of spikes (Jones and Heinemann, 1989) . Spontaneous electrical activity and large-scale oscillatory calcium waves (i.e. cENOs) mediated by activation of ionotropic glutamate (but not GABA) receptors have been described in the immature cortex at P1-P7, including the EC (Garaschuk et al., 2000) . Moreover, it has been suggested that the ''pacemaker'' for cENO may be located in the EC (Garaschuk et al., 2000) . Recently, early spontaneous field potential (fp) activity and intrinsic firing pattern of developing mEC LIII principal neurons in vitro have been investigated extensively by Sheroziya and colleges (2009) . Spontaneous fp-activity in rat entorhinal cortical slices was characterized by its weak expression around birth (P1-P4), periodic fp-events at P5-P7 (sharp fp-events or prolonged fp-events accompanied by field fluctuations ''fp-bursts''), and followed by slow-wave network rhythmicity (Fig. 2A) . The latter pattern becomes dominant at P11-P13, as well as during the juvenile period and possibly represents a pattern observed during sleep and anesthesia (Steriade, 2006) . Periodic fp-activity in the immature mEC at P5-P13 is mediated by iGluRs, similar to cENOs, and different to cSPAs or other early gap junction synchronized cortical oscillations (Sun and Luhmann, 2007) . A selective blockage of GABA(A)-receptors with picrotoxin reversibly elicited spontaneous large-amplitude paroxysmal field discharges, as previously reported in the neocortex (Wells et al., 2000) , indicating an inhibitory contribution for GABAergic neurotransmission in the immature mEC. Moreover, it has been shown that developing mEC LIII neurons spontaneously generate prolonged Fig. 2B ) (Sheroziya et al., 2009 (Sheroziya et al., 2009; Sheroziya and Egorov, 2010) . During development, the fraction of neurons generating the prolonged bursting pattern peaks around P8-P10 ($80% in 1 mM [Ca 2+ ] o ), and then strongly decreases to $30% at P11-P13. The intrinsic bursting activity disappears during the third postnatal week, suggesting a selective contribution of this phenomenon to early cortical development. Experiments with different channel blockers suggest that the Ca
2+
-sensitive non-specific cationic current (I CAN ) and the persistent sodium current I Nap underlie bursts while I AHP (BK-current) is involved in burst termination. In addition, the ATP-sensitive potassium current (I KATP ) is an important regulator of intrinsic behavior of maturing entorhinal neurons. It limits the amount of prolonged intrinsic bursting activity, and it regulates excitability of both, bursting and regular-firing neurons in the developing mEC (Lemak et al., 2011) . The properties of developing entorhinal cortex neurons are in line with similar intrinsic firing behavior of immature neurons in other structures expressing early network activity. For example, it has been shown that intrinsic bursting of immature starburst cells underlies the generation of retinal waves (Zheng et al., 2006) . Thus, changing intrinsic firing properties of individual neurons contribute importantly to altering circuit behavior during maturation (Destexhe and Marder, 2004) . Likewise, intrinsic bursting of CA3 pyramidal neurons may drive and shape hippocampal GDPs, although GABA-and glutamate-mediated transmissions do also contribute to their generation (Sipilä et al., 2005 (Sipilä et al., , 2006b .
We are only beginning to understand the diversity of developing neurons, the complex ontogenetic changes in network organization and the mechanisms mediating state-and age-dependent network patterns of the entorhinal cortex. Future work will probably reveal causal mechanisms of transition from early to more mature patterns. Such insights would probably help to understand how synchronized neuronal activity in entorhinal networks supports the cognitive functions of this important interface region between hippocampal and neocortical structures.
In summary, there are strong similarities but also characteristic differences in the development of neuronal activity patterns in different cortical networks. Uncovering these mechanisms does certainly contribute to our understanding of mature network functions. It may, however, also help elucidating the genesis of neurological and psychiatric diseases. A well-known example is the contribution of immature GABAergic signaling and early neuronal plasticity to the development and progression of epilepsy Kirmse et al., 2011; Rakhade and Jensen, 2009 ). Recent evidence indicates that the range of disorders involving early network dysfunction may be much broader, including, e.g., schizophrenia which can actually be conceptualized as a developmental ''oscillopathy'' (Inta et al., 2011; Lisman et al., 2008; Uhlhaas and Singer, 2011) . Thus, studying early network function and dysfunction in animal models and man may be of major importance for both, basic and clinical neurosciences.
