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Transkranielle Elektrostimulation (tES) beschreibt eine Gruppe von Hirnstimulations-
techniken, die einen schwachen elektrischen Strom über zwei nicht-invasiv am Kopf
angebrachten Elektroden applizieren. Handelt es sich dabei um einen Gleichstrom, spricht
man von transkranieller Gleichstromstimulation, auch tDCS abgekürzt. Die allgemeine
Zielstellung aller Hirnstimulationstechniken ist Hirnfunktion durch ein Verstärken oder
Dämpfen von Hirnaktivität zu beeinflussen. Unter den Stimulationstechniken wird die
transkranielle Gleichstromstimulation als ein adjuvantes Werkzeug zur Unterstützung der
mikroskopischen Reorganisation des Gehirnes in Folge von Lernprozessen und besonders
der Rehabilitationstherapie nach einem Schlaganfall untersucht. Aktuelle Herausforde-
rungen dieser Forschung sind eine hohe Variabilität im erreichten Stimulationseffekt
zwischen den Probanden sowie ein unvollständiges Verständnis des Zusammenspiels
der der Stimulation zugrundeliegenden Mechanismen. Als Schlüsselkomponente für das
Verständnis der Stimulationsmechanismen wird das zwischen den Elektroden im Kopf
des Probanden aufgebaute elektrische Feld erachtet. Einem grundlegenden Konzept
folgend wird angenommen, dass Hirnareale, die einer größeren elektrischen Feldstärke
ausgesetzt sind, ebenso einen höheren Stimulationseffekt erfahren. Damit kommt der
Positionierung der Elektroden eine entscheidende Rolle für die Stimulation zu. Allerdings
verteilt sich das elektrische Feld wegen des heterogenen elektrischen Leitfähigkeitsprofil
des menschlichen Kopfes nicht uniform im Gehirn der Probanden. Außerdem ist das
Verteilungsmuster auf Grund anatomischer Unterschiede zwischen den Probanden ver-
schieden. Die triviale Abschätzung der Ausbreitung des elektrischen Feldes anhand der
bloßen Position der Stimulationselektroden ist daher nicht ausreichend genau für eine
zielgerichtete Stimulation.
Computerbasierte, biophysikalische Simulationen der transkraniellen Elektrostimulati-
on ermöglichen die individuelle Approximation des Verteilungsmusters des elektrischen
Feldes in Probanden basierend auf deren medizinischen Bildgebungsdaten. Sie werden
daher zunehmend verwendet, um tDCS-Anwendungen zu planen und verifizieren, und
stellen ein wesentliches Hilfswerkzeug auf dem Weg zu individualisierter Schlaganfall-
Rehabilitationstherapie dar. Softwaresysteme, die den dahinterstehenden individualisier-
ten Verarbeitungsprozess erleichtern und für ein breites Feld an Forschern zugänglich
machen, wurden in den vergangenen Jahren für den Anwendungsfall in gesunden Erwach-
senen entwickelt. Jedoch bleibt die Simulation von Patienten mit krankhaftem Hirngewebe
und strukturzerstörenden Läsionen eine nicht-triviale Aufgabe.
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Daher befasst sich das hier vorgestellte Projekt mit dem Aufbau und der praktischen
Anwendung eines Arbeitsablaufes zur Simulation transkranieller Elektrostimulation. Da-
bei stand die Anforderung im Vordergrund medizinische Bildgebungsdaten insbesondere
neurologischer Patienten mit krankhaft verändertem Hirngewebe verarbeiten zu können.
Der grundlegende Arbeitsablauf zur Simulation wurde zunächst für gesunde Erwachsene
entworfen und validiert. Dies umfasste die Zusammenstellung medizinischer Bildverarbei-
tungsalgorithmen zu einer umfangreichen Verarbeitungskette, um elektrisch relevante
Strukturen in den Magnetresonanztomographiebildern des Kopfes und des Oberkörpers
der Probanden zu identifizieren und zu extrahieren. Die identifizierten Strukturen mussten
in Computermodelle überführt werden und das zugrundeliegende, physikalische Problem
der elektrischen Volumenleitung in biologischen Geweben mit Hilfe numerischer Simulati-
on gelöst werden.
Im Verlauf des normalen Alterns ist das Gehirn strukturellen Veränderungen unterworfen,
unter denen ein Verlust des Hirnvolumens sowie die Ausbildung mikroskopischer Verän-
derungen seiner Nervenfaserstruktur die Bedeutendsten sind. In einem zweiten Schritt
wurde der Arbeitsablauf daher erweitert, um diese Phänomene des normalen Alterns
zu berücksichtigen. Die vordergründige Herausforderung in diesem Teilprojekt war die
biophysikalische Modellierung der veränderten Hirnmikrostruktur, da die resultierenden
Veränderungen im Leitfähigkeitsprofil des Gehirns bisher noch nicht in der Literatur
quantifiziert wurden. Die Erweiterung des Simulationsablauf zeichnete sich vorrangig
dadurch aus, dass mit unsicheren elektrischen Leitfähigkeitswerten gearbeitet werden
konnte. Damit war es möglich den Einfluss der ungenau bestimmbaren elektrischen
Leitfähigkeit der verschiedenen biologischen Strukturen des menschlichen Kopfes auf
das elektrische Feld zu ermitteln. In einer Simulationsstudie, in der Bilddaten von 88
Probanden einflossen, wurde die Auswirkung der veränderten Hirnfaserstruktur auf das
elektrische Feld dann systematisch untersucht. Es wurde festgestellt, dass sich diese
Gewebsveränderungen hochgradig lokal und im Allgemeinen gering auswirken.
Schließlich wurden in einem dritten Schritt Simulationen für Schlaganfallpatienten durch-
geführt. Ihre großen, strukturzerstörenden Läsionen wurden dabei mit einem höheren
Detailgrad als in bisherigen Arbeiten modelliert und physikalisch abermals mit unsicheren
Leitfähigkeiten gearbeitet, was zu unsicheren elektrischen Feldabschätzungen führte. Es
wurden individuell berechnete elektrische Felddaten mit der Hirnaktivierung von 18 Pati-
enten in Verbindung gesetzt, unter Berücksichtigung der inhärenten Unsicherheit in der
Bestimmung der elektrischen Felder. Das Ziel war zu ergründen, ob die Hirnstimulation
einen positiven Einfluss auf die Hirnaktivität der Patienten im Kontext von Rehabilitati-
onstherapie ausüben und so die Neuorganisierung des Gehirns nach einem Schlaganfall
unterstützen kann. Während ein schwacher Zusammenhang hergestellt werden konnte,
sind weitere Untersuchungen nötig, um diese Frage abschließend zu klären.
viii
Abstract
Transcranial electric current stimulation (tES) denotes a group of brain stimulation
techniques that apply a weak electric current over two or more non-invasively, head-
mounted electrodes. When employing a direct-current, this method is denoted transcranial
direct current stimulation (tDCS). The general aim of all tES techniques is the modulation
of brain function by an up- or downregulation of brain activity. Among these, transcranial
direct current stimulation is investigated as an adjuvant tool to promote processes of
the microscopic reorganization of the brain as a consequence of learning and, more
specifically, rehabilitation therapy after a stroke. Current challenges of this research are
a high variability in the achieved stimulation effects across subjects and an incomplete
understanding of the interplay between its underlying mechanisms. A key component
to understanding the stimulation mechanism is considered the electric field, which is
exerted by the electrodes and distributes in the subjects’ heads. A principle concept
assumes that brain areas exposed to a higher electric field strength likewise experience a
higher stimulation. This attributes the positioning of the electrodes a decisive role for the
stimulation. However, the electric field distributes non-uniformly across subjects’ brains
due to the heterogeneous electrical conductivity profile of the human head. Moreover,
the distribution pattern is variable between subjects due to their individual anatomy. A
trivial estimation of the distribution of the electric field solely based on the position of the
stimulating electrodes is, therefore, not precise enough for a well-targeted stimulation.
Computer-based biophysical simulations of transcranial electric stimulation enable the
individual approximation of the distribution pattern of the electric field in subjects based
on their medical imaging data. They are, thus, increasingly employed for the planning
and verification of tDCS applications and constitute an essential tool on the way to
individualized stroke rehabilitation therapy. Software pipelines facilitating the underlying
individualized processing for a wide range of researchers have been developed for use in
healthy adults over the past years, but, to date, the simulation of patients with abnormal
brain tissue and structure disrupting lesions remains a non-trivial task.
Therefore, the presented project was dedicated to establishing and practically applying
a tES simulation workflow. The processing of medical imaging data of neurological
patients with abnormal brain tissue was a central requirement in this process. The basic
simulation workflow was first designed and validated for the simulation of healthy adults.
This comprised compiling medical image processing algorithms into a comprehensive
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workflow to identify and extract electrically relevant physiological structures of the human
head and upper torso from magnetic resonance images. The identified structures had
to be converted to computational models. The underlying physical problem of electric
volume conduction in biological tissue was solved by means of numeric simulation.
Over the course of normal aging, the brain is subjected to structural alterations, among
which a loss of brain volume and the development of microscopic alterations of its fiber
structure are the most relevant. In a second step, the workflow was, thus, extended to
incorporate these phenomena of normal aging. The main challenge in this subproject was
the biophysical modeling of the altered brain microstructure as the resulting alterations to
the conductivity profile of the brain were so far not quantified in the literature. Therefore,
the augmentation of the workflow most notably included the modeling of uncertain
electrical properties. With this, the influence of the uncertain electrical conductivity of
the biological structures of the human head on the electric field could be assessed. In a
simulation study, including imaging data of 88 subjects, the influence of the altered brain
fiber structure on the electric field was then systematically investigated. These tissue
alterations were found to exhibit a highly localized and generally low impact.
Finally, in a third step, tDCS simulations of stroke patients were conducted. Their large,
structure-disrupting lesions were modeled in a more detailed manner than in previous
stroke simulation studies, and they were physically, again, modeled by uncertain electrical
conductivity resulting in uncertain electric field estimates. Individually simulated electric
fields were related to the brain activation of 18 patients, considering the inherently
uncertain electric field estimations. The goal was to clarify whether the stimulation exerts
a positive influence on brain function in the context of rehabilitation therapy supporting
brain reorganization following a stroke. While a weak correlation could be established,
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The term transcranial electric stimulation (tES) subsumes a group of non-invasive brain
stimulation techniques that have become increasingly popular for various applications
in neuroscience research with the general aim to up- or down-regulate the activity of
specific brain areas. A key component of such stimulation is a weak electric field that
distributes between two or more non-invasively attached electrodes individually through
a subject’s head. Depending on the waveform (figure 1.1) of the employed electric
current, one can differentiate between transcranial direct-current stimulation (tDCS),
transcranial alternating current stimulation (tACS) with a sinusoidal current of low
frequency, transcranial random noise stimulation (tRNS) with random amplitude and
frequency, and transcranial pulsed current stimulation (tPCS) with pulse trains of electric
current [1, p. 7].
The use of transcranial direct current stimulation (tDCS) is a present subject of research
to modulate cortical function in proprioception [2, 3], motor execution [4, 5], attention [6],
and learning [7, 8], or to treat chronic pain [9], and symptoms of neurological diseases
such as Parkinson’s disease [10] and depression [11]. Moreover, a particularly eminent
research focus constitutes the usage of tDCS as an adjuvant tool in rehabilitation therapy
after a stroke. Being the second most common cause of death worldwide in 2018 [12] and
resulting in long-term neurological and neuropsychological impairments in its survivors,
stroke represents a severe burden to society. Particularly, sensorimotor deficits complicate
a successful re-integration of stroke survivors into the community necessitating extensive
rehabilitation therapies. For such therapies, tDCS, with its modulatory capabilities
on brain function, provides a promising prospect to facilitating the microstructural
re-organization of the brain during the rehabilitative process [13, 14].
A typical standard stimulation protocol consists of two large (5×5 cm−5×7 cm) electrodes
made of a conductive rubber material [1, pp. 46 & 47]. They are non-invasively attached
to the subject’s scalp using a conductive gel or saline-soaked sponges as depicted in
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Figure 1.1: Waveforms of the electric current employed in different types of transcranial
electric stimulation. Figure adapted from [1, fig. 1.2, p. 7].
a stimulator device that adjusts the required voltage according the bioelectric impedance
of the subject’s head. The total duration of a tDCS application usually lasts between 20
to 30 minutes. In this process, the polarity of the electrode is considered to determine
the type of the achieved stimulation [1, chapter 5]. Generally, a cathodal electric current
flow is expected to interact with cortical function inversely proportional, meaning that
cortical areas receiving a cathodal current experience a down-regulation of brain activity.
In contrast, the brain activity under the anode is commonly assumed to be elevated by
the anodal stimulation. However, these terms merely reflect the intended stimulation
rather than the true stimulation effect as there is no pure unipolar stimulation, and
both effects mix in subjects [1, chapter 8]. While both electrodes are functional from
an engineering point of view, they are often further referred to as the “active” and the
“return” (also “reference”) electrode, emphasizing that in some stimulation protocols,
an equal stimulation under both electrodes is not desired [1, p. 16]. In such setups, the
area of the “return” electrode is often increased to decrease the electric current density
at the electrode, thereby mitigating the stimulation effect in close cortical sites. Other
notable electrode configurations include the use of an extracephalic electrode [16] to
avoid inadvertent stimulation under the return electrode and multi-electrode Laplacian
(or high-definition) tDCS, which increases the focality of the electric field by employing a
grid of smaller circular electrodes [17].
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Figure 1.2: Schematics of a standard tDCS setup. The two stimulation electrodes are
covered in saline-soaked sponges and fixed at the head using a rubber band. A stimulator
device provides and monitors the applied direct current. Illustration borrowed from Yavari
et al. [15]. License: CC BY 4.0.
The exact biological mechanisms driving the stimulation effect are not fully understood
yet [1]. Research on a single cell level in animal models and in vitro studies identified
an influence of the electric field on the membrane potential of neuronal cells by raising
or lowering the potential difference between the intracellular and extracellular space.
This can, eventually, lead to an activity-dependent modulation of the neuronal firing
rate. Further experimental studies suggest that this effect is amplified by the neuronal
network, which a neuron is embedded in, and that it may ultimately influence the
microstructural reorganization of the brain, i.e. neuroplastic processes [18], following
the theory of Hebbian learning. This is further indicated by studies reporting long-term
effects that outlast the actual stimulation session [19, 20, 21]. However, a comprehensive
concept of these effects is still lacking and human studies on the effect of tDCS on
various behavioral and functional imaging measures also report a high inter- as well as
intra-subject variability [22, 23, 24, 25]. The main causes of the intra-subject variability
have been identified as fluctuations in neurochemistry, i.e. availability of neurotransmitter
or hormone levels, and neurophysiology, i.e. level of attention or activity prior to the
tDCS session. Inter-subject variability is primarily attributed to anatomical differences
among subjects, i.e. varying skull thickness, differences in the cortical folding or in
the white matter structure [26]. This variety is further amplified in the presence of
differently developed, age-related brain changes such as brain atrophy or heterogenous
pathological tissue alterations, e.g. due to microangiopathic infarcts or a stroke. Any
of these differences affect the specific distribution of the electric field and, thus, the
response to the stimulation as shown by several simulation studies [27, 28, 29, 30, 31].
3
1. Overview
The individual adaption of the stimulation protocol is a suggested measure to mitigate the
inter-subject response variability. This includes customizing the electrode position [32, 33]
and current dosage [34] to rectify the induced electric field per subject.
Computer simulations of tDCS constitute the underlying technology for such optimizations
as they can provide insight into the subject-specific distribution of the electric field. Early
approaches modeled the human head as single or multi-layered spheres, allowing the
determination of an analytical solution to the underlying volume conduction problem.
Numerical solution methods offer greater flexibility in the geometrical representation of
the human head, increase the accuracy of the computed electric field and are, thus, the
preferred approach for tDCS simulations of more recent years [35, 36, 37].
For realistic numerical simulations of tDCS in individual subjects, the electrically most
relevant structures first must be accurately segmented from their anatomical magnetic
resonance imaging (MRI) data. The assembly of segmented structures is discretized
into an adequate numerical grid. An electrode model with defined boundary conditions
completes the computational domain. Within this domain, each structure is assigned
distinct physical properties, that is, their electrical conductivity. The resulting volume
conductor model constitutes the basis of the subsequent numerical solution methods, which
approximate the solution of the partial differential equations of the underlying physical
problem of electric volume conduction. Despite the intrinsic geometrical, biophysical,
and numeric approximations of this process, numerically computed electric fields were
attested a high congruence with electric field measurements in phantoms [38, 39], from
scalp potentials [40], or intracranial measurements [41, 42].
The recent emergence of automated software pipelines that comprehensively encapsulate
the outlined, standard workflow [43, 44] made the numerical simulation of tDCS more
accessible. Thus, researchers increasingly employ tDCS simulations to confirm their
choice of the electrode setup to stimulate the target area [45, 46, 47, 48, 49] as an
intermediate step towards fully customized tDCS trials. However, non-standard demands
are usually difficult to incorporate into such automated workflows. This includes the
utilization of suboptimal imaging data as input data, the consideration of pathological
tissue in the brain, implants or defects in the skull of the simulated subjects or patients,
or the use of alternative electrode shapes. Such requirements pose special challenges to
image segmentation, volume mesh generation, and handling the physical properties by
the simulation environment.
The goal of my PhD project was to establish and apply a workflow for the individualized
simulation of transcranial electric stimulation in stroke patients to support the efforts of
individualized tDCS-based rehabilitation therapy. Within this scope, I initially developed
a comprehensive workflow for the simulation of transcranial electric stimulation in
healthy young adults. This basic workflow was subsequently extended and applied in two
simulation studies, first for healthy older adults and finally for stroke patients. In this
thesis, the theoretical foundations, the developed workflow, entailed challenges and the
application of workflow in the two practical subprojects are presented. The document is
organized into six additional chapters.
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Chapter 2 first summarizes the basic terms of neuroanatomy and the principles of
magnetic resonance imaging as the primary tool for imaging neuroanatomical structures.
Further, an overview of medical image segmentation techniques for identifying these
structures in MRI data and their post-processing by image morphological operations is
provided.
Chapter 3 is dedicated to the most crucial part of the entire workflow, the processing
of the individual magnetic resonance images. The main achievement of this subproject
was the compilation of a semi-automatic MR image processing pipeline. For this, image
segmentation algorithms were selected based on their robustness to the input imaging
data and the presence of pathological tissue alterations. The required information flow
between the algorithms and the preprocessing of the input data was designed in an
image processing environment. The developed workflow enables the creation of surface
representations of the electrically relevant structures of the human head and upper torso.
Chapter 4 offers a theoretical introduction to the remaining concepts of the tES simu-
lation workflow. This includes a derivation of the equations of the underlying electrostatic
problem, the discretization of these equations by the finite volume method, the discretiza-
tion of the head volume conductor model by unstructured mesh generation approaches,
and a brief sketch of the numeric solution process that eventually approximates the
electric field and related quantities.
Chapter 5 describes my complete tES simulation workflow. I developed a tool for a
flexible but simultaneously accurate volume mesh generation. Structures of arbitrary
topology can be included in the mesh, and, simultaneously, feature edges of, for example,
the electrodes can be precisely maintained. The numerical simulation was realized in
OpenFOAM [50, 51], a finite volume method-based framework. A solver application was
developed tailored for the physical equations governing transcranial electric stimulation.
Chapter 6 presents an enhancement of the basic workflow for elderly subjects with
lesions of the white matter tissue. This specifically involved modeling the physical
properties of the head volume conductor models as random variables rather than fixed
electrical conductivity values. This way, the insufficiently quantifiable change in electrical
conductivity of the lesioned white matter tissue could be factored in the simulations.
The augmented tDCS simulation workflow was applied in a simulation study with 88
subjects. This study aimed to assess the influence of the white matter lesions on the
electric field utilizing an uncertainty analysis-based approach. I hypothesized that a larger
lesion volume results in a greater influence of the lesions on the electric field, which was
partially confirmed, however, with a generally low impact. This subproject contributed
to understanding the relevance of deeper sub-cortical structures for the distribution of
the electric field during tES in healthy elderly.
5
1. Overview
Chapter 7 describes a major step towards individualized tES simulations in stroke
patients and combines all of the before introduced methods. The scope of this subproject
was to relate simulated electric fields from individual stroke patients to tDCS induced
changes in their task-based brain activation from a tDCS intervention study of my
colleague Toni Muffel [52]. The underlying hypothesis was that a higher electric field
strength at a target area results in a higher tDCS induced activation in that same
area. The stroke lesions were modeled physically again by an uncertainty analysis-based
procedure and geometrically with an increased detail considering the necrotic tissue and
the scarred tissue surrounding the lesion site. With this subproject, I suggested a new
approach for relating actual subject data to uncertain electric field simulations. The
results contribute to understanding the interplay of the electric field and neurological
responses during tDCS in stroke patients.
The thesis concludes the topic of simulating tES with an outlook to the most recent
developments in the research community.
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CHAPTER 2
Anatomical structures in magnetic
resonance images
Abstract The foundation of any individualized simulation of transcranial electric
stimulation (tES) is the set up of a realistic volume conductor model of the human head.
For this, electrically relevant structures must be identified from medical imaging data.
The following sections first provide an overview of the in this thesis most frequently
referred to anatomical structures of the human central nervous system. This includes
a brief survey of macroscopic and microscopic neuroanatomical structures. Magnetic
resonance imaging (MRI) as the primary modality of the medical images that were used
in my work is then introduced by a description of the concept behind MR acquisitions,
relevant MR sequences, artifacts, and coordinate systems. The second part of this chapter
is dedicated to the identification of the discussed structures in MR images. A short review
of image segmentation techniques is provided with focus on atlas-based segmentation
as the main approach of my segmentation pipeline. The chapter concludes with an
outline of essential image morphological operations that are commonly used to prepare
the segmentation images for the subsequent head volume mesh creation.
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2.1 Neuroanatomy
A description of the basic components of the human central nervous system (CNS) is
given in this subsection. The terms introduced here are utilized throughout the remainder
of this thesis to denote, among others, compartments of the computational human models
and structures of interest for the analyses of the simulation results.
From a macroscopic view, the human CNS is organized into five distinct units, as detailed
in [53, pp. 171 - 174]. The cerebrum is the largest component and the main cognitive,
sensorimotor, visual, auditory, and gustatory processing site. It is divided into two
hemispheres. Each hemisphere receives sensory input from and sends signals to the
opposite side of the body due to a nerve decussation in the spinal cord. The surface of
the cerebrum, the cerebral cortex, is highly convoluted. The organization of the cerebrum
is further detailed below.
The cerebellum is positioned posterior and inferior to the cerebrum. While considerably
smaller, its basic superficial structure is comparable to the cerebrum, with a similar
division into two hemispheres and a convoluted surface. However, there is no inversion of
the responsible side of the cerebellum for the body. The cerebellum primarily concerns
movement-related processing and exhibits strong connections to the cerebrum and the
spinal cord.
The brain stem is the root of the cerebrum and cerebellum. One of its main tasks is
relaying information from the cerebrum and cerebellum to the spinal cord and vice versa.
The provisioning of the vital function (breathing, consciousness, control of the body
temperature) is the second main responsibility of the brain stem.
The spinal cord is attached to the brain stem and contains nerve fibers connecting to the
peripheral nervous system. It is protected by the vertebral column, in which it is cased.
Cerebrum, cerebellum, and brain stem form what is referred to as the brain (figure 2.1).
It is protected by the skull bone, the cranium, and three meninges, the dura mater, the
arachnoid membrane, and the pia mater. The interior space of the skull is denoted the
intracranial space and comprises aside from the brain with the meninges the cerebrospinal
fluid (CSF). The CSF can be distinguished between the fluid in the subarachnoid space,
which is the space between the arachnoid membrane and the pia mater, and the CSF
in the ventricular system. The CSF transports nutrients and metabolic waste products.
The ventricular system constitutes a system of interconnected canals and cavities, which
are commonly called the ventricles, and are also the production site of CSF.
2.1.1 The macroscopic organization of the cerebrum
The structure of the cerebrum as the primary site of cortical processing is further described
in this section. The following summary is based on [53, pp. 209 - 210].
Aside from its division into two hemispheres, the cerebrum is further organized into four
so-called lobes (figure 2.1), each associated with principal functions.
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Figure 2.1: Illustration of the basic organization of the human brain with the cerebrum,
cerebellum, and brain stem. The cerebrum is further partitioned into four lobes: the frontal,
parietal, occipital, and temporal lobes with the insula. Note that the insula is hidden
between the temporal lobe and frontal lobe and, thus, not visible in this graphic. The ridges
of the brain structure are denoted gyri. Among these, the pre-central gyrus responsible
for motor-related activity and the post-central gyrus responsible for proprioception are the
two most relevant in this work.
The frontal lobe is the main site of higher cognitive function. It further contains the
motor areas for the execution and planning of movements. The parietal lobe includes
the somatosensory system, which is dedicated to processing stimuli from the peripheral
nerves and the proprioception, that is, the self-perception of the body and its position in
the space. The interior surface of the parietal lobe is denoted as the insula. Most of the
gustatory-related processing occurs here. The visual system is part of the occipital lobe
and is responsible for processing and interpreting stimuli from the eyes.
The brain surface is differently convoluted in every human, but common structures exist
and are attributed to dedicated functions on a more fine-grained level than the cerebral
lobes. The ridges of the convoluted surface are denoted gyri (singular: gyrus) and the
valleys sulci (singular: sulcus). Especially deep sulci are denoted fissures (singular:
fissure). The central sulcus forms the boundary between the frontal and parietal lobe.
It is situated between the precentral gyrus, the site of the primary motor cortex for
motor execution, and the postcentral gyrus, the site of the primary somatosensory cortex.
The temporal lobe is separated from the frontal and occipital lobe by the lateral fissure
containing the insula. The cleft between both hemispheres of the cerebrum is denoted
the longitudinal fissure.
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Figure 2.2: A pyramidal neuron. The major components are the cell body (soma) and the
neurites. Illustration adapted from Jaroz [54]. License: CC BY-SA 3.0.
2.1.2 The microscopic structure of the cerebrum
As described in [53, pp. 180 & 84], neuronal cells and their components are the main
microscopic elements that the cerebrum is composed of. A variety of neuronal cells exist,
among which the pyramidal neurons (depicted in figure 2.2) are the most important for
the processing capabilities of the brain. The essential components of a pyramidal neuron
are the soma, that is, its cell body, which is responsible for integrating the received
signals, and the attached neurites that receive (in case of the dendrites) and send (in
case of the axon) signals from and to other neurons. While a neuron may exhibit several
dendrites, it most often has only one axon that may further branch.
The collection of all neurons in the central nervous system is called gray matter. It exists
in the cerebrum, cerebellum as well as the spinal cord. The gray matter on the external
sheet of the cerebrum is denoted cortex. Other gray matter structures in the interior
of the brain exist and are commonly subsumed under the term subcortical gray matter.
The collection of all axons of the neurons constitute the white matter of the CNS. The
white matter contains several fiber bundles, axons with a common pathway through
the white matter. If these bundles originate from a common site and have a common
destination, they are referred to as a fiber tract. Three important axonal organizations
are the cortical white matter connecting subparts of the cortex, the corpus callosum
linking the two hemispheres of the cerebrum, and the internal capsule connecting the
cortex with the brain stem.
2.1.3 The principle of neuronal processing
As the aim of transcranial electric stimulation is the modulation of neuronal activation,
the principles of neuronal processing are briefly introduced in this subsection, based
on [53, chapters 3 & 4].
Signal transmission in the CNS is at its core realized by electrical action potentials
triggered by the soma of a neuron. The cell membrane of a neuron exhibits a membrane
potential of typically -70 mV, which is caused by a difference in ion concentration in the
interior of the cell and the exterior space. Signals from other neurons cause an influx of ions
from the extracellular space, which lowers the membrane potential. That is referred to as
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depolarization. If the depolarization exceeds a specific threshold, the soma fires an action
potential. It is conducted through the axon and may contribute to the depolarization of
a linked neuronal cell. Immediately after an action potential, the polarization of the cell
membrane is restored by the efflux of ions into the extracellular space, a process that is
called repolarization. While electrical signals realized the intracellular transmission, the
transmission of information between neurons through the extracellular space involves the
release of chemicals, so-called neurotransmitters.
Transcranial electric stimulation influences the process of an action potential release
by manipulating the membrane potential and thereby essentially the sensitivity of the
neuron to input signals through the application of an external electric field. However, the
electric field due to tES is usually not strong enough to lower the membrane potential
beyond the threshold to elicit an immediate release of an action potential. Merely, the
likelihood of the firing can be increased through depolarization of the membrane potential,
and it can be decreased by hyperpolarizing the membrane potential.
2.2 Magnetic resonance imaging
My work with medical imaging data of subjects and patients was exclusively focused on
magnetic resonance images (MRI). While magnetic resonance is not the ideal choice for
imaging every biological tissue (e.g bone), other imaging modalities were excluded from
further considerations due their limited application in behavioral research, which is the
major target group for simulations of tES. Most notably, computed tomography would
be an excellent alternative to MRI for the imaging of bone tissue. Still, its use is not
recommended for healthy subjects due to the significant radiation exposure. Therefore,
in this section, the basics of magnetic resonance imaging (MRI), MRI sequences relevant
to my work, imaging artifacts that I came across, and common coordinate spaces for
brain imaging data are explained.
2.2.1 Principles of magnetic resonance imaging
The following information are a summary of [55, chapter 1] and [56]. The physical basis of
MRI are protons, positively charged components of the nuclei of atoms. When exposed to
a strong external magnetic field, the B0 field with a magnetic field strength of commonly
1.5, 3 or 7 Tesla, these protons align along the direction of the magnetic field lines. A
radio-frequency magnetic pulse rotates the protons away from their aligned direction
at a flip angle, α, and sets them in an initially synchronized, spinning motion called
Larmor precession. During this precession, a measurable joint signal is exerted by the
protons. This signal exponentially decays due to the dephasing of the precessions of
the individual protons. This dephasing can be attributed to the chemical properties
of the respective tissue and inhomogeneities in the external magnetic field. A second
re-phasing pulse causes a flipping of the protons by 180° and allows a correction of the
dephasing caused by field inhomogeneities. Two specific time periods are associated
with this re-phasing pulse. The echo time, TE, represents the duration after which the
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protons are fully in phase again following this re-phasing pulse. The inversion time, TI,
constitutes the period between the re-phasing pulse and the initial excitation pulse. After
the re-phasing, the signal decays again. The time after which the signal is once again
considerably attenuated is called T2 relaxation time and is now mostly dependent on
the tissue properties. A new signal readout can be performed only when the protons
eventually returned to their equilibrium state aligned with the main magnetic field. This
time is called the T1 relaxation time and is usually longer than the T2 relaxation time.
The duration between consecutive readouts is denoted repetition time, TR. Acquisitions
focused on the T1 relaxation time, so-called T1-weighted measurements, usually measure
a stronger signal. This results in a higher spatial resolution than T2-weighted acquisitions,
which, however, often exhibit a greater contrast between tissues. In general, the strength
of the measurable signal is determined by the proton density of the tissue. However, the
relaxation time of the atoms of the macro-molecules of biological tissue is usually too
short to be mensurable in contrast to the relaxation time of atoms of water molecules. For
that reason, MRI measurements are mainly based on the signal from the protons of the
free water molecules, more specifically of their hydrogen nuclei, in the biological tissue. A
three-dimensional spatial encoding of the signal is achieved by three orthogonal magnetic
gradient fields, the B1 magnetic field, applied across the measured volume. The final
intensity of a volume element, also denoted a voxel, in a discretized three-dimensional
image is determined by disentangling these superimposed frequencies of the gradient-
encoded measured signal using a Fourier transform. Since the acquisition process of an
MR image involves a large set of variable parameters, the computed value of a voxel is
not standardized and, thus, does not directly encode a specific tissue class but rather an
arbitrary intensity. This necessitates image segmentation algorithms for the recognition
of tissue structures in MR images. The outlined method of MR imaging is called the
spin-echo technique, a basic principle underlying many advanced MRI methods and
sequences. However, it is characterized by a relatively long acquisition time. A reduction
of the total acquisition time is achieved in, for example, gradient-echo techniques by
reducing the repetition time [55, chapter 4].
2.2.2 MRI sequences
By adjusting the MR acquisition parameters, the meaning of the measured signal can be
altered. A complete set of acquisition parameters is called an imaging sequence. Each
sequence focuses on different characteristics of the biological tissue, making them suitable
for measuring different tissue types and tissue properties. In the following, a summary of
the most relevant sequences used in my thesis is provided (based on [57]). Figure 2.3 at
the end of this section shows representative examples of each sequence.
T1-weighted MPRAGE The T1-weighted Magnetization Prepared RApid Gradient
Echo sequence [58] is a standard sequence on SIEMENS MRI scanners. As a T1-weighted
variant, the measured intensity primarily depends on the T1-relaxation time allowing
a higher spatial resolution and making it especially suitable for structural, anatomical
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images. Fat tissue appears hyperintense in T1-weighted image. The signal intensity from
tissue with a low water proportion is reduced. T1-weighted images, therefore, exhibit
only a limited contrast between skull tissue (minimal water proportion), its air cavities,
and cerebrospinal fluid (contains no fat cells). A related sequence is the T1-MP2RAGE
sequence, which features an improved contrast between gray matter and white matter
tissue but with amplified noise in low signal intensity areas.
T1-FLASH A considerable reduction of the image acquisition time is the most promi-
nent advantage of the Fast Low Angle SHot technique [59] for T1-weighted images in
SIEMENS MR machines. Due to its rapid acquisition time, FLASH scans allow the
imaging of movies of dynamic processes in the human body. Another application is
imaging larger areas of the body such as the thorax when the scanned subjects hold
breath to mitigate respiration-related motion artifacts.
SPACE T2-weighted The Sampling Perfection with Application optimized Contrasts
using different flip angle Evolution method is a technique implemented in SIEMENS MR
scanners to increase the spatial resolution of T2-weighted images [60]. Being a T2-weighted
sequence, fluids and tissues that mostly consist of water show up as hyperintensities in
T2-SPACE images. The white matter tissue intensity is much less pronounced than in
the T1-weighted images.
T2-weighted FLAIR In the FLuid Attenuated Inversion Recovery type of the T2-
weighted images [61, 62], the signal from fluids is zeroed out, boosting the general T2
weighting of the image. Instead of the cerebrospinal fluid, lesions of the white matter
and tumorous tissue appear hyperintense in T2-FLAIR images.
Diffusion-weighted MRI Diffusion-weighted MRI [63, 64] denotes a family of imaging
sequences in which the motion of water molecules due to diffusive processes is measured.
The interpretation of images acquired by a diffusion-weighted sequence is more complex
than the before mentioned MRI sequences, which instead capture the static position of
water molecules to derive an anatomical image of the brain tissue. The measurement of
the motion of the water molecules is realized by a pair of sharp magnetic field gradient
pulses. The first pulse labels the protons in the hydrogen atoms of the water molecules.
The amount of their motion in the magnetic field gradient direction is determined through
a temporally delayed second pulse. At least six distinct gradient directions are required
to derive a sufficient approximation of the water diffusion at a specific location by fitting
a so-called diffusion tensor model [65, 66]. A diffusion tensor indicates the strength of
the water diffusion along the computed main diffusion direction and two perpendicular
auxiliary directions at a specific location. From a diffusion tensor, further measures such
as the mean diffusivity or the fractional anisotropy can be estimated. By increasing the
number of gradient directions, the accuracy of that approximation can be enhanced and
more sophisticated models of the water diffusion, for example, the constraint spherical
deconvolution model [67], can be fitted. In diffusion-weighted images, fluids such as the
13
2. Anatomical structures in magnetic resonance images
cerebrospinal fluid exhibit a high signal because water molecules can freely move therein.
With this property, DWI sequences represent an essential imaging technique to detect
the bleeding in an acute hemorrhagic stroke. Another important application of DWI is
based on the assumption that the axons of the neurons restrict the water diffusion in
the extracellular space of the white matter. Following this interpretation, the direction
of the diffusive processes reflects the direction of the axonal bundles. This makes DWI
data suitable for the visualization of the white matter fiber structure and analyses of the
structural connectivity of cortical and sub-cortical regions.
Functional MRI Functional magnetic resonance imaging (fMRI) [68] is another
imaging technique that captures an entirely different signal than the before mentioned
sequences. With fMRI, the functional activation of brain areas can be measured. Brain
activation is, thereby, measured indirectly using a proxy signal, the so-called blood
oxygenation level-dependent (BOLD) signal. The underlying cause is an increased blood
flow at local cortical areas with elevated activation due to their raised energy demand.
This high blood flow provokes a measurable perturbation of the local magnetic field due
to ion accumulation at the activated area that MRI can pick up. Because of the indirect
nature of the fMRI signal and the acquisition time required for a single whole-brain scan,
the measured signal exhibits a temporal delay and limited temporal resolution. An fMRI
assessment commonly lasts several minutes. In this period, the BOLD signal of the entire
brain volume is repeatedly measured, resulting in multiple whole-brain BOLD signal
acquisitions, each representing the brain activation at the specific time point of capturing
the volume. An fMRI assessment can be performed in the presence or absence of an
external stimulus or task. In task-based fMRI, a stimulus is presented to, or a task must
be executed by the subject in the MR scanner simultaneously to the BOLD sequence
acquisition. The time course of the stimulus is later used in the statistical analysis
of the fMRI data to identify the differential, task-related activation. For resting-state
fMRI data, the BOLD signal is acquired without any external task or stimulus, revealing
intrinsic patterns of fluctuations in brain activity.
2.2.3 Artifacts in MR images
Magnetic resonance images can exhibit various artifacts, i.e., features that were not
present in the imaged object. Generally, MR image artifacts can be classified into one of
three groups: patient-related, signal processing-dependent, or hardware-related artifacts.
The information provided here is based on [69]. See figure 2.4 at the end of this section
for an exemplary depiction of selected MRI artifacts.
Patient-related artifacts
Motion artifacts Due to the long acquisition time of MR images, the subject’s motion
during the image acquisition can critically affect the measurement [68, 70]. Complex
MR sequences, such as diffusion-weighted and functional MR sequences, are especially
susceptible to motion artifacts due to their longer acquisition time. They can be caused
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by spontaneous movements of the subject, for instance, head movements, or repeated
motion, for example, respiration or cardiac motion. Spontaneous movements impair the
detail and sharpness and can render the captured image unusable (fig. 2.4C). Periodically
repeating motion results in ghosting artifacts. Strategies to mitigate this kind of artifact
at the acquisition time are the immobilization of the subject in the scanner or cardiac
and respiratory-gated acquisitions. Post-acquisition motion correction approaches for
multi-volume sequences such as fMRI or DWI measurements perform a registration of all
captured volumes from individual time points or gradient directions respectively to align
them to a common reference.
Metal artifacts The presence of ferromagnetic material causes distortions in the
external magnetic field of the MR scanner. This can result in considerable image
distortions, a complete (local) signal loss, or a high peripheral signal. Typical causes
of metal artifacts are implants or specific types of makeup and tattoos. Specialized
equipment exists for transcranial electric stimulation that is particularly shielded to
mitigate such artifacts during a tES application in the scanner [71].
Signal processing-dependent artifacts
Partial volume artifacts This kind of artifact can be considered a discretization
error. It arises due to the limited imaging resolution, i.e., the voxel size. Signals from
multiple fine structures may be mixed in a single voxel. The resulting image lacks detail
as a consequence. By increasing the resolution, partial volume effects may be mitigated.
Wrap-around artifact When the imaged object is larger than the adjusted field of
view of the MR scanner, the overlaying parts of the object are displaced to the opposite
side of the MR image. In some of the MR images I used for the head model creation,
this artifact occurred at the nose of the subjects (fig. 2.4D). Increasing the field of view
during the scanning process eliminates this artifact.
Gibbs ringing This artifact can be observed at sharp boundaries in the image (fig. 2.4B).
It is caused by an under-sampling of high spatial frequencies. Possible mitigation strategies
include filtering the captured signal in the frequency space before the actual image is
computed by a Fourier transformed.
Hardware-related artifacts
Inhomogeneity of the external magnetic field As discussed in [72], inhomogeneities
of the external magnetic field, the B0 field, of the MR scanner cause this kind of artifact.
Its magnetic field strength is not perfectly equalized throughout the volume, which causes
inconsistent signal intensities in the captured image (fig. 2.4A). This artifact is quite
common and can significantly affect image processing algorithms. Therefore, a bias field
correction, also denoted as inhomogeneity correction, is part of most MR image processing
pipelines, as in the to-be presented one. Among others, one approach to attenuate the
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inhomogeneity involves its estimation by low-pass filtering the image. The resulting
image solely contains the low frequencies of the measurement and is subtracted from
the original image eliminating the low-frequency background fluctuations of the signal
intensity.
Eddy current artifacts Diffusion-weighted imaging is particularly affected by eddy
currents, for example, in the radio-frequency coils of the MR machine, due to the
rapid switching of the strong magnetic field gradients as a part of the DW acquisition
method [63, 70]. Eddy currents cause local perturbations of the external magnetic field,
expressed as geometric distortions in the image (fig. 2.4E). Aside from adaptations of the
scanner hardware (e.g. ‘self-shielded gradient coils’), the same principle as for the motion
correction can be applied to correct for distortions due to eddy currents by registering the
volumes representing the diffusion along the individual gradient direction to a common
reference post-acquisition.
2.2.4 MRI coordinate systems
The acquired imaging data is associated with a coordinate system referencing the voxels
of the image in Euclidian space. Several coordinate systems exist, and images can be
transformed between them. The following summary is based on [73].
Following the acquisition, the image is always stored in a so-called “scanner coordinate
system”. The specific orientation of the system may vary among vendors, but its origin is
usually reflected by the origin of the MR scanner, which can be, for example, the center
of the gradient coil. Because of the heterogeneity of scanner coordinate systems and
variations in the location of the subjects inside the same scanner, acquired images from
multiple scanning sites and even from different scanning sessions on the same scanner are
usually not aligned. Furthermore, due to individual head sizes and shapes, MR images of
multiple subjects are not directly comparable.
To enable spatial comparability, the individual subject images are usually transformed to
a standard space. This process is called spatial normalization. The two most common
standard spaces are the Talairach and Montreal Neurological Institute (MNI) coordinate
system. The origin in the Talairach space is an anatomically informed landmark located
in the anterior commissure (AC). For normalization, the Talairach space provides a
reference brain based on a single post-mortem brain. The MNI space is defined similarly
to the Talairach space with its origin in the AC. However, coordinates from both spaces
are not directly transferable, but a straightforward conversion exists [74]. The MNI space
features several reference brains, among which the MNI152 template is often utilized. It
was created from 152 individual brains that were spatially aligned and averaged.
Image registration
To normalize brain imaging data of individual subjects to a common coordinate space
enabling their group-level analysis and to align imaging data of the same subject from
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different imaging sequences and modalities, an image registration must be performed.
The general goal of such registration is to find a mapping from an input image onto a
reference image while minimizing the differences in both images. This process can be
either align geometrical features of both images or optimize the intensity-based similarity
of local voxel neighborhoods.
A crucial property of the image registration is the type of transformation and its associated
degrees of freedom to map the input image onto the reference image. An overview is
provided in [75], which was summarized here. A basic transformation is the so-called rigid
transformation, which features 6 degrees of freedom in three-dimensional space. This
includes translations towards to three spatial directions and rotations around the spatial
axes. By increasing the degrees of freedom to 9, a scaling for each coordinate axis can be
introduced. An affine transformation further allows a sheering of the image and increases
the degrees of freedom to 12 while preserving parallelism and collinearity. An affine
transformation can be described by a single matrix encoding the involved translations,
rotations, scaling, and sheering. Registrations employing this type of transformation
are commonly denoted as linear registration and are typically used for within-subject
alignments. A non-linear registration computes a deformation field, usually a vector
field that encodes the transformation of each voxel of the input image to its target
location in the output image. This type of transformation is usually initialized by an
affine transformation. Its result does not preserve parallelism and collinearity and may,
thus, contain local warps. Non-linear transformations are typically used for aligning
multiple different subjects, mitigating anatomical differences, for example, the individual
convolution of the cortex.
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Figure 2.3: Depiction of the magnetic resonance imaging sequences that were relevant for
my thesis. Images A - C depict the same slice of the same subject. A) In T1-weighted
MRPAGE images, fatty tissue appears hyperintense. Skull, air and, cerebrospinal fluid
exhibit a low signal intensity. B) In T2-FLAIR images, the signal of fluids was suppressed.
White matter lesions around the ventricles are visible as hyperintensities. C) The diffusion-
weighted measurement along the first gradient direction has a high signal intensity in
fluid-filled areas. Images D) and E) originate from the same subject. D) The SPACE
variant of the T2-weighted measurement. Fluids result in a high signal. The white
matter signal is decreased compared to a T1-weighted sequence. E) The T1-FLASH
sequence is suitable for capturing a larger portion of the human body when the subjects
hold breath during a series of acquisitions. The resolution, especially between slices, and
the contrast are poor compared to the other structural sequences as a compromise for the
short acquisition time. E) This image shows the BOLD signal of a third subject at a
specific time point. Multiple of these images are acquired at different time points during
an fMRI assessment.
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Figure 2.4: Illustration of selected artifacts that arise in magnetic resonance images. A)
Intensity inhomogeneities due to inhomogeneities in the external magnetic field B0. An
inhomogeneous intensity of the white matter tissue can be observed. B) Gibbs ringing at
the skull boundary that radiates into the gray and white matter. C) A corrupted image
with substantial distortions due to movements by the subject. D) The tip of the nose
was outside the field of view during this scan, causing a wrap around artifact. E) Eddy
currents provoked a distortion of the frontal lobe in the diffusion-weighted image of this
subject.
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2.3 Segmentation of MR images
The accurate identification of relevant biological structures in MR images is crucial for
individualized simulations of tES. With their characteristic electric and subject-specific
geometric properties, these structures are consolidated into computational human head
models forming the basis of the subsequent computations.
Since the intensity of a voxel in an MR image does not encode a distinct type of tissue but
is rather arbitrary, the partitioning of the image into separate tissue classes and anatomical
structures requires image segmentation techniques. Segmentation approaches specific to
MRI data are challenged by low contrast between some particular structures and fuzzy
boundaries between tissue classes, similar texture among tissues, and the presence of
noise and artifacts. Classical segmentation approaches can be broadly classified into the
following procedures [76]
• Manual segmentation: When performing image segmentation manually, an
expert screens the MR image and labels the containing structures by hand. This
approach is highly time-consuming and error-prone but often required to create a
ground truth for evaluating automated segmentation algorithms. Manual segmen-
tation is also frequently conducted for the detection of highly irregular structures
such as stroke lesions.
• Intensity-based methods: This family of image segmentation algorithms bases
the classification of a voxel on its intensity and the intensity of its neighborhood.
Thresholding, region growing, classification and clustering can be subsumed as
intensity-based methods. The number of detectable tissue classes is usually rather
limited and comprises the main structures cerebrospinal fluid, gray matter, and
white matter. These techniques are particularly sensitive to noise and artifacts.
• Atlas-based methods: Atlas-based segmentation methods rely on a priori knowl-
edge of the target structures. Algorithms from this branch of segmentation methods
were primarily used in my work and specifically in the presented pipeline. It will
therefore be explained in more detail in the last part of this section.
• Surface-based methods: Surface-based approaches rely on deformable models,
for example, active contours or active surfaces, that are iteratively transformed to
reproduce the boundary structures in the image by minimizing an energy function.
• Hybrid approaches: These family of approaches combine the before outlined
segmentation approaches.
In recent years the accelerated development of machine learning techniques established
new deep learning-based approaches that outperform the classical segmentation ap-
proaches in several instances. However, those methods are complex and exhibit high
variability in terms of the employed training data, the selected optimization algorithm and
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hyperparameters as well as the designed deep learning architecture. These factors compli-
cate the reproducibility of the proposed approaches, especially when the documentation is
insufficient [77]. In addition, deep-learning-based techniques for MRI data segmentation
are currently still challenged by the limited availability of suitable training data with
the inherently higher risk of overtraining. This issue is further elevated when applying
neuronal networks to fully three-dimensional imaging data instead of two-dimensional
slices of imaging data as it is currently commonly done [78]. Given these challenges and
the goal of designing an immediately applicable processing pipeline in the context of tES
head model creation, I, therefore, primarily focused on classical, established MR image
segmentation approaches.
2.3.1 Atlas-based segmentation
As explained in [79, 80], atlas-based segmentation techniques attempt to overcome the
initially mentioned issues of MR image segmentation by incorporating a priori knowledge
about the segmented structures. This knowledge is provided as an atlas, typically
containing information about the location and appearance of the structures of interest.
Depending on the number of atlases employed for the final segmentation, atlas-based
methods can be classified into single-atlas and multi-atlas segmentation approaches.
Single-atlas methods reduce the segmentation problem to a mere registration problem
of an individual atlas to the subject image [81]. This atlas can be either the mean of a
population, the morphologically closest instance to the subject, or an arbitrary, manually
created template. In multi-atlas approaches, several atlases are used to segment the
subject image. A standard procedure is to register every atlas to the image of the subject,
propagate the labels of the registered atlases to the subject image and derive the final
segmentation for each position in the image by a majority voting.
2.4 Image morphology
The segmentation process computes a partition of the input image into several distinct
segments. These segments constitute the basis for the creation of human computational
models. Depending on the utilized segmentation algorithms and the requirements of
the subsequent mesh generation procedures, these segments may require additional
processing by means of morphological image operations. A short introduction of the
relevant operators based on [82] is provided in this section.
2.4.1 Binary image morphology
Morphological operations concern the shape or morphology of objects in images rather
than their intensity making them well suitable for the processing of binary images. In
my processing pipeline, the segments of the identified biological structures are separated
into distinct segmentation images and then binarized. These binarized segmentation
images often require post-processing to mitigate flaws in the segmentation, such as small,
detached clusters of wrongly classified voxels, holes, and rugged or open boundaries of
21
2. Anatomical structures in magnetic resonance images
the segments. For that reason, I will focus here on binary morphology. It is, however,
worth noting that the following operations are in principle feasible for non-binary images,
too.
The underlying principle of morphological operators is the convolution of the image with
a so-called structuring element. In the case of three-dimensional images, the structuring
element is a 3D matrix encoding a binary mask with values of 1 to identify voxels covered
by the mask. The neighborhood of each voxel of the image is probed by successively
shifting the center of the structuring element. Morphological image processing operations
can be divided into basic operators and compound operators resulting from a consecutive
application of the basic operators.
Basic operations
The general purpose of a basic morphological operator is to determine whether a voxel of
a binary image should be set, i.e., a value of 1 is assigned, or zeroed.
Dilation A dilation operation sets a voxel to 1 if any of its neighboring voxels are part
of the binary mask defined by the structuring element. A dilation, thus, enlarges objects
by adding one or more boundary layers. Set-theoretically expressed, the final value of
voxel v is set to 1 if the intersection of image G and the structuring element M shifted to
v, Mv, is a non-empty set
G⊕M := {v : Mv ∩G 6= 0}.
Erosion A voxel is discarded by an erosion operation, if not all of its neighboring voxels
are entirely covered by the mask of the structuring element. It is the result of the query
whether the mask M at voxel v, Mv, is a subset of image G
G	M = {v : Mv ⊆ G}.
Compound operations
Compound operations are possible because dilation and erosion satisfy the associative
law.
Closing The closing operation on an image G is realized by a dilation followed by an
erosion
G ·M = (G⊕M)	M.




Opening The opening operation is realized by an erosion followed by a dilation
G ◦M = (G	M)⊕M.
With this sequence, small gaps and holes may be enlarged, but the object itself is
unaffected.
Other operations
With this set of image morphology operators, various operations are feasible. For example,
hole filling can be achieved naively by repeated dilations of a seed voxel at the boundary
of the image and the intersection of the result at each iteration with the inverted original
image. This operation is repeated until the resulting image converges to a stable condition.
The inverted result is the hole-filled version of the original image.
2.5 Summary
This chapter covered the geometric aspects of the human computational models used in
simulations of tES. The primary terminology of neuroanatomy was introduced, magnetic
resonance imaging as the modality of choice, and related processing techniques, most
importantly the segmentation of biological structures, were explained. In the subsequent
chapter 3, the MRI processing pipeline that I developed at the beginning of my doctoral
studies is presented, integrating the techniques discussed here. Chapter 4 completes the
contemplation of computational human head models by introducing the physical and






This chapter is based on the publication
Semi-automated generation of individual computational models of
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Furthermore, the presented work contributed in large parts to the following book chapter
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Harald Möller. Brain and Human Body Modeling, p. 245–282, Springer
Cham, 2019. DOI: 10.1007/978-3-030-21293-3_13
The presented project is the collaborative result between the nuclear magnetic resonance
unit at the Max Planck Institute for Human Cognitive and Brain Sciences (MPI CBS) and
me. Supported by Pierre-Louis Bazin, I designed and realized the central aspect of the
presented pipeline for the segmentation of the skin, skull, and brain from head magnetic
resonance images. I further co-supervised and instructed the student assistant Jens Bode
at the MPI CBS, who extended the segmentation workflow to include aspects of the
human upper torso and the air-cavities of the skull. Mikhail Kozlov conducted the high-
frequency electromagnetic field simulations for MRI safety assessments (subsection 3.2.4).
André Pampel performed the MRI measurements of the three volunteers of this study
(subsection 3.2.1)
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Abstract Simulating the interaction of the human body with electromagnetic fields
is an active field of research. Individualized models are increasingly being used, as
anatomical differences affect the simulation results. I introduce a processing pipeline for
creating individual surface-based models of the human head and torso for application
in simulation software based on unstructured grids. The pipeline is designed for easy
applicability and is publicly released on figshare1.
The pipeline covers image acquisition, segmentation, generation of segmentation masks,
and surface mesh generation of the single, external boundary of each structure of interest.
Two gradient-echo sequences are used for image acquisition. Structures of the head and
body are segmented using several atlas-based approaches. They consist of bone/skull,
subarachnoid cerebrospinal fluid, gray matter, white matter, spinal cord, lungs, the
sinuses of the skull, and a combined class of all other structures, including skin. After
minor manual preparation, segmentation images are processed to segmentation masks,
binarized images per segmented structure free of misclassified voxels and without an
internal boundary. The proposed workflow was applied to 2 healthy subjects.
Individual differences of the subjects were well represented. The models were proven to
be suitable for simulation of the RF electromagnetic field distribution.
Image segmentation, creation of segmentation masks, and surface mesh generation are
highly automated. Manual interventions remain for preparing the segmentation images
prior to segmentation mask generation. The generated surfaces exhibit a single boundary
per structure and are suitable inputs for simulation software.
1Available from figshare https://figshare.com/s/f2e47b41e974ab67039b
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3.1 Introduction to human body modeling
Computational modeling of the interaction between the human body and electromagnetic
fields (EMF) has become important in many scientific fields as it can provide quantities,
such as amplitudes and phases of electromagnetic fields, specific absorption rate (SAR),
or temperature, that would be difficult to directly acquire in vivo. The utilization of
subject-specific human body models is increasingly advocated for MRI radiofrequency
(RF) safety assessments [83] as well as it is likewise recommended to base simulations of
transcranial electric stimulation on individualized head models [84]. It was shown that
anatomical differences impact the EMF in simulations [26, 27, 85, 86]. Techniques to
generate human models can be sufficiently accurate to closely reproduce the shape of
biological tissues [87], enabling the study of inter-subject variability and the exploration
of specific anatomical phenotypes or pathological alterations. However, the creation of
individualized models is a rather laborious and largely manual task in the case of human
body models or the generated models are usually limited in their extent to the head and
neck area with more automated tools.
Human models are discretized either voxel-based or surface-based before they are eventu-
ally input to an EMF simulation environment for generating the volumetric computational
grid, which, including the further stages of my tES simulation workflow, is the topic
of chapter 5. In a voxel-based model, structures that are in parts thinner than the
employed resolution (e.g. the cerebrospinal fluid in the sulci) are represented as parti-
tioned, non-continuous segments in space. In this case, the electrical contact between
anatomically connected parts of the same tissue is not ensured. Moreover, the curved
structure of human tissues can only be discretized in an approximate and rigid staircase
manner. Increasing the resolution of voxel-based models mitigates these challenges but
considerably raises their computational and storage demands. These problems are avoided
with anatomically correct, surface-based models. Such models preserve the electrical
contact within and between tissues and better reproduce the complex shape of curved
structures by creating a continuous triangulated representation of their boundaries [88].
Several open-source and commercial surface- and voxel-based models of the human head
or entire body exist with different levels of detail. For example, the MIDA model is an
ultra-high-resolution human head and neck model [89], whereas the “Virtual Population
2.0” is a set of full-body models [90]. Further instances of full-body, surface-based models
include the female model of the Visual Human Project® [91], and models included in
commercial software, such as ANSS HFSS (ANSYS, Inc., Canonsburg, PA, USA).
The generation of realistic surfaces of the boundaries of human tissue is a non-trivial task.
Images obtained by different modalities (e.g. MRI, computed tomography) commonly
serve as a starting point. These images are segmented into a pre-defined set of structures
to derive a voxel-based model. Subsequently, a surface-based model can be generated
using the surface representations of the boundaries of the structures that are present
in the voxel-based model. In this process, image segmentation is critical. The number
and type of structures that can be included in the model essentially depend on the
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ability to segment them (preferably automated). This may be difficult to accomplish, for
instance, for bone or air spaces if only MRI data are available, which typically exhibit
a low contrast between both structures. Moreover, the generated surfaces must meet
specific geometric quality criteria (e.g. surfaces should be manifold) to be suitable for
the subsequent volume mesh generation.
In this project, I focused on generating realistic surfaces of boundaries of healthy tissue
of the human upper torso and head solely from MRI data in a semi-automatic manner
based on freely available tools. To date, only a few free and ready-to-use packages
comprehensively handle all the involved requirements. Most pipelines are designed for
a rather restricted purpose and generate application-specific volume meshes coupled to
particular simulation software. SCIRun, for example, is a generalized Problem Solving
Environment, which includes modules for segmenting various tissue types, computing
corresponding isosurfaces and improving the resulting triangular surface meshes [92, 93].
However, it requires user expertise, and the segmentation process lacks a high level of
automation [94]. BrainStimulator [95], an automated tES simulation environment, was
implemented using SCIRun but is limited to the modeling of the head. Similarly, the
segmentation and modeling pipelines of the tES simulation environment SimNIBS [43]
and ROAST [44], which are based on the Computational Anatomy Toolbox 12 [96] and
SPM 8 [97], respectively, are limited to creating surface-based (SimNIBS) or image-based
(ROAST) models of the head and neck. 3D Slicer is another general software package
that includes numerous modules for segmentation and surface meshing [98]. Despite the
availability of these tools, a complete head and torso segmentation pipeline has not yet
been implemented in freely available software.
3.2 Description of the processing pipeline
The presented pipeline comprises four major steps: image acquisition, segmentation,
creation of segmentation masks, and surface mesh generation. Image acquisition includes
a head and a combined head and torso MRI scan. The subsequent processing treats each
MRI scan separately in a highly automated manner, utilizing the Java Image Science
Toolkit (JIST) [99], a plugin of the Medical Image Processing, Analysis, and Visualization
(MIPAV) toolset [100]. The information from both acquisitions is consolidated at the
end of the segmentation process.
3.2.1 Image acquisition
All investigations involving human subjects had been approved by the ethics committee
of Leipzig University. After obtaining informed written consent, images were recorded
from two healthy male volunteers (age 29 and 22 years; body weight 75 and 90 kg; height
180 and 188 cm) at 3 T on a MAGNETOM Prismafit (Siemens Healthcare, Erlangen,
Germany). A high-resolution (nominal 1 mm isotropic) 3D head scan was acquired
with a 32-channel (receive) head coil employing a T1-weighted MPRAGE sequence with
previously established parameters (repetition time, TR, 2.3 s; inversion time, TI, 0.9 s;
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echo time, TE, 3 ms; flip angle, α, 9°; field of view, FOV, 256×240×176 mm3; sagittal
orientation; acquisition time, TA, 9:12 min) [101]. Additional imaging of the head and
upper body, at a lower resolution (nominal 1.6×1.6×5 mm2), was performed with a body
coil and a 2D FLASH sequence (TR 100 ms; TE 2 ms; α, 30°; FOV 500×328 mm2; 5 axial
slices; thickness 5 mm; gap 5 mm; TA 16 s). The generated models were intended for
assessments of head coils in high-field MRI, specifically regarding RF field homogeneity
and SAR, and as head models for the simulations of transcranial electric stimulation.
For both purposes, a model truncated at the shoulders already provides a sufficient
approximation [102, 103]. Depending on the subject’s size, 15 - 17 acquisition steps were
necessary to capture the entire region from the head to the iliac crest. Artifacts due to
diaphragm motion were mitigated by acquiring the images during a breath-hold after
exhalation.
3.2.2 Segmentation
Segmentation poses challenges primarily due to low contrast between certain structures
(e.g. bone and air) or similar textures of structures with poorly pronounced boundaries,
especially on torso scans. Atlas-based segmentation methods were, therefore, adapted
to the various sub-structures to be segmented. Employing atlases, as prior knowledge,
enables a highly automated segmentation procedure, a major goal of the proposed pipeline.
However, unsupervised atlas-based segmentation may not yield sufficient accuracy, for
example, for morphometric neuroanatomical studies. Notably, the surface-based models
generated by this pipeline are not intended for these applications.
Prior to the segmentation process, the MR images were corrected for B0 field inhomo-
geneities using the nonparametric nonuniform normalization (N3) algorithm [104] as
implemented in JIST.
Head segmentation
The head image is segmented into six neuroanatomical and non-brain structures employing
three atlas-based techniques.
Segmentation of skull and scalp The skull exhibits a low contrast on T1-weighted
scans, hardly distinguishable from CSF. Although at the time of designing the pipeline
in 2016, common segmentation tools like FSL BET2 [105, 106] or FreeSurfer [107, 108]
already offered skull estimates, their results (figure 3.1A, figure 3.1B) were not sufficient
for modeling purposes. BET2 underestimated the skull extent and failed to produce
a continuous boundary, whereas the watershed algorithm in FreeSurfer overestimated
the skull and missed individual characteristics. A brief comparison to more recent
segmentation approaches in SimNIBS [43] and ROAST [44], based on CAT 12 and
SPM 8, follows in chapter 5. To gain a better skull and scalp estimate, a rater-based,
majority-voting approach for their segmentation was employed. Multiple anatomically
unique atlases (see subsequently) are registered to the subject’s head image data, both
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Figure 3.1: Sagittal (top row) and axial (bottom row) view of the surface representation
of segmentations of the skull from a T1-weighted MPRAGE volume obtained by three
different algorithms. (A) Skull estimate obtained by FSL BET2. A continuous skull
surface could not be estimated. Furthermore, the oral cavity was partially segmented
as skull. (B) Skull estimate obtained by FreeSurfer. The watershed algorithm applied
in FreeSurfer overestimated the skull surfaces and could not capture the skull outline
accurately. (C) Skull estimate obtained by STAPLE as used in the current processing
pipeline. A continuous surface is obtained that properly captures the individual shape of
the skull. Characteristics of the eye-socket are present.
linearly with a customized implementation of FLIRT [109] and non-linearly with the
SyN algorithm [110] from ANTS in MIPAV. The resulting segmentations are considered
“decisions” of independent “raters” in the Simultaneous Truth And Performance Level
Estimation (STAPLE) algorithm [111]. Based on the complete set of segmentation
images, the algorithm performs an optimized, voxel-wise, majority vote. A performance
evaluation is computed and a probabilistic estimate of the true segmentation image is
provided (figure 3.1C). The method was successfully applied previously using CT images
as atlases [112].
Twenty segmented, individual images from the BrainWeb database [113] are employed
as atlases. This has two consequences. First, only structures that are present on those
BrainWeb images can be segmented. Second, since the original BrainWeb images were
only defined from the top of the head to the medial part of the nose, information about
the mandibula and maxilla as well as the zygomatic bone are not included in the resulting
head segmentation image.
The BrainWeb images feature a large number of segmented structures; each tagged with
a name and an integer label, including scalp, skull, and bone marrow. The inclusion of
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the bone marrow during the majority-voting process impaired the result by introducing
considerable noise in the final skull estimate. Thus, the label of bone marrow in the
original BrainWeb data was replaced with bone. To facilitate registration, the atlas labels
were adapted to approximately match the average contrast values of the structure they
represent in the original MR images. Each average was computed from manually-probed
intensities from five different, random locations within the respective structures in the
original MR image. The labels in the atlases were then replaced with these values.
Segmentation of air cavities The cranial bone features several air cavities referred to
as sinuses which must be considered for accurate modeling. However, they are absent in the
BrainWeb images and, therefore, not segmented by the multi-atlas approach. While sinuses
are hardly distinguishable from cranial bone with MRI, they are easily distinguished
with computed tomography (CT). Thus, a single-atlas segmentation procedure was
employed involving the generation of a subject-specific, pseudo-CT volume from a single,
symmetrical CT template obtained from Rorden et al. [114]. To facilitate the registration
process, the template contrast range was linearly shifted by +1024 to yield only positive
values. Compression of the contrast range by a constant factor of 0.5 yielded a maximum
intensity below 550 for intracranial tissues, which approximately matched the maximum
intensity in the MR data.
The CT atlas is then registered linearly and non-linearly to the subject’s MR volume.
The air-filled cavities exhibit the lowest contrast values on the CT template, allowing easy
identification and marking of such voxels. By deleting the largest connected component of
those voxels, which extends to the image boundary, the background is removed, yielding
an image representing only internal air. A probability map of that volume can then be
computed, exhibiting a value of 1 at the center of air cavities and declining values towards
their boundary. Additionally, the values of the MR volume are normalized into [0,1] and
inverted to yield values close to 1 in areas of previously low intensity (i.e. air and bone)
with lower values elsewhere. Multiplication of the probability map with the modified MR
volume ensures that the shape of the segmented air cavities is primarily determined by
the underlying subject’s data and not the CT template. The final segmentation image is
obtained after a binarization, followed by hole filling and opening operations (figure 3.2).
Air cavities are surrounded by cranial bone. As this was not considered during the
segmentation process, the segmented air structures may be overestimated and could
overlap the skull boundary. This would result in holes that affect simulations [115]. To
ensure a minimum width of the surrounding skull boundary, a binarized and eroded
version of the skull is multiplied with the air segmentation image. This restricts air voxels
to within the eroded skull mask and prevents possible overestimation.
Segmentation of intracranial tissue Although CSF, gray matter (GM), and white
matter (WM) are part of the BrainWeb images, the majority-voting approach is inadequate
to segment the fine details of cortical folding and the complex branching of WM bundles.
Their segmentation has been addressed in common toolboxes, such as FSL FAST [105,
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Figure 3.2: Air segmentation work-
flow. Using the acquired T1-weighted
MPRAGE data of the subject and a CT
template, the air segmentation masks
are created through a series of image
manipulation steps. All images depict
the same slice of the volume.
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116], SPM [97], BrainSuite [117] and FreeSurfer [108, 118]. Segmented intracranial
structures ideally must be nested to ensure only one boundary between adjacent structures.
BrainSuite [119] and FreeSurfer [120] offered a topological correction of the segmented GM
cortex, but not for other tissue classes. Rather, the Multi-object Geometric Deformable
Model (MGDM) algorithm [121] was used as it maintains the topology of all objects
and their relationships. To prevent CSF and skull overlap due to an overestimation of
CSF, the skull is provided as prior information to the MGDM algorithm. The algorithm
then computes a segmentation image comprising the subarachnoid CSF and ventricles as
well as detailed cortical and subcortical structures and the cerebellum. The method was
previously validated for 7T data in [122].
The MGDM algorithm relies on a combination of atlases from the BrainWeb database
and a probability map of 30 different brain structures derived from the Internet Brain
Segmentation Repository [123]. In addition to these atlases, a deformable model is
employed to ensure compliance with the topological constraints. The MGDM algorithm
can, thus, be considered a hybrid segmentation approach. The labels of all structures
segmented by MGDM are integrated into the four labels of subarachnoid CSF, ventricles,
GM, and WM. To further enhance the accuracy of the segmented GM, the Cortical
Reconstruction Using Implicit Surface Evolution (CRUISE) algorithm [124] is subse-
quently applied, reconstructing the cortical geometry in more detail than conventional
segmentation approaches.
Torso segmentation
Automated methods do not exist for torso segmentation. Hence, I take a similar approach
as above, registering a single full-body atlas linearly and non-linearly to the FLASH
image. The result is a segmented upper torso merged with the head in a subsequent step
(see subsequently). The AustinMan full-body human model (version 2.4) from the visible
human project [125] serves as the torso atlas. This model originally features a very high
in-slice resolution of 0.3 × 0.3 mm2, with a slice thickness of 1 mm, and a total of 64
segmented structures. The model represents a single male of 90.27 kg body weight and
180.34 cm height [126].
For the present purposes, the atlas required a two-step manual preprocessing. Firstly,
the atlas image was cropped to match the extent of the FLASH data, if they differed.
Secondly, labels were assigned to the structures of interest. For the two modeled subjects,
the cropping was performed at the base of the lungs. Labels were combined to obtain:
bone, air, CSF, GM, WM, and an additional class for all other structures (see table 3.1
for an overview).
Merging head and torso segmentations
A complete head segmentation image was generated by merging the images of scalp and
skull, air, as well as intracranial tissue. A prior registration was not required since the
three segmentations were performed on the same MR volume. The image, which contained
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0 ExternalAir Background 128 LungInflated Air
2 InternalAir Air 132 Nail Other tissue
4 Colon Other tissue 136 Fat Other tissue
6 ColonInternal Other tissue 144 Esophagus Other tissue
9 Pons White Matter 148 Pancreas Other tissue
10 Medulla White Matter 152 Gland Other tissue
11 Midbrain White Matter 156 Tongue Other tissue
12 BrainGreyMatter Grey Matter 160 Thymus Other tissue
15 Urethra Other tissue 164 SmallIntestine Other tissue
16 Bladder Other tissue 165 SmallIntestineInternal Other tissue
20 Aorta Other tissue 168 Lymph Other tissue
24 Duodenum Other tissue 172 Tooth Other tissue
25 DuodenumInternal Other tissue 179 ErectileTissue Other tissue
27 VentricleAtrium Other tissue 180 Muscle Other tissue
28 BloodVessel Other tissue 181 Diaphragm Other tissue
32 BrainWhiteMatter White Matter 184 SpinalCord White Matter
44 GallBladder Other tissue 188 Spleen Other tissue
52 Cerebellum Grey Matter 192 Nerve Other tissue
61 HeartMuscle Other tissue 196 VitreousHumor Other tissue
62 HeartDCT Other tissue 200 Stomach Other tissue
72 Cornea Other tissue 201 StomachInternal Other tissue
76 Prostate Other tissue 204 SkinDry Other tissue
80 CerebroSpinalFluid Cerebrospinal fluid 208 MucousMembrane Other tissue
84 BoneCortical Bone 214 Fascia Other tissue
88 Kidney Other tissue 215 ITBand Other tissue
92 BoneMarrow Bone 216 Trachea Air
96 EyeSclera Other tissue 218 DarkTendon Other tissue
99 DuctusDeferens Other tissue 219 DCT Other tissue
100 Testis Other tissue 220 Tendon Other tissue
108 Liver Other tissue
110 PeritonealCavity Other tissue
111 Meniscus Bone
112 Cartilage Bone
116 Lens Other tissue
124 Dura Cerebrospinal fluid
Table 3.1: Conversion table of the AustinMan atlas labels to tissue structures represented
in the proposed pipeline. The structures present in the AustinMan atlas are combined
into structures of interest for the later simulations (Air (4), Bone (7), CSF (10), other
tissues (20), GM (30), WM (40)).
the segmented scalp and skull, was prepared for merging by labeling all intracranial
voxels as CSF. It was then merged with the segmentation images of the intracranial
tissue and air cavities by transferring the non-zero voxel labels.
Merging the complete segmentation images of the head and body remains a manual
operation. As they originate from different scans, they needed to be transformed into
a common space. The body image was scaled to match the voxel size of the head
image. Subsequently, any information inferior to a manually defined slice was deleted,
sparing only the head volume. Then, a rigid-body registration of the head image to the
manipulated body image was performed. Figure 3.3A shows the registered head image
overlaid on the body image. It should be noted that the head image partly occludes
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several facial bones. Hence, a manual definition of the boundary along the bottom of
the skull, close to the base of the brain stem of the segmented head as illustrated in
figure 3.3B, was necessary. This was followed by cropping the inferior parts of the head
volume and the superior parts of the body volume.
Figure 3.3: A) Head segmentation overlaid onto the body segmentation showing axial,
sagittal, and coronal views. The scalp representation of the head segmentation inter-
sects and thus overrides parts of the facial bone and parts of the jawbone of the body
segmentation, which is clearly observed in the axial and the sagittal view. Therefore, a
simple overlay of the two segmentation images does not suffice to obtain an accurate
segmentation of the head. A manual definition of the boundary at which to merge both
segmentations is necessary. B) Manual definition of the boundary at which the head
segmentation is merged with the body segmentation. Left: Head definition of the body
segmentation. The upper part of the head is masked and will be replaced by the head
segmentation. Middle: Head definition of the head segmentation. The lower part of the
head is masked and will be replaced by the body segmentation. Right: Result obtained
after merging.
Generation of binary segmentation masks
The segmented images are insufficient to generate surface-based models for three reasons.
First, due to their partially nested arrangement, most human body structures exhibit
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an external and internal boundary. In a surface-based model, the internal surface
can resemble the external surface of an adjacent internal structure. Keeping these
surfaces would increase the triangle count without introducing additional information.
Furthermore, such adjacent surfaces are prone to numerical inaccuracies of the vertex
locations causing mutual intersections and intermediate gaps. Second, the segmented
scalp and skull may exhibit noise, that is, small clusters of non-classified voxels. Third,
depending on the required detail of the represented structures, a coarser resolution of the
segmentation image might be favored in exchange for faster subsequent processing in EMF
simulation software. The segmentation images are, therefore, processed to segmentation
masks.
To standardize the subsequent procedures across all structures, they are separated into
one image per structure, binarized by assigning values of 1 only to voxels representing the
segmented structure, and a zero-padding of ten voxels at all image borders is performed to
avoid undesired interactions of subsequent morphological operations with these borders.
Temporarily, the segmented volume is manually split at the bottom of the brain stem to
enforce the anatomically most reasonable topology for the torso and the head, respectively.
For example, air is enclosed by bone in the head but outside of bone structures in the
lungs.
Every mask is morphologically closed, which ensures a continuous external boundary.
Finally, a morphological filling followed by the addition of a morphologically dilated
version of the corresponding internal structure guarantees a minimum thickness of two
voxels for every structure and eliminates the inner boundary. For bone and air in the
torso, intersections are avoided by subtracting the dilated bone mask from the air mask,
ensuring a spacing of at least two voxels between them.
This yields strictly nested binary segmentation masks of the segmented structures
separately for the head and torso with a single boundary between adjacent structures.
Masks of structures present in the head and torso (e.g. bone) are then joined by adding the
associated binary images. The mask of the spinal cord required additional morphological
processing and is not entirely joined with the WM mask to ensure that the spinal cord
does not penetrate the GM. More precisely, the spinal cord mask was split into aspects
inside and outside the GM by multiplying and subtracting the GM mask, respectively.
Adding the internal mask of the spinal cord to the WM mask yielded two masks: the
external spinal cord and the WM with the internal spinal cord. The two masks interface
at the lower planar boundary of the GM.
3.2.3 Surface Mesh generation
Surface definitions are generated from the segmentation mask of every structure utilizing
the Contour Filter in ParaView [127], which implements the “synchronized templates”
algorithm [128] that is based on the Marching Cubes algorithm [129]. The Contour Filter
approximates, by triangulation, the polygonal representations of isosurfaces, i.e., surfaces
of identical values within a 3D volume. The resulting surface meshes are exported to
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STL files. Figures 3.4A & 3.4B show examples of the resulting triangular surface meshes
of the GM and skull, respectively. The surface mesh generation process is automated
using a bash script, invoking ParaView for each segmentation mask with a predefined
execution plan.
Figure 3.4: Result of the synchronized templates algorithm implemented in ParaView
for the boundary surface of A) the gray matter tissue and B) the skull structure. This
algorithm preserves detailed structures but creates surface meshes with a high number of
triangles. The shape of the computed mesh elements is close to a regular triangle.
3.2.4 Application to EMF simulations for MRI at 7T
The commercial software ANSYS HFSS 2014 (ANSYS, Inc., Canonsburg, PA, USA),
featuring a frequency-domain solver, was used to conduct EMF simulations and compute
the RF magnetic field amplitude, B+1 , as well as the SAR using the surface-based model of
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subject 1. Because the model exhibited a high number of triangles, it was first remeshed
with the geometry preprocessor ANSYS SpaceClaim 2017.2. For each surface, a respective
triangulated surrogate wrapper surface was generated with increased smoothness and
an adaptive number of triangles depending on the curvature of the surface. The surface
preprocessing workflow is also described in reference [130]. In ANSYS HFSS, a rectangular
domain (air box) was defined. A tetrahedral grid was generated in this domain with
the model at the center using the remeshed surfaces. Initial conditions were set on the
boundaries of the domain as follows. The top boundary was set to excite a traveling-wave
at 297.2 MHz and 1 W transmit-power. An HFSS radiation boundary condition modeling
an electrically open surface [131] was defined for the other boundaries to absorb the EMF.
Electrical properties (dielectric constant and conductivity) of the tissues were adopted
from the IT’IS database [132].
3.3 Intermediate and final outcomes in two subjects
The final outcome and the intermediate results of the individual stages of the processing
pipeline are presented in two subjects. Note that for a more straightforward arrangement
the according figures were all placed at the end of this section.
The segmentation of the MPRAGE image (figure 3.5a & 3.5b, panels A) based on the
multi-atlas approach captured the individual shape of the scalp and skull but did not
segment air cavities and failed to provide a sufficient level of detail of the intracranial
structures. Furthermore, the segmentation is restricted to the extent of the atlases. The
segmented image after this step is illustrated in panels B. The segmentation of air inside
the skull based on a pseudo-CT volume captured individual characteristics of the cavities
well (panels C). A comparison of the results obtained in the two subjects revealed that
for subject 2 the frontal sinus was not segmented (figure 3.5b, panel C) due to sinusitis,
which can be observed on the corresponding MPRAGE image. The MGDM algorithm
segmented the brain into a multitude of intracranial structures (panels D). The cortical
gyrification is well represented and the topology of individual structures is preserved.
The estimated cortical folding is further improved by the application of the CRUISE
method in the subsequent process of generating the segmentation masks, as depicted
exemplarily in figure 3.6 for subject 1.
The FLASH volume comprising the head and upper body is segmented by registering the
AustinMan template to it in a single-atlas-based approach. It should be noted that the
template deviates from subject 1 in terms of body weight and from subject 2 in terms
of body height. Albeit the same template was used for both subjects, the registration
approach allowed to transfer properties of the original MR images to the segmentation
image (figure 3.7, panels B), such as varying amounts of body fat, a differently pronounced
chin, or curvature of the spinal column and spinal cord.
Figure 3.8 shows the final segmentation images for both subjects after combining the
segmented skull and skin, air, intracranial tissue, and upper torso. This result is
geometrically accurate yet still unsuitable for the surface generation. As can be observed
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in the axial views of figure 3.8, the scalp exhibits several non-classified voxels, the
sinus frontalis of subject 1 (axial view of figure 3.8A) is incomplete, and the topological
constraint of the structures being nested into one another is not enforced yet for the
torso (e.g. the spinal cord is not surrounded by CSF). These issues are addressed in the
subsequent mask generation process.
The surfaces (figure 3.9) generated from the segmentation masks using ParaView are
manifold, that is, they do not contain any holes. They exhibit individual differences
between the subjects, which becomes particularly apparent for the skin and GM surface
meshes. The quality of the generated surfaces is adequate for further processing (e.g.
remeshing, volumetric meshing), as demonstrated in figure 3.10 for subject 1 exemplarily.
As a proof of concept, figure 3.11 shows the computed point-SAR (i.e., the local SAR
without mass or volume averaging) and B+1 obtained with ANSYS HFSS using the
surface-based model of subject 1. Import of the surface-based model, remeshing, and
the computation of the tetrahedral volume mesh required approximately 10 hours of
processing on a current Dell workstation. B+1 was computed after about one hour.
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(a) Subject 1. (b) Subject 2.
Figure 3.5: Complete head segmentation of subjects 1 and 2. Panel A) T1-weighted
MPRAGE images. Panel B) Head segmentation computed by the STAPLE algorithm: A
closed, continuous representation of the skull has been segmented, following the individual
curvature of the skull of the subject. Note that internal air has not been segmented and
is (falsely) represented as skull as well. Furthermore, the cortical folding is not well
represented by the gray matter (GM) segmentation. Panel C) Segmentation of air cavities
(sinus frontalis, sphenoidal sinus, external auditory meatus). Panel D) Segmentation of
intracranial tissue by the multi-object geometric deformable model (MGDM) algorithm
into a multitude of subtypes. The dura mater is highly overestimated.
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Figure 3.6: Sagittal, coronal, and axial slice of the brain segmentation obtained by the
MGDM algorithm. The MGDM algorithm segments the brain into various substructures,
which have been integrated into gray matter (GM; brown color) and white matter (WM;
blue color) in this visualization. A) Original T1-weighted MPRAGE image. B) Segmen-
tation output of MGDM. C) Detail of the cortical surface is enhanced by the cortical
reconstruction using an implicit surface evolution algorithm. Note the cingulate sulcus or
the interhemispheric fissure, which are only weakly or not at all present in the MGDM
segmentation.
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(a) Subject 1.
(b) Subject 2.
Figure 3.7: The FLASH images of both subject (panels A) and the corresponding upper
torso segmentations (panels B). The single-atlas approach solely based on registration
sufficiently transfers the individual shape of the upper body structures to the AustinMan
template.
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Figure 3.8: Comparison of the complete head and body segmentations of subjects 1 (A)
and 2 (B). Individual features of the general body shape, the curvature of the spinal
column, and facial features are well segmented.
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Figure 3.9: Triangu-
lated surface meshes
















1) & 1,701,004 (sub-
ject 2) (A); bone:
1,619,864 (subject
1) & 1,756,294 (sub-
ject 2) (B); CSF:
366,488 (subject 1)
& 361,242 (subject
2) (C); GM: 704,388
(subject 1) & 729,676








& 41,624 (subject 2)
(F); and air: 782,334
(subject 1) & 853,486
(subject 2) (G). Note:
facial features have
been blurred in these
images for reasons of
anonymization. The
blurring is not the
result of the presented
workflow.
(a) Subject 1. (b) Subject 2.
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Figure 3.10: Quality metrics of the surface meshes of all segmented structures of subject
1. The quality of the surface triangles can be assessed either by dimensionless ratios of
different geometric parameters (e.g., aspect ratio, radius ratio) or by measures derived
from a matrix formed by the edge vectors of the triangle as column vectors (e.g., scaled
Jacobian) [133]. Means and SDs of the radius ratio, scaled Jacobian, and shape of the
triangles of all surface meshes are plotted. The green shaded area indicates the ideal range
of values at which a triangle is considered well-shaped according to the corresponding
metric. The elements of the surface meshes computed by ParaView, which implements
the Verdict library [134] are in general of adequate quality. The radius ratio is the ratio
of the circumference and incircle of the triangle; the scaled Jacobian is the Jacobian of
the triangle scaled by the product of the two longest edges of the triangle; and the shape is
the inverse of the condition number of the weighted Jacobian matrix of the triangle.
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Figure 3.11: Coronal (A, C) and sagittal (B, D) slices of the local SAR (A,B) and B1+
amplitude (C, D) from an electromagnetic field simulation of 1 W transmit power at
297.2 MHz conducted with the computational model of subject 1 using ANSYS HFSS
2014.
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3.4 Discussion, limitations & future work
In this work, I established a processing pipeline to generate surface-based models from
individual MRI data. The realization of individualized EMF and SAR simulations is
facilitated by the semi-automated and, thus, faster generation of surface-based models.
The proposed pipeline is built solely on the use of MR images as single input. The
pipeline was tested with standard gradient-echo sequences; however, other sequences or
protocol settings are expected to work as well. Computed tomography is an imaging
modality that provides a superior contrast of the skull and enclosed sinuses, facilitating
the segmentation of these structures. However, CT leads to significant radiation exposure.
It was therefore excluded as a required source of input images.
Only a few electrically relevant structures (bone, air, GM, WM, CSF, and a joint tissue
class for all other tissue types) were considered in the proposed segmentation pipeline.
In principle, integration of additional structures is straightforward, as the applied atlases
feature a multitude of structures that may be included for specific applications. However,
the segmentation accuracy would need to be investigated for such additional tissue classes.
The majority-voting approach used for the scalp and skull segmentation is unsuitable for
segmenting highly variable structures, such as body fat or bone marrow. Likewise, the
reliability of the single-atlas approach used for the body segmentation may be limited to
structures that do not show major deviations in position or shape from the AustinMan
atlas. However, the MGDM algorithm segments the brain in greater detail than merely
GM and WM, allowing the incorporation of subcortical structures into the model.
Considering fat and muscle tissue, especially in the head part of the model, would be
beneficial for simulations of transcranial direct-current stimulation (tDCS) [135, 136] or
SAR of MRI head coils [85]. An investigation of methods to overcome these challenges
in segmenting highly variable structures is left for future work. Also, a more detailed
representation of the body, such as including the intestines and the vascular system, was
not considered because the benefit of incorporating a detailed representation of the torso
is negligible for the purpose of SAR simulations for head coils [102], which was, aside
from my tDCS simulations, the primary application of this joint project.
Merging the head and body segmentation images was difficult to automate because the
slice where they meet is identified by the base of the brain stem - a location hard to
identify automatically on segmentation images. Attempts at automatization were not
deemed to be sufficiently robust, so I opted for a quick-to-perform manual approach that
ensured consistent results.
The “synchronized templates” algorithm used for surface meshing avoids the typical voxel-
grid-like structure present in naive surface reconstructions of voxel-based 3D volumes. It
generates high-resolution surfaces that preserve all details of the underlying segmentation
masks. However, these surface triangulations exhibit a high number of equally sized
triangles even in flat areas, which may be unfavorable for some simulation software. To
decimate the number of triangles, either the resolution of the segmentation masks prior
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to surface meshing can be reduced, which simultaneously decreases the detail of the
surfaces, or the surfaces can be remeshed. The post-processing of these surfaces in my
tES simulation workflow is presented in the upcoming chapters 4 and 5.
Common simulation software additionally allows to import a mathematical description
of boundaries by non-uniform rational basis splines (NURBS) with the advantages of
a higher smoothness, no fixed triangulation dictating element size and shape, and the
possibility of appending additional geometry by means of constructive solid geometry.
In reference [137], a population of NURBS-based full-body models was created with the
comparatively complex skull still represented by conventional triangulated surfaces. Thus,
it remains an open question whether intracranial structures of even greater complexity
can be properly represented by NURBS definitions.
The proposed approach is aimed at generating surface-based models with a single surface
between adjacent structures. Consequences are ventricles enclosed by WM and a layer
of two voxels of GM around the brain stem. For the spinal cord, which overlaps the
GM, a joint planar interface with the GM was introduced. Such compromises are usually
inevitable when applying a surface-based volume meshing in the subsequent simulation
software. Image-based volume meshing approaches circumvent these restrictions at the
cost of less control over the boundary of the volume mesh sub-compartments. Both
techniques, surface-based and image-based meshing, are applied in my tES simulation
pipeline. Their description follows in the subsequent chapter 4.
Figure 3.12: Triangulated surface
meshes of the skin and bone struc-
ture of the female participant.
Initially, the pipeline has been tested with healthy
male subjects as a proof of concept. After the pub-
lication of this work, a third model of a female
volunteer was created (figure 3.12 illustrates the
generated "other tissue" and bone surfaces). Aside
from using the AustinWoman template for the body
segmentation, all other parts of the pipeline re-
mained unchanged, underlining its generalizability.
I used the head segmentation component of the
pipeline to create more than 100 individual head
models of both sexes for tES simulations in the past
years. Nevertheless, the reliability of the results in
subjects with largely divergent physiques such as
obese subjects or children, remains to be evaluated.
In such cases, the body segmentation through registration to a single atlas may be
more challenging and another more suited template might be favored. Furthermore,
the segmentation of pathological tissue, such as brain lesions, was not tested. Such
tissue may not be segmented or even impair the result. To account for such factors, the
implementation of other segmentation techniques is suggested, as is the integration of
alternative imaging sequences or modalities for the input.
The extent of the model may be varied according to the intended use. For example, SAR
simulations of a whole-body coil require full-body models [85]. Extension to full-body
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models, although possible with this approach, may be challenging due to the large number
of separate structures to include in the model, as well as the variability in patient limb
positioning and body shape. For other applications, such as simulations of tDCS [103],
the model extent can be reduced by decreasing the extent of the body scan and atlas or
using only the head model.
The presented pipeline employs classical atlas-based segmentation approaches. Since
the publication of this work, deep-learning-based segmentation approaches have been
increasingly proposed for the whole head segmentation (e.g., with the ForkNET architec-
ture [138]) for the cortical segmentation (e.g., in FastSurfer [139], a recent iteration of
Freesurfer), and for the brain parcellation (e.g, by QuickNAT [140]). For the segmentation
of various lesions, general approaches such as the DeepMedic [141] architecture but also
more specialized networks for the detection of specific types of lesions, for example, due to
multiple sklerosis [142], stroke lesions [143] or tumors (DeepSeg [144]) are being developed.
Finally, deep-learning-based solutions for the segmentation of other, non-neuroanatomical
structures such as structures of the human heart from cardiac MR data [145] or adipose
tissue [146] are engineered. These methods offer a promising perspective for automatic
medical image segmentation, but further research must be conducted to gain reliable and
generalizable deep-learning-based segmentations of the whole head and body (also see
section 2.3).
3.5 Conclusion
I introduced a semi-automatic pipeline to generate surface-based models of the human
head and upper torso with a single surface between adjacent structures solely based on
individual MR images. The segmentation process is implemented in the Java Image
Science Toolkit, a plugin of the Medical Image Processing, Analysis and Visualization
toolset, and surface mesh generation is realized in ParaView. All tools are freely available
and open-source, as is the presented pipeline, along with further documentation on
applying the proposed methods. In a 4-step process, CSF, GM, WM, air, the spinal
cord, bones, and a combined class of the remaining tissues of the head and upper torso
are segmented using highly automated atlas-based approaches. Manual interventions
are necessary to prepare the segmentation images for segmentation mask generation.
The segmentation images are post-processed to generate continuous, voxel-based masks,
which are free of classification errors. Finally, surface triangulations of the boundaries
are obtained. The surface-based models that resulted from this work were applied for the
evaluation of MRI coils in finite-element simulation software [147, 148] and for simulations
of transcranial electric stimulation in my own tES simulation workflow. Besides, selected
parts of the pipeline have been used for the head model creation in a related tDCS
intervention study that combined simulated electric fields and behavioral measurements
of proprioception [2].
As discussed before, the segmentation images and boundary surface representations
resulting from the presented processing pipeline constitute the foundation for the ge-
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ometrical modeling of the volume conductor model, which in turn forms the basis for
simulations of transcranial electric stimulations. In the volume mesh generation, these
segments and surfaces are used to define the geometry of distinct compartments of the
computational volume grid. In the subsequent chapter 4 the theory of the head volume
conductor modeling is complemented by the mathematical and physical aspects of the





Abstract Following the identification of biological and neuroanatomical structures in
MR images, they must be discretized, creating a computational grid for the simulations.
At the same time, the underlying physical problem must be modeled by mathematical
equations that usually likewise require a discretization on the generated grid. Their
solution is, then, derived by numeric solution methods. The simulation of transcranial
electric stimulation (tES) is physically based on the discretized, quasi-static approximation
of Maxwell’s equations. To determine their solution, numerical methods such as the
finite element or finite volume methods are typically utilized. Such methods operate
on a spatial discretization of the physical domain, that is, the head of the simulated
subject, most commonly by an unstructured tetrahedral grid. This chapter provides a
theoretical introduction into the electrostatic physics underlying tES, the discretization of
the physical problem with the finite volume method, a short introduction to the numeric
solution methods that eventually approximate the results of the electrostatic problem,
and a brief overview of volume mesh generation methods.
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4.1 Electrostatic foundations
Transcranial electric stimulation denotes a family of brain stimulation techniques that ap-
ply an electric current over non-invasively mounted electrodes. While only in transcranial
direct current stimulation the waveform of the applied current is a pure direct current
(figure 1.1), the frequency of the change in current direction in the other tES variants
(transcranial alternating current stimulation, transcranial random noise stimulation, and
transcranial pulsed current stimulation) is low enough to be likewise considered a direct
current. Therefore, all transcranial electric stimulation methods can be sufficiently physi-
cally described by the electrostatic branch of the theory of electromagnetic fields. [149]
Electrodynamic phenomena can be neglected, making contemplations of magnetic fields
due to temporally changing electric fields irrelevant. As a result, the force exerted on a
charge carrier in an electric field is at the core of the following introduction to the theory
of electrostatic fields. This section is based on a corresponding section of my master’s
thesis [150] and chapter 2 of the book “Introduction to Electrodynamics” by David J.
Griffiths [151, pp. 59 - 86].
First, the two most relevant quantities for tES simulations, the electric field strength
and the current density, are characterized. The partial differential equations that are
commonly solved to compute both quantities in tES simulations are then deduced. Finally,
the electrical conductivity of biological tissue as the influencing factor to the electric field
is discussed.
4.1.1 Electric field strength
The electric field strength E is one of the basic vectorial quantities in simulations of
tES. Its properties can be derived from Coulomb’s law, one of the fundamental laws
of electrostatics. It describes the force on a probing point charge p at position r in an
electric field due to the source point charge Q at r′
F(r) = p(r)E(r) = ke
p(r)Q(r′)
|r− r′|2 (r− r
′) (4.1)
with Coulomb’s constant ke = 14πε0 ≈ 8.988 · 10
9N ·m2
C . The magnitude of the force
quadratically dependents on the distance |r− r′| between the positions of both charges
and their magnitude p(r)Q(r′). The force direction is given by the difference vector of




|r− r′|2 (r− r
′) (4.2)
it becomes clear that the electric field strength depends on the ratio between the force
on the probing point charge and the magnitude of that charge. With a point charge of
1 Coulomb, the electric field strength can be solely described by the vectorial force in
Coulomb’s law. Because of this direct relationship, the electric field strength is likewise
a vectorial quantity measuring the force on a unit charge in an electric field exerted
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by a source charge Q with the unit Vm (volts per meter). When considering spatially
continuously distributed source charges in volume Ω instead of point source charges, the















revealing that the superposition principle applies, meaning that the electric fields of all
source charges in space are totaled. The electric field strength is subjected to the same
influencing factors as the force in Coulomb’s law except for the magnitude of the point
charge, which is canceled out (equation (4.2)). This implies that the force on the probing
charge in an electric field created by a source charge Q is independent of the magnitude
of the probing charge and, most importantly, that the electric field of the source charge
is not manipulated by introducing a point charge. Other than that, the same parameters
apply. The electric field strength quadratically attenuates with increasing distance to the
source charge. And there is a linear relationship between the magnitude of the source
charge and the electric field strength.
4.1.2 Current density
The vectorial current density J indicates the amount of current flow perpendicular to a
surface S in the units Am [152]. The current flow denotes the number of charge carriers









J · dS. (4.6)
A linear relationship between the electric field strength and the current density is given
via the electrical conductivity, σ in Sm , (Siemens per meter)
J = σE. (4.7)




with σ=̂1ρ (the electrical resistivity ρ is the reciprocal of the electrical conductivity) and
U=̂E. From equation (4.7) follows that an electric field through a conductive medium
elicits a current flow, which can be computed using the electrical conductivity of the
medium and the electric field strength.
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4.1.3 The electric field strength as the derivative of the electric
potential
Instead of calculating the electric field strength based on source charges in space, it can
also be derived from the electric potential.
To understand the relationship between the electric field strength and the electric
potential, the theory of vector fields must be contemplated. As outlined before, the
electric field strength can be described by a vector. In this section, it is shown that
the vector field of the electric field strength exhibits several advantageous properties
making it a conservative vector field with an associated scalar potential field, which is
the field of the electric potential. The key characteristic of conservative vector fields is
being irrotational, i.e. their curl is 0 at every location. An irrotational vector field can
be further represented as the gradient field of multiple, associated, equivalent, scalar
potential fields. The gradient of such a potential field can be determined by its partial
derivate in each spatial direction at every location. To utilize this relationship for the
calculation of the electric field strength, it is first shown that the electric field strength is
indeed a conservative, curl-free vector field.





with r denoting the position of the probing charge. With the source charge at the origin,
the path integral across its electric field between two points p1 and p2 is zero if both
points are equidistant from the source charge∫ p2
p1













) = 0 (4.10)
with rp1 , rp2=̂ distance of the points p1 and p2 to the origin and rp1 = rp2 . This property
implies that the path integral across an arbitrary, closed path must be zero because
the starting point equals the end point. This property is reflected in Kirchhoff’s second
circuit law ∮
E · dl = 0. (4.11)
Finally, the Stokes’ theorem states that the path integral over the boundary of an
arbitrary surface embedded in a vector field equals the surface integral of the curl of this
vector field across the entire surface. Since the path integral of the electric field strength
equals zero, the same is true for the surface integral of its curl∮
E · dl =
∫
S
∇×E · dS = 0. (4.12)
This is true for arbitrary surfaces allowing the following simplification
∇×E = 0. (4.13)
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Concludingly, the curl of the electric field strength is zero; the vector field is irrotational
and, therefore, a corresponding potential field must exist. From equation (4.11) further
follows that the path integral along any path between two points p1 and p2 always yields
the same value since two paths between the same pair of points constitute a closed path.
Hence, the path integral of the electric field strength is independent of the respective
path. From the origin O to point p this gives
V (p) = −
∫ p
O
E(r) · dl (4.14)
a scalar value, the electric potential V at p. The electric potential is uniquely determined
for every point p since the path to that point is irrelevant.
To establish the relation to the electric field strength, the voltage between two points p1
and p2 should be considered, that is, their potential difference.
















The gradient theorem of line integrals defines the line integral over a gradient field as the
difference of the scalar values of its original potential field at the end points of the line




Combining equations (4.15) and (4.16) gives∫ p2
p1
(∇V ) · dl = −
∫ p2
p1
E · dl. (4.17)
Since this equation holds for every two points p1, p2 this equation simplifies to
E = −∇V. (4.18)
This partial differential equation reveals that the electric field strength equals the negative
of the gradient field of the electric potential, which implies a) the magnitude of the
electric field is the strongest at locations, where the potential difference is the highest,
b) the vectors of the electric field strength point to the position of the lowest potential
in the field, c) the vectors of the electric field strength are perpendicular to potential
surfaces, these are areas with constant potential, and d) the electric field strength can be
calculated as the partial derivative of the electric potential field by the nabla operator.
4.1.4 Determining the electric potential
It was shown that the electric field strength could be calculated using the electric potential.
In this section, the determination of the electric potential field is deduced.
The vectorial flux φ of the electric field strength through a closed surface S enclosing a
charge Qenclosed in a volume Ω should be considered for the following deduction. It can
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be intuitively concluded that the flux through S is a measure of the total charge enclosed
by S and that it is solely determined by Qenclosed, not by any other charge outside S.
The electric field of any charge outside S would enter and leave Ω, resulting in a net flux




E · dS = 1
ε0
Qenclosed (4.19)
with ε0 = vacuum permittivity. Applying the divergence theorem, which relates the flux
of a vector field through a closed surface to its enclosed volume∮
S




allows the substitution of the surface integral of the electric field strength by a volume























Since the volume integrals are valid in any volume Ω they can be simplified to
∇ ·E = 1
ε0
p, (4.23)
describing the divergence of the electric field strength. Equation (4.23) represents one of
Maxwell’s equations, the four fundamental governing equations of electromagnetic fields.
Substituting the electric field strength E by the partial derivative of the electric potential
(equation (4.18), deduced in the previous subsection) yields Poisson’s equation
∇2V = − 1
ε0
p. (4.24)
Restricting further contemplations to charge-free volumes, i.e. volumes with only external
source charges and zero charge density, simplifies Poisson’s equation to Laplace’s equation
∇2V = 0, (4.25)
using the Laplace operator
∆V = 0. (4.26)
Solving this partial differential equation for V yields the electric potential field. Finally,
when incorporating non-uniform electrical conductivity σ(r) of the investigated volume,
the equation is extended to




The following information was summarized from [1, pp. 47 - 48] if not indicated otherwise.
Generally, the electric current induced by tES in the head can be considered compounded
from two components. A resistive component is induced by free charge particles in the
intra- and extracellular spaces of the head tissue. A capacitive component is induced
by the polarization of local charge distributions at the cell membranes. The dielectric
properties of materials describe how both components of the electric current are affected.
The electrical conductivity σ, Sm (Siemens per meter), is a measure of the ability of a
material to conduct electric current due to the availability of free charge carriers. It
is, therefore, relating to the resistive component of the electric current. The electric
permittivity ε, Fm (Farads per meter), influences the strength of the polarization induced
by an electric field. It is impacting the capacitive component of the electric current.
Both properties are frequency dependent within four dispersion windows, denote as α-,
β-, γ-, and δ-dispersion of which only the α-dispersion window is relevant for constant
direct currents or low-frequency alternating currents of a few Hertz to a few kHz [153,
pp. 19 - 21]. The main influencing factor in the α-dispersion window is the cellular
structure of the biological tissue restricting the resistive component of the electric current.
Only at higher frequencies, the charge carriers can pass the intracellular and extracellular
space cellular relatively unimpeded, resulting in increased conductivity. Contrary, the
electric permittivity decreases at higher frequencies but is irrelevant at lower frequencies.
Therefore, the capacitive component of the electric current and the electrical permittivity
are only considered relevant for high-frequency currents and are, thus, excluded from
further explanations.
This leaves the electrical conductivity as the main electrical property of tissue to be
considered in simulations of tES. Its magnitude in biological tissue in the relevant frequency
range for direct current was assessed by several studies [154, 155, 156]. However, the
studies varied in terms of employed recording methods and tissue preparation resulting in
inconsistent reports of electrical conductivity. Since the choice of electrical conductivity of
the tissue influences simulations of tES decisively [22], the uncertainty in this parameter
of the simulations is a major concern. Recently, the concept of calibrated electrical
conductivity was introduced by Huang et al. [42]. It was shown that simulated electric
fields could achieve a remarkable congruence with electric fields derived from intracranial
in-vivo measurements when the electrical conductivity is individually adapted for each
subject. Subject-specific conductivity measurements are currently researched by means
of magnetic resonance imaging. Magnetic resonance electric impedance tomography
(MREIT) [157] and its extensions conductivity tensors imaging (DT-MREIT) using
auxiliary electric currents [158] and magnetic resonance conductivity tensor imaging
(MRCTI) that does not require the application of additional currents [159] promise
non-invasive imaging of the individual conductivity profile of subjects. However, while
electric current-injecting methods require a comparatively complex setup, injection-free
methods have, so far, not been extensively tested for the human brain. An alternative to
individually measured electrical conductivity can be modeling the electric properties of
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tissues in the simulation as an uncertain input by random variables [160]. The result of
such approaches is an electric field with an associated variance due to the uncertainty in
the electrical conductivity. This technique is further discussed in more detail in chapter 6
of this thesis.
As can be learned from conductivity tensor imaging methods, dielectric properties can be
anisotropic in certain areas of the human head, meaning that their impact on the current
flow depends on its direction. This effect is driven by biological structures restricting the
pathway of the charge carriers: the skull and the white matter exhibit such structure.
In the skull, the electrical conductivity for current flow in the tangential direction is
higher than for a flow perpendicular to the skull surface. This originates from the layered
structure of the skull with a layer of higher conductive cancellous bone embedded in
harder, less conductive compact bone. The white matter mainly consists of axons. The
current flow in the extracellular space is, therefore, restricted in the direction of axonal
bundles. Especially the inclusion of the anisotropic conductivity of the white matter
was suggested by multiple simulation studies [37, 161, 162, 163]. Several methods were
proposed to estimate the anisotropic conductivity from diffusion-tensor imaging data
based on theoretical assumptions of the similarity of the conductivity tensor to the
diffusion tensor. They are based on knowledge of the physiological structure of white
matter tissue not only consisting of axons but also other cells and fluids, or they are
based on electrochemical relationships. All methods complement each other and their
confirmation is currently still an open question [164].
4.2 Discretization of electrostatic quantities
Physical phenomena like electrostatic fields are mathematically modeled using partial
differential equations as presented in the previous section. These equations allow the
determination of the quantity of interest, for example, the electric potential, at arbitrary
locations in a well-defined space, the physical domain. The principles of the computerized
physical and domain modeling are explained in [165, chapter 4] and shall be summarized
in the following paragraphs.
Different simplifications for the definition of the spatial domain can be made involving
a dimensionality reduction (e.g. from three to two spatial dimensions), exploiting
geometrical symmetry, or defining the behavior of the investigated physical problem at
the boundary of the domain by boundary conditions. For computer-based calculations
of electrostatic quantities in biological tissue, the physical domain and the governing
equations are often too complex to be solved directly analytically, necessitating their
discretization. Spatial discretization involves the subdivision of the spatial domain into
multiple, smaller, discrete, non-overlapping elements resulting in a grid or computational
mesh. The partial differential equations are translated to a set of algebraic equations that
allow the approximation of the analytical solution of the physical quantity at discrete
points, which are commonly the nodes or cell centroids of the computational grid, by a
numerical solution method.
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Various approaches for the discretization of partial differential equations exist, among
which the finite element method (FEM), the finite volume method (FVM), and the finite
difference method (FDM) are the most prominent methods. Illustration 4.1 sketches
the discretization process. In my work, the FVM-based framework OpenFOAM [51] is
employed for the discretization of the previously outlined partial differential equations to
compute the electric potential (eq. (4.27)) and the electric field strength (eq. (4.18)).
The physical domain is discretized by an unstructured tetrahedral grid. The principle
procedure of the FVM method, the numeric solution process, and the creation of the
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Figure 4.1: An illustration of the discretization process of physical phenomena reproduced
from [165, fig. 4.1, p. 86]. After modeling the physical process by mathematical equations
and defining the spatial domain, a discretization of both the domain and the equations is
usually required. The discretized equations are then solved by numerical solution methods,
yielding an approximation of the solution of the initially defined equations.
4.2.1 The finite volume method
The finite volume method (FVM) is an approach to discretize partial differential equations
using a computational grid. The FVM features embedded conservative properties and
high flexibility in terms of supported computational grids making it especially popular for
solving problems of computational fluid dynamics (CFD) without being limited to this field
of application. The following information were extracted from [165, sections 5.2, 5.7 & 5.8].
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The basic concept of the FVM relies on the partitioning of the physical domain into
non-overlapping, convex, so-called control volumes, which cover the entire domain and
exclusively exhibit planar faces. For each control volume, the solution to the physical
problem is sought in a two-step process. First, the governing partial differential equations
are integrated over the control volumes (if not already defined as volume integrals).
The volume integrals are transformed to surface integrals over the faces of the control
volume by the application of the Gauss theorem. This allows expressing the change in the
quantity of interest, i.e. its derivative, in a control volume by its change at the boundaries
of this volume. The surface integrals are further discretized by numerical integration
using different interpolation schemes. This yields the so-called semi-discretized form
of the governing equations. In a second step, the partial differential operators of the
semi-discretized equations are discretized. Their partial derivatives in the local control
volume are expressed through interpolation schemes involving the values defined in the
neighboring control volumes. This process is denoted linearization of the semi-discretized
form of the governing equations. When the values of the neighboring control volumes
are directly used to compute the sought-after quantity, the numeric solution method is
referred to as explicit. If the sought-after quantity is handled as an unknown value in a
system of equations solved by direct or iterative solution algorithms, the solution method
is called implicit.
The main branches of the FVM are the vertex-centered and the cell-centered FVM. The
distinctive properties are the location where the variables and their associated quantities
are specified, and the relation of the control volume to the discretized domain. In the
vertex-centered FVM, the variables are defined at the grid nodes and the control volumes
are constructed as the dual grid of the discretized domain. The cell-centered FVM is more
commonly used because of the identity between the control volumes and the elements of
the discretized domain, allowing arbitrary polygonal shapes as elements without requiring
predefined shape functions. In the cell-centered FVM, all quantities are defined at the
centroids of the cells, that is, the grid elements. However, cell-centered methods are more
sensitive to the smoothness of the underlying computational grid and non-conjunctional
as well as non-orthogonal mesh elements, which will be discussed in more detail below.
The FVM is based on the general conservative transport equation for any scalar φ
∂(ρφ)
∂t
+∇ · (ρvφ) = ∇ · (Γφ∇φ) +Qφ. (4.28)
The terms in that equation are denoted
∂(ρφ)
∂t . . . the transient term
∇ · (ρvφ) . . . the corrective term
∇ · (Γφ∇φ) . . . the diffusive term
Qφ . . . the source term.
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From these terms, the diffusive and source term are relevant for the electrostatic problems
at hand.
Discretization of the Laplacian operator
As deduced in the previous section, determining the electric potential of electrostatic
fields is a steady-state problem that can be solved by finding the solution to the Laplacian
equation in volumes with inhomogeneous electrical conductivity (eq. (4.27)). The electric
potential can, therefore, be determined using the FVM by the diffusive term, disregarding
the transient and corrective terms [165, chapter 5]. The Laplacian equation to be solved
is integrated over each control volume. Its solution is determined at the faces of the
control volumes using the Gauss theorem. Starting with equation (4.27) extended by the
source term
∇ · σ∇V +QV = 0, (4.29)
with
V the scalar electric potential (φ in the general equation)
σ the electrical conductivity (Γ in the general equation)
the integration over the control volume Ω yields∫
Ω
QV dΩ = −
∫
Ω
∇ · (σ∇V ) · dΩ. (4.30)
Applying the Gauss theorem transforms the volume integral of the diffusive Laplacian
term to a surface integral over the surface ∂Ω of volume Ω with the normal vector n∫
Ω
QV dΩ = −
∫
∂Ω
(σ∇V ) · n · dS. (4.31)
The general surface integral over ∂Ω is replaced by a summation of the surface integrals
over each face f∂Ω of the control volume∫
∂Ω





(σ∇V ) · nf∂Ω · dS
)
. (4.32)
To approximate the surface integral at each face of Ω, the Gaussian quadrature can be
applied ∫
f∂Ω
(σ∇V ) · nf∂Ω · dS =
∑
ip(f∂Ω)
(σ∇V )ip ωipSf∂Ω (4.33)
with
ip the integration point,
ip(f∂Ω) the set of integration points at face f∂Ω,
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ωip the weighting function of integration point ip,
Sf∂Ω the face area vector of face f∂Ω that points outwards perpendicular to the face,
with its magnitude encoding the area of the face.
The standard trapezoidal rule for the numeric integration would be achieved by using one
integration point at the face center and weighting it by 1, resulting in the mean gradient
across the face.
The final discretized, numeric surface integral for the Laplacian operator over a control
volume is ∫
∂Ω





(ωip (σ∇Vip) · Sf∂Ω) (4.34)











δΩ the volume of control volume/mesh element Ω.
It is common for FVM implementations to use one integration point as a compromise




(σ∇V )f · Sf∂Ω (4.36)
as the semi-discretized version of the initial Laplacian equation (4.29).
The next step of the discretization of the Laplacian equation is the transformation of the
gradient operator ∇ in equation (4.36) into an algebraic equation that can be subsequently
solved by a numeric solution method. This transformation, described in [165, chapter 8]
and [166, chapter 4], is called linearization and depends on the values of the variables of
the neighboring cell centers necessitating an interpolation. Assuming a two-dimensional,
cartesian, regular grid, each control volume exhibits four faces (east e, south s, west w,
north n) with their associated surface-area vector Se∂Ω ,Ss∂Ω ,Sw∂Ω ,Sn∂Ω . In this case,
equation (4.36) can be expanded to
(−σ∇V )e ·Se∂Ω +(−σ∇V )s ·Ss∂Ω +(−σ∇V )w ·Sw∂Ω +(−σ∇V )n ·Sn∂Ω = QVipδΩ. (4.37)
Exemplarily, the surface area vector of the east face of a control volume in this regular
grid is
Se∂Ω = +(∆y)i (4.38)
with
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∆y the length of the east and west faces, that is, their face area,
i unit vector pointing perpendicular to the cartesian x-axis.
Inserting the face area vector of the east face into the equation for determining the
electric potential (from eq. (4.37)) at the east face yields
























j . . . unit vector pointing perpendicular to the cartesian y-axis,
∂V
∂y . . . vanishing because of 0 area of the face across the y axis,
i · i = 1 . . . the dot product of two unit vectors.
To determine the partial derivative of the electric potential along the x-direction of
the east face, several interpolation schemes exist, among which the central differencing
scheme is commonly used. This interpolation scheme assumes a linear gradient of the
electric potential V between its values VP and VE at the centroids xP and xE of the
neighboring cells P and E in distance δxe,
∂V
∂x
≈ VE − VP
xE − xP
= VE − VP
δxe
. (4.40)
For non-cartesian grids, the gradient is determined in the direction of the face normal
vector. In cartesian grids, the normal vector of the east and west sides is parallel to the
x-axis of the grid, which is why equation (4.40) suffices as an approximation in this case.



















For better readability, the quotient of the face area and the distance between the centroids
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It should be noted that gDiffe exclusively depends on the geometry of the computational
grid. Substituting gDiffe into equation (4.41) gives
(σgDiffe)VP + (−σgDiffe)VE . (4.43)
The same procedure follows for the south, west and north faces resulting in a total
algebraic equation of the Laplacian term for the control volume P
αC · VP + αE · VE + αS · VS + αW · VW + αN · VN = bC . (4.44)
with the coefficients
αE . . .−σgDiffe
αS . . .−σgDiffs
αW . . .−σgDiffw
αN . . .−σgDiffn
αC . . .σgDiffe + σgDiffs + σgDiffw + σgDiffn
bC . . .QVΩδΩ
to be solved for the unknown values of the electric potential V .
The introduced approach for the discretized Laplacian term can be extended to three-
dimensional control volumes and control volumes embedded in an unstructured grid,
necessitating more complex approximations.
Influence of the computational grid on the discretization
On a global level, the type of computational grid impacts the accuracy of the discretization
process. In structured, regular grids, the discretization of the numerical operators is
more straightforward and error contributions from one face of the control volume are
partially canceled out by the error contributions of the opposite face. Unstructured grids
complicate the discretization of the operators and result in potentially lower accuracy.
However, unstructured grids can considerably reduce the spatial discretization error, that
is, the approximation of the spatial domain. Therefore, they are the preferred method
for the spatial discretization of complex structures. Local issues commonly arising in the
discretization of operators in unstructured grids are presented below with information
from [165, sections 8.6 & 8.7] and [166, section 8.3].
The most common local issue that also affected my tES modeling efforts is mesh non-
orthogonality. Two neighboring control volumes are considered non-orthogonal to each
other when the surface area vector Sf and the distance vector d between the centroids
of the control volumes are not parallel (see figure 4.2). The change in the quantity of
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Figure 4.2: An illustration of two non-orthogonal neighboring control volumes. The face
normal vector n and the distance Vector d between the cell centroid of both cells are not
parallel. Figure adapted from [165, fig. 8.9, p. 241]
interest appears between the centroids of the neighboring cells reflected by the distance
vector between both centroids. In an orthogonal grid, the direction of the change is
sufficiently represented by the face normal vector (as done when applying the Gauss
quadrature in eq. (4.32) to yield eq. (4.33)). However, in the non-orthogonal case, the
gradient at the shared face cannot be approximated with surface area vector solely
based on the face normal vector. Rather it must be estimated from two components, an
orthogonal component, given by the normal vector, and a non-orthogonal component,
given by the direction vector d. Different methods for decomposing the orthogonal
and non-orthogonal components exist, intending to gain a reliable approximation of the
gradient at the boundary of two neighboring non-orthogonal control volumes. Mesh
orthogonality can impact the convergence due to poorly discretized gradients.
Another often occurring problem is mesh skewness between non-conjunctional control
volumes. Two control volumes are skewed when their distance vector d does not pass
through the centroid of the shared face f (figure 4.3). This violates the assumption of
numeric integration approaches that approximate the surface integral across the shared
face by a single interpolation point at the center of that face (eq. (4.36)) and results in
discretization errors.
Other influencing properties are the ratio of the size of two neighboring control volumes.
Their size should not differ greatly to ensure that their centroids are approximately
equidistant from the shared face. Depending on the differencing scheme approximating
the partial derivative of the quantity of interest at the shared face, the assumption that
the estimate is located at the center between the two neighboring centroids may be
violated (for example, in the central differencing scheme, eq. (4.40)).
The aspect ratio of the mesh elements, that is, the ratio of the edges of the element,
results in differently sized faces affecting the coefficients of the linearized equation (4.44).
The coefficients are in large parts responsible for the spectral properties (eigenvalues,
eigenvectors) of the matrix representing the system of equations to be solved and, hence,
for the convergence rate of the subsequent solution methods.
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F
Sf f
f ' e C
dCF
Figure 4.3: An illustration of two non-conjunctional/skewed neighboring control volumes.
The centroid of the shared face and the position where the distance vector d between the
centroids of adjacent control volumes intersects the face do not coincide. Figure adapted
from [165, fig. 8.10, p. 242]
Boundary conditions
Given the limited extends of the discretized spatial domain, the behavior of the quantity
of interest must be defined at the faces of the mesh elements at the boundary of the
domain by so-called boundary conditions [165, section 8.3]. The Laplacian equation
is discretized as before for the internal faces of boundary elements (eq. (4.37)). The
discretization of the involved gradient operator at the boundary face b of the control
volume Ω is described by







For Dirichlet boundary conditions, the unknown value of the quantity of interest VB,
that is in my case, the electric potential, is provided to determine the solution after the
linearization of the equation. Von Neumann boundary conditions directly provide the
derivative of VB at the boundary face b and, thereby, the solution to equation (4.45).
Discretization of the gradient operator
The computation of the gradient is not only part of the linearization process of the
Laplacian operator; the calculation of the electric field strength likewise requires the
evaluation of the gradient of the electric potential (eq. (4.18)). For this operation,
I employed a least-squares method for gradient calculation in OpenFOAM. A brief
description of the concept of the least-squares gradient follows in this subsection (based
on [165, chapter 9]).
Generally, the change in the quantity of interest, that is, the electric potential, between
the centroid of cell C and the centroid of its neighbor F , F ∈ NB(C), can be described
as VF − VC . In the case of an exact gradient, VF can also be expressed through VC
and its gradient ∇VC . However, in unstructured grids, a control volume C usually has
more neighbors NB(C) than a three-dimensional gradient vector has components. For
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this reason, the gradient at C cannot be used to describe the electric potential VF of all
neighbors F ∈ NB(C) from the potential VC at C, therefore,
VF = VC + (∇V )C · (rF − rC) = VC +∇VC · rCF , (4.46)
with
rF . . . position of the centroid of cell F
rC . . . position of the centroid of cell C
rCF . . . distance vector between the centroids of C and its neighbor F,
does not hold. The least-squares method for the determination of the gradient constitutes



































i, j,k . . . the direction perpendicular to the x,y,z direction in a cartesian coordinate system
wk . . . the weighting factor of neighbor Fk.








a system of equations can be set up and solved for (∇V )C at cell C. The weighting
factor is of particular importance in this process since it impacts the contribution of the
neighboring cells to the gradient computation. To reduce the influence of values at cell
centroids farther from the centroid of C and thus make the gradient computation more
stable, the inverse of the distance between the centroids rCF can be used.
4.3 The numeric solution process
The previously described discretization process (section 4.2.1) results in a system of linear
equations A · V = b, which is explicated in [165, chapter 10] and [166, chapter 7]. Each
row of that system of equations represents the sought-after quantity, that is, the electric
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potential V in a distinct cell of the computational grid. Off-diagonal components of that
system represent the mutual influence of neighboring cells.
A · V = b
α1,1 α1,2 . . . α1,N−1 α1,N
α1,1 α1,2 . . . α1,N−1 α1,N
...
... . . .
...
...
αN−1,1 αN−1,2 . . . αN−1,N−1 αN−1,N

















The matrix A contains the coefficients αi,j (eq. (4.42)) that were set up during the
linearization process and is defined by the mesh geometry (e.g. the face area, the distance
of the centroids of neighboring cells) and the implementation of linearization process.
This matrix is symmetric, meaning that the number of rows equals the number of columns
(i.e. a quadratic matrix) and its elements are symmetrically arranged with respect to
its diagonal. b represents predefined values, for example, the initial values, boundary
conditions, or constants. This system of equations is typically sparse, meaning that
only a few control volumes interact with each other as the set of neighboring control
volumes NC of a control volume C is very small compared to the set of all cells of the
computational grid.
4.3.1 Direct solution methods
To solve a system of equations, there are direct and indirect solution methods, as explained
in [165, chapter 10.2] and [166, chapter 7.1.1]. Direct solution methods calculate the
exact solution to a system of equations by a single execution of the underlying solution
algorithm. Their basic concept is to determine the inverse of the coefficient matrix A
to calculate the solution to the unknown electric potential V as V = A−1b. The Gauss
elimination method is a prominent direct solution method that performs a successive
elimination of the unknown variables by rearranging the rows of the coefficient matrix
A. This process is called LU-decomposition and yields an upper triangle matrix with
non-zero components only in the elements above its diagonal and a lower triangle matrix
with non-zero elements only below its diagonal. However, direct solution methods are not
well suited for large sparse systems of equations because of their increased computational
and storage demand, as the resulting matrices of the LU composition are usually not
sparse anymore.
4.3.2 Iterative solution methods
Iterative solution methods are preferred in FVM implementations, so in OpenFOAM.
Their concept is presented here using information from [165, chapter 10.3] and [166,
chapters 7.1.3 & 7.1.5]. Such methods repeatedly apply a solution algorithm I to
determine intermediate solutions of the problem starting from an initial condition of the
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quantity of interest, in my case, the electric potential V
V k+1 ← I(V k), k = 0, 1, ...
The variation of consecutive, intermediate solutions is assessed, and the solution is deemed
to be converged if the difference is smaller than a defined residual. Iterative solution
methods, thus, approximate the exact solution and are usually aborted as soon as the
solution is considered stable.
Classical iterative solution methods












V k+1C . . . value of V at control volume C in iteration k+1
NB(C) . . . the set of all neighbors of C
aC . . . the coefficient at the diagonal of the coefficient matrix
aCF . . . the coefficient between control volume C and its neighbor F
V C,kF . . . the value of V at neighbor F of C in iteration k.
The new value at the current control volume C is computed based on the averaged value
of the quantity of interest at the neighbors VF from the previous iteration.
Gradient methods
Another family of iterative solution methods are gradient methods. Their basic concept is
the reformulation of the system of equations to an optimization problem. As an example,
the reformulation in the conjugated gradient method reads
solve AV = b⇔ minimize F (V ) = 12V ·AV − b · V,
which is equivalent since the gradient of F (V ) is
∂F (V )
∂V
= AV − b,
and minimizing the gradient approximates the sought after solution
minimize F (V ) = ∂F (V )
∂V
→ 0 = AV − b→ 0.
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Starting from an initial guess V 0 the function F is iteratively minimized in a distinct
direction yk, k = 0, 1, . . .
minimize F (V k + αyk) = 0,∀α ∈ R.
The direction yk, in which α is searched at each iteration, must be conjugated to the
directions in the previous iterations with respect to A. That means that the current
direction transformed by the matrix A must be perpendicular to any of the previous
directions transformed by A
yk ·Ayi = 0,∀i = 0, 1, . . . , k − 1
Improving the convergence of iterative methods
Several techniques exist to improve the convergence of iterative solution methods. I em-
ployed two methods, which are briefly presented below, based on [165, sections 10.3.3 & 14.2.2]
and [166, sections 7.1.6 & 10.3.3].
Preconditioning As mentioned before, the spectral properties of the coefficient matrix
and with this the mesh geometry impacts the rate of convergence. The idea of precondi-
tioning is to transform the system of equation by an invertible matrix P to gain a matrix
with more favorable spectral properties and a, thus, facilitated convergence
P−1AV = P−1b.
The matrix P is called the preconditioning matrix.
Underrelaxation A measure to support the convergence of an iterative solution
method is underrelaxation. This involves restricting the changes in the quantity of
interest V . In an unrestricted case, the result Vk of the current iteration k is based on
the result Vk−1 of the previous iteration k − 1 and the change between two consecutive
results is fully carried over to the new final solution








= V k,intermediateC .
To prevent strong local changes in the distinct control volumes from carrying over to other
control volumes, a relaxation factor λ ∈ (0, 1] can be introduced. A linear combination
of λ with Vk−1 determines the proportion of the previous result that is carried over to
the new solution









4.4 Spatial discretization by volume meshing
Numerical simulation methods such as the finite volume method (FVM) perform calcula-
tions on a discretized representation of the domain, namely the computational grid, of
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the simulated physical problem. Several types of grids exist with varying properties in
terms of accuracy of the solution, convergence of the numerical solution method, and
robustness of the underlying mesh generation algorithm. Amongst others, two generally
adopted forms of grids are regular grids of non-overlapping hexahedral elements and
unstructured grids of non-overlapping tetrahedral elements. Regular hexahedral grids
enable a fast convergence of the solver and are less prone to inaccuracies in the solution
due to insufficient mesh quality but reassemble curved objects poorly (see fig. 4.4a),
thereby introducing a higher spatial discretization error. Unstructured tetrahedral grids,
on the other hand, approximate arbitrarily shaped objects better (see fig. 4.4c). They
were, thus, the employed grid type in my work of simulating electrostatic phenomena
in complex biological tissue. However, unstructured grids require a more extensive
linearization of the numeric operators with a potentially higher error in the equation
discretization, greater computational effort, and slower convergence rate. In this section,
the concept of the creation of unstructured grids is presented and corresponding tools
and frameworks are discussed.
(a) Voxelized gray matter
mesh.
(b) Gray matter mesh with
the boundary surface gener-
ated by the Marching Cubes
algorithm
(c) Gray matter mesh
with the boundary surface
smoothed by the Taubin
algorithm and optimized by
an isotropic remeshing.
Figure 4.4: A comparison of the boundary surface of a gray matter mesh from three
different stages of the surface mesh processing.
4.4.1 Unstructured grid generation techniques
The discretization of the spatial domain comprises, in principle, the generation of nodes
in the prescribed space and the definition of a local connectivity of each node, that is,
a relation between the nodes. This process yields a set of non-overlapping simplices,
which represent the mesh elements or cells. An unstructured grid may be composed
of arbitrary types of mesh elements. The two most common types are 3-simplices, i.e.
tetrahedral elements, and hexahedral mesh elements. An unstructured grid can solely
consist of any of these types or a combination thereof. The latter necessitates the
introduction of a third type of grid elements, pyramidal elements. In this section, the
Delaunay tetrahedralization, a popular method for the creation of tetrahedral grids, the
71
4. Numerical simulation of transcranial electric stimulation
advancing front tetrahedralization, and the geometry adapted hexahedral grid generation
are introduced. This section is based on chapter 12 of [167] if not indicated otherwise.
Delaunay tetrahedralization
The most prominent property of a Delaunay tetrahedralization is the inherently overlap-
free generation of the mesh elements defined by the Delaunay criterion. The Delaunay
constraint states that “[...] each n-dimensional simplex defined by n+1 points is void of
any other points of the triangulation” [167, p. 450].
With this constraint, the basic approach for the generation of Delaunay tetrahedralization
starts from an initial triangulation, commonly an input surface describing the boundary
of the meshed domain. In an iterative Delaunay refinement process, new nodes are
successively added to the (interior of the) mesh domain and the tetrahedralization around
the introduced node is locally reconstructed. See figure 4.5a for a visualization of a
domain meshed by a Delaunay algorithm. The choice of the location for the insertion
of new nodes affects the suitability of the resulting tetrahedralization for subsequent
numeric simulations. Therefore, additional constraints apply that, for example, enforce a
minimum and maximum element size and shape in terms of aspect ratio and an adaptive
node density in areas where a strong variation in the physical quantity of the subsequent
numeric simulations is expected. One way to enforce a maximum element size is inserting
new points at the circumcenter of the mesh elements with the largest circumference until
all circumferences fall below the defined threshold.
Constraint Delaunay tetrahedralization In their basic form, Delaunay tetrahedral-
ization algorithms may not create tetrahedralizations that fully follow the boundary of
the input surfaces in some cases in order to meet the Delaunay criterion. As a result,
the mesh elements close to the boundary may break through. The subtype of restricted
Delaunay tetrahedralization algorithms has evolved to circumvent this shortcoming.
Three commonly adopted approaches are, 1) the Delaunay criterion is relaxed for nodes
close to the boundary, 2) additional nodes are inserted at the boundary, 3) mesh elements
that violate the boundary are removed in a post-processing step.
Optimization In addition to Delaunay tetrahedralization algorithms, several ap-
proaches for optimizing an existing Delaunay tetrahedralization have been proposed. This
includes improving the quality of the mesh elements according to specific criteria (e.g.
from subsection 4.2.1: skewness, non-orthogonality, aspect ratio). Mesh elements with an
unfavorable aspect ratio by almost coplanar nodes are denoted slivers and are the main
target for mesh optimizations. Mitigation strategies are based on locally perturbating
the nodes of slivers [168] and globally optimizing the mesh by node shifts to reduce the
total mesh energy [169].
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Advancing front tetrahedralization
The advancing front algorithm [170] requires an initial, triangulated representation of
the boundary of the to-be meshed domain. This boundary triangulation is iteratively
extended internally by adding so-called marching layers. The interface between the
already meshed part of the domain and the yet non-meshed part is denoted the advancing
front, hence, the name of the method. A new marching layer is formed by inserting new
nodes in the vicinity of the current front and connecting these points with the already
created tetrahedralization. By inserting the new nodes in a regular manner, for example,
along predetermined vectors, the shape and size of the generated mesh elements can be
controlled. The iteration stops when the entire domain is meshed and when two or more
advancing fronts meet in the interior of the domain. Figure 4.5b illustrates an exemplary
volume mesh generated by the advancing front method.
The advancing front method is specifically dependent on the quality of the triangulated
input surface. In addition, the areas of the tetrahedralization where the advancing fronts
of opposite boundaries of the domain met may result in mesh elements with unfavorable
quality.
(a) Result of a Delaunay tetrahedralization
algorithm.
(b) Result of an advancing front algorithm.
Figure 4.5: An exemplary three-dimensional domain was meshed using the Delaunay tetra-
hedralization and the advancing front tetrahedralization algorithms in gmsh v4.7.6 [171].
Geometry adapted hexahedral grid
Regular hexahedral grids poorly approximate curved structures but are straightforward to
create from a voxelized segmentation image and exhibit advantageous properties for the
discretization of the numerical operators. A compromise between the superior numerical
properties of hexahedral grids and a better approximation of the boundaries of curved
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mesh compartments is the geometry adapted hexahedral meshing approach [172]. The
idea behind the adapted hexahedral meshing approach is to shift the nodes of hexahedral
elements at the boundary of mesh compartments to better resemble their smooth structure.
To ensure a minimum quality of the adapted hexahedrons the nodes cannot be shifted
unrestrictedly limiting the flexibility of the approximation of the boundary.
4.4.2 Image-based and surface-based volume meshing
A volume mesh may be composed of one or multiple mesh compartments representing
regions with distinct physical properties. Their arrangement is defined by the input to
the volume mesh generation algorithm. Two primary types of input are feasible and were
used in my head volume mesh creation workflow.
Image-based volume meshing
Image-based volume meshing operates with labeled voxel images. Boundaries between
mesh compartments or the exterior and interior of the mesh are determined by the
bisection method [173, chapter 6.2.1] at the interface between two clusters of differently
labeled voxels. The voxel size of the input image and the abort criterion of the bisection
method determine the accuracy of the reconstructed boundary surface of the mesh or
the mesh compartments, respectively.
A significant advantage of the image-based definition of mesh compartments is that
no further transformation of the segmentation mask images (refer to sections 2.4 and
3.2.2) to intermediate boundary surfaces is required. Volume meshes are instead directly
created from the binary segmentation masks. This facilitates the setup process of the
computational grid as no topological constraints are imposed. This flexibility comes at
the cost of lowered control over the approximation of the boundaries of the mesh and its
compartments. Concludingly, this method is suitable for the volume meshing of objects
with complicated internal topology or when a precise representation of the boundary is
not required.
Surface-based volume meshing
Surface-based meshing requires the input of the boundary surfaces of the to-be meshed
domain and its compartments. It is the more commonly adopted approach for the volume
mesh generation in applications of tES simulation because it allows maximum control
over the boundary of the meshed domain, especially in conjunction with a restricted
Delaunay tetrahedralization or an advancing front algorithm. The volume mesh is created
in the interior of the surfaces.
The creation of such surfaces from MR images was addressed in the previous chapter 3.
These surfaces usually must meet the topological constraint of being completely nested,
that is, intersection-free and non-conjunctional. Intersections would, otherwise, introduce
ambiguities in the spatial domain. The membership to a mesh compartment of a node
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in two intersecting surfaces cannot be reliably determined. Also, conjunctional surfaces
may introduce intermediate gaps or self-intersections due to numerical inaccuracies in
the position of the grid nodes.
Besides, to benefit from the accuracy of the boundary approximation, the surfaces from the
classical surface reconstruction algorithms, such as the Marching Cubes algorithm [129],
are often further processed. This involves reducing the number of surface nodes and
smoothing the surface to gain a more realistic reconstruction of curved boundaries.
Common smoothing approaches are Laplacian smoothing and Taubin smoothing [174].
Laplacian smoothing iteratively determines the optimized position of each node of the
surface mesh by a weighted average of the positions of its neighbors. Depending on the
number of iterations and the local mesh geometry, this procedure may cause distortions
such as self-intersections and shrinkage of the volume enclosed by the surface. [175] Taubin
smoothing attempts to mitigate these problems by successively applying a Gaussian
smoothing, which, similar to the Laplacian smoothing, calculates the optimized position
of a vertex by the weighted average of its neighbors, with a positive and a negative scaling
factor. The smoothing pass with a positive scaling factor results in a shrinkage effect. The
subsequent smoothing pass with a negative scaling factor compensates this shrinkage and
restores the enclosed volume. A repeated application of both passes realizes a low pass
filter that removes the high-frequency changes in the nodal arrangement of the surface
mesh, resulting in a smoothed surface while better maintaining its enclosed volume. The
triangulation of a smoothed surface can be further improved by remeshing techniques
that optimize the distribution of the nodes across the surface. For example, the isotropic
remeshing by Botsch and Kobbelt [176] performs a series of edge split, collapses, and flips,
as well as a Laplacian smoothing to generate a surface with more evenly distributed nodes.
To avoid large deviations of the original surfaces, the optimized nodes are projected back
onto the original surface.
Figure 4.4 provides a comparison of the boundary of a gray matter mesh compartment
in its original voxelized appearance, its reconstruction by the Marching Cubes algorithm,
and a version that was first smoothed by the Taubin smoothing algorithm followed by an
isotropic remeshing.
4.4.3 Meshing tools
Various tools and frameworks implement the presented unstructured meshing algorithms.
VGRID [177] in SimBIO features a geometry adapting algorithm to generate hexahe-
dral grids with a lower discretization error for irregularly shaped objects.
Tetgen [178] is a tool that, among other functionality, generates constraint Delaunay
meshes and boundary conforming Delaunay meshes based on piecewise linear boundaries
such as surface meshes. Tetgen provides various options to control characteristics of the
mesh elements (e.g. radius edge ratio, tetrahedral volume).
75
4. Numerical simulation of transcranial electric stimulation
CGAL, the Computational Geometry Algorithms Library [179, 180], is a C++-based
API that provides a multitude of geometry processing related algorithms. The three-
dimensional mesh generation is a sub-package of CGAL that allows flexible volume
meshing from input surfaces, parametric functions, or labeled voxel images. The volume
meshing is realized by a Delaunay refinement based algorithm. The preservation of
feature-edges from input surfaces is possible as well as the optimization of the generated
tetrahedralizations by eliminating slivers. An additional sub-package of CGAL implements
the mentioned isotropic remeshing algorithm for the optimization of surface triangulations.
gmsh [171] is a tool with an API that enables at its core the generation of volume
meshes based on triangulated input surfaces or parametric functions. A Delaunay
triangulation as well advancing front algorithm is implemented to generated meshes in
2D and 3D consisting of triangles, quads, tetrahedra, prisms, hexahedra, and pyramids.
Element sizes can be controlled in a non-uniform manner by defining a sizing field across
the to-be meshed domain. A post-processing optimization of the meshes is possible.
Gmsh additionally provides a built-in CAD engine, numeric solver, and visualization
capabilities.
iso2mesh [181] is a toolbox for MATLAB (MATLAB. Natick, Massachusetts: The
MathWorks Inc.) and GNU Octave [182] that implements a surface-based and image-based
meshing pipeline. It provides functions for the surface reconstruction from segmentation
images, surface smoothing, and remeshing. Volume meshing methods from gmsh and the
CGAL library are conveniently accessible through iso2mesh.
Cleaver is a standalone tool that also provides an API to generate conforming tetrahe-
dral meshes from labeled voxel images based on the lattice cleaving algorithm [183]. An
octree structure allows an adaptation of the element size to the detail of the underlying
compartments and the geometric accuracy and element quality are bound.
4.5 Summary
The discretization process required for the computer-based simulation of transcranial
electric current stimulation was outlined in this chapter. This included the mathematical
description of the problem of electrostatic volume conduction underlying tES and the
discretization of the governing equations as well as their numeric solution. The geometric
considerations from chapters 2 & 3 were augmented by an introduction to volume meshing.
The practical implementation in my OpenFOAM-based tES simulation workflow is




This chapter is based on the publication
A flexible workflow for simulating transcranial electric stimulation
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Abstract In the previous chapters, the tasks required for the simulation of transcra-
nial electric stimulation were discussed. Their implementation has been addressed by
several software pipelines for standard use-cases. However, the inclusion of non-standard
applications such as uncommon electrode shapes or the creation of head models from
non-optimized T1-weighted imaging data and the consideration of irregular structures
are usually not straightforward. In my work, I address these limitations and suggest
a comprehensive workflow to simulate transcranial electric stimulation based on open-
source tools. The workflow covers the head model creation from MRI data, the electrode
modeling, the modeling of anisotropic conductivity behavior of the white matter, the
numerical simulation and visualization. Skin, skull, air cavities, cerebrospinal fluid, white
matter, and gray matter are segmented semi-automatically from T1-weighted MR images.
Electrodes of arbitrary number and shape can be modeled. The meshing of the head
model is implemented in a way to preserve the feature edges of the electrodes and is
free of topological restrictions of the considered structures of the head model. White
matter anisotropy can be computed from diffusion-tensor data. The solver application
was verified analytically and by contrasting the tDCS simulation results with that of
other simulation pipelines (SimNIBS 3.0, ROAST 3.0). An agreement in both cases
underlines the validity of my workflow. The suggested solutions facilitate investigations
of irregular structures in patients (e.g. lesions, implants) or new electrode types. For a
coupled use of the described workflow, I compiled a documentation and disclosed the
complete source code of the developed tools.
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5.1 Overview of tES simulation pipelines
The simulation of transcranial electric stimulation (tES) is increasingly employed when
designing tES intervention studies [184] and observed behavior or neurophysiological
changes are related to the simulated, subject-specific electric field [28, 29, 31]. This
development is motivated by increasing evidence that the individual distribution of
the electric field within each subject influences the stimulation effect [27, 185, 186]. In
addition, several software pipelines [43, 44, 95, 187, 188, 189], among which SimNIBS [43]
and ROAST [44] are currently most actively developed, make the simulation of tES more
accessible to researchers.
SimNIBS [43, 190] is an open-source software package for simulating tDCS and tran-
scranial magnetic stimulation, another type of non-invasive brain stimulation technique,
relying on strong, rapid magnetic field pulses that elicit an electric field in the subject’s
head. SimNIBS features an automated generation of tetrahedral volume meshes of the
heads of individual subjects based on their T1- and optionally T2-weighted MRI data.
Furthermore, simulation parameters such as the electrode model, target current and tissue
conductivities, both isotropic as well as anisotropic, can be set up through a graphical
user interface. The authors of SimNIBS emphasize the importance of the electrode
model for an accurate simulation and therefore implemented an electrode model that
consists of a gel layer, the electrode itself, and the power inlet of the electrode [191]. The
coupling of the different tools involved in the pipeline, the graphical user interface, and
other post-processing functionality of the simulation results are written in Python. The
calculation-intensive kernel is written in C99. For the head model creation, two custom
tools were developed. The mri2mesh script utilizes FSL [105] and FreeSurfer [108] for
the segmentation of the tissues of interest, whereas the recently introduced headreco tool
relies on the functionality of SPM12 [97] in conjunction with the CAT12 [96] toolbox. The
meshing is implemented as a combination of GMSH, a surface-based meshing tool, and the
script meshfix [192]. FEM calculations are performed using GetDP. More recent versions
of SimNIBS feature new, optimized solvers employing the math library PETSc [193] or
the Math Kernel Library (Intel® Inc.), respectively, for an increased speedup. GMSH is
utilized for the visualization of the results.
ROAST [44] is another fully automated open-source pipeline that covers the entire
process of head model creation, electrode positioning and simulation in a MATLAB-based
environment. The authors emphasize the mesh generation abilities of the pipeline. The
head mesh generation is based on an image-based meshing approach implemented in
the Computational Geometry Algorithms Library (CGAL), made accessible through the
MATLAB-based toolbox iso2mesh [181].
Another notable tES simulation environment is the SimBIO software package [177].
It consists of two major components: NeuroFEM aims to solve the forward problem
in electroencephalography (EEG), magnetoencephalography (MEG) and transcranial
electric stimulation by employing a finite element method (FEM) approach. The Inverse
Problem Method (IPM) toolbox comprises various algorithms to perform inverse EEG
and MEG source analysis. The source code of SimBIO is fully open-source, written in
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C++ with a Fortran77 kernel for the FEM calculations. There is also a MATLAB (The
MathWorks, Inc., Natick, Massachusetts, United States) integration available, which
combines SimBIO and the Fieldtrip toolbox [187]. With this integration, the pipeline
covers the entire process from segmentation of individual MR-image to visualizing the re-
sulting electric field. For creating the finite element mesh, either Tetgen, which generates
a tetrahedral mesh, or VGRID, which generates a geometry-adapted hexahedral mesh,
can be employed.
BrainStimulator [95] is a toolkit for tDCS and TMS simulations based on the open-source
dataflow simulation package SCIRun [92]. The toolkit constitutes all necessary tools
from segmentation (Seg3D), meshing (Cleaver), electrode modeling and positioning of
conventional patch electrodes and high-density electrode arrays, and visualization of the
results. The underlying pipelining tool SCIRun is written in C++.
COMETS2 [188] is a MATLAB-based toolbox for simulating tDCS. The graphical user
interface is implemented as a MATLAB tool. The computational kernel, which among
others includes the FEM calculations, is written in FORTRAN90. The toolbox is freely
available and may perform electric field calculations based on arbitrary electrode mon-
tages with patch-like electrodes using a standard four-tissue anatomical head model or
an imported head model. The toolbox provides means for a detailed, feature-preserving
generation of the electrode mesh, which is decoupled from the generation of the head
mesh and decreases the time for re-meshing and re-generating the stiffness matrix of
the FEM calculations on repeated simulations with changing electrode montages. The
pipeline does not cover the MR image segmentation process and the generation of the
computational mesh. However, individual meshes may be imported and the authors
propose using iso2mesh for the mesh generation and CURRY7 for image segmentation.
SPHERES and BONSAI [189] are two freely available web-based tools that especially
address non-expert users. SPHERES allows calculating the electric field induced by
arbitrarily selectable electrode montages within a multi-layered sphere model. BONSAI
offers various predefined electrode montages and head models, which can be selected for
simulation in an easily accessible web-based interface. Since the available test cases are
readily set up, the effort for the user is minimal; however, a simulation using individual
data is not possible.
Commercially available tools such as HD-Explore™ from Soterix Medical Inc. (SMI)
were beyond the scope of this work and are, thus, not further discussed.
Most of the introduced pipelines implement a common, general workflow covering standard
use cases, i.e. the tES simulation of healthy subjects based on their individual magnetic
resonance imaging (MRI) data using rectangular, circular, or ring electrodes (except
BONSAI and SPHERES, which implement a spherical head model or predefined human
head models respectively). The starting point of this workflow is the segmentation of the
MRI data of the subjects into the electrically most important tissue classes. The obtained
segmentation image is then used to create the head volume mesh, which is complemented
by electrodes that need to be modeled and positioned. The simulation problem is solved
using this individual head model, and results are visualized. The implementation of
the outlined workflow by current tES simulation pipelines does not entirely cover use
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cases with suboptimal imaging data, the presence of pathological tissue in patients, or
alternative electrode shapes.
For instance, MRI data from large-scale imaging studies were usually not primarily
acquired for the purpose of computational head modeling. Performing simulation studies
based on such data can become difficult due to challenges in the segmentation of low-
contrast tissue such as the skull using standard segmentation approaches. Following
the image segmentation, a surface-based meshing approach is commonly used to create
the head volume mesh. Its advantages were described in section 4.4.2 and include a
maximum of control over the approximation of the boundaries of the sub-compartments
of the head model, which, on the other hand, must not intersect, restricting the topology
of the included structures and complicating the inclusion of irregular tissue such as
lesioned tissue. ROAST circumvents this restriction by applying an image-based meshing
approach, free of any topological constraints, with the drawback of less accurate feature
edges, for example, of the electrodes. The shape of the electrodes commonly can be
selected from a set of standard shapes including rectangular, circular, or ring electrodes.
Means for modeling non-standard-shaped electrodes such as triangular electrodes are
usually not provided. Finally, the visualization of the simulation results is typically
realized in MATLAB [44, 187, 188], GMSH [43] or a custom tool [95, 189] and thus
relatively limited.
In this chapter, I present approaches to address the above-mentioned non-standard
use-cases when simulating tES on an individual basis. The segmentation workflow for the
head MR images was adopted from the segmentation pipeline detailed in the previous
chapter 3. I introduce an extension to the image-based meshing approach used by
ROAST [44] by combining it with a surface-based meshing approach for an accurate
electrode representation. The 3D modeling software Blender [194] enables the highly
flexible modeling of electrodes of arbitrary shapes. I suggest using ParaView [127, 195]
for a versatile visualization of the simulation results. The information flow among the
involved tools organized around OpenFOAM [50, 51], a comprehensive, finite volume
method-based framework for the numerical simulations, is described. The simulation was
verified analytically and by contrasting the numerical results with those of SimNIBS 3.0
and ROAST 3.0. A general agreement with both pipelines underlines the validity of my
suggested solutions. The scripts, the custom source code, and documentation are readily
available1, allowing a coupled use of the entire toolset as well as usage of single tools
only.
5.2 My implementation of a tES simulation workflow
The process of simulating tES involves the head and the electrode modeling, solving the
underlying electrostatic problem, and visualization.
1available from https://github.com/benjamin-kalloch/tes-simulation-workflow
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The head model creation comprises the segmentation of the head MR image and the
subsequent volume mesh generation. As presented in chapter 3, the image segmentation
is performed using the Java Image Science Toolkit (JIST) [99], a plugin of the Medical
Image Processing, Analysis, and Visualization (MIPAV) toolbox [100]. The volume mesh
is generated using a combined image- and surface-based meshing approach implemented
as a custom application that uses the Computational Geometry Algorithms Library
(CGAL) API, in version 4.13.1 [179, 180] A plugin for the 3D modeling software Blender
2.79 [194] implements the modeling and positioning of the electrodes. OpenFOAM
8.0 [50, 51] provides the tools to define the conductivity values of the mesh compartments.
Additionally, information from diffusion-weighted imaging (DWI) data can be incorporated
to model the anisotropic conducting behavior of white matter tissue and are processed in
MRTrix 3 [196]. A plugin developed for the visualization software ParaView 5.6.3 [127,
195] manages the calculation of the conductivity tensors derived from the diffusion tensors.
The finite volume calculations involved in solving the underlying Maxwell’s equation are
performed by a custom solver application implementing the OpenFOAM API. Finally,
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5.2.1 Set-up of the volume conductor model
MRI head segmentation
Accurate segmentation of the MR image is crucial since the segmented structures represent
the individual compartments of the volume conductor model. Segmentation errors -
especially discontinuities of the segmented skull or cerebrospinal fluid (CSF) - impair the
simulation results [197]. The segmentation process was detailed in the previous chapter 3.
In summary, the scalp, the skull, the air-filled sinuses of the skull, the subarachnoid
CSF, the CSF in the ventricles, the gray matter (GM), and the white matter (WM) are
segmented only from T1-weighted MRI data. The involved segmentation process is the
topic of section 3.2.2 of chapter 3. In short, I rely on robust, atlas-based segmentation
techniques and image-processing capabilities implemented in JIST, a plugin of MIPAV.
The segmentation of the scalp and skull structure of the image is achieved through the
Simultaneous Truth And Performance Level Estimation algorithm [111]. The intracranial
compartments are segmented using the topology-preserving segmentation algorithm
Multi-object Geometric Deformable Model [121]. The gyrification of the segmented GM
surface is enhanced by the Cortical Reconstruction Using Implicit Surface Evolution
method [124]. A pseudo-CT template [114] is used to segment the air cavities in the
skull. The quality of the generated segmentation images is improved by morphological
image operations. The individual segmentation images are combined to a single image
that contains a distinct, unique numeric label per segmented structure and is exported
in the ANALYZE file format.
Electrode modeling and positioning
The electrode model defines the representation of the electric current-inducing electrodes
in the volume conductor head model. Two main approaches of modeling the electrodes
are, 1) the point electrode model, which represents the electrodes merely physically as a
current source on the scalp surface with no spatial extent, and 2) the complete electrode
model, which defines the electrodes both geometrically in their shape and position as well
as physically in their electrical conductivity and the applied current, thereby, realistically
modeling the current shunt [198]. Saturnino et al. [191] demonstrated that the level of
geometrical detail of the complete electrode model affects the distribution of the electric
field.
While, in principle, the electrodes may be positioned on any location on the scalp of a
subject, a standardized positioning system adopted from the positioning of EEG electrodes
is typically used to ensure the reproducibility of the simulation setups. One of the most
common systems is the so-called international 10-20 system [199]. In this positioning
scheme, a grid of 21 distinct locations is spanned over the head of the subjects. The grid
is aligned according to four anatomical landmarks, often referred to as fiducial points,
namely the nasion, the inion and the tragi of the ears. Within the grid, adjacent positions
are spaced in distances of 10 % to 20 % of the geodesic distance between the fiducial
points, hence the name of the system. The naming scheme encodes the lobes of the brain
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(the frontal lobe (F), the temporal lobe (T), the occipital lobe (O), or the parietal lobe
(P)), over which the position is located and the hemisphere (even numbers for the right
hemisphere, odd numbers for the left hemisphere). The letter ‘C’ refers to the position at
the center of the grid and the letter ‘z’ to locations at the central line between the nasion
and inion. Figure 5.2 schematically shows the possible electrode locations according to
the 10-20 system. Other systems such as the 10-10 and 10-5 systems increase the number
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Figure 5.2: Schematics of the electrode positions used in the 10-20 system. Twenty-three
electrode locations are distributed in a grid across the head of the subject. The grid is
aligned according to four anatomical landmarks: the nasion, the inion, and the tragi of
the ear. Odd numbers represent locations over the left hemispheres, even numbers are
used for locations over the right hemispheres. The initial letters of the positions encode
the lobe of the brain over which the position is located: F: frontal lobe, T: temporal lobe,
P: parietal lobe, O: occipital lobe. Additional letters represent positions at the center of
the grid (C) and and the central line between the nasion and inion (z).
In my workflow, a complete electrode model is implemented, which defines the electrodes
geometrically in shape and position as well as their physical conductivity and the applied
current. The power source is represented by equipotential surfaces at the outer boundaries
of the electrode. An optional gel layer may be modeled. A custom Blender plugin
geometrically models rectangular electrodes and positions them according to the 10-20
system in a semi-automatic way. Necessary inputs are 1) a geometrical representation of
the outer boundary of the scalp segmentation in the Stereolithography (STL) file format,
2) the extents of the electrode, and 3) its location in 10-20 coordinates. Furthermore, the
user must provide the four fiducial points on the scalp surface by interactively aligning two
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reference lines and selecting the corresponding points on these lines. The user interface
is shown in figure 5.3A.
Figure 5.3: (A) The user interface of my Blender plugin for electrode positioning and
modeling purposes. Necessary input parameters constitute the electrode dimensions, the
position according to the 10-20 system, and a geometrical representation of the outer
boundary of the scalp segmentation in the STL file format. A stepwise workflow to define
the fiducial points (nasion, inion, tragi of the ears) for the computation of the 10-20
coordinate grid on the individual head is provided by the GUI. The rectangular cube is
generated according to the defined dimension and position of the electrode and will be used
to create the electrode by means of constructive solid geometry (CSG). Results obtained
with my plugin: (B) A standard rectangular patch electrode located at C3, a smooth
representation of the skin is generated, and the electrode is extruded based on the result of
the CSG operation of the cube and this smoothed skin surface. (C) A ring electrode shape
created by a non-standard workflow. The cube was replaced by a cylinder with a hole. (D)
Triangular electrode obtained by a non-standard workflow. The cube was replaced by a
triangular prism.
To create the geometrical surface representation of the outer scalp boundary from the
binary scalp segmentation image, the Marching Cubes-based (MC) “Contour Filter” [128]
in ParaView is used. In Blender, the plugin initially performs a Laplacian smoothing
of the input scalp surface to mitigate its relatively coarse structure due to the MC
algorithm. The 10-20 coordinates on the smoothed scalp surface are computed using the
user-defined fiducial points. The smooth scalp surface is clipped by means of constructive
solid geometry (CSG) at the specified location with a cube of the specified extent. The
position of this cube may be manually varied if the location of the electrode falls outside
the standard 10-20 grid. An arbitrary shape of the electrode (see figures 5.3B - 5.3D)
can be achieved by replacing that cube with a volume of the desired shape. The clipped
surface patch is extruded in 1 mm steps to the desired electrode thickness. This avoids
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long, thin triangles at the sidewalls of the electrode representation, which are unfavorable
for the subsequent volume meshing. To model a gel layer, this process is executed twice,
and the electrode representation is moved on top of the gel layer. The geometry of the
electrodes, the gel layer, and the smooth skin surface are exported to STL files.
The CSG operation may result in small, unfavorably clipped triangles at the edges of the
electrode and the gel layer impeding the subsequent volume mesh generation. Therefore,
their geometry must be cleaned in Meshlab [200] by unifying duplicate vertices and
applying the “Quadratic Edge Collapse Decimation” simplification filter. The smoothed
skin surface, the cleaned electrodes, and the gel layer are converted to the Object File
Format (OFF).
Volume meshing
An unstructured tetrahedral mesh constitutes the computational domain, i.e. the head
model. I approach the task of generating this mesh by applying a combination of an
image-based meshing and a surface-based meshing algorithm, both relying on Delaunay
triangulation that is implemented in the Computational Geometry Algorithms Library
(CGAL), version 4.13.1 [179, 180]. The surface-based meshing is applied to the electrodes
and the scalp structure and can be further utilized for any following internal structure
that does not impede a strictly nested arrangement of the mesh compartments. Structures
that violate a nested arrangement, such as the ventricles or lesioned tissue, can be meshed
using the image-based algorithm. Apart from the electrodes, the head mesh can be
generated purely by image-based meshing as well as it is possible to create it solely using
the surface-based approach.
I created a C++ tool based on the mesh_hybrid_mesh_domain example of the CGAL
library. The tool combines the CGAL domain classes Labeled_mesh_domain_3 and
Polyhedral_mesh_domain_with_features_3 into a single hybrid domain to simultaneously
employ an image-based meshing together with a feature-preserving, surface-based meshing.
Both classes represent so-called domain oracles that provide access to the domain to be
discretized for the mesh generation algorithm in CGAL. As such, they include methods to
identify subdomains, their boundaries, surface patches and 0- and 1-dimensional features.
In a polyhedral domain, the boundaries of the subdomains are explicitly described by
the input surface. In the labeled mesh domain, boundaries between two labeled regions
are determined by the bisection method [173, chapter 6.2.1]. As input, the tool requires
an ANALYZE file with the labeled image of the subject comprising only structures for
which the image-based meshing should be used, as well as the surface descriptions of the
electrodes, the scalp, and any structure for which the surface-based meshing approach is
favored in the OFF file format. The feature edges of the electrodes are only preserved if
the scalp is provided as a surface too. Both types of input are used for their respective
domain classes. The input image constitutes the label image domain and each input
surface represents a separate polyhedral domain. All domains are combined into a single
hybrid domain. Any query (e.g. subdomain point containment) to the hybrid domain
is first forwarded to the polyhedral domains in the order in which they were entered
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into the hybrid domain and lastly to the image domain. The last domain, i.e. the
innermost domain, that positively responds to the query determines the subdomain of
the resulting mesh. While technically not required, it is recommended to provide surfaces
that are entirely nested into each other to avoid ambiguities in the case of overlapping
boundaries. The arrangement of the structures in the label image can be completely
arbitrary, however, depending on the target resolution of the tetrahedral mesh, very
small or thin structures of only a few voxels may not be meshed. Furthermore, due to
the chosen order of response of the individual domains in the hybrid domain to domain
queries, certain restrictions apply. For example, it is currently not possible to perform
surface-based meshing in an area of the domain that is already defined by the label image,
i.e. nested tissues cannot be meshed surface-based and image-based interchangeably.
However, if required it would be easily feasible to implement a prioritization mechanism
for certain subdomains.
To create the boundary surfaces for the surface-based volume meshing, I suggest a
three-stage process. The initial boundary surface descriptions are generated from the
segmentation label image by employing the Contour filter in ParaView, which is based on
the Marching-cubes algorithm [128] and was described in the previous subsection 3.2.3.
Second, to take full advantage of the accurate preservation of boundaries of the surface-
based meshing, the coarse output surfaces of the Contour filter must be smoothed in
Meshlab using the Taubin smoothing algorithm (λ = 0.5, µ = −0.53, #smoothing steps
= 50) [174]. The smoothed scalp surface as a result of the electrode placement procedure
does not require additional smoothing. Finally, the quality of the smoothed surface
meshes must be improved by clearing defects (e.g. self-intersecting triangles) using the
MeshFix tool (v.2.1) [192] and by employing a custom tool leveraging the isotropic
remeshing functionality of CGAL’s Polygon_mesh_processing class.
To minimize the deviations from the boundaries of the labeled structures during the
image-based meshing a small tolerance parameter (10−6 ≈ 0.00044 mm at 1 mm voxel size)
for the bisection is used. Following the initial mesh generation, four optimizations can be
optionally enabled. Two global optimizers (Optimized Delaunay Triangulation smoother,
Lloyd smoother [169, 201]) minimize the total mesh energy. Two local optimizers improve
the dihedral angles of the worst cells in the mesh or eliminate triangles with a poor
radius-edge ratio, so-called slivers [168], respectively. I use the API of GMSH v.4.3 [171]
to export the resulting volume mesh to the GMSH file format version 2.
The generated volume mesh is subsequently converted to the OpenFOAM format and
optimized for the later computations using the OpenFOAM utilities gmshToFoam,
transformPoints, and renumberMesh (details in figure 5.1).
Conductivity values
I use the OpenFOAM setFields tool to uniformly set a distinct isotropic tensor value
for all elements of each sub-compartment of the mesh. This value is computed as the
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To incorporate anisotropic conductivity information of the white matter, I adopted
the volume-constraint method [202]. This approach assumes a shared principal direc-
tion between a diffusion tensor and its corresponding conductivity tensor but different
eigenvalues representing a fixed anisotropy ratio between the principal and auxiliary
directions. The calculation of the eigenvalues is based on the scalar conductivity value of
the white matter σWM, an anisotropy ratio of 1:10 and must satisfy the conditions 1)
σ2WM = σmainσaux, 2) σaux = σmain10 to ensure that no unreasonable conductivity values
are estimated. The conductivity tensor is determined by the both-sided multiplica-
tion of the matrix S of the eigenvectors of the diffusion tensor with a diagonal matrix
σTissue = S · diag(σmain, σaux, σaux) · ST .
The DWI data are preprocessed using MRtrix3 [196]. First, the signal-to-noise ratio
of the DWI data is improved (dwidenoise [203, 204]). Subsequently, artifacts due to
eddy currents and motion are corrected (dwipreproc [205, 206]). For skull-stripping, a
binary mask of the intracranial tissue is generated (dwi2mask [207]). Tensor estimation
is realized through dwi2tensor [208]. The resulting tensor image is used to compute
the fractional anisotropy (FA) map (tensor2metric [65, 209]). Both the FA map and
the tensor image are cleaned from possible NaN values using fslmaths from FSL [105].
The FA map is registered to the T1-weighted brain image of the subject linearly using
FSL FLIRT [109, 210] and non-linearly with FSL FNIRT [205, 211]. The calculated
transformations are utilized to co-register the diffusion tensor image using the FSL
tool vecreg, which preserves the relative orientation of the tensors upon transformation.
The computation of the conductivity tensors is implemented as a ParaView plugin.
They are subsequently transferred to the OpenFOAM mesh of the respective head
model in ParaView and finally exported in the OpenFOAM field format using another
custom plugin. The field values are transferred to the already prepared field of isotropic
conductivity tensors, overwriting the values of the white matter compartment.
Boundary conditions
A Dirichlet boundary condition for the electric potential of Vb = ±5 V is assigned to
the outer boundaries of the anode and cathode, respectively, regardless of the desired
current strength. During post-processing, the electric field strength magnitude is corrected
according to the actual current density integrated at the contact surfaces of both electrodes
with the scalp (eq. 4.6). The outer boundaries of the electrodes are, thus, modeled as
equipotential surfaces. Since the surrounding air is not explicitly modeled and virtually
acts as an insulator, a zero gradient Von Neumann boundary condition, −∇Vb = 0, is
applied for the electric potential at the scalp surface.
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5.2.2 Solving the electrostatic problem
The electric field strength E and the electric current density J are computed according to
the quasi-static form of Maxwell’s equations, which provide a sufficient approximation for
tDCS, tACS, and tRNS [149]. An introduction to the characteristics of these quantities
and their derivation was given in section 4.1. I developed a solver application using the
OpenFOAM API to find their solution in the context of tES simulations.
Quasi-static form of Maxwell’s equations
The electric potential field V induced by the electrodes subject to the conductivity σ of
the volume conductor is described by Laplace’s equation (4.27), ∇· (σ∇V ) = 0, assuming
the absence of any source charges in the head model. This specifically implies that the
intrinsic electric neuronal activity of the gray matter is ignored and deemed irrelevant
for the distribution of the electric field due to a tES application. E is obtained by the
component-wise partial derivation of V (eq. 4.18), E = −∇V . A linear relationship
between E and J by σ exists as J = σE (eq. 4.7).
The solver application
The solver application computes the electric current density J and the electric field
strength E using the finite volume method (FVM).
First, V is computed using a discretization of the Laplace operator based on the Gauss
theorem (eq. (4.22)) with a linear interpolation for the approximation of the surface
integrals at the faces of the control volumes (eq. (4.36)). The involved gradient operation
is corrected for non-orthogonality. A preconditioned conjugate gradient method is used to
find the solution to the system of equations representing the linearized Laplace operator
in each control volume. The residual used during this iterative solution process is 10−5.
Next, the gradient field E of V is determined using the least-squares gradient scheme. J
is the product of E and the electrical conductivity σ.
Finally, E and J are scaled by the ratio of the user-defined input current strength
Itarget and the actual current strength Imeasured as determined by the summation of the
current density across the surface area where the electrodes contact with the scalp surface
(eq. (4.6)).
Listing 5.1 contains the core of C++ code of the solver application leveraging the
OpenFOAM API. The scalar fields (electrical conductivity, electric potential) and vector
fields (electric field strength, electric current density) of the volume mesh are abstracted
as objects of their respective C++ classes. The discretization of the numeric operators
is encapsulated by functions and overloaded operators. These functions are defined
either in the namespace “finite volume method” (fvm), which includes implicit numeric
methods for iteratively approximating the solution of a dependent variable by solving
a system of equations. As discussed, the electric potential was solved by an implicit
numerical solution scheme. Other functions are defined in the namespace “finite volume
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calculus” (fvc) in OpenFOAM. These functions realize explicit numerical methods, which
directly compute the solution to a dependent variable from a set of known quantities as









8 int main( int argc, char *argv[] ) {
9 #include "setRootCase.H"
10 #include "createTime.H" // required ’runTime’ functionality
11 #include "createMesh.H" // ’mesh’ functionality for access to the FVM mesh
12 #include "createFields.H" // custom header file to initialize all fields
13




18 // (1) compute electric potential,
19 while( simple.loop( runTime ) ) {
20 while( simple.correctNonOrthogonal() ) {
21 fvScalarMatrix ElPotEqn(fvm::laplacian(sigma, ElPot));
22
23 // saving the previous state of the field for subsequent relaxation
24 ElPot.storePrevIter();
25









35 // (2) compute electric field as the gradient field of the electric potential
36 E = - ( fvc::grad( ElPot) );
37 J = sigma * E;
38
39 // (3) post-hoc scalig of the electric field
40 double jIntegrated = numElectrodes > 0 ? 0. : targetCurrent;
41
42 // Interpolate the values at the centers of the control volumes onto their faces.
43 surfaceVectorField sField = fvc::interpolate(J);
44
45 // accumulate over both electrodes
46 for(unsigned char e = 0; e < numElectrodes; e++) {
47 label faceZoneID = mesh.faceZones().findZoneID( patchNames[e] );
48 const labelList &faces = mesh.faceZones()[faceZoneID];
49
50 // consider face size for the numeric integration
51 std::vector<scalar> faceValues( faces.size() );
52 forAll( faces, f ) {
53 label faceI = faces[ f ]; // & = dot product
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57 // numeric integration: sum over all faces
58 double integrated = 0.;
59 for(size_t f = 0; f < faceValues.size(); f++) {
60 integrated += faceValues[f];
61 }
62
63 jIntegrated += integrated;
64 }
65
66 // determine scaling factor
67 scalar factor = targetCurrent / jIntegrated;
68 J *= factor;
69 E *= factor;
70








Listing 5.1: Core of the source code of the tDCS solver application implemented using the
OpenFOAM API. The solution process entails three steps: first, the electric potential is
determined by solving the Laplacian equation for domains with inhomogenous electrical
conductivity ∇ · (σ∇V ) = 0. In this stage, approximation errors due to mesh non-
orthogonality are mitigated by OpenFOAM. At the same time, the solution may be
under-relaxed if convergence becomes a problem. Second, the electric field strength is
computed as the gradient field of the electric potential, E = −∇V , using a least-squares
gradient scheme. Third, the electric potential is scaled according to the desired input
current strength and the measured electric current at the contact surfaces of the electrodes
with the skin mesh compartment.
5.2.3 Visualization
Post-processing is handled by ParaView, for which OpenFOAM provides a plugin to read
the results. The basic visualization capabilities of ParaView range from simple heatmaps
of scalar fields over glyph-based visualization of vector fields to streamlines and can be
extended by custom plugins. Furthermore, ParaView may also provide amongst other
statistics, histograms and values plotted across a probing line. All figures relating to
simulation results have been created in ParaView.
5.3 Verification & application examples
I demonstrate a three-step verification attempt of the proposed workflow. First, the
solver application was tested using an analytically verifiable, 3-layered sphere model [212].
Second, I utilized two reference head models, generated in SimNIBS 3.0, to conduct tDCS
simulations in OpenFOAM and SimNIBS to compare the results using identical head
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models. While other simulation pipelines were equally valid for comparing purposes, I
chose the SimNIBS pipeline because of the availability of test data sets. Finally, both head
models were reproduced from their original MR image, respectively, using my modeling
workflow, and a tDCS simulation in OpenFOAM was performed. The simulation result
obtained using these custom head models were compared to the results obtained by
SimNIBS 3.0 and ROAST 3.0 using the same imaging data.
In addition, I demonstrate the capability to model anisotropic conductivity, the model-
ing of alternative electrode shapes, namely small circular electrodes that are used for
Laplacian-tDCS, as well as the inclusion of irregular structures, lesions of the white
matter, into the head model.
5.3.1 Analytical test case: 3-layer sphere model
I implemented the analytical solution to the tES problem with point electrodes in a
3-layered sphere according to [212, 213] in Python and contrasted the result with the
numerical simulation results obtained by my solver application. This involved computing
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σt . . . electrical conductivity of tissue t, t ∈ {brain, skull, scalp}
a,b,c . . . outer radii of the spheres representing brain = a, skull = b, scalp = c
r . . . the distance from the center of the sphere model to any point
Pn . . . the Legendre polynomial of order n
θe . . . the angle difference between the current point and the positions of the electrodes
e1, e2.
The series was expanded until reaching polynomial order 50. Table 5.1 provides an
overview of the model parameters. Since the analytical case assumes a point electrode,
which cannot be modeled in OpenFOAM, I simulated a 2 mm smaller sphere in Open-
FOAM and used the values from the analytical sphere model greater than the 85th
percentile at the boundary of the smaller sphere as the Dirichlet boundary condition of
the numerical simulation. The spherical domain consisted of 15.1 · 106 tetrahedra.
Layer 1 (scalp) Layer 2 (skull) Layer 3 (brain)
Radii (mm) 92* 85 80
Conductivity Sm 0.465 0.01 0.33
Table 5.1: Parameters of the 3-layered spherical head model. *=The radius of the scalp
compartment was 90 mm for the numeric simulation because point electrodes could not be
modeled in OpenFOAM.
I found a broad agreement in the distribution of the electric potential between the
analytical (figure 5.4A) and numerical solution resulting in a normalized root-mean-square
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deviation of only 2.1 % across the entire domain. The norm of the numerically calculated
electric potential tends to decline slightly stronger as compared to the analytically derived
potential (figure 5.4B).
Figure 5.4: Analytical 3-layered sphere model. (A) Center slice of the analytical result
field, illustrating the distribution of the electric potential between the two opposing point
electrodes. (B) Comparison of the electric potential calculated analytically according
to [212] (blue graph) with the numerical solution derived by OpenFOAM (red graph).
5.3.2 Comparison to other tES simulation pipelines
My workflow was evaluated using the Almi5 and Ernie test data sets from SimNIBS.
Simulation results were compared to that of SimNIBS and ROAST.
Comparison of the solver application to SimNIBS using the same head model
I utilized SimNIBS 3.0 to create the head models of the two test data sets from their T1-
and T2-weighted imaging data. Each head model included the tissues skin, skull, CSF,
GM, and WM. Compartments representing air were treated as perfect insulators and were
thus not part of the computational domain. For each head model, I tested three electrode
setups, a bi-hemispheric setup over the primary motor cortices of both hemispheres,
referred to as the dual setup, (10-20 positions: C3 and C4), an uni-hemispheric setup,
denoted the anodal setup (10-20 positions: C3, right supraorbital close to Fp2), and an
occipital setup (10-20 positions: Cz, Oz) (figure 5.5). Square-shaped electrodes with
25 cm2 (occipital montage) and 16 mm2 (dual and anodal montage) dimensions and 2
mm thickness were modeled as a complete electrode model with equipotential surfaces
at the outer boundaries. Isotropic conductivities were adopted from the SimNIBS GUI
(table 5.2). The input current strength was 1 mA.
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Figure 5.5: Electrode configuration. Display of the anodal, dual and occipital electrode
configuration of both head models, Almi5 and Ernie, used for comparison with SimNIBS.
Scalp Skull CSF GM WM Electrodematerial Air
Electrical
conductivity Sm
0.465 0.01 1.654 0.275 0.126 29.4 10−15
Table 5.2: Scalar conductivity values used in the Almi5 and Ernie test cases. Abbreviations:
CSF = cerebrospinal fluid, GM = gray matter, WM = white matter
Visual comparison of the computed electric field strength with the field obtained by
SimNIBS revealed a similar field pattern, including hotspots at the same locations across
both head models and all electrode montages (figure 5.6). The magnitude of the electric
field within the gray matter mesh compartment was on average higher in my results
across both models and all electrode montages (table 5.3: 2 mm electrode thickness-SN
mesh). See Tables 5.4 & 5.5 and figures 5.7 - 5.10 for a more detailed overview of the
relative difference in the magnitude of the electric field strength and the angle difference
across all conditions. The deviation in the local field direction was more pronounced in
the area of the gray matter mesh compartment underneath the electrodes in all cases
with a 99th percentile peak value in angle difference of 40.56° in the occipital electrode
configuration of the Almi5 test case. I contrasted the magnitude of the electric field
along a sampling line between the respective electrode pair of each condition through the
entire head model (figures 5.11 & 5.12). This assessment confirmed that my simulation
slightly overestimated the magnitude of the electric field in the intracranial compartments.
Interestingly, this trend reversed for skin and skull, where a small underestimation can
be observed. No major difference in the field distribution between head models and
electrode conditions was noticeable. The simulation time was approximately 4 minutes
in all cases on an Intel® Core i7 6700 workstation.
95
5. Simulation workflow





























OF .098 .116 .159 .1 .118 .16 .082 .096 .129Mean: .054 [SD: .033] Mean: .056 [SD: .032] Mean: 0.052 [SD: .023]
SN .079 .09 .115 .078 .089 .111 .069 .078 .098Mean: .046 [SD: .024] Mean: .046 [SD: .022] Mean: .045 [SD: .017]
3 mm
RO RO .071 .081 .101 .071 .081 .101 .063 .071 .087Mean: .042 [SD: .028] Mean: .042 [SD: .05] Mean: .04 [SD: .016]
SN SN .077 .088 .113 .077 .088 .110 .067 .077 .097Mean: .045 [SD: .023] Mean: .046 [SD: .022] Mean: .044 [SD: .017]





OF .112 .131 .168 .115 .134 .17 .095 .11 .136Mean: .061 [SD: .036] Mean: .063 [SD: .035] Mean: .059 [SD: .026]
SN .099 .112 .137 .097 .11 .134 .086 .097 .118Mean: .056 [SD: .029] Mean: .056 [SD: .028] Mean: .055 [SD: .022]
3 mm
RO RO .083 .095 .12 .085 .098 .122 .074 .083 .103Mean: .048 [SD: .028] Mean: .049 [SD: .026] Mean: .046 [SD: .024]
SN SN .096 .109 .134 .095 .108 .131 .084 .094 .116Mean: .054 [SD: .029] Mean: .055 [SD: .027] Mean: .053 [SD: .021]
OF OF .133 .15 .182 .146 .166 .201 .130 .146 .180Mean: .084 [SD: .035] Mean: .089 [SD: .039] Mean: .080 [SD: .036]
Table 5.3: Comparison of the 90th, 95th, 99th percentile and the average magnitude of
the electric field strength in Vm within the gray matter mesh compartment of the head
models generated by SimNIBS, ROAST, and my head modeling pipeline. SimNIBS and
my approach were contrasted using the identical head models generated by SimNIBS (2
mm electrode thickness-SN mesh-OF sim vs. SN sim). The head models were recreated by
all three approaches separately using an electrode thickness of 3 mm and simulation results
were compared. Abbreviations: SN = SimNIBS, RO = ROAST, OF = my approach; mesh
type = head model created by the respective approach; sim. type = simulation conducted




















Ernie 29.85 % 35.8 % 55.4 % 32.81 % 38.28 % 55.8 % 30.32 % 35.8 % 51.47 %Mean: 16.23 % [SD: 12.95 %] Mean: 18.44 % [SD: 14.87 %] Mean: 16.31 % [SD: 12.32 %]
Almi5 26.91 % 34.89 % 66.21 % 28.2 % 34.49 % 63.29 % 20.63 % 25.34 % 35.22 %Mean: 13.71 % [SD: 14.37 %] Mean: 14.9 % [SD: 15.31 %] Mean: 10.39 % [SD: 7.52 %]
Table 5.4: Comparison (in percent, |ESN |−|EOF ||ESN | · 100 of the mean and peak percentile
absolute value of the relative difference of the simulation results computed by SimNIBS
and OpenFOAM within the gray matter compartment of the identical reference meshes.
Abbreviations: EOF = Electric field strength computed by my OpenFOAM solver, ESN =
Electric field strength computed by the SimNIBS solver
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Ernie 21.55° 26.25° 36.34° 22.37° 27.36° 37.9° 22.81° 27.73° 37.76°Mean: 11.05°[SD: 7.75°] Mean: 11.44°[SD: 8.06°] Mean: 11.72°[SD: 8.1°]
Almi5 20.63° 25.35° 35.22° 21.4° 26.4° 36.83° 22.15° 27.45° 40.56°Mean: 10.39°[SD: 7.52°] Mean: 10.81°[SD: 7.81°] Mean: 11.31°[SD: 8.65°]






180) computed by SimNIBS and OpenFOAM within the gray matter compartment of
the reference meshes. Abbreviations: EOF = Electric field strength computed by my
OpenFOAM solver, ESN = Electric field strength computed by the SimNIBS solver.
Figure 5.6: Comparison of the distribution pattern of the electric field strength in both
head models and all electrode montages between the OpenFOAM result and the SimNIBS
result in both the Almi5 and Ernie test case. Areas above the 90th percentile of the electric
field strength are defined as hotspots and marked in black.
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Figure 5.7: Heatmap of the relative difference in the magnitude of the electric field strength
between OpenFOAM and SimNIBS in all three electrode configurations in the Almi5 test
case in percent. A red color indicates a higher electric field strength in the OpenFOAM
result whereas blue indicates a higher value in the SimNIBS result. Histograms depict
differences in percent of all tetrahedra within the gray matter mesh compartment.
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Figure 5.8: Heatmap of the angle difference of the electric field strength between Open-
FOAM and SimNIBS of all electrode configurations in the Almi5 test case. Histograms




Figure 5.9: Heatmap of the relative difference in the magnitude of the electric field strength
between OpenFOAM and SimNIBS in all three electrode configurations in the Ernie test
case in percent. A red color indicates a higher electric field strength in the OpenFOAM
result whereas blue indicates a higher value in the SimNIBS result. Histograms depict
differences in percent of all tetrahedra within the gray matter mesh compartment.
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Figure 5.10: Heatmap of the angle difference of the electric field strength between Open-
FOAM and SimNIBS of all electrode configurations in the Ernie test case. Histograms




Figure 5.11: Comparison of the magnitude of the electric field strength along a sampling
line between both electrodes between OpenFOAM (green) and SimNIBS (blue) in the
Almi5 test case. A dashed line depicts the mesh regions with distinct conductivity values.
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Figure 5.12: Comparison of the magnitude of the electric field strength along a sampling
line between both electrodes between OpenFOAM (green) and SimNIBS (blue) in the Ernie
test case. A dashed line depicts the mesh regions with distinct conductivity values.
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Complete workflow verification with SimNIBS and ROAST
As a next step, I reproduced the Almi5 and Ernie head models from their original
T1-weighted MR data (available from SimNIBS) both using ROAST 3.0 and my head
modeling workflow to allow a comparison between the two simulation pipelines and my
approach.
To match all simulation parameters among the three approaches, the electrode thickness
was increased to 3 millimeters as ROAST required a minimum thickness of in total 3 mm
for the electrodes and the gel layer, which could not be omitted. To exclude the gel layer
from further computations the same electrical conductivity as for the electrode material
was specified for the gel.
Figure 5.13 displays the segmentation result achieved by my approach using only the
T1-weighted image in comparison to SimNIBS 3.0 employing the CAT12 segmentation
routines and ROAST 3.0 using SPM8, both using the T1-weighted as well as the T2-
weighted image of the exemplary data set Ernie. The computed head models were
caudally more truncated in my approach. The Mesh quality was assessed using the
checkMesh utility of OpenFOAM (table 5.6), which deemed the head volume meshes
generated by my approach suitable for usage in OpenFOAM with less than 0.0006 %
and 0.0002 % non-orthogonal cells in the Ernie and Almi5 head models respectively. The
conductivity values and the three electrode montages remained unchanged. Computation
times for each head model on an Intel® Core i7 6700 workstation were approximately
6 hours (segmentation), 10 minutes (meshing; note: after the original publication, an
optimization of the build parameters for its compilation drastically reduced the execution
time of my meshing tool from approximately 3 hours, as initially reported, to 10 minutes),
100 seconds (simulation).
The magnitude of the resulting electric field strength computed by each of the simulation
approaches was contrasted by sampling along a straight line between the centers of the
respective electrodes through the head models. Across all conditions, the mean and
percentile-peak values of the electric field strength in the gray matter mesh compartment
were slightly overestimated in my approach compared to the results from ROAST even
more than compared to the SimNIBS results (table 5.3) while the field distribution
(figure 5.13E) remained comparable (figures 5.14 & 5.15).
The mean as well as the 90th, 95th and 99th percentile of the magnitude of the electric field
strength in the gray matter computed by SimNIBS in the test cases using an electrode
thickness of 3 mm were consistently lower than the results in the test cases with 2 mm
electrode thickness (table 5.3). This observation suggests an inverse relationship between
the electrode thickness and the change in the magnitude of the electric field strength in
the gray matter compartment.
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Almi5
(dual, 3mm electrode thickness)
Ernie
(dual, 3mm electrode thickness)





(in million) 4.1 2.99 4.08 4.8 4.67
#non-orthogonal
faces












non-orthogonality 93.42° 80.46° 79.83° 89.72° 73.29°
Maximum
cell skewness 6.59 1.74 3.4 3.04 1.83
Table 5.6: Number of cells and mesh quality metrics of my version of the Almi5 and Ernie
head models with 3 mm thick electrodes as well as the version generated by SimNIBS. For
the subsequent finite volume method calculations, decisive characteristics are the number
of mesh elements (#cells), the number of non-orthogonal faces, i.e. faces between control
volumes with a deviation greater than 70° between the face normal vector and the vector
connecting the centroids of both control volumes, the maximum non-orthogonality and the
maximum skewness of the mesh elements.
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Figure 5.13: Comparison of my
segmentation result (D) of the
T1-weighted MR image of the
Ernie test dataset (A) with
the SimNIBS segmentation re-
sult (B) and the ROAST seg-
mentation result (C) computed
from the T1- and T2-weighted
imaging data. Labels are defined
as: blue=skin, yellow=skull, pur-
ple=CSF, dark green=gray mat-
ter, light green=white matter,
red=internal air. The resulting
electric field of the anodal elec-
trode configuration using a head
model generated from my segmen-
tation is displayed in Panel (E).
106
5.3. Verification & application examples
Figure 5.14: Comparison of the magnitude of the electric field strength computed by
SimNIBS, ROAST and my modeling and simulation workflow (SimNIBS result: blue,
ROAST result: dark purple, My result: light purple).
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Figure 5.15: Comparison of the magnitude of the electric field strength computed by
SimNIBS, ROAST and my modeling and simulation workflow (SimNIBS result: blue,
ROAST result: dark purple, My result: light purple).
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5.3.3 Extended capabilities
In this section, I demonstrate extended processing capabilities that can be combined with
my standard workflow. I included the anisotropic conductivity of the white matter in
the custom Almi5 test case. Furthermore, I conducted a simulation using an alternative
electrode model in the form of small circle-like electrodes in a multi-electrode setup.
Finally, I demonstrate the inclusion of lesioned tissue in a head model.
Modeling anisotropic conductivity
To model the anisotropic conductivity of white matter, the conductivity tensors from the
diffusion-weighted imaging data of the Almi5 data set were computed. In this process,
I assumed a fixed ratio of 1:10 between the main and the auxiliary eigenvectors of
the tensor and an electrical conductivity of 0.126 Sm for the white matter. I assigned
the same isotropic conductivity values to the individual mesh compartments as before
except the white matter compartment, to which I assigned the computed conductivity
tensors. Refer to figure 5.16 for a depiction of the conductivity profile of the data set. I
simulated the anodal electrode setup with two 5 cm x 5 cm patch-like electrodes placed
over C3 and supraorbital, close to Fp2. The input current strength was set to 1 mA.
Additionally, to demonstrate the image-based meshing capabilities of my meshing tool,
I generated the head model only using image-based meshing (except for the electrodes
and the scalp to ensure the feature-preservation of the electrodes). The characteristics
of the resulting mesh were as follows: 5.2 million tetrahedra, 239 non-orthogonal faces,
maximum non-orthogonality of 81°, maximum skewness of 2.4.
I sampled the magnitude of the electric field strength along a straight sampling line
between both electrodes through the head model and compared the magnitude of the
anisotropic test case to a version of the test case using only isotropic conductivity values.
The difference in the magnitude was most noticeable in the intracranial compartments,
where changes in the magnitude (both in the negative and positive direction) along
the sampling line were generally higher in the anisotropic case than the isotropic case
(figure 5.17A). Furthermore, the area underneath the electrodes experienced higher
differences both in the local field angle and field magnitude of the electric field (figure 5.17B
& 5.17C). The mean angle difference between the isotropic and anisotropic case within
the gray matter mesh compartment was 9.4° (99th percentile: 33.1°). The mean value




Figure 5.16: (A) Conductivity profile of the augmented Almi5 test case in grayscale with
the conductivity tensors overlaid. Conductivity tensors are visualized in red using spherical
tensor glyphs. Their size depicts the magnitude of the conductivity. The shape reflects the
degree of anisotropy, from isotropic (ball shape) to highly anisotropic (ellipsoidal, rod-like).
(B) Zoomed cutout of the conductivity profile. The anisotropic white matter compartment
is visualized by small ellipsoidal conductivity tensors as opposed to the ball-like shape
of the tensors in all other isotropic tissues. (C) Conductivity profile without overlaid
conductivity tensors. Darker compartments exhibit higher conductivity.
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Figure 5.17: (A) Comparison of the magnitude of the electric field strength along the
sampling line (yellow) between the custom version of the Almi5 head model with isotropic
and anisotropic white matter conductivity. (B) Relative difference (in percent) in the local
electric field magnitude in the gray matter mesh compartment. (C) Local angle difference




In this test case, I changed the electrode setup to a 4×1 multi-electrode tDCS setup with
five circular electrodes with a diameter of 5 mm. The anode was positioned approximately
at C3. The four cathodes were positioned at 10 cm distance from the anode in a square
arrangement. A Dirichlet boundary condition of -5 V at the four cathodes and +5 V
at the central anode was defined. I set the input current strength to 1 mA. Again, the
image-based meshing algorithm was used for the head model generation (surface-based
only for the scalp and the electrodes). The same isotropic conductivity values as before
were assigned.
The computation of the electric field finished after 148 seconds. The resulting electric
field pattern was much more focal (figure 5.18), with only a negligible fraction of the
inbound current reaching the contralateral hemisphere compared to the field induced
by two large conventionally shaped electrodes as simulated before. This is an expected
observation for multi-electrode tDCS montages [214]. The average electric field strength
across the cortex was reduced to 0.02 Vm . The 99tth percentile peak electric field strength
was lowered to 0.161 Vm . A larger portion of the cortex received non-negligible field
strength and is covered by a field strength above the 99th percentile.
Figure 5.18: Exemplary extension of the standard workflow by multi-electrode tDCS.
Five round electrodes with a diameter of 5 mm were positioned approximately at C3
and resulted in a much more focal field distribution than achieved with conventional
square-shaped, patch electrodes.
Inclusion of lesioned tissue
In this test case, I created a head model from the T1-weighted magnetization prepared
rapid gradient echo (MPRAGE) and T2-weighted fluid-attenuated inversion recovery
(FLAIR) imaging data of a single subject from the local, large-scale, cross-sectional study
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of the Leipzig Research Centre for Civilization Diseases (LIFE) [215]. Imaging parameters
used for the MPRAGE image were: flip angle 9°, repetition time 2300 ms, inversion time
900 ms, echo time 2.98 ms, 1 mm isotropic resolution, acquisition time 5.1 min. The
parameters of the FLAIR image were: repetition time 5000 ms, inversion time 1800 ms,
echo time 395 ms, 1 mm isotropic resolution, acquisition time 7.02 min. The images were
acquired on a MAGNETOM Verio scanner (Siemens, Erlangen, Germany) with a 32-
channel head receive coil and a body transmit coil. The head model was generated by my
robust standard segmentation workflow using the T1-weighted imaging data. Additionally,
I included white-matter lesions into the head model that were segmented before using the
T2-FLAIR data. Details of the white matter lesion segmentation procedure, which relied
on an adapted version of the lesion-TOADS algorithm [216], can be found in [217]. I
employed image-based meshing for the lesioned tissue, the ventricles, and the air cavities
of the skull and applied the surface-based meshing to all other structures (scalp, skull,
CSF, GM, WM, electrodes).
To illustrate the robustness of my segmentation and meshing approach, I visually compared
the boundary surfaces of the generated compartments of the head mesh between my
approach, SimNIBS 3.0 and ROAST 3.0 (figure 5.19). My approach strongly smooths the
scalp structure but maintains typical characteristics of the shape of the scalp (figure 5.19A).
The skull boundary exhibits the least irregularities using my approach, which, however,
tends to overestimate the thickness of the skull occipitally, along the superior sagittal sinus
(figures 5.19B & 5.20B), and caudally, whereas dorsally, the skull appears thinner. All
three approaches yield a comparable gray matter compartment (figure 5.19E). SimNIBS
creates the visually most complete white matter compartment (figure 5.19F). Note that
I included the white matter lesions as a separate compartment only in my head model
(highlighted in orange) (figures 5.19E & 5.20A).
I conducted a tDCS simulation using the generated white matter lesion head model with
the following parameters: a bi-hemispheric setup of quadratic 5 cm by 5 cm electrodes with
2 mm thickness as before, a 2 mA input current strength, the default conductivity values
from table 5.2 for the standard tissues and 0.05 Sm conductivity for the lesioned tissue, a
value at the lower end of the conductivity range of white matter (mean: 0.2 Sm ± 0.17
S
m)
according to a recent literature review [218]. A low white matter conductivity was chosen
to model a calcification of the tissue. I then simulated the test case again, assigning the
conductivity of healthy white matter to the lesioned tissue. Comparing both computed
electric fields reveals a local perturbation in the area of the lesions (figure 5.21). A low
average relative percentage difference between both solutions in the gray (-0.93 %, SD:
4.81 %) and white matter mesh compartments (-0.97 %, SD: 8.92 %) indicates that there
is no major global difference between the simulations with and without lesions. However,
the comparably high standard deviation suggests larger local differences. The influence
of such white matter lesions is more thoroughly investigated in the upcoming chapter 6
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Figure 5.19: The T1-weighted imaging data
(A) of a subject from the local, large-scale
cross-sectional imaging study, LIFE [215],
were used to create the head model using
my approach, SimNIBS 3.0 and ROAST
3.0. My skull segmentation approach in-
duced the least irregularities on the outer
skull boundary (C). The skin compartment
(B) is highly smoothed while maintaining
the basic shape. The cerebrospinal fluid (D)
and gray matter (E) mesh compartments
are comparable across all three approaches.
I included white matter lesions (F, orange),
segmented from an additional T2-FLAIR
image, into the white matter compartment
of my head model. Note: facial features
have been blurred in these images for rea-
sons of anonymization. The blurring is not
the result of the presented workflows.
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Figure 5.20: The white matter lesions of a subject exhibiting a high lesion load are
highlighted in orange (A). My atlas-based approach for skull segmentation tends to
overestimate the thickness of the skull occipitally, along the superior sagittal sinus (B).
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Figure 5.21: From the individual MR-image of a subject (A) with a high white matter
lesion load I segmented the standard tissues (highlighted in blue = skin, yellow = skull,
purple = CSF, dark green = gray matter, light green = white matter, red = air) and the
white matter lesions (in orange) (B). I simulated (C) a bi-hemispheric electrode setup
with quadratic 5 cm x 5 cm electrodes and low conductivity of 0.05 S/m for the lesioned
tissue while all other tissues were set to their default values (table 5.2). For comparison,
I simulated again with the conductivity of the lesioned tissue set to that of healthy white
matter (D). A local perturbation of the electric field in the area of the lesions can be
observed.
5.4 Discussion & Conclusion
I presented a set of approaches for an individualized simulation of transcranial electric
stimulation. The entire workflow from segmentation, meshing, electrode modeling,
simulation, and visualization is built around OpenFOAM, a finite volume-based framework
for numerical simulations. A coupled use as well as the use of single features are equally
possible. Essential features are:
1. Individual head models are created solely from T1-weighted MRI data. Despite
the limited T1-contrast, scalp, skull, subarachnoid CSF, the ventricles, GM, WM,
and the air cavities in the skull, are robustly segmented, as demonstrated using an
exemplarily head image from a local, large-scale imaging study [215].
2. Combining image-based meshing with surface-based meshing preserves the feature
edges of the electrodes while avoiding any restrictions concerning the topology of
tissue structures of the head model.
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3. Arbitrary electrode shapes can be modeled, and their positioning is standardized
according to the international 10-20 system.
4. Anisotropic tissue conductivity can be incorporated into the simulation.
I demonstrated an overall agreement with an analytical three-layer sphere model and the
simulation results obtained by the simulation pipelines SimNIBS, especially when the
simulations are based on the same head model, and ROAST allowing comparability of
the simulation results across simulation studies.
The combination of an image-based and a surface-based meshing algorithm realizes the
head model generation. The image-based meshing holds two advantages. First, there
is no restriction concerning the topology of the sub-compartments of the mesh. As
the boundaries are determined directly from a labeled image, there is no requirement
for overlap-free boundaries of sub-compartments [219]. Therefore, the inclusion of
structures that do not obey a strictly nested arrangement, for example, tumorous or
lesioned tissue or holes in the skull, is facilitated. Second, image-based meshing is less
sensitive to the quality of the input data, which avoids extensive post-processing of the
segmentation images. However, boundaries may be less accurately approximated, which
I mitigated by setting a strict tolerance of the involved bisection algorithm. Surface-
based meshing approximates boundaries most accurately and can preserve feature edges,
which is, therefore, beneficial for representing any structure that does not require the
flexibility of the image-based meshing, especially for the electrodes. As a consequence
of the combination of both approaches, a tetrahedral volume mesh of high quality with
maximum flexibility concerning the topology and maximum geometrical accuracy is
obtained.
Comparing the results of my solver application and the solver employed in SimNIBS
using an identical head model indicated an overall agreement in the global distribution
and changes of the electric field strength. However, peak differences of up to 66.2 % and
peak deviations in the local electric field direction of up to 40.6° were revealed in sparse
locations close to the electrodes, while, on average, the differences within the gray matter
mesh compartments remained relatively small (approximately 15 % difference in the
field magnitude and 11° in local field direction). Since the volume mesh, the boundary
conditions, and the conductivity values for the individual mesh compartments were
identical, I conclude that differences arose due to the fundamentally different approaches
for the numerical discretization of the Maxwell’s equation (SimNIBS: finite element
method, OpenFOAM: finite volume method). Most importantly, the discretization of
the involved differential operators (i.e. the Laplace operator and the gradient operator)
responsible for the calculation of the electric potential and its partial derivative, i.e. the
electric field strength, differ between the two methods. The finite volume method operates
on cell volumes and relies on the relationship between the volume integral of a control
volume and its surface integral, characterized by the Gauss theorem, for the discretization
of the Laplacian operator. This process involves the interpolation of cell values onto the
cell faces, which is highly affected by the mesh quality, especially the mesh orthogonality,
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as discussed in subsection 4.2.1. Non-orthogonality between two mesh cells violates the
assumption that the direction and weighting of the change in a quantity between two
cells can be approximated solely using the face area vector [220]. Mesh non-orthogonality
requires a correction term impacting the accuracy of the discretization. The Galerkin
discretization method used by SimNIBS 3.0 is not relying on field values from the cell
volumes and their faces and is, therefore, less sensitive to mesh non-orthogonality.
Indeed, I observed the finite volume method implemented in OpenFOAM to be more
sensitive to the quality of the volume mesh than the finite element method in SimNIBS.
Only by applying a gradient-limited interpolation scheme for the Laplacian term of the
underlying equation of the electric potential, correcting for mesh non-orthogonality, the
solution slowly converged when solving the tES problem in the head models created by
SimNIBS. This choice of the discretization scheme resulted in a decreased convergence and
thereby an increased solution time of approximately 4 minutes as compared to 100 seconds
when using no gradient limiters in my head models. Most notably, my volume mesh
contained in the worst-case approximately 25 non-orthogonal cells, whereas the SimNIBS
volume meshes exhibited more than 1000 non-orthogonal cells in the best case and had
problematic cells with negative cell volume, high skewness, wrong orientation, and a high
aspect ratio as detected by the checkMesh utility of OpenFOAM. These differences in
mesh quality could partly be attributed to the underlying image segmentation result.
Using my head segmentation result as input to the SimNIBS mesh creation process, the
resulting mesh did not exhibit any other problematic cells than non-orthogonal cells
anymore. The fraction of non-orthogonal cells in the entire mesh was approximately
halved to only 0.0014 % in the Almi5 head model, which is still 23-times higher than
achieved by my meshing approach. The still higher mesh quality of my approach in
terms of mesh orthogonality results from an extensive mesh optimization phase in my
meshing approach, which increases the time for the volume meshing to up to 10 minutes
compared to 90 seconds without optimization on an Intel® Core i7 6700.
Deviations in the electric field strength when simulating with my version of the Almi5
and Ernie head models instead of the ready-to-use head models might originate from
differences in the caudal extent of the head model and a different segmentation of the
white matter and especially of the skull (figure 5.13).
Based on in-vivo measurements, Huang et al. [42] evidence a significantly better prediction
of the current flow using extended head models that include the anatomy of the lower
head. However, Indahlastari et al. [103] demonstrate a difference in the median current
density in various cortical and subcortical structures within a 10 % range for a truncation
similar to my head models (truncation below the foramen magnum of the skull) using
repeated simulations and a single head model with decreasing caudal extent. More recent
work [221] supports this finding reporting an 11 % difference between an upper-head
model and a whole-body model. In general, Indahlastari et al. found that the error
introduced by a reduced head model extent depends on the location of the electrodes
and the stimulation target, respectively. Simulations of electrode montages close to the
caudal cutoff of the head model with a reduced extent are more prone to deviations in the
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magnitude of the electric field strength because of the lacking caudal current pathways.
Similarly, the current density magnitude in inferior and deeper subcortical structures is
more affected by a reduced head model extent. The foramen magnum was identified as
another decisive factor for comparisons across head models. To yield a more comparable
spread of the electric field strength, the opening of the skull should be consistently closed
or consistently opened in all head models under comparison. In my head models and
the SimNIBS head models, the foramen magnum was closed but not in the ROAST
head models, possibly explaining the observed higher difference between my approach
and ROAST. While my approach for skull segmentation tends to overestimate the skull
caudally and occipitally, along the superior sagittal sinus, it slightly underestimates the
thickness dorsally where the electrodes are attached. The thinner skull in that region may
yield an overall higher electric field magnitude [219]. However, the general agreement in
the change of the magnitude of the electric field strength indicates that my modeling
workflow does not introduce unexpected alterations to the head model.
The Blender plugin provides powerful means for the positioning and the modeling of
the electrodes. After manually defining four fiducial points (nasion, inion, tragi of the
ears), electrodes are placed automatically according to the 10-20 system. Any position
outside the 10-20 system can be manually defined by moving the electrode across the
scalp surface. A standard rectangular electrode is automatically modeled at the specified
position. Other electrode types such as ring electrodes or triangular electrodes as applied
in [222] and [223] are respectively possible but require an adaptation of the automated
workflow.
My solver application was verified using an analytical three-layered sphere model and by
comparing simulation results from realistic head models to the established simulation
pipelines SimNIBS and ROAST. However, a verification of the obtained simulation results
with in-vivo recordings of the electric field remains an open task. Promising approaches
are electric current density measurements obtained by means of magnetic resonance
electrical impedance tomography [224] or in-vivo recordings of the electric potential
by intracranial electrodes, for example, from epilepsy patients [41, 42] and from scalp
potentials [40].
Since my workflow mainly focuses on addressing individual problems that I faced during
the simulation of tDCS, it only provides a loose framework for the coupling of the
suggested tools. While I documented the information flow between the individual steps
of the workflow, I did not couple the involved tools in an overarching script yet as my
main focus was the easy interchangeability of the involved tools and the extendibility of
the workflow. As a result, familiarization with the individual tools and knowledge about
the information flow between the tools (figure 5.1) is necessary to apply the workflow
as a whole and potentially results in a higher initial effort for the setup and application
compared to fully automatized pipelines. I, therefore, consider my proposed workflow in
the current state more suitable for methods-oriented researchers interested in adapting
and refining the presented approaches. Developing my workflow further towards a highly
automated pipeline is an ongoing process and will entail replacing certain components.
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For example, the semi-automated segmentation pipeline implemented in JIST currently
requires user interaction with the graphical user interface of MIPAV. My colleague Pierre-
Louis Bazin and his collaborators are working on the development of Nighres [225], a
Python library for the processing of neuroimaging data. Several algorithms formerly
implemented as JIST plugins have already been transferred to Nighres, which will allow
us to replace the MIPAV/JIST-based pipeline eventually.
First simulation studies suggest that damaged brain tissue due to a stroke influences
the field distribution [226]. Therefore, considering pathological tissue in the head model
is a vital extension to applying tES simulations to stroke patients. My workflow is
prepared for this application, as demonstrated by the inclusion of white matter lesions
into the head model. However, a fully automated and reliable segmentation of these
irregular structures, especially stroke lesions, is still an open task for future research.
Recent machine-learning-based algorithms constitute promising approaches for general
brain lesion segmentation [141], or more specialized white matter lesion and stroke lesion
segmentation [227] as well as tumor segmentation [228].
The advantageous properties of the suggested approaches for head and electrode modeling,
and segmentation, facilitate simulation studies investigating alternative electrode shapes
or irregular structures of the head model such as lesions and tumors in patients, implants,
holes in the skull, or vascular tissue. I applied and further extended the proposed
workflow to model tDCS simulations in the aging brain of healthy older adults and in
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The presented simulation study is the result of a collaboration with Dr-Ing. Konstantin
Weise of the “Brain Networks” group at the Max Plack Institute for Human Cognitive
and Brain Sciences (MPI CBS) and Dr. Leonie Lampe from the neurology department at
the MPI CBS. Konstantin Weise developed the employed uncertainty analysis framework.
Leonie Lampe provided the white matter lesion segmentation images. I integrated the
uncertainty analysis method into my simulation workflow, designed and conducted the
simulation study, which involved the selection of the subjects as well as the creation of
their head models, and I was responsible for the data analysis.
Abstract Transcranial direct current stimulation (tDCS) is a promising tool to enhance
therapeutic efforts, for instance, after a stroke. The achieved stimulation effects exhibit
high inter-subject variability, primarily driven by perturbations of the induced electric
field (EF). Differences are further elevated in the aging brain due to anatomical changes
such as atrophy or lesions. Informing tDCS protocols by computer-based, individualized
EF simulations is a suggested measure to mitigate this variability.
While brain anatomy in general and specifically atrophy as well as stroke lesions are
deemed influential on the EF in simulation studies, the influence of the uncertainty in
the change of the electrical properties of the white matter due to white matter lesions
has not been quantified yet.
A group simulation study with 88 subjects assigned into four groups of increasing lesion
load was conducted. Due to the lack of information about the electrical conductivity of
WMLs, an uncertainty analysis was employed to quantify the variability in the simulation
when choosing an arbitrary conductivity value for the lesioned tissue.
The contribution of WMLs to the EF variance is increased in high lesion load subjects.
However, the total variance of the EF does not significantly change with the lesion load.
Our results suggest that WMLs do not perturb the EF globally and can thus be omitted
when modeling subjects with low to medium lesion load. However, for high lesion load
subjects, the omission of WMLs may yield less robust local EF estimations in the vicinity
of the lesioned tissue. These results contribute to the efforts of accurate modeling of
tDCS for treatment planning.
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6.1 Handling age-related brain changes in tES simulations
Transcranial direct current stimulation (tDCS) is currently researched as a therapeutic
tool, for example, for relieving pain [9], promoting rehabilitation [14], or attenuating
cognitive decline [229]. Older adults represent a particularly important target group for
tDCS applications as most neurological diseases like Alzheimer’s disease, Parkinson’s
disease, or stroke predominantly manifest in the aging brain. However, tDCS studies
report a high inter-subject variability in the stimulation effects [24, 25]. A relationship
between the electric field in tES simulations and physiological modulations assessed by
functional MRI or motor evoked potential measurements was recently revealed [28, 230].
This, in turn, attributes the electric field a role in the individual modulation of cortical
function induced by tDCS. Moreover, as briefly explained in the previous chapter 5
modeling studies identified an immediate impact of subject-specific anatomical differences
on the distribution of the electric field within the subject’s head [22, 27, 231, 232]. These
anatomical differences become more pronounced in the aging brain when considering large-
scale structural brain changes such as atrophy [233, 234, 235] and brain lesions [186, 226,
236]. An individualized electrode montage [32, 33] and current dosage [34] informed by
numerical computer simulations of tDCS, taking into account such anatomical variations,
are suggested measures to mitigate the response variability of tDCS, particularly for
elderly subjects as a recent review on tDCS for the aging brain concluded [237].
Electrostatic simulations as the underlying technology of individualized tDCS therapy
crucially depend on an accurate representation of the electrically relevant structures
of the head of individual subjects [35, 84, 136]. During the aging process, the gray
matter structure [238] but also the white matter is subject to major changes [239].
Microstructural alterations like the disruption of white matter tracts, vessel impairments
such as cerebral microangiopathy in the presence of vascular risk factors, inflammation,
or the loss of myelination may cause atrophy and lesions of the white matter tissue.
Despite their frequent manifestation in the aging brain [240], white matter lesions
(WMLs), or leukoaraiosis, have only very recently gained attention in the context of
tDCS simulations [241].
To investigate the influence of WMLs on the electric field by means of a simulation study,
they must be geometrically and physically representable in a head model. A segmentation
of WMLs from MR images can be performed automatically [216, 217], allowing their
geometric representation. However, the change in the electrical properties of the lesioned
white matter tissue is not quantified in the literature. Even the conductivity of healthy
tissue varies among subjects [242], rendering the conductivity of all tissues in the human
head, but especially that of lesioned white matter, an uncertain input to the simulation.
Fixed default conductivities, like the usage of cerebrospinal fluid for the physical modeling
of lesions [186, 226, 236, 241], may yield inaccuracies in the simulation results, which an
uncertainty analysis can quantify.
An uncertainty analysis is a promising tool to model tDCS simulations with uncertain
inputs. The physical properties of the head model are represented by a multi-dimensional
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input space instead of a set of fixed conductivity values. A relation between this input
space and the output quantities (i.e. the electric field) is established and statistics such
as the mean electric field strength, its variance, and the contribution of each tissue to
that variance can be derived.
This process is a computationally expensive task. The input space must be sampled
sufficiently enough, performing a complete, standard tDCS simulation on each sampling
iteration to determine the relation to the output quantity reliably. One technique to
mitigate this computational effort is the so-called generalized polynomial chaos expansion,
which efficiently determines a surrogate model of the output quantity based on fewer
samples, requiring much less computational resources [160].
This technique was previously introduced in tDCS and TMS case studies in a single
young healthy adult [160, 243]. Investigating a wider range of phenotypes in a group
uncertainty analysis and considering abnormal brain tissue remain open tasks.
Here, the influence of white matter lesions on the electric field distribution during tDCS
with two different electrode setups is investigated by means of a computational uncertainty
analysis using the generalized polynomial chaos expansion. I expected an elevated total
variance of the electric field induced by an increasing contribution of the WMLs to the
variance proportional to the lesion load. To systematically assess the influence of the
lesion load on the electric field and to account for the spatial variability of the lesions,
simulations were performed using the imaging data of in total 88 subjects. They were
assigned to one of four groups according to their Fazekas score [244] with a parametrically
increasing lesion load ranging from an absence of lesions (Fazekas 0) to a high lesion load
(Fazekas 3). All tissue classes were modeled uncertain, with WMLs exhibiting the highest
uncertainty. The contribution of the WMLs to the total variance of the computed electric
field is assessed, representing the robustness of the simulation results given incorrectly
modeled electrical conductivity of the lesioned tissue. The presented results inform
whether white matter lesion tissue must be considered as a separate structure for accurate
modeling of tDCS in the elderly population, contributing to the efforts of individualized
tDCS therapy guided by computer simulations in elderly subjects and patients.
6.2 Procedure of the simulation study
6.2.1 Imaging data
T1-weighted magnetization prepared rapid gradient echo (MPRAGE) and T2-weighted
fluid-attenuated inversion recovery (FLAIR) head images of each subject were selected
from a pool of 2029 datasets. These imaging data were collected previously on a
MAGNETOM Verio scanner (Siemens, Erlangen, Germany) using a 32-channel head
receiver coil and a body transmitter coil as part of the large cross-sectional imaging
study of the Leipzig Research Centre for Civilization Diseases (LIFE study) [215]. The
MPRAGE acquisition parameters were described before in section 5.3.3, but shall be
repeated for completeness: flip angle 9°, repetition time, TR, 2300 ms, inversion time,
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TI, 900 ms, echo time, TE, 2.98 ms, 1 mm isotropic resolution, total acquisition time 5.1
min. The parameters of the FLAIR image were standardized as well: TR 5000 ms, TI
1800 ms, TE 395 ms, 1 mm isotropic resolution, total acquisition time 7.02 min.
6.2.2 Subject sample
Imaging data of 88 subjects, gender (45 female) and age-matched (70.83 ± 4.15 yrs.),
were selected from the database of the LIFE study. Subjects were assigned to four groups
according to their Fazekas score [244], which quantified the amount of lesioned tissue
in the periventricular and the deep white matter. See table 6.1 for a detailed overview
of the groups and figure 6.1 for a summarized overlay of the white matter lesions in all











# subjects 22 (11 ) 22 (11 ) 22 (11 ) 22 (10 )










0.0 (sd: 0.0) 0.72 (sd.: 0.7) 2.11 (sd.: 1.81) 8.94 (sd.: 3.48)
Table 6.1: Characteristics of the subject sample. In total, 88 subjects evenly distributed
across four groups with increasing lesion load (assessed on the Fazekas scale) with matching
age were randomly selected. The age range was determined by the age of the Fazekas 3
subjects which were exclusively aged 59 years or older. Abbreviations: = male, sd =
standard deviation
6.2.3 TDCS simulations
The tDCS simulations were conducted using the workflow detailed in the previous
chapter 5 as a foundation. In short, the finite volume method (FVM) toolkit OpenFOAM
(v.7) [51] is used for the electrostatic simulations. Electrodes were modeled and positioned
in the 3D-modeling software Blender (v2.79) [194]. The head mesh was generated using
my custom tool combining surface-based and image-based meshing algorithms based
on Delaunay refinement from the Computational Geometry Algorithms Library (CGAL
v.4.13.1) [179, 180]. The head models of the subjects in this simulation study comprised
the structures skin, skull and enclosed air cavities, the subarachnoid cerebrospinal fluid
(CSF), the CSF in the ventricles, gray matter (GM), white matter (WM), and white
matter lesion (WMLs). The image-based meshing was applied to the lesioned tissue,
the internal air, and the ventricles. These tissues would disrupt a nested arrangement,
a topological requirement of the surface-based meshing, which was applied for the
remaining parts. The resulting meshes contained between 3.5 · 106 and 4 · 106 tetrahedral
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Figure 6.1: Lesion overlays of the analyzed groups. Overlays of the spatially normalized
white matter lesions of all subjects (top row) and within the individual groups at various
slices of the volume. The color of a voxel represents the number of subjects that exhibit
lesioned white matter tissue at that location.
elements. The meshes were optimized by reducing the global mesh energy using a CGAL-
implementation of Lloyd’s algorithm [201], and Delaunay slivers, i.e. flat tetrahedra,
were removed [168]. The meshes were inspected visually. Their quality was validated
using the OpenFOAM tool checkMesh, which acknowledged the generated meshes to
be suitable for the subsequent FVM-simulations in all cases. The T1-weighted head
images were segmented using the segmentation pipeline presented in chapter 3. To
summarize, in a three-step, semi-automatic segmentation procedure, first, the skin tissue
and skull were segmented by registering 20 individual template segmentation images
from the BrainWeb database to the T1 image of each subject. Voxels with the highest
probability of being skin or skull were identified in a majority-voting process specified
by the STAPLE algorithm [111]. Second, the multi-object geometric deformable model
(MGDM) algorithm [121] was employed to segment the intracranial compartments of
the head, including deep, subcortical structures, in a topology-preserving manner. This
ensured a continuous boundary of the structures cerebrospinal-fluid, gray matter, and
white matter. Third, the air-filled cavities of the skull were extracted using a pseudo-
CT template from [114], which was co-registered to each T1 image. The intermediate
segmentation images were merged into one image, which was post-processed by a series of
image morphological operations to ensure a suitable quality for the head mesh generation.
The WMLs did not interfere with these procedures but they were also not segmented.
Instead, they were segmented automatically from the T2-FLAIR head images, where
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WMLs are expressed as hyperintensities. The involved segmentation process of the white
matter hyperintensities was conducted by Leonie Lampe and was based on an adapted
version of the lesion-TOADS algorithm [216] and is detailed in [217].
To compute the electric field, the quasi-static form of Maxwell’s equations was solved by
my custom solver application employing the OpenFOAM API (refer to subsection 5.2.2
for more details). OpenFOAM implements the cell-centered finite volume method. As
such, it operates on cell centers instead of nodes and result fields are cell-based instead
of point-based. The electric potential V and the electric field E were computed at the
center of each tetrahedral mesh element with its scalar conductivity σ.
The subsequent analyses necessitated evaluating the electric field strength at the cortical
mid-layer of each head model. The laminar package of the neuroimaging processing library
Nighres [225] was employed to compute the cortical laminae in an anatomically informed
manner [245] and the mid-layer was extracted. The Marching Cubes implementation [128]
of ParaView 5.6.3 [127] was used to create the surface representation of the boundary of
the mid-layer segmentation image. The surface was smoothed in Meshlab [200] using the
Taubin smoothing algorithm (λ = 0.5, µ = −0.53) [174] and remeshed using the isotropic
remeshing capability of CGAL 4.13.1. It is worth noting that the mid-layer surfaces
were created independently of the respective head volume meshes and were, thus, not
embedded in their structure.
Instead, after each completed simulation pass, the resulting electric field strength was
linearly interpolated onto the mid-layer nodes from the cell data of the head volume
mesh. The interpolation involved a two-stage scheme. First, the electric field strength
was interpolated from the center of each cell of the head volume mesh to the vertices
of that respective cell using the VTK (Kitware Inc.) class vtkCellDataToPointData. In
its current implementation, for each vertex of the mesh, this class averages the values
from the centers of all adjacent cells. Large heterogeneity in the cell volumes of the
adjacent cells may decrease the accuracy of this interpolation method. However for the
creation of my head volume meshes, no adaptive element size was used and element
sizes were small, generally below 1 mm3 (mean volume: 0.72 mm3, sd: 0.155 mm3),
diminishing this possible drawback. Next, for each node of the mid-layer surface, the
containing cell of the head mesh was determined. Finally, the electric field values at the
vertices of the containing cell were interpolated onto the mid-layer node by a weighted,
linear interpolation. The weights were obtained from the barycentric coordinates of the
mid-layer node within its containing cell of the head mesh.
While this kind of linear interpolation scheme might introduce an unwanted smoothing
of the simulations results, I expect, a comparably minor effect due to 1) the small
element size of typically below 1 mm3 and 2) performing this operation in local mesh
neighborhoods within the gray matter mesh compartment with homogenous electrical
conductivity and without major jumps in the electric field strength in neighboring
cells. To quantify an upper bound of the smoothing of the electric field strength by
the outlined interpolation scheme, it was performed for the cell centers (instead of the
mid-layer nodes). The simulation-derived electric field strength was first interpolated
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(using vtkCellDataToPointData) to the vertices of the cells containing a mid-layer node.
From those vertices, the electric field strength was then interpolated back to the centers of
the cells. The relative difference between the interpolated electric field strength at the cell
centers and the original simulation-derived electric field strength at the cell centers was
assessed. The average norm of the relative difference was 3.44% (SD: 4.5%), with elevated
differences peaking at the 99th percentile of 21.13% at sparse locations, where a mid-layer
node was located within a boundary element of the gray matter mesh compartment.
Concludingly, the interpolated electric field values and the simulated electric field values
were generally in close range. Therefore, the error due to the interpolation could be
considered small in the context of the observed variations in the electric field across
subjects.
The electric field strength was interpolated onto the mid-layer nodes instead of directly
evaluating the gradient of the electric potential there for three reasons. 1) My cell-centered
finite volume-based solver application computed the electric field strength and electric
potential at the cell centers. Since the mid-layer was created independently of the volume
mesh, its nodes were not necessarily located at the cell centers. 2) For this reason, an
implementation of the discretization of the gradient operator to derive the electric field
strength at the nodes of the mid-layer would have likewise required an interpolation of
the cell-based electric potentials of the surrounding mesh elements. 3) The employed
pygpc-based uncertainty analysis framework was designed to interact in a non-intrusive
way with the standard simulation workflow. The mid-layer was not part of this standard
workflow but merely served as a proxy defining positions in the computational domain
where the gPC should be evaluated.
Simulation case setup
Each head model exhibited the same seven structures: skin, skull, the air cavities of
the skull, CSF, GM, WM, and the WMLs. As part of the sensitivity analysis, their
homogenous electrical conductivity values were not fixed but modeled as random variables
ξi. Each variable was characterized by a beta distribution (shape parameters α = 3, β = 3)
and bound within a specified range of conductivity values (figure 6.2) based on a previous
study [160]. A beta distribution was chosen for its boundedness and resemblance to
a normal distribution given the mentioned shape parameters. WMLs exhibited the
highest conductivity range, representing the increased uncertainty in their true electrical
conductivity due to insufficient evidence from the literature. The range was selected to
cover the entire spread of conductivity values in the human brain. The conductivity of air
was fixed to 10−15 Sm , acting as an insulator. Two electrode setups were simulated, each
using quadratic 25 cm2 pad electrodes (fig. 6.3A). In setup 1, the bi-hemispheric setup,
the electrodes were positioned on both hemispheres over the 10-20 electrode coordinates
C3 and C4 aimed at motor cortex stimulation. The second setup, the frontal-occipital
setup, was chosen to maximize the distance between the electrodes to yield a more
extensive subcortical distribution of the electric field [246]. This setup was used before
to stimulate arousal [247]. The electrodes were positioned over the 10-20 coordinates Oz
and Fpz. A current strength of 2 mA was applied in both setups.
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Figure 6.2: Illustration of the conductivity ranges and their probability density function of
the head model compartments. Different colors represent corresponding tissue types in the
exemplary segmentation image in the top left corner. The electrical conductivity values of
the structures of the head model were distributed according to a beta-distribution function
as shown by violin plots (shape parameters: α = 3, β = 3, for illustrative purposes the
y-axis of the distributions was normalized in this plot).
6.2.4 Uncertainty analysis
The uncertainty analysis aims to determine the variation of the output quantity q of
a system due to the uncertainties of its n input quantities ξ = [ξ1, . . . , ξn] spanning a
multi-dimensional input space Ξ. In the case of tDCS simulations as the system under
investigation, the electric field strength E represents the output quantity qE and the
homogenous electrical conductivity values of each structure in the head model constitute
the input quantities σ = [σ1, . . . , σn]. The uncertainty of a quantity is described by its
probability density function (PDF), representing the likelihood of any arbitrary interval
of the quantity. The PDFs of the input quantities are defined by their probability
distribution within a finite range. The PDF of the output quantity can be estimated, in
a naive fashion, by computing a sufficiently high number of samples with varying input
values. Calculating one sample for a tDCS simulation-based uncertainty analysis implies
performing a full simulation with a randomly (according to the input PDFs) selected fixed
electrical conductivity for each tissue compartment. Every simulation pass represents a
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Figure 6.3: Illustration of the electrode setup and the regions of interest. (A) All simula-
tions were conducted using a bi-hemispheric electrode setup over the 10-20 coordinates C3
& C4 and a frontal-occipital setup over the coordinates FPZ & OZ. The regions of interest
(ROIs) used for statistical analysis were defined on the cortical mid-layer (B) and in two
deep regions (C). They are highlighted in dark gray in this illustration. Each “Electrode
ROI” was defined as the area underneath the respective electrode using a 5 cm sphere
with the origin at the center of the electrode projected onto the mid-layer surface. A 3
cm sphere masked by the pre-central gyrus representation of the Brainnetome atlas [248]
at the location of the primary motor cortex coordinate from the Human Motor Area
Template [249] on the cortical mid-layer constituted the “M1 ROI”. The hippocampus
and the thalamus (of both hemispheres) were selected as the deep ROIs. Their shape,
location and volume was determined by the MGDM brain segmentation [121] algorithm.
Abbreviations: L = left hemisphere, R = right hemisphere, A = anterior, P = posterior
mapping from the input space (electrical conductivities) onto the output space (electric
field strength). Since a single simulation requires up to several minutes of computation
time, the naive Monte Carlo sampling of the input space is currently not feasible.
The generalized polynomial chaos expansion (gPC) is an established approach to dras-
tically reduce the number of required simulations by constructing a surrogate of the
computationally expensive original model. The surrogate model is represented by joint














The degree of the polynomials is denominated by the multi-index ak ∈ A, k = 1, . . . ,K,
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where K denotes the total number of joint basis functions. The polynomial series replaces
the actual system under investigation by approximating the true mapping from the input
to the output space [250] at the location r given the input quantities ξ




Consequently, the input space can be sampled more efficiently, since it merely involves the
evaluation of a polynomial function instead of performing a numerical tDCS simulation,
reducing the time to compute the PDF of the electric field strength. Finally, to establish
the surrogate model, far fewer samples (i.e., tDCS simulations) are required than for the
setup of the actual output PDF by the Monte Carlo method.
Application of the generalized polynomial chaos expansion for the sensitivity
analysis
The polynomial series of the electric potential V , at location r with the electrical
conductivity σ,









(σi), for each input variable σi, the (gPC) coefficients uk(r) of the polynomial series
were computed for each of the R mesh elements. This entailed solving the problem
minimize
U
‖QV −Ψ ·U‖22, (6.4)
for the matrix of coefficients U = [u1, . . . ,uR] using a least-squares regression method.
The simulation derived values of the electric potential [qV (σ(1)), . . . , qV (σ(J))], each
computed with a distinct realization j of the n input variables σ(j) = [σ(j)1 , . . . , σ
(j)
n ]
from the random set of all realizations X = {σ(1), . . . ,σ(J)} are used in this process to
assemble the vector QV . Ψ constitutes the matrix of the K polynomials,
Ψ =

Ψa1(σ(1)) . . . ΨaK (σ(1))
... . . .
...
Ψa1(σ(J)) . . . ΨaK (σ(J))
 ,
and will be extended in this adaptive process. The relative error ε0 between the approxi-
mation of the electric potential q̃V calculated from the current form of the polynomial
series and the true simulation-derived result qV evaluated at the centers of the respective
mesh elements of the entire head model was then assessed by a leave-one-out cross-
validation scheme of Nθ = 50 random sampling points from the test set Xθ ∈ Ξ using the
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If the relative error ε0 exceeded a threshold of ε0 ≥ 10−3, more polynomials were added
to the basis, either representing an interaction between the input variables or increasing
the order of the polynomials. In this process, additional columns were added to the
matrix Ψ. To solve the extended system of equations, further realizations of the electrical
conductivity were randomly selected and according simulations were performed extending
matrix Q. Upon each expansion, additional sampling points from Ξ and their according
simulation-derived solution had to be determined. To reduce the computational cost, the
maximum interaction order was restricted to two for this process, that is, not more than
two input variables interact in the resulting polynomial series, which was found to be
sufficient. The described non-intrusive algorithm is implemented in the software package
pygpc v.0.2.4 by Weise et al [251]. Figure 6.4 further illustrates this process.
Figure 6.4: Illustration of the basic principle of the adaptive gPC algorithm used in this
project. In an iterative process, the matrix of polynomial basis functions Ψ is expanded,
according coefficients ua for the polynomial series are determined to best approximate the
output quantity q. This figure was adapted from the supplementary material of [160] with
friendly permission of Dr. Konstantin Weise.
The gPC approximation for the electric field components (Ex, Ey, Ez) can be determined
by the gradient of the gPC coefficients of the electric potential




The basis functions remain unaltered because they only depend on the electrical conduc-
tivities σ. This procedure resembles the solution process in finite volume or finite element
methods, by first iteratively approximating the electric potential and then deriving the
solution of the electric field by the spatial gradient.
To determine the gPC coefficients of the electric field magnitude, the same regression
method (eq. (6.4)) as before was used. In this case, Q contained the electric field
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magnitude instead of the electric potential in the investigated areas (mid-layer, deep
regions). It is noted that calculating the magnitude (L2-norm) of the electric field from
the gPC of the electric potential propagates the error of each component of E affecting
the accuracy. By setting a strict convergence criterion for the gPC of qV of ε0 < 10−3, it
was ensured that with the expected loss in accuracy, the error in the gPC of the electric
field magnitude remained consistently under ε0 < 10−2. This was assessed using the
previously introduced leave-one-out cross-validation scheme (eq. (6.5)) for each subject.
The gPC of the magnitude of the electric field strength was determined only at the
cortical mid-layer and the deep regions of interest. The mid-layer as the main site of the
cortical neurons is considered the central area of interest for the stimulation. The gPC
of the electric field magnitude was not computed for the entire head model because the
electric field strength at the interface between two tissues, for example, at the cortical
surface, tends to be less smooth between local samples, resulting in larger approximation
errors.
With the gPC of the magnitude of the electric field strength, the mean electric field
strength and its variance, given the uncertain input, can be derived directly from the
(gPC) coefficients [160] for each mid-layer node and each mesh element within the deep
ROIs. To investigate the contribution of the uncertainty of the electrical conductivity
of each tissue to the variance of the electric field, variance-based importance measures,
so-called Sobol indices, were computed directly from the coefficients of the gPC series.
The Sobol index indicates the sensitivity of the output quantity, that is the electric field
strength, to a particular input variable σi, i.e. the electrical conductivity of tissue i, or
to a combination of multiple input variables. Besides, it is influenced by the uncertainty
of the input variables meaning the shape and range of their probability density function.
The sum of the Sobol indices of all input variables and their interactions equals the total
variance of the electric field strength.
Technical realization of the sensitivity analysis
On an Intel® Core™ i7 6700 workstation equipped with an SSD drive and 32 GB RAM,
the simulation time for one simulation pass per subject was approximately 8 minutes.
Between 51 and 96 simulations were necessary per subject to expand the gPC series with
a residual of 10−3. This resulted in third-order polynomial series with 34 to 64 coefficients.
Up to 4 simulation passes were performed in parallel, which typically resulted in a total
computation time of 2 to 4 hours for the uncertainty analysis of one subject.
The average, relative error across all test cases between the electric potential computed
by the polynomial series and the actual simulated value was 0.07±0.02% and 0.56±0.2%
for the electric field magnitude.
6.2.5 Statistical analysis
The uncertainty analysis focused on determining the mean electric field strength, the
associated variance, and the Sobol indices as result quantities. With this, between
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two levels of means and variances of the magnitude of the electric field strength must
be distinguished. The first level is the mean magnitude of the electric field strength
and its associated variance due to the uncertainty in the electrical conductivity of the
structures in the head model. These result quantities of the uncertainty analysis are
defined at each node of the cortical mid-layer and within each mesh element of the deep
ROIs. The second level is obtained by spatially averaging these result quantities on
the cortical mid-layer in subject space (in the following denoted as “whole-brain”) and
within eight regions of interest (ROIs), creating a (spatial) average and variance of the
mean electric field strength magnitude as well as a (spatial) average and variance of the
electric field variance within the analyzed regions. In the following, theses averages of
the result quantities for each ROI are reported. To gain an additional estimate of the
result quantities outside the selected ROIs and particularly in the vicinity of the WMLs,
I further present individual subject data from a sampling line running from electrode to
electrode through the entire intracranial volume.
Regions of interest
The regions of interest were defined at four locations on the cortical mid-layer and by four
deep structures. The cortical mid-layer ROIs were chosen as the cortex represented the
primary target site for tDCS. The selected deep brain regions were reported to likewise
receive a pronounced electric field strength [246]. The electric field in those deep regions
was, furthermore, expected to experience a more substantial influence of the white matter
and white matter lesions.
To investigate the cortical area directly underneath the stimulating electrodes, the first
pair of the mid-layer ROIs was defined as a sphere of 5 cm diameter at the individual
centers of the electrodes (“Electrode ROI left/right”, “Electrode ROI frontal/occipital”).
Each of these ROIs covered on average approximately 4,700 nodes on the cortical mid-
layer, which exhibited an average total number of 110,000 nodes across all subjects.
The second pair of mid-layer ROIs was located at the primary motor cortices on each
hemisphere representing the expected target stimulation sites for the bi-hemispheric
montage (“M1 ROI left/right”). The M1 ROIs included an average of roughly 900 nodes
of the mid-layer. The thalamus and hippocampus on both hemispheres constituted the
four deep ROIs. Since the thalamus is positioned close to the ventricles, as are the
periventricular white matter lesions, their increased influence in that region would be
feasible. The hippocampus was selected as an association of specific locations of white
matter hyperintensities and impaired memory function was found in previous work of
Lampe et al. [217], possibly indicating an influence of WMLs on the hippocampus. Both
deep structures were segmented by the employed brain segmentation algorithm MGDM
and comprised, on average, approximately 9000 and 7500 data points, respectively. The
data was extracted from the described ROIs using ParaView v.5.6.3 [195].
The electrode ROIs were created individually for each subject according to the position of
their electrodes separately for each electrode montage using a Python script for ParaView’s
Programmable Filter. The center of gravity of the electrode was perpendicularly projected
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onto the cortex. For the frontal-occipital setup, the projection occurred onto the convex
hull of the cortex. Using the convex hull was necessary because of the central position
of the electrodes at the longitudinal fissure. Without the convex hull, the center of
gravity of the electrodes would have been projected deep into the brain through the
longitudinal fissure onto the corpus callosum instead of directly underneath the electrode.
The resulting coordinate constituted the center of a 5 cm diameter sphere used to clip
the mid-layer surface. The values of the clipped mid-layer were further analyzed.
The M1 ROIs were first defined in MNI space. The respective coordinate of the M1
on the left hemisphere in MNI space (left M1 ROI, x = −37, y = −25, z = 64) was
taken from the human motor area template [249] and symmetrically mirrored to the
right hemisphere (right M1 ROI, x = 37, y = −25, z = 64). A sphere of 3 cm diameter
was created at these locations using a spherical kernel of 15 mm in fslmaths. The
sphere was subsequently clipped with the representations of the precentral gyrus of
both hemispheres from the Brainnetome atlas [248] (labels: 53 - 64). Both ROIs were
non-linearly transformed into the subject space using the “Symmetric Normalization”
(SyN) transformation algorithm [110] from the Advanced Normalization Tools (ANTS)
v2.3.1 [252] and the T1-weighted image of each subject. The Resample With Dataset
filter of ParaView was then used to transfer the ROIs in subject space onto the cortical
mid-layer. Finally, values outside the ROI on the mid-layer were discarded, that is,
multiplied by zero, and the remaining values were analyzed.
From the individual MGDM brain segmentation of each subject, the segments of both
thalami and hippocampi were extracted and post-processed by image-morphological oper-
ations (opening and closing, each with a 3 mm spherical kernel to smooth their boundary)
in MIPAV. The resulting segmentation images were used to identify cells of the individual
head models inside those deep regions in ParaView using the “ResampleWithDataset”-
filter. The gPC expansion of the magnitude of the electric field strength was performed
for these cells.
Statistical methods
Statistics of the ROI-averaged results of the uncertainty analysis were computed in R
v.3.4.4 [253, 254] for the four Fazekas groups: Fazekas 0 (absence of lesions), Fazekas
1 (low lesion load), Fazekas 2 (medium lesion load), and Fazekas 3 (high lesion load)
subjects. Normality was determined using the Shapiro-Wilk test. Significant deviations
between group means for normally distributed samples were tested with a one-way
ANOVA with the groups as factors and corrected for multiple comparisons, taking into
account the number of regions of interest. A Bonferroni corrected paired-samples t-test
was used as a post-hoc test. Non-normally distributed samples were tested with the
Kruskal-Wallis (KW) rank test again using the groups as factors and a correction for
multiple comparisons. A post-hoc test was conducted using the Bonferroni-corrected
Dunn’s test. The effect size measure η2 was calculated for significant KW tests based on
their H-statistic [255].
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6.3 Results of the uncertainty analysis
The magnitude of the electric field strength is analyzed in terms of its mean, its variance
caused by the uncertainty in tissue conductivity, and the Sobol indices representing the
decomposition of the total variance into the contributions of each input variable. See
figures 6.5 & 6.6 for a visualization of the magnitudes of these metrics on the mid-layer
of an exemplary subject from the Fazekas 3 group with both electrode montages. The
electric field shows the typical diffuse pattern induced by tDCS. In both electrode setups,
the variance of the electric field is the strongest in the sulci. The magnitude of the Sobol
indices of skin and skull is highest in the area under the electrodes. The gray matter
Sobol index peaks in the sulci underneath the electrodes. The pattern of the Sobol index
of the cerebrospinal fluid is similar to the pattern of skin and skull but less pronounced.
Differences can be found for the magnitude of the Sobol indices of white matter and
WMLs. While for the bi-hemispheric montage both Sobol indices are small compared to
the Sobol indices of the other tissue classes, the white matter Sobol index exhibits its
highest magnitude medially and the Sobol index of the white matter lesions peaks in
distinct areas where the lesions are close to the cortical sheath. On the other hand, for
the frontal-occipital electrode montage, the pattern of the Sobol indices of white matter
and WMLs are unidentifiable on the mid-layer, indicating that their influence might be
further reduced in this electrode setup.
By further analyzing the Sobol index of the white matter lesions their impact on the
electric field can be inferred.
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Figure 6.5: Illustration of the main outcome measures of the sensitivity analysis with the
bi-hemispheric electrode montage. (A) The mean electric field strength, (B) the associated
total variance of the electric field due to the uncertain input, and (C) the Sobol indices of
all tissue types are displayed on the cortical mid-layer of a representative single subject
from the high lesion load group (Fazekas 3).
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Figure 6.6: Illustration of the main outcome measures of the sensitivity analysis with the
frontal (FPZ)-occipital (OZ) electrode montage. (A) The mean electric field strength, (B)
the associated total variance of the electric field due to the uncertain input, and (C) the
Sobol indices of all tissue types are displayed on the cortical mid-layer of a representative
single subject from the high lesion load group (Fazekas 3).
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6.3.1 Analyses of the mean electric field strength and its variance
The spatially averaged mean electric field strength magnitude in the different mid-layer
and deep ROIs and the mean of the field variance are depicted in figures 6.7 - 6.12 and
tables 6.2 and 6.3. The deep ROIs received a higher electric field strength using the frontal-
occipital setup than in the bi-hemispheric condition. The electric field strength magnitudes
in all deep ROIs were similar to the mid-layer ROIs using the frontal-occipital setup
(figures 6.8 & 6.9, tables 6.2b & 6.3b). For the deep ROIs under both electrode montages
and in the mid-layer ROIs in the bi-hemispheric condition, no significant differences
between the group means of the electric field strength magnitude and its total variance
could be identified (tables 6.4a & 6.5). However, in the mid-layer ROIs under the frontal-
occipital stimulation setup, there was a significant difference in the electric field strength
magnitude between groups on a whole-brain level and the M1 ROIs (table 6.4b, whole-
brain: p = .001, η2 = .152,M1 left: p  .001, η2 = .198,M1 right: p  .001, η2 = .193).
Moreover, the variance of the electric field differed significantly between groups in
the M1 ROIs (M1 left: p  .001, η2 = .27,M1 right: p  .001, η2 = .224). Post-hoc
analyses revealed that both differences were mediated by a reduced electric field strength
magnitude in the Fazekas 3 group compared to all other groups except the Fazekas 1
group (table 6.7).
Figures 6.13 & 6.14 illustrate the electric field strength and its standard deviation in the
intracranial compartments of the head model on a sampling line between the electrodes
passing the lesioned tissue. The visualized result quantities are obtained from a single
subject from each group. A clear, immediate reduction of the electric field strength in
the area of white matter lesions can be observed in subjects from all groups and under
all electrode setups. This decrease exceeds the expected reduction of the electric field
strength due to the distance from the electrodes. Despite this lowered magnitude of the
electric field strength, the standard deviation of the electric field remains comparably
high. However, the magnitude of both quantities relaxes immediately after and before
the lesioned area. A similar effect can be observed on positions on the sampling line that
pass through cerebrospinal fluid.
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Electric Field Strength (V/m) Variance of electric field strength
F0 F1 F2 F3 F0 F1 F2 F3
whole-brain .108 .108 .112 .101 .00041 .00043 .00044 .00041sd: .014 sd:.017 sd:.016 sd:.012 sd: .0001 sd:.0001 sd:.0001 sd:.0001
Left M1 ROI .193 .201 .215 .198 .0011 .0013 .0015 .0013sd:.038 sd:.036 sd:.042 sd:.03 sd:.0004 sd:.0004 sd:.0006 sd:.0003
Right M1 ROI .175 .177 .186 .177 .001 .0011 .0011 .0011sd:.019 sd:.021 sd:.027 sd:.019 sd:.0003 sd:.0004 sd:.0004 sd:.0004
Electr. ROI left .172 .176 .187 0.166 .001 .0011 .0013 .0011sd:.028 sd:.036 sd:.038 sd:.028 sd:.0003 sd:.0005 sd:.0005 sd:.0003
Electr. ROI right .164 .159 .165 .15 .001 .001 .0011 .001sd:.027 sd:0.035 sd:.037 sd:.021 sd:.0003 sd:.0004 sd:.0004 sd:.0003
(a) Bi-hemispheric electrode montage.
Electric Field Strength (V/m) Variance of electric field strength
F0 F1 F2 F3 F0 F1 F2 F3
whole-brain .127 .124 .127 .111 .00047 .00046 .00049 .00041sd: .013 sd:.013 sd:.015 sd:.013 sd: .0001 sd:.0001 sd:.0001 sd:.0001
Left M1 ROI .115 .104 .113 .095 .0003 .00024 .00032 .00019sd:.013 sd:.014 sd:.017 sd:.013 sd:.0001 sd:.0001 sd:.0001 sd:.0001
Right M1 ROI .112 .104 .111 .095 .0003 .0003 .0003 .0002sd:.014 sd:.014 sd:.013 sd:.013 sd:.0001 sd:.0001 sd:.0001 sd:.0001
Electr. ROI FPZ .129 .127 .131 0.122 .0008 .0008 .0008 .0007sd:.014 sd:.015 sd:.023 sd:.015 sd:.0002 sd:.0002 sd:.0003 sd:.0002
Electr. ROI OZ .178 .183 .19 .144 .0014 .0014 .0015 .001sd:.045 sd:0.065 sd:.052 sd:.031 sd:.0005 sd:.0008 sd:.0006 sd:.0004
(b) Frontal-occipital electrode montage.
Table 6.2: Group means and standard deviations of the electric field strength and its
variance in the mid-layer ROIs. The means and standard deviations of the mean electric
field strength and its variance due to the uncertainty in tissue conductivity in the four
mid-layer regions of interest and at the entire cortical mid-layer for each group are listed
here. Abbreviations: F0/1/2/3 = Fazekas 0/1/2/3 group, sd = standard deviation, Electr.
= electrode
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Electric Field Strength (V/m) Variance of electric field strength
F0 F1 F2 F3 F0 F1 F2 F3
Hippoc. left .093 .09 .089 .082 .00017 .00016 .00017 .00015sd: .012 sd:.015 sd:.011 sd:.012 sd: .00004 sd:.00005 sd:.00006 sd:.00005
Hippoc. right .091 .091 .094 .084 .00018 .00018 .0002 .00017sd:.015 sd:.016 sd:.011 sd:.012 sd:.00006 sd:.00006 sd:.00009 sd:.00005
Thalam. left .095 .095 .095 .086 .00016 .00016 .00017 .00016sd:.013 sd:.015 sd:.015 sd:.011 sd:.00005 sd:.00006 sd:.00007 sd:.00003
Thalam. right .094 .094 .097 0.086 .00016 .00016 .00018 .00017sd:.014 sd:.014 sd:.014 sd:.014 sd:.00005 sd:.00005 sd:.00009 sd:.00008
(a) Bi-hemispheric electrode montage.
Electric Field Strength (V/m) Variance of electric field strength
F0 F1 F2 F3 F0 F1 F2 F3
Hippoc. left .134 .136 .129 .123 .00034 .00036 .00031 .00032sd: .014 sd:.019 sd:.016 sd:.016 sd: .00006 sd:.0001 sd:.00007 sd:.00009
Hippoc. right .134 .138 .132 .126 .00033 .00036 .00031 .00034sd:.015 sd:.015 sd:.017 sd:.013 sd:.00007 sd:.00007 sd:.00008 sd:.00008
Thalam. left .137 .138 .136 .124 .00037 .00042 .00036 .00033sd:.013 sd:.018 sd:.017 sd:.016 sd:.00007 sd:.00018 sd:.00009 sd:.00009
Thalam. right .136 .137 .135 0.123 .00035 .0004 .00035 .00034sd:.013 sd:.018 sd:.017 sd:.016 sd:.00007 sd:.00018 sd:.00009 sd:.00011
(b) Frontal-occipital electrode montage.
Table 6.3: Group means and standard deviations of the electric field strength and its
variance in the deep ROIs. The means and standard deviations of the mean electric field
strength and its variance due to the uncertainty in tissue conductivity in the four deep
regions of interest for each group are listed here. Abbreviations: F0/1/2/3 = Fazekas
0/1/2/3 group, sd = standard deviation, Hippoc. = hippocampus, Thalam. = thalamus
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field strength p=.098 (P) p=.237 (P) p=.706 (P) p=.209 (NP) p=.357 (NP)
Var. of electr.
field strength p=.537 (NP) p=.065 (NP) p=.448 (NP) p=.348 (NP) p=.886 (NP)
Sobol index
skin p=.143 (P) p=.036 (P) p=.515 (NP) p=.0029 (NP) p=.078 (NP)
Sobol index
skull p=.575 (P) p=.05 (P) p=.704 (P) p=.075 (NP) p=.068 (P)
Sobol index
CSF p=.884 (P) p=.593 (P) p=.206 (NP) p=.736 (P) p=.438 (P)
Sobol index
gray matter p=.436 (NP) p=.009 (NP) p=.259 (NP) p=.1 (NP) p=.617 (NP)
Sobol index
white matter




p.001(NP)* p.001(NP)* p.001(NP)* p.001(NP)* p.001(NP)*
η2=.669 η2=.553 η2=.486 η2=.617 η2=.614













p=.001 (P)* p.001(NP)* p.001(P)* p=.371 (P) p=.007 (NP)
η2=.152 η2=.198 η2=.193
Var. of electr.
field strength p=.0024 (P)




p=.001 (P)* p.001(NP)* p=.0015 (NP)* p=.241 (NP) p=.0024 (NP)
η2=.14 η2=.244 η2=.206
Sobol index
skull p=.017 (P) p=.003 (NP) p=.008 (NP) p=.344 (NP) p=.006 (P)
Sobol index
CSF p=.094 (NP) p=.021 (P)
p=.001 (P)* p=.65 (P) p=.251 (NP)
η2=.13
Sobol index
gray matter p=.113 (NP) p=.008 (NP)




p.001(NP)* p.001(NP)* p.001(NP)* p=.0014 (NP)* p.001 (NP)
η2=.482 η2=.462 η2=.439 η2=.149 η2=.428
Sobol index
WML
p.001(NP)* p.001(NP)* p.001(NP)* p=.012(NP) p.001(NP)*
η2=.617 η2=.517 η2=.566 η2=.396
(b) Frontal-occipital electrode montage.
Table 6.4: Results of the statistical hypothesis tests of selected outcomes of the sensitivity
analysis between all groups in the mid-layer ROIs. This table contains the p-values of the
significance tests of the variables: electric field strength, its variance and the Sobol indices
of skin, skull, cerebrospinal fluid, gray matter, white matter and lesioned white matter.
Significant (significance threshold α ≤ 0.002, corrected for the number of comparisons
in 5 (mid-layer) ROIs from a base threshold of 0.01) deviations of group means are
asterisked. Effect sizes of significant differences are reported as η2 measures based on the
H-statistic of the Kruskal-Wallis test [255]. Abbreviations: NP = non-parametric test,
Kruskal-Wallis; P = parametric test, one-way ANOVA, Var. of electr. field strength =
Variance of electric field strength.
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field strength p=.022 (NP) p=.143 (P) p=.09 (P) p=.1 (P)
Var. of electr.
field strength p=.255 (NP) p=.456 (NP) p=.98 (NP) p=.884 (NP)
Sobol index
skin p=.284 (P) p=.412 (P) p=.336 (P) p=.362 (NP)
Sobol index
skull p=.195 (P) p=.174 (NP) p=.51 (NP) p=.67 (NP)
Sobol index
CSF p=.519 (P) p=.231 (NP) p=.847 (P) p=.527 (NP)
Sobol index
gray matter p=.008 (NP) p=.119 (NP)
p.001 (NP)* p.001 (NP)*
η2=.299 η2=.293
Sobol index
white matter p=.022 (NP) p=.56 (NP) p=.084 (NP) p=.358 (NP)
Sobol index
WML
p=.001 (NP)* p.001 (NP)* p=.0017 (NP)* p=.116 (NP)
η2=.180 η2=.263 η2=.170










field strength p=.062 (P) p=.088 (P) p=.011 (P) p=.023 (P)
Var. of electr.
field strength p=.249 (NP) p=.3 (NP) p=.172 (NP) p=.714 (NP)
Sobol index
skin p=.236 (NP) p=.64 (NP) p=.12 (P) p=.353 (P)
Sobol index
skull p=.035 (NP)
p=.002 (NP)* p=.437 (P) p=.262 (P)
η2=.147
Sobol index




gray matter p=.144 (NP) p=.089 (NP)
p.001 (NP)* p.001 (NP)*
η2=.327 η2=.374
Sobol index
white matter p=.63 (NP) p=.3 (P) p=.0035 (NP) p=.078 (NP)
Sobol index
WML
p=.001 (NP)* p.001 (NP)* p=.0013 (NP)* p=.029 (NP)
η2=.186 η2=.264 η2=.179
(b) Frontal-occipital electrode montage.
Table 6.5: Results of the statistical hypothesis tests of selected outcomes of the sensitivity
analysis between all groups in the deep ROIs. This table contains the p-values of the
significance tests of the variables: electric field strength, its variance and the Sobol indices
of skin, skull, cerebrospinal fluid, gray matter, white matter and lesioned white matter.
Significant (significance threshold α ≤ 0.0025, corrected for the number of comparisons in
4 (deep) ROIs from a base threshold of 0.01) deviations of group means are asterisked.
Effect sizes of significant differences are reported as η2 measures based on the H-statistic of
the Kruskal-Wallis test [255]. Abbreviations: NP = non-parametric test, Kruskal-Wallis;
P = parametric test, one-way ANOVA, Var. of electr. field strength = Variance of
electric field strength.
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6. Transcranial direct current stimulation in the aging brain
Sobol index white matter Sobol index WML
F0 F1 F2 F1 F2
F1 1.0 F2 .183 ×
F2 1.0 1.0 × F3 .001 .001
Whole
brain
F3 .0002 .0049 .0016
F0 F1 F2 F1 F2
F1 .071 F2 .273 ×
F2 .707 .849 × F3 .001 .0003
M1 ROI
left
F3 .001 .0182 .0004
F0 F1 F2 F1 F2
F1 .577 F2 .501 ×
F2 1.0 1.0 × F3 .001 .001
M1 ROI
right
F3 .0001 .0158 .0033
F1 F2









Table 6.6: Results of the post-hoc statistical hypothesis tests with the bi-hemispheric
electrode montage in the mid-layer ROIs. This table contains the p-values of the post-hoc
test following statistical hypothesis testing between all groups. Significant (significance
threshold α ≤ 0.01, familywise error corrected) deviations of group means are highlighted
in red. Abbreviations: F0/1/2/3 = Fazekas 0 (absence of lesions)/ 1 (low lesion load)/2









Electric field strength Electric field variance Sobol index scalp Sobol index CSF
F0 F1 F2 F0 F1 F2
F1 1.0 F1 1.0
F2 1.0 1.0 × F2 1.0 1.0 ×
Whole
brain
F3 .0015 .0218 .0027 F3 .0013 .0038 .0028
F0 F1 F2 F0 F1 F2 F0 F1 F2
F1 .081 F1 .135 F1 .049
F2 1.0 .0219 × F2 1.0 .127 × F2 .849 .779 ×
M1 ROI
left
F3 .0002 .343 .0007 F3 .0002 .1422 .0002 F3 .001 .0845 .0013
F0 F1 F2 F0 F1 F2 F0 F1 F2 F0 F1 F2
F1 .261 F1 1.0 F1 .271 F1 .027
F2 1.0 .445 × F2 .939 .202 F2 1.0 1.0 × F2 .14 1.0 ×
M1 ROI
right





Sobol index gray matter Sobol index white matter Sobol index WML
F0 F1 F2 F1 F2
F1 .097 F2 .122 ×
F2 .23 1.0 × F3 .001 .001
Whole
brain
F3 .001 .0001 .001
F0 F1 F2 F1 F2
F1 .016 F2 .027 ×
F2 1.0 .125 × F3 .001 .0003
M1 ROI
left
F3 .001 .0056 .0003
F0 F1 F2 F0 F1 F2 F1 F2
F1 .965 F1 .043 F2 .0283 ×
F2 .031 .35 × F2 1.0 .295 × F3 .001 .0003
M1 ROI
right
F3 .384 .036 .001 F3 .001 .0023 .001
F0 F1 F2
F1 .707
F2 1.0 1.0 ×
Electrode
ROI FPZ
F3 .0011 .0514 .0037
F0 F1 F2 F1 F2
F1 .757 F2 .191 ×
F2 1.0 1.0 × F3 .001 .0011
Electrode
ROI OZ
F3 .001 .001 .001
Table 6.7: Results of the post-hoc statistical hypothesis tests with the frontal (FPZ)-occipital (OZ) electrode montage in the
mid-layer ROIs. This table contains the p-values of the post-hoc test following statistical hypothesis testing between all groups.
Significant (significance threshold α ≤ 0.01, familywise error corrected) deviations of group means are highlighted in red.
Abbreviations: F0/1/2/3 = Fazekas 0 (absence of lesions)/ 1 (low lesion load)/2 (medium lesion load)/3 (high lesion load)
group. Non-parametric post-hoc test: Dunn’s test.
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Sobol index gray matter Sobol index WML
F1 F2
× F2 .261 ×Hippocampusleft F3 .0005 .036
F1 F2
× F2 .083 ×Hippocampusright F3 .001 .025
F0 F1 F2 F1 F2
F1 .194 F2 .049 ×
F2 .21 1.0 × F3 .0006 .24
Thalamus
left
F3 .001 .0025 .0022
F0 F1 F2
F1 1.0
F2 .172 .388 × ×
Thalamus
right
F3 .001 .001 .0141
Table 6.8: Results of the post-hoc statistical hypothesis tests with the bi-hemispheric
electrode montage in the deeps ROIs. This table contains the p-values of the post-hoc
test following statistical hypothesis testing between all groups. Significant (significance
threshold α ≤ 0.01, familywise error corrected) deviations of group means are highlighted
in red. Abbreviations: F0/1/2/3 = Fazekas 0 (absence of lesions)/ 1 (low lesion load)/2









Sobol index skull Sobol index CSF Sobol index gray matter Sobol index WML
F1 F2
× × × F2 .683 ×Hippocampusleft F3 .0007 .0084
F0 F1 F2 F1 F2
F1 1.0 × × F1 .588 ×
F2 .881 1.0 × F2 .0001 .0018
Hippocampus
right
F3 .025 .012 .007
F0 F1 F2 F1 F2
× × F1 .216 F2 .614 .001
F2 .285 1.0 × F3 .0007 .012
Thalamus
left
F3 .001 .001 .0007
F0 F1 F2 F0 F1 F2
F1 .224 F1 .213
F2 1.0 1.0 × F2 .02 1.0 ×
Thalamus
right
F3 .0008 .382 .019 F3 .001 .0003 .0076
Table 6.9: Results of the post-hoc statistical hypothesis tests with the frontal (FPZ)-occipital (OZ) electrode montage in the
deep ROIs. This table contains the p-values of the post-hoc test following statistical hypothesis testing between all groups.
Significant (significance threshold α ≤ 0.01, familywise error corrected) deviations of group means are highlighted in red.
Abbreviations: F0/1/2/3 = Fazekas 0 (absence of lesions)/ 1 (low lesion load)/2 (medium lesion load)/3 (high lesion load)
group, CSF = Cerebrospinal fluid. Non-parametric post-hoc test: Dunn’s test.
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Figure 6.7: Group-wise boxplots of the mean electric field strength in the mid-layer ROIs
with the bi-hemispheric electrode montage. Values were averaged within the regions of
interest and on a whole-brain level for every subject (represented as individual dots).
Boxplots provide a group comparison. For comparison, the average electric field strength
on a whole-brain level from the uncertainty analysis of a young adult [160] was marked
with an orange star within the scatter-plot data of the Fazekas 0 group.
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Figure 6.8: Group-wise boxplots of the mean electric field strength in the mid-layer ROIs
with the frontal-occipital electrode montage. Values were averaged within the regions of
interest and on a whole-brain level for every subject (represented as individual dots).
Boxplots provide a group comparison. For comparison, the average electric field strength
on a whole-brain level from the uncertainty analysis of a young adult [160] was marked
with an orange star within the scatter-plot data of the Fazekas 0 group.
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Thalamus left Thalamus right
Bihemispheric electrode montage
Frontal-occipital electrode montage
Figure 6.9: Group-wise boxplots of the mean electric field strength in the deep ROIs with
both electrode montages. Values were averaged within the regions of interest for every
subject (represented as individual dots). Boxplots provide a group comparison.
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Figure 6.10: Group-wise boxplots of the variance of the electric field strength in the mid-
layer ROIs with the bi-hemispheric electrode montage. Values were averaged within the
regions of interest and on a whole-brain level for every subject (represented as individual
dots). Boxplots provide a group comparison. For comparison, the average total variance
on a whole-brain level from the uncertainty analysis of an earlier study of a young
adult [160] was marked with an orange star within the scatter-plot data of the Fazekas 0
group.
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Figure 6.11: Group-wise boxplots of the variance of the electric field strength in the mid-
layer ROIs with the frontal-occipital electrode montage. Values were averaged within the
regions of interest and on a whole-brain level for every subject (represented as individual
dots). Boxplots provide a group comparison. For comparison, the average total variance
on a whole-brain level from the uncertainty analysis of an earlier study of a young
adult [160] was marked with an orange star within the scatter-plot data of the Fazekas 0
group.
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Figure 6.12: Group-wise boxplots of the variance of the electric field strength in the deep
ROIs with the frontal-occipital electrode montage. Values were averaged within the regions
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Figure 6.13: Measures of interest across a sampling line from electrode to electrode through the intracranial volume with the
bi-hemispheric electrode montage. A distinct sampling line crossing the intracranial volume and specifically the lesion volume
was generated between both electrodes for one exemplary subject per group. Top) visualization of the subject, their lesion load
and the sampling line. Center) Electric field strength with its standard deviation (shaded) across the sampling line. The
bar graphs at the bottom indicate the tissue type present at the respective location on the sampling line. Transitions between
tissues are visualized as vertical lines in the background of each chart. Bottom) Stacked area charts of the magnitudes of the
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Figure 6.14: Measures of interest across a sampling line from electrode to electrode through the intracranial volume with the
frontal-occipital electrode montage. A distinct sampling line crossing the intracranial volume and specifically the lesion volume
was generated between both electrodes for one exemplary subject per group. Top) visualization of the subject, their lesion load
and the sampling line. Center) Electric field strength with its standard deviation (shaded) across the sampling line. The
bar graphs at the bottom indicate the tissue type present at the respective location on the sampling line. Transitions between
tissues are visualized as vertical lines in the background of each chart. Bottom) Stacked area charts of the magnitudes of the
Sobol indices. The color encodes the tissue type the respective area represents.
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6.3.2 Analyses of the Sobol indices
Descriptive statistics
The electric field variance is decomposed into its contributions from the uncertainty in
the individual tissue conductivities, the Sobol indices. No higher-order interaction effects
of the tissue conductivities on the resulting electric field, represented by the Sobol indices
of order greater than one, were observed. Their contribution was generally lower than
0.1% of the total variance of the electric field strength in all ROIs. They were thus
excluded from further analyses.
The analyzed Sobol indices of order one of each subject, spatially averaged within the
mid-layer ROIs and deep ROIs, are plotted as group-wise boxplots in figures 6.15 - 6.17
for each electrode setup. Their group means and according standard deviation are listed
in tables 6.10 - 6.13. As expected, the group-average of the Sobol index of WML of
all three groups was consistently the highest in the Fazekas 3 group. In the mid-layer
ROIs, this trend was clearer in the bi-hemispheric setup than the frontal-occipital one.
Among the analyzed mid-layer ROIs, the electrode ROIs exhibited the highest averaged
Sobol index of lesioned white matter tissue in the Fazekas 1 - 3 groups in both setups.
The difference in the Sobol index of WML tissue between the Fazekas 1 and Fazekas 3
group was at least one order of magnitude in both setups. This group difference was
overall diminished in the deeper ROIs and less pronounced in the thalamus than in the
hippocampus under both electrode setups.
The strongest influence on a single-subject level on the mid-layer was found in a location
within the right Electrode ROI in the bi-hemispheric setup in a Fazekas 3 subject with a
contribution of 11.25 % to the total variance of 0.0013. In the same setup, on average,
the Sobol index of WMLs was found to be in the same order of magnitude as the Sobol
indices of CSF and healthy white matter tissue in the electrode ROIs in the Fazekas
3 group, but at least one order of magnitude lower than the Sobol indices of all other
tissues (skin, skull, gray matter). This difference was even more pronounced in the M1
ROIs and on a whole-brain level as well as in all ROIs in the frontal-occipital setup.
In this setup, the influence of white matter lesions on the electric field variance at the
mid-layer was generally diminished and even lower than the influence of healthy white
matter and CSF compared to the bi-hemispheric setup.
Opposing to the mid-layer ROIs, the group averaged Sobol index of healthy white matter
was consistently the highest in all deep ROIs. Yet, the white matter lesions remained
the lowest contributor to the electric field variance under both electrode configurations.
In the frontal-occipital setup, the group-averaged WML Sobol index was at least one
order of magnitude lower than the averaged Sobol index any other tissue class in both
hippocampi and thalami. However, in the bi-hemispheric stimulation condition, the
average Sobol index of the WMLs of the Fazekas 3 group was in the same order of
magnitude as the average CSF Sobol index in the left hippocampus and exceeding the
group-averaged CSF Sobol index in the right thalamus. The 99th-percentile highest,
single-subject WML Sobol index was 0.0016, contributing 91,8% of the total electric
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6.3. Results of the uncertainty analysis
field variance at a location in the right thalamus in a Fazekas 3 subject when using the
bi-hemispheric electrode montage. Notably, the white matter lesions of this subject were
directly adjacent to the right thalamus.
Figures 6.13 & 6.14 provide insight into the development of the magnitude of the Sobol
indices over the course of a sampling line between both electrodes through the intracranial
compartments on an exemplary, single subject from each group. In general, it can be
observed that the Sobol indices for skin and skull both contribute a larger share to the
total field variance across the whole sampling line even in non-skin and non-skull regions.
The Sobol indices of gray matter and CSF act similarly though their magnitude is less
pronounced in non gray matter/-CSF areas. Both observations are even more obvious
in the frontal-occipital electrode montage than in the bi-hemispheric setup. The Sobol
indices of white matter and WMLs contribute the most in their respective head model
compartments and the immediate surroundings but not in other areas on the sampling
line apart from partial volume effects when the sampling line runs along the boundary
between two tissues. An example of such a partial volume effect can be seen for the
white matter Sobol index, which shows a strong contribution in non-white matter areas
in the Fazekas 1 subject close to the OZ electrode with the frontal-occipital electrode
montage. No similar effects were observed for the Sobol index of the WML tissue class.
Its contribution to the total variance rapidly declined outside non-WML regions for both
electrode montages. Distance measuring on the sampling line revealed that only 4.3 mm
from the boundary of the WML tissue area the WML Sobol index is elevated above 10−4













Sobol index skin Sobol index skull
Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3 Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3
Whole
brain
8.54 · 10−5 8.75 · 10−5 8.92 · 10−5 7.65 · 10−5 7.42 · 10−5 7.35 · 10−5 7.37 · 10−5 6.89 · 10−5
sd:1.64 · 10−5 sd:2.45 · 10−5 sd:1.63 · 10−5 sd:1.92 · 10−5 sd:1.24 · 10−5 sd:1.66 · 10−5 sd:9.77 · 10−6 sd:1.65 · 10−5
M1 ROI
left
2.85 · 10−4 3.05 · 10−4 3.49 · 10−4 2.81 · 10−4 2.72 · 10−4 2.85 · 10−4 3.19 · 10−4 2.68 · 10−4
sd:9.18 · 10−5 sd:8.74 · 10−5 sd:9.71 · 10−5 sd:5.95 · 10−5 sd:7.71 · 10−5 sd:6.42 · 10−5 sd:6.2 · 10−5 sd:5.86 · 10−5
M1 ROI
right
2.46 · 10−4 2.61 · 10−4 2.79 · 10−4 2.52 · 10−4 2.42 · 10−4 2.6 · 10−4 2.7 · 10−4 2.56 · 10−4
sd:7.25 · 10−5 sd:7.43 · 10−5 sd:7.95 · 10−5 sd:8.06 · 10−5 sd:6.72 · 10−5 sd:6.19 · 10−5 sd:5.65 · 10−5 sd:7.44 · 10−5
Electr.
ROI left
2.59 · 10−4 2.6 · 10−4 2.89 · 10−4 2.26 · 10−4 2.59 · 10−4 2.47 · 10−4 2.66 · 10−4 2.26 · 10−4
sd:6.62 · 10−5 sd:9.65 · 10−5 sd:8.44 · 10−5 sd:6.32 · 10−5 sd:5.54 · 10−5 sd:6.86 · 10−5 sd:5.02 · 10−5 sd:4.94 · 10−5
Electr.
ROI right
2.43 · 10−4 4.09 · 10−4 2.43 · 10−4 1.97 · 10−4 2.46 · 10−4 3.63 · 10−4 2.36 · 10−4 2.05 · 10−4
sd:6.21 · 10−5 sd:2.14 · 10−4 sd:7.36 · 10−5 sd:5.35 · 10−5 sd:5.2 · 10−5 sd:1.48 · 10−4 sd:4.86 · 10−5 sd:4.62 · 10−5
Sobol index gray matter Sobol index white matter
Whole
brain
2.03 · 10−4 2.21 · 10−4 2.37 · 10−4 2.2 · 10−4 2.64 · 10−5 2.44 · 10−5 2.5 · 10−5 1.76 · 10−5
sd:6.32 · 10−5 sd:7.87 · 10−5 sd:7.57 · 10−5 sd:6.84 · 10−5 sd:9.13 · 10−6 sd:1.1 · 10−5 sd:8.79 · 10−6 sd:1.28 · 10−5
M1 ROI
left
3.92 · 10−4 5.46 · 10−4 6.92 · 10−4 6.05 · 10−4 7.03 · 10−5 4.66 · 10−5 5.88 · 10−5 2.61 · 10−5
sd:1.74 · 10−4 sd:2.9 · 10−4 sd:4.32 · 10−4 sd:2.4 · 10−4 sd:3.85 · 10−5 sd:3.61 · 10−5 sd:3.55 · 10−5 sd:2.77 · 10−5
M1 ROI
right
3.89 · 10−4 4.83 · 10−4 4.91 · 10−4 4.92 · 10−4 5.56 · 10−5 4.38 · 10−5 4.94 · 10−5 2.53 · 10−5
sd:1.65 · 10−4 sd:2.58 · 10−4 sd:2.38 · 10−4 sd:2.15 · 10−4 sd:3.54 · 10−5 sd:2.9 · 10−5 sd:3.56 · 10−5 sd:2.64 · 10−5
Electr.
ROI left
4.54 · 10−4 5.12 · 10−4 6.26 · 10−4 5.52 · 10−4 2.69 · 10−5 2.49 · 10−5 2.68 · 10−5 2.14 · 10−5
sd:1.84 · 10−4 sd:2.99 · 10−4 sd:3.12 · 10−4 sd:2.01 · 10−4 sd:9.73 · 10−6 sd:1.04 · 10−5 sd:1.28 · 10−5 sd:2.19 · 10−5
Electr.
ROI right
4.29 · 10−4 5.4 · 10−4 5.09 · 10−4 4.77 · 10−4 2.43 · 10−5 6.31 · 10−5 2.17 · 10−5 2.03 · 10−5
sd:1.64 · 10−4 sd:3.26 · 10−4 sd:2.41 · 10−4 sd:1.72 · 10−4 sd:1.14 · 10−5 sd:4.68 · 10−5 sd:7.77 · 10−6 sd:2.2 · 10−5
Sobol index cerebrospinal fluid Sobol index white matter lesions
Whole
brain
1.46 · 10−5 1.47 · 10−5 1.46 · 10−5 1.4 · 10−5 / 7.84 · 10
−8 2.24 · 10−7 5.17 · 10−6
sd:2.58 · 10−6 sd:2.81 · 10−6 sd:3.14 · 10−6 sd:3.3 · 10−6 sd:8.89 · 10−8 sd:2.54 · 10−7 sd:6.36 · 10−6
M1 ROI
left
5.06 · 10−5 5.46 · 10−5 5.78 · 10−5 5.59 · 10−5
/
1.08 · 10−7 2.43 · 10−7 3.51 · 10−6
sd:1.79 · 10−5 sd:1.74 · 10−5 sd:2.13 · 10−5 sd:1.45 · 10−5 sd:1.41 · 10
−7 sd:3.84 · 10−7 sd:6.7 · 10−6
99th : 5.55 · 10−7 99th : 1.72 · 10−6 99th : 2.01 · 10−5
M1 ROI
right
4.11 · 10−5 3.91 · 10−5 4.2 · 10−5 4.71 · 10−5
/
9.27 · 10−8 1.67 · 10−7 2.5 · 10−6
sd:1.54 · 10−5 sd:1.39 · 10−6 sd:1.98 · 10−5 sd:1.65 · 10−6 sd:9.32 · 10
−8 sd:2.34 · 10−7 sd:4.77 · 10−6
99th : 4.81 · 10−7 99th : 8.8 · 10−7 99th : 1.28 · 10−5
Electr.
ROI left
4.67 · 10−5 4.9 · 10−5 5.0 · 10−5 4.63 · 10−5
/
1.53 · 10−7 5.3 · 10−7 1.21 · 10−5
sd:1.07 · 10−5 sd:1.27 · 10−5 sd:1.28 · 10−5 sd:1.46 · 10−5 sd:2.75 · 10
−7 sd:7.12 · 10−7 sd:1.52 · 10−5
99th : 1.03 · 10−6 99th : 6.03 · 10−6 99th : 1.74 · 10−4
Electr.
ROI right
4.15 · 10−5 4.23 · 10−5 3.93 · 10−5 3.68 · 10−5
/
1.41 · 10−7 4.02 · 10−7 1.51 · 10−5
sd:1.06 · 10−5 sd:2.18 · 10−5 sd:1.46 · 10−5 sd:1.08 · 10−5 sd:1.67 · 10
−7 sd:5.17 · 10−7 sd:3.08 · 10−5
99th : 8.04 · 10−7 99th : 5.0 · 10−6 99th : 1.65 · 10−4
Table 6.10: Group means and standard deviations of the Sobol indices in the mid-layer ROIs with the bi-hemispheric electrode
montage. The means and standard deviations of the Sobol indices of the tissue classes skin, skull, cerebrospinal fluid, gray
matter, white matter and white matter lesions in the five regions of interest at the cortical mid-layer for each group are listed








Sobol index skin Sobol index skull
Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3 Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3
Whole
brain
1.25 · 10−4 1.18 · 10−4 1.24 · 10−4 9.98 · 10−5 9.89 · 10−5 8.65 · 10−5 9.28 · 10−5 8.6 · 10−5
sd:2.23 · 10−5 sd:2.07 · 10−5 sd:2.25 · 10−5 sd:2.1 · 10−5 sd:1.58 · 10−5 sd:1.3 · 10−5 sd:1.36 · 10−5 sd:1.74 · 10−5
M1 ROI
left
6.04 · 10−5 4.7 · 10−5 5.43 · 10−5 3.91 · 10−5 3.49 · 10−5 2.4 · 10−5 2.73 · 10−5 2.3 · 10−5
sd:1.68 · 10−5 sd:1.2 · 10−5 sd:1.75 · 10−5 sd:1.18 · 10−5 sd:1.33 · 10−5 sd:8.67 · 10−6 sd:1.24 · 10−5 sd:7.95 · 10−6
M1 ROI
right
6.16 · 10−5 5.15 · 10−5 5.76 · 10−5 4.13 · 10−5 3.78 · 10−5 2.86 · 10−5 3.27 · 10−5 2.63 · 10−5
sd:1.6 · 10−5 sd:1.36 · 10−5 sd:1.72 · 10−5 sd:1.13 · 10−5 sd:1.16 · 10−5 sd:8.99 · 10−6 sd:1.47 · 10−5 sd:8.95 · 10−6
Electr.
ROI FPZ
2.08 · 10−4 2.03 · 10−4 2.2 · 10−4 1.83 · 10−4 2.34 · 10−4 2.14 · 10−4 2.27 · 10−4 1.99 · 10−4
sd:4.41 · 10−5 sd:4.7 · 10−4 sd:7.24 · 10−5 sd:4.55 · 10−5 sd:1.06 · 10−4 sd:4.5 · 10−5 sd:6.7 · 10−5 sd:4.65 · 10−5
Electr.
ROI OZ
3.87 · 10−4 3.81 · 10−4 4.29 · 10−4 2.62 · 10−4 3.93 · 10−4 3.43 · 10−4 3.92 · 10−4 2.87 · 10−4
sd:1.52 · 10−4 sd:1.98 · 10−4 sd:1.73 · 10−4 sd:9.3 · 10−5 sd:1.08 · 10−4 sd:1.35 · 10−4 sd:9.2 · 10−5 sd:8.45 · 10−5
Sobol index gray matter Sobol index white matter
Whole
brain
1.96 · 10−4 2.11 · 10−4 2.25 · 10−4 1.88 · 10−4 3.6 · 10−5 2.68 · 10−5 2.77 · 10−5 1.21 · 10−5
sd:4.89 · 10−5 sd:4.66 · 10−5 sd:6.22 · 10−5 sd:5.23 · 10−5 sd:1.16 · 10−5 sd:1.1 · 10−5 sd : 8.76 · 10−6 sd:5.43 · 10−6
M1 ROI
left
1.52 · 10−4 1.32 · 10−4 1.88 · 10−4 1.09 · 10−4 3.97 · 10−5 2.35 · 10−5 3.37 · 10−5 1.22 · 10−5
sd:5.74 · 10−5 sd:5.33 · 10−5 sd:9.86 · 10−5 sd:4.18 · 10−5 sd:1.7 · 10−5 sd:1.04 · 10−5 sd : 1.41 · 10−5 sd:7.08 · 10−6
M1 ROI
right
1.34 · 10−4 1.45 · 10−4 1.81 · 10−4 1.09 · 10−4 3.97 · 10−5 2.6 · 10−5 3.27 · 10−5 1.31 · 10−5
sd:5.51 · 10−5 sd:5.48 · 10−5 sd:6.84 · 10−5 sd:3.77 · 10−5 sd:1.8 · 10−5 sd:1.37 · 10−5 sd : 1.15 · 10−5 sd:1.05 · 10−5
Electr.
ROI FPZ
2.74 · 10−4 2.89 · 10−4 3.45 · 10−4 2.65 · 10−4 1.4 · 10−5 1.29 · 10−5 1.38 · 10−5 1.05 · 10−5
sd:7.07 · 10−5 sd:8.58 · 10−5 sd:1.56 · 10−4 sd:8.05 · 10−5 sd:2.7 · 10−6 sd:3.56 · 10−6 sd : 3.88 · 10−6 sd:3.0 · 10−6
Electr.
ROI OZ
4.58 · 10−4 5.04 · 10−4 5.73 · 10−4 3.59 · 10−4 7.74 · 10−5 5.57 · 10−5 6.74 · 10−5 1.39 · 10−5
sd:2.24 · 10−4 sd:3.1 · 10−4 sd:3.8 · 10−4 sd:2.07 · 10−4 sd:4.23 · 10−5 sd:3.96 · 10−5 sd : 4.98 · 10−5 sd:1.58 · 10−5
Sobol index cerebrospinal fluid Sobol index white matter lesions
Whole
brain
1.55 · 10−5 1.49 · 10−5 1.49 · 10−5 1.37 · 10−5 / 1.02 · 10
−7 2.52 · 10−7 1.56 · 10−6
sd:2.04 · 10−6 sd:2.38 · 10−6 sd:3.26 · 10−6 sd:1.95 · 10−6 sd:1.55 · 10−7 sd:2.92 · 10−7 sd:1.03 · 10−6
M1 ROI
left
1.11 · 10−5 1.02 · 10−5 9.89 · 10−6 9.19 · 10−6
/
2.69 · 10−8 1.93 · 10−7 9.9 · 10−7
sd:1.7 · 10−6 sd:2.35 · 10−6 sd:2.25 · 10−6 sd:1.77 · 10−6 sd:2.73 · 10
−8 sd:3.73 · 10−7 sd:9.49 · 10−7
99th9.55 · 10−8 99th : 6.31 · 10−7 99th : 2.37 · 10−6
M1 ROI
right
1.12 · 10−5 9.4 · 10−6 9.77 · 10−6 8.76 · 10−6
/
2.77 · 10−8 1.44 · 10−7 8.64 · 10−7
sd:2.06 · 10−6 sd:2.31 · 10−6 sd:1.74 · 10−6 sd:1.8 · 10−6 sd:2.94 · 10
−8 sd:2.16 · 10−7 sd:8.48 · 10−7
99th1.13 · 10−7 99th : 3.3 · 10−7 99th : 2.07 · 10−6
Electr.
ROI FPZ
2.64 · 10−5 2.55 · 10−5 2.44 · 10−5 2.44 · 10−5
/
1.16 · 10−7 1.42 · 10−7 4.27 · 10−7
sd:4.64 · 10−6 sd:6.31 · 10−6 sd:7.27 · 10−6 sd:5.7 · 10−6 sd:1.43 · 10
−7 sd:1.25 · 10−7 sd:6.66 · 10−7
99th1.06 · 10−6 99th : 9.36 · 10−7 99th : 5.14 · 10−6
Electr.
ROI OZ
3.58 · 10−5 4.01 · 10−5 4.23 · 10−5 3.06 · 10−5
/
1.35 · 10−7 3.17 · 10−7 2.98 · 10−6
sd:1.84 · 10−5 sd:2.05 · 10−5 sd:2.32 · 10−5 sd:1.18 · 10−5 sd:1.69 · 10
−7 sd:3.47 · 10−7 sd:6.09 · 10−6
99th7.57 · 10−7 99th : 2.81 · 10−6 99th : 4.63 · 10−5
Table 6.11: Group means and standard deviations of the Sobol indices in the mid-layer ROIs with the frontal-occipital electrode
montage. The means and standard deviations of the Sobol indices of the tissue classes skin, skull, cerebrospinal fluid, gray
matter, white matter and white matter lesions in the five regions of interest at the cortical mid-layer for each group are listed













Sobol index skin Sobol index skull
Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3 Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3
Hippoc.
left
3.53 · 10−5 3.44 · 10−5 3.39 · 10−5 3.04 · 10−5 1.7 · 10−5 1.63 · 10−5 1.64 · 10−5 1.99 · 10−5
sd:8.11 · 10−6 sd:1.11 · 10−5 sd:7.43 · 10−6 sd:8.52 · 10−6 sd:4.13 · 10−6 sd:6.56 · 10−6 sd:6.81 · 10−6 sd:7.33 · 10−6
Hippoc.
right
3.27 · 10−5 3.35 · 10−5 3.56 · 10−5 3.05 · 10−5 1.47 · 10−5 1.46 · 10−5 1.66 · 10−5 1.83 · 10−5
sd:8.41 · 10−6 sd:1.25 · 10−5 sd:1.02 · 10−5 sd:8.35 · 10−6 sd:3.35 · 10−6 sd:7.25 · 10−6 sd:9.4 · 10−6 sd:6.85 · 10−6
Thalam.
left
4.33 · 10−5 4.36 · 10−5 4.39 · 10−5 3.87 · 10−5 2.67 · 10−5 2.59 · 10−5 2.58 · 10−5 2.93 · 10−5
sd:9.64 · 10−6 sd:1.34 · 10−5 sd:1.1 · 10−5 sd:9.1 · 10−6 sd:5.52 · 10−6 sd:8.35 · 10−6 sd:7.29 · 10−6 sd:8.88 · 10−6
Thalam.
right
4.18 · 10−5 4.32 · 10−5 4.45 · 10−5 3.84 · 10−5 2.55 · 10−5 2.58 · 10−5 2.61 · 10−5 2.81 · 10−5
sd:9.82 · 10−6 sd:1.39 · 10−5 sd:1.28 · 10−5 sd:1.18 · 10−5 sd:5.09 · 10−6 sd:8.94 · 10−6 sd:9.96 · 10−6 sd:8.5 · 10−6
Sobol index gray matter Sobol index white matter
Hippoc.
left
1.37 · 10−5 2.32 · 10−5 1.6 · 10−5 1.77 · 10−5 9.34 · 10−5 8.0 · 10−5 8.03 · 10−5 6.92 · 10−5
sd:5.12 · 10−6 sd:3.02 · 10−5 sd:6.09 · 10−6 sd:7.14 · 10−6 sd:3.18 · 10−5 sd:3.32 · 10−5 sd:2.88 · 10−5 sd:3.09 · 10−5
Hippoc.
right
1.89 · 10−5 1.78 · 10−5 2.69 · 10−5 2.5 · 10−5 1.09 · 10−4 1.03 · 10−4 1.02 · 10−4 8.28 · 10−5
sd:1.43 · 10−5 sd:7.78 · 10−6 sd:4.57 · 10−5 sd:1.51 · 10−5 sd:4.96 · 10−5 sd:4.23 · 10−5 sd:3.69 · 10−5 sd:3.35 · 10−5
Thalam.
left
9.0 · 10−6 1.45 · 10−5 1.17 · 10−5 2.16 · 10−5 7.33 · 10−5 6.72 · 10−5 6.82 · 10−5 5.22 · 10−5
sd:4.27 · 10−6 sd:1.47 · 10−5 sd:4.56 · 10−6 sd:9.16 · 10−6 sd:3.16 · 10−5 sd:2.94 · 10−5 sd:3.61 · 10−5 sd:1.47 · 10−5
Thalam.
right
8.2 · 10−6 9.06 · 10−6 1.47 · 10−5 2.26 · 10−5 7.05 · 10−5 6.76 · 10−5 7.43 · 10−5 5.85 · 10−5
sd:4.11 · 10−6 sd:4.26 · 10−6 sd:1.75 · 10−5 sd:1.36 · 10−5 sd:3.39 · 10−5 sd:2.68 · 10−5 sd:3.88 · 10−5 sd:3.21 · 10−5
Sobol index cerebrospinal fluid Sobol index white matter lesions
Hippoc.
left
6.43 · 10−6 6.25 · 10−6 6.05 · 10−6 5.18 · 10−6 / 2.44 · 10
−6 1.4 · 10−6 2.02 · 10−6
sd:1.51 · 10−6 sd:1.79 · 10−6 sd:1.29 · 10−6 sd:1.29 · 10−6 sd:6.19 · 10−6 sd:2.83 · 10−6 sd:2.79 · 10−6
99th : 2.31 · 10−5 99th : 2.08 · 10−5 99th : 3.35 · 10−5
Hippoc.
right
5.95 · 10−6 6.12 · 10−6 5.54 · 10−6 4.71 · 10−5
/
5.7 · 10−7 1.18 · 10−6 1.29 · 10−6
sd:1.23 · 10−6 sd:2.23 · 10−6 sd:1.42 · 10−6 sd:1.65 · 10−6 sd:1.34 · 10
−6 sd:2.34 · 10−6 sd:2.03 · 10−6
99th : 1.7 · 10−5 99th : 1.95 · 10−5 99th : 3.24 · 10−5
Thalam.
left
1.04 · 10−5 1.06 · 10−5 1.01 · 10−5 1.0 · 10−5
/
1.06 · 10−6 3.65 · 10−6 4.36 · 10−6
sd:1.75 · 10−6 sd:2.95 · 10−6 sd:2.21 · 10−6 sd:2.23 · 10−6 sd:2.07 · 10
−6 sd:7.01 · 10−6 sd:8.6 · 10−6
99th : 2.6 · 10−5 99th : 7.37 · 10−5 99th : 8.45 · 10−5
Thalam.
right
1.06 · 10−5 1.11 · 10−5 9.95 · 10−6 9.92 · 10−6
/
4.51 · 10−6 3.12 · 10−6 1.07 · 10−5
sd:1.83 · 10−6 sd:3.35 · 10−6 sd:2.29 · 10−6 sd:2.12 · 10−6 sd:1.12 · 10
−5 sd:3.19 · 10−6 sd:3.54 · 10−5
99th : 7.98 · 10−5 99th : 7.56 · 10−5 99th : 1.28 · 10−4
Table 6.12: Group means and standard deviations of the Sobol indices for the bi-hemispheric electrode montage in the deep
ROIs. The means and standard deviations of the Sobol indices of the tissue classes skin, skull, cerebrospinal fluid, gray matter,









Sobol index skin Sobol index skull
Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3 Fazekas 0 Fazekas 1 Fazekas 2 Fazekas 3
Hippoc.
left
9.98 · 10−5 9.98 · 10−5 9.09 · 10−5 9.37 · 10−5 4.99 · 10−5 4.73 · 10−5 4.61 · 10−5 6.05 · 10−5
sd:1.77 · 10−5 sd:2.37 · 10−5 sd:1.5 · 10−5 sd:2.44 · 10−5 sd:1.01 · 10−5 sd:1.38 · 10−5 sd:1.15 · 10−5 sd:1.86 · 10−5
Hippoc.
right
9.55 · 10−5 9.87 · 10−5 9.0 · 10−5 9.37 · 10−5 4.5 · 10−5 4.45 · 10−5 4.16 · 10−5 5.8 · 10−5
sd:1.85 · 10−5 sd:1.89 · 10−5 sd:1.88 · 10−5 sd:1.89 · 10−5 sd:1.13 · 10−5 sd:1.24 · 10−5 sd:1.28 · 10−5 sd:1.52 · 10−5
Thalam.
left
1.16 · 10−4 1.15 · 10−4 1.1 · 10−4 1.01 · 10−4 7.09 · 10−5 6.68 · 10−5 6.68 · 10−5 7.35 · 10−5
sd:1.9 · 10−5 sd:2.46 · 10−5 sd:2.17 · 10−5 sd:2.48 · 10−5 sd:1.26 · 10−5 sd:1.47 · 10−5 sd:1.58 · 10−5 sd:2.0 · 10−5
Thalam.
right
1.11 · 10−4 1.12 · 10−4 1.07 · 10−4 1.0 · 10−4 6.71 · 10−5 6.41 · 10−5 6.31 · 10−5 7.21 · 10−5
sd:1.94 · 10−5 sd:2.54 · 10−5 sd:2.24 · 10−5 sd:2.66 · 10−5 sd:1.32 · 10−5 sd:1.41 · 10−5 sd:1.60 · 10−5 sd:2.08 · 10−5
Sobol index gray matter Sobol index white matter
Hippoc.
left
1.88 · 10−5 2.5 · 10−5 1.89 · 10−5 2.34 · 10−5 1.49 · 10−4 1.64 · 10−4 1.33 · 10−4 1.26 · 10−4
sd:6.85 · 10−6 sd:1.1 · 10−5 sd:7.35 · 10−6 sd:1.07 · 10−5 sd:3.73 · 10−5 sd:7.01 · 10−5 sd : 5.33 · 10−5 sd:4.63 · 10−5
Hippoc.
right
2.44 · 10−5 2.79 · 10−5 2.23 · 10−5 3.24 · 10−5 1.48 · 10−4 1.65 · 10−4 1.41 · 10−4 1.38 · 10−4
sd:1.15 · 10−5 sd:1.24 · 10−5 sd:1.33 · 10−5 sd:1.91 · 10−5 sd:4.63 · 10−5 sd:5.56 · 10−5 sd : 5.56 · 10−5 sd:4.46 · 10−5
Thalam.
left
1.73 · 10−5 2.14 · 10−5 2.14 · 10−5 3.55 · 10−5 1.44 · 10−4 1.93 · 10−4 1.39 · 10−4 1.0 · 10−4
sd:6.72 · 10−6 sd:7.39 · 10−6 sd:8.09 · 10−6 sd:1.22 · 10−5 sd:3.76 · 10−5 sd:1.5 · 10−4 sd : 5.65 · 10−5 sd:3.83 · 10−5
Thalam.
right
1.46 · 10−5 2.03 · 10−5 2.12 · 10−5 3.77 · 10−5 1.33 · 10−4 1.81 · 10−4 1.35 · 10−4 1.09 · 10−4
sd:6.36 · 10−6 sd:1.09 · 10−5 sd:7.77 · 10−6 sd:1.6 · 10−5 sd:3.48 · 10−5 sd:1.44 · 10−4 sd : 5.84 · 10−5 sd:4.97 · 10−5
Sobol index cerebrospinal fluid Sobol index white matter lesions
Hippoc.
left
1.61 · 10−5 1.51 · 10−5 1.57 · 10−5 1.52 · 10−5
/
7.89 · 10−7 1.01 · 10−6 2.25 · 10−6
sd:2.27 · 10−6 sd:2.24 · 10−6 sd:2.4 · 10−6 sd:2.37 · 10−6 sd:1.72 · 10−6 sd:1.64 · 10−6 sd:2.55 · 10−6
99th1.77 · 10−5 99th : 2.74 · 10−5 99th : 3.47 · 10−5
Hippoc.
right
1.66 · 10−5 1.57 · 10−5 1.63 · 10−5 1.5 · 10−5
/
5.61 · 10−7 8.03 · 10−7 2.63 · 10−6
sd:2.76 · 10−6 sd:2.25 · 10−6 sd:2.91 · 10−6 sd:2.29 · 10−6 sd:9.75 · 10
−7 sd:1.15 · 10−6 sd:2.81 · 10−6
99th1.17 · 10−5 99th : 1.49 · 10−5 99th : 3.71 · 10−5
Thalam.
left
1.83 · 10−5 1.63 · 10−5 1.77 · 10−5 1.55 · 10−5
/
2.54 · 10−6 1.53 · 10−6 2.63 · 10−6
sd:3.02 · 10−6 sd:3.78 · 10−6 sd:3.31 · 10−6 sd:2.12 · 10−6 sd:6.40 · 10
−6 sd:2.56 · 10−6 sd:2.63 · 10−6
99th6.84 · 10−5 99th : 3.51 · 10−5 99th : 4.38 · 10−5
Thalam.
right
1.89 · 10−5 1.7 · 10−5 1.8 · 10−5 1.53 · 10−5
/
3.55 · 10−6 4.39 · 10−6 5.24 · 10−6
sd:2.77 · 10−6 sd:3.65 · 10−6 sd:3.37 · 10−6 sd:1.82 · 10−6 sd:7.67 · 10
−6 sd:7.22 · 10−6 sd:6.89 · 10−6
99th8.37 · 10−5 99th : 9.04 · 10−5 99th : 8.16 · 10−5
Table 6.13: Group means and standard deviations of the Sobol indices for the frontal-occipital electrode montage in the deep
ROIs. The means and standard deviations of the Sobol indices of the tissue classes skin, skull, cerebrospinal fluid, gray
matter, white matter and white matter lesions are listed here. In addition, for the Sobol indices of the white matter lesions the
group-averaged 99th percentile is reported.
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Figure 6.15: Group-wise boxplots of the Sobol indices of all tissue classes that were modeled uncertain
in the mid-layer ROIs with the bi-hemispheric electrode montage. Note that the results are shown in
log-scale. Values were averaged within the regions of interest and on a whole-brain level for every subject
(represented as individual dots). The boxplots provide a group comparison. For comparison, the average
Sobol index on a whole-brain level from the uncertainty analysis of an earlier study of a young adult [160]
was marked with an orange star within the scatter plot data of the Fazekas 0 group.
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Figure 6.16: Group-wise boxplots of the Sobol indices of all tissue classes that were modeled uncertain
in the mid-layer ROIs with the frontal-occipital electrode montage. Note that the results are shown in
log-scale. Values were averaged within the regions of interest and on a whole-brain level for every subject
(represented as individual dots). The boxplots provide a group comparison. For comparison, the average
Sobol index on a whole-brain level from the uncertainty analysis of an earlier study of a young adult [160]
was marked with an orange star within the scatter plot data of the Fazekas 0 group.
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Figure 6.17: Group-wise
boxplots of the Sobol indices
of all tissue classes that were
modeled uncertain with both
electrode montages in the
deep ROIs ROIs. Note that
the results are shown in log-
scale. Values were averaged
within the regions of inter-
est for every subject (repre-
sented as individual dots).
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6.3. Results of the uncertainty analysis
Inferential statistics
Significant differences in the group means of the Sobol index (figures 6.15 - 6.17, tables 6.10
- 6.13) of WML were identified in all ROIs of the mid-layer and the deep ROIs except the
right thalamus when using the bi-hemispheric electrode setup (assessed by the Kruskal-
Wallis rank test with η2 as the effect size measure: electrode ROI left: p .001, η2 = .617,
electrode ROI right: p .001, η2 = .614, M1 left: p .001, η2 = .553, M1 right: p
.001, η2 = .486, whole-brain: p .001, η2 = .669, hippocampus left: p = .001, η2 = .180,
hippocampus right: p .001, η2 = .263, thalamus left: p = .0017, η2 = .170; tables 6.4
& table 6.5). A likewise significant difference in the WML Sobol index was found for
the frontal-occipital setup in all mid-layer ROIs except the frontal ROI with smaller
effect sizes and for the deep ROIs except the right thalamus with similar effect sizes
(again assessed by the Kruskal-Wallis rank test: electrode ROI occipital: p .001, η2 =
.396 M1 left: p  .001, η2 = .517,M1 right: p  .001, η2 = .566,whole-brain: p 
.001, η2 = .617,hippocampus left: p = .001, η2 = .186, hippocampus right: p .001, η2 =
.264, thalamus left: p = .0013, η2 = .179; table 6.4).
Also, there was a significant difference in the group average of the Sobol index of healthy
white matter in all mid-layer ROIs except the Electrode ROI in the bi-hemispheric
setup (assessed by the Kruskal-Wallis rank test with η2 as the effect size measure:
M1 left: p .001, η2 = .291,M1 right: p = .0003, η2 = .189,whole-brain: p = .0002, η2 =
.195; table 6.4a) and in all mid-layer ROIs of the frontal-occipital setup with larger effect
sizes (again assessed by the Kruskal-Wallis rank test with η2 as the effect size measure:
electrode ROI frontal: p = .0014, η2 = .149, electrode ROI occipital: p  .001, η2 =
.428,M1 left: p  .001, η2 = .462,M1 right: p  .001, η2 = .439,whole-brain: p 
.001, η2 = .482; table 6.4b). There was no such difference in the white matter Sobol index
in the deep ROIs.
Additionally, when applying the frontal-occipital electrode setup, there was a significant
difference between groups in the Sobol indices of skin on a whole-brain level at the
mid-layer and in the M1 ROIs with comparatively low effect sizes (one-way ANOVA
for the whole brain data: p = .001, η2 = .14, Kruskal-Wallis rank test for the M1
ROIs: M1 ROI left: p .001, η2 = .244,M1 ROI right: p = .0015, η2 = .206, table 6.4b).
The right M1 ROI of the frontal-occipital setup shows further significant differences
for the Sobol indices of CSF (one-way ANOVA: p = .001, η2 = .13) and gray matter
(Kruskal-Wallis rank test: p = .001, η2 = .175).
The averaged Sobol indices of gray matter in both thalami were significantly different be-
tween groups under both electrode setups (bi-hemispheric: thalamus left: p .001, η2 =
.299, thalamus right: p .001, η2 = .293, frontal-occipital: thalamus left: p .001, η2 =
.327, thalamus right: p .001, η2 = .374; table 6.5). Additionally, there was a significant
group difference in the mean skull (hippocampus right: p = .002, η2 = .147) and mean
CSF (thalamus right: p = .001, η2 = .174) Sobol indices in the frontal-occipital montage.
All other Sobol indices in each combination of electrode setup and ROI were not signifi-
cantly different between groups at a significance level of 0.01, which was corrected for the
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number of analyzed ROIs in the respective compartments (mid-layer, deep structures).
Post-hoc tests for the mid-layer ROIs (tables 6.6 & 6.7) revealed that the influence of
white matter lesions was significantly greater in the high lesion load group (Fazekas 3)
than in both the low (Fazekas 1, Dunn’s test: p .001 in all ROIs and both electrode
setups) and medium lesion load group (Fazekas 2, Dunn’s test: p  .001 in all ROIs
except the left M1 with p = .0003 of the bi-hemispheric setup; for the frontal-occipital
setup on the whole-brain level p  .001, for the M1 ROIs p = .003 and the occipital
electrode p = .0011), but not between the Fazekas 1 and 2 groups across all ROIs in both
electrode montages. The difference in the contribution of healthy white matter tissue to
the total variance was significantly decreased in the Fazekas 3 group as compared to all
other groups but not between the other groups in the whole brain of the bi-hemispheric
setup (Fazekas 0 p = .0002, Fazekas 1 p = .0049, Fazekas 2 p = .0016) and in all ROIs
except the frontal electrode ROI of the frontal-occipital electrode montage (whole brain:
Fazekas 0 p .001, Fazekas 1 p = .0001, Fazekas 2 p .001, left M1 ROI: Fazekas 0
p .001, Fazekas 1 p = .0056, Fazekas 2 p = .0003, right M1 ROI: Fazekas 0 p .001,
Fazekas 1 p = .0023, Fazekas 2 p .001, occipital electrode ROI: Fazekas 0 p .001,
Fazekas 1 p .001, Fazekas 2 p .001). The M1 ROIs of the bi-hemispheric setups show
a similar decrease in the contribution of healthy white matter between the groups Fazekas
3 and 0 (left M1: p .001, right M1: p = .0001), and 3 and 2 (left M1: p = .0004, right
M1: p = .0033), but only a borderline non-significant decrease in the Fazekas 3 compared
to the Fazekas 1 group (left M1: p = .0182, right M1 p = .0158). A similar pattern shows
for the frontal electrode ROI of the frontal-occipital setup (Fazekas 3 vs 2: p = .0037,
Fazekas 3 vs 0: p = .0011, but Fazekas 3 vs 1 p = .0514).
The significant differences between groups in the Sobol index of skin in the mid-layer
ROIs on the whole-brain level and in the left M1 ROI of the frontal-occipital setup are
mediated by a significantly lower contribution in the Fazekas 3 group compared to all
other groups (whole-brain: Fazekas 0 p = .0013, Fazekas 1 p = .0038, Fazekas 2 p = .0028,
right M1: Fazekas 0 p = .0001, Fazekas 1 p = .00297, Fazekas 2 p = .0023). Likewise,
for the left M1 ROI, a significant decrease in skin contribution was found between the
groups Fazekas 3 and 2 (p = .0013) as well as 3 and 0 (p .001), but not between the
Fazekas 3 and 1 group (p = .0845). The right M1 ROI of the frontal-occipital electrode
montage exhibited further significant group differences for the cerebrospinal fluid and
gray matter Sobol indices. Both differences were mediated by a significant decrease in
the contribution of the respective Sobol index of the Fazekas 3 group compared to one
other group (Sobol index CSF: Fazekas 3 vs. 0 p = .0008, Sobol index GM: Fazekas 3 vs
2 p .001).
In the deep ROIs, the differences in the WML Sobol indices in the bi-hemispheric
electrode montage were primarily driven by a significantly higher contribution of the
white matter lesions to the total electric field variance in the Fazekas 3 group as compared
to the Fazekas 1 group (hippocampus left: p = .0005, hippocampus right: p  .001,
thalamus left: p = .0006, table 6.8) but not between Fazekas 3 and 2 or Fazekas 1 and 2
groups. In the frontal-occipital stimulation condition, the difference in the WML Sobol
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index was significant between the Fazekas 3 and both other groups in both hippocampi
(hippocampus left: Fazekas 1 p = .0007, Fazekas 2 p = .0084, hippocampus right: Fazekas
1 p = .0001, Fazekas 2 p = .0018, table 6.9) but again only between the Fazekas 3 and
Fazekas 1 group in the left thalamus (p = .0007).
The significant differences in both thalami under both electrode setups in the gray matter
Sobol index were caused by a significantly higher contribution of gray matter in the
Fazekas 3 group as compared to all other groups (bi-hemispheric: thalamus left: Fazekas
0 p .001, Fazekas 1 p = .0025, Fazekas 2 p = .0022, frontal-occipital: thalamus left:
Fazekas 0 p .001, Fazekas 1 p = .001, Fazekas 2 p = .0007, thalamus right: Fazekas
0 p  .001, Fazekas 1 p = .0003, Fazekas 2 p = .0076) but not between the other
groups except for the right thalamus in the bi-hemispheric condition (Fazekas 0 p .001,
Fazekas 1 p .001), where no difference between the GM Sobol index in the Fazekas 3
and 2 groups could be found. In the right hippocampus, the average skull Sobol index of
the Fazekas 3 group was significantly higher than in the Fazekas 2 group (p = .0007). In
the right thalamus, the average CSF Sobol index was significantly lower in the Fazekas 3
group than in the Fazekas 0 group (p = .0008).
6.4 Findings, limitations and discussion
In this work, the impact of white matter lesion (WML) tissue on the distribution of the
electric field strength during the application of transcranial direct current stimulation
(tDCS) was assessed using a group-level computational uncertainty analysis. Two electrode
montages were simulated, a bi-hemispheric setup targeting the motor cortex and a frontal-
occipital setup targeting deeper, subcortical structures. The mean electric field strength,
associated total variance, and decomposition of this variance into the contributions of
each tissue by means of Sobol indices were analyzed in superficial and deeper regions
of interest in four groups with increasing lesion load. A consistent pattern for both
electrode montages was a significant increase in the contribution of white matter lesion
tissue to the electric field variance in the high lesion load group compared to the low
lesion load group. This significant increase could be detected in all analyzed regions of
interest except in the cortical area under the frontal electrode in the frontal-occipital
setup and the right thalamus. However, the contribution of the white matter lesion tissue
to the electric field variance was on average the lowest compared to the other tissue
classes within all ROIs. Data on a single-subject level from a sampling line through
the intracranial compartment suggested that a major part of the electric field variance
was accounted for by WMLs only directly within the lesioned tissue and its immediate
surroundings with the highest radius in a Fazekas 3 subject. Concludingly, WMLs could
be omitted in most head models. Still, additional modeling effort may be required for an
accurate simulation of subjects with a high lesion load, if the lesion location is close to
the stimulation site or when deeper subcortical structures are targeted.
White matter lesions, also known as leukoaraiosis, are characterized by the absence
of apparent clinical symptoms. However, they may co-occur with several neurological
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diseases that develop in the aging brain such as Parkinson’s disease (PD), Alzheimer’s
disease, or stroke. TDCS interventions for improving gait in PD [10], for slowing down
cognitive decline in Alzheimer’s disease [256], or facilitating the rehabilitation process
after a stroke [257, 258] are currently being researched. A problem common to all these
intervention studies is response variability, that is, the observation that the treatment
shows an effect in some patients but not all, with no evident pattern [24, 25]. One possible
explanation for this variability in the stimulation effect is the subject-specific anatomy
of the human head that irregularly perturbs the induced electric field [22, 27, 231, 232].
Atrophy and brain lesions, consequences of the aging brain, further amplify anatomical
differences. Individualizing the tDCS protocol [32, 34, 237] according to anatomical
differences [186] may increase the stimulation effect and thereby the treatment success. A
key to individualization is an accurate computer simulation of the electric field considering
the individual anatomy, as studies show a linkage between electric field calculations and
physiological responses [230, 28, 29]. Modeling studies have investigated the influence
of atrophy and stroke lesions on the electric field and deemed them a decisive factor in
modeling the aging brain [226, 233, 235]. My results augment the knowledge on accurate
modeling of tDCS in the aging brain by investigations of subcortical alteration of the
white matter fiber structure, leukoaraiosis. In contrast to previous studies on stroke
lesions [186, 226, 236] and white matter lesions [241], I did not model white matter
lesions using the physical properties of existing structures, for example, cerebrospinal
fluid. Instead, I introduced the lesions as a new tissue type, with a distinct uncertainty
in tissue conductivity. This method mitigated approximation errors in the modeling due
to a simplified conductivity profile of the lesioned tissue.
An entirely different approach to investigate the influence of WMLs on the electric
field during tDCS was taken recently by Indahlastari et al. [241]. In this study, FEM
simulations of subjects exhibiting WMLs were conducted with the presence and artificial
absence of their WMLs. A difference measure between both modes of simulation was
established and correlated to the individual total lesion volume. The lesioned tissue was
physically modeled as CSF and the electrode setup was different from the two setups in
the present study. Despite these fundamental differences, similar findings were reported:
brain regions with the most changes due to the WML tissue were found primarily in
the white matter compartment surrounding the lesioned tissue. My uncertainty analysis
provides robust support for the rather local influence of the WMLs. Besides, with
the Sobol decomposition of the electric field variance, I contribute an estimate of the
robustness of the simulated electric field strength in the presence of WMLs on the cortical
level and in deeper brain regions.
Statistical analyses of the Sobol indices of the WML tissue revealed a significantly higher
contribution of WMLs to the total variance of the electric field in the Fazekas 3 group
compared to all other groups in most conditions. For the bi-hemispheric setup, this
finding was true in all ROIs and the WML Sobol indices were generally higher than
in the frontal-occipital setup on the group level. While relatively consistent across
the investigated regions (mid-layer, deep ROIs) and electrode setups (frontal-occipital,
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bi-hemispheric), this effect was differently pronounced in the various conditions. At the
mid-layer, the WML Sobol indices were generally higher in the bi-hemispheric electrode
montage than in the frontal-occipital montage. The differences in the mean WML Sobol
index between groups were more clearly pronounced under the bi-hemispheric stimulation
condition. This effect was inverted in the deep ROIs, especially in the hippocampus,
where under the frontal-occipital stimulation, the mean contribution of the WMLs to the
total electric field variance differed more clearly between groups. Generally, the group
differences were less pronounced in the deep ROIs than in the superficial ROIs. Notably,
despite an elevated contribution of white matter to the electric field variance, which was
on average the highest contributor in the deep ROIs as compared to being among the
lowest contributors at the mid-layer, the WMLs were still the lowest contributors to the
total electric field variance in the deep ROIs.
Despite the otherwise significantly higher contribution of WMLs to the total variance
of the electric field in the Fazekas 3 group in both electrode setups, this variance was
not increased across all conditions and ROIs. Instead, the contribution of healthy white
matter tissue decreased in the Fazekas 3 group in all ROIs of both electrode montages.
This indicates 1) that the WMLs did not cause a global perturbation of the electric
field and 2) that healthy and lesioned white matter share their contribution to the total
variance. The shared volume of healthy and lesioned white matter in the brain may be a
possible explanation for their shared contribution to the total variance - a higher lesion
load results in a lower volume of healthy white matter.
In the mid-layer ROIs, a decrease in the contribution to the total variance with increasing
depth of the respective structure could be observed across all tissues. Consequently, the
WMLs, as the innermost tissue in my head models, exhibited the lowest contribution to
the total variance on the mid-layer level. This might further explain why the electric
field was not perturbed globally and is also supported by the subject-individual line
plots of the Sobol indices. Whereas outer structures such as skin, skull, and CSF show a
consistent contribution to the electric field variance across the entire sampling line, inner
structures such as white matter and the WMLs only exhibit a relatively local influence
in their respective compartment. An explanation for this observation might be that any
current pathway passing the intracranial compartments must have crossed the skin, skull,
and CSF structures. But only a small portion of the overall current pathways crossed the
intracranial compartment at all and even less the lesioned tissue. Therefore, the influence
of outer structures on the electric field variance is ubiquitous, but the impact of inner
structures is rather limited.
To learn more about the local influence of WMLs and the Sobol indices of the other
structures, I provided an overview of exemplary single-subject visualizations of the electric
field strength and the Sobol indices on the cortical mid-layer (figures 6.5 & 6.6) and
along a sampling line through the intracranial volume in figures 6.13 & 6.14. In the line
plots, a local, sharp decrease in the electric field strength in the area of white matter
lesion tissue can be seen. The same observation can be made in CSF-filled regions. An
explanation of this likewise behavior might be an on average higher electrical conductivity
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of both CSF and WMLs than gray and white matter. While the conductivity range of
WMLs was chosen to spread across the entire range of electric conductivities found in the
intracranial volume, its distribution was centered around a value between gray matter
and CSF. It was, therefore, on average higher than the electrical conductivity of WM and
GM. Looking at the Sobol index of WMLs across the sampling line, we see that despite
the decreased electric field strength in the lesioned areas, the variance remains relatively
high (given that a decrease in a quantity usually results in a reduction of its variance as
well). However, this can only be observed for the WML areas on the sampling line and
their immediate surroundings of up to 4.3 mm from the boundary of the WML tissue area
in the Fazekas 3 subject with both electrode setups. This emphasizes both, the highly
local influence of WMLs and the observation that inner structures tend to have negligible
effects on the electric field in outer structures (e.g the cortex). It is further supported
by the exemplary visualization of the Sobol indices in figures 6.5 & 6.6. Compared to
the magnitude of the Sobol indices of the other structures, the WML Sobol indices are
minimal on the mid-layer and faint spots indicating an elevated WML contribution can
only be seen on distinct regions in the sulcal depths in figure 6.5 for the bi-hemispheric
setup.
The deep ROIs further confirm the local influence of the WMLs. Despite their closer
location to the white matter lesions, the WML Sobol index was still the lowest in the
deep ROIs except for one subject in the Fazekas 3 group where the WMLs were directly
adjacent to the right thalamus yielding a peak contribution of the WMLs to the electric
field variance of 91.8 % at distinct locations.
By quantifying the contribution of the distinct tissue classes to the electric field variance
due to their uncertainty in electrical conductivity, my results provide an estimate of
the robustness of the results derived from tES simulations when choosing an arbitrary
conductivity value from the analyzed ranges. In this study, the influence of the uncertainty
in the electrical conductivity of WML tissue was of particular interest. I consider the
influence of the lesioned tissue on the electric field in Fazekas 1 and 2 subjects virtually
negligible in superficial, cortical targets for both electrode configurations. No significant
difference between the two groups was found and the WML Sobol index was, on average,
approximately only a thousandth of that of the skin tissue class (tables 6.10 - 6.13). A
similarly low influence was shown in deeper target. Thus, the primary concern for accurate,
individualized tDCS simulations in these cases is the correct electrical conductivity of
the skin, skull, and gray matter tissue, rather than that of deeper subcortical structures.
Only the Fazekas 3 group showed a significantly higher contribution of WMLs to the
total variance, an increased radius of WML influence around the lesioned tissue on
the exemplary line plots, and a major contribution to the electric field variance by the
WMLs on a single-subject level in the deeper regions of interest when the lesions were
adjacent. For these subjects with a high lesion load, examining the location of the lesions
is recommended. The exclusion of subjects with lesions close to the target site from
individualized simulation-informed tDCS intervention studies should be considered while
the actual conductivity value of WMLs remains unknown. Otherwise, the estimations
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from the simulated electric field should be regarded as less reliable.
From both electrode setups general conclusions concerning the influence of white matter
lesions on the electric field could be drawn. However, a few differences between both
setups were apparent. Whereas in the mid-layer ROIs, no significant difference in the
electric field strength between the groups could be identified in the bi-hemispheric
electrode montage, there was a significant difference between the Fazekas 3 group and
both the Fazekas 2 and Fazekas 0 groups in the M1 ROIs and on the whole brain level in
the frontal-occipital setup (figure 6.8, table 6.7). As a result, the electric field variance
was likewise significantly decreased, which further affected the Sobol indices of several
structures (skin, CSF, GM). Brain atrophy was determined a factor for decreased cortical
electric field strength in transcranial electric stimulation in previous studies [235, 234, 233].
Our subjects were age matched to mitigate differences in cortical atrophy. For verification,
I assessed the normalized volume of gray and white matter and the normalized total
brain volume for each subject using SIENAX [259] from FSL v6.0 [205]. The normally
distributed samples were analyzed for significant differences at a significance level of
α ≤ 0.05 using a one-way ANOVA and paired-samples t-tests with Bonferroni correction





























Figure 6.18: Normalized volume measurements of brain tissue. SIENAX from FSL was
used to measure the normalized volume of gray matter, white matter, and both combined.
in brain volume with increasing lesion load, but the Fazekas 3 group had a significantly
lowered total brain volume as compared to the Fazekas 0 group. This difference was
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mainly driven by a significant decrease in white matter volume possibly due to the
advanced stage of the lesioned white matter. This might indicate higher sensitivity of
the frontal-occipital setup to brain atrophy. Here, the longitudinal fissure could serve as
a channel for current flow in parallel omitting the parietal areas of the cortex (M1 ROI).
Despite the reduction in variance, the Sobol index of WMLs is still significantly higher
in the Fazekas 3 group than all other groups on the whole-brain level, in the M1 ROIs,
and the occipital electrode ROI, underlining the robustness of this effect. The reduction
in white matter volume, enclosing the deep ROIs, while maintaining a similar level of
gray matter volume, further, might explain the significantly elevated contribution of gray
matter in the thalamic ROIs (and by trend the hippocampus ROIs) in the Fazekas 3
group.
The result quantities of the uncertainty analysis were computed at each node of the
cortical mid-layer and each mesh element of the deep ROIs. They were averaged over the
entire mid-layer, within four standardized regions of interest and four deeper structures.
Subsequently, the averages were statistically analyzed for the group level results. I chose
ROIs with a relatively large extent of decreasing size for the group-level analysis as a
tradeoff. With smaller ROIs, local hotspots of more substantial WML influence could
possibly not be captured in the individual subject. However, with the given size of the
ROIs, approximately 900 data points for the M1 ROIs, 4700 data points for the electrode
ROIs, 7500 data points for the hippocampus of each hemisphere, 9000 data points for
each thalamus, and 110,000 data points for the whole mid-layer were averaged resulting
in a possible over-smoothing of the result quantities. To estimate the strength of this
smoothing for the main result quantity, the Sobol index of the white matter lesions, the
group averages of its 99th percentile, and its mean within each of the four ROIs were
assessed (tables 6.10 - 6.13). The difference between the 99th percentile and the mean
was consistently within one order of magnitude within each of the mid-layer ROIs for
both electrode configurations. With this moderate smoothing, I consider the size of the
ROIs appropriate to detect major group differences of more than one order of magnitude.
The difference between the 99th percentile and the mean of the WML Sobol index was
slightly higher, above one order of magnitude in the deep ROIs, because of their higher
number of enclosing data points, possibly partly explaining the less pronounced group
differences in the mean WML Sobol index in the deep ROIs.
The diminished group differences in the mean WML Sobol index in the deep ROIs and
especially for the bi-hemispheric montage might be further explained by the decrease in
received electric field strength. With a reduced electric field strength, the total variance
likewise decreased, affecting the Sobol indices and the differences in their magnitude
between groups. In line with this explanation, when the deep ROIs experienced a higher
electric field strength under the frontal-occipital stimulation condition, reaching averages
similar to the mid-layer ROIs, the group differences in the WML Sobol indices were more
pronounced.
In this study, I selected an electrode montage that is commonly used for motor cortex
stimulation [13, 260, 261, 262], and a montage that reaches deeper cortical targets [246]
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and has been used before to stimulate arousal [247]. Indeed, the average electric field
strength magnitudes in the deep ROIs were similar to electric field strength at the
mid-layer ROIs for the frontal-occipital electrode montage confirming the observations
in [246] (tables 6.2 - 6.3). Both setups show the same trend of an increased but generally
low influence of WMLs with increasing lesion load on a group level in cortical and deeper
targets. I cannot directly infer whether the presented results hold for other electrode
configurations. The comparison to results from [160] showed a high correspondence in the
Sobol indices at the mid-layer despite differences in electrode montage (bi-hemispheric vs.
uni-hemispheric) and age range (young vs old). This may suggest that the Sobol indices
are robust against different electrode positions. In addition, Indahlastari et al. [241] find
similarly the strongest changes rather localized within and around the WMLs. This
may indicate that the reported effect is stable across electrode configurations and is
rather dependent on the lesion location than on the electrode position. Given that
I found further reduced WML Sobol indices on a group level in the frontal-occipital
setup compared to the bi-hemispheric configuration, the intensity of this effect might be
modulated mildly by the electrode configuration but within a generally low range.
One limitation of the presented work might be that white matter anisotropy was not
included in the physical properties of the head models because of lacking suitable diffusion-
weighted imaging data. The imaging data were obtained from the existing pool of data of
a large cross-sectional study, the LIFE-Adult study [215]. Modeling studies have shown
that the consideration of white matter anisotropy changes the electric field in simulations
of tES [161, 162, 163, 37]. Therefore, its role in the interplay of the electric field and
white matter lesions is an important subject for further, future investigations. Despite
this lacking level of detail in modeling the physical properties of the white matter tissue,
we consider the reported findings plausible and reliable. Huang et al. [42] provide first
evidence from intracranial recordings of three subjects that simulated electric fields from
tES simulations with pure scalar electrical conductivity can achieve the same accuracy as
fields from simulations with anisotropic white matter conductivity. Individually adjusted
electrical conductivity values, so-called calibrated electrical conductivity values, for each
subject were deemed of greater importance than modeling anisotropic white matter
conductivity. Within the scope of my uncertainty analysis, a wide range of electrical
conductivity values for each tissue class, including white matter, was covered. These
ranges were selected to include the set of optimal conductivity values, which would yield
the most accurately simulated electric field, for each subject. Moreover, my analysis
provides an assessment of the variance of the electric field due to non-optimally selected
conductivity values complementing the concept of calibrated electrical conductivity by
an estimate of the robustness of the simulated electric field strength.
To verify my entire workflow, I compared the previous work of Saturnino et el. [160] to
my results on a whole-brain level (figures 6.7 & 6.8, 6.10 & 6.11, 6.15 & 6.16, orange
star). While the same framework for sensitivity analysis was used, the head modeling
and simulation pipeline were entirely different. Despite these differences, the variance of
the electric field and the Sobol indices of the healthy tissue reported in [160] integrate
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well into my group results. Therefore, I consider my results comparable to previous work.
The presented results were obtained in participants with subcortical lesions of vascular
origin. The electrical conductivity of these lesions was modeled highly uncertain in the
sensitivity analysis. For this reason, these results might also apply to other patient
populations with other types of subcortical lesions, caused by diseases such as multiple
sklerosis, infectious encephalitis, and leukodystrophy.
This simulation study systematically examined the influence of pathological brain struc-
tures on a group-level in an uncertainty analysis. With 88 individual head models of both
sexes, a wide range of phenotypes was covered. By leveraging a sensitivity analysis, the
limitation of unknown conductivity of the structure under investigation, namely white
matter lesions, was overcome. The results support that white matter lesions must only
be considered on an individual level in the case of a high lesion load and if the lesions
occur in the vicinity of the stimulation site when conducting a tDCS intervention.
In the following chapter 7 the introduced uncertainty analysis-based approach is likewise
pursued to incorporate stroke lesions and their alterations to the electrical conductivity




stimulation in stroke patients
The work presented in this chapter constitutes an ongoing collaborative effort between
Toni Muffel and Leila Gajiyeva from the “Neuroplasticity and Motor Recovery” group at
the Max Planck Institute for Human Cognitive and Brain Sciences and me. Toni Muffel
collected the imaging data for this project in the course of his tDCS intervention study.
He also preprocessed the functional magnetic resonance imaging data. The segmentation
of the stroke lesions was performed by Leila Gajiyeva, to whom I instructed the necessary
methods. I conducted the tDCS simulations, the uncertainty analysis and was responsible
for the evaluation of the results.
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Abstract Informing stimulation protocols of tDCS-supported rehabilitation of sensori-
motor deficits after stroke by computer simulations provides an important prospect for
individualized therapy. Such simulations estimate the specific distribution of the electric
field within each patient. While simulated electric fields could previously be related to
neurophysiological measures in healthy adults, there is limited knowledge about such a
relationship in stroke patients. Moreover, stroke-induced neuroanatomic brain changes
are currently merely represented by the cerebrospinal fluid in the lesion cavities in head
volume conductor models of patients neglecting the complex alterations of the lesioned
tissue. Further, these alterations are insufficiently quantified in terms of the induced
changes in the electrical properties of the affected tissue. In this project, individually
simulated electric field data were related to task-based functional magnetic resonance
imaging data of 18 stroke patients. The stroke lesion was included in the head models in a
detailed manner, considering both the fluid-filled cavities and the surrounding scar tissue.
The uncertainty in the changed electrical properties of the stroke-affected brain tissue
was incorporated into the simulation by modeling the electrical conductivity as random
variables. As a result, not a single electric field but a mean electric field with an associated
variance and probability distribution is computed and correlated to the fMRI-derived
data yielding an average correlation coefficient in a distribution of correlations. Moreover,
the contributions of each tissue compartment to the electric field variance were assessed.
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7.1 Bridging the gap between simulated electric fields and
brain activation in stroke patients
Stroke was identified as the second most common cause of death worldwide in 2018 [12],
with an increasing number of stroke incidents in recent years [263]. While advances in the
acute treatment of a stroke incident have increased the chance of survival over past years,
patients surviving a stroke show severe persisting neurological and neuropsychological
impairments, impeding social and occupational rehabilitation. Among these impairments,
sensorimotor deficits such as paralysis resulting in disablement must be foregrounded.
Thus, the rehabilitation of motor function is a paramount goal for successfully integrating
stroke survivors into society.
Transcranial direct current stimulation is currently investigated as an adjuvant tool to
traditional physical therapy-based rehabilitation [264] and mirror therapy [265], but
also to novel approaches employing robot-assisted motor training [266], brain-computer
interface-based training [267], or virtual reality-based training [268]. However, the
response variability to rehabilitation therapy is further amplified by the application of
tDCS, with studies reporting an increase in performance due to tDCS as well as no
observable effects [269]. It appears feasible to assume that individual characteristics of
the patient, including the constitution and morphology of the brain damage, contribute
to both response variabilities.
As discussed in the previous chapters, individualized numerical simulations provide insight
into the subject-specific distribution of the electric field and may, thereby, constitute
means to account for individual variations in the response to tDCS applications. This
underlies the assumption that there is a relation between the electric field strength
at a target area and the achieved stimulation effect, which is supported by recent
simulation studies relating the electric field to neurophysiology responses in healthy
adults [28, 29, 31]. However, similar investigations in stroke patients [270] are scarce,
and existing simulation studies [186, 226, 236] merely model the fluid-filled cavities of the
stroke lesion by cerebrospinal fluid, thereby neglecting the complex conductivity profile
of the lesion site and the uncertainty in the specific changes of electrical conductivity of
the lesioned tissue.
In general, a stroke is a cardiovascular event resulting in a disorder of the nervous system.
Two main types of stroke events can be distinguished: the occlusion of an artery due
to a thrombus [271, p. 6] in the case of an ischemic stroke, or the disruption of the
artery resulting in intracranial bleeding [272, p. 3] (referred to as a hemorrhagic stroke)
as a consequence of a long-term history of vascular diseases such as hypertension. An
occlusion may be resolved by pharmacological interventions or by catheter-based surgery
restoring the blood supply of the affected cortical region. Disrupted vessels may require
more invasive neurosurgical interventions for their repair. During a stroke, distinct parts
of the brain suffer from an undersupply of blood resulting in irreversible damage, that is,
tissue death (necrosis), of cortical areas that are immediately supplied by the affected
artery. These affected areas are also denoted the core of the stroke lesion with a complete
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loss of function. The cortical area around the core, referred to as the penumbra (shadow),
often still receives a limited blood supply by secondary vessels from unaffected arteries
and may, therefore, partially maintain its functionality [271, pp. 22 - 25]. The amount of
time the cortical area remains undersupplied with blood influences the size of the core
and the penumbra. The longer the area remains undersupplied, the farther the core of
the lesions grows into the penumbra. Thus, a swift treatment of the acute stroke incident
is vital for maintaining brain functionality and patient survival. Over the chronic stage of
the stroke, the penumbra may partially regain functionality, but the necrotic tissue of the
core of the lesion is dissolved, leaving only residual tissue and enclosed cavities filled by
cerebrospinal fluid. The amount of restored functionality of the penumbra is challenging
to assess with neuroimaging methods such as magnetic resonance imaging (MRI) and is,
thus, a current topic of stroke rehabilitation research. Besides, the penumbra exhibits an
altered microstructure as seen on a macroscopic level as hyperintensities in T2-FLAIR
images. In summary, a stroke lesion can be divided into two compartments with different,
uncertain tissue properties.
To accurately include stroke lesions in numeric simulations of tES, both alterations in
the tissue structure must be considered and the change in the electrical properties due to
these alterations must be quantified. In contrast to white matter lesions from the previous
chapter 6, the change in electrical properties of the brain tissue due to a stroke is a topic
of research of electric impedance tomography (EIT) and, therefore, characterized to some
degree. Through a subset of electrodes embedded in a grid of non-invasive electrodes, in
EIT, a small electric current below the perception threshold is injected into the patient’s
head. The non-current exerting electrodes measure boundary voltages and, by this, the
conductivity profile of the head can be recovered [273, p. 14]. From this research, there
are several indications that the conductivity is raised in the chronic stage of a stroke.
A disruption of the cellular structure due to a stroke destroys the main components
responsible for the electric resistivity of biological tissue in the α-dispersion window
(refer to section 4.1.5). Besides, necrotic tissue forming after a stroke could be compared
to post-mortem gray and white matter tissue with the limitation that other biological
mechanisms may alter the electrical properties in different ways than in in-vivo necrotic
tissue. Yet, measurements of ovine gray and white matter 24 h - 48 h post-mortem
likewise indicate an increase in electrical conductivity [273, chapter 3].
Neurobiological brain alterations following a stroke occur not only on the macroscopic
level but also the microscopic organization of the neuronal networks and the somatotopic
arrangement of the affected sensorimotor cortex changes during recovery throughout
the chronic stage of the stroke, as revealed by animal experiments and human brain
mapping [274]. These processes are reflected by varying brain activation patterns in
the affected brain regions over the course of recovery and can be assessed by functional
neuroimaging methods [275], for instance, task-based functional magnetic resonance
imaging. It was shown in previous studies that transcranial direct current stimulation
modulates the brain activity of the primary motor cortex and functional connectivity in
stroke patients [276, 277, 278, 279]. Following the theory of Hebbian learning, increased
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brain activity may facilitate the neuroplastic recovery mechanisms [18]. It may, therefore,
be desirable to facilitate brain activation through tDCS. We hypothesized a correlation
between the simulated electric field strength and the fMRI-based brain activation in
the primary motor cortex due to the tDCS application during movement of the upper
extremities. More precisely, we expect a positive correlation between the induced electric
field strength and the measured brain activity; that is, a higher electric field strength
results in more increased brain activation.
Consequently, in this project, the relationship between the induced electric field over the
primary motor cortex (M1) of stroke patients and their movement-related brain activation
under stimulation was assessed. Individually computed electric fields were correlated to
task-based functional magnetic resonance imaging data from a tDCS intervention study
by Muffel et al. [52].
In this intervention study, two electrode setups primarily aimed at the up-regulation of
the activity of the M1 of the lesioned hemisphere were employed and were accordingly
simulated. One setup realized a bi-hemispheric M1 stimulation with a down-regulation
of the contralesional M1. The second setup was selected to achieve a uni-hemispheric
stimulation leaving the contralesional M1 unaffected. With this choice of electrode setups,
we expected a stronger correlation between the simulated electric field and the brain
activation changes on the lesioned hemisphere rather than contralesionally. Furthermore,
previous work suggests a superiority of the bi-hemispheric stimulation in terms of stim-
ulation effects [280], indicating that we might find a stronger relationship between the
electric field and brain activation changes in the bi-hemispheric condition.
For the present simulation study, the stroke lesions were segmented in the two described
aspects from multi-modal imaging data. The uncertainty in the change of the electrical
properties of the lesioned tissue was accounted for by modeling the electrical conductivity
as random variables resulting in a probability distribution of the simulated electric field
strength for each subject.
Previous correlation analyses related individual, single electric fields to functional con-
nectivity or neurophysiological measures in subjects [28, 29, 31, 281]. However, given the
uncertainty in the conductivity profile of the human head (especially of the lesioned tissue)
and the resulting uncertainty in the actual electric field strength, a single correlation
may insufficiently reflect the true relationship. I, thus, propose an alternative approach
to relate simulated electric fields to measured data by computing a distribution of the
correlation coefficients based on the probability distribution of the individual electric
fields in each patient. With this approach, the uncertainty in the true correlation is
represented and contributing tissue classes to the electric field variance can be assessed.
7.2 Methodology for relating simulated electric fields to
functional MRI data
The patient data utilized in this project originated from a tDCS intervention study
in stroke patients by Muffel et. al. [52]. For this study, structural and task-based
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functional magnetic resonance (MR) images were acquired from each patient in a repeated
measures design. The tDCS simulations were based on my tES simulation workflow
presented in chapter 5 and augmented again by the pygpc package [251] to incorporate
uncertain electric tissue conductivities as previously described in chapter 6. The statistical
evaluation was based on correlation analysis between the fMRI-derived data and the
simulated uncertain electric field strength.
7.2.1 TDCS intervention study
The patient sample, the relevant parts of the study design, the processing of the MRI
data, and the tDCS experiment are described in this section.
Patient sample
Twenty-four first-onset stroke patients were recruited from the Day Clinic for Cognitive
Neurology at the University Hospital Leipzig. All patients presented with a mild to
moderate upper extremity hemiparesis with residual motor capabilities and were in the
chronic stage of the stroke, i.e. the time of study enrolment was at least six months
after the stroke incidence (mean time post-stroke: 75.6± 66.6 months). Of four patients,
MRI data could not be acquired due to counter-indications. Additionally, the obtained
datasets of two patients were corrupted and could therefore not be used for analysis.
Therefore, the imaging data of 18 out of the originally 24 patients was utilized for this
project. Figure 7.1 illustrates the location and extend of stroke lesions as well as their
overlap in the patient sample in normalized MNI space. The mean age of the remaining
11 male and 7 female subjects was 58.9± 10.9 years. Seven subjects were right affected.
Figure 7.1: Overlay of the segmented stroke lesions at different slices in normalized MNI
space. The spatial normalization was performed using the symmetric image normalization
algorithm [110] of the advanced normalization tools [252]. The lesion location and
size are highly heterogeneous, with lesions in both hemispheres affecting the brain stem,
subcortical or cortical areas. The intensity of a voxel encodes the number of patients that
exhibit lesioned tissue at that location. Abbreviations: A=anterior, P=posterior, L=left
hemisphere, R=right hemisphere
Study design
During the fMRI assessment, the patients were instructed to repeat two types of move-
ments at a visually cued rate of 0.3 Hz over 30 seconds, totaling 10 repetitions per block.
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Figure 7.2: The MR scanner environment included a plexiglass scaffold with a splint that
supported the affected arm during task execution, a mirror mounted onto the head coil to
deliver the visual cue from a projector outside the scanning room, sandbags placed on the
shoulders to mitigate motion artifacts, and an MRI-compatible video camera to record
and monitor the movement execution. (Photograph and schematic sketch courtesy of Toni
Muffel.)
A flashing circle provided a visual cue presented through a head coil-mounted mirror
(Siemens, Erlangen, Germany) from a projector outside the scanning room. Between
each of the total 10 movement blocks, a rest period of 30 seconds was maintained to
avoid fatigue. The first 5 movement blocks comprised a repeated elbow flexion and
extension of the affected arm from an initial 90° angle position to a 135° angle target
position. The affected forearm was mounted onto a plexiglass splint, which rested on
a custom-made plexiglass scaffold. A Teflon coating of both parts of the equipment
prevented friction-induced electrical discharges that would have otherwise interfered with
the MRI measurement. In total 50 elbow movements were recorded.
The last 5 movement blocks included a full-range finger flexion and extension using the
same visual cue as before. The forearm stayed in the plexiglass splint and was resting
comfortably on the scaffold.
The movement execution was monitored and recorded using an MRI-compatible video
camera. Prior to data acquisition, the patients were trained inside the scanner environ-
ment. Sandbags were positioned above and below the shoulder joints to mitigate motion
artifacts during imaging. Figure 7.2 shows the described scanner environment.
TDCS experiment
Each patient underwent in total three tDCS trials, including two active and a sham
tDCS stimulation in a pseudo-randomized, double-blinded order concurrent to the fMRI
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acquisitions. Experiments were separated by one week to avoid carry-over effects [282].
Two square, MR-compatible rubber electrodes (5 × 5 cm) were employed, which were
mounted onto the patient’s scalp using conductive paste (Ten20®, Weaver and Company,
USA) and further fixed using a rubber headband. In each experiment, one out of two
electrode configurations was selected. In the bi-hemispheric electrode setup, the anode
was positioned over the primary motor cortex (M1) of the lesioned hemisphere with the
intention of an upregulation of the M1. The cathode was placed over the M1 of the
contralesional hemisphere aiming at its downregulation. The 10-20 coordinates of the
electrodes were C3 and C4 with polarities depending on the individual lesion location.
Similarly, in the uni-hemispheric setup, the anode was positioned over the affected M1
(either at C3 or C4) and the cathode over the orbitofrontal cortex, contralaterally at the
forehead (either at approximately Fp1 or Fp2) with the intention to upregulate activity
in the affected primary motor cortex without inducing a downregulation contralesionally.
Figure 7.3 illustrates both electrode configurations.
In the active condition, an electric current of 1 mA was applied using the DC Stimulator
MR (NeuroCom, Germany). The current strength was ramped up over a period of 30
seconds before the 20 minutes of stimulation and ramped down over 30 seconds after the
stimulation. The patients executed the movement blocks simultaneously in the last 10
minutes of the 20 minute stimulation time window. The first 10 minutes of the fMRI
measurement were dedicated to the resting-state functional MRI measurement, which
was not analyzed in this project. In each of the two active stimulation trials, one of the
two electrode configurations was used respectively.
The sham stimulation constituted the placebo condition where the electric current was
ramped up over 30 seconds to 1 mA, maintained for 30 seconds, and then ramped down
again. For the single placebo trial, the position of the electrodes was either corresponding
to the uni-hemispheric or the bi-hemispheric setup. This blinding procedure is a common
practice to provoke the skin sensation that the fade-in and fade-out of the electric current
often elicits in the active condition at the scalp of the patients while avoiding real
stimulation effects.
Magnetic resonance imaging data
In this section, the acquired magnetic resonance imaging sequences and their preprocessing
used in the simulation study are described.
Acquisition The data were acquired on a 3 Tesla Siemens VERIO scanner (Siemens,
Erlangen, Germany) equipped with a 32-channel receiver head coil. The acquired MR
sequences included a T1-weighted MPRAGE sequence (repetition time, TR = 2300 ms;
echo time, TE = 2980 ms; inversion time, TI = 900 ms; 176 slices at 1 mm thickness, 1
mm isotropic voxels), a T2-FLAIR sequence (TR = 5000 ms; TE = 395 ms; TI = 1800
ms; 192 slices at 1 mm thickness; 1 mm isotropic voxels), a diffusion-weighted sequence
(67 gradient directions; 7 b0 images; TR = 7000 ms; TE = 80 ms; multi-band-acceleration
factor = 2; b = 1000 mm
s2 ; 1.77 mm isotropic voxels), and a functional echo-planar
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Figure 7.3: Illustration of the electrode configuration used in the stroke intervention study.
In the bi-hemispheric setup, electrodes were placed at C3-C4. In the uni-hemispheric
setup, the electrodes were positioned at Fp1/Fp2 and C4/C3, depending on the location of
the lesion. The computational head model with the computed electric field pattern resulting
from each electrode setup is shown for one representative patient with a large stroke lesion.
The anodal electrode was placed over the affected primary motor cortex in both setups.
The head model compartments representing the stroke lesion are visualized in yellow for
the scar tissue and translucent white for the fluid-filled cavities. Abbreviations: L = left
hemisphere, ipsilesional hemisphere in this patient; R = right hemisphere, contralesional
hemisphere here; An = anterior; Po = posterior
sequence (TR = 2300 ms; TE = 30 ms; 34 slices at 3 mm thickness; flip angle: 90°; 2.3
mm isotropic voxels; relative signal-to-noise-ration 1.00) during rest and during the task.
Figure 7.4A-C depicts the structural imaging sequences from a selected slice of three
exemplary patients.
MR image processing After initial visual quality control, the acquired MR images
were preprocessed for further usage in this study.
The T1-weighted MPRAGE and the T2-FLAIR images were corrected for intensity
inhomogeneities using the N4BiasFieldCorrection [283] algorithm from the advanced
normalization tools v.2.3.1 (ANTs) [252]. Subsequently, the FLAIR image was linearly
registered to the MPRAGE image using ANTs.
The DWI data were preprocessed using MRTrix3 [196] as described in subsection 5.2.1.
To repeat in short, after initial denoising, eddy current- and motion-related artifacts were
corrected, non-brain tissue removed, and finally, a diffusion tensor model fitted for each
voxel of the image. The computed diffusion tensors were used to calculate the voxel-wise
apparent diffusion coefficient (ADC), a measure of the strength of the water molecule
diffusion within each voxel using the tensor2metric [65, 209] tool of MRTrix3. The ADC
image was linearly registered to the structural MPRAGE image of each subject using
ANTs.
Toni Muffel utilized the preprocessing pipeline from SPM 12 (v.7771) [97] in MATLAB
R2019b (Mathworks Inc, Massachusetts, USA) to process the elbow-task fMRI data. This
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Figure 7.4: Depiction of the structural MR sequences employed in the stroke simulation
study and the corresponding segmentation image of three exemplary patients with a
small, medium, and large stroke lesion, respectively. Healthy unaffected tissue structures
were segmented from the T1-weighted MPRAGE image (B). The stroke lesion was
segmented into two aspects, the fluid-filled necrotic tissue (light green in (D)) from the
apparent diffusion coefficient image (A) and the surrounding scar tissue (orange in (D))
from the T2-FLAIR image (C). The remaining tissues are shown in (D) as follows:
scalp=light turquoise, skull=dark yellow, CSF=dark red, gray matter=dark turquoise,
white matter=dark green, the ventricles=purple, air=yellow.
included a slice time correction, that is, the correction of temporally misaligned slices
per captured volume. In fMRI, one volume represents a specific time point during the
fMRI experiment (refer to section 2.2.1). Since during the fMRI scan, the head volume
is not captured instantly but rather slice by slice, the slices across the scanner z-axis are
temporally misaligned, meaning that they were captured at slightly different time points,
which is corrected in this preprocessing step [68] by interpolation. Further preprocessing
steps were
• distortion correction of the field maps, e.g. due to eddy currents,
• segmentation to distinguish cortical and subcortical areas, which are considered
the origin of the BOLD signal, from white matter and cerebrospinal fluid, which
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should not exhibit a BOLD signal
• co-registration to the respective anatomical images
• spatial smoothing using a 6 mm full-width-half-maximum Gaussian kernel to filter
out high-frequency changes and slight anatomical variations
• normalization into MNI space with 2 mm isotropic voxels, and
• estimation of head movements by a non linear registration resulting in a voxel-wise
displacement map.
The subsequent first-level analysis generated statistical parameter maps from the measured
BOLD time series using the stimulus function (i.e. the movement frequency and duration
of the movement task) and the estimated head motion as a regressor. The resulting
parameter map represented the contrast between the task and rest blocks of the fMRI
assessment encoding the task-based activation with the background fluctuations of the
BOLD signal during rest canceled out. This contrast was computed for each condition
(uni-hemispheric, bi-hemispheric, sham-setup) and each patient. A second-level contrast
was created by subtracting the first-level contrast of the sham condition from each active
stimulation condition. With these two levels of contrasts, the BOLD activation was
adjusted for background fluctuations and non-stimulation induced task-based activations,
leaving the stimulation-induced activation during the tasks.
The second-level contrast was related to the electric field in this simulation study. To
spatially align the contrast images to the simulation results, I registered them non-
linearly from MNI space (2 mm isotropic voxels) to the structural MPRAGE image (1
mm isotropic voxels) using the symmetric image normalization algorithm [110] of ANTs.
To increase the registration accuracy, the segmented lesion masks were employed in this
registration process to restrict the evaluation of the registration metrics to the unaffected
brain tissue.
Segmentation of the MR images
The standard, healthy biological structures were segmented from the MPRAGE image
using the head segmentation part of my standard segmentation pipeline from chapter 3.
This entailed a three-stage process of atlas-based segmentation techniques based on
the STAPLE algorithm [111] for the segmentation of skin and skull and the MGDM
algorithm [121] for the topologically correct segmentation of the cerebrospinal fluid
(CSF) as well as gray and white matter. A pseudo-CT template [114] was used for
the segmentation of the sinuses of the skull. The accuracy of the brain segmentation
algorithm was not impaired by the presence of the pathological or necrotic tissue of the
stroke lesions.
The segmentation of the stroke lesions was a largely manual process carried out by a
Leila Gajiyeva. Using two different imaging sequences, the stroke lesion of each patient
was segmented into two aspects: the fluid-filled cavities at the core of the lesion and
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the usually surrounding scar tissue. The manual segmentation was aided by the region
growing functionality of MIPAV [100], which selects local voxel neighborhoods with
a similar intensity. The obtained regions were subsequently corrected voxel-wise to
accurately adhere to the dimension and shape of the stroke lesions in the underlying
imaging data. In this process, hyperintense voxels in the FLAIR image were segmented
as scar tissue and hyperintense voxels in the ADC image as the fluid-filled lesion cavities.
The final lesion segmentation images were linearly registered to the T1 image again using
ANTs.
Figure 7.4D demonstrates the overall result of the segmentation process in three exemplary
patients.
7.2.2 TDCS simulations
I simulated the induced electric field due to both electrode configurations (bi-hemispheric
configuration, C3-C4, and uni-hemispheric configuration Fp1-C4 or Fp2-C3 depending on
the site of the lesion) for each patient using my tES simulation workflow from chapter 5
based on the finite volume framework OpenFOAM [51].
The positioning of the electrodes was informed by head measurements of the patients
in the following way. The distances between the fiducial points “nasion” and “inion”
as well as between both tragi of the ears were measured and documented during the
intervention study for each patient individually. These measurements were then used to
compute the individual 10-20 electrode grid using my Blender plugin (subsection 5.2.1)
and the “MeasureIt” add-on of Blender 2.79 to yield matching electrode positions in
the simulations. The electrodes were modeled as 5 × 5 cm patch electrodes with an
equipotential surface at their outer boundary. The input current strength was set to 1
mA.
The head model creation was realized by my CGAL-based volume meshing tool combining
surface-based and image-based meshing. The compartments representing healthy tissue
(skin, skull, CSF, gray matter, white matter) and the electrodes were included using the
feature-preserving, surface-based meshing approach. Both compartments of the stroke
lesion as well as the ventricles and the internal air were geometrically included in the
head volume mesh using the image-based meshing capability of my meshing tool. The
resulting head meshes contained between 4 · 106 and 5.3 · 106 tetrahedral elements. The
quality of the volume meshes was verified visually and by using the “checkMesh” utility
of OpenFOAM, which deemed all meshes fit for the usage in OpenFOAM.
To handle the uncertainty in tissue conductivity, specifically that of the altered tissue of
the stroke lesions, all tissues were modeled as random variables bound within specific
ranges (table 7.1) and distributed according to a bounded beta-distribution (shape
parameters α = 3, β = 3) as described previously (chapter 6, figure 6.2). The electrical
conductivity of the air cavities was set to 10−15 Sm , virtually acting as an insulator. The
fluid-filled compartments of the stroke lesion were treated as normal cerebrospinal fluid
as done in previous stroke simulation studies [186, 226]. The electrical properties of
the scar tissue were considered highly uncertain, with a conductivity range covering the
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entire spread of electrical conductivity found in the human head (from low white matter
conductivity to high CSF conductivity). Given these bounds and the aforementioned
distribution, the electrical conductivity of the scar tissue was on average modeled higher in
the simulation study than that of healthy gray and white matter, reflecting the observed
tendency from EIT.




bound 0.2 0.003 1.2 0.1 0.1 0.1 1.2
upper
bound 0.5 0.012 1.8 0.6 0.4 1.8 1.8
Table 7.1: Conductivity ranges of the tissue compartments in the stroke simulation study
in Siemens per meter, Sm . Abbreviations: CSF=cerebrospinal fluid, GM=gray matter,
WM=white matter
7.2.3 Uncertainty analysis
The inclusion of the tissue conductivity as random variables was realized by the pygpc
framework [251], implementing the generalized polynomial series expansion as performed
earlier (section 6.2.4). In summary, through a low number of tDCS simulations, a poly-
nomial series was established separately at each vertex of a surface representation of the
cortical mid-layer. This polynomial series served as a surrogate model approximating the
electric field strength as a function of the input electrical conductivity in a computation-
ally more efficient way than the numeric tDCS simulations. With this, the probability
density function (PDF) of the magnitude of the electric field strength, its mean, variance
and decomposition of the variance by means of Sobol indices could be determined at
each mid-layer vertex per patient. The PDF describes the probability distribution of the
electric field strength allowing the estimation of the probability of obtaining an electric
field strength magnitude from a given interval.
The cortical mid-layer surface was again generated using the laminar package of the
neuroimaging processing library Nighres [225].
7.2.4 Data analysis
As a result of modeling the input variables of the tDCS simulations as random variables
representing the uncertainty in the actual electrical conductivity, no single electric field
was computed per patient, but rather a mean electric field strength with an associated
variance for each patient individually. This variance could be decomposed into the
individual contributions of the tissue compartments by means of normalized Sobol indices.
Furthermore, the electric field variance was considered in the correlation analysis by
performing 100.000 correlations between randomly sampled electric field strength values
and the associated second-level fMRI contrast for each patient.
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Regions of interest
The analyses focused on two spherical regions of interest centered at the primary motor
cortices of each hemisphere. A 1 cm sphere was created in MNI space and positioned
at standardized locations at the center of the upper limb representation of the Motor
Area Template [249] (x=-37, y=-25, z=64) and symmetrically mirrored to the other
hemisphere (x=37, y=-25, z=64). The ROIs were created as binary images with voxels
with a value of 1 representing locations inside the ROI and voxels with a value of 0
representing voxels outside. From the standard MNI space, the ROI images were then
non-linearly registered to the individual MPRAGE image of each subject using ANTs
while masking the lesioned area as before for the fMRI data. With the ROI images
in the subject space, the ROIs could be transferred to the cortical mid-layer using the
“Resample With Dataset” filter of ParaView 5.6.3, which allows transferring image data
onto the vertices of an embedded surface. In some cases, a ROI unintendedly partially
intersected with the post-central gyrus. This was corrected by clipping the ROI image
using a clipping plane between the pre- and postcentral gyrus before transferring it onto
the mid-layer surface. Figure 7.5 shows both ROIs transferred to the mid-layer surface of
an exemplary patient.
Figure 7.5: Two spherical regions of interest (ROIs) with a diameter of 1 cm were
defined in MNI space at the upper limb representation of the primary motor cortex on
both hemispheres. The ROIs were then registered to the subject space and transferred to
the surface representation of the cortical mid-layer surface of each patient. This figure
shows an exemplary mid-layer surface of one patient with the ROIs highlighted in red.
Abbreviations: A=anterior, P=posterior, L=left hemisphere, R=right hemisphere
Since the polynomial series representing the electric field strength was established at
the nodes of mid-layer surface, no further spatial transformation was required. The
electric field strength was merely sampled from the established polynomial function at
the vertices inside the mid-layer ROI mask.
However, the second-level fMRI contrast images had to be transferred onto the mid-layer
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firstly. This was again achieved using the “Resample With Dataset” filter of ParaView.
The resampled contrast values were then masked using the ROI mask at the cortical
mid-layer and the “calculator” filter of ParaView (as fMRI2ndLVLcontrast · ROImask). Any
remaining non-zero values were exported to a CSV file.
Statistical analysis
The normalized Sobol indices were plotted and analyzed using R v4.0.3 [253, 254]. The
correlations were computed and plotted in Python 3.8 using the packages scipy v1.6.1 [284]
and NumPy v1.20 [285].
The Sobol indices decompose the variance of the electric field strength into the contribution
of each tissue compartment (refer to section 6.2.4 for more details). When dividing the
Sobol indices by the total electric field variance, normalized Sobol indices are derived
that directly represent the share of the tissue compartment on the local electric field
variability. In this analysis, I normalized the Sobol indices for better comparability of the
ipsilesional and contralesional ROI, especially in the uni-hemispheric case. Otherwise,
the Sobol indices would be affected by the magnitude of the electric field strength,
resulting in a lowered variance and likewise lowered Sobol indices on the contralesional
side. Normally, this is a desired effect, especially in large ROIs, to avoid an overestimation
of the contribution of tissue compartments from areas within the ROI with a low electric
field strength, which are commonly considered less relevant for the stimulation effect. In
this study, however, the ROIs were relatively small (∼1 cm spheres) and the importance
of the ipsilesional ROI and contralesional ROI for the analysis was considered equal
regardless of the actual magnitude of the electric field strength. Therefore I opted for
normalized Sobol indices, which were spatially averaged within each ROI per patient and
subsequently descriptively analyzed.
The correlation analysis considered the probability distribution of the electric field strength.
Instead of computing a single correlation for pairs of means of the electric field strength
and the associated second-level fMRI contrast in the ROIs, 100.000 correlations were
determined by sampling the polynomial series representing the electric field strength with
randomly varying electrical conductivity values given their initially defined probability




(P +Q+ T ) ∗ (P +Q+ U)
,
with
P . . . number of concordant pairs (pairs data with matching ranks)
Q . . . number of disconcordant pairs (pairs of data with different ranks)
T . . . number of ties (number of equal values in the dependent variable, that is, the
electric field strength)
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U . . . number of ties (number of equal values in the independent variable, that is, the
second-level fMRI contrast),
and the associated p-value was determined using scipy. The correlation coefficient was
converted to an approximate z-score [286] as





τ . . . Kendall-τ correlation coefficient
n . . . sample size
to gain a normally distributed measure for assessing the significance of the computed
correlations in the subsequent permutation analysis. This yielded distributions of the
100.000 correlation coefficients and their associated p-values and z-scores.
To better understand the significance of the observed distribution of correlations, i.e. to
determine whether the correlation is significantly different from no correlation, a permu-
tation analysis of the z-scores was performed in addition to analyzing the distribution
of the p-values. Using a permutation analysis follows the rationale to create noise or
incidental findings by randomly permuting values between the pairs of observations.
A true correlation is then considered relevant when it is at the tails of the resulting
random distribution. Therefore, the 100.000 correlations were repeated 10.000 times each
time with permuted associated second-level fMRI contrasts between pairs of sampled
electric field strength and fMRI contrasts. At each permutation, the 95th percentile of the
distribution of z-scores of the correlations was saved as a representative value of the entire
distribution of correlations. This resulted in a distribution of 95th percentile z-scores
representing the random findings. The 95th percentile z-score of the non-permuted
correlations was located in that random distribution and considered a significant finding
when in the lower tail of the distribution.
For comparison, the electric field strength was also computed using the standard, fixed
electrical conductivity values that are typically used for simulations of tDCS (σskin =
0.465 Sm , σskull = 0.01
S
m , σCSF = 1.654
S
m , σGM = 0.275
S
m , σWM = 0.126
S
m , σscar =
0.126 Sm , refer also to table 5.2 of chapter 5). To this end, scar tissue was ignored
by physically modeling it as healthy white matter and the cavities of the lesion were
represented as CSF.
7.3 Evaluation of the simulation study and correlation
analysis
Two quantities of interest were considered in this correlation analysis, the magnitude of the
electric field strength and the second level fMRI contrast as the brain activation. Figure 7.6
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illustrates both quantities on the mid-layer of an exemplary patient. Furthermore,
Figure 7.6: Electric field strength and task-related brain activity (2nd-level fMRI contrast)
on the mid-layer of one exemplary patient under the uni-hemispheric and bi-hemispheric
electrode setup. Abbreviations: A=anterior, P=posterior, L=left hemisphere, R=right
hemisphere
the normalized Sobol indices of the electric field strength were analyzed to gain an
understanding of the contribution of the uncertainty in electrical conductivity of each
tissue compartment to the electric field variability. Each analysis was performed in either
ROI (ipsilesional, contralesional) and condition (uni-hemispheric and bi-hemispheric
stimulation).
7.3.1 Results of the technical realization
To expand the polynomial series approximating the magnitude of the electric field
strength, between 51 and 96 tDCS simulations were required per patient and condition,
resulting in a polynomial series of up to 3rd-order polynomials with 34 or 64 coefficients
respectively and an average residual of ε ≈ 0.0055±0.001. Six simulations were computed
in parallel resulting in a total computation time of approximately 1.5 to 3 hours per
patient and condition on a six-core Intel® Core™ i7 5820K with 48 GB RAM. The
correlation analysis took approximately 40 seconds per condition and ROI, with most of
the computation time dedicated to determining 100.000 electric field samples per vertex
within the ROI (by the polynomial series) in all 18 patients. Through data parallelism
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(one thread per condition and ROI), the computation of 10.000 permutations, each with
100.000 correlations, was finished after approximately 5 days.
7.3.2 Analysis of the simulated electric field strength
I first analyzed the mean electric field strength in the regions of interest with both
electrode configurations. For each vertex in each ROI, 100.000 samples of the electric
field strength were averaged, resulting in a mean electric field strength per vertex. This
mean electric field strength was spatially averaged within each ROI resulting in the
average mean electric field strength per ROI in each subject. These averages across all
patients are plotted in figure 7.7 for each electrode configuration and ROI. Table 7.2
lists the averages and standard deviations per ROI and condition for each patient. As
expected, the contralesional primary motor cortex was exposed to significantly less electric
field strength than the ipsilesional cortex in the uni-hemispheric electrode configuration
(assessed using the Kruskal-Wallis rank test, p < 0.0003), which was not the case for the
bi-hemispheric configuration (p ≈ 0.343).
The violin plots in figure 7.8 provide an overview of the probability distribution based on
100.000 samples of the electric field strength spatially averaged within each of the ROIs
per patient and condition. The dispersion of the electric field strength was relatively high
and variable across patients. The electric field strength computed using the standard




























Figure 7.7: Mean electric field strength in the ROIs of both hemispheres (individual
patients shown as dots).
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Table 7.2: Mean and standard deviation of the electric field strength in Vm of each patient
in each ROI and condition. Abbreviations: sd=standard deviation, contra=contralesional
side, ipsi=ipsilesional side, bi-hemi=bi-hemispheric electrode configuration, uni-hemi=uni-
hemispheric electrode configuration
193
7. Transcranial direct current stimulation in stroke patients
Figure 7.8: Distribution of correlations. The electric field variability due to the uncertainty
in tissue conductivity is illustrated by horizontal violin plots per patient. 100.000 samples
of the electric field strength were extracted from this distribution and correlated to brain
activity. The mean correlation is represented by the bold black line. It is surrounded by the
correlation lines of all 100.000 correlations resulting in the gray shaded area. Given the
uncertainty in electrical conductivity, correlations within this shaded area are conceivable.
Blue dots represent the electric field strength of the particular patient given a fixed set
of default electrical conductivity values. Consequently, the bold blue bar represents the
correlation between this set of values for the electric field strength and the associated brain
activation of each patient.
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7.3.3 Contributors to the electric field variance
In general, the normalized Sobol indices (figure 7.9, table 7.3) indicate that the majority of
the variance of the electric field strength in each ROI can be attributed to the uncertainty
in electrical conductivity of the tissues skin, skull, gray matter, and cerebrospinal
fluid. The decomposition of the variance on a general level is, thus, similar to the
findings reported in chapter 6. However, it is notable that the standard deviation of the
contribution of the gray matter uncertainty to the electric field variability is relatively
high under both electrode configurations and especially in the ipsilesional ROI. In some
patients, the electric field variability can be almost by half attributed to the uncertainty
in gray matter conductivity, while in others, gray matter explains only a negligible
amount of the electric field variance. The stroke lesion is in part represented by the
Sobol index of the cerebrospinal fluid (CSF) due to its CSF-filled cavities and by the
scar tissue. Consequently, on the ipsilesional side, the normalized Sobol index of the CSF
exhibits a higher dispersion across the patients than on the contralesional side under both
electrode configurations. The same observation can be made for the scar tissue, though
this compartment of the head model generally contributes the least out of all tissue
compartments to the electric field variance. Yet, there is a low number of patients in
which the normalized Sobol index of the scar tissue exceeds that of healthy white matter
on the ipsilesional side in both electrode configurations. In the bi-hemispheric condition,
in few patients the scar tissue contributed around 15 % of the electric field variability.
Finally, in the uni-hemispheric condition, the normalized white matter Sobol index is
increased and the normalized skull Sobol index is clearly decreased on the contralesional
side compared to the ipsilesional side.






































































Table 7.3: The normalized Sobol indices were spatially averaged in each ROI and
each patient. This mean Sobol index per patient was subsequently averaged across
all patients for the same ROI and condition. The resulting means and standard
deviation are reported in this table. Abbreviations: sd=standard deviation, con-
tra=contralesional side, ipsi=ipsilesional side, bi-hemi=bi-hemispheric electrode con-
figuration, uni-hemi=uni-hemispheric electrode configuration, CSF=cerebrospinal fluid,
GM=gray matter, WM=white matter
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Figure 7.9: The normalized Sobol indices of each tissue compartment were spatially
averaged in the ROIs per patient and plotted as box plots contrasting the indices from the
ipsi-lesional and contra-lesional ROI. Averages of individual patients are depicted as dark
dots. Abbreviations: CSF=cerebrospinal fluid, GM=gray matter, WM=white matter
7.3.4 Correlation analysis
The correlation analysis revealed very weak mean correlation coefficients in the ipsilesional
ROI in both stimulation conditions (τbi|ipsi ≈ 0.031, τuni|ipsi ≈ −0.057) and a weak to
moderate mean correlation coefficient on the contralesional side in both stimulation types
(τbi|contra ≈ 0.154, τuni|contra ≈ 0.24). A Gaussian kernel was fitted to the distribution of
the correlation coefficients. It is plotted for each condition and ROI in figure 7.10. The
distributions of the correlation coefficients approximately followed the shape of a normal
distribution centered around the reported mean values.
Further, the correlations were visualized by regression lines and compared to the (single)
correlation between the electric field strength computed using the standard conductivity
values and the brain activation (in the following denoted as the default correlation)
in figure 7.8. The mean regression line is surrounded by a wide interval of possible
correlations indicating the high uncertainty in the true correlation. This can be mainly
attributed to the rather wide spread of the probability distribution of the electric field
strength in each patient (visualized as violin plots in figure 7.8). When contrasting the
mean correlation to the default correlation (τbi|ipsi = 0.137, pbi|ipsi ≈ 0.45, τbi|contra =
0.268, pbi|contra ≈ 0.13, τuni|ipsi = −0.046, puni|ipsi ≈ 0.82, τuni|contra = 0.294, puni|contra ≈
0.096), the latter overestimates the relation between the simulated electric field and the
fMRI contrast in the bi-hemispheric electrode configuration and on the contralesional
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side of the uni-hemispheric setup. Only on the ipsilesional side of the uni-hemispheric
setup, the mean correlation and the default correlation almost align.
The distribution of the p-values associated with the correlation coefficients of each ROI
in each condition is shown as normalized histogram plots in figure 7.11. Only in the
uni-hemispheric condition on the contralesional side, the distribution is clearly left-skewed
and the probability of obtaining a correlation with a p-value from (0, 0.05] or (0.05, 0.1]
is higher than that of any other interval. A similar trend can be observed for the
contralesional side of the bi-hemispheric condition, although not as pronounced. On the
ipsilesional side of both conditions, the distribution of p-values was right skewed with
an almost negligible probability of the first bin, which represents significant p-values
((0, 0.05]), indicating an overall lack of significant correlations.
To verify the relevance of the findings on the contralesional ROI, a permutation analysis
was performed. For this, the associated z-scores of the correlation coefficients were com-
puted. From each permutation, the 95th percentile z-score was used as the representative
value of the whole distribution of z-scores. Ten-thousand permutations resulted in a
distribution of the representative (95th percentile) z-scores per ROI and condition (see
figure 7.12). For the unpermuted correlations, the z-scores were likewise determined and
the 95th percentile z-score was compared to the distribution of z-scores of the permuted
correlations (vertical bar in figure 7.12). Again, only at the contralesional side of either
electrode setup, the unpermuted 95th percentile z-score was located towards the tail
of the distribution of permutations indicating a significant finding. However, in the
uni-hemispheric condition, on the contralesional side, 528 out of 10.000 permutations had
a 95th percentile z-score equal to or higher than the 95th percentile z-score of the unper-
muted distribution of correlations, indicating that the probability of the presented finding
being a random finding was 5.28 %. For the contralesional ROI in the bi-hemispheric
configuration, 1112 out of 10.000 permutations had the same or a higher 95th percentile
z-score, increasing the probability of being an incidental finding to about 11.12 % in this
case.
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Figure 7.10: Distribution of correlation coefficients under both electrode setups in both
ROIs. For the histogram, 100.000 correlation coefficients were assigned into 32 bins.
A Gaussian kernel was fitted as an estimate of the probability density function of the
correlation coefficients.
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Figure 7.11: Normalized histogram plot of the distribution of p-values of 100.000 correla-
tions. The p-values were summarized in 20 bins with each bin representing an increment
of the p-value by 0.05. The y-axis was normalized with respect to the total number of
correlations to yield the probability of obtaining a p-value from the respective bin/interval
of p-values.
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Figure 7.12: Histogram plot (17 bins) of the distribution of 95th percentile z-scores of
the 10.000 permutations of 100.000 correlations of the electric field strength with the
second-level fMRI contrast. The 95th percentile z-score of the unpermuted correlations is
included as a blue vertical bar.
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7.4 Discussion & Conclusion
In this simulation study, individually simulated electric field strength was related to data
derived from task-based functional magnetic resonance imaging of stroke patients from
a tDCS intervention study. The stroke lesions were modeled in a detailed manner by
two compartments, the fluid-filled cavities and the scar tissue. The tissue conductivities
were modeled uncertain in the same manner as in the previous chapter 6. An alternative
approach of relating simulated electric field data to neurophysiological measurements that
considers the uncertainty in the electrical properties of biological tissue was proposed.
Instead of correlating single pairs (per patient/subject) of electric field strength and
brain activity, a distribution of correlations was computed by sampling the probability
distribution of the uncertain electric field strength and relating each sample to the
associated fMRI contrast of the patient. The significance of that distribution was assessed
by permutation analysis. I found weak to moderate correlations between the electric
field strength and the analyzed second-level fMRI contrast at the contralesional primary
motor cortex in both electrode configurations.
Considerable variability in the magnitude of the electric field strength due to the un-
certainty in tissue conductivity was observed in most patients. The decomposition of
the variance of the electric field strength by Sobol indices revealed that this variability
was generally driven by the uncertainty in the electrical conductivity of the tissues skin,
skull, gray matter, and CSF. However, in the ipsilesional ROI, the attribution of the
variability to these tissue classes was less clear with an exceptionally high dispersion
of the contribution of gray matter and a higher contribution of the two compartments
of the stroke lesion (cerebrospinal fluid and the scar tissue) in some patients. In three
patients under the bi-hemispheric condition, the contribution of the scar tissue of the
lesion was raised to approximately 15 % (figure 7.9) of the total electric field variance in
the ipsilesional ROI. For several patients, the stroke lesion was within the immediate
surroundings of the area around the primary motor cortex, which was the region of
interest for the present analyses and potentially affected the local electric field variability.
I, therefore, conclude that for an accurate estimation of the electric field strength in stroke
patients, a realistic approximation of the true electrical conductivity of skin, skull, and
gray matter is most important. However, in selected patients with extensive lesions close
to the target side, the combined influence of cerebrospinal fluid in the lesion cavities and
the scar tissue may yield a similar impact or even exceed the impact of top-contributors
(especially gray matter) on the electric field variance. Thus, a realistic representation of
both lesion compartments can be deemed essential for an accurate simulation.
Besides estimating the probability distribution of the electric field strength due to the
uncertainty in tissue conductivity, the electric field strength was also computed when
using the standard conductivity values (table 5.2), ignoring the scar tissue and modeling
the lesion core as CSF, as done in previous stroke simulation studies [186, 226]. The
resulting electric field strength was located below the center of the probability distribution
in most patients, indicating that, when using default conductivity values and ignoring the
scar tissue, the magnitude of electric field strength would be underestimated. A possible
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explanation might be that, in this simulation study, the scar tissue was modeled as a
random variable with a wide-ranged probability distribution, centering at a value above
the electrical conductivity of healthy white and gray matter. Therefore, areas around
the scar tissue, which included the analyzed ROI in several patients, may experience, on
average, an increased electric field strength.
A generally low mean correlation between the electric field strength and the second-level
fMRI contrast was determined in this analysis. Interestingly, only on the contralesional
side a clear trend towards significant correlations was observable but not on the ipsilesional
side in either condition. This trend was more pronounced in the uni-hemispheric setup
than in the bi-hemispheric setup challenging the initial assumption that with the uni-
hemispheric electrode setup, the contralesional motor-cortex would remain relatively
unaffected by the stimulation. However, the permutation analysis revealed that the
observed correlations on the contralesional side had a chance of 5.28 % of being a
random finding in the best case (uni-hemispheric electrode setup) and could, thus, not be
deemed an unambiguously significant finding. An explanation to the generally low mean
correlation coefficients may be the wide dispersion of the electric field strength in several
patients provoking non-significant correlations affecting the mean when randomly sampling
the distribution. This might also account for the observation that the correlations using
the electric field strength from the default electrical conductivity were higher than the
average correlation coefficient in the bi-hemispheric condition and on the contralateral
side of the uni-hemispheric condition. In addition, in our sample of only 18 patients with
large variability in the residual motor capability, age, and morphology and location of
the stroke lesion, only weak effects may be observable.
While with the current statistical analysis methods, a clear, significant correlation could
not be detected, we cannot entirely exclude a relationship between the simulated electric
field strength and the functional MRI contrast either, especially given the observed trend
on the contralesional side. Multi-variate regression analyses considering not only the
two main quantities but also confounding variables such as the age of the patients, their
individual remaining motor performance (as assessed by the upper extremity Fugl-Meyer
test [287]), and their handedness may provide a clearer picture of the observed trend.
Besides, the presented results are currently restricted to the elbow movement data of
the task-based fMRI dataset. The hand-task-fMRI data remain to be evaluated in the
same fashion as described in this chapter. These analyses will be conducted following
this thesis.
In this project, I presented an alternative approach to relate uncertain simulated electric
field estimations to task-based fMRI measurements. Instead of reporting a single corre-
lation coefficient, a mean correlation and the uncertainty of the correlation due to the
uncertainty in tissue conductivity can be reported. A permutation analysis reveals the
significance of the distribution of correlations. Besides the methodological advances, these
findings contribute to understanding the impact of the stroke lesion on the electric field
during a tDCS application providing additional information towards an individualized
tDCS-based stroke rehabilitation therapy.
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CHAPTER 8
Outlooks for simulations of
transcranial electric stimulation
Simulations of transcranial electric stimulation, in their current form, primarily model
the biophysical phenomena underlying the stimulation process, that is, the electrostatic
mechanisms of volume conduction. The refinement of these models and their properties is
an ongoing process that includes the addition of further structures of biological tissue and
the optimization of their simulated electrical conductivity to reproduce the conductivity
profile of the human head appropriately. This enhancement process is challenged by the
individualization of the computational head models requiring reliable and automated
segmentation routines to be practically applicable.
The consideration of earlier findings, for example, about the relevance of fat and muscle
tissue in the skin [136] or the (neuro-)vascular structure [288] is becoming increasingly
feasible for individualized simulations of tES through the emergence of the first fully
automated deep learning-based approaches for the segmentation of the whole head [289].
Similarly, the segmentation of abnormal brain structures, lesions, and tumors is currently
tackled by deep learning methods [141, 143, 144].
Once segmented, these new structures can be included geometrically as distinct com-
partments in the head models, but they simultaneously require an appropriate physical
representation by their electrical conductivity. Huang et al. [42] introduced the notion of
calibrated conductivity, that is, subject-specific electrical properties for the tissue classes
in the head models. An appropriate choice of electrical conductivity was deemed the most
decisive factor for accurate simulation results of tES, more important than the geometrical
representation of every possible biological structure. In this context, the group lately
suggested an adjustment to the commonly employed conductivity value for cerebrospinal
fluid (CSF) to better reflect the complex conductivity profile of the intracranial space
between the skull and the brain with the CSF and the meninges [290]. The individual
skull conductivity and thickness can be estimated non-invasively with a method combin-
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ing electroencephalography & magnetoencephalography source analysis and individual
realistic head volume conductor models [291]. Other methods for the determination of
the individualized electrical conductivity include magnetic resonance-based measurements
such as magnetic resonance electric impedance tomography [157] or magnetic resonance
conductivity tensor imaging [159], as discussed before in section 4.1.5, as well as novel
approaches based on deep learning that estimate the non-uniform conductivity profile of
the human head directly from T1- and T2-weighted MR images [292].
Despite these advances in the individualization of the computational head models, recent
research also suggests that certain hotspots of elevated electric field strength are persistent
across subjects and even electrode positions [246], rendering the use of standard head
models in cases of lacking individual imaging data for a basic estimation of the electric
field pattern still a relevant option.
Most of the mentioned methods are either in the early development stages and required
further confirmation of their general applicability or currently still necessitate extensive
preparation and equipment, increasing the demands for their practical applicability in
clinical research.
In general, these biophysical head models are subjected to the quasi-uniform assumption
stating that “[...] the electric field (or current density) in each brain region is assumed to
predict the degree of polarization and neuromodulation.”[p. 6 of [185]], which implies a
so-called “coupling-constant” that transforms the electric field strength to a polarization
of the affected neurons. However, over the past years, the development of multi-scale
models of tES was suggested, implementing a more detailed conception of the stimulation
effect by considering the physiological brain response to tES.
Advances in that line of research augmented biophysical models of tES on a microscopic
level by modeling the interaction of neurons in the cortical sheath with the computed
electric field [293, 294, 295]. With these techniques, the impact of the electric field on
local neuronal oscillations and polarization can be assessed. In this process, usually
neuronal mass models approximating single cortical columns, patches, or whole-brain
areas are employed as a compromise. These models represent an average population of
neurons with less computational effort than models of several, single spiking neurons [296].
Incorporating such models into simulations of tES entails modifications to the underlying
biophysical modeling process since neuronal mass models introduce time-dependent source
terms to the governing electromagnetic equations making the quasi-static, charge-free
form of Maxwell’s equations not applicable anymore [293].
On the other end of the scale, the impact of the stimulation on brain-wide functional
networks is likewise modeled and investigated in the latest studies. The concept behind
these approaches is that cortical processing is not purely organized into single, local
sites dedicated to a specific function but rather into an assembly of distant areas that
jointly realize specific functionality. Examples of such spread-out functional networks
are the visual, sensory-motor, limbic, the default, the ventral and dorsal attention, and
the frontoparietal network [297]. Those relationships have been identified in the past
through direct measurements of structural connectivity, for example, using diffusion
tensor imaging, or by functional assessments with EEG or functional MRI analyzing
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brain areas with simultaneous activation [296]. Among subjects, the specific location
of the cortical sites involved in these networks is variable, with the sensory-motor and
visual network being the spatially most stable across subjects [297]. In computational
models that consider network effects, individual, local neuronal mass models, which
are spatially distributed across the cortex representation of the head model, are linked
by weighted graphs to approximate cortical networks and their connectivity strength.
This enables the estimation of joint oscillatory activity, their power, frequency, and
coherence [185]. Computational frameworks integrating the network aspect of tDCS
are scarce. However, several studies assessed the impact of tDCS, for example, on the
sensory-motor network in stroke patients [298] and its impact on networks associated
with the higher cognitive function of visuomotor learning [299]. Such investigations
were further extended by employing multi-focal tDCS, specifically targeting the brain
areas associated with the sensory-motor network in healthy subjects [300] or the sensory-
motor network and prefrontal and parietal brain areas [301]. These studies suggest an
enhanced stimulation effect by adjusting the foci of the stimulation to the characteristics
of the targeted network. The subject-specific identification of the individual network
characteristics and their translation into easily accessible computational tools are the
current challenges of this research.
Channeling the electric field in tES to specific cortical areas or individual cortical
networks requires an adaption of the electrode montages. The optimization of the
electrode montages with respect to the magnitude of the electric field strength and its
orientation in the target areas was promoted in past years. The electric fields classically
induced by two large pad electrodes exhibit a rather diffuse pattern, which is, however,
subject to an inter-subject variability [22]. Furthermore, modeling studies suggest that
already relatively minor changes (greater than 1 cm) in the locations of the electrodes
may alter the resulting electric field [302]. Consequently, the individual optimization
of the location of the electrodes to achieve a maximum electric field strength at the
target area across different subjects was the objective of previous studies [303, 304].
Other approaches employ entirely different electrode shapes, with multiple small circular
electrodes distributed in a grid-like manner over the subjects’ heads [305, 306]. This
optimization is considered particularly important in patients with a highly heterogenous
brain structure, for example, due to a stroke [307].
However, this aspect of tES simulations was beyond the scope of my work, focusing on the
biophysical head modeling and its practical application in clinical studies. To date, multi-
electrode stimulation setups still play a negligible role in clinical research. A possible
cause for the rather slow adoption of electrode optimization procedures might be their
dependency on the accuracy of the biophysical models, which are still actively refined and
optimized, as discussed before. Additionally, a focality-intensity tradeoff [305, 308] and
a focality-variability tradeoff [309] were discovered, which might impact the achievable
stimulation effect with multi-electrode stimulation setups. An increase of focality of the
induced electric field by two or more electrodes is usually accomplished by decreasing
the distance between the electrodes to avoid a wide spread of the electric field. However,
as the distance between the electrodes decreases, more current is shunted over the scalp
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across the skull boundary and less current enters the intracranial head compartment.
Simultaneously, the greater the focality of the electric field, the more sensitive the induced
electric field hotspot is to local anatomical variations.
On the other hand, the shunting effect is used for the development of novel sham
stimulation strategies for multi-electrode setups. In this sham condition, a current is
permanently applied over the electrodes as in the active condition. However, the specific
configuration of the electrodes is selected to maximize the current shunt and, thereby
reducing the amount of electric current reaching the brain to a minimum, avoiding any
stimulation effects [310].
Finally, bypassing the described multi-scale modeling to determine the stimulation
response through machine learning was recently proposed [30]. In their work, Albizu et
al. devised a supervised machine learning-based approach, more specifically a Support
Vector Machine approach, to determine the stimulation response of subjects in a working
memory task. The classification was based on the simulated electric field by a biophysical
head model from individual MR images of each subject and achieved an accuracy of 86
%. Machine-learning-based approaches might constitute another promising direction for
estimating the stimulation response from biophysical models of the electric field during
tES. However, further studies covering different stimulation protocols, tasks and more
subjects are required to substantiate these findings.
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Glossary of Neuroscience Terms
Alzheimer’s disease A neurodegenerative disease, resulting in dementia for most pa-
tients. The underlying causes are not well understood and several theories around
the pathological mechanisms exist. 123, 168
anterior commissure The brain is partitioned into two hemispheres, which commu-
nicate with each other over several white matter fiber tracks connecting both
hemispheres. The anterior commissure is one of these connecting fiber tracks. Its
fibers carry signals that are part of pain perception. It further comprises fibers
that originate from the olfactory tracts. 16
atrophy The decrease in the size of a body part is denoted atrophy. Atrophy of the
brain is a physiological process over the course of aging. 3, 123, 168, 171, 172
axon The axon is one of two long appendices of a neuron. Axons end with several
axonal terminals that connect to the cell bodies of other neurons directly or to their
dendrites, which represent the second kind of neuronal appendices. The colloquial
denomination of an axon would be a nerve fiber . 10, 11, 14, 58
computed tomography A computer-based medical imaging method that reconstructs
the volumetric representation of the imaged object from an x-ray beam rotating
around the object. Common abbreviation: CT. 11, 27, 30–32, 47
contralateral Refers to the opposite side of the body. 112, 182, 202
contralesional Referring to the lesion-free brain hemisphere opposite to the affected
hemisphere exhibiting a lesion. 179, 182, 183, 189, 191–193, 195–197, 201, 202
double-blind Intervention studies with a control group or control condition are often
carried out in a double-blind design to mitigate biases. In such cases, neither the
subject nor the experimenter knows who is receiving the actual intervention and
who is in the control group. 181
electroencephalography A non-invasive functional imaging method to record the elec-
trical signal originating from brain activity through scalp electrodes. Abbreviation:
EEG. 78, 83, 204
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encephalitis An inflammation of the brain often but not exclusively caused by a viral
or bacterial infection. Common symptoms are fever, headache, sensitivity to light,
and disturbance of vegetative functions. 174
foramen magnum The main opening of the occipital skull bone. The spinal cord
processes through the foramen magnum down the spinal column. 118, 119
Hebbian learning Denotes a form of activity-dependant plasticity. In this concept,
repeated, correlated activation of neurons results in a strengthening of the connection
between them. A famous, colloquial summary of the theory is: “What fires together,
wires together”. 3, 178
hemiparesis Refers to the weakness or inability to execute movements with one side of
the body typically following a stroke. 180
hippocampus A deep gray matter structure located in the temporal lobe of either
hemisphere. It is primarily associated with memory function. 130, 134, 135, 156,
167, 169, 172
hyperintensity Areas of high signal intensity in a medical image usually appearing as
bright regions. 13, 18, 127, 178
inion A pointy bump at the back of the cranial bone. 83–85, 119, 186
ipsilesional Referring to the brain hemisphere affected by a lesion. 183, 189, 191–193,
195–197, 201, 202
leukodystrophy A family of disorders of the central nervous system causing an insuffi-
cient development of the myelin sheath around the axons. Symptoms are manifold
(depending on the specific type of leukodystrophy) but include motor problems,
seizures, hearing, speech and vision problems. 174
magnetoencephalography A non-invasive functional imaging method to record the
magnetic signals originating from the (electric) brain activity through an array of
magneto detectors. Abbreviation: MEG. 78, 204
microangiopathy A disease of the small blood vessels and capillaries is called microan-
giopathy. 3, 123
morphometry Brain morphometry is a branch of neuroanatomy focused on the brain
structure and the change of brain structures, for example, during development,
aging, and learning. One technique for morphometric assessments from MR images
is voxel-based morphometry (VBM), which most commonly analyses the local
thickness, density, and shape of the gray matter. 29
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multiple sklerosis An auto-immune disease affecting the whole central nervous system.
In MS, the immune system attacks the protective, insulating cover (myelin sheath)
of neuronal fibers (axons), impeding their ability to transmit signals. Symptoms
present as weakness, issues with vision, sensation, and coordination problems.
Abbreviation: MS. 49, 174
myelination The protective, insulating cover of most nerve fibers, axons. Myelin-covered
axons transmit signals at a faster rate than unmyelinated axons. 123
nasion An anatomical landmark at the most frontal part of the interface between the
frontal bone and nasal bone. 83–85, 119, 186
necrosis Injury to a cell may result in premature cell death, which is referred to as
necrosis. 6, 177, 178, 184, 185
neuroplasticity Neuroplasticity is the ability of the brain to form new neuronal con-
nections or reorganize existing connections in the context of neuronal networks.
Neuroplastic processes are usually the response to repeated stimuli with the overall
goal of reducing energy use when processing these stimuli. Neuroplasticity is a key
component of learning processes. 3, 179
neurotransmitter Biochemical substances that transmit, modulate or amplify stimuli
between neuronal cells. 3, 11
Parkinson’s disease A degenerative disease of the central nervous system, resulting in
a loss of neurons. Late symptoms include slowness of movements, difficulties when
walking, and a general tremor and rigidity. Abbreviation: PD. 1, 123, 168
pathological Refers to abnormal or injured processes and states of the human body.
3–5, 27, 48, 80, 120, 174, 185
physiology Refers to the normal function and processes of the human body. 3, 58, 78,
123, 168, 176, 177, 179, 201, 204
somatotopy Certain areas in the human brain such as the somatosensory or motor
cortex exhibit a one-to-one mapping to distal areas of the body. This correspondence
is referred to as somatotopy. 178
subcortical Referring to insular gray matter areas below the cortex of the brain, typically
embedded in the white matter or brain stem. 10, 33, 47, 118, 119, 128, 167, 168,
170, 174, 180, 184
thalamus A deep gray matter structure in the center of the brain above the brain stem.
It consists of several so-called nuclei that are part of a wide network of connections
across the entire cortex realizing a hub-like function. 130, 134, 135, 156, 157, 165,
167, 170, 172
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thrombus A clot of blood, forming inside a blood vessel, usually resulting from the
healing processes following a vessel injury; a spontaneous formation of a thrombus
is rare but likewise possible. When a thrombus is transported by the blood stream
through the vascular system, it may occlude thinner vessels resulting in an infarction,
a stroke, or thrombosis. 177
tragus A small, characteristic elevation of cartilage tissue of the external ear. 83–85,
119, 186
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Glossary of Technical Terms
axial Referring to the two-dimensional, horizontal plane in sectional images. 29, 30, 35,
39, 41
caudal Typically referring to the bottom of the head, closer to the tail bone. 104, 113,
118, 119
coronal Referring to the two-dimensional, vertical plane from left to right in sectional
images. 35, 41
curl In vector field theory, the curl of a vector field specifies, for every location of that
field, the double of the angular velocity at which a particle in the vector field rotates.
The curl is a vectorial quantity. Its magnitude specifies the strength of the rotation
and its direction specifies the rotation axis. 54, 55
divergence In vector field theory, divergence is a measure of the sources in a local
volume of a vector field. A vector field with a divergence of zero is called source-free.
Local volumes with positive, non-zero divergence in a vector field exhibit an outward
flux. 56
flux In vector field theory, the flux through a surface is determined by calculating the
surface integral of the vector field component perpendicular to the surface. The
flux describes the flow rate through a local volume in a vector field. 55, 56
sagittal Referring to the two-dimensional, vertical plane from the front to the back in
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