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Riassunto
L’umidità del suolo è fondamentale per il ciclo dell’acqua in quanto influenza l’infiltrazione, il
run-off e le interazioni suolo-atmosfera. In suoli secchi il ruolo dei flussi di vapore diventa
cruciale e genera uno stretto legame tra i movimenti di umidità nel suolo e il trasferimento
di calore che complica la possibilità di misurare e modellizzare. Essendo necessari progressi
sia sulla teoria che sulle tecniche sperimentali, ci siamo concentrati su entrambi: abbiamo
realizzato studi teorico-numerici delle dinamiche di umidità del suolo e energia alla superficie
del suolo; testato nuove tecniche di misura, in laboratorio come sul campo, con l’intento di
fornire nuove informazioni sulle dinamiche di umidità del suolo e contribuire alla formulazio-
ne di una teoria generale sul trasporto accoppiato di energia e umidità.
Poichè le dinamiche di molti sistemi fisici sono descritte da equazioni di conservazione,
è pratica comune stimare quantità che non possono essere misurate direttamente (ad esem-
pio i flussi di vapore) dai residui delle equazioni di conservazione. In laboratorio così come
in esperimenti sul campo, i residui sono calcolati da misure discontinue in tempo e spazio.
Abbiamo teoricamente e numericamente mostrato come l’utilizzo di misure discrete possa
portare a grandi residui anche in assenza di errori di misura e modello. Abbiamo dimostrato
che i residui sono molto sensibili alla distanza tra le misure e che crescono in presenza di
processi non-lineari, come il trasporto di umidità nel suolo. Un’accurata analisi dell’errore è
necessaria per poter stabilire l’affidabilità dei residui calcolati da dati discreti ed evitare errate
interpretazioni dei processi fisici investigati.
Un altro elemento cruciale nel regolare le dinamiche di umidità nel suolo e l’evaporazio-
ne nell’atmosfera è la ritenzione di acqua nel suolo. I modelli parametrici più comuni di
curve di ritenzione di ritenzione presentano un potenziale di ritenzione che diventa infinito a
saturazione residua, che rappresenta il contenuto idrico del suolo sotto cui il flusso di liquido
si arresta. Poche estensioni delle curve di ritenzione sono state proposte, e vengono utilizzate
di rado in pratica. Noi abbiamo studiato gli effetti di modelli diversi sul trasporto di acqua
liquida e vapore. Abbiamo mostrato che le parametrizzazioni che permettono flussi di vapore
sotto saturazione residua predicono flussi di vapore pig`randi che generano una superficie del
suolo più asciutta mentre il suolo in profondità resta piu’ bagnato. Quando il forcing giorna-
liero è introdotto, l’evaporazione potenziale è ridotta durante il regime limitato dall’energia
e aumentata durante quello limitato dall’umidità. Abbiamo stabilito che in questo caso i
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modelli estesi di ritenzione di acqua nel suolo predicono flussi calore maggiori che potreb-
bero avere importanti effetti su modelli ad ogni scala (anche in modelli di circolazione globale).
La discriminazione tra descrizioni teoriche diverse e modelli parametrici richiede esperimenti
che monitorino le dinamiche di energia e umidità nel suolo. Questo necessita dell’utilizzo di
sensori accurati e tecniche di misura in grado di monitorare simultaneamente diverse quantità
(ad esempio umidità nel suolo, temperatura, proprietà termiche del suolo, concentrazione di
soluto nell’acqua del suolo). poichè in generale vengono utilizzati diversi sensori, emergo-
no problemi dovuti alle diverse risoluzioni spazio-temporali e ai differenti volumi di suolo
campionati. I sensori multi-funzione a impulso di calore (MFHPPs) sono stati concepiti per
superare questi problemi permettendo una misura simultanea di tutte le variabili necessarie.
Abbiamo stabilito l’abilità dei MFHPPs nel misurare il flusso di calore nel suolo, che deve
essere conosciuto accuratamente per evitare importanti scompensi nel bilancio energetico
alla superficie del suolo. Abbiamo usato un setup sperimentale in grado di generare un campo
di flusso di calore non uniforme e abbiamo dimostrato che gli MFHPPs possono misurare
fedelmente intensità e direzione dei flussi. Questo permette di ottenere un’informazione
molto più completa rispetto ai sensori classici (ad esempio i dischi per flusso di calore nel
suolo).
Per monitorare lo stato del suolo a grande scala abbiamo investigato la possibilità di ot-
tenere profili distribuiti di condicibilità termica e umidità nel suolo lungo un cavo di fibra
ottica. L’informazione è ottenuta monitorando la risposta termica del suolo a un impulso di
calore attivamente generato dall’armatura in metallo che protegge il cavo ottico, e analizzando
le differenze di temperatura durante la fase di raffreddamento, controllate ogni metro da un
sistema distribuito sensibile alla temperatura (DTS). Abbiamo mostrato che l’umidità nel
suolo ottenuta dalla risposta termica del suolo (registrata dal DTS) è in buon accordo con
misure indipendenti in regimi di suolo bagnato e mediamente bagnato; tuttavia in suoli più
secchi il contenuto idrico nel suolo è sottostimato e ulteriori tests sono necessari per poter
migliorare la tecnica in condizioni di suolo secco.
In questa tesi abbiamo migliorato in maniera significativa la conoscenza del trasporto ac-
coppiato di energia e umidità nel suolo sia teorico-numericamente che sperimentalmente.
Abbiamo dimostrato come misure affidabili possano essere ottenute a diverse scale spazio-
temporali, e fornito metodi prognostici e diagnostici per ottimizzarne l’uso. Infine, abbiamo
suggerito miglioramenti fondamentali ai modelli numerici che potrebbero avere effetti non
solo sulle dinamiche legate al suolo.
Parole chiave: Fibre Ottiche Scaldate Attivamente - Flusso di calore nel suolo - Flusso di
vapore - Ritenzione di acqua nel suolo - Saturazione residua - Sensing di Temperatura Distri-
buito Attivo - Sensori multi funzione a impulso di calore - Trasporto di calore - Trasporto di
umidità - Umidità del suolo.
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Résumé
L’humidité du sol est essentielle pour le cycle de l’eau car elle affecte l’infiltration, le ruisselle-
ment et les interactions sol-atmosphère. Dans les sols secs, les flux de vapeur d’eau ont un rôle
essentiel car ils créent un couplage étroit entre la dynamique de l’humidité du sol et le transfert
de chaleur, ce qui rend les mesures et la modélisation extrémement difficiles. Comme des
progrès sont nécessaires aussi bien en théorie que pour les méthodes expérimentales, nous
nous sommes concentrés sur ces deux aspects. Nous avons effectué des études théoriques
et numériques de l’humidité des sols et des dynamiques énergetiques à la surface de la terre.
Ensuite, nous avons testé de nouvelles techniques de mesure, en laboratoire et à l’échelle du
terrain. Tout cela contribue à fournir de nouvelles perspectives sur la dynamique de l’humidité
des sols et à développer une théorie globale du transport couplé d’énergie et humidité.
Comme les dynamiques des systèmes physiques sont dictées par des équations de conser-
vation, il est courant d’estimer les quantités qui ne peuvent être mesurées directement (par
exemple les flux de vapeur) à partir des résidus des équations de bilan. En laboratoire, ainsi
que lors des expériences sur le terrain, les résidus sont calculés à partir de mesures qui sont dis-
crétes dans l’espace et dans le temps. Nous avons montré théoriquement et numériquement
comment l’utilisation des données discrétes peut conduire à de grands résidus, même sans
erreurs des mesures ou du modèle. Nous avons démontré que les résidus sont très sensibles à
la distance entre les mesures et qu’ils augmentent en présence de processus non linéaires, tels
que le transport de l’humidité. Une analyse d’erreur attentive est nécessaire pour évaluer la
fiabilité des résidus calculés à partir de données discrètes et éviter des interprétations erronées
des processus physiques sous-jacents.
Un autre élément crucial pour dicter les dynamiques de l’humidité du sol et de l’évapo-
ration dans l’atmosphère est la rétention d’eau. Les modèles paramétriques usuels de courbes
de rétention présentent un potentiel matriciel qui devient infinie à saturation résiduelle, i.e.
lorsque la teneur en eau est inférieure á celle pour laquelle le flux de liquide s’arrête. Quelques
extensions des courbes de rétention d’eau ont été proposées, mais elles restent rarement
utilisées en pratique. Nous avons étudié les effets de différents modèles de transport de liquide
et de vapeur et montré que des paramétrages qui permettent le flux de vapeur au niveau
de la saturation résiduelle donnent de plus grands flux de vapeur. Cela se traduit par une
surface du sol plus sèche, tandis que le sol profond reste relativement humide. Quand le
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forçage journalier est pris en compte, l’évaporation potentielle est réduite durant le régime
limité par l’énergie et augmentée durant le régime limité par l’humidité. Nous avons établi
que dans ce cas les modèles étendus de rétention d’eau prédisent des flux de chaleur plus
grands qui pourraient avoir une incidence critique sur les modèles à grande échelle (compris
éventuellement les modèles de circulation globale).
La discrimination entre les différentes descriptions théoriques et les modèles paramétriques
demande des données expérimentales des dynamiques d’humidité et d’énergie. Cela requiert
l’utilisation de capteurs précis et de techniques de mesure qui sont aptes à surveiller si-
multanément plusieurs quantités (par exemple, l’humidité, la température, les propriétés
thermiques du sol, la concentration du soluté dans l’eau du sol). Comme différentes sondes
sont généralement utilisées, des problèmes surgissent en raison des différentes empreintes et
des volumes de sols échantillonnés. Des sondes multifonctionnelles à impulsions de chaleur
(MFHPPs) ont été conçues pour surmonter ces problèmes en permettant la mesure simulta-
née de toutes les variables requises. Nous avons évalué la capacité des MFHPPs à mesurer
le flux de chaleur du sol, qui doit être connue avec précision pour éviter des déséquilibres
significatifs dans le bilan énergétique de surface. Pour cela, nous avons utilisé un dispositif
expérimental capable de générer un champ de flux thermique non uniforme et nous avons
démontré que les MFHPPs peuvent capturer de manière fiable les grandeurs et les directions
des flux. Cela permet une information plus complète sur les flux de chaleur du sol que celle
obtenue par les sondes classiques (par exemple des disques mesurant le flux de chaleur du sol).
Pour contrôler l’état du sol sur les terrains à grande échelle, nous avons étudié la possibilité de
déduire la conductivité thermique distribuée et les profils d’humidité du sol avec une fibre
optique. L’information est obtenue en mesurant la réponse du sol à une impulsion de chaleur
active générée au long du bouclier métallique du câble optique, et en analysant les différences
de température lors de la phase de refroidissement. La température est contrôlée mètre par
mètre grâce à un système de détection de température distribuée (DTS). Nous avons montré
que les mesures d’humidité du sol présumées des réponses thermiques du sol (enregistré par
le DTS) sont en bon accord avec des mesures indépendantes dans les sols humides et presque
humide, mais dans les sols secs la teneur en eau est sous-estimé. D’autres investigations sont
nécessaires pour améliorer cette technique pour conditions sèches.
Dans cette étude, nous avons considérablement amélioré la connaissance du transport
couplé d’énergie et d’humidité sur les plans théorique, numérique et expérimentale. Nous
avons prouvé que des mesures fiables peuvent être obtenues à différentes échelles spatio-
temporelles, et nous avons développé des méthodes pronostic et diagnostic afin d’optimiser
leur utilisation. Enfin, nous avons proposé des améliorations cruciales pour les modèles nu-
mériques qui pourraient avoir des implications au-delà des dynamiques des sols du terrain.
Mots clés : Evaporation - Fibres optiques chauffées - Flux de chaleur - Rétention d’eau du sol -
Saturation résiduelle - Sondes multifonctionnelles à impulsions de chaleur - Teneur en eau.
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Abstract
Soil moisture is crucial to water-cycle as it affects infiltration, runoff and land-atmosphere
interactions. In dry soils the role of water vapor fluxes becomes essential and causes a tight
coupling between soil moisture dynamics and heat transfer, which makes measurements and
modeling extremely difficult. Since advances in both theory and experimental techniques
are required, we have focused on both aspects: we have performed theoretical-numerical
investigations of soil moisture and energy dynamics at the land surface; tested novel measure-
ments techniques, in laboratory and at field scale, to provide new insights into soil moisture
dynamics and contribute to a comprehensive theory of coupled energy and moisture transport.
As the dynamics of physical systems are dictated by conservation equations, it is common
practice to estimate quantities that cannot be directly measured (e.g. vapor fluxes) from
the residuals of balance equations. In laboratory as well as in field experiments, residuals
are calculated from measurements that are sparse in space and discrete in time. We have
theoretically and numerically shown how the use of discrete data may lead to large residuals
even without measurements or model errors. We have demonstrated that residuals are very
sensitive to the distance between the measurements and that they increase in presence of
nonlinear processes, such as moisture transport. A careful error analysis is required to assess
the reliability of residuals computed from discrete data and avoid misinterpretations of the
underlying physical processes.
Another crucial element dictating soil moisture dynamics and evaporation into the atmo-
sphere is soil water-retention. Popular parametric models of the retention curve present a
matric potential that becomes infinite at residual saturation, which is the water content below
which liquid flow stops. Few extensions of the water-retention curves have been proposed,
which remain rarely used in practice. We have studied the effects of different models on
liquid and vapor transport. We have shown that parameterizations that allow vapor flux below
residual saturation yield larger vapor fluxes that result in a drier soil surface, whereas deep soil
remains relatively wet. When diurnal forcing is considered, potential evaporation is reduced in
the energy-limited regime and enhanced in the moisture-limited regime. We have established
that in this case extended water-retention models predict larger heat fluxes that might critically
impact models at whole scales (possibly including global circulation models).
xiii
Abstract
Discrimination between different theoretical descriptions and parametric models requires
experiments that monitor moisture and energy dynamics. This demands the use of accurate
sensors and measurement techniques that are able to simultaneously monitor several quan-
tities (e.g. soil moisture, temperature, soil thermal properties, solute concentration in soil
water). As in general different probes are used, problems arise due to different footprints and
sampled soil volumes. Multi functional heat pulse probes (MFHPPs) have been conceived
to overcome these issues by allowing simultaneous measurements of all required variables.
We have assessed MFHPPs ability to measure ground heat flux, which has to be accurately
known to avoid significant imbalances in the surface energy budget. We have employed an
experimental setup able to generate a non-uniform heat-flux field and we have demonstrated
that MFHPPs can reliably capture the magnitudes and directions of the fluxes. This allows
more complete information on ground heat flux than that obtained by the classic probes (e.g.
ground heat flux plates).
To monitor soil state in large-scale field applications we have investigated the possibility
to infer distributed thermal conductivity and soil moisture profiles with an optical fiber. In-
formation is obtained by monitoring soil response to an active heat pulse generated from
the metal shield armoring the optic cable, and analyzing the temperature differences of the
cooling phase, monitored each meter by a distributed temperature sensing system (DTS). We
have shown that soil moisture measurements inferred from soil thermal response (recorded by
the DTS) are in good agreement with independent measurements in wet and intermediately
wet soils; however in dry soils moisture content is underestimated and further investigations
are required to improve this technique for dry conditions.
In this study we have significantly improved the knowledge of coupled energy and mois-
ture transport on both theoretical-numerical and experimental sides. We have proven that
reliable measurements can be obtained at different spatiotemporal scales, and provided both
prognostic and diagnostic methods to optimize their use. Finally, we have suggested crucial
improvements to numerical models which might have implications beyond field-soils dynam-
ics.
Keywords: Active Distribute Temperature Sensing - Actively Heated Fiber Optics - Ground
heat flux - Heat transport - Moisture transport - Multi functional heat pulse probes - Residual
saturation - Soil moisture - Soil water retention - Vapor flux.
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1 Introduction
"What is soil moisture?"
"Soil moisture is difficult to define because it means different things in different
disciplines. [...] Generally, however, soil moisture is the water that is held in the
spaces between soil particles."
"Why is measuring soil moisture important?"
"Soil moisture is a key variable in controlling the exchange of water and heat energy
between the land surface and the atmosphere through evaporation and plant tran-
spiration... [...] soil moisture plays an important role in the development of weather
patterns and the production of precipitation. [...] Soil moisture information is
valuable to a wide range of government agencies and private companies concerned
with weather and climate, runoff potential and flood control, soil erosion and slope
failure, reservoir management, geotechnical engineering, and water quality"
From http://wwwghcc.msfc.nasa.gov/landprocess/, [December 1999].
In these few lines NASA scientists highlight three fundamental concepts:
1. the tight link between soil moisture movement and energy transfer, mainly occurring
through evaporation.
2. the role played by soil moisture in the water cycle, by affecting the land-atmosphere
interactions (see Fig. 1.1).
3. the need in many fields of accurate monitoring and modeling of soil moisture dynamics,
from local to global scale.
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Figure 1.1: The water cycle: Evapotranspiration (evaporation from water bodies or soil surface
and transpiration from plant stomata) represent almost the total moisture mass flux from the
earth surface back into the atmosphere (sublimation representing a small fraction) and about
80% of the energy flux in form of latent heat [Brutsaert, 2005]. Picture obtained from USGS
website.
None of this concepts is of recent discovery. However, although almost one century has already
passed since the coupling between the movement of moisture and temperature in the soil has
been recognized [Bouyoucos, 1915], and more than 60 years since Philip and de Vries [1957]
and de Vries [1958] have proposed the first mathematical description of the coupled heat and
mass transfer in soils (henceforth PdV theory, see Sec. 1.1), some discrepancies between theory
and experiments (especially noticed in field applications, see Sec. 1.2 and Sec. 1.3) suggest
that an exhaustive understanding and description of the mechanims involved has not been
yet reached.
This is mainly due to the challenges of modeling vapor flux at the land-surface interface,
particularly in dry-media, and to the difficulties in obtaining accurate field measurements to
validate the models. Both these topics represent the focus of the dissertation.
1.1 The PdV Theory
After Bouyoucos [1915], it was known that the total heat flux is not only driven by pure conduc-
tion but also by moving water in both liquid and vapor phase (mainly related to latent heat
transport), and that temperature gradients can drive mass transfer through their influence on
the unsaturated flow parameters.
Decades later, during laboratory experiments several investigators (i.e. Gurr et al. [1952];
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Rollins et al. [1954]; Taylor and Cavazza [1952]) notice that:
• the observed water vapor transport under thermal gradients greatly exceeds the predic-
tion by the simple theory of vapor diffusion, which does not account for any temperature
effect;
• the observed moisture transfer under temperature gradients is negligibly small both
in very dry and in very wet media, but attains a fairly well-defined maximum at an
intermediate moisture content which appears to depend both on soil matric potential
and on the air-filled porespace. The maximum in vapor transport predicted by the
simple theory of vapor diffusion is generally at too low moisture content to agree with
observations.
In the attempt to reconcile theory with experiments and observations, Philip and de Vries
[1957] develop a mathematical description of the physical mechanisms relevant to vapor and
liquid water transport in soils, mutually influenced by heat transfer. de Vries [1958] corrects
some problems of the first formulation (especially in the heat transfer description), and relaxes
some constraints, but since he basically preserves the main structure of Philip and de Vries
[1957] as PdV theory here and henceforth is intended the de Vries [1958] formulation.
PdV assume a purely diffusive vapor flux based on Fick’s law, which is written in the form
jv =−Dv∇ρv , (1.1)
where Dv is the water-vapor molecular diffusivity in the unsaturated porous medium and ρv
is the vapor density; and a Darcian liquid flux, i.e.,
jl =−ρl K∇Ψ, (1.2)
where the total potential Ψ =ψ+ z includes the matric potential (since vapor advection is
neglected, the vapor potential is constant and the water pressure is identical to the capillary
pressure) and the gravity potential and K is the unsaturated hydraulic conductivity. They
choose the temperature T and the volumetric liquid moisture content θl as independent
variables (i.e. ψ =ψ(T,θl )) and assume local equilibrium between liquid and vapor phase
through the Kelvin equation (here in the exponential form by Edlefsen and Anderson [1943]):
ρv = ρ∗v h = ρ∗v (T )exp(ψg /RT ) (1.3)
where h is the relative humidity of water vapor, ρ∗v the saturated vapor density of bulk water, R
is the gas constant for water vapor and g the gravity constant. PdV write a total soil moisture
balance equation of the form
ρl
∂(θl +θv )
∂t
=−∇· ( jl + jv )= ρl∇· (DT∇T +Dθ∇θl +K zˆ) , (1.4)
where the liquid is assumed incompressible and θv = (φ−θl )ρv /ρl represents the volumetric
vapor content of precipitable water.
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The thermal diffusivity
DT =DT,l +DT,v =K
∂ψ
∂T
+ηDv h 1
ρl
dρ∗v
dT
, (1.5)
and the isothermal diffusivity
Dθ =Dθ,l +Dθ,v =K
∂ψ
∂θl
+Dv gρv
ρl RT
∂ψ
∂θl
. (1.6)
which relate the mass flux to the gradients of T and θl , respectively. Both diffusivities include
liquid and vapor contributions, indicated by the subscripts l and v , respectively. PdV assume
that the matric potential varies with the temperature only due to change in the surface tension
σ, ∂ψ∂T =
ψ
σ
dσ
dT and the hypothesis that the relative humidity is independent of the temperature,
∂h
∂T = 0 or
∂ψ
∂T −
ψ
T = 0, is relaxed.
In Eq. 1.5, PdV introduce a mechanistic enhancement factor η
η=
{ φ
τ(φ−θl )
(∇T )a
∇T if θl < θl ,cont
φ+(θl−θl ,cont )
τ(φ−θl ,cont )
(∇T )a
∇T if θl > θl ,cont
(1.7)
to account for transfer through liquid islands during vapor transfer and for larger temperature
gradients in the air filled pores (∇T )a ; θl ,cont is the threshold below which liquid continuity
fails, while φ and τ are the medium porosity and a-dimensional tortuosity factor for vapor
diffusion, respectively. The role of η is discussed in Sec. 1.2.
They describe the heat transport by a conservation equation in the form
∂
∂t
(C T+Lρlθv+clρl (T−T0)(θl+θv )+ρl W θl )=−∇· jh =∇·(−λ∇T+L jv+cl (T−T0)( jl+ jv ))
(1.8)
where C indicates the volumetric soil heat capacity (for solid, liquid and gas phase), L the
latent heat of vaporization, cl the specific heat of liquid water, jh the heat flux and λ the
thermal conductivity of the soil.
The heat storage (l.h.s of Eq. 1.8) accounts not only for the soil heat capacity (first term), but
also for the volumetric release of latent heat due to evaporation at temperature T (second
term),for the accumulation of sensible heat in both liquid and vapor phase with respect to a
reference temperature T0 (third term) and for the differential heat of wetting W , defined as
the amount of heat released per unit mass of added water when an infinitesimal quantity of
free liquid water is added to the medium. Based on Edlefsen and Anderson [1943] PdV assume
W =RT 2 ∂ lnh∂T = RT
2
h
∂h
∂T =−g (ψ−T
∂ψ
∂T ).
On the r.h.s, they define the heat flux jh as the sum of the heat conduction (first term), the
advection of latent heat by vapor flux (second term) and the advection of sensible heat by total
moisture flux (third term).
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1.2 The Mismatch Theory-Experiment: Enhancement Mechanisms
and Alternative Hypothesis
PdV postulate the existence of an enhancement mechanism for the thermally driven water
vapor flux because the additional diffusion (for both liquid and vapor phase) provided by T
gradients (i.e. Eq. 1.5, without accounting for η) is not big enough to explain the experimental
observations reported in Sec. 1.1. They assume that at pore scale vapor diffusion is enhanced
both by local condensation and evaporation occurring around isolated liquid islands within
the porous medium and by local temperature gradients (∇Ta in Eq. 1.7) in the vapor phase
larger than the average macroscopic temperature gradient ∇T in the porous medium.
Including η, DT,v enhances by a factor ten in some cases which improves the comparison with
experiments.
Enhancements mechanisms of vapor diffusion are deeply investigated and debated, and the
estimate of the real vapor contribution in moving both energy and mass becomes the objective
of many numerical, theoretical and experimental studies.
Jury and Letey [1979] and Cass et al. [1984] consider wrong estimates of η a major issue in PdV
theory and propose an empirical relation for the water vapor enhancement factor. However,
this does not yield a satisfactory agreement with field data (e.g. deVries [1987]).
Rose [1968a,b] and Jackson and coworkers [Jackson, 1973; Jackson et al., 1974] perform signifi-
cant field-scale tests to define the role of thermally driven vapor fluxes under different surface
forcing conditions provided by diurnal cycles. They combine temperature and soil moisture
measurements at different depths in the upper 15 cm soil layer. In both cases gravimetric
observations collected around 1 cm depth show a diurnal trend of θl which is anti-correlated
with soil temperature and characterized by a decrease at daytime (soon after sunrise until
sunset, usually with a minimum after the air temperature peak is reached) and a stabilization
or a rise at nighttime due to capillary redistribution and vapor condensation (Fig. 1.3,a,b).
At deeper layers, instead, θl diurnal oscillations are sensibly damped and in some cases an
atypical behavior of θl which rises around midday is clearly observed (Fig. 1.3,a,b). This
particular effect, also noticed by other investigators (e.g. Cahill and Parlange [1998]; Verhoef et
al. [2006], is discussed in detail in Sec. 1.3.
They both solve the mass balance with the thermal vapor as unknown, and they find that while
the liquid flux is mainly oriented upward, the thermal vapor oscillates following the tempera-
ture trend and enhances the diurnal increase (night)/decrease (day) of θl . They conclude that
the amount of vapor water transported through a shallow soil is of the same magnitude as the
fluctuations of volumetric moisture content.
Westcot and Wierenga [1974], combining field experiments and a numerical model calculate
from the energy balance that the heat transported by vapor flux is on the same order as heat
flux by conduction and accounts for 40-60% of total heat flux in the top 2 cm of soil. Ho
and Webb [1998] assert that there is no direct experimental evidence for enhanced vapor
transport mechanisms, even though they admit the possibility of such mechanisms to exist,
demonstrating theoretically that the vapor mass transfer through the liquid islands is one
order of magnitude bigger than the standard Fickian diffusion around the liquid islands.
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Cahill and Parlange [1998] compare the water vapor flux calculated from both the energy
and moisture balance equations, finding reasonable agreement and a contribution for vapor
transport to heat flux comparable to Westcot and Wierenga [1974], whereas a smaller (but still
significant) vapor contribution to the total moisture flux (10-30%) is calculated. They show
how the same vapor fluxes calculated using PdV theory instead than energy/mass balance
equations are sensibly smaller (Fig. 1.2), concluding that PdV theory is incomplete with respect
to the description of vapor transport. Parlange et al. [1998] suggest that the contraction/ex-
Figure 1.2: Comparison of the changes in the moisture content (MC) in the 7- to 10-cm soil
layer due to vapor transport calculated from the energy equation (Eq. 1.8) and the moisture
equation (Eq. 1.4). Positive values indicate a net transport of vapor to the soil layer; negative
values indicate that more vapor is leaving the layer than entering. Also shown is the vapor
flux through this layer calculated with the Philip and de Vries [1957] expressions for the vapor
diffusion coefficients DT,v and Dθ,v . Figure from Cahill and Parlange [1998].
pansion of air near the soil surface under the diurnal cooling/heating could transport water
vapor by convection and fix the discrepancy between the theory and their measurements
(Sec. 1.3). Milly [1982] converts the PdV formulation (including the enhancement factor) to
one that employs the matric potential ψ and T as main variables. This allows to incorporate
hysteresis and soil heterogeneity into the theory. Following Kay and Groenevelt [1974] he also
includes the effects of adsorbed liquid flow due to temperature gradients. His simulations
show that isothermal vapor diffusion is more important than thermal vapor diffusion which
can contribute by only 5-15% to daily average evaporation in dry conditions, and even less
important in moister cases (Milly [1984]). Nassar and Horton [1989, 1992a] modify PdV theory
to include osmotic pressure effects due to the presence of non-volatile solute in the soil water.
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Although they manage to predict in a reasonable manner the temperature and liquid moisture
content profile generated in laboratory in 10cm-long soil columns under nonisothermal wet
conditions, predictions of soil moisture content exceeds measured values when the soil dries.
Grifoll et al. [2005] numerically the role of the advective vapor flux by adding a third equation
for the air phase to the PdV equations. They note that the dispersion of water vapor can
account for up to 35% of total vapor transport, especially in very dry conditions. However,
they refer to a very thin soil layer from 0 to 0.5 cm from the surface, and in several case in their
study cases the moisture contents are underestimated by about 30%.
Lehmann et al. [2008]; Shokri et al. [2008b]; Shokri et al. [2009] investigate experimentally
and theoretically the effects of capillary-induced liquid flow through unsaturated zone during
evaporation, never properly considered in the previous citations, in which liquid discontinuity
(with the consequent formation of liquid islands responsible of the enhancing mechanisms)
is assumed. They conclude that there is no need for postulating unobservable local thermal
gradients or any other enhancing mechanism for thermal vapor fluxes if the total moisture
flux accounts for both Fickian vapor diffusion and capillary flows. Despite the assertions of Ho
and Webb [1998] and Shokri et al. [2009], the existence of enhancements factors for thermally
driven vapor flux, although questionable, is commonly accepted and η is widely adopted, even
in commercial codes such as Hydrus (see, e.g. Saito et al. [2006]).
1.3 The Midday Moisture Content Rise
In general, in field tests, at depths between 2-15 cm, the θl time series show atypical rise
positively correlated with soil temperature [see, e.g., Rose [1968a]; Jackson et al. [1974]; Monji
et al. [1990]; Cahill and Parlange [1998]; Verhoef et al. [2006]]. If Verhoef et al. [2006]; Cahill
and Parlange [1998]; Monji et al. [1990] measurements are taken with dielectric probes which
may be affected by the dependence of the dielectric constant on temperature [Or and Wraith,
2000]), the gravimetric observations by Rose [1968a]; Jackson [1973] which are not affected by
any temperature influence, show the same behavior (Fig. 1.3).
Assouline et al. [2010] observe this effect during their measurements with time domain reflec-
tometry (TDR, see e.g. Topp et al. [1980]) placed at 5-10-15 cm depth in a 25 cm-height sand
bucket exposed to strong diurnal cycles for several days. Their analysis excludes temperature
influence on the dielectric permittivity as main responsible for the positive correlation be-
tween θl at T , whereas attributes this fact to a water redistribution due to liquid water fluxes
resulting from the temperature-gradient dynamics within the sand profile at those depths.
However, numerical simulations performed using Hydrus 1-D with enhanced heat transport
(e.g. Saito et al. [2006]), are unable to predict the θl lowering at nighttime and tend to underes-
timate the rise at noon.
If few doubts about the physically existence of this phenomenon persist, how model it properly
remains an open challenge.
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(a) (b)
Figure 1.3: Gravimetric θl time series at different depths [cm] observed by Rose [1968a] (a)
and Jackson [1973] (b). (a) is adapted from Rose [1968a], (b) is a plot from Lunati, I. (internal
report) of observations from 0:00 AM day of the year 63 (DOY) to 0.00 AM DOY 76. Dashed red
(a) and black (b) rectangles highlight atypical θl rises around midday.
1.4 Research Questions and Thesis Organization
In previous sections we have described the failure of the efforts to reconcile experimental
observations with PdV theory for coupled heat and moisture transfer in soils by including
all the investigated modifications, new parametrization, different formulations. This gap
is particularly evident in field-studies when the soil, dried by diurnal temperature forcing,
reaches low levels of moisture content and vapor dynamics are more important.
The overall objective of the present work is both to advance the knowledge of transport phe-
nomena in soils by testing recently developed local and distributed techniques in laboratory
and field; and to improve, by analytical and numerical investigations of the behavior of PdV
equations, the theoretical framework for predicting soil-moisture dynamics, with particu-
lar attention to the investigation of dry regimes induced by evaporation. We also provide
indications about possible misinterpretation of data analysis based on discrete measurements.
In Chap. 2, we investigate the systematic errors induced by mass and energy budgets com-
puted directly from discrete measurements, which is a common approach in many studies.
We address the following research questions: (i) What is the error introduced by computing
heat and moisture balances by using discrete data, with respect to the analytical/numerical
solutions, and when is this error more/less important? (ii) How much is this error sensitive
to the different spacing of the discrete measurements? (iii) What are possible solutions to
overcome this discretization issue?
8
1.4. Research Questions and Thesis Organization
In Chap. 3, we question the use of residual saturation in standard retention models as lower
limit for θl , at which capillary pressure becomes infinite. In isothermal conditions and apply-
ing an evaporation at the soil surface dependent on the delta of absolute humidity between the
surface and the air above, we numerically compare the effects on liquid of vapor fluxes for two
different soils, using as retention curve the standard Van Genuchten Van Genuchten [1980] and
two "extended" versions, which allow for vapor flow in the zone below the residual saturation.
The questions we address are: (i) What are the effects induced on liquid and in particular vapor
dynamics by the extension of the retention curves in the below-residual saturation zone, and
what are the implications for laboratory to planetary scale? (ii) May these effects help in the rec-
onciliation of theory and experiments and reduce the need for empirical enhancement factors?
In Chap. 4 we follow up the numerical investigations of Chap.3, but we include the effects
of the radiative forcing at the soil surface and assign atmosphere dependent boundary con-
ditions based on aerodynamic diffusion relationships. We compare the standard retention
curve with the two extended already employed in Chap.4, for a loam, without accounting
for any enhancement factor of water vapor. We address the following research questions: (i)
Is there an impact of the diurnal forcing on the cumulative evaporation with respect to the
steady-forcing case investigated in Chap. 3 (ii) What are the effects induced on liquid and
in particular vapor dynamics by the extension of the retention curves in the below-residual
saturation zone in presence of diurnal radiative forcing?
In Chap. 5, we present laboratory measurements performed to investigate the ability of multi
functional heat pulse probes (MFHPPs) to monitor soil heat flux which is not accurately mea-
sured by the commonly adopted probes such as the heat flux plates, despite the fundamental
component of the surface energy balance. Taking advantage of the penta-needles structure of
the MFHPPs and releasing the common hypothesis of mono-dimensionality of the soil heat
flux, not true, we test the MFHPPs by generating 2D heat fluxes in cylindrical symmetry across
oven-dried sand. We show a comparison of measured and simulated heat fluxes. The main
question we address is: (i) Are the MFHPPs reliable for the measurement of soil heat fluxes
which are not vertically aligned?
In Chap. 6 we test the accuracy of the actively heated fiber optics method (AHFO) to provide
distributed thermal conductivity and, therefore, soil moisture profiles along a fiber optics
cable buried in a large coil in a soil exhibiting different wetting regimes with depth. The
AHFO is based on the asymptotic analysis of the thermal response of the soil, monitored by a
distributed temperature sensing system (DTS) which is proportional to the amount of water
stored, to the distributed heat pulses along the metal shield protecting the buried fiber optics
cable. We compare the AHFO measurements with independent soil moisture measurements.
The research questions we address are the following: (i) Is the AHFO able to detect thermal
conductivity and therefore moisture variations in the soil surrounding the cable? (ii) What
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is the accuracy of the detection? (iii) May the AHFO become a reliable source of distributed
inputs to provide to numerical models?
Finally, Chap. 7 presents an overview of the main findings of this dissertation and give recom-
mendations for future works.
10
Bibliography
Assouline, S., Narkis, K., Tyler, S.W., Lunati, I., Parlange, M.B. and Selker, J.S. On the diurnal
soil water content dynamics during evaporation using dielectric methods. Vadose Zone J., 9,
709-718, 2010.
Bouyoucos, G.T. Effect of temperature on the movement of water vapor and capillary moisture
in soils. J. Agric. Res., 5, 141-172, 1915.
Brutsaert, W.H. Hydrology: an introduction. Cambridge Univ. Press. , 605 pages, 2005.
Cahill, A.T. and Parlange M.B. On water vapor transport in field soils Water Resour. Res., 34(4),
731-739, 1998.
Cass, A., Campbell, G.S. and Jones, T.L. Enhancement of thermal water-vapor diffusion in soil.
Soil Sci. Soc. Am. J., 48(1), 25-32, 1984.
de Vries, D.A. Simultaneous transfer of heat and moisture in porous media. Eos Trans. AGU,
39(5), 909-916, 1958.
de Vries, D.A. The theory of heat and moisture transfer in porous media revisited. Int. J. Heat
Mass Transfer, 30(7), 1343-50, 1987.
Edlefsen, N,E. and Anderson, A.B.C. The thermodynamics of soil moisture Hilgardia, 16,
31-299, 1943.
Grifoll, J., Gasto, L.M. and Cohen,Y. Non isothermal soil water transport and evaporation, Adv.
Water Res., 28, 1254-1266, 2005.
Gurr, C.G., Marshall,T.J. and Hutton, J.T. Movement of water in soil due to a temperature
gradient Soil Sci., 74, 335-345, 1952.
Ho, C.K. and Webb, S.W. Review of porous media enhanced vapor-phase diffusion mechanisms,
models, and dat-Does enhanced vapor-phase diffusion exist? J. Porous Media, 1(1), 71-92,
1998.
Jackson, R.D. Diurnal changes in soil water content during drying Field Soil Water Regime,
Spec. Publ., 5, edited by R. R. Bruce et al., pp 37-55, Soil Sci. Soc. of Am., Madison, Wis., 1973.
11
Bibliography
Jackson, R.D., Reginato, R.J., Kimball, B.A. and Nakayama, F.S. Diurnal soil-water evaporation:
Comparison of measured and calculated soil-water fluxes Soil Sci. Soc. Am. J., 38, 861-866,
1974.
Jury, W. A. and Letey, J. Water vapor movement in soil: Reconciliation of theory and experiment
Soil Sci. Soc. Am. J., 43(5), 823- 827, 1979.
Kay, B.D. and Groenevelt, P.H. On the interaction of water and heat in frozen and unfrozen
soils, 1, Basic Theory: the vapor phase. Soil Sci. Soc. Am. J., 38(3), 395-400, 1974.
Lehmann, P., Assouline, S. and Or, D. Characteristic lengths affecting evaporative drying of
porous media Phys. Rev. E, 77, 056309, doi:10.1103/PhysRevE.77.056309, 2008.
Milly, P.C.D. Moisture and heat transport in hysteretic, inhomogenoeus porous media: a
matric-head based formulation and a numerical model., Water Resources Research, 18(3),
489-498,1982.
Milly, P.C.D. A simulation analysis of thermal effects on evaporation from soil, Water Resources
Research, 20, 1087-1098,1984.
Monji, N., Hamotani, K., Omoto, Y. Dynamic behavior of the moisture near the soil-atmosphere
boundary, Bull. Univ. Osaka, 42, Ser. B, 1990.
Nassar, I.N. and Horton, R. Water transport in unsaturated nonisothermal salty soil: II.
Theoretical development Soil Sci. Soc. Am. J., 53, 1330-1337, 1989.
Nassar, I.N. and Horton, R. Simultaneous transfer of heat, water, and solute in porous media. I.
Theoretical development Soil Sci. Soc. Am. J., 56, 1350-1356, 1992.
Or, D. and Wraith, J.M. Comment on On water vapor transport in field soils. Water Resour. Res.,
36,3103-5, 2000.
Parlange, M.B., Cahill A.T., Nielsen D.R., Hopmans J.W. and Wendroth, O. Review of heat and
water movement in filed soils. Soil Tillage Res, 47:5-10, 1998.
Philips, J.R. and de Vries D.A. Moisture movements in porous materials under temperature
gradients, Transaction of American Geophysical Union, 1957.
Rollins, R.L., Spangler, M.G. and Kirkham, D. Movement of soil moisture under a thermal
gradient Highway Res. Board Proc., 33, 492-508, 1954.
Rose, C.W. Water transport in soil with a daily temperature wave, I, Theory and experiment.
Aust. J. Soil Res., 6, 31-44, 1968a.
Rose, C.W. Water transport in soil with a daily temperature wave, II. Aust. J. Soil Res., 6, 45-57,
1968b.
Saito,H., Simunek, J., Mohanty and P. Binayak Numerical analysis of coupled water, vapor, and
heat transport in the Vadose zone Vadose Zone Journal, 5, 784-800, 2006.
12
Bibliography
Shokri, N., Lehmann, P. and Or, D. Effects of hydrophobic layers on evaporation from porous
media Geophys. Res. Lett., 35, L19407, 2008b.
Shokri, N., Lehmann, P. and Or, D. Critical evaluation of enhancement factors for vapor
transport through unsaturated porous media Water Resour. Res., 45, W10433, 2009.
Taylor, S.A. and Cavazza, L. The movement of soil moisture in response temperature gradients.
Soil Sci. Soc. Amer. Proc. , 18, 351-358, 1954.
Topp, G.C., Davis, J.L. and Annan, A.P. Electromagnetic determination of soil water content:
measurement in coaxial transmission lines. Water Resour. Res.,16, 574-582,1980.
Van Genuchten, M. A closed-form equation for predicting the hydraulic conductivity of
unsaturated soils, Soil Sci. Soc. Amer. J.,44, 892-898, 1980.
Verhoef, A., Fernández-Gávez, J., Diaz-Espejo, A., Main, B.E. and El-Bishi, M. The diurnal
course of soil moisture as measured by various dielectricsensors: Effects of soil temperature
and the implications for evaporation estimates. J. Hydrol. 321:147-162, 2006.
Westcot, D.W. and Wierenga, P.J. Transfer of heat by conduction and vapor movement in a
closed system. Soil Sci. Soc. Am. J., 38, 9-14, 1974.
13

2 Error Induced by Discrete Flux Calcu-
lation
This short chapter resumes the results of a theoretical analysis that we have conducted about
the systematic errors induced by the use of discrete data for flux-estimates, whose relevance
for this thesis is crucial. The full paper, Lunati et al. [2012] is attached in Appendix A.
2.1 Introduction
Fluxes from discrete measurements are calculated in the gradient method [Tanner, 1963], to
compute heat flux in field soils [Kimball et al., 1976; Cobos and Baker, 2003; Liebethal et al.,
2005; Assouline et al., 2010] or snow [Jeffries and Morris, 2005; Sturm at al., 2001], and, more
recently, diffusive fluxes of greenhouse gases during soil respiration [Hirano, 2005; Barron-
Gafford at al., 2011; Wolf et al., 2011]. The residual of discrete balance equations is also used
to estimate sensible [Sharratt et al., 1992] or latent-heat flux at the land surface [Mayocchi
and Bristow, 1995; Castellvì and Snyder, 2010]; subsurface soil-water evaporation [Heitman
et al., 2008a,b]; or ground surface temperature [Bhumralkar, 1975; Lin, 1980]. Rose [1968a,b];
Jackson et al. [1974]; Cahill and Parlange [1998]; Parlange et al. [1998] use the residual of
discrete balance equations for total moisture (Eq. 1.4) and for energy (Eq. 1.8) to estimate
thermal vapor fluxes. This approach results in general in vapor fluxes which are much larger
than those predicted by PdV theory, even accounting for enhancing mechanisms.
As seen in Sec. 1.2 many investigators ascribe this mismatch to a poor description of the
involved processes and to wrong physical descriptions, focusing their research accordingly.
We tackle the problem from a different perspective and we analyze the systematic errors that
arise calculating mass and energy balances from discrete measurements.
We show how large residuals may result when finite difference approximations are used to
compute fluxes and storage terms, even assuming no measurements or model errors. We
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Table 2.1: Thermal diffusivity, D [m2/s], and penetration depth 1/k [m] for different materials
and different forcing periods τ.
D [m2/s] 1/k [m]
τ= 1y τ= 1d τ= 0.5d τ= 1h τ= 1mi n τ= 1s
Quartz sand, dry 2.0 10−7 a 1.42 0.074 5.2 10−2 1.5 10−2 2.0 10−3 2.5 10−4
Quartz sand, water 8.3% 3.4 10−7 a 1.85 0.097 6.8 10−2 2.0 10−2 2.5 10−3 3.3 10−4
Sandy clay, water 15.0% 3.8 10−7 a 1.95 0.102 7.2 10−2 2.1 10−2 2.7 10−3 3.5 10−4
Soil (average) 4.6 10−7 b 2.15 0.112 8.0 10−2 2.3 10−2 3.0 10−3 3.8 10−4
Calcareous earth, water 43.0% 1.9 10−7 a 1.38 0.072 5.1 10−2 1.5 10−2 1.9 10−3 2.5 10−4
Snow (fresh) 5.0 10−7 b 2.24 0.127 8.3 10−2 2.4 10−2 3.1 10−3 4.0 10−4
Snow (densely packed) 4.1 10−7 a 2.03 0.106 7.5 10−2 2.2 10−2 2.8 10−3 3.6 10−4
Water 1.4 10−7 b 1.20 0.063 4.5 10−2 1.3 10−2 1.7 10−3 2.1 10−4
aIngersoll and Koepp [1924]. b Carslaw and Jaeger [1959].
demonstrate that this happens in particular when the thickness of the soil layer where the
balance is computed is comparable to the penetration depth 1/k of the temperature forcing
acting on that layer.
Looking at Tab. 2.1 for several sands and a finer soil (characterized by different thermal
diffusivities D) exposed to natural diurnal solar forcing (∼6-12 cm), it appears that this is easily
the case in many studies.
2.2 Analysis Performed
To investigate mass and energy residuals in case of simultaneous heat and soil moisture
transfer we numerically solve the coupled PdV equations (Eq. 1.4) and (Eq. 1.8) (heat of
wetting W , vapor advection and any enhancement factor for vapor fluxes are neglected). A
time-implicit finite-volumes scheme is used.
We simulate the evaporation from a soil bucket similar to the experiment by Assouline et al.
[2010] for a sand, a loam and a clayey loam soils.
A temperature forcing and an evaporative flux (based on values measured by Assouline et
al. [2010]) are assigned at the upper boundary, representing the soil surface, whereas at the
bottom no-flux conditions are imposed.
T and θl profiles are calculated every 60 s at 0.1 cm spatial resolution over 25 cm of height,
but we only use the values at two depths (zT and zB ) and three depths (zU , zC , zD ) to define
a control layer of thickness ∆z (shadowed zone in Fig. 2.1) where we estimate the heat and
16
2.3. Results
moisture balances with the corresponding residuals (normalized by the amplitude of the
corresponding storage term, Eq. 2.1), adopting a direct flux (DM), a finite difference (FD)
and a linearly interpolated finite difference (LFD) approximation (higher order than FD),
respectively.
The normalized residuals for the three approximations are given by:
Ri (t )= Qi (t )−Fi (t )|Qi |
, i = fd, lfd,dm (2.1)
where Qi (t ) and Fi (t ) are the storage and fluxes terms, respectively.
We fix zU = 1 cm and zD = 10 cm and we perform the analysis for three different positions of
the mid-probe at zC = 4 cm (α= 1/3), 5.5 cm (α= 1/2), and 7 cm (α= 2/3) to investigate the
sensitivity of the residuals to the distance between the measurements.
B
zT
zC
z∆(1−α)
z∆α
z∆α
z∆(1−α)
z∆
FD DM
zU
z
z
D
Figure 2.1: The control interval for the Finite Difference (FD, left) and the Direct flux measure-
ment (DM, right) methods (not used). α measures the relative position of zC in the control
layer; if α= 1/2 the layer is centered on zC ; if α< 1/2, zC is closer to the top of the layer; and if
α> 1/2, zC is closer to the bottom
2.3 Results
Fig. 2.2 shows T and θl temporal evolution (a),(b) at three depths for the case of a loamy soil
exposed to a three days of evaporation and temperature forcing. The corresponding energy (c)
and mass (d) budgets, calculated using the FD scheme and normalized by the amplitude of the
respective storage terms. The control layer is 4.5 cm thick, whereas the calculated penetration
depth of about 10 cm is also shown assuming an average thermal diffusivity in the θl interval
simulated.
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Figure 2.2: Simulated temperature (a) and soil moisture (b) evolution at at three different
depths for the loamy soil. These depths correspond to a control layer of thickness ∆z = 4.5 cm
and α = 2/3. An analysis of the energy balance with this discrete data (c) shows that the
contribution of the convective heat fluxes (dotted line) is small compared to the conductive
heat flux (dot-dashed line) and the storage (dashed line). The normalized energy residual
(solid line) is |R f d | ≈ 0.14. The analysis of the soil moisture balance (d) yields a much larger
normalized residual (solid line); the contribution of vapor fluxes is not shown because it is
negligible compared to liquid flux (dot-dashed line) and storage (dashed line).
Energy Residual
In Fig. 2.2 (c) we see that conduction is the dominant heat transport mechanism whereas
convection is negligible. Even in this simple 1-D heat diffusion problem, the energy residual
has peaks of ∼ 14%. This is mainly due to the irregular spacing between zU , zC and zD
(α= 2/3), to which the system is very sensitive. When α= 1/2, the energy residual drops to
values around 4% (Fig. 2.3 (a)).
Mass Residual
The same analysis performed for the mass balance equation reveals that mass balance residu-
als are much larger. This is caused by the nonlinearity of Eq. 1.4 in which hydraulic conductivity
and matric potential depend on θl . Nonlinear effects increase in drier media and lead to larger
residual for later evaporative cycles. In Fig. 2.2(d), the peak-to-peak amplitude varies from
80% of the storage term in the first evaporative cycle, to more than 100% at the third day.
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Figure 2.3: Normalized energy (a) and mass (b) balance residual computed with the FD
scheme: daily amplitudes for sand (squares), loam (circles), and clayey loam (triangles); the
colors correspond to different values of α, i.e. 1/3 (black), 1/2 (gray), and 2/3 (white). For
each evaporative cycle, symbols are placed at the time corresponding to the minimum (most
negative) residual.
Better results are obtained for α= 1/3, but |R f d | still varies between 25% and 45%. The LFD
approximation improves the estimate of the storage term and leads to a lower residual in
particular for loam and sand for α= 1/2 but not for clayey loam, for which the mass balance
error is dominated by inaccurate shallowest fluxes, not improved by the LFD scheme.
2.3.1 Cumulative Residual
For coupled heat and moisture transfer the cumulative residual over time are not zero. This is
due to the presence of an evaporative trend and to nonlinear effects. While the cumulative
residual for energy is characterized by periodic oscillations around a mean negative value
which remains stable with the evaporative cycles, a clear negative trend is visible in the cumu-
lative mass residual indicating that the error due to the use of discrete fluxes and accumulation
terms does not average out at longer time scale (Fig. 2.4). We observe that the predicted trend
is consistent with the drying of the bucket. In a field situation, where measurements of vapor
flux and storage are not available, this residual could be misinterpreted as a real subsurface
evaporation.
2.4 Conclusions
Although in theory the error induced by the direct use of discrete measurements of continuous
quantities could be arbitrarily reduced by increasing the spatial resolution, in practice several
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Figure 2.4: Cumulative mass (dotted line) and energy (solid line) residuals for the loamy soil.
The case corresponds to that shown in Fig. 2.2
physical limitations (e.g., the finite size or the finite footprint of the sensors) and logistic con-
straints (e.g., the maximum number of probes available or manageable in a field campaign)
set an upper limit to the highest possible spatial resolution.
We show that careful assessment of the systematic energy and mass error introduced by the
use of spatially discrete data is required before using residuals computed directly from field
measurements, particularly when solar radiation induces diurnal cycles of surface tempera-
ture and evaporation.
We find that large residuals arise also without experimental or model errors and any uncer-
tainty on soil properties, only caused by the inability of a linear approximation to capture
temperature and water content profile with a satisfactory level of accuracy.
Larger residuals are expected in poorly conductive or highly capacitive soils, as well as in
presence of high-frequency forcing. To obtain a satisfactory balance closure, it is necessary to
consider control layers which are sufficiently smaller than the penetration depth.
We also proved that residuals are very sensitive to the displacement of the mid-measurement
point.
Whenever possible, an equal spacing associate with a LFD (or higher order) approximation is
the best solution to reduce both residuals. However, the nonlinear nature of liquid fluxes (due
to the dependence of relative conductivity and matric potential on the water contents) can
lead to extremely large errors also in this case.
Although we have investigated the case of conduction dominated heat transport, the results
naturally extend to any problem which is diffusion dominated and provide an indication of
the applicability of the gradient based method to compute field fluxes. In particular, they
naturally extend to recent applications of the gradient method to compute diffusive gas fluxes
during soil respiration.
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3 Retention Curves and Evaporation
Part I: the Isothermal Case
This chapter has been submitted for publication with the following citation:
Ciocca, F., Lunati, I., Parlange, M.B. (2013): Effects of the water-retention curve on evaporation
from dry soils. Geophysical Research Letters.
Abstract: Water retention curves which approach infinity at residual water content are widely
employed to model soil-moisture dynamics. These retention models fail to satisfactorily describe
evaporation from dry soil (moisture-limited regime) because they do not allow the soil to dry
below residual water content. We show that simple modifications can be introduced to prevent
infinite water retention at residual water content and predict more physically sound moisture
dynamics: modified retention models that allow drying below residual, predict a moisture-
limited regime characterized by a thin subsurface evaporation zone, and produce vapor fluxes
three times larger than classical retention models, which might reduce the needs to introduce
empirical enhancement factors. Predictions of the modified retention curves are more consistent
with experimental observations and improve the capability of modeling evaporation into the
atmosphere and runoff in dry regions.
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3.1 Introduction
Water-retention and unsaturated-conductivity curves dictate soil moisture dynamics in field
soils and determine infiltration, runoff, and evaporation into the atmosphere. As accurate mea-
surements are difficult and costly, particularly in dry soils, information about water-retention
curve for a wide spectrum of water content are rarely available.
In most applications, typical values are taken from the literature or obtained by fitting water-
content and matric-potential data to parametric models [Brooks and Corey, 1964; Brutsaert,
1966; Van Genuchten, 1980]; and the unsaturated hydraulic conductivity is calculated from
the water-retention curve by means of analytical models [Burdine, 1952; Mualem, 1976]. This
tight relationship between conductivity and matric potential has led to a widespread use of
water-retention curves that approach infinite at the residual water content and that are not
defined below this threshold. Whereas this has no significant implication if only liquid flux is
considered, it severely limits the ability to correctly model vapor dynamics.
From a physical viewpoint, a residual water content arises due to the existence of a perco-
lation threshold below which the liquid phase is not connected and cannot flow according
to Darcy-Buckingam equations [see, e.g., de Gennes, 1983; Wilkinson and Willemsen, 1983].
When liquid connectivity is lost, however, water vapor is still present in the system and the
menisci of the trapped liquid clusters have a finite curvature.
A matric potential that becomes infinite at residual water content contrasts with the micro-
scopic observation of finite curvature of the menisci and implies zero vapor density. Estab-
lishing the exact behavior of the water retention curves close to (or below) the residual water
content is difficult because measurements are time consuming and data are rare; essentially,
only one reliable dataset is available in the literature [Campbell and Shiozawa, 1992]. Few
modified water-retention models have been proposed to better describe these data [e.g.,
Campbell and Shiozawa, 1992; Rossi and Nimmo, 1994; Fayer and Simmons, 1995; Webb, 2000].
However, only few recent studies have employed these models to simulate soil moisture dy-
namics [Silva and Grifoll, 2007; Sakai et al., 2009; Smits et al., 2012; Tang and Riley, 2013]
whereas standard water-retention curves that approach infinite at residual water content
remain widely employed [see, e.g. Grifoll et al., 2005; Mortensen et al., 2006; Sakaki and Illan-
gasekare, 2007; Assouline et al., 2010; Shokri and Salvucci, 2011; Smits et al., 2011; Assouline,
2013; Campoy et al., 2013; Mirus and Loague, 2013]. In this letter, we demonstrate the effects
of the water-retention behavior close to residual on the evaporative fluxes from dry soils and
we discuss their implications for soil moisture dynamics.
3.2 Water-retention curve and vapor density
Although the analysis can be applied to any classical retention model, we focus on the
Van Genuchten [1980] model (hereafter VG) which is one of the most popular in soil sci-
ence. Then, the matric potential is
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ψ(Seff)=
1
α
(
S
− nn−1
eff −1
)1/n
, (3.1)
where α> 0 and n > 1 are two model parameters related to the inverse air-entry suction and to
the pore-size distribution, respectively; Seff = θl−θrθm−θr is the effective saturation (or normalized
water content); θl the liquid water content; θm is the maximum water content, which is
in general assumed equal to the porosity φ; and θr is the residual water content. The VG
model is typically employed together with the Mualem model, which yields the unsaturated
conductivity [Mualem, 1976]:
K (Seff)=KsS1/2eff
[
1−
(
1−S
n
n−1
eff
)1−1/n]2
, (3.2)
where Ks is the saturated conductivity of the soil.
At equilibrium, the vapor density, ρv, is related to the matric potential, ψ, through the Kelvin
equation [Edlefsen and Anderson, 1943],
ρv = ρ∗v exp
(
−ψg
RT
)
, (3.3)
where ρ∗v is the saturated vapor density of bulk water; T the temperature; R the gas constant of
water; and g the gravity acceleration. When the water content approaches the residual value,
the unsaturated conductivity becomes zero and liquid fluxes vanish. At the same time, the
matric potential approaches infinity and Eq. 3.3 implies that ρv vanishes, which precludes the
soil from drying below residual saturation due to the absence of vapor fluxes.
3.3 Modified retention models
If models are modified to prevent infinite values of matric potential above zero water content,
the soil can dry below residual saturation as a result of vapor fluxes that continue to remove
soil water after liquid fluxes stop. There are several ways to achieve this. The simplest one is to
replace the effective saturation by the saturation, S = θl/φ, in Eq. 3.1, i.e.,
ψMVG(S)= 1
α
(
S−
n∗
n∗−1 −1
)1/n∗
, (3.4)
whereas the unsaturated conductivity remains a function of Seff. This choice highlights the
fact that, whereas the conductivity is related to the connectivity of the liquid phase and must
vanish at residual water content, the matric potential is related to the variation of surface free
energy [Ferrari and Lunati, 2013], which is well defined and nonzero also when the liquid
connectivity is lost. In the following we will refer to this model as the Modified Van Genuchten
model (henceforth MVG).
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Figure 3.1: Plots of the matric potential-water content relationships used for sand (a) and
loam (b): the dashed-dotted curves correspond to the standard van Genuchten model (VG);
the dashes curves are modified van Genuchten curves (MVG); and the solid curves correspond
to the Webb model (WM).
Another possibility is to use one of the extensions proposed to fit the Campbell and Shiozawa
[1992] dataset. Here we focus on the Webb [2000] model (henceforth WM), which modifies
the VG model to account for the exponential dependency of the matric potential on the water
content that Campbell and Shiozawa [1992] have observed in the dry region for six soil types.
In dry soils, Webb [2000] assumes that if θl > θ∗l the VG model is valid, whereas
ψW(θl)= 10[γ(θl−θ
∗
l )+log10ψ∗] if θl < θ∗l , (3.5)
where θ∗l is the water content value at matching point for which Eq. 3.5 is tangent to the VG
retention curve, Eq. 3.1, and ψ∗ =ψ(θ∗l )=ψw(θ∗l ). Given a finite intercept at zero saturation,
ψ0 =ψw(0), the matching point is uniquely defined.
In general ψ0 = 105m, which is the common oven-dried value of matric potential found in
many experiments [e.g. Ross et al., 1991].
The retention curves of typical sand and loam soils obtained with the three models (VG, MVG,
and WM) are plotted in Fig. 3.1 for the parameters listed in Tab. 3.1. Notice that the pore-size
distribution parameter of the MVG curve, n∗, is different from the VG curve and has been
chosen to guarantee the maximum overlap between the three models in the wet region where
data are in general more common and reliable. As a results, the MVG curves diverge from the
VG curves at water content about twice higher than residual, whereas the WM and the VG
curves diverge at the matching, which is closer to the residual saturation.
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Hydraulic propertiesa,b Atmospheric parameters
Ks α n θr φ θ∗l n
∗ H airr ρav Uair Emax T
[m/s] [1/m] [-] [-] [-] [-] [-] [%] [kg /m3] [m/s] [mm/d] [o C]
SAa 8.49 10−5 1.51 2.04 0.045 0.38 0.051 1.810 60 0.0138 0.56 0.95 25
LOb 2.89 10−6 3.6 1.56 0.078 0.43 0.101 1.404 30 0.0069 1.0 3.00 25
Table 3.1: Hydraulic parameters for sand (SA) and loam (LO), and atmospheric forcing. The
temperature T is constant both in the air and the soil.
a Carsel and Parrish [1988].
b From API database: http://www.env.gov.bc.ca/epd/remediation/reports/pdf/LNAPL-guidance.pdf.
3.4 Isothermal evaporation from soil columns
To investigate the effects of the three retention models on evaporation we simulate the drying
of two columns of height 0.1 m that have been homogeneously packed with two different
soils: a medium grained sand and a loam whose hydraulic properties are listed in Tab. 3.1. We
assume isothermal conditions (25◦C) and equilibrium between the water vapor and liquid
water (Eq. 3.3). Soil moisture dynamics are governed by the mass balance equation [Philips
and de Vries, 1957]
∂
∂t
[
ρl(θl+θv)
]+ ∂
∂z
[
jl(θl)+ jv(θl)
]= 0 (3.6)
where θv = (φ−θl)ρv/ρl is the water vapor content (expressed as volumetric content of the
equivalent liquid water of density ρl);
jv =−Dv(θl)∇ρv, (3.7)
is the Fickian vapor fluxes, where Dv = (φ−θl)10/3φ−2Dmv is the unsaturated diffusion coeffi-
cient in the porous medium and Dmv the molecular diffusion coefficient of water vapor in air;
jl = ρlK (θl)
(
dψ
dθl
∂θl
∂z
−1
)
(3.8)
is the liquid flux that includes matric potential and gravity component; K is the unsaturated
hydraulic conductivity described by the Mualem-van Genuchten model (Eq. 3.2).
Drying is simulated with the three different water retentions models (VG, MVG, and WM) start-
ing from the same initial conditions (θ0 = 0.37). After 4 days of relaxation to equilibrate with
gravity, the soil surface is exposed to atmospheric forcing and evaporation starts. While the
bottom boundary is impermeable to water flux, at the top boundary we assign an evaporative
forcing described by the aerodynamic diffusion relationship [Anderson, 1976]:
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E = k
2Uairγ
ρl[ln(za/z0)]2
(ρsv−ρav) (3.9)
where k = 0.35 is the von Karman’s constant; γ= 1 the stability factor; z0 = 0.001m the surface
roughness length; ρsv is the vapor density at the soil surface; za = 2m the screen height in the
atmosphere at which the wind speed, Uair, and the air moisture density (or absolute humidity),
ρav, are assigned.
Values for Uair and ρav are listed in Tab. 3.1 together with the corresponding air relative humid-
ity, H airr , and the potential evaporation rates, Emax.
The equations above are discretized on a one dimensional grid consisting of 100 equally-
spaced cells of individual size 0.001 m and solved numerically (further details on the numerical
method can be found in Lunati et al. [2012]).
3.5 Results and discussion
Evaporation can be classified into two main regimes: an energy-limited regime, characteristic
of wet soil, and a moisture-limited regime, typical of dry conditions [see, e.g. Brutsaert, 1982].
In the energy-limited regime, the evaporation occurs at the soil surface and at potential evapo-
ration rate, Emax, which depends on the atmospheric demand and not on the soil moisture.
Initially, drying follows this regime and the cumulative evaporation increases steadily with
time (Fig. 3.2). The energy-limited regimes last about 32 days after evaporation started in the
sand and 6 days in the loam columns. During this period, all three retention models predict
the same evaporation because they are very similar for wet soils. At drier conditions, water
fluxes become unable to sustain the potential evaporation, Emax, and moisture loss is limited
not by the atmospheric demand but by moisture availability and removal from the deeper
soil. In this regime, the differences between the three retention models are significant. In the
sand column (Fig. 3.2.a) the VG model predicts a short moisture-limited regime: after about
14 days the whole column is at residual water content and evaporation stops. MVG and WM
simulations exhibit a longer evaporation that continues after the average soil moisture has
reached the residual value. During the moisture-limited regime the MVG model predicts a
cumulative evaporation three times larger than the VG model (the WM more than two times
larger). Drying stops only when the soil vapor density is equal to the air vapor density (i.e.,
exp[−ψ(θl)g /RT ]=H airr ).
The loam column displays a similar behavior: in the moisture-limited regime the cumulative
evaporation is two times larger with the MVG than with the VG model and with the latter
evaporation stops at day 65, when the column water content has reached the residual value
(Fig. 3.2.b). The spatiotemporal evolution of the soil moisture in the loam column is shown in
Fig. 3.3.
Laboratory observations of evaporation from porous media reveal a persistent moisture-
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Figure 3.2: Plots of the cumulative evaporation in sand (a) and loam (b). The dashed-dotted
curves correspond to the standard van Genuchten model (VG); the dashes curves are modified
van Genuchten curves (MVG); and the solid curves correspond to the Webb model (WM).
limited regime for a wide range of grain sizes [Shokri and Or, 2011]. After a rapid transition,
Shokri and Or [2011] found that the initial moisture-limited regime exhibited a seemingly
constant evaporation rate (below potential) for grain size close to medium-textured sands
(0.25-0.50 mm); whereas a steadily decreasing rate was observed with finer grains of size
comparable to loam. This behavior is qualitatively well reproduced by the WM and MVG
models, but not by the VG model (Fig. 3.2). A detailed inspection of the fluxes supplying
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Figure 3.3: θl trends for loam as function of time (x-axis) and depth (y-axis) simulated using
VG (a), WM (b) and MVG (c).
water to the soil surface is shown in Fig. 3.4.a for the loam column. During the energy-limited
regime (day 5 through 9) liquid flux is the dominant mechanism which allows sustaining the
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potential evaporation rate. During this period the moisture loss into the atmosphere remains
constant, whereas the flux from the deeper soil decreases steadily indicating a slow drying of
the surface, which progressively reduces the ability of the soil to transport liquid water. The
transition to the moisture-limited regime is characterized by an abrupt drop of liquid fluxes
followed by a raise of the vapor-flux contribution which reaches a maximum in approximately
0.5 days and then decreases steadily (Fig. 3.4.a1).
During the moisture-limited regime, vapor fluxes are higher and more persistent with the
modified models (and in particular with the MVG); the VG model predicts a drastic drop after
day 65 which stops the evaporation. Liquid and vapor fluxes along the column profile at day
65 (just before the vapor flux drop in the VG model) are shown in Fig. 3.4.b. In WM and MVG
models an evaporation region below the surface can be detected. The MVG model predicts a
thinner vaporization region of thickness less than 1 cm (approximately from depth 65 to 72
cm in Fig. 3.4.b), which is located right above the depth of residual water content (see also
Fig. 3.3) and it is partially fed by liquid flux from deeper soil. Again, this is in qualitative agree-
ment with laboratory experiments that have observed thin subsurface evaporation regions
[Lehmann et al., 2008; Shokri and Or, 2011].
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Figure 3.4: Liquid jl and vapor flux jv for loam as a function of time at the surface in semi-log
scale (a). Inset (a1) zooms (a) at the end of liquid dominated and onset of vapor dominated
regime, in linear scale. Figure (b) shows jv and jl along a vertical profile after 65 days (61 days
since evaporation started).
3.6 Conclusions
The VG model is unable to correctly predict evaporation in the moisture-limited regime
because vapor density becomes zero at residual liquid-water content, and vapor fluxes are
suppressed together with liquid fluxes. This seriously limits the ability of this retention model
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to describe soil moisture dynamics because it cannot describe vapor-dominated moisture
transport. The MVG model overcomes this difficulty by simply postulating that water retention
is a function of the saturation, rather than of the effective saturation; the WM assumes that
below a threshold value the water retention deviates from the VG model and is an exponential
function of the water content. Both models yield a more physically sound description of the
moisture-limited regime: vapor fluxes allow drying below residual and stop only when the
vapor density is in thermodynamical equilibrium with the atmosphere; evaporation occurs
in a thin subsurface evaporation region (less than 1 cm with the MVG model); and vapor
fluxes are large (two to three times larger than predicted by the VG retention curve for the
cases investigated here), which might largely reduce the needs for empirical enhancement
factors introduced to match experimental evaporation rates [see, e.g. Philips and de Vries,
1957; Cass et al., 1984]. The simple examples presented demonstrate the importance of the
retention curve to describe the moisture-limited regime. When modeling moisture dynamics
in semiarid regions, the modified models would lead to significantly higher vapor fluxes into
the atmosphere and to larger runoff component due to dryer soil surface. Implications go
beyond field-soil dynamics and might also affect global-scale predictions, where the mismatch
between in-situ water content data and modeled values at the grid-scale is still unsolved [see,
e.g. Campoy et al., 2013]. Our results demand a more careful experimental characterization of
water retention close and below residual water content. Although further studies are required
to assess the performance of modified retention models in presence of diurnal fluctuations and
hysteretic effects, their use to model moisture-limited evaporation regimes is recommended.
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4 Retention Curves and Evaporation
Part II: the Diurnal Atmospheric Forc-
ing
This chapter, representing a follow-up of the work presented in Chap.3, is aimed to be submit-
ted for publication with the following citation:
Ciocca, F., Lunati, I., Parlange, M.B. (2013): Evaporation and Extended Retention Curves: the
Effect of the Diurnal Cycle on Dry Soils. in progress.
Abstract: Evaporation from dry soils (moisture-limited regime) is dictated by vapor dynamics,
which are largely determined by soil-water retention. Widely used, classical water-retention
models approach infinity at non-zero residual saturation which prevents vapor transport
from drying the soil below residual water content and fails to correctly describe evaporation
in the moisture-limited regime. Modified water-retention curves that allow vapor flux below
residual saturation predict isothermal moisture dynamics at dry regimes more consistent with
experimental observations [Ciocca et al., 2013]. Since at dry conditions moisture dynamics are
tightly coupled with energy dynamics, we compare the effects of a modified water-retention
model on evaporation by simulating the drying of a soil bucket exposed to a diurnal atmospheric
forcing. Reduced but longer sustained potential evaporation in the liquid dominated stage
(energy-limited regime) and larger evaporation in the moisture-limited regime are predicted
with the diurnal forcing. The modified curve produces vapor fluxes three times larger than
classical model at the peak of atmospheric forcing in the moisture-limited regime, and larger
temperature fluctuations which result in significantly larger sensible and ground heat fluxes at
the soil surface.
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4.1 Introduction
Evaporation into the atmosphere is crucial to water balance, and is largely affected by hydraulic
soil properties such as water-retention and hydraulic conductivity [Smits et al., 2012], which
also determine infiltration (see, e.g. Assouline [2013] for a detailed review) and runoff [Mirus
et al., 2011; Mirus and Loague, 2013]. Several empirical parameterizations have been proposed
to describe the relation between the soil liquid water content θL and the matric potential ψ
[Brooks and Corey, 1964; Brutsaert, 1966; Haverkamp et al., 1977; Van Genuchten, 1980]. From
the water-retention curve, analytical models [Burdine, 1952; Mualem, 1976] can be used to
calculate the relative hydraulic conductivity, Kr, which is the ratio between the unsaturated,
K , and the saturated, Ks, conductivities. This tight relationship between conductivity and
matric potential has resulted in a wide use of water-retention curves that approach infinity at
the residual water content, θr, and that are not defined below this threshold. This unphysical
behavior poses severe limitations to the ability of correctly modeling vapor dynamics [Ciocca
et al., 2013]. The few modifications proposed to better represent water-retention close and
below residual water content [Campbell and Shiozawa, 1992; Rossi and Nimmo, 1994; Fayer
and Simmons, 1995; Morel-Seytoux and Nimmo, 1999; Webb, 2000; Silva and Grifoll, 2007;
Zhang, 2011], have been used only in few recent studies to simulate soil moisture dynamics
[e.g., Silva and Grifoll, 2007; Sakai et al., 2009; Smits et al., 2012; Ciocca et al., 2013; Tang and
Riley, 2013] whereas standard water-retention curves that approach infinity at residual water
content remain widely employed [see, e.g. Grifoll et al., 2005; Mortensen et al., 2006; Sakaki and
Illangasekare, 2007; Bittelli et al., 2008; Shokri et al., 2008b, 2009a; Assouline et al., 2010; Shokri
and Salvucci, 2011; Smits et al., 2011; Assouline, 2013; Campoy et al., 2013; Mirus and Loague,
2013]. Ciocca et al. [2013] compared the standard and the modified water-retention curves
by simulating the drying of soils columns in isothermal and steady atmospheric conditions,
and found that the modified curves produced results more consistent with experimental
evaporations in the moisture-limited regime. However, thermal effects together with variable
atmospheric conditions affect the evaporation [Smits et al., 2012] and, particularly at dry
regimes, might have a significant impact. We investigate the effects of water-retention models
on evaporation from moist to very dry soils, in presence of a strong diurnal atmospheric
forcing and we compare the results with the isothermal case investigated by Ciocca et al.
[2013].
4.2 Transport equations
Conservation of the total soil moisture (which includes both the liquid and the vapor com-
ponent) and the energy are described by two coupled balance equations according to Milly
[1982] (henceforth Milly); the main variables are the matric potential ψ (assumed negative in
unsaturated soil) and the temperature T . Milly’s equations refer to the pioneering theory by
Philips and de Vries [1957] and de Vries [1958], (henceforth PdV), in which the main variables
are the liquid soil moisture content θL and T .
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4.2.1 Liquid and vapor transport equation
We consider the total moisture flux:
jM = jL(ψ,T )+ jV(ψ,T ) (4.1)
where
jL(ψ,T )=−ρL(T )K (ψ,T )∇(ψ+ z), (4.2)
represents a Darcian liquid flux, in which ρL is the liquid water density (temperature depen-
dent), K is the hydraulic conductivity and z the vertical space coordinate (positive upwards);
jV(ψ,T )=−DV(ψ,T )∇ρV(ψ,T ), (4.3)
jV is the Fickian vapor flux, DV(ψ,T ) is the water-vapor molecular diffusivity in the unsaturated
soil, and ρV(ψ,T ) the water vapor density.
The adsorbed liquid flow due to thermal gradients introduced by Kay and Groenevelt [1974],
since this term has little impact on the evaporation [see, e.g. Milly, 1984]. The vapor density is
defined, according to the Kelvin equation [Edlefsen and Anderson, 1943],
ρV(ψ,T )= ρ∗V(T )h = ρV(T )∗ exp(ψg /RVT ), (4.4)
which describes the local thermodynamic equilibrium between liquid and vapor phase. In
Eq. 4.4, ρ∗V is the saturation vapor density; h the relative humidity of water vapor in capillaries
with respect to a flat liquid/vapor interface and varies between 0 and 1; RV the gas constant
for water vapor; and g the gravity acceleration. Expanding ∇ρV in Eq. 4.3 in terms of ∇ψ and
∇T we obtain, after some manipulations:
jM(ψ,T )=−ρL
(
(K +Dψ,V)∇ψ+DT,V∇T +K zˆ
)
, (4.5)
where zˆ is the unit vector pointing upwards and Dψ,V(ψ,T ) and DT,V(ψ,T ) are the diffusion
coefficients for water vapor driven by gradients of matric potential and temperature, respec-
tively.
The total moisture balance equation is obtained by imposing the conservation of the total wa-
ter mass in the soil, defined as ρL(T )θL(ψ,T )+ρV(ψ,T )θV(ψ,T ), where θV(ψ,T )=φ−θL(ψ,T )
is the volumetric vapor content, and φ the soil porosity. Expanding in the primary variables
and applying Eq. 4.5 we obtain:[(
ρL−ρV
) ∂θL
∂ψ
∣∣∣
T
+θV ∂ρV∂ψ
∣∣∣
T
]
∂ψ
∂t
+
[(
ρL−ρV
) ∂θL
∂T
∣∣∣
ψ
+θV ∂ρV∂T
∣∣∣
ψ
]
∂T
∂t
=∇·ρL
[
(K +Dψ,V)∇ψ+DT,V∇T
]+ρL ∂K∂z .
(4.6)
41
Chapter 4. Retention Curves and Evaporation Part II: the Diurnal Atmospheric Forcing
The specific forms of the functions appearing in Eq. 4.6, along with the main values of the
parameters employed are given in Appendix (Sec. 4.A.1).
4.2.2 Heat transport equation
Heat transport is described neglecting both the source term represented by the differential
heat of wetting given by Edlefsen and Anderson [1943]; de Vries [1958]) and the advection of
heat of wetting due to matric potential gradients. Therefore, the heat flux is:
jH =−λ(ψ,T )∇T +ρL(T )L(T )Dψ,V(ψ,T )∇ψ+ cL(T −T0) jM (4.7)
where λ(ψ,T ) represents the soil thermal conductivity, which varies with the amount of water
in the soil, L(T ) the latent heat of vaporization at temperature T , cL the specific heat of liquid
water and T0 a reference temperature.
The stored energy, EH, is:
EH(ψ,T )=C (ψ,T ) (T −T0)+L0ρV(ψ,T )θV(ψ,T ) (4.8)
where C (ψ,T ) is the soil volumetric heat capacity. Equating the energy accumulation, ∂t EH,
expanded in the primary variables and net flux contribution, −∇ · jH, leads to the energy
balance equation:[
C +LθV ∂ρV∂T
∣∣∣
ψ
−ρVL ∂θL∂T
∣∣∣
ψ
]
∂T
∂t
+
[
LθV
∂ρV
∂ψ
∣∣∣
T
−ρVL ∂θL∂ψ
∣∣∣
T
]
∂ψ
∂t
∇· [λ∇T −L jV]− cL jM ·∇T.
(4.9)
The specific forms of the functions appearing in Eq. 4.9, along with the main values of the
parameters employed are presented in Appendix (Sec. 4.A.2).
4.3 Water-retention curves and unsaturated hydraulic conductivity
To describe the dependence of the soil moisture content θL on the matric potentialψ, which is
crucial to evaporation, we use the classical retention model by Van Genuchten [1980] (hereafter
VG), although our considerations can be applied to every retention model presenting similar
features [see, e.g. Brooks and Corey, 1964; Brutsaert, 1966].
We also include the temperature-induced effects on water-retention investigated in many
studies [see, e.g., Philips and de Vries, 1957; Jury and Miller, 1974; Hopmans and Dane, 1986;
Nimmo and MIller, 1986; Grant and Salehzadeh, 1996]. We use the empirical correction pro-
posed by Grant and Salehzadeh [1996], which introduces an empirical factor β0 < 0. Therefore,
the retention model is:
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θL(ψ,T )= θr+ (φ−θr)
 1[
α|ψ(T0)|
(
β0+T0+273.15K
β0+T+273.15K
)]n +1

1−1/n
(4.10)
where the parameters α (m−1) and n > 1 (-) are related to the inverse of the air-entry suction
and to the pore size distribution, respectively, and θr is the residual water content.
In this study, we assume β0 =−766.45 K which accounts only for the changes in interfacial
tension of liquid water against its saturated vapor, as originally suggested by PdV [Grant and
Salehzadeh, 1996].
We describe the relative unsaturated conductivity Kr adopting the standard Mualem-VanGenuchten
model [Mualem, 1976]:
Kr(ψ)=
(
1− (α|ψ|)n−1 [1+ (α|ψ|)n]−m)2[
1+ (α|ψ|)n]m/2 (4.11)
where (m = 1−1/n).
Eq. 3.1 shows that θr is attainable only for ψ = −∞, when the unsaturated conductivity be-
comes zero (Eq. 4.11) and ρV vanishes (Eq. 4.4).
VG model precludes the soil from drying below residual saturation due to the absence of both
vapor and liquid fluxes. Retention models can be modified to avoid this issue and allow the soil
to dry below residual saturation. Ciocca et al. [2013] investigated two possible modifications:
one simply set θr = 0 whereas the other is the extension proposed by Webb [2000] to fit the
Campbell and Shiozawa [1992] dataset. Both solutions showed similar effects on predictions of
vapor dynamics. In this study, we present only the former extension, which always predicted
larger vapor fluxes. Webb’s model leads to similar results. We refer to this as the modified van
Genuchten model (hereafter MVG), which differs from the classical VG due to the zero residual
saturation and the pore-size distribution parameter, nMVG, which is modified to guarantee the
best overlap with the VG curve in the wet and intermediate region, where data are in general
available and reliable. As in Ciocca et al. [2013], we refer to it as the Modified van Genuchten
model (hereafter MVG).The MVG model differs from the classical VG for residual saturation
set to zero and for the pore-size distributed parameter, which guarantees the best overlap with
the VG curve in the wet and intermediate region, where data are in general more common and
reliable. The hydraulic and thermal properties of the soil investigated are listed in Tab. 4.1 and
the resulting VG and MVG retention curves are plotted in Fig. 4.1.
4.4 Evaporation from soil columns with diurnal forcing
To investigate the effects of the retention models on moisture and energy dynamics, we
simulate the evaporation from a column of height 0.1 m homogeneously packed with the loam
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hydraulic propertiesa thermal propertiesb,c
Ks α n θr φ θ∗L nMVG b1 b2 b3
[m/s] [1/m] [-] [-] [-] [-] [-] [W/m◦C] [W/m◦C] [W/m◦C]
2.89 10−6 3.6 1.56 0.078 0.43 0.101 1.404 0.243 0.393 1.534
Table 4.1: Hydraulic and thermal parameters for the loam.
a Carsel and Parrish [1988].
b Chung and Horton [1987].
c Grant and Salehzadeh [1996].
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Figure 4.1: Plot of the matric potential-water content relationship, |ψ(θ)|, for the soil used;
the dashed curve corresponds to the standard van Genuchten model (VG); the solid curve is
modified van Genuchten curves (MVG).
soil exposed to a diurnal atmospheric forcing at the surface. We compare the results with the
isothermal evaporation which has been investigated by Ciocca et al. [2013].
We employ a modified version of the Matlab code used in Lunati et al. [2012] and Ciocca et al.
[2013] to numerically solve the coupled system of Eq. 4.6 and Eq. 4.9 by a sequentially implicit
finite volume scheme, on a one dimensional grid consisting of 100 equally-spaced cells of size
0.001 m. We assume an initial water content θ0 = 0.37 and a soil and air temperature of 25oC;
and we impose a no-flux condition for water and heat at the bottom boundary.
After 4 days of relaxation (only the air temperature oscillates) to equilibrate with gravity, the soil
surface is exposed to the diurnal forcing, which is described by an evaporative moisture flux
E and a heat flux jH
∣∣∣
z=0. According to the aerodynamic diffusion relationships by Anderson
[1976], the evaporative forcing E is:
jM
∣∣∣
z=0 = E =
k2Uairγ
[ln(za/z0)]2
(ρV|z=0−Haair) (4.12)
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where z0 = 0.001 m is the surface roughness length, k = 0.4 the von Karman’s constant, γ= 1
a stability factor, za = 2 m the screen height in the atmosphere at which the wind speed Uair,
kept constant at 1 m s−1 and the absolute air humidity Haair are assigned. The heat flux jH
∣∣∣
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Figure 4.2: Periodic atmospheric variables normalized by the respective daily maxima. The
squared brackets in the legend contain the minimum and the maximum assigned value for
each variable.
results from the energy conservation at the soil-atmosphere interface, expressed as:
jH
∣∣∣
z=0 =RN−ρL [L+ cL(T |z=0−T0)]E −H , (4.13)
where T |z=0 is the soil surface temperature (computed by the numerical model), RN is the net
radiation and H the turbulent diffusion of sensible heat into the atmosphere given by:
H = ρaircp,airk
2Uairγ
[ln(za/z0)]2
(T |z=0−Tair), (4.14)
where ρaircp,air = 1.231 103 J m−3 is the volumetric heat capacity of air at constant pressure
and Tair is the air temperature.
The diurnal fluctuations of Haair, Tair and RN are plotted in Fig. 4.2 (normalized by the respec-
tive daily maxima); the detailed parameterizations are described in Appendix (Sec. 4.A.3).
4.5 Results and discussion
As long as the water availability at the soil surface is sufficiently large, evaporation is dictated
by the atmospheric demand and not by the soil moisture content. During this energy-limited
regime [see, e.g., Brutsaert, 1982], evaporation occurs at the soil surface at the potential rate
Epot, which is defined by replacing the vapor density ρV by the saturated value ρ∗V in Eq. 4.12.
Drying follows the energy-limited regime for about 15 days, during which the cumulative mass
loss predicted by both the VG and MVG curves decrease on average at a constant rate; small
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diurnal oscillations induced by the atmospheric forcing are visible during the energy-limited
regime (Fig. 4.3).
Compared to the isothermal case, the energy-limited regime is longer, but the evaporation
rate is lower. This effect is introduced by the diurnal atmospheric forcing, and it is likely more
imputable to the fluctuations of air humidity Haair and air temperature Tair than to the net
radiation cycle, which is expected to increase the soil temperature during a daily fluctuation
since the positive component is greater and lasts longer than the negative (Fig. 4.2); this
induces larger ρ∗V (Eq. 4.20) and therefore larger evaporation ratio than the isothermal case
during the energy-limited regime. However, the total water mass that evaporates during the
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Figure 4.3: Plots of the normalized cumulative mass loss; the solid blue curve corresponds
to the Modified van Genuchten model (MVG) and the dashed blue curve to the standard van
Genuchten model (VG) for this study. The solid red curve corresponds to the Modified van
Genuchten model (MVG) and the dashed blue curve to the standard van Genuchten model
(VG) for the isothermal case [Ciocca et al., 2013].
energy-limited regime in presence of diurnal forcing is ∼20% higher. Periodic fluctuations of
moisture allow evaporation at the surface at the potential rate for a longer time (Fig. 4.3).
Approaching the moisture-limited regime, evaporation slows down and the differences be-
tween the two retention models become significant: the VG model predicts an earlier sup-
pression of the evaporation, which results in a very limited cumulative mass loss after 30 days,
when the water content in the whole column is about to reach residual saturation. In the same
time period, the MVG model predicts a two times larger cumulative mass loss (Fig. 4.3).
Compared to the isothermal case, the moisture-limited regimes predicted by both models
are characterized by larger and shorter evaporation rates. The MVG simulation exhibits a
faster drying resulting in a crossover with the isothermal case at day 37 (Fig. 4.3), whereas the
cumulative water removal predicted by the VG model is still lower that the isothermal case.
The quasi constant oscillations of potential evaporation observed during the energy-limited
regime (Fig. 4.4) reflect small temperature variations at the soil surface. After onset of the
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moisture-limited regime (day 18), the growth of Epot predicted by both the VG and MVG
models indicates that the surface temperature increases at daytime.
The increase of the maximum potential evaporation (at daily peak of solar radiation when drier
conditions are reached) predicted by the MVG model becomes significantly larger, compared
to the VG model (Fig. 4.4). Moreover, because of the larger drying at the soil surface allowed by
the MVG model, slightly lower minima of potential evaporation are predicted at nighttime,
indicating a larger surface cooling. The simulated evaporation Esim, equal to the potential
evaporation during the energy-limited regime, exhibit fast decays during the first days of
moisture-limited regime (Fig. 4.4). During the moisture-limited regime, the evaporation pre-
dicted by MVG model at the maximum diurnal atmospheric forcing is more than three times
larger than VG model (Fig. 4.5). The drying below residual saturation allowed by the MVG
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Figure 4.4: Plots of the simulated evaporation Esim and of the potential evaporation Epot; the
thick lines correspond to Esim (blue) and Epot (red) for the VG model; the thin lines correspond
to Esim (black) and Epot (green) for the MVG model.
model has an important impact not only on the evaporation during the moisture-limited
regime. The drier conditions predicted by the MVG model yield larger daily temperature
fluctuations, which result in sensible heat fluxes 35% larger and ground heat fluxes larger by
∼20% at the daily peak of solar radiation, and more negative at nighttime (Fig. 4.5).
Although further investigations and accurate measurements are required, the implications of
these results go certainly beyond laboratory or field soil dynamics and might have significant
effects on numerical predictions at a variety of spatiotemporal scales.
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Figure 4.5: Plots of the simulated ground (green), latent (blue) and sensible (red) heat fluxes at
day 45; the solid curves correspond to the MVG model; the dashed curves to the VG model.
4.A Appendixes: Parameterizations
4.A.1 Hydraulic Parameters
The unsaturated hydraulic conductivity K (ψ,T ) is defined as:
K (ψ,T )= [µL(T0)/µL(T )]Kr(ψ)Ksat (m s−1), (4.15)
where Ksat is the saturated value. Temperature effects on K appear due to dependence of the
kinematic viscosity µ on T , which is parameterized as:
µL(T )= e−c1−c2/T+c3/T
2
(Kg m−1 s−1), (4.16)
with c1 = 6.434, c2 = 2414 K, and c3 = 6.673 105 K2.
The dependence of the relative hydraulic conductivity Kr on the matric potential, being related
to the water-retention curves, is described in Sec. 4.3. The water-vapor molecular diffusivity
in unsaturated soil is:
DV(ψ,T )= (φ−θL(ψ,T ))
10/3
φ2
DV,m(T ), (4.17)
where
DV,m(T )= 2.12 ·10−5
[
T
273.15 K
]2
(m2 s−1), (4.18)
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is the vapor diffusion coefficient in air;
ρL(T ) =
(
d1+d2T −d3T 2
)
(Kg m−3) is the liquid density (4.19)
ρ∗V(T ) =
a0
T
ea1−a2/T−a3T (Kg m−3) is the vapor density (4.20)
and d1 = 658.2, d2 = 2.509 K, d3 = 4.6 10−3 K2, a0 = 10−3 Kg m3 K, a1 = 31.3716, a2 = 6014.79 K,
a3 = 7.92495 10−3 K−1.
The diffusion coefficients for water vapor Dψ,V and DT,V in Eq. 4.5 are obtained by expanding
the vapor-density gradient (Eq. 4.4) in terms of ψ and T ; i.e.
∇ρV = gρV
RVT
∇ψ+
(
h
dρ∗V
dT
− gρVψ
RVT 2
)
∇T (4.21)
(RV = 461.5 J Kg−1 K−1 and g = 9.81 m s−2) which, inserted into Eq. 4.3 gives:
DT,V = ηDV
(
h
dρ∗V
dT
− gρVψ
RVT 2
)
, (4.22)
Dψ,V = DV gρV
RVT
. (4.23)
where η is an empirical factor that accounts for the enhancement of vapor flow due to temper-
ature gradients [Philips and de Vries, 1957], assumed equal to one in this study.
4.A.2 Thermal Parameters
We use the relation proposed by Chung and Horton [1987] to describe the soil thermal conduc-
tivity
λ(ψ,T )= b1+b2θL(ψ,T )+b3θ1/2L (ψ,T ) (J m−1 s−1 K−1), (4.24)
with the empirical parameters b1, b2 and b3 listed in Tab. 3.1. The volumetric heat capacity of
the soil
C (ψ,T )= (1−φ)cSρS+ cLρL(T )+ cPρV(ψ,T )θV(ψ,T ) (J m−3) (4.25)
accounts for the solid, liquid and gas contributions; cSρS = 1.92 106 J m−3 is the volumetric
heat capacity of the solid matrix [de Vries, 1963], cL = 4182 J Kg−1 K−1, cP = 1005 J Kg−1 K−1 the
specific heat of water vapor at constant pressure and
L(T )= L0− (cL− cp)(T −T0) (J Kg−1), (4.26)
(with L0 = 2.453 106 J Kg−1) the latent heat of vaporization at T0 = 25◦C.
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4.A.3 Atmospheric forcing parameterizations
The absolute air humidity is
Haair = pV
TairRV
(Kg m−3), (4.27)
where the vapor pressure pV is
pV =Hrairp∗V (mbar), (4.28)
p∗V is the saturated vapor pressure (from WMO CIMO guide 2008
1)
p∗V = 6.112exp
( 17.62(Tair−273.15)
243.12+ (Tair−273.15)
)
(mbar), (4.29)
and
Hrair = Hr+ AHrcos
[
2pi
(
t − tmax,Hr
24
)]
, (4.30)
Tair = Tair+ ATair cos
[
2pi
(
t − tmax,T
24
)]
, (4.31)
are the air relative humidity and the air temperature, respectively.
Hrair oscillates around a mean value Hr= 0.3 with fluctuations of semi-amplitude AHr = 0.2;
the diurnal peak of Hrair occurs at tmax,Hr = 1 AM, in correspondence with the minimum of air
temperature, as often measured [see, e.g. Assouline et al., 2010].
Tair oscillates daily around a mean value Tair = 25oC by ±ATair = 5oC.
Finally, we assign the net radiation as a Morlet’s wavelet:
RN =−RN ,N + ARN exp((−(t − tmax,RN )2)/6)cos((t − tmax,RN /256)), (4.32)
which is lowered in the negative region by a quantity RN ,N = 80 W m−2 to simulate a constant
radiative cooling at nighttime. The amplitude of RN is ARN = 500 W m−2 with the peak occur-
ring at tmax,RN ≡ tmax,T =1 PM (Fig. 4.2).
1 http : //www.wmo.int/pages/prog/www/IMOP/publications/CIMO−Guide/
Ed2008Up2010/Part− I/WMO8E d2008PartIC h4U p2010en.pdf
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5 Multi Functional Heat Pulse Probes
for Planar Heat Flux Measurements: a
Laboratory Experiment
Abstract: Ground heat flux is difficult to measure precisely. Soil heat flux plates are unreliable
due to perturbation of heat and water flux field’s induced by their presence.
Measurements obtained using tri-needles heat pulse probes are more reliable but also restricted
along one direction and they cannot account for changes in flux orientation and needles mis-
alignment, which may bias ground heat flux measurements.
Penta-needles multi functional heat pulse probes (MFHPPs) allow partially overcoming these
problems as they provide 2D information. We investigate the ability of MFHPPs to measure con-
trolled two-dimensional heat fluxes, generated across an oven-dried coarse sand layer packed in
a special cylindrical chamber. The sand is heated at the bottom by an aluminum disk screwed
on top of a standard kitchen hot plate supplied by stabilized DC. MFHPPs measurements
without insulation of the vertical wall, which allows a radial (horizontal) dispersive heat flux
component, are matched with numerical simulations realized by using temperatures from
thermocouples placed within the sand to assign optimized boundary conditions. The largest
deviations are 13 % in magnitude and 11.6 % in direction.
This demonstrates that the penta-needles structure of the MFHPPs allows a better heat flux
estimation than previous methods thanks to information along the orthogonal direction.
With few adjustments at the needles structure a 3D scan would be achievable. By improving the
estimation of the incoming heat flux within the soil the comparison between simulations and
experiment during transient regimes will be possible.
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5.1 Introduction
Ground heat flux (G) is crucial in the surface energy balance. For years the lack of closure of
the surface balance equations was attributed to errors associated with the eddy covariance
measurements of latent and sensible heat fluxes Mauder and Foken [2006] (or the spatial
variability Mauder et al. [2010], or the advection Aubinet et al. [2010]). Recently, Lunati et al.
[2012] and Higgins [2012] showed how discrete and inaccurate measurements of G may be
responsible for almost the entire energy residual variance of the surface energy budget in field
measurements.
G at the soil surface is commonly estimated with the combination method [Fuchs and Tanner,
1968; Fuchs, 1986] which accounts for a time averaged heat flux measured across a vertical soil
layer at known depth plus a correction for heat storage change in the soil between this layer
and the surface.
Assuming d z the thickness of the vertical soil layer, G is described by the mono-dimensional
Fourier’s conduction law:
G =−λs(dT /d z) (W m−2) (5.1)
where λs is the soil thermal conductivity (W m−1 K−1) and dT /d z the vertical temperature
gradient (K m−1).
The soil heat flux plates (HFP) are the most common probes used for measuring G. They are
built of thermopile sensors embedded in a resin disk of known thermal conductivity λhfp.
However, unless λs =λhfp, the heat flux field will be distorted across the plates, which deteri-
orate the accuracy of the measurements. Suggested analytical corrections [see, e.g., Philips,
1961] for the heat flux deflections induced by the HFP are generally ignored because they are
complex and require additional measurements. The self-calibrating HFP are able to generate
a heat pulse of known power to correct the deflection error; they have a large diameter (=8 cm)
and require a high power supply which is not always available on the field.
Moreover, proper installation ensuring good contact soil-plate is generally difficult and con-
densation may occur on the plates surfaces [Fuchs, 1986] because the transport of both heat
and water is physically prevented across the HFP. Cobos and Baker [2003] showed that HFP
underestimate G particularly in coarse soils whereas three-needles heat-pulse probes led to
more accurate results because they allow measuring in situ both λs and vertical temperature
gradients between the outer needles.
Heated-needle techniques have been developing for years. Campbell et al. [1991] proposed
the dual-probe heat-pulse method to estimate soil thermal properties and soil water content
obtaining successful results in both laboratory [e.g. Bristow et al., 1994b] and field measure-
ments [e.g. Tarara and Ham, 1997; Heitman et al., 2003], and further developments allowed
soil volumetric heat capacity [Bristow, 1998] and electrical conductivity measurements.
Numerical and experimental investigations of the ability of heat-pulse needle-probes have
been mainly addressed toward Darcy water flux quantification [Ren et al., 2000; Mori et al.,
2003, 2005; Kamai et al., 2008], solute transport Mortensen et al. [2006] and subsurface evapo-
ration estimate Heitman et al. [2008a,b]; Sakai et al. [2011]; Xiao et al. [2011], whereas much
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less attention has been dedicated to heat fluxes.
Cobos and Baker [2003] compared the HFP and the three-needles heat pulse probes in a spe-
cial chamber (see Watts et al. [1990]) where vertical heat fluxes across the soil were generated.
The intensity of the heat fluxes, used as reference values in the comparison, was calculated
subtracting from the electrical power supplied the heat loss at the bottom and the sides.
However, they provided a little information about the effectiveness of the chamber insulation
and the induced temperature field. Furthermore, the analysis performed to calculate the heat
loss revealed sensible side loss which questions the mono-dimensionality of the generated
fluxes.
Due to the inability of the three-needle probes to detect and correct for a rotation of the
needles and/or of the heat flux, questions about the performance of the three-needle probes
and their applicability on the field may be raised.
We investigate the ability of penta-needle MFHPPs, e.g., [Mori et al., 2003, 2005; Mortensen
et al., 2006] (described in Sec. 5.2) to quantify two dimensional heat fluxes generated in the
needle plane. A special apparatus (described in Sec. 5.3) is built and two MFHPPs (MFHPP 1
and MFHPP 2 in Fig. 5.2, respectively) are placed at different heights in 0.1 m of oven-dried
medium-textured sand.
The setup allows capturing both horizontal (radial) and vertical heat flux components and
inferring the real magnitude and direction of the heat flux. The measurements are compared
with numerical simulations which are used as references. The temperatures obtained from
thermocouples are employed to numerically reproduce the temperature field and the heat
fluxes at steady-state through a novel minimization process (see Sec. 5.4). The main advantage
of this approach is that precise information about the thickness and the thermal properties of
the materials surrounding the sand is not needed.
5.2 MFHPP Theory
MFHPPs (Fig. 5.1) are designed to monitor in situ the coupled heat, water and solute transport.
They measure temperatures and apply inverse modeling techniques to instantaneously infer
soil thermal properties (heat capacity, heat diffusivity and from them the heat flux density),
moisture content and solute transport properties (solute concentration and dispersion) within
the same soil volume.
MFHPPs replace multiple probes and avoid issues such as: different footprints and soil vol-
umes, invasive multiple installations, mutual interactions among the probes. A MFHPP
consists of six needle sensor placed in cross pattern; four along one direction and the remain-
ing two in the orthogonal direction. The needle at the intersection of the two orthogonal
directions (Fig. 5.1.A) is a heater which sends transient heat pulses whereas the other needles
consist of thermistors, with thermocouples installed at the tip of the shortest needles (5 and 6
in Fig. 5.1.A,C) and in the middle of the longest (3 and 1 in Fig. 5.1.A,B). The needle 4 (Fig. 5.1.A)
is part of the Wenner array used to measure solute concentration in the soil water; it is not
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Figure 5.1: Schematic of the MFHPP (adapted from Mori et al. [2003]) including: (A) MFHPP
body and the needles displacement; (B) the view from the side; (C) the view from the top.
employed in this study, in which we use only a penta-needle array (1,2,3,5,6, in Fig. 5.1.A).
A detailed description of the MFHPPs is given by Mori et al. [2003]. The needle is approximated
as an infinite line source of negligible thickness and the soil is assumed homogeneous and
isotropic. Analytically, for a heat pulse of duration t0 (s) and energy per unit time and length
q ′ (J m−1 s−1), the temperature variations ∆T (oC) at a certain time t (s) and radial distance x
(m) from the heater
∆T (x, t )= q
′
4piCκ
[
Ei
( −x2
4κ(t − t0)
)
−Ei
(−x2
4κt
)]
, (5.2)
where C and κ are the volumetric heat capacity (J m−3 K−1) and the heat diffusivity (m2s−1),
respectively, and Ei (y) is the exponential integral function with argument y [Abramowitz
and Stegun, 1964]. Temperatures variations recorded at the four thermistors surrounding the
heater are fitted to Eq. 5.2 optimizing the unknown parameters C and κ by least square errors
method. t0, q ′ and the perpendicular distances between the thermistors and the heater x are
provided. x is manufactured at 6 mm (Fig. 5.1.B,C) however small deflections from this value
are not unusual.
Before the experiments, an accurate thermistor-heater distance was obtained by measuring
with the MFHPPs in an agar solution of known thermal properties, C and κ (set as known
parameters in Eq. 5.2), and by fitting r . The resulting r were all in the range between 5.81 mm
and 5.95 mm.
The soil thermal conductivity λs by the MFHPPs is calculated from the ratio of fitted C and κ.
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By using the temperature measurements of the thermistors needles, magnitude and direction
of the heat flux vector
−→
G on the plane perpendicular to the needles is inferred from the
vectorial sum of Eq. 5.1 along the two orthogonal directions:
−→
G =−λs(∂T
∂z
zˆ+ ∂T
∂r
rˆ ) (W m−2) (5.3)
where r and z are the radial (horizontal) and vertical coordinates of unit vectors rˆ and zˆ,
respectively.
5.3 Experimental Set-up and Measurements
The experimental setup consists of a PVC cylinder (height = 0.4 m, inner width = 0.19 m, wall
thickness = 0.01 m, thermal conductivity = 0.19 W K−1 m−1) placed on a standard kitchen heat
plate which serves as heat source. Stabilized DC current is supply by an adjustable laboratory
power generator (Elind 50HS 6.4D, 300 W power, 0÷50 V, 0÷6.4 A, LL Trading, Italy). A Pt-100
thermal probe (±0.01oC) is placed on the semi-circular heat coil underneath the heat plate to
accurately measure the source temperature.
The side and the bottom of the plate are insulated using polystyrene. An aluminum disk
(thickness = 0.03 m, thermal conductivity ' 140 W K−1 m−1) is placed at the bottom of the
cylinder over the heat plate to create a homogenous surface temperature at the bottom of the
soil. To reduce the contact resistances between the heat plate and the aluminum disk and
between the disk and the soil, a thermally conductive silica gel [Electrolube HTSP, thermal
conductivity ' 3 W K−1 m−1] is applied.
The heat plate is screwed at the bottom of the aluminum disk to improve both the contact and
heat conduction. The temperature on the horizontal face at the bottom of the soil is measured
by five type T (Copper-Constantan) twisted wire thermocouples [Omega Newport, UK] with
soldered tips have been stuck on both horizontal faces by using thermally conductive resin
[Rapid Epoxy resin, Araldite, Switzerland], carefully checking for only the tips to be in contact
with the aluminum.
Temperature fluctuations between the thermocouples stuck on the aluminum disk are±0.3oC,
which proves the homogeneity of the heat supply.
The PVC cylinder can be thermally insulated on the external side by applying a polystyrene
cube of edge = 0.5 m (Fig. 5.2); in this study the insulation is intentionally not applied to
permit horizontal heat dissipation.
The soil column is instrumented with thermocouples and two MFHPPs (Fig. 5.2). The soil used
is a coarse quartz sand [Carlo Bernasconi SA, Switzerland] with a bulk density ρb = 1.58 Kg
m−3, dried in the oven before being homogeneously packed within the chamber. Three arrays,
each consisting of three thermocouples stuck at 0.025 m, 0.05 m and 0.075 m along a fiber
glass plate (very poor thermal conductor) are vertically placed within the sand to monitor the
temperature; two arrays are attached to the inner wall of the chamber along a diameter and
the third is placed at the center of the column (Fig. 5.2).
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Two MFHPPs are buried into the sand at different heights and distances from the center of the
column, in a position ensuring two thermistors horizontally placed along the radial direction
and two along the vertical direction; the probes are placed such that they lie on the diameter
connecting the three thermocouple arrays.
On top of the sand a stainless steel lid (thickness = 0.1 m, thermal conductivity = 16 W K−1
m−1) is placed to ensure a homogeneous heat distribution (Fig. 5.2). Five thermocouples are
stuck at the bottom of the lid to measure the temperature. All thermocouples are connected
to a solid state multiplexer [model AM25T, Campbell Scientific]; the temperature is recorded
every minute.
Temperature measurements of the two MFHPPs are regulated by a multiplexer [model AM16/32B,
Campbell Scientific]. The heat pulses, each of the duration of eight seconds and sent once ev-
ery one hour are regulated by a multichannel switch [model SDM-CD16AC AC/DC controller,
Campbell Scientific].
The thermistors of the MFHPPs measure every second from ten seconds before the heat pulse
and until 180 seconds after. All the multiplexers and the switch are controlled by a datalogger
[model CR1000, Campbell Scientific], which also regulates the instantaneous data acquisition
on a PC. The experiments are conducted in a laboratory where temperature is kept constant at
20.5±0.4oC. The experiment is conducted by applying to the heat plate an electrical power of
Figure 5.2: Sketch of the front side of the 2D heat flux chamber with cylindrical geometry. The
numbers without units refer to distances in meters; the control thermocouples are used as
boundary conditions for the simulations. The distances from the bottom of the soil and the
inner wall of the chamber of the MFHPP 1 (shallower) and MFHPP 2 (deeper) are referred to
the heater needle.
6.45 W (15 V at 0.43 A). Measurements with the MFHPPs are performed after two days from
the beginning of the heating, when the steady-state is attained, and are repeated for one day.
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5.4 Analysis
Numerical simulations are used to interpolate temperature measurements from the control
thermocouples within the chamber and reproduce the soil temperature field. We use the heat
equation in cylindrical coordinates:
ρC
∂T
∂t
− 1
r
∂
∂r
(
λsr
∂T
∂r
)
− 1
r 2
∂
∂θ
(
λs
∂T
∂θ
)
− ∂
∂z
(
λs
∂T
∂z
)
=Q (5.4)
where θ represents the azimuthal angle and Q a source term.
In a homogeneous soil at the steady-state, assuming axial symmetry and the absence of
internal heat sources/sinks, the first and the third term on the left hand side and the right
hand side disappear, respectively, and Eq. 5.4 reduces, after simple manipulations, to
∂
∂r
(
λsr (
∂T
∂r
+ ∂T
∂z
)
)
+ ∂
∂z
(
λsr (
∂T
∂r
+ ∂T
∂z
)
)
= 0. (5.5)
Eq. 5.5 is the form of the heat equation considered in this study. Being the generated planar
temperature fields symmetric around the center of the column, we define the computational
domain as r ∈ [0,R], z ∈ [0, H ], where R and H are the radius and height of the column
respectively and r and z the horizontal and vertical coordinates. At the bottom we assign
the temperature obtained by averaging the readings of the five thermocouples stuck on
the aluminum disk at the soil bottom along the entire radius R. At the lateral surface [0,z]
corresponding to the center of the column we assign a zero flux condition due to symmetry
along the whole height, whereas at the external lateral surface [R,z] (in contact with the PVC)
we assign a Neumann boundary condition based on Eq. 5.1:(
λs(
∂T
∂r
rˆ + ∂T
∂z
zˆ)
)
−→n r =
[
λ
Z
]
side
(Tamb−Tside) (5.6)
and at the top boundary [r,H](
λs(
∂T
∂r
rˆ + ∂T
∂z
zˆ)
)
−→n z =
[
λ
Z
]
top
(Tamb−Ttop) (5.7)
where −→n r and −→n z are the unity vectors perpendicular to the external lateral surface and to the
top, respectively, and oriented outward; Tamb is the laboratory temperature and the suffixes
side and top refer to the external lateral and the upper boundary, respectively.
Tside are computed based on the temperatures measured by the thermocouples placed in the
vertical arrays (close to the inner wall of the chamber and in the center of the soil column),
whereas Ttop is computed based on the temperatures by the thermocouples stuck on the
stainless steel lid on top of the sand.
The gap between measured and simulated temperatures is minimized by fitting (using the
least squares method) an effective ratio of thermal conductivity and thicknesses of the lateral
61
Chapter 5. Multi Functional Heat Pulse Probes for Planar Heat Flux Measurements: a
Laboratory Experiment
Figure 5.3: 2D simulated temperature field at the steady-state. The arrows indicate magnitude
and direction of the temperature gradients, whereas the solid black lines are isotherms.
layer(s) of the chamber (Eq. 5.6) and another effective ration for the top layer(s) of the chamber
(Eq. 5.7) . This approach prevents from requiring knowledge of the thermal and geometrical
properties of the layer(s) surrounding the soil. However, it does not allow a direct fit of the soil
thermal conductivity λs.
Since an independent measure of the thermal conductivity of the sand (e.g. by calorimetry)
is not provided by the supplier, we calculate λs used in the numerical simulations by the
empirical relation from Johansen [1975]:
λs = 0.135ρb+64.7
2700−0.947ρb
. (5.8)
λs values calculated and measured by the MFHPPs are listed in Tab. 5.1. To solve Eq. (5.5)
with the described boundary conditions the finite element solver pdetool of Matlab is used
on a triangular unstructured mesh of 2353 nodes (4544 triangles). The solution of nodes of
the triangular mesh is then interpolated onto a cartesian grid of regular mesh which allows
simulating values corresponding exactly to the needles position.
5.5 Results and Discussion
An applied electrical power of 6.45 W produces average vertical temperature gradient of about
2oC/cm at the steady-state (Fig. 5.3). Gradients are steeper in the first centimeters above the
heat source, characterized by a large lateral dissipation. The range of temperatures (between
20oC and 38oC) is commonly experienced in shallow dry bare soils exposed to the sun.
Isotherms are almost horizontals and parallels in the center, but they are bent close to the
wall of the chamber and horizontal dissipation cannot be neglected (Fig. 5.4). We find good
agreement between the simulation and the temperatures measured by the MFHPPs along the
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horizontal direction, in particular for the MFHPP 2 (closer to the bottom and further from
the center) whereas the measurements by the MFHPP 1 are slightly overestimated (underesti-
mated) closer to (further from) the center by the numerical simulation.
The temperatures shown in Fig. 5.4 are averaged over one day of steady-state; the associated
small error bars, indicating the standard deviations, reveal the absence of perturbations of the
heat flow within the chamber. Steady-state conditions are confirmed by the constant values of
λs measured by the MFHPPs (Tab. 5.1), which display negligible variability over one day at
steady-state conditions. Moreover, the measured values of λs agree very good with the values
calculated from Eq. 5.8 and employed in the simulation.
This proves the reliability of the MFHPPs in estimating thermal properties. Fig. 5.5 compares
measured and simulated heat fluxes. The heat flux direction measured by the MFHPP 2 is
tilted with respect to the vertical by ∼19o and this agrees with the results of the simulations
(σφG =−1.6%). The measured magnitude |G| differs from the simulated by 13%. The agree-
ment for the MFHPP 1 is less good for the direction, +9.8o (σφG = +11.6%) but better for
the magnitude (σ|G| =−8.3%). However, the comparisons are within an acceptable range of
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Figure 5.4: Comparison between the one-day averaged temperature measured at the steady-
state by the MFHPP 1 (red squared dots) and the MFHPP 2 (black squared dots), and the
simulations (solid lines) along the radial direction. The error bars represent the standard
deviations of the temperature measurements. The shaded purple bands show the simulated
temperatures at ±0.001 m from the vertical position of the needles.
agreement accounting for all the difficulties presented by this study and the MFHPPs are able
to capture the main features of the heat flux generated across the soil.
The restriction to the analysis at the steady-state might be overcome by replacing the alu-
minum disk with another of a material less thermally conductive (e.g. stainless steel) which
allows to estimate the heat flux crossing it and flowing into the soil. This heat flux could be
therefore assigned as Neumann boundary condition at the bottom, extending the investigation
to the transient phases of heating/cooling, so common in presence of diurnal cycle.
In this first study, the two effective parameters in Eq. 5.6 (lateral) and Eq. 5.7 (top) are fitted
with six and one (averaged) point measurements, respectively; increasing the number of
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|G| φG σ|G| σφG λs
[W m−3] [o ] [%] [%] [W m−1 K−1]
MFHPP 1 23.75 84.09 −8.3 +11.6 0.227
Simulated 25.90 74.33 0.231
MFHPP 2 41.48 71.33 −13.0 −1.6 0.223
Simulated 47.10 72.51 0.231
Table 5.1: Measured and simulated magnitude |G| and direction (with respect to the horizontal)
φG, with the relative difference in percent σ|G| and σφG . λs are the thermal conductivities of
the oven-dried sand measured by the MFHPPs (averaged over one day of steady-state) and
calculated using Eq. 5.8. The signs − and + refer to underestimation and overestimation of the
simulated value, respectively.
points (e.g. by using arrays with more thermocouples in the center and at the inner wall of the
chamber) will generate more reliable references.
The MFHPPs reveal their potential in accurately measuring both magnitude and direction of
heat fluxes that are not vertical. The presence of two additional thermistors in the orthogonal
direction (with respect to the tri-needle probes used by Cobos and Baker [2003]) is of crucial
importance to check for the effective direction of the heat flux and eventually correct an
imperfect alignment of the needles along the direction of the flux, if this is known.
With the current displacement of the thermocouples within the thermistors, these check and
corrections, impossible for Cobos and Baker [2003], are allowed over planes perpendicular to
the needles. Slightly modifying the position of two of the four thermocouples (e.g. moving
those of needles 1 and 3 in Fig. 5.1 from the middle to the tip of the needles), it would be
possible to scan all the three main orthogonal directions. Moreover, by adding a thermistor in
the same needle of the heater would allow to calculate the fluxes using a better linearization
than with only two points, therefore reducing the possible error of discretization (see Lunati
et al. [2012]). Although tests with different powers supply and different soils (also wet) should
be performed to finally validate both the goodness of the measurements and the approach
used to check their accuracy, these results already reveal how the MFHPPs may definitely
contribute to overcome the issues related to reliable estimates of
−→
G , crucial component of the
surface energy budget.
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Figure 5.5: Heat fluxes measured by the MFHPP 1 and MFHPP 2 (solid red arrows) with the
corresponding horizontal and vertical components (red dot-dashed arrows), compared with
the simulated heat fluxes (blue solid arrows). Magnitudes and directions of the solid arrows
are listed in Tab. 5.1.
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Heated Op? cal Fiber for Distributed 
Soil-Moisture Measurements: A 
Lysimeter Experiment
An AcƟ vely Heated Fiber OpƟ cs (AHFO) method to esƟ mate soil moisture is tested and the 
analysis technique improved on. The measurements were performed in a lysimeter uniformly 
packed with loam soil with variable water content profi les. In the fi rst meter of the soil pro-
fi le, 30 m of fi ber opƟ c cable were installed in a 12 loops coil. The metal sheath armoring the 
fi ber cable was used as an electrical resistance heater to generate a heat pulse, and the soil 
response was monitored with a Distributed Temperature Sensing (DTS) system. We study 
the cooling following three conƟ nuous heat pulses of 120 s at 36 W m−1 by means of long-
Ɵ me approximaƟ on of radial heat conducƟ on. The soil volumetric water contents were then 
inferred from the esƟ mated thermal conducƟ viƟ es through a specifi cally calibrated model 
relaƟ ng thermal conducƟ vity and volumetric water content. To use the pre-asymptoƟ c 
data we employed a Ɵ me correcƟ on that allowed the volumetric water content to be esƟ -
mated with a precision of 0.01–0.035 (m3 m−3). A comparison of the AHFO measurements 
with soil-moisture measurements obtained with calibrated capacitance-based probes gave 
good agreement for weƩ er soils [discrepancy between the two methods was less than 0.04 
(m3 m−3)]. In the shallow drier soils, the AHFO method underesƟ mated the volumetric water 
content due to the longer Ɵ me required for the temperature increment to become asymp-
toƟ c in less thermally conducƟ ve media [discrepancy between the two methods was larger 
than 0.1 (m3 m−3)]. The present work suggests that future applicaƟ ons of the AHFO method 
should include longer heat pulses, that longer heaƟ ng and cooling events are analyzed, and, 
temperature increments ideally be measured with higher frequency.
AbbreviaƟ ons: AHFO, AcƟ ve Heated Fiber OpƟ cs method; CB, capacitance-based; DTS, distributed tem-
perature sensing; IAS, AnƟ -Stokes intensity ; IS, Stokes intensity; TDR, Ɵ me domain refl ectometry.
In recent years, optical fi ber distributed temperature sensing (DTS) based on Raman 
scattering has been increasingly employed in environmental monitoring (e.g., Selker et al., 
2006a; Selker et al., 2006b; Westhoff  et al., 2007; Freifeld et al., 2008; Tyler et al., 2008, 
2009; Vercauteren et al., 2011; Keller et al., 2011). DTS has proven accurate to measure tem-
perature along the entire fi ber optic cable (whose length can exceed 30,000 m), aff ording a 
spatial resolution of 1 m and temporal frequencies greater than one measurement per minute.
DTS has also been used to estimate distributed thermal properties from the response to 
the diurnal temperature cycle (Steele-Dunne et al., 2010). Despite the attractive simplicity 
of DTS, which only requires the burial of the cable, the application is limited to condi-
tions where there is a sensitive response to the diurnal cycle (e.g., sunny days, top bare soil, 
etc.). To overcome these limitations, variants have been proposed in which DTS is used 
to monitor the soil response to active heating of the metal sheath that protects the optical 
fi ber (Active Heated Fiber Optics method, AHFO). Th is method has been used to track 
groundwater water movement (e.g., Perzlmaier et al., 2004, 2006; Aufl eger et al., 2005) and 
to measure soil moisture, where it has proven successful in distinguishing between dry, wet, 
and saturated soils (Weiss, 2003; Perzlmaier et al., 2004, 2006). Th is application of AHFO 
potentially off ers an alternative to more established techniques to measure soil moisture 
such as capacitance-based (CB) probes (see, e.g., Nadler and Lapid, 1996; Mohamed et al., 
1997; Seyfried and Murdock, 2001, 2004) or Time Domain Refl ectometry (TDR) (see, 
e.g., Topp et al., 1980; Campbell, 1990; Topp et al., 2000; Robinson et al., 2003; Jones and 
Or, 2004; Seyfried and Murdock, 2004; Assouline et al., 2010). A review of the state-of-
the-art of soil moisture measurement techniques was presented by Hopmans et al. (1999) 
and Robinson et al. (2008).
Weiss (2003) showed that it is possible to infer the water content from the soil-temperature 
response to active heating. Th e thermal properties of the soil were obtained through the 
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classical probe method, which is based on an asymptotic analysis 
of the thermal response (see, e.g., Carslaw and Jaeger, 1959; deVries 
and Peck, 1958), and the water content was inferred using a calibra-
tion equation. However, the method was unable to detect changes 
of soil moisture below 6%.
More recently, Sayde et al. (2010) proposed a diff erent approach 
which requires, in addition to DTS, independent measurements of 
water content. Th ey obtained an empirical calibration curve by fi t-
ting the temperature increase as a function of the measured water 
content and suggested that this procedure might lead to more accu-
rate water-content estimates by avoiding the use and consequent 
inversion of thermal properties.
However, the calibration curve depends heavily on the soil type 
and on the experimental setup (e.g., pulse duration and specifi c 
characteristic of the fi ber optic cable), and lacks a clear physical 
relationship between the coeffi  cients and the physical parameters.
In this study, we test the AHFO technique using a large vertical coil 
installed within a lysimeter fi lled with loamy soil and we measure 
the spatial variability of the soil moisture. Similar to Weiss (2003), 
we apply the cylindrical probe method (see, e.g., Carslaw and Jaeger, 
1959; deVries and Peck, 1958) to analyze the temperature evolution 
and estimate the thermal conductivity along the cable. To improve 
the estimate of the thermal properties, we introduce a time correc-
tion (Van der Held and Van Drunen, 1949; deVries, 1952; Shiozawa 
and Campbell, 1990; Bristow et al., 1994) that allows reducing the 
duration of the heat pulse and the consequent possible perturbation 
of the water content. Th e volumetric water content is obtained by 
inverting the thermal conductivity model of Lu et al. (2007), with 
parameters specifi cally calibrated for our soil. Th e results were com-
pared with independent soil moisture measurements made with 
capacitance sensors installed at several depths in the lysimeter.
 ?Theore? cal Background
Raman Backsca? ering and DTS Measurements
When a pulsed laser beam propagates through a fi ber optic cable, a 
portion of the photons are backscattered and collected by a photo-
detector that quantifi es their intensity and the elapsed time between 
emission and detection. Any inhomogeneity of the optical fi ber 
causes backscattering; in addition to the cable end and possible rup-
tures of the cable, impurities and density fl uctuations contribute to 
the return signal measured by the photodetector. In all of these cases 
photons are usually backscattered at wavelength equal to wavelength 
of the incident laser beam (λo = 1064 nm in our case). Th is elastic 
scattering is referred to as Rayleigh (elastic) backscatter and involves 
the largest portion of the energy of the returning light. 
In addition to the elastic backscattering, a less intense, inelastic back-
scattering occurs in the optical fi ber, which is associated with the 
Raman eff ect and produces return signals of a diff erent wavelength 
than the incident beam. Th e signal characterized by a wavelength 
λS > λo is called the Stokes component, whereas the signal with 
wavelength λA < λo is called the Anti-Stokes component. Th e ratio 
between the intensity of these two components (equally spaced 
from λo) depends on the temperature. While Stokes backscatter-
ing is generated by silica molecules that are in the vibrational ground 
state, Anti-Stokes backscattering requires the molecule to be in a 
vibrational excited state and, therefore, increases with the thermal 
excitation. Th e ratio between the intensities of Anti-Stokes (IAS) and 
Stokes (IS) components depends exponentially on the temperature, 
T [i.e., IAS/IS ? exp(−ΔE/kBT ), where ΔE is the energy shift  from 
the Rayleigh peak and kB the Boltzmann constant]. Th erefore, the 
temperature can be inferred from the relative intensity of the Anti-
Stokes to Stokes components. 
A suffi  cient number of photons have to be collected to obtain a 
satisfactory signal-to-noise ratio and thus accurate temperature 
measurements. Th is determines the minimum time over which 
photons have to be collected and the maximum spatial resolution 
achievable by DTS. Usually, the lower limit to guarantee a good 
signal/noise ratio is on the order of 1 m (e.g., Weiss, 2003; Sayde 
et al., 2010), which is the distance over which the temperature is 
averaged in DTS measurements. We refer to Gratton and Meggitt 
(2000), Selker et al. (2006a, 2006b), and Tyler et al. (2009) for 
more details about the physical principle of DTS.
Es? ma? on of Thermal Proper? es 
by the Probe Method
If an accurate technique to measure temperature is available, the 
thermal properties of the soil can be inferred from the temperature 
response to heating. In AHFO, the fi ber optic cable is used both 
as a temperature sensor (exploiting the dependence of the Raman 
scattering on temperature) and as a heat source by generating an 
electric current in the metal sheath that protects the fi ber.
Th e problem of a line heat source in a homogeneous medium is well 
known and has given origin to the probe method to measure the 
thermal conductivity of soil (see, e.g., Carslaw and Jaeger, 1959; 
deVries and Peck, 1958). Th e simplest approximation is to consider 
the cable as an infi nitely long line source of infi nitesimal radius 
Carslaw and Jaeger (1959), deVries and Peck (1958), Shiozawa and 
Campbell (1990), Bristow et al. (1994).
Analytical solutions also exist for the more realistic case of a cylin-
drical heat source covered by an insulating sheath and buried in a 
homogeneous isotropic medium (Carslaw and Jaeger, 1959). We 
will regard the cylindrical heat source of external radius a (m) as 
a perfect conductor of thermal capacity per unit cable length S (J 
m−1 K−1) and we will assume that the insulation has negligible 
thermal capacity and thermal resistance per unit cable length R (K 
W−1 m−1); the properties of the soil surrounding the cable are the 
thermal conductivity λ (W m−1 K−1), the volumetric heat capac-
ity C (Jm−3 K−1), and the thermal diff usivity K = λ/C (m2 s−1). 
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Assuming a constant heat source of strength Q (W m−1) per unit 
cable length, the temperature increment with respect to the initial 
temperature is (Carslaw and Jaeger, 1959)
( ) ( ) (0) ( , , ),
Q
T t T t T G hΔ = − = β τλ   [1]
where t is the elapsed time since the heating started,
    2 ,h R= π λ   [2]
β = π 2     2 , a C S   [3]
τ = 2    ,Kt a   [4]
and
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where Jn(u) and Yn(u) are the Bessel functions of order n of the fi rst 
and second kind, respectively. For τ >> 1, Eq. [1] can be written as,
4 (4 ) 2 4
( ) 2 ln ln ...
4 2 2
Q hT t h
c c
⎡ ⎤τ −β β− τ⎢ ⎥Δ = + − + +⎢ ⎥πλ βτ βτ⎣ ⎦
          [7]
where c = 1.7811 = exp γ , and γ = 0.5772... is the Euler–
Mascheroni constant. At the lowest order in τ and aft er some 
simple manipulations, we obtain
2
4
( ) ln( ) 2 ln ,
4
Q KT t t h
a c
⎡ ⎤⎛ ⎞⎟⎜⎢ ⎥Δ = + + ⎟⎜ ⎟⎜⎢ ⎥⎝ ⎠πλ ⎣ ⎦
  [8]
which shows that the temperature increment depends logarithmi-
cally on time when t >> a2/K and that the eff ects of the insulating 
sheath do not aff ect the proportionality constant, Q/4πλ, which 
depends only on the heat source and on the thermal conductiv-
ity of the medium. Analogously to the classical Cooper–Jacob 
method for pumping-test interpretation (see, e.g., Bear, 1979), Eq. 
[8] allows estimating the thermal conductivity of the soil from 
the slope of the linear regression between the temperature incre-
ments, ΔT, and the logarithm of time, ln(t). Once the thermal 
conductivity has been estimated, the thermal diff usivity K can be 
obtained from the intercept of the linear regression if h and a are 
known; and from the diff usivity one can calculate the volumetric 
heat capacity, C. For a heat source of fi nite duration Δth, the prob-
lem can be divided into a heating phase, 0 < t < Δth, in which the 
solution is again given by Eq. [1], and a cooling phase, t > Δth, in 
which the temperature increase can be written as a superposition 
of two solutions, one with positive and the other with a negative 
heat source, i.e.,
[ ]h( ) ( , , ) ( , , ) ,
Q
T t G h G hΔ = β τ − β τ−Δτλ   [9]
where Δτh = KΔth / a2 is the dimensionless heating time. Th e 
second term in Eq. [9] represents an imaginary cooling, which is 
necessary to obtain a zero heat source term aft er heating ceases. At 
later time, t >> (a2 / K) + Δth, G(h, β, τ) and G(h, β, τ − Δτh) can 
be asymptotically expanded for large τ and τ − Δτh, respectively, 
which yields, at lowest order and aft er some manipulations,
h
( ) ln .
4
Q tT t
t t
⎛ ⎞⎟⎜ ⎟Δ = ⎜ ⎟⎜ ⎟⎜πλ −Δ⎝ ⎠   [10]
Equation [10] shows that the long-time analysis of the cooling 
phase allows the estimation of the thermal conductivity from the 
slope of the linear regression between ΔT and ln[t/(t − Δth)]. Th e 
fi rst neglected term is
2 2
(4 2) 2 4
ln
4 2 2
Q h
c
⎡ ⎤− β− τ⎢ ⎥Δτ −⎢ ⎥πλ βτ βτ⎣ ⎦
which is proportional to 1/τ2 and approaches zero faster than the 
fi rst neglected term in Eq. [8], which is proportional to 1/τ (see Eq. 
[7]). Th is indicates that the solution for the cooling approaches the 
asymptotic limit (Eq. [10]) more rapidly than the heating solution. 
We observe that this analysis does not allow estimating the heat 
capacity. If Eq. [8] and [10] are applied to pre-asymptotic data, 
the probe method leads to a systematic underestimation of the 
thermal conductivity (see, e.g., Bristow et al., 1994). Van der Held 
and Van Drunen (1949) have proven that this issue can be reduced 
by adding a time correction, t0, to the argument of ln(t) in Eq. [8] 
which reduces the diff erence with the exact solution, Eq. [1], and 
allows improving the estimate of the thermal properties from non-
asymptotic measurements. deVries (1952) applied a similar strategy 
to analyze data from a cooling event and added a time correction, 
t0, in Eq. [10] obtaining
0
h 0
( ) ln .
4
Q t tT t
t t t
⎛ ⎞+ ⎟⎜ ⎟Δ = ⎜ ⎟⎜ ⎟⎜πλ −Δ +⎝ ⎠   [11]
Once t0 is determined, the thermal conductivity can be inferred 
from the slope of the linear regression between ΔT and ln[(t + t0)/
(t − Δth + t0)].
Es? ma? on of the Water Content from the 
Thermal Conduc? vity
With the probe method presented in the previous section we have at 
our disposal two strategies to estimate the thermal conductivity from 
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the temperature response of the soil: one is based on the analysis of 
the heating phase and allows, in principle, also the estimation of the 
volumetric heat capacity; the other is based on the analysis of the cool-
ing phase. As both the thermal conductivity and the volumetric heat 
capacity of the soil depend on the soil moisture, it is possible to infer 
the water content from the estimated thermal properties when reli-
able constitutive relationships are available. Despite the advantages of 
retrieving the soil moisture from the volumetric heat capacity (Bristow 
et al., 1993), an accurate estimate requires knowledge of the inner cable 
radius and of the thermal resistance of the insulator, and a suffi  ciently 
long heating time, which might perturb the soil state by providing a 
large amount of energy. More fundamentally, the exponential depen-
dence of the heat capacity on the intercept of the linear regression 
requires an unrealistically precise estimate of the intercept to obtain 
reliable volumetric heat capacity. For these reasons, we concentrate on 
the use of the thermal conductivity to infer the water content.
Several constitutive relationships to describe the dependence of λ
on the volumetric water content (from now on also indicated with 
θ) exist (see, e.g., Johansen, 1975; Chung and Horton, 1987; Côté 
and Konrad, 2005; Lu et al., 2007; Jougnot and Revil, 2010). Here 
we employ the model from (Lu et al., 2007) (Fig. 1) that expresses 
the thermal conductivity of moist soil as
sat dry dry( )         ,Keλ= λ −λ +λ   [12]
where λdry and λsat are the thermal conductivities of the dry and 
saturated soil, respectively:
( 1.33)
sat
exp 1 ,eK
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  [13]
is the Kersten number (Johansen, 1975); θsat the saturated volumet-
ric water content; and α a parameter that depends on the soil texture.
Error Analysis
Inferring θ from the temperature response to heating involves 
two steps: the fi rst requires the estimation of λ from the analysis 
of the temperature increment as a function of time; the second 
requires the use of constitutive relationships linking λ to θ. To 
assess the accuracy of the measurements it is important to quan-
tify how the errors propagate from the estimated linear-regression 
parameters to θ. Given a linear relationship between ΔT and ln(t), 
ln[t/(t − Δth)] or ln[(t + t0)/(t + t0 − Δth)], a simple linear regres-
sion provides the parameters m and b (the slope and the intercept, 
respectively) of the straight line that minimizes the sum of the 
squared residuals. Assuming a negligible error on the time, the 
variance of the measured temperature increments is
[ ]22
1
1
,
2
N
i i
i
mx b T
N =
σ = + −Δ− ∑  [14]
where the subscript i denotes the ith measurement, and xi = ln(ti) 
for the analysis of the heating phase, xi = ln[ti/(ti − Δth)] and 
xi = ln[(ti + t0)/(ti + t0 − Δth)] for the analysis of the cooling 
phase with and without time correction t0, respectively. Th e uncer-
tainty on the slope and the intercept is obtained by propagating the 
uncertainty on the temperature increments, which yields
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Propagating the uncertainty to thermal conductivity we obtain
22 2
2 2 2 ,
Qm
m Q
λ σσ σ= +λ   [18]
which shows that the relative error on the thermal conductivity is 
simply equal to the relative error on the slope, when the relative 
error on the heat-source strength σQ/Q is negligible. On the other 
hand, the relative uncertainty on the volumetric heat capacity cal-
culated by standard error propagation through Eq. [8], (see, e.g., 
Taylor, 1997) is
Fig. 1. Th ermal conductivity (λ) as a function of the volumetric water 
content (θ) according to model from Lu et al. (2007). Th e black dots 
represent the points acquired in laboratory using the Multi-Function 
Heat Pulse Probes. Th e blue dashed line is the curve with the standard 
value α from Lu et al. (2007) for fi ne soils. Th e solid line is the best fi t 
of the black dots, with parameter αFit. Th e values of θsat, θres, λsat, λdry, α, and αFit are listed in Table 1.
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which is always larger than the relative error on λ. Notice that the 
relative variances of the slope and the intercept are amplifi ed by 
a factor (b/m)2. Th e exponential dependence on the ratio b/m, as 
given by Eq. [8], brings this term to be a multiplier of the uncer-
tainty, unavoidably leading to large errors whenever the ratio is not 
small. Moreover, an accurate estimate of C requires an accurate 
measurement of the (small) external source radius, a, and of the 
thermal resistance of the insulator, R. Propagation of σλ through 
Eq. [13] provides the uncertainty σθ on the retrieved values of θ. 
Assuming unaff ected by error the values of λdry and λsat, the error 
on the volumetric water content is
e
1 1 1
e e
sat dry
d d d
,
d d dK
K K− − −λθ λ
σ λσ = σ = = σθ θ λ −λ θ   [20]
which 
shows that the error on λ is amplifi ed in regions of large water 
content, where dλ/dθ is small.
?Experimental Setup
The Lysimeter and the Soil
Th e deployment of a fi ber optic cable has been performed in a 
weighable lysimeter at EPFL (Fig. 2). Th e lysimeter, a polyester 
tank of height 2.50 m and diameter 1.20 m, is placed on three 
high-accuracy loading cells (not used in this work). Th e top of the 
lysimeter is fl ush with the surrounding soil surface and exposed to 
meteorological forcing. Th e bottom of the lysimeter has been pre-
pared with a fi lter consisting of 0.25 m of gravel topped with 0.25 
m of coarse sand. Th e remaining 2 m have been fi lled with an allu-
vial loam from Conthey, VS, in southern Switzerland. To obtain as 
homogenous as possible packing, the lysimeter was fi lled through 
successive steps each involving a gentle deposition of soil followed 
by several saturation-drainage cycles in an attempt to achieve ideal 
settling. During the fi lling, the lysimeter was equipped with nine 
capacitance-based 5TM probes (Decagon Device Inc.) and nine 
type T (copper-constantan) thermocouples, which were placed in 
the soil at the nine different depths (see Fig. 2). Data were collected 
every 60 s by a Campbell CR5000 datalogger for the 5TM probes 
and by a solid state multiplexer for thermocouples (Campbell 
AM25T) and directly transferred to a PC installed in the base-
ment. Several soil samples were taken to determine particle size 
distribution, bulk density, porosity, and residual water saturation 
(Table 1). Th e dry-soil, λdry, and saturated soil, λsat, thermal con-
ductivity were measured in small samples fi lled with oven-dried 
and saturated soil, respectively, by means of two fi ve-needles multi-
function heat pulse probes (MFHPP) (Mori et al., 2003; Kamai 
et al., 2008); the measured values are in good agreement with 
the values reported by Lu et al. (2007) for a similar type of loam. 
Independent measurements of λ at different soil saturations were 
also obtained with the same technique employed for λdry and λsat. 
A calibrated Lu model was obtained by fi tting the experimental 
data with the free parameter αFit and values λdry and λsat from 
the laboratory measurements. In Fig. 1, the calibrated Lu curve is 
compared with a curve employing the standard value of α for fi ne 
soils from Lu et al. (2007). Th e similarity between Conthey loam 
and fi ne-textured soils is due to the high fraction of fi ne particles 
(smaller than 200 μm) and the low bulk density, which is much 
closer to silt and clay than to pure sand (see, e.g., Lu et al., 2007). 
We observe small diff erence between the two curves at medium 
water contents [between 0.2 and 0.3 (m3 m−3)], where the inferred 
θ can diff er by 0.04 (m3 m−3) depending on the curve employed. 
Th is suggests that Lu’s model with standard values of α provides a 
good approximation and can be used to estimate the water content 
Fig. 2. Th e EPFL weighable 
lysimeter has been equipped 
with several sensors dur-
ing the campaign of sum-
mer 2010. Th e optical fi ber 
(sketched with a blue line) 
is installed in the lysimeter 
forming nine loops at approx-
imate depth indicated in the 
drawing. To obtained inde-
pendent volumetric water 
content measurements, 5TM 
probes (represented by small 
prongs) are also installed in 
the lysimeter at depths 0.3, 
0.8, 0.13, 0.18, 0.25, 0.35, 
0.45, 0.60, and 1 m.
Table 1. Properties of the loam (from Conthey, VS, southern 
Switzerland).
Property† Value Unit
Coarse sand (200–2000 μm) 17‡ %
Fine sand (50–200 μm) 38‡ %
Coarse silt (20–50 μm) 18.3‡ %
Fine silt (2–20 μm) 16.7‡ %
Clay (<2 μm] 10‡ %
θsat 0.43‡ [m3 m−3]
θres 0.08‡ [m3 m−3]
ρb 1.3‡ [kg m−3]
λdry 0.233§ [W m−1 K−1]
λsat 1.579§ [W m−1 K−1]
α 0.27¶ [−]
αFit 0.67§ [−]
† Subscripts: sat, saturation value; res, residual value; dry, dry value; Fit, fi tted value.
‡ Laboratory granulometric analysis.
§ Laboratory tests with heat pulse probes.
¶ Lu et al. (2007). 
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with a reasonable accuracy in cases where a specifi c calibration of 
the model is not available. All soil parameters relevant for this 
study are summarized in Table 1.
DTS and Op? cal Fiber
Th e optical fi ber was installed during the lysimeter fi lling. Th e cable 
used (BRUsteel from Brugg Cable) consists of a stainless steel loose 
tube containing four multimode 50 μm cores and 125 μm clad-
ding fi bers; it is armored with an outer sheath of interlaced metal 
wires, which guarantees fl exibility and high protection in outdoor 
applications, and covered by a polyamide jacket for thermal and 
electrical insulation. Th e external cable diameter is 3.8 mm and 
the total cable length is 280 m. Figure 3 shows the diff erent layers 
characterizing the composite structure of the fi ber cable. Th e fi ber 
optic cable is connected to a DTS ORYX (Sensornet Inc.) which 
employs a laser pulse time of 10 ns corresponding to a spatial reso-
lution of 1 m, and acquires measurements at a frequency of 1/15 
Hz. About 32-m of fi ber optic cable were buried in the lysimeter 
during the fi lling starting at from depth of 0.94 m from the surface. 
Th e cable was installed in a long spiral consisting of twelve rings of 
approximate diameter 0.72 m; the vertical distance between rings 
decreases approaching the surface as sketched in Fig. 2. To preserve 
the shape and the depth of the spiral, the fi ber has been wound 
around some thin bamboo sticks that were temporarily inserted in 
the soil and removed at the end of the fi lling (see Fig. 4). Th is tech-
nique avoided the presence of a permanent rigid structure in the 
lysimeter that could potentially disturb the packing, but the lack 
of anchorage left  the fi ber and the probes free to move during the 
natural settling that unavoidably occurred with time and exposure 
to meteorological conditions (rainfall, wind, evaporation). Since a 
subsidence of about 0.05 m was observed during the 3 mo between 
the end of the fi lling and the experiments, a depth uncertainty of 
about 0.02 m can be realistically estimated with respect to the 
value reported in Fig. 2. Before entering and aft er exiting the soil, 
the cable was immersed in two calibrating baths placed in the base-
ment: a cold bath consisting of ice at temperature −0.4°C and a 
warm bath consisting of water mixed through an aquarium bubbler 
and kept at 21°C by a thermistor. Th e temperatures of the baths 
were monitored by two PT100 (Campbell Sci.) and the averaged 
temperature recorded over the entire duration of the experiment 
(about 24 h) was used to calibrate the optical fi ber. Th e use of cold 
and hot baths allowed calibrating both the off set and the slope. We 
have observed a deterioration of the declared sensitivity of the DTS 
ORYX (0.1°C), which has been estimated of the order of ±0.4°C 
based on the temperature fl uctuations in the calibrating baths (see 
Fig. 5). Th is sensitivity loss can be due, for instance, to slight diff er-
ences in the vibrational energy between the molecules that cause 
a broadening of the Stokes and Anti-Stokes Raman peaks; to the 
diff erential attenuation that leads to changes in the input-output 
intensity ratio; or to the intensity loss in the transmission due to 
the splicing between the connectors and the fi bers.
Fiber Hea? ng and Probe-Method 
Measurements
To generate the heat source necessary for the probe method, the 
metal sheath was heated allowing an electric current to f low 
through the buried portion of the cable. A few centimeters of the 
Polyamide cover were removed at the two points immediately out-
side the soil; two small battery clamps were fi xed to the uncovered 
metal sheath of the BRUsteel and plugged to the domestic electric 
network at 230 VAC. To avoid shock risks, the clamps were put in 
two boxes for electric cable fi lled with foam for thermal insulation. 
To reduce both the applied voltage and the current intensity along 
the sheath, a power consumer with two regulations was connected 
to the circuit. A switch allowed the electric current to start/stop, 
while a Voltmeter and an Amperometer monitored voltage and 
current intensity, respectively. Of the six heating events performed 
over a 24-h period (from the aft ernoon of 28 October through the 
morning of 29 Oct. 2010), three had an electrical voltage of 63 V 
and three a more intense voltage of 115.6 V. Since the measured 
resistance of the metal sheath is 0.365 Ω m−1, the dissipated power 
can be calculated to be about 11 W m−1 and 36 W m−1 for the low 
and high voltage events, respectively. Th ese powers are of the same 
order of magnitude as those applied by Weiss (2003) and Sayde et 
Fig. 3.  Th e BRUsteel cable. From left  to right: the nylon jacket (1), the 
inter-laced steel wires (2), the stainless steel loose tube (3), the four 
multimode fi bers (4). In (3) is applied the electrical heating. From 
Brugg Cables (http://www.bruggcables.com), technical sheet of the 
BRUsteel fi ber cable.
Fig. 4. Installation of the fi ber optic cable. During uniform packing of 
the lysimeter, the soil is saturated and the fi ber optic cable is wrapped 
around a bamboo-stick structure, which is removed aft er fi lling.
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al. (2010), i.e., 20 W m−1. All heating events lasted Δth = (120 ± 
1) s and were followed by long cooling periods.
?Results
Temperature Measurements during Hea? ng 
and Cooling
Th e temperature profi le along the whole fi ber optic cable length is 
shown in Fig. 5 for several times during one of the heating events. 
From the profi le, the calibrating baths are clearly visible, and it is 
possible to identify the heated portion of the cable as the section 
between the lengths 219 m and 250 m. Due to the partial burial 
of the fi ber optic cable, the two extreme values of this portion 
are excluded from the following data analysis. Th e length of the 
fi ber considered is therefore 30 m (larger fi ber-length values cor-
respond to deeper soil). In this section, the temperature response 
of the soil to the heating is clearly visible, and shows a more rapid 
increase and larger temperature increments close to the surface. 
Th is indicates a lower thermal conductivity near the surface, which 
is consistent with the typically lower volumetric water content of 
the shallower soil. An example of measured temperature-increment 
profi les along the buried section of the fi ber optic cable during 
cooling is shown in Fig. 6. As in the heating phase, the shallow 
soil displays a reduced ability to transfer heat and the temperature 
relaxation to its value before heating is slower. Compared to the 
heating phase which has a duration of 120 s, the cooling phase is 
longer 300 s aft er heating stopped the temperature-increment is 
still well-visible. Aft er 800 s, the temperature-increment reduces to 
zero almost everywhere, except close to the surface where a small 
positive increment is detectable. The temperature increments 
observed during our experiments were of the same magnitude as 
those measured in other studies (e.g., Weiss, 2003 and Sayde et al., 
2010). Note that the temperature measured by the optical fi ber 
during heating and cooling is not the temperature of the soil. Due 
to the presence of the polyamide jacket, which acts as an insulation 
layer (see Estimation of Th ermal Properties by the Probe Method), 
the actual temperature increment in the soil is smaller and it is 
unlikely that it can induce rapid water redistribution around the 
fi ber optic cable.
Determina? on of the Thermal Proper? es by 
the Probe Method
Th e soil-temperature response to the heat pulse is used to deter-
mine the thermal properties of the soil. Th e probe method can be 
applied both to the heating and the cooling phase by employing the 
asymptotic solutions for late time (Eq. [8] and [10], respectively). 
For the data collected in this experiment, a tentative analysis of 
the heating phase showed that the duration Δth = 120 s was too 
short to approach the asymptotic solution. Th is was verifi ed by 
plotting ΔT(ti) − ΔT(ti−1 )/ln(ti)−ln(ti−1) as a function of ln(ti) 
for all the times ti at which temperature measurements were avail-
able (seven per heating event). Th is diagnostic plot (not presented 
here) showed that this quantity was decreasing during the entire 
heating phase, which indicates that the asymptotic solution was 
not approached within 120 s. In contrast to the heating phase, the 
cooling phase offers the advantage of longer duration and more 
rapid approach to the asymptotic solution (see the discussion at 
the end of Estimation of Th ermal Properties by the Probe Method, 
which shows how the fi rst term neglected is order lnτ/τ2 instead 
of order lnτ/τ). On the other hand, the signal-to-noise ratio tends 
to decrease at later time, such that the fi rst point to be included in 
the linear regression to estimate the thermal conductivity has to 
be carefully chosen. Th e diagnostic plot employed for the heating 
phase is not eff ective for the cooling phase because the diff erences 
Fig. 5. Temperature profi les measured by the optical fi ber during a 
heating pulse. Th e subplot shows the temperature in the cold bath 
which displays fl uctuations on the order of ± 0.4°C around the mean 
value of −0.41°C (dashed line, measured with PT100 probe ± stan-
dard deviation over the entire experiments duration).
Fig. 6. Temperature increments, T(t) − T (t = 0), measured by the 
fi ber optic cable during cooling (heat pulse stopped at Δth = 120 s). 
Th e dashed line highlights the interface between two zones showing 
different responses to the heat pulses: in the shallower zone (approxi-
mately the initial 9 m of the buried fi ber) temperature sensitively 
increases during heating, whereas the deeper zone shows a limited 
temperature increment.
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between temperature increments become very small for t >> Δth
due to the unfavorable signal/noise ratio. To verify the degrees of 
accuracy of the asymptotic approximation, we compare the ther-
mal conductivity values obtained considering only temperature 
increments measured aft er a threshold time, tthr > Δth. By increas-
ing the threshold, the estimated values of thermal conductivity 
tend to the asymptotic value, whereas the uncertainty increases 
due to the fewer data points employed and, most importantly, to 
the deterioration of the signal/noise ratio. Th e diagnostic plots for 
the linear regressions of the three cooling events yielded similar 
results and revealed a good repeatability of the experiment, which 
is a direct consequence of the minor water-content variations over 
the entire period. As the three cooling events yielded statistically 
consistent estimates, we decided to perform a simultaneous linear 
regression of all data, which allows a signifi cant reduction of the 
statistical uncertainty by increasing the number of data points. All 
the results presented in the remainder of the paper are obtained by 
simultaneous analysis of the three cooling events. Figure 7 shows 
the diagnostic plot from simultaneous linear regression of the three 
cooling events. Th e thermal conductivity is plotted as a function 
of the threshold time (i.e., as a function of the time from which 
temperature increments are included in the linear regression) for 
two representative meters of fi ber, one close to the surface and the 
other close to the bottom of the spiral of fi ber optic cable. For 
both fi ber intervals, the estimated thermal conductivities initially 
grow when the threshold time is increased, which indicates that 
the temperature increment is not yet asymptotic and that the ther-
mal conductivity is systematically underestimated. Aft er a certain 
threshold time, the estimated thermal conductivities remain con-
stant within statistical uncertainty. Th e threshold aft er which the 
estimated λ values remain constant is the optimal starting point, 
because it is consistent with the assumption that the solution is 
asymptotic and allows to minimize the uncertainty propagation 
to the slope which tends to rapidly grow if the threshold is raised 
further. Indeed, as it is evident from the error analysis in Error 
Analysis, the points characterized by larger xi = ln[ti/(ti − Δth)] are 
more eff ective in reducing the propagation of the variance of the 
measured temperature increments to the uncertainty of m (Eq. [15] 
and [17]); in contrast the use of points characterized by small xi = 
ln[ti/(ti − Δth)] leads to small Δ (Eq. [17]). (Note that a smaller 
slope uncertainty does not necessarily mean that the hypothesis 
of linear dependence is better satisfi ed, as it is evident from Fig. 
7). Th e threshold values are 170 s and 90 s for the shallower and 
the deeper fi ber meter, respectively. Th e diff erent thresholds for 
the shallower and deeper measurements is due to the fact that, for 
the solution to be asymptotic, we have to require that t − Δth >> 
a2c/λ, and shallower soil is drier and has lower λ. According to the 
results of the diagnostic plot, Fig. 7, and to account for the diff er-
ence between dry and wet soil, we have chosen a threshold of 170 
s for the fi rst 9 m of optica fi ber (in dryer soil) and a threshold of 
90 s for the remaining part of the fi ber. Th e estimated thermal con-
ductivities are plotted in Fig. 8 (blue squares) as a function of the 
fi ber length and show an abrupt transition from a region of lower 
to a region of higher thermal conductivity around the 0.2-m depth.
Determina? on of Thermal Proper? es with 
Time Correc? on
If the asymptotic limit of Eq. [9] is not yet reached, the analy-
sis above leads to a systematic underestimation of the thermal 
conductivity as it can be clearly observed from Fig. 7. Since the 
diagnostic plot suggests that the data are not yet strictly asymp-
totic, we repeat the analysis introducing a time correction, t0, in 
Eq. [11] (Van der Held and Van Drunen, 1949; deVries, 1952). Th e 
standard method to infer t0, which is based on an analysis of the 
increment ratio Δt/ΔT (see, e.g., Van der Held and Van Drunen, 
1949), has proven inapplicable to our data due to the large fl uctua-
tions of the increment ratio at later time. Th erefore, we proceed 
diff erently and perform a nonlinear regression of ΔT as function 
of t with two free parameters, t0 and λ. (For this purpose we have 
used the nonlinear-regression package cft ool of MATLAB; http://
www.mathworks.ch/help/toolbox/curvefi t/cft ool.html; accessed 
February 2012 ). Th e uncertainty on λ (indicated by the error 
bars in Fig. 8) is calculated from the equations presented in the 
Error Analysis section assuming that the uncertainty on t0 can be 
neglected. As for the case without time correction, we determine 
the optimal threshold time from a diagnostic plot analogous to 
the one in Fig. 7. Th e threshold time, tthr, is determined indepen-
dently for each meter of the optical fi ber and varies between 45 s 
and 100 s in shallower soil (above the abrupt transition in thermal 
conductivity), and between 15 s and 45 s in deeper soil. Th e values 
of t0 are all negative and range from −26 to −66 s close to the sur-
face, and from −12 to −24 s toward the bottom of the fi ber optic 
cable coil. Note that these threshold times are signifi cantly shorter 
than those from the analysis without t0, indicating that earlier data 
can be employed to obtain an accurate estimate of the thermal 
Fig. 7. Diagnostic plots of two representative sections of the optical 
fi ber: one at the bottom of the coil (meter 248, blue), the other close to 
the surface (meter 226, red). Th e thermal conductivity is plotted as a 
function of the time from which temperature increments are included 
in the linear regression. Shown are the results for three cooling events 
considered together. Th e dashed vertical lines indicate the time aft er 
which the estimated thermal conductivities are consistent within sta-
tistical uncertainty (i.e., 90 s for the deeper and 170 s for the shallower 
fi ber section, respectively).
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conductivity. Negative values of the time correction, t0, in Eq. [11] 
have also been found in previous studies (e.g., Van der Held and 
Van Drunen (1949) and Bristow et al. (1994)) and confi rm that the 
data analyzed are not yet asymptotic. More negative values close to 
the surface indicate that in dry conditions the asymptotic regime 
is reached later than in wet conditions, when the time corrections 
are closer to zero. Th e results of this analysis are plotted in Fig. 8 
and show that the estimated thermal conductivity is systematically 
larger and the statistical error signifi cantly reduced compared to 
the results obtained without time correction.
Es? mate of the Volumetric Water Content
According to the constitutive relationships in Fig. 1, the variation 
of thermal conductivity along the fi ber indicates the presence of a 
variably wetted soil (under the assumption of constant soil texture 
and bulk density), with a clear distinction between the drier zone 
around the initial nine meters of fi ber optic cable (shallower soil) 
and the wetter zone (deeper soil). Th e volumetric water contents 
obtained by inverting the calibrated Lu’s model (solid line in Fig. 1) 
are presented in Fig. 9 as a function of the fi ber depth, which has 
been estimated from the geometry of the coil. Th e error bars indi-
cate the error propagation obtained from Eq. [20]. Th e error on θ is 
smaller in the dryer region, grows in the wet region, and exhibits a 
maximum at about 0.54 to 0.58 m from the surface for both cases. 
Th is larger error is due to the dependence of σθ on |dKe/dθ|−1 (Eq. 
[20]) which amplifi es the uncertainty in a region where the constitu-
tive relationship is rather fl at. In Fig. 9 the results obtained both with 
and without time correction are compared with the volumetric water 
contents independently measured by nine 5TM probes. Th e analysis 
without time correction t0 yields a systematic underestimation of 
the water content, whereas the agreement between DTS and 5TM 
probes is substantially improved when t0 is introduced. In particular, 
between 0.2 and 1 m the agreement is excellent, with an accuracy of 
0.04 (m3 m−3) in the worst case at the 0.6-m depth. At depths shal-
lower than 0.2 m, both analysis (with and without time correction) 
noticeably underestimate the volumetric water content.
?Conclusions
Th rough analysis of the cooling phase of a heated optical fi ber we 
have estimated the thermal conductivity of the soil and inferred the 
volumetric water content. Th e approach relies on the use of asymp-
totic solutions for the propagation of heat and on the availability 
of reliable models (Lu et al., 2007) to relate thermal conductivity 
and soil moisture. Comparison with independent measurements 
of soil moisture (obtained using 5TM probes) demonstrated that 
AHFO measurements underestimate the water content in drier 
soils. Th is is due to the longer time required for the temperature 
increment to become asymptotic in poorly conductive media. In 
wetter soils, however, the estimation of volumetric water content 
was excellent. In this region, the introduction of a time correction 
allows to reduce the statistical uncertainty of volumetric water con-
tent measurements below 0.02 (m3 m−3). For future application of 
the AHFO method, there are areas for improvement. One should 
make use of longer heating and cooling events to allow a more 
sound application of the asymptotic solutions to the temperature-
increment evolution in dry soils. Note that the asymptotic analysis 
off ers the advantage of not requiring one to account for the eff ects 
of the polyamide insulator. Th e BRUsteel cable consists of a central 
steel loose tube protected by steel interlaced wires and by 0.3 mm 
of nylon jacket. Th e eff ect of this composite structure has been 
clearly observed at early time when the measured temperature 
increment was uniform along the entire cable and infl uences the 
behavior of pre-asymptotic temperature increments. To reduce the 
statistical uncertainty of the method and the error propagation on 
the estimated volumetric water content ideally more data points 
should be used in the linear regression. Th is can be addressed in 
practice by allowing for longer heating and cooling phases and 
making use of DTS devices that measure with higher frequency 
Fig. 9. Volumetric water contents at diff erent depths estimated from 
thermal conductivities by inversion of the Lu et al. (2007) model 
with calibrated parameter αFit for the case of λ inferred with t0 (dia-
monds) and without (squares). Circles represent the independent 
5TM measurements.
Fig. 8. Estimated thermal conductivities as a function of the fi ber 
length in the case with time correction t0 (red diamonds) and with-
out (blue squares).
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than the one employed in the present study. Th e results presented 
here are very encouraging and demonstrate that the error can be 
reduced and a good estimate of volumetric water content can be 
obtained in wet soils by employing a time correction. Future stud-
ies should allow for longer heat pulses to improve the signal/noise 
ratio. Th is will also require an assessment of the effects of larger 
heat supply on soil water redistribution.
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7 Conclusions and Future Work
The dissertation focused on the investigation of the tight coupling between heat transfer and
moisture dynamics in soils. The results presented are based on both theoretical-numerical
analysis and field and laboratory measurements. Particular attention has been dedicated to: (i)
numerical investigations of water vapor dynamics close to the soil surface; (ii) measurement
of key components of energy and moisture transport at different spatiotemporal scales; (iii)
analytical-numerical study of both prognostic and diagnostic methods to optimize their use.
In Chapter 2 we showed that the successfully estimate of the vapor fluxes (impossible to
measure directly) from the residuals of discrete mass and/or energy balances is strongly lim-
ited by discretization errors. Residuals of the same order (or larger) may arise if finite difference
approximations are used to compute fluxes and storage terms from discrete measurements,
leading to a misinterpretations of the underlying physical process.
We demonstrated that residuals are very sensitive to the distance between the measurements
and to the presence of nonlinear processes, which suggests the use of the energy balance
instead of mass balance for residuals estimate. A careful assessment of the discretization
errors is crucial for both diagnostic (results validation) and prognostic (experiments setup)
use.
Misinterpretations of the physical processes arise not only because of an improper inter-
pretation of the measurements, but also because measurements of fundamental quantities
are of poor quality. Ground heat flux and soil moisture are two critical indicators of energy
and moisture transfer in soil, and require to be accurately measured at whole scales.
In Chapter 5 we proved that ground heat flux, which is generally underestimated by classical
probes (e.g. ground heat flux plates), is properly measured in both intensity and direction by
multi functional heat pulse probes (MFHPPs), which can also provide soil moisture values.
MFHPPs measure small soil volumes between equally spaced thermistors, and are therefore
only weakly affected by discretization errors.
However, to monitor soil state in large-scale field applications, MFHPPs are not effective
because of their small footprint, and other instrumentations are required.
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Chapter 7. Conclusions and Future Work
In Chapter 6 we investigated the possibility to infer distributed thermal conductivity and
soil moisture profiles along a fiber optic cable, by applying the active distributed temperature
sensing (ADTS) method. We showed good agreement with independent measurement in
wet and intermediately wet soils, but a significant underestimation in dry conditions, which
remains partially unexplained and requires further investigations.
In Chapter 3 we demonstrated the impossibility for the classical water-retention curves which
approach infinite at residual saturations to properly describe the moisture-limited evapora-
tion regime, which is typical of dry soils and dominated by vapor. By employing modified
water-retention curves that allow vapor transport below residual saturation, we showed that
simulations are more consistent with experiments, and predict vapor fluxes three times larger
than the classical models.
In Chapter 4 we extended the comparison between classical and modified retention curves to
the case of soils exposed to the diurnal atmospheric forcing. We established that the modified
retention models predict larger evaporation, but also larger sensible and ground heat fluxes
which might have implications for large-scale and global circulation models.
In summary, the present dissertation provided new insights into soil moisture and energy
dynamics. We focused on three main sources of misinterpretations of physical processes
(errors on measurements, errors on the use of measurements, errors on numerical parameter-
izations) which may have likely prevented from satisfactorily describing the coupled energy
and mass transport, and we provided solutions. We proved that more reliable measurements
can be obtained on a variety of spatiotemporal scales (Chapter 5 and Chapter 6), and we
provided both diagnostic and prognostic methods to optimize their use (Chapter 2). Finally,
we suggested an important improvement to be implemented in numerical model for better
describing the vapor transport during dry regimes. The combined effects of these insights
may certainly help to overcome the issues related to the modeling/measuring of vapor fluxes
at the soil surface.
Many new questions and research opportunities emerged from this thesis.
An interesting challenge is certainly represented by the investigation of the ADTS method
in the dry zone close to the soil surface. MFHPPs could be used in the same soil layer for
comparison since, despite the different footprint, are based on the same principle.
Another interesting challenge is to obtain accurate matric potential measurements below
residual, in order to carefully assess the shape of the extension of the water retention curves.
As we demonstrated in Chapter 3, the predictions may differ significantly according to the
model employed.
Proper implementation in large scale coupled land-surface models of the energy and moisture
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dynamics in soils requires to account for the extended water-retention curves provided in
Chapter 3 and Chapter 4. As demonstrated, their impact on large scale phenomena such as
evaporation, precipitation and runoff might be crucial.
Finally, attention should be focused on the validity of the local equilibrium assumption which
we always invoked in this thesis and which considers an instantaneous phase change between
liquid and vapor. At the soil surface this assumption is inaccurate and non-equilibrium mod-
els, allowing a relaxation time for the phase change should be implemented.
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A Other Author’s Contribution
In this appendix is attached the full text of Lunati et al. [2012].
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On the use of spatially discrete data to compute energy
and mass balance
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[1] In many practical applications the state of ﬁeld soils is monitored by recording the
evolution of temperature and soil moisture at discrete depths. We theoretically investigate
the systematic errors that arise when mass and energy balances are computed directly from
these measurements. We show that, even with no measurement or model errors, large
residuals might result when ﬁnite difference approximations are used to compute ﬂuxes and
storage term. To calculate the limits set by the use of spatially discrete measurements on the
accuracy of balance closure, we derive an analytical solution to estimate the residual on the
basis of the two key parameters: the penetration depth and the distance between the
measurements. When the thickness of the control layer for which the balance is computed is
comparable to the penetration depth of the forcing (which depends on the thermal
diffusivity and on the forcing period) large residuals arise. The residual is also very
sensitive to the distance between the measurements, which requires accurately controlling
the position of the sensors in ﬁeld experiments. We also demonstrate that, for the same
experimental setup, mass residuals are sensitively larger than the energy residuals due to the
nonlinearity of the moisture transport equation. Our analysis suggests that a careful
assessment of the systematic mass error introduced by the use of spatially discrete data is
required before using ﬂuxes and residuals computed directly from ﬁeld measurements.
Citation: Lunati, I., F. Ciocca, and M. B. Parlange (2012), On the use of spatially discrete data to compute energy and mass balance,
Water Resour. Res., 48, W05542, doi:10.1029/2012WR012061.
1. Introduction
[2] Conservation laws are of great importance in the
description of physical systems: quantitative predictions
are based on mathematical models that describe the evolu-
tion of conserved quantities such as mass, momentum com-
ponents, or energy. When comparing with experimental
data, conservation principles can be invoked either to eval-
uate the quality of the model (an incomplete balance might
indicate that additional physicochemical processes need to
be considered), or to estimate, from the residual, quantities
that cannot be directly measured (typically ﬂuxes).
[3] Since conservation laws can be satisﬁed only within
the experimental accuracy, it is important to establish how
different error sources limit the accuracy of the experimen-
tal balance. A typical example of the difﬁculties in closing
conservation laws with ﬁeld data is the energy-budget prob-
lem at the land surface [e.g., Foken, 2008], where the role
played by the ground heat storage term to obtain a reliable
heat ﬂux estimate has become evident [Heusinkveld et al.,
2004; Liebethal et al., 2005].
[4] There are several possible error sources in ﬁeld data:
measurement errors (due to the limited accuracy of the
instrument or inaccurate calibration); modeling errors (e.g.,
due to an incomplete physical description or inappropriate
boundary conditions); or parameter uncertainty (accentuated
by the presence of heterogeneous structures, which can be
treated in a stochastic framework, e.g., by applying kriging
for spatial interpolation [Matheron, 1973]). Here we investi-
gate the error introduced by the use of spatially (and tempo-
rally) discrete measurements to compute ﬂuxes and storages.
[5] Discrete ﬂuxes have been extensively used in the
gradient method [Tanner, 1963] to compute heat ﬂux in
ﬁeld soils [e.g., Kimball et al., 1976; Cobos and Baker,
2003; Liebethal et al., 2005; Assouline et al., 2010] or
snow [e.g., Jeffries and Morris, 2006; Sturm et al., 2001],
and, more recently, diffusive ﬂuxes of greenhouse gases dur-
ing soil respiration [Hirano, 2005; Barron-Gafford et al.,
2011; Wolf et al., 2011]. The residual of discrete balance
equations is also often used to estimate sensible [Sharratt
et al., 1992] or latent heat ﬂux at the land surface [Mayocchi
and Bristow, 1995; Castellv⁄ and Snyder, 2010]; vapor ﬂuxes
in ﬁeld soils [Parlange et al., 1998; Cahill and Parlange,
1998]; subsurface soil water evaporation [Heitman et al.,
2008a, 2008b]; or ground surface temperature [Bhumralkar,
1975; Lin, 1980].
[6] The use of quantities (ﬂuxes or storage) estimated
directly from discrete measurements makes these approaches
prone to discretization error. Although it is well known from
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numerical analysis that this error can be arbitrarily reduced
by decreasing the distance between the measurement points,
in practice several physical limitations (e.g., the ﬁnite size or
the ﬁnite footprint of the sensors) and logistic constraints
(e.g., the maximum number of probes available or managea-
ble in a ﬁeld campaign) set an upper limit to the highest pos-
sible spatial resolution. Therefore, it becomes important to
assess not only the order of the discretization scheme, but
also the absolute value of the error that is introduced and
depends on initial and boundary conditions.
[7] In section 2 we consider the idealized case of heat
conduction under harmonic temperature forcing; the soil is
assumed semi-inﬁnite with homogenous heat capacity and
thermal conductivity such that the solution depends only on
the time and the vertical coordinate, and the problem can
be analytically solved. Due to the mathematical similarity
between Fourier’s, Darcy’s, Fick’s, and Ohm’s laws, the
analysis can be easily extrapolated to the case of Darcian
ﬂow, Fickian diffusion, or Ohmic electric current.
[8] In real ﬁeld soils, however, the diurnal cycle causes
not only heat conduction, but also mass ﬂow, in which soil-
moisture dynamics plays an important role. In section 2.4
we consider the more complex case of coupled heat and
moisture transport. Although it is again assumed that the
soil is homogeneous, model parameters vary in space due
to variation of soil moisture and temperature, which evolve
in time. Also in this case, we assume horizontal homogene-
ity and the problem is reduced to one-dimensional vertical
balance equations, as it is common praxis in most ﬁeld data
analyses.
2. Heat Conduction With Harmonic Forcing
[9] We consider heat conduction in a homogenous semi-
inﬁnite medium without internal sources. Under these
assumptions, the ﬂux is proportional to the vertical temper-
ature gradient, i.e., jz ¼ @zT (horizontal ﬂuxes are zero),
and the thermal energy density can be expressed as
m ¼ cv T . Although we speciﬁcally investigate the heat
equation, the analysis presented here naturally applies to
any conserved quantity whose mass balance include a dif-
fusive term (e.g., Darcian ﬂow, Fickian mass transport, or
Ohmic charge transport).
[10] Since the volumetric heat capacity cv and the ther-
mal conductivity  are constant, the energy balance equa-
tion takes the form
@
@t
Tðz; tÞ ¼ D @
2
@z2
Tðz; tÞ; (1)
where we have deﬁned the thermal diffusivity D ¼ =cv.
Equation (1) is the classic heat transfer equation, which has
been extensively studied [e.g., Carslaw and Jaeger, 1959].
Here we are interested in the temperature evolution when
the surface forcing is a harmonic function of time, i.e.,
Tð0; tÞ ¼ TsðtÞ ¼ Ascos!t; (2)
where As is the amplitude at the surface, ! ¼ 2= is the
angular frequency, and  is the period of the forcing. Under
these assumptions and at sufﬁciently large times, the
solution is independent of the initial conditions and takes
the simple form
Tðz; tÞ ¼ Asekz cosð!t  kzÞ; (3)
where
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
!=2D
p
is the wave number, and k1 is called penetration depth.
Equation (3) describes an exponentially damped tempera-
ture wave penetrating the medium with constant velocity
!=k ; in other words, temperature oscillations decrease
exponentially with the depth, while maxima and minima
are delayed by a time interval that increases linearly with
the depth. We remark that in the more general case of forc-
ing terms involving multiple frequencies (i.e., also for arbi-
trary forcing terms which can be decomposed into its
constituent frequencies via a Fourier transform), each fre-
quency can be analyzed independently as long as the prob-
lem can be considered linear.
2.1. Exact Energy Balance for a Layer of Finite
Thickness
[11] Let us consider the horizontal layer between depth
zT and zB. The energy balance (per unit horizontal area) for
the layer can be obtained by integrating equation (1) over
the depth interval ½zT ; zB. To simplify calculations that
involve trigonometric functions, we work in complex nota-
tion and deﬁne the temperature solution (equation (3)) as
the real part of the complex function
ðz; tÞ ¼ Asekzeið!tkzÞ; (4)
which is solution of a heat transfer equation analogous to
equation (1), i.e., @t ¼ D@zz, but with complex forcing
ð0; tÞ ¼ Asei!t. The storage term is the real part of
QðtÞ ¼ c
Z zB
zT
@
@t
ðz; tÞdz; (5)
and the ﬂux difference the real part of
FðtÞ ¼ 
Z zB
zT
@2
@z2
ðz; tÞdz ¼ ½f ðzT ; tÞ  f ðzB; tÞ; (6)
where the real part of
f ðz; tÞ ¼  @
@z
ðz; tÞ ¼  kðiþ 1Þðz; tÞ (7)
is the ﬂux at depth z and time t.
2.2. Finite-Difference Approximation
[12] In practice, temperature measurements are available
at few discrete locations and only approximate energy stor-
age and ﬂuxes can be computed. Let us suppose that data
are available at three different depths (zU, zC, and zD) as
depicted in Figure 1. In this case, only ﬁnite difference
approximations of the ﬂuxes can be computed. A ﬁrst-order
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ﬁnite-difference (FD) approximation of equations (5) and
(6) yields
QFDðtÞ ¼ zc d
dt
ðzC ; tÞ ¼ i!zcðzC ; tÞ (8)
and
FFDðtÞ ¼ 
2z
ðzD; tÞ ðzC ; tÞ
ð1 Þ 
ðzC ; tÞ ðzU ; tÞ

 
; (9)
respectively.
[13] With three temperature measurements, higher-order
approximations of the storage term can be computed by lin-
ear interpolation of temperature proﬁle between measure-
ments points, which yields the linearly interpolated ﬁnite-
difference (LFD) approximation
QLFDðtÞ ¼ i!zc 3
4
ðzC ; tÞ þ 1
4
½ðzU ; tÞ þ ð1ÞðzD; tÞ
 
:
(10)
[14] Note that both equations (9) and (10) depend on the
parameter , which measures the relative position of zC in
the layer: if  ¼ 1=2 the layer is centered on zC ; if
 < 1=2, zC is closer to the top of the layer ; and if
 > 1=2, zC is closer to the bottom (Figure 1).
2.3. Direct Flux Measurement (DM) and Force-
Restore Method Approximation
[15] Since it is experimentally possible to measure heat
ﬂux, e.g., by employing a heat ﬂux plate (HFP), it is of in-
terest to consider an experimental setup in which ﬂuxes and
temperatures are measured at depth zT and zB (Figure 1).
Our goal here is to isolate the effects of the discretization
error on the energy balance closure, therefore, we neglect
the problem of the accuracy of HFP measurements, includ-
ing the issues related to the determination of soil properties
and distortion of heat ﬂow ﬁeld [Philip, 1961; Fuchs and
Hadas, 1973]. We simply assume that ﬂux measurements
at depth zT and zB are available, such that f ðzT ; tÞ and
f ðzB; tÞ are known exactly.
[16] Under these optimistic assumptions, the only error
originates from the discretization storage term, which can
be approximated as the real part of
QDMðtÞ ¼ i!zc½wðzB; tÞ þ ð1 wÞðzT ; tÞ: (11)
[17] The parameter w has been introduced to consider
the cases in which the temperature is measured at a single
depth or at both depths. The case w ¼ 1=2 corresponds to a
linear temperature interpolation in the layer; if zT ¼ 0 this
discretization corresponds to the one employed in the
formulation of the force-restored method by Lin [1980].
(From equation (7) it is straightforward to show that f ðz; tÞ ¼
Dk½@tðz; tÞ=!þðz; tÞ.) If temperature is measured at a
single location, we have either w ¼ 0 or w ¼ 1; if zT ¼ 0,
the case w ¼ 1 corresponds to the original force-restore
method of Bhumralkar [1975].
2.4. Energy Residual
[18] If storage and ﬂux terms were exactly known (equa-
tions (5) and (6)) the residual is identically zero, QðtÞ
FðtÞ  0. In practice, however, only approximate storage
and ﬂuxes can be computed from discrete data, and the
energy balance does not close exactly. The energy budget
errors, which originates from discretization and depends on
the forcing frequency and on medium properties, can be
easily quantiﬁed by computing the relative residual.
[19] For the ﬁrst-order ﬁnite-difference approximation,
the energy residual normalized by the amplitude of the stor-
age term is given by the real part of
RFDðtÞ ¼ QFDðtÞ  FFDðtÞjQFDj ¼ rFDð; kzÞ
QFDðtÞ
jQFDj ; (12)
which is a harmonic function of time with angular fre-
quency ! equal to the forcing term. The complex function
rFD ¼ 1 FFQ=QFQ (whose analytic expression is given in
Appendix A) depends on the relative position of zC in the
layer  and on dimensionless layer thickness kz, i.e., the
layer thickness normalized by the penetration depth 1=k.
The modulus of rFD is the amplitude of the normalized re-
sidual jrFDj ¼ jRFDj, whereas its argument FD ¼ argðrFDÞ
is the phase shift with respect to the storage term QFD.
(Note that QFD has a positive phase shift, =2, with respect
to the temperature at zC).
[20] Figure 2 shows the temporal evolution of storage,
ﬂux difference, and residual over one period for a harmonic
diurnal forcing ( ¼ 24 h). A thermal diffusivity of 4 
107 m2 s1, typical of soil, is used and it is assumed that
the layer thickness is 7.5 cm and the central measurement
lies 4.5 cm from the top of the layer ( ¼ 3=5). In this
example, the amplitude of the energy residual is 22% of the
approximate storage-term amplitude, and a negative phase
shift of about 7.5 h with respect to the approximate storage
term.
[21] This simple example shows that the balance cannot
be easily closed with discrete data even in absence of
Figure 1. The control interval for the ﬁnite difference
(FD, left) and the direct ﬂux measurement (DM, right)
methods.
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modeling and measurement errors; in ﬁeld conditions
energy budget is not expected to close exactly for a layer of
arbitrary ﬁnite size. The penetration depth is a key parame-
ter to determine the energy residual for a given layer thick-
ness or to estimate the maximum thickness required to
keep the residual below a desired threshold. The penetra-
tion depth depend both on the properties of the medium
and on the forcing period (the values corresponding to dif-
ferent land-surface materials are reported in Table 1). For
measurements in ﬁeld soils under the natural diurnal solar
forcing, the 1 day period is particularly relevant and corre-
sponds to a penetration depth that typically ranges from 6
to 12 cm.
[22] The dependence of the normalized residual on the
dimensionless layer thickness is shown in Figure 3, where
the residuals of the ﬁrst-order ﬁnite-difference jRFDj, the
linear ﬁnite-difference jRLFDj, and discrete ﬂux measure-
ments jRDMj approximations are compared. (The deﬁnition
of jRLFDj and jRDMj are analogous to equation (12) and are
given explicitly in Appendix A.) For a layer thickness of the
order of the penetration depth, kz  1, the energy-budget
error can be severe. The FD approximation of the residual
varies between 10% and 50% of the storage term depending
on , and it remains between 10% and 20% of the storage
term when the LFD approximation is employed for the stor-
age term. For a given dimensionless thickness, the residual
is very sensitive to the position of the midsensor. If the mid-
sensor is exactly in the center of the layer,  ¼ 1=2, the
error decrease quadratically when the dimensionless thick-
ness is decreased, whereas it decreases only linearly if
 6¼ 1=2 (see Appendix A and Figures 3a and 3b).
[23] When direct information on the ﬂuxes is available,
one can use the DM approximation. In this case, relying
only on single temperature measurements (at the top, w ¼ 0,
or at the bottom, w ¼ 1, of the interval) leads to severe
unbalance (Figure 3c). Only the choice w ¼ 1=2, corre-
sponding to a linear temperature interpolation in the layer,
gives acceptable results with an error of the order of 20% of
storage-term amplitude for layer thickness equal to the pene-
tration depth.
3. Soil-Moisture and Energy Balance Under
Evaporative Conditions
[24] In this section we consider the more complex case
of a partially saturated soil subject to temperature and evap-
orative forcing. The evolution of the soil state is described
by a system of coupled equations for mass and energy con-
servation. According to the standard models used in the
description of ﬁeld soils [e.g., Philip and de Vries, 1957;
de Vries, 1958], we describe the state of the soil by the (liq-
uid) soil moisture L (volume occupied by the liquid water
divided by the total volume) and by the temperature.
[25] The conservation equation for the total soil mois-
ture, which includes both the liquid and the vapor compo-
nent, can be written as
@
@t
½	LðTÞL þ 	V ðL; TÞð LÞ ¼
 @
@z
½jLðL; TÞ þ jV ðL; TÞ;
(13)
where  is the porosity; 	L and 	V are the density of the
liquid and vapor, respectively; and jL and jV are the liquid
and vapor ﬂux, respectively. In equation (13) we assume
that vapor and liquid are in thermodynamic equilibrium
and neglect vapor advection (see Appendix B).
Figure 2. Storage term (dashed line), ﬂux term (dot-
dashed line), and residual (solid) line as a function of time
(period fraction). The medium has thermal diffusivity D ¼
4  107 m2 s1 and the forcing term has period  ¼ 1d,
which results in a penetration depth 1=k ¼ 10:5 cm; the
layer thickness isz ¼ 7:5 cm (kz ¼ 0:72) and  ¼ 3=5.
Under these conditions the amplitude of the dimensionless
residual is jRFDj ¼ 0:22 and the phase shift FD=2 ¼
0:31 with respect to the storage term.
Table 1. Thermal Diffusivity D (m2 s1) and Penetration Depth 1=k (m) for Different Materials and Different Forcing Periods 
D (m2 s1)
1=k (m)
 ¼ 1 yr  ¼ 1 day  ¼ 0:5 day  ¼ 1 h  ¼ 1min  ¼ 1 s
Quartz sand, dry 2:0 107 a 1.42 0.074 5.2  102 1.5  102 2.0  103 2.5  104
Quartz sand, water 8.3% 3:4 107 a 1.85 0.097 6.8  102 2.0  102 2.5  103 3.3  104
Sandy clay, water 15.0% 3:8 107 a 1.95 0.102 7.2  102 2.1  102 2.7  103 3.5  104
Soil (average) 4:6 107 b 2.15 0.112 8.0  102 2.3  102 3.0  103 3.8  104
Calcareous earth, water 43.0% 1:9 107 a 1.38 0.072 5.1  102 1.5  102 1.9  103 2.5  104
Snow (fresh) 5:0 107 b 2.24 0.127 8.3  102 2.4  102 3.1  103 4.0  104
Snow (densely packed) 4:1 107 a 2.03 0.106 7.5  102 2.2  102 2.8  103 3.6  104
Water 1:4 107 b 1.20 0.063 4.5  102 1.3  102 1.7  103 2.1  104
aIngersoll and Koepp [1924].
bCarslaw and Jaeger [1959].
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[26] The energy-balance equation is
@
@t
½CðL; TÞT  ¼ @
@z
ðLÞ @
@z
T
 
 @
@z
fLðTÞjV ðL; TÞ þ cLT ½jLðL; TÞ þ jV ðL; TÞg;
(14)
where C is the soil heat capacity, which includes the contri-
bution of solid, liquid, and vapor;  is the thermal conduc-
tivity of the soil ; L is the latent heat of vaporization at
temperature T ; and cL is the speciﬁc heat of liquid water.
The speciﬁc forms of the functions appearing in equations
(13) and (14) are given in Appendix B.
3.1. A Numerical Test Case: Evaporation From a Soil
Bucket
[27] To investigate mass and energy residuals in case of
simultaneous heat and soil-moisture transfer, we consider
the problem of evaporation from a soil bucket similar to the
experiment by Assouline et al. [2010]. A soil bucket of
height 25 cm is thermally insulated and can exchange heat
and mass only through the soil surface at the upper boundary.
We consider three different soils (sand, loam, and clayey
loam) with different hydraulic parameters. The Mualem–
Van-Genuchten model [Mualem, 1976; van Genuchten,
1980] is used for matric potential and relative conductivity;
whereas the dependence of the thermal conductivity on the
soil moisture is described by an empirical model [Chung and
Horton, 1987]. The relevant parameters are given in Table 2
for the different soils.
[28] At the soil surface we assign a harmonic tempera-
ture forcing (with 24 h period and peak-to-peak amplitude
15C) and a periodic evaporation. The daily evaporative
ﬂux is described by Morlet wavelets (Figure 4), and three
cycles are considered. The evaporative ﬂuxes applied to the
loam and the clayey loam buckets have been reduced by a
factor of 2 and 4, respectively, with respect to the evapora-
tion in the sand in order to compensate the lower conduc-
tivity and avoid the drying of the surface. Before starting
the three evaporation cycles, the system is left relaxing
under the sole temperature forcing us to allow the soil
moisture to reach a nearly hydrostatic equilibrium.
[29] The numerical solution is computed on a one-
dimensional (1-D) grid consisting of 250 cells (1 mm spa-
tial resolution) and with a constant time discretization of
60 s. The coupled equations describing soil-moisture and
energy balance (equations (13) and (14)) are discretized by
a time-implicit ﬁnite-volume scheme. The resulting tem-
perature and soil-moisture solutions are considered the true
proﬁles in the bucket.
[30] To simulate the acquisition of experimental data,
the proﬁles are sampled at discrete locations and used to
compute the discrete mass and energy balances. We con-
sider three sets of discrete data characterized by a different
depth of the central measurement, i.e., zC ¼ 4 cm
( ¼ 1=3), 5.5 cm ( ¼ 1=2), and 7 cm ( ¼ 2=3). In all
Figure 3. Comparison of amplitude of the dimensionless residual among (a) the ﬁrst-order ﬁnite-
difference approximation jRFDj ; (b) the linear ﬁnite-difference approximation jRLFDj ; and (c) the dis-
crete ﬂux measurement jRdmj. Shown are the curves corresponding to different relative position of the
central sensor  (Figure 1) for the ﬁnite-difference approximations and to different values of w for the
discrete ﬂux measurement.
Table 2. Hydraulic and Thermal Parameters for the Difference Soil Types
Hydraulic Propertiesa Thermal Propertiesb Matrix Properties c
Ks (m s
1)  (1 m1) m (–) n (–) r (–)  (–)
b1
(W m1 C)
b2
(W m1 C)
b3
(W m1 C)
Cs ¼ 	scs
(J m1 3C)
Sand 5:25 105 7.25 0.627 2.68 0.045 0.43 0.228 2.406 4.909 1:92 106
Loam 2:89 106 3.6 0.359 1.56 0.078 0.43 0.243 0.393 1.534 1:92 106
Clayey Loam 7:22 107 1.9 0.237 1.31 0.095 0.41 0.197 0.962 2.521 1:92 106
aCarsel and Parrish [1988].
bChung and Horton [1987].
cde Vries [1963].
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three data sets the position of the shallowest and deepest
data are zU ¼ 1 cm and zD ¼ 10 cm, respectively, which
corresponds to a control interval of thickness z ¼ 4:5 cm.
An example of the soil moisture and temperature evolution
for the loamy soil is shown in Figure 5 for the case
 ¼ 2=3, together with the energy and mass balance
obtained using a ﬁrst-order ﬁnite difference (FD) approxi-
mation for the ﬂuxes and the storage term.
3.2. Energy Residual
[31] For each type of soil and discrete data set an energy
budget is calculated with the FD scheme. Figure 5c shows
the storage term, the convective, and conductive ﬂuxes to-
gether with the residual for the loamy soil with  ¼ 2=3;
all quantities are normalized by the amplitude of the stor-
age term. In the case considered here, conduction is the
dominant heat transport mechanism and the contribution of
heat convection to the normalized residual is small. There-
fore, the energy residual is well described by the analytical
solution in equation (12). For a loam moisture between
0.21 and 0.29, the thermal diffusivity is approximately
D ¼ 3:7 107 m2 s1, which corresponds to a penetration
depth k1 ¼ 0:1 m for a 1 day period. The resulting nor-
malized residual for z ¼ 0:045 m and  ¼ 2=3 is 0.17,
which is in good agreement with the residual in Figure 5c.
[32] The energy residuals for all soils and data set are
reported in Figure 6, which shows the daily amplitudes of
the residuals normalized by the daily amplitude of the heat
storage term. The residual is well described by the analytic
solutions plotted in Figure 3 (the case considered here cor-
responds to a dimensionless control interval thickness kz
of approximately 0.3 for sand, 0.4 for loam, and 0.5 for
clayey loam). Also in case of a relatively thin control inter-
val (z ¼ 4:5 cm), the residuals due to the use of spatially
discrete data remain large and very sensitive to the position
of the central measurement. For all soils, residuals are
about 4% if measurements are equally spaced ( ¼ 1=2),
but increases rapidly when the measurements point are not
uniformly distributed (reaching 18% in case of clayey loam
and  ¼ 2=3).
3.3. Mass Residual
[33] The same analysis is performed for the mass balance
equation and the mass residual is computed by a ﬁrst-order
ﬁnite difference (FD) scheme. The temporal evolution of
the mass residual for the loamy soil with  ¼ 2=3 is shown
in Figure 5d, together with the storage term and the liquid
ﬂux contribution. The peak-to-peak amplitude varies from
80% of the storage term in the ﬁrst evaporative cycle, to
more than 100% in the third cycle. These mass balance
errors are much larger than the energy-balance errors for
the same data set (Figure 5c). This is caused by the highly
nonlinear nature of the mass balance equation due to the
dependence of relative conductivity and matric potential on
the water content. Nonlinear effects tend to become larger
in dryer media and lead to larger residuals for later evapo-
rative cycles.
[34] The peak-to-peak amplitude of the residual normal-
ized by the peak-to-peak amplitude of the storage term are
shown in Figure 7a for all soils and data sets (i.e.,
 ¼ 1=3; 1=3; 2=3). Even for the relatively close measure-
ments considered here, the normalized residuals are larger
Figure 4. Temperature (solid line) and evaporation at the soil surface. The evaporation ﬂuxes are
described by Morlet wavelets with different maxima for different soils : the evaporation in loam (dotted
line), respectively, clayey loam (dash-dotted line), is twice, respectively, four times, smaller than in sand
(dashed line) in order to compensate for the reduced conductivity and avoid drying of the soil surface.
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than 27% in all cases. In contrast to energy residuals, the
smallest mass residuals are not obtained for equally spaced
measurements ( ¼ 1=2), but when the midmeasurement is
closer to the surface ( ¼ 1=3). This is again due to the
nonlinearity of liquid ﬂuxes, which is stronger closer to the
surface, where the soil is dryer; having the closer shallow-
est measurements allows a better description of the ﬂuxes
in this critical region, yielding smaller residuals.
[35] The use of the LFD scheme provides to a more accu-
rate estimation of the storage term and leads to a decrease
of the residual (Figure 7b). The improvement is particularly
sensitive for sand and loam, as well as for data sets with
equally spaced measurements ( ¼ 1=2). In case of clayey
loam, however, improvements are limited, because the mass
balance error is dominated by the inaccurate estimate of the
shallowest ﬂuxes, which is not improved by the LFD
scheme.
3.4. Cumulative Residual
[36] In the simple case of pure heat conduction with har-
monic forcing (section 2), the residual is a harmonic func-
tion of time with angular frequency equal to the forcing
term (equation (12)) and the cumulative residual calculated
over an integer multiple of the period is zero.
Figure 5. (a) Simulated temperature and (b) soil-moisture evolution at three different depths for the
loamy soil. These depths correspond to a control layer of thicknessz ¼ 4:5 cm and  ¼ 2=3. An analy-
sis if the energy balance with (c) this discrete data shows that the contribution of the convective heat
ﬂuxes (dotted line) is small compared to the conductive heat ﬂux (dot-dashed line) and the storage
(dashed line). The normalized energy residual (solid line) is jRFDj  0:14. The analysis of the (d) soil
moisture balance yields a much larger normalized residual (solid line); the contribution of vapor ﬂuxes
(dotted line) is negligible compared to liquid ﬂux (dot-dashed line) and storage (dashed line).
Figure 6. Normalized energy balance residual computed
with the FD scheme: daily amplitudes for sand (squares),
loam (circles), and clayey loam (triangles); the colors cor-
respond to different values of , i.e., 1/3 (black), 1/2
(gray), and 2/3 (white). For each evaporative cycle, sym-
bols are placed at the time corresponding to the minimum
(most negative) residual.
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[37] In the case of coupled heat and moisture transfer the
situation is more complex due to the presence of an evapo-
rative trend and to the intrinsic nonlinearity of the problem,
which leads to interaction between frequencies. This is
illustrated in Figure 8, which plots the cumulative energy
and the mass residuals in loamy soil for z ¼ 0:045 m and
 ¼ 2=3 (Figure 5). A clear negative trend is visible in the
cumulative mass residual indicating that the error due to
the use of discrete ﬂuxes and accumulation terms does not
average out at longer time scale. We observe that the
observe trend is consistent with the drying of the bucket. In
a ﬁeld situation, where measurements of vapor ﬂux and
storage are not available, this residual could be misinter-
preted as a real subsurface evaporation.
4. Conclusions
[38] The use of spatially discrete data to compute energy
and mass balance can lead to large residuals in case of peri-
odic forcing, as in case of ﬁeld measurements where the so-
lar radiation induces a clear diurnal cycle both for surface
temperature and evaporation. These large residuals appear
also without experimental or model errors, and when there
is no uncertainty on soil properties : they are solely due to
the ﬁnite spatial resolution of the data, which is unable to
capture the nonlinear temperature and water-content pro-
ﬁles with a satisfactory level of accuracy. If ﬂuxes, storage
or residuals computed directly from discrete ﬁeld measure-
ment are used, this systematic error needs to be quantiﬁed
because they provide information on the accuracy with
which mass or energy balances can be closed for a soil
layer.
[39] Considering the case of purely conductive heat
transport in homogeneous media, we have shown that
residuals up to 20% can be expected for realistic parame-
ters. A key parameter controlling the residual is the pene-
tration depth, which depends both on the forcing period
and on the thermal diffusivity. Larger residuals are
expected in poorly conductive or highly capacitive soils, as
well as in presence of high-frequency forcing. To obtain a
satisfactory balance closure, it is necessary to consider con-
trol layers which are sufﬁciently smaller than the penetra-
tion depth. Also, the position of the midsensor plays an
important role. Errors are smaller when measurements are
equally spaced, but they rapidly increase for other experi-
mental conﬁgurations.
[40] We have derived analytical solutions to estimate the
residual as a function of the layer thickness and the position
of the measurements. A layer thickness comparable to the
penetration depth (which is of the order of few centimeters
for a typical soil subject to diurnal forcing) leads to large
residuals, which are very sensitive to the measurement
positions and require a careful control of the sensor depth.
Our analytical solution can help to design ﬁeld experiments
that enable monitoring ﬂuxes with the desired accuracy.
[41] Although we have discussed the case of conduction
dominated heat transport, the results naturally extend to
any problem which is diffusion dominated (with fairly ho-
mogeneous diffusivity) and provide an indication of the
applicability of the gradient based method to compute ﬁeld
ﬂuxes. (In particular, they naturally extend to recent appli-
cations of the gradient method to compute diffusive gas
ﬂuxes during soil respiration).
Figure 7. Normalized mass balance residual computed with (a) the FD scheme and (b) with the LFD
scheme: daily amplitudes for sand (squares), loam (circles), and clayey loam (triangles); the colors cor-
respond to different values of , i.e., 1/3 (black), 1/2 (gray), and 2/3 (white). For each evaporative cycle,
symbols are placed at the time corresponding to the minimum (most negative) residual.
Figure 8. Cumulative mass (dotted line) and energy
(solid line) residuals for the loamy soil. These cumulative
residuals correspond to the data in Figure 5 and are normal-
ized by the peak-to-peak amplitude of the corresponding
storage term. The control layer has thickness z ¼ 4:5 cm
and  ¼ 2=3.
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[42] By means of numerical simulations, we have also
investigated the more complex (and realistic) case of simul-
taneous moisture and heat transfer in different types of soil
(sand, loam, and clayey loam). We have shown that, for the
numerical test cases considered here, the energy residual
can be described with good approximation by the analytical
solution.
[43] The water mass residual, however, has a more com-
plex behavior. We have demonstrated that also for situa-
tions in which the energy residual is acceptable, the mass
residual is very large. Larger residuals (comparable to the
storage term) are obtained for loam and clayey loam due to
the lower hydraulic conductivity. The larger mass residuals
are caused by the nonlinear nature of liquid ﬂuxes, which is
due to the dependence of relative conductivity and matric
potential on the water contents.
[44] Our results suggest that a careful assessment of the
systematic mass error introduced by the use of spatially dis-
crete data is required before using ﬂuxes and residuals esti-
mated from ﬁeld measurements.
Appendix A: Analytical Expressions of the
Residual Functions
[45] For any discretization method, j ¼ FD; LFD; DM,
the normalized residual is
RjðtÞ ¼ 1 FjðtÞ
QjðtÞ
 
QjðtÞ
jQjðtÞj ¼ rjð; 
Þ
QjðtÞ
jQjðtÞj ;
where the complex function rj describe the residual in
terms of the normalized storage. The ﬂux difference and
the storage of the FD method can be written directly from
equations (8) and (9). Deﬁning 
 ¼ kz we can readily
write
FFD
2z
¼ 1þ ð1 Þe
2ð1þiÞ
 þ e2ð1Þð1þiÞ

ð1 Þ ðzC ; tÞ
and
QFD
2z
¼ 4i
2ðzC ; tÞ;
respectively. It immediately follows that
rFDð; 
Þ ¼ 1 i 1 ð1 Þe
2ð1þiÞ
  e2ð1Þð1þiÞ

4ð1 Þ
2 ;
which tends to zero as rFDð12 ; 
Þ   i6 
2, if  ¼ 1=2 and as
rFDð; 
Þ  23 ðiþ 1Þð1 2Þ
, if  6¼ 1=2.
[46] For the LFD scheme,
QFD
2z
¼ i
2
 ½3þ e2ð1þiÞ
 þ ð1 Þe2ð1Þð1þiÞ
 ðzC ; tÞ
yields
rLFDð; 
Þ ¼
1 i
ð1 Þ
2
1 ð1 Þe2ð1þiÞ
  e2ð1Þð1þiÞ

3þ e2ð1þiÞ
 þ ð1 Þe2ð1Þð1þiÞ
 ;
which tends to zero as rLFDð12 ; 
Þ  i12 
2, if  ¼ 1=2 and as
rLFDð; 
Þ  16 ðiþ 1Þð1 2Þ
, if  6¼ 1=2.
[47] For the DM approximation
FDM
2z
¼ F
2z
¼ 2
ðiþ 1Þ½1 eðiþ1Þ
 ðzT ; tÞ
and
QDM
2z
¼ 4i
2½weðiþ1Þ
 þ ð1 wÞðzT ; tÞ
lead to
rDMðw; 
Þ ¼ 1 ð1 iÞ
2

1 eð1þiÞ

weð1þiÞ
 þ ð1 wÞ :
Appendix B: Parameterization
[48] The liquid-water ﬂux is deﬁned according to the
Darcy velocity
jLðL; TÞ ¼ 	LðTÞKðL; TÞ½@z ðL; TÞ þ 1; (B1)
where
KðL; TÞ ¼ ½LðT0Þ=LðTÞKrðLÞKsat (B2)
is the unsaturated hydraulic conductivity, which depends
on the saturated value Ksat. The dependence of the physical
properties of liquid water on the temperature is described
by the following relationships:
	LðTÞ ¼ ðd1 þ d2T  d3T2Þ kg m3; (B3)
LðTÞ ¼ ec1c2=Tþc3=T
2
kg m1 s (B4)
(with d1 ¼ 658:2, d2 ¼ 2:509 K, d3 ¼ 4:6 103 K2,
c1 ¼ 6:434, c2 ¼ 2414 K, and c3 ¼ 6:673 105 K2). The
dependence of the relative conductivity Kr and the matric
potential  on the water content is described by the Mualem–
van-Genuchten model, i.e.,
KrðLÞ ¼ S1=2eff ½1 ð1 S1=meff Þm2; (B5)
 ðL; TÞ ¼ ½ðTÞ=ðT0Þ1ðS1=meff  1Þ1=n; (B6)
where the effective saturation Seff ¼ LLRLMLR depends on the
residual LR and maximum LM ¼  water content ; and the
function ðTÞ describes the dependence of the surface ten-
sion on the temperature.
[49] The water vapor density is described by the relation-
ship
	V ðL; TÞ ¼
a0
T
ea1a2=Ta3T e ðL;TÞg=RVT (B7)
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(with a0 ¼ 103 kg m3 K, a1 ¼ 31:3716, a2 ¼ 6014:79 K,
a3 ¼ 7:92495 103 K, and RV ¼ 461:5 J kg1K) and the
vapor ﬂux is assumed to be purely diffusive, i.e.,
jV ðL; TÞ ¼ DV ðL; TÞ@z	V ðL; TÞ; (B8)
where
DV ðL; TÞ ¼ ð LÞ
10=3
2
DV ;mðTÞ (B9)
is the diffusion coefﬁcient in the porous medium, and
DV ;mðTÞ ¼ 2:12 105 T
273:15 K
 2
m2 s1 (B10)
is molecular diffusion coefﬁcient of water vapor in air.
[50] Finally, the dependence of the thermal properties on
the water content is given by
CðL; TÞ ¼ ð1 Þcs	s þ cL	LðTÞ þ LðTÞð LÞ	V ðL; TÞ
ðLÞ ¼ b1 þ b2L þ b31=2L ;
(B11)
where
LðTÞ ¼ L0  ðcL  cpÞðT  T0Þ (B12)
and cL ¼ 4182 J kg1 K, cp ¼ 1005 J kg1K, L0 ¼
2:453 106 J kg1, T0 ¼ 20C.
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