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Abstract
In this paper we will present some new bounds on representation numbers and dimensions of disjoint unions of complete graphs.
These representations are closely related to mutually orthogonal sets of latin squares.
© 2006 Elsevier B.V. All rights reserved.
Keywords: Representation number; Dimension; Union of complete graphs
1. Introduction
A graph G consists of a set V (G), called the set of vertices of G, and a set E(G) of unordered pairs of distinct
vertices of G, called the edges of G. We say that vertices u, v of G are adjacent in G if {u, v} is an edge of G. If G and
H are graphs with disjoint vertex sets then we use G + H to denote the union of G and H, that is, the graph whose
vertex set is the union of the vertex sets of G and H and whose edge set is the union of the edge sets of G and H. We
use nG to denote the union of n disjoint copies of G. Km denotes the complete graph on m vertices, the graph with m
vertices, each adjacent to all the others.
Let G be a graph with vertices {v1, . . . , vr} and let {a1, . . . , ar} be a sequence of distinct integers chosen from
{0, 1, . . . , n− 1}. We say that {a1, . . . , ar} is a representation of G modulo n if gcd(ai − aj , n)= 1 if and only if vi is
adjacent to vj , in which case we say thatG is representablemodulo n. The representation number ofG, denoted rep(G),
is the smallest positive integer n for which G is representable modulo n. Representations and representation numbers
were introduced by Erdo˝s and Evans [3] to give a new proof of the result of Lindner et al. [6] that any ﬁnite graph can
be realized as a latin square graph, i.e. a graph whose vertices are latin squares, all of the same order, adjacency being
orthogonality.
Erdo˝s and Evans [3] proved that any ﬁnite graph can be represented modulo some positive integer, and so the
representation number of a ﬁnite graph is well-deﬁned. Representation numbers have now been determined for several
classes of graphs (see [4,5]).
A graph is said to be reduced if no two vertices have the same open neighbourhood. Evans et al. [4] proved that the
representation number of a reduced graph is a product of distinct primes. This need not hold for non-reduced graphs
as the representation number of 2K1 is 4. The result in [4] is actually far stronger: If a reduced graph is representable
modulo n then it is also representable modulo the product of the distinct prime divisors of n. It is also proved in [4]
that if G is a graph representable modulo n and p is a prime divisor of n then p(G), the chromatic number of G.
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A representation of a graph G modulo n is really an isomorphism from G to an induced subgraph of the graph Gn
whose vertex set is {0, 1, . . . , n − 1}, i being adjacent to j if and only if gcd(i − j, n) = 1. By Lemma 2.1 of Evans
et al. [4], if n is a product of distinct primes then Gn is a product of complete graphs. Nešetrˇil and Pultr [8] deﬁned
the dimension of a graph G to be the least integer k for which G is isomorphic to an induced subgraph of a product
of k complete graphs. Let G be a graph with vertices {v1, . . . , vr} and let {a1, . . . , ar} be a set of distinct k-tuples of
non-negative integers.We say that {a1, . . . , ar} is a product representation of G of dimension k if ai and aj do not agree
in any position if and only if vi is adjacent to vj . The dimension of a ﬁnite graph G, denoted pdim(G), is the smallest
k for which G has a product representation of dimension k: this is equivalent to Nešetrˇil and Pultr’s deﬁnition. Nešetrˇil
and Pultr [8] proved that every ﬁnite graph has a product representation and so pdim(G) is well-deﬁned if G is ﬁnite.
For reduced graphs there is a simple relationship between dimensions and representation numbers. If G is reduced
then pdim(G) is less than or equal to the number of distinct prime divisors of rep(G). To see this, let (a1, . . . , ar )
be a representation of G modulo p1 · · ·pk , where p1, . . . , pk are distinct primes. Then {(ai,1, . . . , ai,k)|i = 1, . . . , r},
where each ai,j ∈ {0, . . . , pj − 1} satisﬁes ai,j ≡ ai modpj , is a product representation of G of dimension k. From a
product representation a representation modulo a product of sufﬁciently large distinct primes can be constructed, using
the Chinese remainder theorem. Hence, for reduced graphs, information about dimension provides information about
the representation number and vice versa. It should be noted that, for many reduced graphs pdim(G) is equal to the
number of prime divisors of rep(G), but it is not known if this is true in general.
In Section 2 we will give some known values and bounds for rep(nKm) and pdim(nKm), and touch on the more
general problem of determining representation numbers and dimensions of disjoint unions of complete graphs of
different sizes. In Section 3 we will introduce sets of linked matrices, which provide an alternative way to view product
representations of disjoint unions of complete graphs. In Section 4 we will deﬁne and construct difference-covering
matrices. From difference-covering matrices we will obtain representations and product representations for nKm, and
some new bounds for rep(nKm) and pdim(nKm).
2. Some known values and bounds for rep(nKm) and pdim(nKm)
For rep(nKm) and pdim(nKm) the cases n=1 andm=1 are easily dealt with. rep(K1)=1 and pdim(K1)=1. {0} is a
representation for K1 modulo 1 and {(0)} is a product representation for K1 of dimension 1. If m2 then rep(Km)=p,
where p is the smallest prime satisfying pm, and pdim(Km)=1. {0, 1, . . . , m−1} is a representation for Km modulo
p and {(0), (1), . . . , (m − 1)} is a product representation for Km of dimension 1. If n2 then rep(nK1) = 2n and
pdim(nK1) = 2. {0, 2, . . . , 2n − 2} is a representation for nK1 modulo 2n and {(0, 0), (0, 1), . . . , (0, n − 1)} is a
product representation for nK1 of dimension 2. Thus the cases of interest are m, n2.
For m, n2, nKm is a reduced graph and so rep(nKm) is a product of distinct primes. Further, none of these primes
can be less than (nKm) = m. Let us use P tm to denote the product of t consecutive primes p1 <p2 < · · ·<pt , where
p1 is the smallest prime satisfying p1m.
Lemma 1. Let m2.
(1) pdim(Km + K1) = m.
(2) rep(Km + K1) = Pmm .
Proof. (1) See Lovász et al. [7].
(2) See Theorem 3.6 of Evans et al. [5]. 
As, for m, n2, Km + K1 is an induced subgraph of nKm, the following is immediate.
Theorem 1. Let m, n2.
(1) pdim(nKm)m.
(2) rep(nKm)Pmm .
In Evans et al. [5] a strong connection was established between representation numbers as well as dimensions of
disjoint unions of complete graphs and mutually orthogonal sets of latin squares.
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Theorem 2. If mn2 then
(1) rep(nKm) = Pmm if and only if there exists a set of n − 1 mutually orthogonal latin squares of order m and
(2) pdim(nKm) = m if and only if there exists a set of n − 1 mutually orthogonal latin squares of order m.
Proof. See [5]. 
A special case, that pdim(mKm) = m whenever m is a power of a prime, had already been proved by Poljak and
Rödl [9].
As nKm is an induced subgraph of nKM whenever mM , the following is immediate.
Theorem 3. If Mm and there exist n − 1 mutually orthogonal latin squares of order M then
(1) rep(nKm)PMM and
(2) pdim(nKm)M .
We shall refer to each of the bounds in Theorem 3 as the latin square bound. If M = m in Theorem 3, then the latin
square bound matches the result of Theorem 2, and so is the best result possible. This need not be the case if M >m.
As an example the latin square bound yields rep(7K5)P 77 , but in Example 3 we will improve this to rep(7K5)P 75 .
Theorem 4. If q is a prime power greater than or equal to m then pdim(nKm)1 + (q − 1)logq n.
Proof. See Corollary 2.5 in Alles [1]. 
We shall refer to the bound in Theorem 4 as the logarithmic bound.
If Km1 + · · · + Kmn is an induced subgraph of nKm, then information about rep(nKm) and pdim(nKm) provides
information about rep(Km1 + · · · + Kmn) and pdim(Km1 + · · · + Kmn), as in the next theorem.
Theorem 5. If m = max{m1, . . . , mn}, m, n2, and there exists a set of n − 1 mutually orthogonal latin squares of
order m then rep(Km1 + · · · + Kmn) = rep(nKm) and pdim(Km1 + · · · + Kmn) = pdim(nKm).
Proof. AsKm+K1 is an induced subgraph ofKm1 +· · ·+Kmn , which is an induced subgraph of nKm,Pmm =rep(Km+
K1)rep(Km1 +· · ·+Kmn)rep(nKm)=Pmm andm=pdim(Km+K1)pdim(Km1 +· · ·+Kmn)pdim(nKm)=m.
The lower bounds are from Lemma 1 and the upper bounds from Theorem 2. 
This raises a natural question. Suppose thatm=max{m1, . . . , mn} and at most one ofm1, . . . , mn is one. Under what
conditions is rep(Km1 +· · ·+Kmn)= rep(nKm), and under what conditions is pdim(Km1 +· · ·+Kmn)=pdim(nKm)?
In the next section, in Example 1, we will show that rep(K6 + K5 + K1) = rep(3K6) and pdim(K6 + K5 + K1) =
pdim(3K6).
3. Linked sets of matrices
A set of matrices is said to be a linked set of matrices if each matrix has the same number of columns, two
rows from distinct matrices agree in at least one position, and two distinct rows from the same matrix agree in
no positions. Let M1, . . . ,Mn be a set of linked matrices, Mk being an mk × t matrix. Deﬁne the jth column
set Cj to be the set {x | x is an entry in the j th column of some Mk}. From this set of linked matrices we can form
other sets of linked matrices by reordering the matrices, permuting the rows of any one matrix, permuting the
columns of all of the matrices in the same way, and by permuting or replacing the set Cj for any j. Thus, we
may normalize M1, . . . ,Mn so that m = m1 · · · mn and the ith row of M1 is (i − 1, i − 1, . . . , i − 1). It
is clear that if n2 then tm as each row of Mi , i = 2, . . . , n, must contain each of 0, 1, . . . , m − 1 at least
once.
There is a natural correspondence between linkedmatrices and representations and product representations of disjoint
unions of complete graphs.
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Theorem 6. From a set of linked matrices of dimensions mk × t , k = 1, . . . , n, with column sets Cj , j = 1, . . . , t , we
can construct a representation of Km1 + · · · + Kmn modulo p1 · · ·pt , p1, . . . , pt distinct primes satisfying pj  |Cj |
for j = 1, . . . , t , and from a representation of Km1 + · · · + Kmn modulo p1 · · ·pt , p1, . . . , pt distinct primes, we can
construct a set of linked matrices of dimensions mk × t , k = 1, . . . , n, for which pj  |Cj | for j = 1, . . . , t .
From a set of linked matrices of dimensions mk × t , k = 1, . . . , n, we can construct a product representation of
Km1 +· · ·+Kmn of dimension t, and from a product representation ofKm1 +· · ·+Kmn of dimension t we can construct
a set of linked matrices of dimensions mk × t , k = 1, . . . , n.
Proof. LetM1, . . . ,Mn be a set of linkedmatrices of dimensionsmk×t , k=1, . . . , n, with column setsCj , j=1, . . . , t .
Let p1, . . . , pt be a set of distinct primes satisfying pj  |Cj | for j = 1, . . . , t . The set of rows of this set of linked
matrices forms a product representation of Km1 + · · · + Kmn of dimension t, from which a representation modulo
p1 · · ·pt can be constructed using the Chinese remainder theorem.
Next, suppose that we have a product representation of Km1 + · · · +Kmn of dimension t. We can construct matrices
M1, . . . ,Mn as follows. The rows of Mk , k = 1, . . . , n, are the t-tuples that represent the vertices of Kmk . It is routine
to show that M1, . . . ,Mn is a set of linked matrices of dimensions mk × t , k = 1, . . . , n. Given a representation of
Km1 + · · · + Kmn modulo p1 · · ·pt , p1, . . . , pt distinct primes, it is routine to construct, by the method described in
the Introduction, a product representation of dimension t. From this product representation we can construct, as above,
a set of linked matrices of dimensions mk × t , k = 1, . . . , n. It is then routine to show that pj  |Cj | for j = 1, . . . , t
for this set of linked matrices. 
The following corollary is immediate.
Corollary 1. pdim(Km1 + · · · + Kmn) is the smallest t for which a set of linked matrices of dimensions mk × t ,
k = 1, . . . , n, exist.
There is a simple relationship between sets of square linked matrices and mutually orthogonal latin squares.
Corollary 2. For n2, a set of n, m × m linked matrices exists if and only if there exist a set of n − 1 mutually
orthogonal latin squares of order m.
Proof. For n2, a set of n, m×m linked matrices exist if and only if pdim(nKm)=m, if and only if there exist a set
of n − 1 mutually orthogonal latin squares of order m. 
The following two examples illustrate how sets of linked matrices can be used to determine representation numbers
and dimensions.
Example 1. The following is a set of linked matrices of dimensions 6 × 6, 5 × 6, and 1 × 6:⎛
⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
1 1 1 1 1 1
2 2 2 2 2 2
3 3 3 3 3 3
4 4 4 4 4 4





0 1 2 3 4 5
1 2 3 4 5 0
2 3 4 5 0 1
4 5 0 1 2 3
5 0 1 2 3 4
⎞
⎟⎟⎟⎠ , (0 2 4 1 3 5).
From this we determine that rep(K6 +K5 +K1)P 66 = 7× 11× 13× 17× 19× 23 and pdim(K6 +K5 +K1)6.
However, as we already know that P 66 rep(K6 + K5 + K1) and 6pdim(K6 + K5 + K1), it follows that rep(K6 +
K5 + K1) = P 66 and pdim(K6 + K5 + K1) = 6.
Example 2. The following is a set of 4 linked 3 × 4 matrices:(0 0 0 0
1 1 1 1
2 2 2 2
)
,
(0 0 1 2
1 1 2 0
2 2 0 1
)
,
(0 1 2 1
1 2 0 2
2 0 1 0
)
,
(0 2 1 0
1 0 2 1
2 1 0 2
)
.
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From this we determine that pdim(4K3)4 and rep(4K3)P 43 = 3 × 5 × 7 × 11. However, as we already know
that 4pdim(4K3) and P 43 = 3 × 5 × 7 × 11rep(4K3), it follows that rep(4K3) = P 43 = 3 × 5 × 7 × 11 and
pdim(4K3) = 4.
Let us compare the results of Example 2 with the results we get from the latin square and logarithmic bounds. The
value of the representation number is an improvement over the latin square bound ofP 44 , but the value for the dimension
matches both the latin square bound, and the logarithmic bound with q = 4.
4. Difference-covering matrices
If we form a matrix from the ﬁrst rows of each of the matrices in Example 2, we get the following matrix:⎛
⎜⎝
0 0 0 0
0 0 1 2
0 1 2 1
0 2 1 0
⎞
⎟⎠ .
Note that the difference of any two distinct rows of this matrix modulo 3 contains each of 0, 1, and 2 at least
once. If G is an abelian group of order m then an n × t matrix with entries from G is said to be an (n,m, t)
difference-covering matrix over G if each element of G appears at least once in the difference of any two distinct
rows.
Theorem 7. The existence of an (n,m, t) difference-covering matrix implies:
(1) There exists a linked set of n, m × t matrices.
(2) pdim(nKm) t .
(3) rep(nKm)P tm.
Proof. LetD be an (n,m, t) difference-covering matrix over the abelian groupG={g1, . . . , gm}. For k=1, . . . , n form
a matrixMk as follows. Let (dk1, . . . , dkt ) be the kth row of D and set the ith row ofMk equal to (dk1 +gi, . . . , dkt +gi)
for i = 1, . . . , m. Then M1, . . . ,Mn is a set of n, m × t matrices. To show that this is a set of linked matrices note that
if i = i′ then the ith and i′th rows of Mk do not agree in any position as dkj + gi = dkj + gi′ for any j, and if k = k′
then the ith row of Mk and the i′th row of M ′k (i and i′ not necessarily distinct) must agree in some position as, by the
difference-covering property, dkj + gi = dk′j + gi′ for some j. The bounds on rep(nKm) and pdim(nKm) then follow
from Theorem 6. 
Theorems 8 and 9 are applications of Theorem 7.













 3q − 1
2
.
Proof. We will prove this by constructing a ((3q − 1)/2, q, (3q − 1)/2) difference-covering matrix over the additive
group of GF(q), the ﬁnite ﬁeld of order q. Let r = (q − 1)/2, and let {s1, . . . , sr} be the set of non-zero squares of
GF(q), and {n1, . . . , nr} the set of non-squares of GF(q). Let A = (aij ), B = (bij ), C = (cij ), and D = (dij ) be r × r
matrices deﬁned by aij =sisj , bij =sinj , cij =nisj , and dij =ninj . Further, let O,Oh, andOv denote the zero matrices




is a multiplication table for GF(q), and it is known that each element of GF(q)will appear exactly once in the difference
of any two distinct rows of this matrix, and thus it is a difference-covering matrix over GF(q)+. The following matrix
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is a (3q − 1)/2 × (3q − 1)/2 matrix, which we claim is a difference-covering matrix over GF(q)+:⎛
⎜⎝
0 Oh Oh Oh
Ov O B A
Ov C D C
Ov A B O
⎞
⎟⎠ .
To verify this claim, look at the difference of two distinct rows. Many of these differences will subsume the difference
of two distinct rows of a multiplication table of GF(q), and so each element of GF(q) will appear at least once in any
such difference. The exceptions are the differences of the form (0−0, ai1−0, . . . , air −0, bi1−bi′1, . . . , bir −bi′r , 0−
ai′1, . . . , 0− ai′r ). Now, in this difference, each square of GF(q) appears exactly once in (0− 0, ai1 − 0, . . . , air − 0),
and, as q ≡ 3mod 4, each non-square appears exactly once in (0 − ai′1, . . . , 0 − ai′r ), which proves the claim. The
result then follows from Theorem 7. 
Let us compare the results of Theorem 8 with the results we get from the latin square and logarithmic bounds. The
value of the representation number is an improvement over the latin square bound, which is at least P (3q−1)/2(3q−1)/2 , and
will be greater unless there exists a projective plane of order (3q − 1)/2. The value for the dimension is, in general,
an improvement over the latin square bound, which is greater than (3q − 1)/2 unless there exists a projective plane of
order (3q − 1)/2. The logarithmic bound gives a value between (3q − 1)/2 and 2q − 1, and will only equal (3q − 1)/2
if this is a prime power. As an example, if q = 7 then Theorem 8 yields rep(10K7)P 107 , which is an improvement on
the latin square bound of P 1111 , and pdim(10K7)10, whereas both the latin square and logarithmic bounds yield 11.
If q = 11 then Theorem 8 yields rep(16K11)P 1611 , which is an improvement on the latin square bound of P 1616 , and
pdim(16K11)16, which is the logarithmic bound. If q = 19 then Theorem 8 yields rep(28K19)P 2819 , which is an
improvement on the latin square bound ofP 2929 (P 2828 if there exists a projective plane of order 28), and pdim(28K19)28,
whereas the logarithmic bound is 29, and the latin square bound is also 29 unless there exists a projective plane of order
28. If q = 23 then Theorem 8 yields rep(34K23)P 3423 , which is an improvement on the latin square bound which lies
between P 3434 and P 3737 , and can only equalP 3434 if there exists a projective plane of order 34, and pdim(34K23)34,
whereas the logarithmic bound is 37, and the latin square bound lies between 34 and 37 and can only equal 34 if there
exists a projective plane of order 34.
Theorem 9. If q is a prime power then
rep((2q − 2)Kq)P (2q−2)q and pdim((2q − 2)Kq)2q − 2.
Proof. We will prove this by constructing a (2q − 2, q, 2q − 2) difference-covering matrix over the additive group of
GF(q), the ﬁnite ﬁeld of order q. Let {x1, . . . , xq−1} be the set of non-zero elements of GF(q).
Let A = (aij ) be the (q − 2) × (q − 2) matrix with aij = xixj , B = (bi) the (q − 2) × 1 matrix with bi = xixq−1,
C = (cj ) the 1 × (q − 2) matrix with cj = xq−1xj , D = (x2q−1), and E = (eij ) the (q − 2) × (q − 2) matrix with
eij = x2j + xixq−1. Further, let O, Oh, and Ov denote the zero matrices of dimensions (q − 2) × (q − 2), 1 × (q − 2),




is a multiplication table for GF(q), and it is known that each element of GF(q)will appear exactly once in the difference
of any two distinct rows of this matrix, and thus it is a difference covering matrix over GF(q)+. The following matrix
is a (2q − 2) × (2q − 2) matrix, which we claim is a difference covering matrix over GF(q)+:⎛
⎜⎝
0 Oh 0 Oh
Ov O B A
0 C D C
Ov A B E
⎞
⎟⎠ .
To verify this claim, look at the difference of two distinct rows. Many of these differences will subsume the difference
of two distinct rows of a multiplication table of GF(q), and so each element of GF(q) will appear at least once in any
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such difference. The exceptions are the differences of the form (0−0, xix1−0, . . . , xixq−2−0, xixq−1−xi′xq−1, x21 +
xixq−1 − xi′x1, . . . , x2q−2 + xixq−1 − xi′xq−2). Now, in this difference, each element of GF(q) appears exactly once in
(0−0, xix1 −0, . . . , xixq−2 −0) except xixq−1, which appears in (x21 +xixq−1 −xi′x1, . . . , x2q−2 +xixq−1 −xi′xq−2)
as x2
i′ + xixq−1 − xi′xi′ , which proves the claim. The result then follows from Theorem 7. 
Let us compare the results of Theorem 9 with the results we get from the latin square and logarithmic bounds. The
value of the representation number is an improvement over the latin square bound, which is at least P 2q−22q−2 . The latin
square bound can only be P 2q−22q−2 if there exists a projective plane of order 2q − 2. The value for the dimension is an
improvement over the latin square bound, which is at least 2q − 2, and can only be 2q − 2 if there exists a projective
plane of order 2q − 2. The value for the dimension is, in general, an improvement over the logarithmic bound, which
is 2q − 1, except when 2q − 2 is a prime power, when it is 2q − 2. As an example, if q = 4 then Theorem 9 yields
rep(6K4)P 64 , which is an improvement on the latin square bound of P 77 , and pdim(6K4)6, whereas both the latin
square and logarithmic bounds yield 7. If q = 5 then Theorem 9 yields rep(8K5)P 85 , which is an improvement on
the latin square bound of P 88 , and pdim(8K5)8, which matches both the latin square and the logarithmic bounds. If
q = 7 then Theorem 9 yields rep(12K7)P 127 , which is an improvement on the latin square bound of P 1313 (P 1212 if there
exists a projective plane of order 12), and pdim(12K7)12, whereas the latin square bound is 13 (12 if a projective
plane of order 12 exists) and the logarithmic bound is 13.
The following example yields an improved bound on rep(7K5).
Example 3. The following is a (7, 5, 7) difference-covering matrix over Z5:⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 0
0 0 0 1 2 3 4
0 0 2 2 4 1 3
0 2 4 3 1 4 2
0 1 2 4 3 2 1
0 3 1 2 4 2 0




From this we determine that rep(7K5)P 75 and pdim(7K5)7.
Let us compare the results of Example 3 with the results we get from the latin square and logarithmic bounds. The
value of the representation number is an improvement over the latin square bound ofP 77 , but the value for the dimension
matches both the latin square bound and the logarithmic bound.
In using difference-covering matrices to determine bounds on representation numbers and dimensions, the best
results come from matrices with the least number of columns and the greatest number of rows. Accordingly, we say
that a difference-covering matrix is minimal if the removal of any column destroys the difference-covering property,
and maximal if the addition of any row destroys the difference-covering property. Determining possible parameters for
difference-covering matrices that are both minimal and maximal would yield more improved bounds on representation
numbers and dimensions. To see how, let D be an (n,m, t) difference-covering matrix over an abelian group G.
By Theorem 7, pdim(nKm) t and rep(nKm)P tm. Now, if D is not minimal then some column can be removed
from D without destroying the difference-covering property, leading to the improved bounds pdim(nKm) t − 1 and
rep(nKm)P t−1m . If D is not maximal then D can be extended to an (n + 1,m, t) difference-covering matrix over G,
leading to the improved bounds pdim((n + 1)Km) t and rep((n + 1)Km)P tm.
Difference-covering matrices are closely related to difference matrices. If G is an abelian group of order m then
an r × m matrix with entries from G is said to be an (m, r; ) difference matrix of index  over G if each element
of G appears exactly  times in the difference of any two distinct rows. Clearly, any difference matrix is also a
difference-covering matrix. A difference matrix is maximal if no row can be added without destroying the difference
matrix property. The difference matrices that are minimal and maximal difference-covering matrices are precisely the
maximal difference matrices of index one, as if the index of a difference matrix is greater than one then the removal
of any column will not destroy the difference-covering property, and difference matrices of index one are maximal
difference matrices if and only if they are maximal difference-covering matrices.
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The concept of a difference-covering matrix can be extended to non-abelian groups in the obvious way. While
Theorem 7 will still hold, we should expect fewer useful constructions, as is the case for difference matrices. There are
a number of constructions of difference matrices over abelian groups, particularly over groups that are direct products
of elementary abelian groups, but relatively few constructions of difference matrices over non-abelian groups. Many
of these constructions can be found in [2].
References
[1] P. Alles, The dimension sums of graphs, Discrete Math. 54 (1985) 229–233.
[2] C.J. Colbourn, J.H. Dinitz, The CRC Handbook of Combinatorial Designs, CRC press, Boca Raton, FL, 1996.
[3] P. Erdo˝s, A.B. Evans, Representations of graphs and orthogonal Latin square graphs, J. Graph Theory 13 (1989) 593–595.
[4] A.B. Evans, G.H. Fricke, C.C. Maneri, T.A. McKee, M. Perkel, Representation of graphs modulo n, J. Graph Theory 18 (1994) 801–815.
[5] A.B. Evans, G. Isaak, D.A. Narayan, Representations of graphs modulo n, Discrete Math. 23 (2000) 109–123.
[6] C.C. Lindner, E. Mendelsohn, N.S. Mendelsohn, B. Wolk, Orthogonal latin square graphs, J. Graph Theory 3 (1979) 325–338.
[7] L. Lovász, J. Nešetrˇil, A. Pultr, On a product dimension of graphs, J. Combin. Theory B 29 (1980) 47–67.
[8] J. Nešetrˇil, A. Pultr, A Dushnik–Miller type dimension of graphs and its complexity, in: Fundamentals of Computation Theory, Lecture Notes in
Computer Science, vol. 56, Springer, Berlin, 1977, pp. 482–493.
[9] S. Poljak, V. Rödl, Orthogonal partitions and coverings of graphs, Czechoslovak Math. J. 30 (1980) 475–485.
