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Abstract
Light-pulse atom interferometers rely on the wave nature of matter and its ma-
nipulation with coherent laser pulses. They are used for precise gravimetry and
inertial sensing as well as for accurate measurements of fundamental constants.
Reaching higher precision requires longer interferometer times which are nat-
urally encountered in microgravity environments such as drop-tower facilities,
sounding rockets and dedicated satellite missions aiming at fundamental quan-
tum physics in space. In all those cases, it is necessary to consider arbitrary
trajectories and varying orientations of the interferometer set-up in non-inertial
frames of reference.
Here we provide a versatile representation-free description of atom interfer-
ometry entirely based on operator algebra to address this general situation. We
show how to analytically determine the phase shift as well as the visibility of
interferometers with an arbitrary number of pulses including the effects of local
gravitational accelerations, gravity gradients, the rotation of the lasers and non-
inertial frames of reference. Our method conveniently unifies previous results
and facilitates the investigation of novel interferometer geometries.
Keywords: atom interferometry, quantum optics
PACS: 37.25.+k, 03.75.-b, 42.50.-p
∗Corresponding author
Email address: kleinert.stephan@uni-ulm.de (Stephan Kleinert)
Preprint submitted to Physics Reports December 2, 2015
Contents
1 Introduction 4
2 Overview of light-pulse atom interferometry 5
2.1 Early developments . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Diffraction mechanisms . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Applications to high-precision measurements . . . . . . . . . . . 9
2.3.1 Inertial sensing . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Measurement of fundamental constants . . . . . . . . . . 12
2.3.3 General relativistic effects . . . . . . . . . . . . . . . . . . 13
2.4 Long-time interferometry . . . . . . . . . . . . . . . . . . . . . . 14
2.5 Bose-Einstein condensates and “delta-kick cooling” . . . . . . . . 15
2.6 Previous phase-shift calculations . . . . . . . . . . . . . . . . . . 16
3 Matter-wave interferometry in quadratic potentials 19
3.1 Total Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.2 State description . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Interferometer sequence . . . . . . . . . . . . . . . . . . . . . . . 20
3.3.1 Free-propagation zone (external dynamics) . . . . . . . . 22
3.3.2 Interaction zone (internal dynamics) . . . . . . . . . . . . 22
3.4 Probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 External potential . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.6 General quadratic Hamiltonians and their dynamical behavior . . 24
3.6.1 The general quadratic Hamiltonian . . . . . . . . . . . . . 24
3.6.2 Heisenberg picture and the representation-free description 24
3.6.3 Heisenberg equation of motion . . . . . . . . . . . . . . . 25
3.6.4 General solution . . . . . . . . . . . . . . . . . . . . . . . 25
3.6.5 Perturbative approach for time-dependent Hamiltonians . 26
4 Generalized beam splitter 27
4.1 Generalized beam-splitter matrix . . . . . . . . . . . . . . . . . . 27
4.1.1 Atom-laser interaction . . . . . . . . . . . . . . . . . . . . 27
4.1.2 Heisenberg picture . . . . . . . . . . . . . . . . . . . . . . 28
4.2 Generalized phases and displacements for constant coefficients . . 31
4.2.1 Displacement vector for a single laser pulse . . . . . . . . 32
4.2.2 Generalized phase for a single laser pulse . . . . . . . . . 32
4.3 Perturbative treatment for time-dependent coefficients . . . . . . 33
5 Compact description of interferometry 34
5.1 Mach-Zehnder pulse sequence in an external potential . . . . . . 35
5.2 Final state . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2
6 Probability of ground-state detection 36
6.1 Characteristic operators of the Mach-Zehnder geometry . . . . . 36
6.1.1 Mach-Zehnder operator . . . . . . . . . . . . . . . . . . . 36
6.1.2 Vertex rule . . . . . . . . . . . . . . . . . . . . . . . . . . 37
6.1.3 Generalized displacement operator . . . . . . . . . . . . . 38
6.1.4 External operator . . . . . . . . . . . . . . . . . . . . . . 40
6.2 General probability . . . . . . . . . . . . . . . . . . . . . . . . . . 40
6.3 Probability for Gaussian initial states . . . . . . . . . . . . . . . 41
6.3.1 Wigner function . . . . . . . . . . . . . . . . . . . . . . . 41
6.3.2 Characteristic function . . . . . . . . . . . . . . . . . . . . 42
6.3.3 Probability (Gaussian initial states) . . . . . . . . . . . . 42
6.4 Multi-loop geometry . . . . . . . . . . . . . . . . . . . . . . . . . 44
7 Mach-Zehnder & Butterfly geometries 46
7.1 Mach-Zehnder interferometer: Characteristic quantities . . . . . 46
7.1.1 The generalized Mach-Zehnder phase . . . . . . . . . . . . 46
7.1.2 The Mach-Zehnder displacement vector . . . . . . . . . . 47
7.1.3 Total Mach-Zehnder phase . . . . . . . . . . . . . . . . . 47
7.2 Butterfly interferometer . . . . . . . . . . . . . . . . . . . . . . . 48
8 Non-inertial reference frames 50
8.1 General case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
8.1.1 Dynamics in accelerated frames . . . . . . . . . . . . . . . 52
8.1.2 Dynamics in rotating frames . . . . . . . . . . . . . . . . 53
8.1.3 Hamiltonian in non-inertial frames . . . . . . . . . . . . . 54
8.2 Description in co-moving frames (an alternative approach) . . . . 55
8.2.1 Phase shift and visibility in general . . . . . . . . . . . . . 56
8.2.2 Experiments on Earth or in Earth’s gravitational field . . 56
9 Conclusion 61
A External potential 63
B Symplectic group 64
B.1 Definition of the symplectic matrix . . . . . . . . . . . . . . . . . 64
B.2 Symplectic matrices form a group . . . . . . . . . . . . . . . . . . 65
B.3 The transpose is symplectic as well . . . . . . . . . . . . . . . . . 65
C The time-evolution matrix T is a symplectic matrix 66
D Displacement operator 66
D.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
D.2 Properties and identities . . . . . . . . . . . . . . . . . . . . . . . 67
D.3 Displacement operator in the Heisenberg picture . . . . . . . . . 68
E Characteristic function and the Glauber formula 68
3
F Wigner function and the corresponding characteristic function 69
F.1 Definition of the Wigner function . . . . . . . . . . . . . . . . . . 69
F.2 Wigner function and characteristic function for Gaussian states . 71
G Mach-Zehnder operator 72
H Total interferometer phase 72
H.1 Mach-Zehnder geometry . . . . . . . . . . . . . . . . . . . . . . . 72
H.2 Butterfly geometry . . . . . . . . . . . . . . . . . . . . . . . . . . 74
H.3 Mach-Zehnder phase shift in non-inertial frames . . . . . . . . . . 75
I The rotation group SO(3) 76
1. Introduction
The new era of matter-wave interferometry was initiated in 1924 by Louis
de Broglie. The particle-wave complementarity combines the property of mat-
ter to behave as particles as well as waves. In analogy to light interferometer
experiments [1, 2] the wave nature of matter has led to early proposals for
matter-wave interferometry [3–6]. Significant progress in quantum optics, for
instance the ability to manipulate internal atomic states by radio-frequency res-
onance demonstrated by Rabi et al. [7] and long-time coherent experiments by
Ramsey [8], made accessible new standards in precise frequency measurement,
nuclear magnetic resonance spectroscopy and actually provided quantum infor-
mation gates. In the late 20th century techniques for a coherent manipulation
of atoms pioneered atom interferometry [9–11].
In this article we present a compact and versatile description of light-pulse
atom interferometry which provides a straightforward method for obtaining the
phase shift and the visibility for arbitrary interferometer geometries taking into
account local accelerations, gradients and rotations of the device. We pursue
a description entirely based on operator algebra mathematically acting at the
very heart of quantum mechanics.
We start in Section 2 with a review of the development and the state of
the art of light-pulse atom interferometers. In Section 3 we model matter-wave
interferometry in the presence of a general quadratic potential. In particular,
our representation-free approach incorporates the internal and the external dy-
namics in terms of unitary beam-splitter matrices and time evolution operators,
respectively. Section 4 introduces the generalized beam splitter in order to com-
bine the internal and the external dynamics in a compact way. In Section 5 we
write the Mach-Zehnder interferometer as a sequence of generalized beam split-
ters. Moreover, it turns out in Section 6 that the total interferometer phase is
a consequence of the non-commutativity of such generalized beam splitters. At
the end of the section, we present the ground-state detection probability for the
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Mach-Zehnder and the multi-loop geometries. Thereby, we introduce the “ver-
tex rule” as a useful graphical tool. Section 7 makes the link to the experiment
while presenting explicit terms for the characteristic quantities of the Mach-
Zehnder and the Butterfly geometries. Finally, we apply our representation-free
approach in Section 8 to interferometers in non-inertial reference frames and
decompose the general coordinate transformation into elementary ones.
In order to keep the paper self-contained, we summarize concepts and de-
tailed calculations in several appendices. In Appendix A we specify the external
potential used throughout the paper. In Appendix B and C we study symplectic
groups in order to derive a compact description of the dynamics in interferom-
eters. In addition, it is essential for the generalized beam splitter to introduce
the displacement operator in Appendix D and do the transformation to the
Heisenberg picture. Since the symplectic Fourier transform of the Wigner func-
tion significantly simplifies the calculation of the detection probability of the
interferometer, we give a short introduction into the Wigner and the charac-
teristic functions in Appendix E and F. We calculate in Appendix G and H
the Mach-Zehnder operator and the total phase shift for the Mach-Zehnder as
well as the Butterfly geometry. We conclude in Appendix I with a discussion of
the rotation group particularly relevant for the description of interferometry in
non-inertial frames.
2. Overview of light-pulse atom interferometry
2.1. Early developments
The wave nature of matter particles, first proposed by Louis de Broglie,
can be exploited to construct matter-wave interferometers; see refs. [12, 13]
for some general reviews. This was first realized with electrons propagating
through a metal grating [14, 15] and later with neutrons diffracted off crystals [5].
Neutrons’ larger mass and their vanishing electric charge, which imply a much
shorter de Broglie wavelength and insensitivity to spurious electric fields, pro-
vided the required precision for performing a number of interesting experiments
[16]. These included the realization of Wheeler’s delayed-choice experiment, ex-
periments on the sign change produced by a 360◦ rotation, and inertial sensing.
Indeed, neutron interferometers were employed to measure Earth’s rotation via
the Sagnac effect for matter waves [17] as well as determining Earth’s gravi-
tational acceleration in the first experimental observation of the gravitational
interaction directly affecting the quantum dynamics of a system [6].
The next step was to perform interferometry with neutral atoms, which are
easier to produce, using a double slit [18] or matter gratings [19]. However,
taking advantage of the ability to manipulate light in a well-controlled manner,
higher-quality gratings (and which do not get clogged) can be achieved using
light gratings generated with laser beams. This was initially done with standing
waves, both in the so-called Raman-Nath [20, 21] and Bragg [22, 23] regimes
(corresponding respectively to thin and thick gratings). On the other hand,
laser beams consisting of running waves had been employed in schemes that
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generalized the Ramsey spectroscopy technique (based on the use of two pi/2
pulses separated by a time T [24] and being the key element in standard atomic
clocks) to the case of optical transitions [25, 26]. Such schemes involved a
subsequent set of two additional pi/2 pulses propagating in opposite direction
to the first pair and could be naturally interpreted, as pointed out in Ref. [10],
in terms of recoil-based matter-wave interferometers sensitive to inertial effects
such as rotations and accelerations, which cause a frequency displacement in
the Ramsey fringes (oscillations in the exit port population as a function of
the frequency detuning). Furthermore, the internal-state labeling allows the
read-out of the different exit ports without the need to spatially resolve them.
The possibility of measuring rotation rates with this kind of interferometer was
demonstrated experimentally for the first time in Ref. [27].
The development of laser cooling techniques for neutral atoms was a crucial
milestone on the road to precision atom interferometry which allowed longer in-
terrogation times and narrower velocity distributions. Combining laser cooling
with an atomic fountain configuration [28] enabled atomic clocks with longer
times T between the two microwave pi/2 pulses (with the frequency resolution
∆ν/ν being inversely proportional to T ) and a much larger number of Ramsey
fringes (thanks to the narrower velocity spread), and the scheme has been em-
ployed in international standard time references based on microwave transitions
ever since [29]. A similar set-up based on an atomic fountain using laser-cooled
atoms together with a pair of counterpropagating Raman beams along the ver-
tical direction was shown to have a great potential for precision accelerometry
and gravimetry measurements [11]. The atoms were exposed to a pi/2−pi−pi/2
pulse sequence (corresponding to a Mach-Zehnder configuration with a time T
between the pulses) which created a superposition of wave packets with central
momenta differing by a double photon recoil (associated with the two-photon
Raman transition) and eventually recombined them. The phase shift δφ be-
tween the two branches of the interferometer depends on the central position of
the wave packets with respect to the laser wave fronts at the times of interac-
tion with each pulse and is sensitive to the relative acceleration of the atoms:
δφ = keff a T
2, where a is the acceleration of the atoms in the frame where
the lasers are at rest and ~keff is the momentum transfer associated with the
two-photon recoil. In contrast to previous schemes where the transverse motion
of the atoms across a continuous beam determined the interaction time, here
pulsed beams were employed to select the duration of the atom-light interaction
and determine the amount of Rabi oscillation (pi/2 other pi). This has become
the standard set-up for light-pulse atom interferometers and can also be em-
ployed to measure rotation rates by choosing the direction of the Raman beams
perpendicular to the initial velocity of the atoms [30–33].
Before turning to a more detailed discussion of various aspects of light-pulse
atom interferometry, it is worth pointing out that in recent times matter-wave
interferometry with much heavier objects (macromolecules and even nanoparti-
cles) has been successfully performed employing matter gratings as well as light
standing waves (acting as phase gratings or as absorption gratings) [34, 35] and
is a very active field [36–38] playing a crucial role in the investigation of quan-
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tum coherent phenomena with mesoscopic objects and the quest to explore the
validity of quantum mechanics closer and closer to the macroscopic regime [39].
2.2. Diffraction mechanisms
Two kinds of diffraction mechanisms are commonly employed in light-pulse
atom interferometry: Raman and Bragg scattering. Both are based on laser
pulses of finite duration in time and by adjusting their intensity and duration,
one can generate so-called pi/2 and pi pulses. The former, which gives rise to
an equal-amplitude superposition of diffracted and undiffracted states, act as
beam splitters, whereas pi pulses completely transfer the original state into the
diffracted one and play a role analogous to mirrors in an optical interferometer.
When Raman scattering is employed [11], a pair of counterpropagating
(sometimes copropagating) laser beams induce a two-photon transition between
different hyperfine levels of the ground state. The process can be understood
qualitatively as the absorption of a photon from one beam and the stimulated
emission of another photon in the mode associated with the second beam. For
counterpropagating beams this leads to an effective momentum transfer in the
center-of-mass (COM) motion of the atom corresponding to twice the momen-
tum of a single photon. Furthermore, in that case it is a velocity selective (also
known as Doppler sensitive) process and in order to obtain maximal diffraction
efficiency, the frequency difference between the two beams needs to be reso-
nantly tuned to account for the internal energy difference of the two hyperfine
states (corresponding to several GHz) plus the recoil energy (tens of kHz) [40].
The finite duration of the pulse allows a certain deviation from this resonance
condition (in agreement with Heisenberg’s time-energy uncertainty relation) and
for sufficiently short pulses (with accordingly higher intensity) one can typically
achieve efficient diffraction of a band of momentum states around the resonant
one with a velocity spread comparable to the value of the recoil velocity [40].
The implementation of Bragg scattering in light-pulse atom interferometry
[41, 42] is similar to that described above for Raman scattering with counter-
propagating laser beams. The main difference is that no change of internal
state is involved, only a change of state for the COM motion. Therefore, the
frequency difference needs to be tuned to a few tens of kHz (corresponding just
to the recoil energy) and this can be easily accomplished with a single laser
and acousto-optical modulators (AOMs) rather than the more complex set-up
with a pair of phase-locked lasers typically required for Raman scattering. On
the other hand, there are in this case additional diffraction orders (associated
with 2n-photon transitions) whose resonance condition differs by a multiple,
n2, of the two-photon recoil energy. If one tried to used sufficiently short pulses
to diffract a band of momentum states with a velocity spread comparable to
the two-photon recoil velocity, the amplitude of exciting additional diffraction
orders would be non-negligible. A rather narrow momentum distribution is,
thus, necessary in order to select a single diffraction order (and also helps to
spatially separate the exit ports, given the absence of internal state labeling
in this case). This is a requirement which can be naturally met when working
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with Bose-Einstein condensates (BECs) [41] and Bragg diffraction is routinely
employed in BEC-based atom interferometers [42–45].
Since the sensitivity of atom interferometers is typically proportional to the
effective momentum transfer keff (sometimes even quadratically), there have
been notable efforts to attain higher values of keff. This can be done by in-
cluding between the beam-splitter and mirror pulses a number of intermediate
pi pulses which increase the relative velocity between the two interferometer
branches [46, 47]. Alternatively, when Bragg scattering is employed, one can
tune the frequency difference of the two beams so that the transition to a higher
diffraction order becomes resonant and a 2n-photon recoil is transferred [48, 49].
Finally, one can try to find an optimal combination of both: in this way a total
momentum transfer of 102 times a single-photon recoil was achieved in Ref. [50].
Bloch oscillations have also been implemented, instead of additional pi pulses, as
a way of increasing the relative velocity between the two interferometer branches
[51–55], but very careful manipulation is required to avoid introducing small un-
controlled phase shifts in the process. This is, however, less problematic when
used to accelerate both branches equally: there is then no increase of their rel-
ative velocity, but it can still lead to a significant sensitivity increase in certain
recoil measurements [56, 57].
A retroreflection scheme where the two laser beams with different frequen-
cies and properly chosen polarizations are injected together and reflected off
a mirror covered with a quarter-lambda plate (which rotates the polarization
plane) is commonly employed in high-precision measurements [58]. This results
in two pairs of counterpropagating beams such that each pair corresponds to
the configuration described above for Raman or Bragg scattering, and the prop-
agation directions in one pair are opposite to those in the other pair. Such a
scheme is employed to reduce the unwanted effects of wave-front distortions and
part of the effects due to vibrations: because the two beams travel together up
to the injection point, they are affected in the same way and the effects on the
two-photon process essentially cancel out except for the vibrations of the mirror
and any curvature imperfections of its surface. In atomic fountains the nonvan-
ishing velocity of the atoms with respect to the mirror selects via Doppler effect
only one of the counterpropagating pairs. This is not the case, however, in mi-
crogravity experiments, where the atoms are typically prepared with vanishing
mean velocity. Both counterpropagating pairs induce then resonant transitions
and give rise to double diffraction processes with a richer phenomenology than
the usual single diffraction [47, 59]. One can still have beam-splitter and mir-
ror pulses, which generate then symmetric atom interferometer configurations
where keff is automatically doubled and a number of systematic effects and noise
sources (including laser phase noise) cancel out. This was first implemented in
Raman-based interferometers [47], which become in addition insensitive to noise
and systematics associated with the AC Stark shift because the internal state of
the atoms is the same at any instant of time in both branches of the interferom-
eter. Its extension to Bragg scattering was studied in detail in Ref. [59] and has
recently been implemented experimentally [60, 61]. Besides microgravity envi-
ronments, double diffraction can be naturally employed in atom interferometers
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acting as gyroscopes where the Raman or Bragg beams are perpendicular to
the velocity of the atoms (and to the gravitational acceleration)1. Furthermore,
by considering an additional third laser beam in the retro-reflection scheme
and a suitable choice of the three laser frequencies, a generalization of double
diffraction which still retains many of its advantages can be employed in inter-
ferometers acting as gravimeters [62]. Such a scheme has recently been exploited
to perform precise tests of the equivalence principle with 85Rb and 87Rb [63].
In addition to Raman and Bragg scattering, diffraction by traveling laser
waves based on single-photon optical transitions is sometimes used in atom
interferometry. It was considered in the original proposal for Ramsey-Borde´
interferometers [10] and has been employed in optical atomic clocks with free
atoms [25, 26]. More recently, it has received renewed attention as part of a
novel scheme for differential phase-shift measurements with spatially separated
atom interferometers sharing common laser beams [64, 65]. In this new scheme
the effects of laser phase noise are highly suppressed even when considering
very long baselines (e.g. millions of kilometers for certain space applications).
It requires very long-lived metastable states (e.g. the clock transition in 87Sr),
so that spontaneous decay does not lead to significant loss of coherence even for
long interferometer times.
2.3. Applications to high-precision measurements
In the last two decades light-pulse atom interferometers have demonstrated
their great potential as highly accurate quantum sensors for both practical appli-
cations and fundamental measurements, which we summarize in this subsection.
2.3.1. Inertial sensing
As already emphasized in Clauser’s seminal paper of 1988 [9], matter-wave
interferometers employing laser-cooled neutral atoms and diffraction gratings
generated with laser beams can be exploited to construct very precise inertial
sensors. Clauser considered atomic beams crossing standing electromagnetic
waves rather than light-pulse interferometers, but the essential idea is very
similar and can be understood as follows. By considering neutral atoms in
a magnetically insensitive state and using magnetic shielding to screen spurious
magnetic fields and magnetic field gradients (and thus avoid forces due to the
second order Zeeman effect) one can make sure that during their free evolution
in the interferometer the motion of the atoms is only affected by gravitational
and inertial forces to a very good approximation, so that they provide an excel-
lent inertial reference. Accelerations and rotations of the interferometer device
lead to changes in the location of the laser wave fronts relative to the atoms
(acting as inertial references), which causes in turn a change of the phases ac-
quired by the atoms in the diffraction process. And this finally gives rise to a
1If desired a single diffraction scheme can still be used in this case by tilting slightly the
beams with respect to the direction of the atom velocity [30].
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net contribution to the phase shift between the interferometer branches, typ-
ically given by δφ ∼ kTeff aT 2 for accelerations and δφ ∼ kTeff (v0 × Ω)T 2 for
rotations. Therefore, by monitoring appropriately their phase shift, one can use
atom interferometers (or a combinations of them) as precise accelerometers and
gyroscopes, which have found the following applications.
• Gravimetry and gradiometry: For more than a decade atom interferome-
ters have occupied a prominent place among the most accurate absolute
gravimeters [44, 58, 66–69]. Moreover, the development of mobile versions
[70] with comparable precision and accuracy, and even compact portable
ones [71], make them particularly attractive for geophysics applications.
The main limitations are due to vibration noise of the retro-reflection
mirror (as established by the equivalence principle, vibrations and accel-
erations are indistinguishable from gravitational forces). Using vibration
isolation systems, sensitivities of 10−9g can be achieved in about 10 s. Ac-
cording to Ref. [69], there are prospects for reaching that sensitivity in
1 s and improving the sensitivity by one order of magnitude after 100 s of
integration time.
On the other hand, by considering differential phase-shift measurements
of spatially separated atom interferometers sharing common laser beams,
one can perform gravity gradient measurements along the baseline with a
precision which can exceed the limitations due to vibration noise for each
single interferometer thanks to common-mode noise rejection in the differ-
ential measurement. This kind of devices are particularly sensitive to the
properties and motion of local masses and have both geophysical and fun-
damental applications (some of them are discussed below). Mainly set-ups
with vertical baselines of the order of one meter have been considered so
far [72–74], but horizontal baselines of close to a meter have recently been
reported as well [75]. A substantially enhanced version (with much longer
interferometer times) aboard a dedicated satellite mission has been pro-
posed for geodesy applications relying on precise measurements of gravity
gradients at larger scales [76].
Furthermore, a gravitational antenna (MIGA) with a horizontal baseline of
200m is being built in a low-noise underground laboratory in France [77,
78]. It will consist of several spatially separated atom interferometers
distributed along the baseline and being interrogated by a common laser
field inside a 200-meter-long optical cavity, and it will monitor changes in
the local gravitational field with unprecedented sensitivity and with very
interesting geophysical and hydrological applications.
Finally, it is also worth mentioning that the gravitational field curvature
(corresponding to third-order derivatives of the potential) has recently
been measured employing a set-up similar to the vertical gradiometers
described above [79].
• Gyroscopes and navigation: Atom interferometers employing thermal atomic
beams [80] have reached sensitivities better than 10−9 rad/s [81, 82] and
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have been further improved to meet the precision and stability require-
ments for navigation applications [83]. On the other hand, light-pulse
interferometers with cold atoms can achieve high sensitivities with a sig-
nificantly smaller size by using longer interferometer times (and smaller
launch velocities v0) [30–33, 84], and have been shown to possess great
potential for geodetic applications and inertial navigation [32]. Moreover,
a six-axis inertial sensor (for rotations and accelerations) has already been
demonstrated [30].
• Fundamental tests: The equivalence principle is the cornerstone of general
relativity and it encompasses three different but interrelated aspects: local
Lorentz invariance (LLI), local position invariance (LPI) and the univer-
sality of free fall (UFF) [85]. There is, therefore, great interest in testing
experimentally their validity with high precision, and it is very useful to
have consistent theoretical frameworks describing such violations and al-
lowing an unambiguous and well-defined parametrization. The so-called
Standard-Model Extension (SME) provides a rather general framework
for describing violations of LLI [86]. Particle physics experiments together
with cosmic ray observations [87] as well as atomic clock [88] and atom-
interferometric [89] measurements have been exploited to put stringent
bounds on many of its parameters. In addition to violations of LLI, the
SME necessarily implies violations of LPI and UFF as well. Testing the
latter two can be a good way of putting bounds on parameters within the
SME that only affect gravitational phenomena [90]. Furthermore, string-
theory-inspired dilaton models [91] and related models giving rise to time-
dependence of the fundamental constants [92] give rise to violations of
LPI and UFF while preserving LLI. LPI can be tested with gravitational
redshift measurements comparing atomic clocks at different locations [93]
as well as with accurate measurements of atomic spectra from distant cos-
mological sources [92]. UFF in turn has been tested at the 10−13 level
with torsion balance experiments [94, 95] and lunar laser ranging. Tests
of UFF with atom interferometers [63, 96–99] performing differential mea-
surements with two different species (or related atomic experiments [100])
have reached at most the 10−8 level so far. However, they can still provide
useful bounds on certain parameter combinations [98, 101–103] because
the atomic species employed are quite different from the materials used in
the torsion balance experiments. Moreover, there are plans for a dedicated
satellite mission to test the UFF with atom interferometry at the 10−15
level [104].
In addition, atom-interferometry-based gradiometers like those described
above have been employed to test Newton’s inverse square law with un-
precedented accuracy at 10-cm scales [75]. This was done by changing
the position of well-characterized heavy masses near the center of the gra-
diometer baseline and measuring the corresponding changes in the gravity
gradient.
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2.3.2. Measurement of fundamental constants
• Newton’s gravitational constant G: By changing the position of well char-
acterized ring-shaped masses along the baseline separating the two atom
interferometers in the vertical gradiometer configuration briefly described
in Section 2.3.1 and measuring the corresponding changes of the gravity
gradient, one can measure the gravitational constant G with an accuracy
comparable to other state-of-the-art methods (mainly torsion balance ex-
periments analogous to Cavendish’s original experiment) [105–107]. This
is the less accurately determined fundamental constant of nature and there
are conflicting results for different sets of measurements. The atom inter-
ferometric measurements provide a valuable addition with a very different
kind of systematics from the other existing experiments.
It should also be mentioned that the possibility of using an alternative
gradiometer configuration with a horizontal baseline has been investigated
in Ref. [75].
• Recoil measurements and the determination of the fine-structure con-
stant α: The phase shift in a Ramsey-Borde´ interferometer with two-
photon Raman pulses (or Bragg pulses) gets a contribution from the ad-
ditional kinetic energy acquired by the atoms in one of the branches and
directly related to the two-photon recoil. Since the wavelength of the pho-
tons can be specified with high accuracy, determining the recoil energy
from the phase shift allows a precise measurement of ~/mX , where mX
is the mass of the atomic species employed [108]. This precision can be
increased by simultaneously increasing the velocity of the atoms in the
two interferometer branches using Bloch oscillations [56, 57, 109]. Alter-
natively one can use higher-order Bragg pulses and take advantage of the
fact that in this case the phase shift scales quadratically with keff [110].
The future redefinition of the kilogram which is under consideration im-
plies fixing the value of the Planck constant. In that context the mea-
surement of ~/mX provides a direct way of establishing an accurate mass
scale in the atomic regime. The link with macroscopic scales could then
be provided by the single-crystal 28Si spheres of the Avogadro project,
whose total number of atoms can be determined very precisely [109, 110].
In addition, an accurate measurement of ~/mX also provides an accu-
rate way of determining the fine-structure constant α [108, 111] thanks to
the great accuracy with which the Rydberg constant R∞ is determined
through spectroscopic measurements. In this way α has been determined
[57, 109] with an accuracy comparable to the best existing results, ob-
tained from the measurement of the anomalous magnetic moment of the
electron. Comparing the two results can be regarded as a consistency
check of QED calculations in particle physics from measurements in the
atomic regime [57, 109].
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2.3.3. General relativistic effects
• Lense-Thirring effect: A gyroscope following a certain trajectory in the
gravitational field generated by a rotating mass distribution will experi-
ence a precession with respect to a distant fixed reference due to several
general relativistic effects: the geodetic effect (due to the relative veloc-
ity of the test particle with respect to the source), the Lense-Thirring
effect (due to the frame dragging in the spacetime geometry surrounding
a rotating source) and the Thomas precession (a special-relativistic effect
due to the noncommutativity of Lorentz boosts along different directions).
Exploiting the potential of atom interferometry for building compact and
precise gyroscopes, a satellite mission for measuring the Lense-Thirring
effect, which is of the order of 10−14 rad/s for the case of the Earth, was
proposed in Ref. [112].
• PPN parameters: It has been suggested [113] that atom interferometers
can be used to measure a linear combination of the PPN parameters β
and γ, which characterize the nonlinearity of the gravitational field and
the spatial curvature of the spacetime geometry, respectively, to lowest
order in the post-Newtonian expansion (β = γ = 1 for general relativity).
As far as the dynamics of nonrelativistic atoms is concerned, the effect of
such terms essentially amounts to replacing the gravitational potential φ
with φ − (β + γ)φ2/c2. This extra contribution cannot be easily distin-
guished from the gravitational field itself, but it is in principle possible
if one considers the gravity gradient along three perpendicular directions.
This is because, in contrast with the Newtonian gravity gradient, its trace
does not vanish in a region with vanishing density. The measurement is,
nevertheless, very challenging because the contribution to the gravity gra-
dient is suppressed by a factor 10−9 compared to Earth’s gravity gradient.
Moreover, in principle one would need to guarantee the orthogonality of
the three measured directions at the 10−9 level too.
• Gravitational wave detection: The use of single atom interferometers for
gravitational wave detection was put forward in Ref. [114], but it was
later shown to be based on a flawed analysis [115]. On the other hand,
refs. [116, 117] proposed a very different scheme where the gravitational
waves directly affect the propagation of laser beams over long distances.
These laser beams are shared by atom interferometers spatially separated
by this long baseline and a differential phase-shift measurement is per-
formed. This kind of gravitational antenna is, therefore, similar to those
based on optical interferometers but with the atom interferometers re-
placing the freely suspended mirrors as inertial references. An important
point to emphasize is that in order to minimize aliasing effects, a substan-
tial number of atomic clouds need to be operated concurrently (with time
separations among them much smaller than the total interferometer time
for each one of them).
More recently, a novel scheme based on single-photon optical transitions
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has been proposed [64]. It has the great advantage that the effects of laser
phase noise are highly suppressed. Thanks to that, a single arm would
be sufficient even for long baselines [65, 118] comparable to the 106 km of
LISA. (Multiple arms would still be desirable because they provide addi-
tional information on the polarization of the gravitational waves, which
can help to pinpoint the location of their source in the sky.)
As described in Section 2.3.1, MIGA is a prototype for a gravitational
antenna with a 200-meter baseline which is being built in an underground
laboratory in France [77, 78] and can serve as a testbed for some of these
ideas.
2.4. Long-time interferometry
Since the sensitivity scales quadratically with the interferometer time in
many cases, longer interferometer times (of the order of 10 s or longer) are a key
ingredient in order to achieve a substantial breakthrough in future high-precision
measurements based on atom interferometry. One possibility is to employ larger
atomic fountains, and indeed total interferometer times over 2.5 s have already
been demonstrated in Stanford’s 10-meter tower [119]. On the other hand,
longer interferometer times can be naturally achieved with much more compact
interferometer set-ups [120] in microgravity environments. There have recently
been increasing efforts in this direction using parabolic flights [121], drop-tower
facilities [45, 122] and sounding rockets [123]. These can provide a very valuable
testbed for the design and development of future experiments in the Interna-
tional Space Station [124], or even dedicated satellite missions [104, 125].
Long-time interferometry offers the possibility of reaching unprecedented
sensitivities, but it also poses serious challenges. A major one is preventing the
size of the expanding atom cloud from becoming too large, which would lead to
a number of drawbacks. First, if the atom density becomes too low, it is not
possible to have a sufficiently high signal-to-noise ratio for the atom detection at
the exit ports of the interferometer. Moreover, the cloud may even exceed the
size of the set-up, so that a non-negligible fraction of the atoms is lost and does
not contribute to the signal at all. Second, a larger cloud is more sensitive to
wave-front distortions. These can be mitigated by employing a retroreflection
scheme as described in Section 2.2, but for high-precision measurements and
large atom clouds the requirements on the regularity of the retroreflecting mir-
ror’s curvature may still become exceedingly high. Third, rotations and gravity
gradients lead to relative shifts in the central position and momentum of the
two interfering wave packets at each exit port and this causes the appearance
of a fringe pattern in the density profile as well as a contrast reduction in the
oscillations (as a function of the phase shift) of the integrated particle num-
ber in each port. The effect is more important for larger atom clouds, when
the size of the envelope (the size of the cloud) is larger than the fringe spac-
ing. Fortunately, mitigation strategies based on the use of a tip-tilt mirror for
retroreflection [70, 119, 126, 127] and a suitable adjustment of the pulse timing
[128] have been proposed to overcome such loss of contrast, which become in-
creasingly relevant for long interferometer times (e.g. the relative shift due to
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gravity gradients grows cubically with the interferometer time). However, the
effectiveness of the mitigation strategy associated with gravity gradients (or the
direct read-out of the phase shift from the location of the fringes in the fringe
pattern of the density profile [129, 130]) is eventually limited for sufficiently long
interferometer times when considering thermal clouds [128].
Minimizing the growth of the atom cloud at late times requires preparing an
initial state with a very narrow momentum distribution, which will also have
the added benefit of very high diffraction efficiencies and negligible dispersion
(velocity-dependent) effects in the diffraction process. Promising techniques for
achieving such narrow momentum distributions will be discussed in the next
subsection.
2.5. Bose-Einstein condensates and “delta-kick cooling”
There are several ways of generating the kind of narrow momentum distri-
butions needed for long-time interferometry as discussed above. One possibility
is to produce colder thermal ensembles (e.g. via evaporative cooling), but one
should keep in mind that for sufficiently low temperatures the quantum degener-
acy regime will eventually be reached (giving rise to a non-negligible condensate
fraction for bosonic atomic species). The momentum spread can be further re-
duced by adiabatically opening the trap where the evaporatively cooled atoms
are confined before release. However, achieving sufficiently narrow momentum
distributions would require rather long times which would severely hamper the
repetition rate and make this method unsuitable for high-precision experiments
and for microgravity platforms with a limited time available per shot, such as
the experiments in drop towers or parabolic flights. There is fortunately an
alternative method, known as “delta-kick cooling” (DKC)2, which is capable of
producing similar results within a substantially shorter time [131, 132]. The
basic idea is to release the atoms, let the cloud expand for some time and then
switch on again the trapping potential for a short time. During this short pe-
riod the kinetic energy of the atoms gets converted into potential energy, and
by adjusting its duration appropriately, a significant fraction of the original ki-
netic energy can be removed (with the corresponding decrease of the momentum
spread). A related method consists in letting the atom cloud expand in a shal-
lower trap (compared to the originally confining one) and switch it off at the
right time, when most kinetic energy has been converted into potential energy
[133, 134].
DKC can be applied to both BECs and thermal clouds, but employing BECs
has further advantages, as we will see. For nondegenerate thermal clouds, and
assuming an isotropic harmonic trap for simplicity, the product of position and
momentum widths, which is preserved by the time evolution according to Liou-
ville’s theorem, satisfies the inequality 2 σp σx/~ & N
1
3 . For an atom number
2Strictly speaking one should not use the term “cooling” since the phase-space volume is
preserved in the process. It would instead be more appropriate to speak of a magnetic (or
optical-dipole) lens.
15
N ∼ 106, the right-hand side of the inequality is already of order 102; moreover,
for an ensemble far from degeneracy the product of the widths is actually much
larger than N
1
3 . This means that in order to achieve very narrow momentum
widths one needs to have relatively large cloud sizes. In contrast, for BECs
one has σp σx/~ ∼ 1. This means that even for a trapped condensate one can
have a fairly narrow momentum distribution of order σp ∼ ~/RTF, and where
the Thomas-Fermi radius RTF for a given trap frequency grows with the atom
number. The use of DKC is still necessary in order to achieve very narrow
momentum distributions because when the BEC is released from the trap, the
nonlinear interaction energy is converted into kinetic energy and the expansion
rate of the BEC increases significantly. Nevertheless, given the relation between
the position and momentum widths in this case, a given momentum spread can
be achieved with a much smaller size (by a factorN
1
3 or more) than for a thermal
cloud.3 Hence, BECs are an ideal candidate for high-precision measurements
with long-time interferometry where a combination of a smaller cloud size and a
very low expansion rate can be achieved. This helps to minimize the unwanted
effects associated with wave-front distortions and reduces the loss of integrated
contrast due to rotations and gravity gradients; moreover, the mitigation strat-
egy put forward in Ref. [128] is particularly effective for BECs (compared to
thermal clouds).
BECs have recently been employed in precision measurements with atomic
fountains [43, 44], their use for atom interferometry in microgravity environ-
ments has been demonstrated in drop-tower experiments [45, 122] and they are
a key ingredient in plans for a dedicated space mission capable of performing
tests of the equivalence principle that would improve the current bounds by
several orders of magnitude [104, 125]. Their combination with DKC has been
implemented in drop-tower experiments [45], where cloud sizes of just 1mm
were achieved after 2 s of expansion time, and in ground experiments [54].
2.6. Previous phase-shift calculations
A path-integral approach was employed in Ref. [135] to calculate the wave-
function propagator and to obtain the phase shift for an atom interferometer
in terms of the action evaluated along an appropriate classical trajectory for
each branch. This reference mainly focused on the effects of rotations and
uniform gravitational fields, but the same approach was later used to calculate
the contribution of gravity gradients to the phase shift [58, 136]. By considering
an expansion in powers of time (up to a sufficiently high order) of the exact
solution for the classical trajectories, the result was further extended to include
higher-order contributions to the phase shift due to uniform gravitational fields,
gravity gradients and rotations as well as cross terms [137].
3For large atom numbers (e.g. N ∼ 106) the effect of nonlinear interactions can be non-
negligible, even for condensate sizes of hundreds of micrometers, when momentum widths
comparable to the Heisenberg limit are reached. In those cases, the final momentum widths
attainable may be not so much better than those achieved by working with thermal clouds
evaporatively cooled close to quantum degeneracy but with a small condensate fraction [134].
16
A second approach analogous to the so-called ABCD formalism in optics was
developed in refs. [138–140] to obtain the propagator in position representation
associated with a quadratic Hamiltonian. The propagator was then employed to
calculate the evolution of a Gaussian wave packet corresponding to the dynamics
of the atoms between laser pulses (and of a basis of Gauss-Hermite wave packets
too). Finally, this was combined with the phases acquired from the interaction
with the laser pulses to calculate the phase shift between the two interferometer
branches governing the oscillations of the integrated particle number at each
exit port. Making use of these results, a general formula for the phase shift
valid for arbitrary pulse sequences and including the effects of uniform grav-
itational fields, rotations, gravity gradients and weak gravitational waves was
later derived [141, 142]. More recently, this question was revisited in Ref. [143],
where the evolution of the massive matter particles was described in terms of
massless particles propagating in a five-dimensional spacetime following an ap-
proach similar to Kaluza’s theory [144]. The advantage of a formulation based
on massless particles is that the phase of the associated waves (propagating in
five-dimensional spacetime) is constant along the null rays determined by the
classical trajectories, which are orthogonal to the spacetime hypersurfaces of
constant phase, and this was exploited in refs. [143, 145] to provide an elegant
explanation for the nontrivial cancellation between different contributions to the
phase shift found in previous calculations.
A related procedure was carried out in Ref. [126], where the evolution be-
tween laser pulses was described, for quadratic Hamiltonians, in terms of a
(symmetric) centered wave packet with vanishing position and momentum ex-
pectation values together with position and momentum displacement operators
acting on it and whose time-dependent arguments are given by classical trajec-
tories, as well as a phase factor involving their associated classical action. By
combining this result with the phases acquired from the interaction with the
laser pulses and the additional phase shift that arises when the two wave pack-
ets interfering at each exit port have different central positions and momenta, a
derivation was provided of the basic formula that had served as the starting point
for the phase shift calculations in Ref. [137]. Furthermore, by identifying the
classical action with the proper time integrated along a worldline and working
with Fermi normal coordinates to establish the connection with the nonrela-
tivistic result, the basic formula for the phase shift was later extended to freely
falling atoms in curved spacetimes [113] as long as the size of the wave packets
remained small compared to the curvature radius. The resulting formalism was
employed to analyze the possible application of atom interferometry to tests
of general relativistic effects and the measurement of certain PPN parameters
[113]. It was also a key ingredient in the calculation of a coordinate-invariant
result for the differential phase shift of a pair of atom interferometers separated
by a long baseline and sharing common lasers, and assessing its sensitivity to
gravitational waves [116].
A third approach which has also proved to be very useful is based on working
at the operator level. By accounting for the kicks from the laser pulses with
momentum displacement operators, it was shown in Ref. [146] that the action
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of the evolution operators between pulses can be translated into a linear trans-
formation, in terms of position and momentum operators, of the exponent of
those momentum displacement operators. This was then exploited to calculate
the probabilities associated with each exit port for Ramsey-Borde´ and Mach-
Zehnder interferometers including the effects of constant acceleration and uni-
form forces, time-independent gravity gradients (up to first order) and rotations
with constant angular velocity described in the rotating frame (up to quadratic
order). These results were further extended to multiloop configurations with
additional intermediate pi pulses in Ref. [147], where the possibility of canceling
the effects of time-independent accelerations and the lowest-order contributions
of rotations by adjusting the time separations between the intermediate pulses
was analyzed.
More recently, there has been renewed interest in the use of operator methods
for studying the phase shift in light-pulse atom interferometers. A representation-
free derivation, based on operator algebra, of the phase shift for a Mach-Zehnder
configuration in a uniform gravitational field was provided in Ref. [148]. And the
main results that will be obtained in the remaining sections of the present paper
can be regarded as a generalization to quadratic potentials of such operator-
algebra methods for deriving the detection probabilities at each exit port, to-
gether with a general treatment of rotations and non-inertial effects. Further-
more, a representation-free description for the state evolution in interferometers
with general quadratic Hamiltonians has been presented in Ref. [128]; see also
Ref. [130]. There the evolution of the interfering wave packets along each branch
of the interferometer was described in terms of centered wave packets which char-
acterized their expansion and shape evolution, as well as displacement operators
which characterized their motion and whose arguments were given by classical
phase-space trajectories including the kicks from the laser pulses. The main
emphasis was on the key features of the fringe pattern arising in the density
profile of “open interferometers” (for which the trajectories associated with the
different branches do not close in phase space after the last beam splitter), how
this can lead to a loss of contrast in the oscillations of the integrated particle
number at each exit port, and an efficient mitigation strategy to overcome such
loss of contrast when due to gravity gradients. In addition, a simple deriva-
tion of the general expression for the phase shift, based on the recursive use
of the composition formula for the product of two displacement operators, was
provided. It extends the general formula for the phase shift obtained by An-
toine and Borde´ [141, 142] to the case of (possibly) branch-dependent forces.
The result is further generalized to anharmonic potentials, but locally harmonic
(within regions of the size of the wave packets), in Ref. [130]. Furthermore, the
formalism in Ref. [128] has recently been exploited to propose a novel scheme
[149] capable of simultaneously overcoming the two challenges associated with
gravity gradients in tests of UFF: the loss of contrast and the initial co-location
problem (the need to control very precisely the relative central position and
momentum of the initial wave packets for the two atomic species).
There have also been interesting derivations based on the phase-space de-
scription of quantum mechanics in terms of Wigner functions. The time evolu-
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tion of the Wigner function and the corresponding phase shift for interferom-
eters with three and four laser pulses, including the effect of Earth’s gravity
gradient and rotation, was obtained in Ref. [150]. In some sense the method
can be regarded as the phase-space counterpart of the representation-free de-
scription of the state evolution in Refs. [128, 130]. The Wigner function at the
exit ports can be directly compared with the result for the Wigner function
obtained in Ref. [130], which is derived by expressing the state evolved with
the representation-free approach in terms of the phase-space representation. In
turn, the derivation in Ref. [151] can be regarded as the phase-space counter-
part of the representation-free calculation of Ref. [148]. The results obtained in
Refs. [150] apply to Raman-based interferometers, but they can be straightfor-
wardly extended to Bragg-based ones.
Finally, it should be pointed out that all the analytic calculations described
so far in this subsection made use of idealized laser pulses entirely described by
instantaneous momentum displacement operators associated with planar laser
wave fronts. Neither wave-front distortions, excitations of off-resonant diffrac-
tion orders, dispersion effects (including velocity selectivity) nor the evolution
of the atom’s COM during the finite duration of the laser pulse were taken into
account. This might be a reasonable approximation under certain conditions
(e.g. small wave packets compared to the wave-front curvature, narrow momen-
tum distributions and short laser pulses). However, in general these effects need
to be taken into account for a sufficiently accurate description. The corrections
due to the finite duration of the laser pulses were investigated in refs. [152, 153]
and the effects of COM evolution during the laser pulse have been studied an-
alytically including the effects of the gravitational acceleration [154, 155] and
rotations [156]. Dispersion effects can be investigated analytically for single
Raman diffraction [40]. On the other hand, the effects due to excitations of
off-resonant diffraction orders can be studied analytically in the quasi-Bragg
regime [59, 157] and dispersion effects can be approximately studied in the deep
Bragg regime, but a numerical treatment (such as that of Ref. [158]) is in gen-
eral necessary. Algorithms making use of a suitable semi-analytical approach
can be devised to generate codes that take these effects into account and can
simulate full interferometer sequences with arbitrarily long interferometer times
and no increase in computational costs. As for the effects of wave-front distor-
tions, the usual treatments are applicable to thermal clouds [159–161], but an
accurate description of their effects on large BECs requires new analytical tools
currently under development.
3. Matter-wave interferometry in quadratic potentials
Matter-wave interferometers are composed of a sequence of beam splitters
which determines the specific interferometer geometry. With the help of the
presented formalism we are able to efficiently describe arbitrary geometries.
We assume a two-level system coherently manipulated by beam splitters in
the presence of an external quadratic potential. Note that our compact descrip-
tion of interferometry is also applicable to more complicated level structures,
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for instance necessary in double Bragg diffraction [59], by modifying the pre-
sented interaction model (beam splitter). In particular, internal level structures
reducible to effective two-level systems, for instance Raman transitions in atom
interferometers, are covered in an exact way. We illustrate our formalism with-
out loss of generality by means of light-pulse atom interferometers.
3.1. Total Hamiltonian
A two-level atom in a semiclassical electric field is a standard and often
discussed problem in quantum optics [162–164]. Suppose we have given a two-
level atom with the internal ground state |0 〉 and the internal excited state |1 〉
an electric dipole transition with frequency ωa will drive Rabi oscillations. The
total Hamiltonian is given by
Hˆ(t) =
pˆ2a
2m
+ ~ωa
σˆ3
2
− dˆ ·E(t, xˆ) + Ve(t, xˆ) (1)
in which we have additionally included a time-dependent external potential
Ve to the standard atom-field Hamiltonian of quantum optics. The atomic
part consists of the kinetic energy of the atom (momentum p; atomic mass
m) and the energy term describing the internal level separation by the energy
~ωa. The third term describes the linear coupling of the dipole operator and
the semiclassical electric field (dipole approximation), where the dipole operator
dˆ = d σˆ++d
∗σˆ− includes the atomic excitation creation/annihilation operators
σˆ+ = |1 〉〈 0 | and σˆ− = |0 〉〈 1 |, and the dipole transition element d.
3.2. State description
The (atomic) matter wave is described by a state with internal as well as
external degrees of freedom
|Ψ 〉 = 1√
2
(
|ψ(0) 〉 |0 〉+ |ψ(1) 〉 |1 〉
)
. (2)
In general, it is a superposition of atoms being in the internal ground state
| 0 〉 and the internal excited state | 1 〉 with the corresponding external state
|ψ(0) 〉 and |ψ(1) 〉, respectively. The internal states satisfy the orthonormality
relation 〈 i |j 〉 = δij (i, j ∈ {0, 1}) and form a complete set spanning up a two-
dimensional Hilbert space. Additionally, the state is assumed to be normalized:
〈Ψ |Ψ 〉 = 1.
3.3. Interferometer sequence
The simplest interferometer sequence, including all effects for a straightfor-
ward generalization to arbitrary interferometer geometries, is called the Mach-
Zehnder pulse sequence (see Fig. 4). Pointing out the quintessence, which in-
cludes the key elements of our formalism, this special geometry shall serve us in
Section 5 as a “learning platform” for a general theory describing more advanced
geometries, for instance, a multi-loop geometry (see Fig. 1).
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Figure 1: Multi-loop geometry: In between two pi/2-pulses (at time t0 and tn), which create
a superposition of the internal ground state | 0 〉 and the internal excited state | 1 〉, (n−1)
pi-pulses redirect the atom. The atomic center-of-mass motion (black solid lines) is entangled
with the internal states |0 〉 and |1 〉 via the laser pulses (dashed gray lines).
Below we split the interferometer pulse sequence in its elementary parts.
In this sense, the interferometer can be described by individual zones which
will correspond to unitary operators: In an interferometer on every laser pulse
(unitary time evolution Uˆi) a free time evolution Uˆe follows (see Figs. 1 and 2).
Thus, for the final state we get the sequence
|Ψ(tn+τn) 〉 = Uˆi(tn+τn, tn) ... Uˆe(t1, t0+τ0) Uˆi(t0+τ0, t0) |Ψ0 〉. (3)
This separation ansatz of Uˆi (internal dynamics) and Uˆe (external dynamics) is
valid for a sufficiently small atom-laser interaction time τ in order to neglect the
effects of an external potential Ve(x) during the internal dynamics. A detailed
analysis of the beam-splitter process with a finite interaction time τ in the
presence of various external potentials can be found in [155]. For the limit of a
quasi-instantaneous laser pulse we model the internal dynamics in Section 4 by
a simple beam-splitter matrix while neglecting the external potential.
Figure 2: Detail of an interferometer sequence: The “interaction zone” (dashed gray region;
operator Uˆi) of a laser field and an atom (black solid line = center-of-mass motion), initially in
the internal ground state |0 〉, causes a superposition of |0 〉 and |1 〉. The superposition weight
is governed by the interaction time τ0. Afterwards, a “free-propagation zone” follows (external
dynamics; operator Uˆe). “Free-propagation” is meant to include the external potential but
no laser interaction is present.
Finally, an arbitrary interferometer can be composed by successively apply-
ing unitary operators for the internal as well as the external dynamics. More-
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over, the interferometer phase shift emerges as a consequence of the commuta-
tion relations of such operators.
First, we discuss the time evolution of a matter wave within an external
potential. Following this, the internal dynamics is studied.
3.3.1. Free-propagation zone (external dynamics)
The “free-propagation zone” is concerned with the time evolution within
the external potential Ve. Note that “free-propagation” is meant to include the
effects of the external potential but no laser interaction is present.
External Hamiltonian. The time evolution between two laser pulses is governed
by the time-dependent external Hamiltonian
Hˆe(t) =
pˆ2a
2m
+ Ve(t, xˆ), (4)
where the first term corresponds to the kinetic energy of the matter wave, the
second to the potential energy, which are both part of the total Hamiltonian (1).
The external Hamiltonian (4) only acts on the external degrees of freedom, i.e.
on |ψ(0) 〉 and |ψ(1) 〉, respectively.
Time evolution (external). The integrated version of the familiar Schro¨dinger
equation maps the initial state | Ψ(t0) 〉 onto the final state | Ψ(t) 〉 via the
time-evolution operator Uˆe(t, t0)
|Ψ(t) 〉 = Uˆe(t, t0) |Ψ(t0) 〉. (5)
So far, we have dealt with the external dynamics. We consider next the
internal one.
3.3.2. Interaction zone (internal dynamics)
We have already considered the total Hamiltonian (1) describing both the
internal and the external dynamics of the matter wave. In the following we will
neglect the atomic center-of-mass motion in the semiclassical laser field which
was already assumed for the separation ansatz (3).
Internal Hamiltonian. Since the dynamics of the center-of-mass motion can be
disregarded, the kinetic energy and the external potential in Eq. (1) can be set
to zero in order to get the internal Hamiltonian
Hˆi(t) = ~ωa
σˆ3
2
− dˆ ·E(t, xˆ). (6)
Moreover, Hˆi(t) couples the internal states |0 〉 and |1 〉 via the dipole operator
dˆ = d |1 〉〈 0 | + d∗ |0 〉〈 1 | to its center-of-mass motion (xˆ ≡ external degree of
freedom).
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Time evolution (internal). The time evolution is given by
|Ψ(t)〉 = Uˆi(t, t0) |Ψ(t0) 〉, where the unitary operator
Uˆi(t, t0) = T e
− i
~
∫
t
t0
dt′Hˆi(t
′)
(7)
is governed by the time-dependent internal Hamiltonian (6); T is the time-
ordering operator.
3.4. Probability
The probability of detecting the atom in the ground state |0 〉 at position x
after a sequence of laser pulses and free propagations reads
|ψ(0)(tn,x)|2 = |〈x | 〈 0 |Ψ(tn) 〉|2. (8)
Here, the state |Ψ(tn) 〉 after the n-th laser pulse is given by the sequence (3).
In addition, we omit the pulse length τn in the notation. The ground-state
detection probability irrespective of position becomes
P |0〉(tn) =
∫
R3
d3x |ψ(0)(tn,x)|2. (9)
Note that any further free propagation Uˆe(tn+1, tn) within the external potential
after the last beam splitter does not alter the probability. This can be easily
checked by calculating the probability P |0〉(tn+1) with the state |Ψ(tn+1) 〉 =
Uˆe(tn+1, tn) |Ψ(tn) 〉. In other words, the probability to find the atom in the
internal ground state after a given pulse sequence is determined right after the
last beam splitter at time tn.
3.5. External potential
In this section, we specify the external potential Ve(t,x) and answer the
question: What are the external potentials that matter-wave interferometers
would naturally like to probe?
On the one hand, clearly the most intuitive answer is: the gravitational po-
tential. Indeed, gravity directly couples to the (gravitational) mass of matter
waves. On the other hand, one can also think of other coupling potentials. For
instance effective potentials due to the interaction between the (atomic) spin in
a magnetic field or electric charges in electric fields. However, this would require
additional intrinsic properties of matter waves. Thus, we restrict ourselves to
the first mentioned and most natural one, the coupling of (gravitational) mass
to the gravitational field. But keep in mind that the presented formalism holds
true for various physical problems subject to the same mathematical model.
In Appendix A, we discuss the gravitational potential and expand it up to
second order (harmonic approximation)
Vg(t,x) ≈ Vg(ρ(t))−m gT(t) [x− ρ(t)] + 1
2
m [x− ρ(t)]T Γ(t) [x− ρ(t)] .
(10)
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This approximation is well-suited for high precision measurements at present
as well as in future as long as the expanding point ρ(t) is chosen sufficiently
close to the atomic center-of-mass motion. Depending on the chosen reference
frame, g(t) can denote the local gravitational acceleration and/or accounts for
arbitrary time-dependent inertial forces (e. g. due to vibrations). Moreover,
Γ(t) stands for the gravity gradient.
3.6. General quadratic Hamiltonians and their dynamical behavior
In order to provide a compact description of dynamics in matter-wave in-
terferometers subject to a general quadratic Hamiltonian, we study in some
detail the underlying symplectic structure in Appendix B, especially the stan-
dard symplectic group. As a result we arrive at the well-known canonical de-
scription of quantum mechanics for a general quadratic Hamiltonian where the
time-evolution matrix is symplectic.
3.6.1. The general quadratic Hamiltonian
The most general form of a quadratic Hamiltonian is given by
Hˆ = H(ξˆ) = F(t) + GT(t) ξˆ + 1
2
ξˆTH(t) ξˆ . (11)
Here, we have defined the phase-space vector operator ξˆ = (xˆ, pˆ)T which is a
six-dimensional vector consisting of the three-dimensional position operator xˆ
and the three-dimensional momentum operator pˆ. The time-dependent first-
and second-order coefficients G(t) and H(t) are a six-dimensional vector and a
6 × 6 matrix, respectively. The scalar function F(t) only imprints a physically
irrelevant energy offset to the Hamiltonian, for convenience, we set it to zero.
3.6.2. Heisenberg picture and the representation-free description
So far, we were considering states and operators in the Schro¨dinger picture.
Now, we go to the Heisenberg picture so that time evolution is accounted for
by time-dependent operators. A representation-free description of matter-wave
interferometry will circumvent the interpretation problem of the origin of the
interferometer phase shift in representation-dependent approaches (such as in
position or momentum representation) [148]. In this way, we purely concentrate
on the time evolution of operators and only use operator algebra methods.
The phase-space vector operator ξˆ, which corresponds to the Schro¨dinger
picture, reads in the Heisenberg picture
ξˆH = ξˆH(t) = Uˆ
†(t, t0) ξˆ Uˆ(t, t0) . (12)
For the rest of the paper, we omit the argument “t” in the notation since time
is implicitly included in the subscript “H” for the Heisenberg picture.
Position and momentum operators fulfill the canonical commutation rela-
tions, which translate into the compact form[
ξˆH,i, ξˆH,k
]
= i~Jik . (13)
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Here, Jik with i, k ∈ {1, 2, 3, 4, 5, 6} is the common symplectic form, see Eq. (B.2).
Since position and momentum do not commute, the canonical description of
quantum mechanics naturally brings in the symplectic form J ∈ R6⊗6.
3.6.3. Heisenberg equation of motion
The general quadratic Hamiltonian (11) in Heisenberg picture
HˆH = Uˆ
†(t, t0)H(ξˆ) Uˆ(t, t0) = H(ξˆH) immediately yields the Heisenberg equa-
tion of motion
dξˆH,i
dt
=
i
~
[
HˆH, ξˆH,i
]
=
∑
k
Jik Gk(t) +
∑
k,l
JikHkl(t) ξˆH,l , (14a)
where we made use of the symmetry of the second-order coefficient Hkl = Hlk.
Hence, the Heisenberg equation of motion is an inhomogeneous, linear differen-
tial equation
dξˆH
dt
= J H(t) ξˆH + J G(t) . (14b)
The formal solution of the Heisenberg equation of motion will be determined
next.
3.6.4. General solution
The general solution of Eq. (14) consists of a homogeneous solution and a
particular solution.
Homogeneous solution. The (formal) time-dependent homogeneous solution reads
ξˆ
(h)
H = T (t, t0) ξˆ , (15)
where we have introduced the time-evolution matrix T (t, t0) ∈ R6⊗6. For gen-
eral quadratic Hamiltonians with time-dependent second-order coefficient ma-
trix H(t) only a numerical determination of T (t, t0) is possible. Note that T
satisfies the homogeneous equation of motion of Eq. (14) and is a symplectic
matrix (see Appendix C).
Particular solution. We are left with the particular solution of the Heisenberg
equation of motion which follows from the method of variation of constants
ξˆ
(p)
H = T (t, t0)
t∫
t0
dt′ T −1(t′, t0)J G(t′) . (16)
25
General solution. The general (time-dependent) solution of the Heisenberg equa-
tion of motion is given by the sum of Eqs. (15) and (16)
ξˆH = T (t, t0)

ξˆ +
t∫
t0
dt′ T −1(t′, t0)J G(t′)

 . (17)
In conclusion, we have studied (in a rather formal way) the main ingredients on
which any interferometer is based. In particular, we have discussed the dynam-
ics in general quadratic potentials.
3.6.5. Perturbative approach for time-dependent Hamiltonians
In this section, we provide a recursive formula for the time-evolution matrix
T (t, t0). We deal with the time-dependent second-order coefficient by decom-
posing H(t) = H0+λHI(t) in an unperturbed part H0 and a small perturbation
λHI(t) which takes into account time-dependent (gravitational, magnetic, etc.)
gradients in general.
First of all, the time-evolution matrix T defined via ξˆ(h)H = T (t) ξˆ has to fulfill
the homogeneous part of the equation of motion (14b). Thus, the homogeneous
equation of motion reads
d T (t)
dt
= J [H0 + λHI(t)] T (t) . (18)
To solve this differential equation, we write the time-evolution matrix as a power
series
T = T (0)+ λT (1)+ λ2T (2) + . . . (19)
where λ denotes a small perturbation parameter. Substituting T in Eq. (18)
yields
d
dt
(
T (0)+ λT (1)+ . . .
)
= J [H0 + λHI(t)]
(
T (0)+ λT (1)+ . . .
)
. (20)
The unperturbed time evolution, which corresponds to λ = 0, is given by
T (0)(t, t0) = exp{JH0(t − t0)}. Hence, the linear independence of orders in
λ induces the following recursive formula (for λ, λ2, ... with λ 6= 0)
d
dt
T (n)(t, t0)− JH0T (n)(t, t0) = JHI(t)T (n−1)(t, t0) , (21)
which reads in terms of an integrated recursive formula for n > 0
T (n)(t, t0) =
t∫
t0
dt′ T (0)(t, t′)JHI(t′) T (n−1)(t′, t0) . (22)
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The solution of the previous equation enables us to deal with time-dependent
Hamiltonians in a perturbative way. Indeed, the recursive formula (22) takes
into account quadratic perturbations HI(t) to the unperturbed Hamiltonian.
Moreover, with the time-evolution matrix T at hand, we can also include arbi-
trary time-dependent local accelerations as well as inertial forces (e. g. due to
vibrations) via the first-order coefficient G(t) by means of Eq. (16). Following
these lines, we arrive at a perturbative solution for Eq. (17).
As an example of a time-dependent Hamiltonian, we will see in Section 8 that
the description of interferometry in non-inertial frames requires time-dependent
gradients and therefore the recursive formula, Eq. (22).
Needless to say, the perturbative approach can also be applied for constant
Hamiltonians. For instance, the time-evolution matrix T for the case of con-
stant gradients can be alternatively calculated in such a way. The perturbative
treatment as well as the exact analytical solution are presented in Section 4.2.
Next, we put the previous results in concrete terms and outline our general
approach modeling matter-wave interferometry. We are especially interested
in a compact description combining both the “free-propagation zone” and the
“interaction zone”.
4. Generalized beam splitter
The purpose of the current section is to provide a more concrete but still
versatile description of matter-wave interferometry. Therefore, the atom-laser
interaction is modeled in a semiclassical way and yields a simple beam-splitter
matrix. It turns out that the combination of the (atom-laser) “interaction
zone” and the “free-propagation zone” can be described by a generalized (time-
dependent) beam-splitter matrix.
4.1. Generalized beam-splitter matrix
In Section 3, we have already discussed the internal and external dynam-
ics. We have split their contribution to the total evolution into an atom-field
interaction (“interaction zone”) and a time evolution in an external potential
(“free-propagation zone”). Now, we are interested in finding an explicit expres-
sion for the combination of both.
4.1.1. Atom-laser interaction
We consider a two-level system in the semiclassical electric field of two
counter-propagating lasers where the internal dynamics is governed by the Hamil-
tonian (6). Since we can neglect the (atomic) center-of-mass motion and assume
a constant electric amplitude during the atom-laser interaction, the Hamiltonian
becomes time-independent. Hence, the time-evolution operator (7) becomes the
standard quantum optic operator Uˆi(Θ,n) = exp{−iΘ nˆ σˆ/2} with the Bloch
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vector nˆ = (cos[kxˆ+ ϕ], sin[kxˆ+ ϕ], 0), the Pauli vector σˆ = (σˆ1, σˆ2, σˆ3)
T and
the pulse area Θ which depends on the individual pulse lengths τn. For ped-
agogical reasons we neglect detuning. However, it can be easily included by
taking the corresponding Bloch vector and an effective pulse area [162–164].
As a result, the unitary time evolution Uˆi can be written as the following
matrix (basis {|0 〉, |1 〉})
Sˆ(Θ)n =
(
cos Θ2 −i sin Θ2 e−i[knxˆ+ϕn]
−i sin Θ2 e+i[knxˆ+ϕn] cos Θ2
)
, (23)
where the subscript n stands for the n-th “interaction zone”; kn and ϕn corre-
sponds to the wave vector and the phase of the n-th laser pulse, respectively.
Moreover, the pulse area Θ can be arbitrarily chosen. Note that we have changed
the notation from Uˆi to Sˆ
(Θ) to make clear that the time scale on which Uˆi acts
is small compared to the external dynamics Uˆe. Thus, the internal dynamics is
a quasi-instantaneous process solely described by the time-independent beam-
splitter matrix Sˆ
(Θ)
n , Eq. (23).
For a straightforward generalization of the beam-splitter matrix it is useful
to introduce the displacement operator (see also Appendix D)
Dˆ(χ) = Dˆ(χx,χp) = e
i
~
[χpxˆ−χxpˆ], (24)
which accounts for a displacement in phase space by the displacement vector
χ = (χx,χp)
T.
Hence, we get for the beam-splitter matrix (23) of the n-th “interaction
zone”
Sˆ(Θ)n =
(
cos Θ2 −i sin Θ2 e−iϕnDˆ(−χ¯n)
−i sin Θ2 e+iϕnDˆ(χ¯n) cos Θ2
)
, (25)
where χ¯n = (0, ~kn)
T is the phase-space displacement vector corresponding to
the photon recoil ~kn of the n-th laser pulse.
4.1.2. Heisenberg picture
The aim of this subsection is to transform the beam-splitter matrix into
Heisenberg picture in order to deal with the “free-propagation zone” in a con-
venient way.
The beam-splitter matrix becomes time-dependent. We take into account the
external dynamics of the atom in the gravitational field by means of the free-
evolution operator Uˆe introduced in Eq. (5). Thus, the beam-splitter matrix (25)
in Heisenberg picture formally reads
SˆΘH,n = Uˆ
†
e (tn, t0) Sˆ
Θ
n Uˆe(tn, t0). (26)
28
We immediately see from Eq. (25) that the displacement operator Dˆ will be-
come time-dependent due to the transformation (26). For a detailed discussion
of the displacement operator in Heisenberg picture we refer to Appendix D.
Next, we only present the main ideas in order to derive a compact expression
for the beam-splitter matrix in Heisenberg picture (generalized beam splitter).
We already know that the external evolution Uˆe(tn, t0) can be split into:
(i) the time evolution T (tn, t0), which corresponds to the homogeneous part
of the Heisenberg equation of motion (14), and (ii) the time evolution which
accounts for the inhomogeneity, Eq. (16). It is convenient to introduce the
(time-dependent) generalized phase
Φn = ϕn +
1
~
tn∫
t0
dt′χTn (t
′, tn)G(t′) , (27)
which includes the latter time evolution and can be interpreted as a generaliza-
tion of the constant laser phase ϕn in Eq. (25).
In the same sense, the displacement operator Dˆ(χ¯n) in Eq. (25) becomes
time-dependent via the transformation (26). Indeed, when we write the dis-
placement operator in the following way
Dˆ(χn) = e
− i
~
χTnJ ξˆ , (28)
we see that the phase-space displacement vector becomes time-dependent
χn = T (t0, tn) χ¯n (29)
and accounts for the time-evolution of the homogeneous solution (15). Here, we
recall the symplectic form J , Eq. (B.2), and χ¯n = (0, ~kn)T which corresponds
to the momentum kick ~kn of the photon absorbed by the atom at time tn. Note
that the arguments of T (t0, tn) are exchanged with respect to the time evolution
of ξˆ
(h)
H = T (tn, t0) ξˆ because we have shifted the time-dependence from ξˆ(h)H to
χ¯n via Eq. (D.15).
Finally, the beam-splitter matrix (25) of the n-th “interaction zone” reads
after the transformation (26)
Sˆ
(Θ)
H,n =
(
cos Θ2 −i sin Θ2 e−iΦn Dˆ(−χn)
−i sin Θ2 e+iΦn Dˆ(χn) cos Θ2
)
. (30)
Additionally, we can include state-dependent external potentials as well as
state-dependent laser interactions when we introduce different displacement vec-
tors χ±n and phases Φ
±
n for each transition element [128]. On the one hand, a
state-dependent external potential modifies the time-evolution of χn and Φn
for the internal states differently. For instance, this can be used to implement
(external) anharmonic potentials [130] although our approach is solely based on
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quadratic Hamiltonians (locally quadratic for each interferometer branch). On
the other hand, state-dependent laser interactions can be implemented by state-
dependent momentum kicks, where ~k+n describes the momentum kick corre-
sponding to the transition from the internal ground state |0 〉 to the internal ex-
cited state |1 〉 and ~k−n the vice versa process. Finally, we call such a beam split-
ter an asymmetric beam splitter and take into account all these effects by the
general beam-splitter matrix (30) and the substitution: Dˆ(±χn) → Dˆ(±χ±n )
and ±Φn → ±Φ±n .
In summary, we have modeled the atom-laser interaction by the beam-
splitter matrix (25). Going to the Heisenberg picture enables the combination of
internal as well as external dynamics. We have introduced the time-dependent
displacement operator (28) and the generalized phase (27) in order to include
the effects of an external potential. The final beam splitter in Heisenberg pic-
ture, Eq. (30), serves as a building block for our interferometer description and
enables a compact description of both the atom-field interaction and the exter-
nal dynamics governed by a general quadratic Hamiltonian. We call Eq. (30) a
generalized beam splitter to emphasize that the beam splitter accounts for the
common mixing of the internal states but also for a phase shifter due to the
external dynamics.
Beam splitter and mirror. By setting the pulse area Θ = pi/2, the matrix (30)
becomes a fifty-fifty beam splitter creating an equally weighted superposition of
the internal states |0 〉 = (1, 0)T and |1 〉 = (0, 1)T
Sˆ
(pi
2
)
H,n |0 〉 =
|0 〉 − i e+iΦnDˆ(χn) |1 〉√
2
, (31a)
Sˆ
(pi
2
)
H,n |1 〉 =
|1 〉 − i e−iΦnDˆ(−χn) |0 〉√
2
. (31b)
Hence, the internal states accumulate the time-dependent relative phase−i e±iΦn .
Additionally, the pi/2-pulse leads to a displacement Dˆ(±χn) inducing the atomic
center-of-mass motion by the time-dependent displacement vector χn.
A pulse area Θ = pi inverts the populations of the internal states (mirror)
while imprinting an additional phase and displacement
Sˆ
(pi)
H,n |0 〉 = −ie+iΦnDˆ(χn) |1 〉 , (32a)
Sˆ
(pi)
H,n |1 〉 = −ie−iΦnDˆ(−χn) |0 〉 . (32b)
These two pulses (31) and (32), but especially the pi/2-pulse, are necessary
for implementing interferometry. Therefore, it was important to understand
their effect on internal states leading to additional phases and displacements.
Moreover, we will see that these time-dependent phases and displacements gen-
erate the total interferometer phase shift and determine the visibility.
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4.2. Generalized phases and displacements for constant coefficients
The purpose of the present section is to provide explicit expressions for Φn
and χn in the presence of a time-independent, quadratic potential of the form
(10). With respect to the general quadratic Hamiltonian (11) this implies the
following second-order coefficient matrix
H(Γ) =
(
mΓ 0
0 1
m
13
)
= const. ∈ R6⊗6. (33)
We use the superscript “ Γ ” to distinguish it from the most general coefficient
matrix H(t).
The local acceleration naturally comes in via the first-order coefficient of
Eq. (11)
G =
(−mg
0
)
= const. ∈ R6 . (34)
For an exact analytical treatment we assume for a moment a time-independent
acceleration g and a constant gradient Γ.
Time-evolution matrix. The homogeneous solution of the Heisenberg equation
of motion (14) is simply given by the phase-space operator ξˆ
(h)
H = T (t, t0) ξˆ ,
where the (symplectic) time-evolution matrix reads
T (t, t0) =
(
cos (
√
Γ[t− t0]) sin(
√
Γ[t−t0])
m
√
Γ
−
√
Γm sin(
√
Γ[t− t0]) cos (
√
Γ[t− t0])
)
. (35)
This matrix is just the time evolution in phase space for the standard harmonic
oscillator with frequency
√
Γ. Note that Γ is a matrix. So, if cosine and sine in
Eq. (35) are defined by means of the spectral decomposition of Γ, the matrix
character of Γ is unproblematic. In particular, if one of the eigenvalues of Γ is
negative, sine and cosine become the corresponding hyperbolic function.
Perturbative treatment. Despite the fact that a constant gradient does not re-
quire the perturbative treatment introduced in Section 3.6.5, surely it can be
done. Thus, we show how to get the previous result, Eq. (35), in order to come
familiar with our perturbative approach.
The time evolution for a vanishing gradient (Γ = 0) is given by the time-
evolution matrix
T (0)(t, t0) =
(
13
t−t0
m
0 13
)
. (36)
The perturbation parameter is supposed to be the gravity gradient Γ, so that
the second-order coefficient (33) can be decomposed in the following way
H(Γ) = H0 + ΓHI =
(
0 0
0 1
m
13
)
+ Γ
(
m 0
0 0
)
= const. (37)
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Finally, the recursive formula (22) yields the time-evolution matrix up to any
order in Γ
T (t, t0) = T (0)(t, t0) + Γ T (1)(t, t0) +O[Γ2]
=
(
13
t−t0
m
0 13
)
+ Γ
(
− 12 (t− t0)2 − 16m (t− t0)3
−m(t− t0) − 12 (t− t0)2
)
+O[Γ2] . (38)
4.2.1. Displacement vector for a single laser pulse
The time evolution of the displacement vector is given by the symplectic
matrix (35)
χn = T (t0, tn) χ¯n . (39)
Note that T (t0, tn) is propagating the displacement vector χ¯n = (0, ~kn)T
backwards in time to the initial time t0. Finally, we get the expression
χn =
(
− sin(
√
Γ[tn−t0])
m
√
Γ
~kn
cos (
√
Γ[tn − t0]) ~kn
)
. (40)
Thus, the spatial part of the displacement vector does not vanish any longer.
The time evolution in the presence of the gradient Γ rotates the displacement
vector in phase space (see Fig. 3). In other words, the time-dependent displace-
ment vector (40) follows the (classical) trajectory of the atomic center-of-mass
motion.
Figure 3: The displacement vector χn = T (t0, tn) χ¯n (plotted for m
√
Γ = 1) is rotating in
counter-clockwise direction in phase space (trajectory of a harmonic oscillator) in the presence
of the gradient Γ. The displacement vector describes the time-dependent displacement in
position x and momentum p of the internal excited state relative to the ground state.
4.2.2. Generalized phase for a single laser pulse
Since the time-dependent phase (27) depends on the displacement vector
calculated above, we can now determine Φn. Employing the displacement vector
(40) and the first-order coefficient (34), the generalized phase for a single laser
pulse reads after integration
Φn = ϕn − gT
[
cos (
√
Γ[tn − t0])− 1
Γ
]
kn . (41)
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It linearly depends on the local acceleration g and the wave vector kn in the
presence of an external field (in harmonic approximation). Moreover, the gra-
dient Γ modulates the phase in a non-linear way.
Vanishing gradient. Assuming Γ = 0, we arrive at
Φn = ϕn +
1
2
kTn g [tn − t0]2. (42)
Hence, the laser phase as well as the scalar product of the local acceleration and
the wave vector appear in a linear combination. The second term vanishes if
the lasers stand perpendicular to g. In other words, the interferometer phase is
sensitive to the projection of the wave vector kn on the local acceleration g.
4.3. Perturbative treatment for time-dependent coefficients
In the previous section, we assumed time-independent first- and second-order
coefficients G and H, respectively. In particular, we have shown how to deal
with a constant gradient in a perturbative way; see Eqs. (36)-(38). Of course,
our perturbative approach is valid for time-dependent coefficients in general.
At this point, we want to recall that the general scheme of handling time-
dependent Hamiltonians in a perturbative way is presented in Section 3.6.5.
As a result, the time-evolution matrix is given as a series expansion, Eq. (19),
determined by the recursive formula (22). The time-evolution matrix T at
hand, it is straightforward to calculate all relevant quantities, for instance the
displacement vector (29) or the generalized phase (27). To come familiar with
the perturbative treatment, we apply our approach to different scenarios: (i)
a constant gravity gradient as a simple example for interferometry in inertial
reference frames (see the previous section and especially Eqs. (36)-(38)), (ii)
a general time-dependent gradient and (iii) the case of an orbiting observer
(non-inertial frame), see Section 8.
Generalized phase. For time-dependent (gravitational, magnetic, ...) gradients
the second-order coefficient can be written as
H(t) = H0 +HI(t) =
(
0 0
0 1
m
13
)
+
(
mΓ(t) 0
0 0
)
. (43)
Here, the unperturbed time-evolution matrix T (0), Eq. (36), corresponds to H0.
In addition, the recursive formula (22) yields correction terms due to (small)
effects of the gradient Γ(t). Hence, we arrive at the generalized phase (up to
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first order in Γ)
Φn = ϕn +
1
~
tn∫
t0
dt′
[
T (0)(t′, tn) χ¯n + T (1)(t′, tn) χ¯n + . . .
]T
G(t′)
= ϕn −
tn∫
t0
dt′ kTn g(t
′) [t′ − tn] +
tn∫
t0
dt′
t′∫
tn
dt′′kTn Γ(t
′′) g(t′) [t′ − t′′][t′′ − tn] + . . .
(44)
valid for an arbitrary time-dependent gradient Γ(t) and local acceleration g(t).
5. Compact description of interferometry
So far we have developed a compact description of the internal and external
dynamics of a two-level system in the presence of an external quadratic poten-
tial. The result was the generalized beam-splitter matrix (30) describing the
beam-splitter process in the Heisenberg picture. Now, we show that a sequence
of such beam-splitter matrices allow the description of any interferometer geom-
etry. With no loss of generality we choose the Mach-Zehnder interferometer as
paradigmatic example in this section. Based on these considerations, we derive
in Section 6 results which are even valid for more advanced geometries, e. g. the
multi-loop geometry.
Figure 4: Mach-Zehnder interferometer: An atomic wave function initially in the internal
ground state | 0 〉 is coherently split by a pi/2-pulse (dashed gray line at time t0; atom-field
interaction zone) ending in a superposition of |0 〉 and |1 〉. Influences coming from a potential
coupling to the external degree of freedom (center-of-mass motion) cause a state-dependent
phase accumulation of the coherently superimposed states |0 〉 and |1 〉 (time interval T1; free-
evolution zone = no laser field). Afterwards, a pi-pulse (dashed gray line at time t1) redirects
the two atomic paths (black lines). After a second free-evolution zone (time interval T2) a
final pi/2-pulse at time t2 coherently recombines the internal states.
Fig. 4 sketches a Mach-Zehnder geometry commonly used in (light-pulse)
atom interferometry. The initial state |Ψ(t0) 〉 =|ψ(0)(t0) 〉 | 0 〉 is equally split
by a pi/2-pulse into a coherent superposition of the internal ground state |0 〉 and
the internal excited state | 1 〉. Since every internal atomic transition coincides
with a momentum kick (recoil of an absorbed/emitted photon with momentum
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~kn), the center-of-mass motion is state-dependent. We have already mentioned
this internal-external coupling in the context of the interaction Hamiltonian in
Section 3. A pi-pulse subsequently inverts the populations of | 0 〉 and | 1 〉 and
redirects the (classical) atomic paths. A final pi/2-pulse coherently recombines
the internal states.
5.1. Mach-Zehnder pulse sequence in an external potential
The spatially separated paths of the states |0 〉 and |1 〉 get a state-dependent
phase accumulation in the presence of an external potential. Therefore, the rel-
ative phase between the ground and the exited state after a Mach-Zehnder pulse
sequence measures the influence of the external potential.
Let us compose the Mach-Zehnder interferometer sequence via the separa-
tion ansatz (3) and the corresponding matrices Sˆ
(Θ)
n and Uˆe(tn+1, tn) in the
Schro¨dinger picture:
|Ψ(t2) 〉 = Sˆ(
pi
2
)
2 Uˆe(t2, t1) Sˆ
(pi)
1 Uˆe(t1, t0) Sˆ
(pi
2
)
0 |Ψ0 〉 . (45)
The final state (at time t2) after a Mach-Zehnder pulse sequence consists of the
individual zones:
Sˆ
(pi
2
)
0 :
pi
2
-pulse at t0 (wave vector k0, laser phase ϕ0),
Uˆe(t1, t0): “Free propagation” from t0 to t1 in Ve,
Sˆ
(pi)
1 : pi-pulse at t1 (wave vector k1, laser phase ϕ1),
Uˆe(t2, t1): “Free propagation” from t1 to t2 in Ve,
Sˆ
(pi
2
)
2 :
pi
2
-pulse at t2 (wave vector k2, laser phase ϕ2).
For the rest of the paper we omit the subscript “ e ”; in particular Uˆ will indicate
free propagation in an external quadratic potential.
5.2. Final state
Recalling the transformation (26) of the beam-splitter matrix into the Heisen-
berg picture, we can rewrite the expression (45) for the final state and arrive
at
|Ψ(t2) 〉 = Uˆ(t2, t0) UˆMZ |Ψ0 〉 . (46)
At this point, we have introduced the Mach-Zehnder operator
UˆMZ = Sˆ
(pi
2
)
H,2 Sˆ
(pi)
H,1 Sˆ
(pi
2
)
H,0 , (47)
which fully characterizes the Mach-Zehnder geometry. In this sense, any inter-
ferometer can be understood as a series of generalized beam-splitter matrices.
Knowing the interferometer geometry, the calculation of the characteristic in-
terferometer operator (here UˆMZ) is straightforward (see Appendix G).
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6. Probability of ground-state detection
The probability of detecting the matter-wave in the ground state | 0 〉 after
a Mach-Zehnder pulse sequence is given by
P˜ |0〉(t2) = Tri,e{ρˆ(t2) |0 〉〈 0 |} , (48)
where the trace runs over the internal as well as the external degrees of freedom
and ρˆ(t2) = Uˆ(t2, t0) UˆMZ ρˆ(t0) Uˆ
†
MZ Uˆ
†(t2, t0) is the density-matrix operator.
When we assume a state initially starting in the ground state |0 〉 and take the
trace over the internal degrees of freedom, we arrive at
P |0〉(t2) = Tre{Oˆe ρˆe(t0) Oˆ†e} . (49)
Here, we have introduced the operator Oˆe = 〈 0 | UˆMZ | 0 〉 which contains
the evolution of the external degrees of freedom while passing a Mach-Zehnder
pulse sequence. Note, since we have already taken the trace over the internal
degree of freedom, Oˆe has to be an operator only acting on the external degrees
of freedom. Furthermore, the free-evolution operator Uˆ(t2, t0) does not alter
the probability regardless whether interferometer pulse-sequence was running
before. Indeed, since the free-evolution operator only acts on external degrees
of freedom, Uˆ(t2, t0) and the projector |0 〉〈 0 | commute and we can change their
order. Taking advantage of the unitarity relation Uˆ(t2, t0) Uˆ
†(t2, t0) = 1 we get
the result (49).
6.1. Characteristic operators of the Mach-Zehnder geometry
When we consider the ground-state detection probability, we recognize that
the details of the interferometer are included in the operators Oˆe and UˆMZ. Thus,
we study these operators in more detail.
6.1.1. Mach-Zehnder operator
The Mach-Zehnder operator UˆMZ is supposed to be the starting point of
our discussion. Its detailed calculation is given in Appendix G. The result
is the matrix Eq. (G.1) including the generalized phase Φn, Eq. (27), as well
as the displacement operator Dˆ(χn) defined in Eq. (28). Due to its general-
ity, we get a rather lengthy expression for the Mach-Zehnder operator. How-
ever, it includes the full information about the geometry: It provides the phase
shifts and displacements and takes into account all possible paths of a Mach-
Zehnder interferometer. More precisely, every matrix element corresponds to
the propagation of the initial (external) state. For instance, the matrix element
(UˆMZ)ij = 〈 i | UˆMZ |j 〉 with i, j ∈ {0, 1} describes the propagation of the exter-
nal state corresponding to the scenario in which we initially start in the internal
state |j 〉 and end in | i 〉.
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6.1.2. Vertex rule
Let us have a closer look at vertices (interactions) connecting the inter-
nal states. Whenever an interaction, described by the generalized beam split-
ter (30), is stimulating internal transitions (| 0 〉 → | 1 〉 or | 1 〉 → | 0 〉) an ad-
ditional phase −ie±iΦn and a displacement Dˆ(±χn) is accumulated; see also
Eq. (32). The displacement operator accounts for the photon recoil and the
center-of-mass motion whereas the phase shift contains, amongst others, the
laser phase ϕn imprinted by the n-th interaction. In addition, every 50:50 node
(pi/2-pulse) corresponds to the additional factor 1/
√
2, see Eq. (31). We sum-
marize these rules in TABLE 1.
phases/displacements n-th vertex
−ie+iΦnDˆ(+χn)
−ie−iΦnDˆ(−χn)
prefactor node (50:50)
1√
2
•
Table 1: Vertex rule: Imprinted phases and displacements by the generalized beam splitter.
Whenever a transition between initial states takes place, the state accumulates the phase
−ie±iΦn and the displacement Dˆ(±χn). For 50:50 nodes (pi/2-pulse) we get an additional
prefactor 1/
√
2.
Figure 5: Mach-Zehnder geometry: When we start in the ground state |0 〉 and go along the
upper or the lower path (paths are sketched by solid lines), we get for every vertex, which
we will cross, the term −ie±iΦnDˆ(±χn). In addition, every node corresponds to the factor
1/
√
2. The resulting displacement operator sequence causes a displacement in position z as
well as in momentum p of the final state |0 〉 (parallel solid lines) as well as the final excited
state |1 〉 (parallel dotted lines). The ground state is detected at the end.
By means of the Mach-Zehnder interferometer sketch (Fig. 5), we can easily
get the final state, corresponding to the ground-state detection, via the “vertex
rule”, TABLE 1: The upper path consists of two vertices at the times t0 and t1
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and two nodes. Thus, the final upper state for the ground-state detection reads
|ψ(0)(t2) 〉upper = 1√
2
(
−ie−iΦ1Dˆ(−χ1)
)
×
×
(
−ie+iΦ0Dˆ(+χ0)
) 1√
2
|ψ(0)(t0) 〉 . (50)
Indeed, every vertex brings in one phase factor and one displacement. Each
node corresponds to the factor 1/
√
2.
The final state for the lower path shows the same total number of vertices
and nodes but at different times
|ψ(0)(t2) 〉lower = 1√
2
(
−ie−iΦ2Dˆ(−χ2)
)
×
×
(
−ie+iΦ1Dˆ(+χ1)
) 1√
2
|ψ(0)(t0) 〉 . (51)
We remark that impure pi- or pi/2-pulses result in slightly different pulse
areas Θ. Therefore, a vertex always appears with a node. However, the node no
longer corresponds to the factor of 1/
√
2, but to the sine and cosine prefactors
given by the generalized beam-splitter matrix (30).
Finally, the superposition of the upper path, Eq. (50), and the lower path,
Eq. (51), yields the final state (for the ground-state detection) after a Mach-
Zehnder pulse sequence
|ψ(0)(t2) 〉 = −1
2
{
e+i[Φ0−Φ1] Dˆ(−χ1) Dˆ(χ0)+
+e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1)
}
|ψ(0)(t0) 〉
= Oˆe |ψ(0)(t0) 〉 . (52)
In the last step, we connect our result (based on the “vertex rule”) with the
calculation of the matrix element Oˆe = 〈 0 | UˆMZ |0 〉 of the matrix (G.1), done
in Appendix G. Analogously, the “vertex rule” also provides the other three
matrix elements 〈 i | UˆMZ |j 〉; i, j ∈ {0, 1}.
6.1.3. Generalized displacement operator
So far, we permitted all possible initial as well as final states (|0 〉, |1 〉) which
yields the four matrix elements 〈 i | UˆMZ |j 〉; i, j ∈ {0, 1}. Next, we consider the
standard scenario in which we initially start in the internal state | 0 〉: We get
the time evolution
UˆMZ |0 〉 = 1
2
(
−e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1) {1 + DˆMZ}
−i e+iΦ1Dˆ(χ1) {1− DˆMZ}
)
, (53)
motivated by the previous section and exactly calculated in Appendix G. Here,
we have factored out the phases and displacements corresponding to the lower
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path. Moreover, we have introduced the generalized Mach-Zehnder displace-
ment operator defined as
DˆMZ = e
+i[Φ0−2Φ1+Φ2] Dˆ(−χ1) Dˆ(χ2) Dˆ(−χ1) Dˆ(χ0) , (54)
which describes the relative phase and displacement (in phase space) of the
upper path with respect to the lower path. Note that the expression (53) still
includes both exit ports. Indeed, the first and second vector components corre-
spond to the atom finally being in the ground state |0 〉 and in the excited state
|1 〉, respectively.
The “sandwich rule”
Dˆ(−χ1) Dˆ(χ2) Dˆ(−χ1) = Dˆ(χ2 − 2χ1) (55)
as well as the “composition rule”
Dˆ(χ1) Dˆ(χ0) = Dˆ(χ1 + χ0) e
i
2~
χT
0
Jχ1 , (56)
both derived in Appendix D, can be employed to combine the product of dis-
placement operators into just one effective displacement operator accompanied
by an additional phase term
DˆMZ= e
+i[Φ0−2Φ1+Φ2]+ i2~χT0 J (χ0−2χ1+χ2)Dˆ(χ0−2χ1+χ2). (57)
This phase correction stems from the composition of Dˆ(χ0) and Dˆ(χ2−2χ1).
The physical reason is the non-commutative property of the canonical operators
xˆ and pˆ in the displacement operators. Hence, we get a quantum mechanical
correction to the phase which follows from the Baker-Campbell-Hausdorff re-
lation. In contrast, the “sandwich rule” does not show any phase corrections
due to the bilinear form: The phase correction coming from the product of
the displacement operator Dˆ(−χ1) on the left cancels out with the correction
coming from the displacement operator Dˆ(−χ1) on the right. These statement
is crucial for all loop geometries whether closed or not as long as we assume
symmetric momentum kicks for the upper and the lower interferometer path;
see the discussion of Eq. (30). Otherwise, the left and the right displacement
operators show different displacement vectors χ+1 and χ
−
1 . As a result, for every
displacement operator we get an additional phase correction a` la “composition
rule” (56).
By defining the generalized Mach-Zehnder phase
ΦMZ = Φ0 − 2Φ1 +Φ2 (58)
and the generalized Mach-Zehnder displacement vector
χMZ = χ0 − 2χ1 + χ2 , (59)
we can write the generalized displacement operator in a compact form:
DˆMZ = e
+iΦMZ+
i
2~
χT
0
JχMZ Dˆ(χMZ) . (60)
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We already anticipate that the phases present in the generalized displacement
operator will contribute to the total interferometer phase. Additionally, we note
that DˆMZ is a unitary operator. In contrast, the external operator Oˆe, which we
will consider now, is not a unitary one.
6.1.4. External operator
With the time evolution (53) at hand we find for the matrix element of the
Mach-Zehnder operator
Oˆe = 〈 0 | UˆMZ |0 〉
= −1
2
e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1) {1 + DˆMZ} . (61)
Clearly, the operator Oˆe only includes displacement operators Dˆ(±χn) and
phases Φn. Since displacement operators affect the position and momentum of
the atom (external degrees of freedom), we call Oˆe an external operator.
6.2. General probability
When we employ the previous result for the external operator Oˆe, the ex-
pression for the ground-state detection probability (49) reads
P |0〉(t2) = Tre{Oˆe ρˆe(t0) Oˆ†e}
=
1
2
[
1 +Re
(
Tre{DˆMZ ρˆe(t0)}
)]
, (62)
where Re(c) indicates the real part of c ∈ C. The trace over the external degrees
of freedom corresponds to the characteristic function [165]
η[ρˆe(t0)](χMZ) = Tre{Dˆ(χMZ) ρˆe(t0)} , (63)
which is defined in Appendix E and depends here on the initial density operator
ρˆe(t0) and the displacement vector χMZ. Hence, the ground-state probability
reads in terms of the characteristic function
P |0〉(t2) =
1
2
[
1+Re
(
e+iΦMZ+
i
2~
χT
0
JχMZ η[ρˆe(t0)](χMZ)
)]
. (64)
As we will see, the characteristic function determines the visibility of the inter-
ferometer and brings in an additional term to the total interferometer phase. For
an introduction into the characteristic function and its relation to the Wigner
function we refer to Appendix F.
When we express the characteristic function in terms of its corresponding
Wigner function, which is a real function, via
η[ρˆe(t0)](χMZ) =
∫
R2N
d2Nξ e−
i
~
χT
MZ
J ξ W[ρˆe(t0)](ξ) , (65)
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the above ground-state probability can be brought into the most convenient,
final form
P |0〉(t2) =
1
2

1 +∫
R2N
d2Nξ W[ρˆe(t0)](ξ) cos (∆φMZ(ξ))

 . (66)
Here, we have introduced the total Mach-Zehnder phase
∆φMZ(ξ) = ΦMZ +
1
~
[χ0
2
+ ξ
]T
JχMZ (67)
consisting of the Mach-Zehnder phase (58) and a phase contribution coming
from the non-closed interferometer geometry (χMZ 6= 0).
In conclusion, we arrived at one of the main results, Eq. (66), which is the
most general expression for the ground-state detection probability for a Mach-
Zehnder pulse sequence (in the presence of an external quadratic potential), if
the initial state was the internal ground state.
6.3. Probability for Gaussian initial states
The previously obtained, most general expression for the ground-state de-
tection probability P |0〉(t2) significantly simplifies if we restrict ourselves to the
class of Gaussian states. In fact, this restriction is in accordance with thermal
cloud experiments, see for example [58] or [11], but also with BEC experiments
using Mach-Zehnder pulse sequences. Thereby, the atoms initially trapped in a
harmonic potential are described by the density operator ρˆ. Afterwards, they
are launched adiabatically and perpendicular to Earth’s surface. At the moment
of turning off the trapping potential, the atomic cloud is given by Dˆ(χ) ρˆ Dˆ†(χ),
which corresponds to a state at the mean position χx with the mean initial mo-
mentum χp.
At the end of this subsection, we will additionally show that a final non-
vanishing displacement χMZ results in a decreasing visibility of our interferom-
eter.
6.3.1. Wigner function
The Wigner function of a general Gaussian state ρˆ
(G)
e is given by
W[ρˆ(G)e ](ξ) =
1√
(2pi)6detΣ
e−
1
2
(ξ−〈ξ〉)TΣ−1(ξ−〈ξ〉) (68)
where the mean value of the Gaussian distribution reads 〈ξ〉 = Tr {ρˆ(G)e ξ}
and the corresponding positive definite covariance matrix is defined as Σik =
1
2 〈ξiξk + ξkξi〉 − 〈ξi〉〈ξk〉; i, k ∈ {1, ..., 6}. Note that the choice of 〈ξ〉 and Σ
fully determines the Gaussian state and therefore the Wigner function. Such
Gaussian states can be used for thermal states, but also for coherent or squeezed
states.
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6.3.2. Characteristic function
The corresponding characteristic function for Gaussian states follows from
the (symplectic) Fourier transform of the Wigner function
η[ρˆ(G)e ](χMZ) =
∫
R2N
d2Nξ e−
i
~
χT
MZ
J ξ W[ρˆ(G)e ](ξ) . (69)
The characteristic function for Gaussian states can be rewritten in the following
way (for details see Appendix F):
η[ρˆ(G)e ](χMZ) = e
− 1
2~2
(JχMZ)TΣ0(JχMZ)+ i~ 〈ξ0〉T(JχMZ), (70)
where its time-dependence is included in the displacement vector χMZ. The
initial mean value 〈ξ0〉 and the initial covariance matrix Σ0 are determined by
the initial Gaussian state ρˆ
(G)
e = ρˆ
(G)
e (t0). We recognize that the first term of the
exponent is a Gaussian function in the displacement vector χMZ while the second
term brings in the additional phase 〈ξ0〉T(JχMZ)/~. These two terms will give
us the visibility and an additional contribution to the total interferometer phase,
respectively.
6.3.3. Probability (Gaussian initial states)
With the characteristic function (70) at hand, the ground-state detection
probability (64) for initial Gaussian states can be written in the very compact
and common form, known from Ramsey interferometry,
P
(G)
|0〉 (t2) =
1
2
[1 + VMZ cos (∆ΦMZ)] . (71)
Here, we have introduced the visibility VMZ and the total Mach-Zehnder phase
∆ΦMZ for Gaussian states, defined and discussed next below.
Visibility. The bilinear form in the exponent of the visibility
VMZ = e
− 1
2~2
(JχMZ)TΣ0(JχMZ) (72)
is a Gaussian originally coming from the characteristic function (70). The visi-
bility decreases (VMZ < 1, see Fig. 6) for non-closed interferometers, which means
for a non-vanishing displacement vector (χMZ 6= 0), and depends on the covari-
ance matrix Σ0. By squeezing the initial state appropriately we can modify the
covariance matrix and therefore improve the visibility. For the loss of visibility
due to the effects of gradients and rotations (see discussion of the displacement
vector χMZ, Eq. (85), in Section 7), we can choose suitable time-asymmetric in-
terferometer pulse sequences to achieve nearly closed interferometers (χMZ ≈ 0)
and therefore also improve the visibility [128].
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Figure 6: Probability of ground-state detection: Tuning the total Mach-Zehnder phase ∆ΦMZ
will oscillate the probability of finding the atom in the ground state |0 〉 after a Mach-Zehnder
pulse sequence. Thereby, the visibility VMZ determines the amplitude.
Total phase. Besides the visibility, the second term in the exponent of the char-
acteristic function (70) yields a correction to the Mach-Zehnder phase ΦMZ.
Hence, the total phase shift for a Mach-Zehnder pulse sequence is given by
∆ΦMZ = ΦMZ +
1
~
[χ0
2
+ 〈ξ0〉
]T
JχMZ . (73)
There are three terms contributing to the total phase: (i) The first term is
the generalized Mach-Zehnder phase (58) which takes into account the effect
of a linear external potential (e.g. local acceleration g). (ii) The second term
is a correction coming from the composition of displacement operators: In this
sense, it is a Baker-Campbell-Hausdorff correction by composing exponential
functions/displacement operators including non-commuting canonical opera-
tors [166]. (iii) The last term is the additional phase coming from the char-
acteristic function (70): It takes into account the initial position as well as the
initial momentum of the wave packet. Indeed, the initial phase-space coordinate
〈ξ0〉 only arises for a non-vanishing displacement vector, which is the case for
gradients or rotations. Hence, different initial conditions will lead to different
state-dependent phase accumulations.
Finally, we emphasize that all phase terms depend on the specific interfer-
ometer geometry, which is formally included in the subscript “MZ” of ΦMZ and
χMZ. But more importantly, the total interferometer phase is a consequence
of the non-commutative property of canonical operators: On the one hand the
time-evolution, included in ΦMZ and χMZ, stems from the Heisenberg equation
of motion (14) and thus from the commutator of the Hamiltonian HˆH with the
operator ξˆH; on the other hand the composition of displacement operators leads
to commutation relations in the context of Baker-Campbell-Hausdorff correc-
tions, which enter in the total phase. In conclusion, the phase shift measured
by the interferometer can be understood as a quantum mechanical effect based
on commutation relations of canonical observables.
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6.4. Multi-loop geometry
Analogously to the Mach-Zehnder geometry, see Eqs. (46) and (47), we can
write the final state of a multi-loop geometry (Fig. 1) in the following form
|Ψ(tn) 〉 = Uˆ(tn, t0) UˆI |Ψ0 〉. (74)
Here, the interferometer operator
UˆI = Sˆ
(pi
2
)
H,n Sˆ
(pi)
H,n−1 · · · Sˆ(pi)H,1 Sˆ
(pi
2
)
H,0 (75)
accounts for the pi/2-pulse at the beginning (time t0) and at the end (time tn)
of the multi-loop geometry as well as the (n−1) pi-pulses in between.
Next, we can substitute the corresponding generalized beam splitters (30)
into Eq. (75) and arrive at an explicit expression for the interferometer matrix
UˆI. Afterwards, we can determine the ground-state detection probability. How-
ever, we want to derive the probability on another way. We use the “vertex
rule” in order to get the characteristic quantities ΦI and χI of the multi-loop
geometry. Therefore, we recall that every vertex corresponds to a phase −ie±iΦn
and a displacement Dˆ(±χn) (“vertex rule”). Thus, each interferometer geome-
try belongs to a specific combination of displacements and phases. For the case
of the Mach-Zehnder geometry this yields the characteristic quantities ΦMZ,
Eq. (58), and χMZ, Eq. (59). The combination of both quantities determines
the generalized displacement operator DˆMZ, Eq. (60).
When we apply the “vertex rule” to the multi-loop geometry, it is obvi-
ous by induction that the characteristic quantities are given by the generalized
interferometer phase
ΦI = Φ0+ 2
[−Φ1 +Φ2 −...+(−1)n−1Φn−1]+(−1)nΦn (76)
and the interferometer displacement vector
χI = χ0+ 2
[−χ1 + χ2 −...+(−1)n−1χn−1]+(−1)nχn . (77)
Indeed, since a multi-loop geometry starts with the same vertices as the Mach-
Zehnder geometry, the first and the second term in Eqs. (58), (76), and Eqs. (59),
(77) has to be the same. Moreover, every pi-pulse corresponds to two vertices
(upper and lower path), which yields the additional factor of 2. Since subsequent
beam splitters always change the internal state and therefore the momentum,
the sign for each term alternates.
Since the interferometer geometry only explicitly enters in the characteristic
quantities ΦI and χI, we can combine the sequence of phases, Eq. (76), and
displacements, Eq. (77), in the generalized displacement operator
DˆI = e
+iΦI+
i
2~
χT
0
JχI Dˆ(χI) (78)
by analogy to the Mach-Zehnder one, Eq. (60).
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Moreover, the results derived for the Mach-Zehnder geometry also holds true
for the multi-loop case (except for an alternating sign in the equations for the
probability; compare Eq. (71) with (80) and Eq. (62) with (79)). Indeed, since
Eqs. (62)-(73) include the quantities ΦMZ, χMZ and DˆMZ only as parameters, we
can substitute them by the corresponding multi-loop ones, which are given by
Eqs. (76)-(78). Therefore, we get via the external operator Oˆe = 〈 0 | UˆI |0 〉 the
ground-state detection probability for a multi-loop geometry
P |0〉(tn) = Tre{Oˆe ρˆe(t0) Oˆ†e}
=
1
2
[
1 + (−1)nRe
(
Tre{DˆI ρˆe(t0)}
)]
, (79)
which is finally determined by the displacement operator (78). The alternating
sign (−1)n stems from the different number of vertices for each path of a multi-
loop geometry, Fig. 1. Every vertex corresponds to an additional factor of
“−i”, see TABLE 1, and the number of vertices per path determines the final
phase of each path. Thus, for an odd number of pi-pulses (e.g. Mach-Zehnder
geometry) there is no difference in the number of vertices per path and therefore
no difference in the number of “−i”. However, for an even number of pi-pulses
one path always shows two vertices more than the other one and we get the
relative phase shift (−i)2 = −1. In conclusion, for every additional pi-pulse in
the interferometer sequence, the sign alternates in the ground-state detection
probability (79).
Analogously to Eq. (71), the ground-state detection probability for initial
Gaussian states reads
P
(G)
|0〉 (tn) =
1
2
[1 + (−1)n VI cos (∆ΦI)] (80)
with the total interferometer phase shift
∆ΦI = ΦI +
1
~
[χ0
2
+ 〈ξ0〉
]T
JχI (81)
and the visibility
VI = e
− 1
2~2
(JχI)TΣ0(JχI) . (82)
The phase shift and the visibility include the characteristic interferometer quan-
tities ΦI, Eq. (76), and/or χI, Eq. (77).
Finally, we remark that multi-loop geometries arise from appropriate chosen
time separations Tn for the laser pulses. Then, the upper and the lower path
cross each other between subsequent laser pulses. However, since we can ar-
bitrarily choose the time intervals Tn (and in addition account for asymmetric
momentum kicks in the beam splitters), our formalism allows a description of
general multi-pulse geometries. But in practice, multi-loop geometries (with
equal loop areas) are used in order to benefit from cancellation effects in the
total interferometer phase and the visibility; for example to measure in first
order gradients of the external potential.
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7. Mach-Zehnder & Butterfly geometries
7.1. Mach-Zehnder interferometer: Characteristic quantities
The ground-state detection probability is the typical quantity of interest
in interferometer experiments. For the Mach-Zehnder interferometer we have
derived a convenient form (71) in the previous section. We are left with the
problem of the explicit calculation of the characteristic interferometer quanti-
ties VMZ and ∆ΦMZ. The goal of the present section is to determine the total
phase ∆ΦMZ and the visibility VMZ of the Mach-Zehnder interferometer. We
will consider the Sagnac effect by taking into account rotating lasers (with re-
spect to an inertial reference frame), and the effect emerging from different time
intervals between the successive laser pulses (time-asymmetric pulse sequence;
see Fig. 4). Thereby, we use the results of Section 4 for the time-dependent
phases and displacement vectors so that we will arrive at a full description of
the Mach-Zehnder interferometer including all (three) major effects: Sagnac
effect, time-asymmetry and the effects of gravity gradients.
Now, we take into account a uniform rotation rate of our lasers (Sagnac
effect with time-independent axis of rotation) in the presence of a quadratic
gravitational potential. We describe the effects of rotation by a rotated wave
vector for the n-th laser pulse
kn = cos(Ω tn)k0 + sin(Ω tn)(n× k0) + [1− cos(Ω tn)](n · k0)n . (83)
This is an active rotation of the wave vector k0 (first pulse) around the axis
n = Ω/|Ω| with the rotation angle Ω tn.
7.1.1. The generalized Mach-Zehnder phase
The generalizedMach-Zehnder phase ΦMZ = Φ0−2Φ1+Φ2 explicitly includes
the interferometer geometry. When we use the time-dependent phases (41) for
the n-th laser pulse, we arrive at the general expression
ΦMZ = ϕMZ + 2 g
T
[
cos (
√
Γ[t1 − t0])− 1
Γ
]
k1 − gT
[
cos (
√
Γ[t2 − t0])− 1
Γ
]
k2
(84)
for the generalized Mach-Zehnder phase in the presence of an external quadratic
potential. Here, we recall the definition of the Mach-Zehnder laser phase ϕMZ =
ϕ0−2ϕ1+ϕ2, where ϕ2, ϕ1 and ϕ0 are the individual laser phases of each laser
pulse.
The pure effect of a gradient will be achieved by setting the wave vectors
equal (k0 = k1 = k2) as well as the time intervals (T = T2 = T1 with T2 = t2−t1
and T1 = t1−t0). Table 2 summarizes all pure effects (to first order) of gradient,
time-asymmetry and the Sagnac effect for the generalized Mach-Zehnder phase
ΦMZ. Note that pure effect means without mixed terms. For an expansion
including mixed terms too, we refer to Appendix H.1, in which the first three
lines of the total Mach-Zehnder phase (H.3) correspond to the expansion of
Eq. (84).
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zeroth order first order
Standard case ϕMZ + k
T
0 gT
2 –
Time-asymmetry ϕMZ +k
T
0 g[−T 21 + 12 (T2 + T1)2]
Sagnac effect ϕMZ + k
T
0 gT
2 +3(Ω× k0)TgT 3
Gradient ϕMZ + k
T
0 gT
2 − 712kT0 ΓgT 4
Table 2: Generalized Mach-Zehnder phase ΦMZ for pure effects (to first order) of rotating
lasers (Sagnac effect), gradient and time-asymmetric pulse sequences.
7.1.2. The Mach-Zehnder displacement vector
We have defined the generalizedMach-Zehnder displacement vector by χMZ =
χ0 − 2χ1 + χ2. Consequently via Eq. (40), the generalized Mach-Zehnder dis-
placement vector is given by
χMZ =
(
0
~k0
)
− 2
(
− sin(
√
Γ[t1−t0])
m
√
Γ
cos (
√
Γ[t1 − t0])
)
~k1
+
(
− sin(
√
Γ[t2−t0])
m
√
Γ
cos (
√
Γ[t2 − t0])
)
~k2 . (85)
Analogously to what we have done for ΦMZ, we summarize in Table 3 the pure
effects up to first order. We see that time-asymmetry will never produce a dis-
placement in momentum since the first order term is zero and no higher order
terms are present.
Finally, we emphasize the importance of the displacement vector in the con-
text of the visibility. The knowledge of χMZ and the initial covariance ma-
trix Σ0 fully determines the visibility, Eq. (72). Since rotations, gradients or
time-asymmetric pulse sequences yields a non-vanishing displacement vector,
Eq. (85), the visibility immediately decreases (VMZ < 1, see Fig. 6). However,
an appropriate choice of the time intervals T1 and T2 (time-asymmetric pulse
sequence) can be used to get a nearly vanishing displacement vector (χMZ ≈ 0;
see Table 3) and therefore improve the visibility [128].
7.1.3. The total Mach-Zehnder phase
The total Mach-Zehnder phase shift ∆ΦMZ, given by Eq. (73), is fully de-
termined by the above generalized Mach-Zehnder phase (84), the generalized
displacement vector (85) and the initial condition 〈ξ0〉, and leads to an exact
analytical treatment of the Mach-Zehnder interferometer in the presence of ro-
tations and gradients. However, in most of the experiments a time-symmetric
pulse sequence is chosen while rotations and gradients are naturally coming in
by imperfections. Hence, we are usually interested in effects of small rotations
and gradients and get for the total Mach-Zehnder phase shift the expansion
formula (H.3) obtained in Appendix H.1.
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displacement first order
Time-asymmetry χx +
~k0
m
{T1 − T2}
χp 0
Sagnac effect χx − 2~m (Ω× k0)T 2
χp 0
Gradient χx +Γ
~k0
m
T 3
χp −Γ~k0T 2
Table 3: The components of the generalized Mach-Zehnder displacement vector χMZ =
(χx, χp)T are shown. We take into account pure effects (to first order) of rotating lasers
(Sagnac effect), gradient Γ and time-asymmetry.
7.2. Butterfly interferometer
In the previous section, we discussed the characteristic quantities of the
Mach-Zehnder geometry. Now, we will concentrate on the so-called Butterfly
or figure-eight geometry (Fig. 7). In analogy to the Mach-Zehnder interferom-
eter, the Butterfly interferometer is another special case of a multi-loop/pulse
geometry discussed in section 6.4. Therefore, it is straightforward to determine
the generalized phase ΦBU as well as the displacement vector χBU, which fully
characterize the Butterfly geometry.
The Butterfly interferometer [9, 30, 32, 73, 147, 150, 167–172] is a two loop
geometry. We will show that a configuration consisting of two symmetric loops
directly measures gradients and is not sensitive to local accelerations (in first
order).
Figure 7: Butterfly interferometer: An atomic wave function initially in the internal ground
state |0 〉 is coherently split by a pi/2-pulse (dashed gray line at time t0; atom-field interaction
zone) ending in a superposition of |0 〉 and |1 〉. Influences coming from a potential coupling
to the external degree of freedom (center-of-mass motion) cause a state-dependent phase
accumulation of the coherently superimposed states | 0 〉 and | 1 〉 (free-evolution zone = no
laser field). Meanwhile, two pi-pulses (dashed gray lines at time t1 and t2) redirect the two
atomic paths (black lines). The final pi/2-pulse at time t3 coherently recombines the internal
states.
In comparison to the Mach-Zehnder geometry (Fig. 4), the Butterfly pulse
sequence shows an additional pi-pulse (see Fig. 7). Thus, it starts with a pi/2-
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pulse creating an equally weighted superposition of the atomic ground |0 〉 and
excited | 1 〉 state. But then, two pi-pulses redirect the two atomic paths. In-
between, the superimposed states usually cross each other. A final pi/2-pulse
coherently recombines the internal states. Note that the crossing of the upper
and the lower path is not necessary in general (our formalism allows for arbitrary
time-intervals tn− t0). But in practice, it benefits to have loops equally in area
with the result of a nearly closed geometry, and thus the full capability of
cancellation effects based on a two loop geometry.
In the following, we present the characteristic quantities ΦBU and χBU in
analogy to what we have done for the Mach-Zehnder geometry.
Generalized Butterfly phase. The generalized Butterfly phase is given by ΦBU =
Φ0−2Φ1+2Φ2−Φ3 as a special case of the multi-loop geometry, see Eq. (76).
Via the explicit expression, Eq. (41), for the n-th laser pulse, we arrive at the
general result
ΦBU = ϕBU + 2 g
T
[
cos (
√
Γ[t1 − t0])− 1
Γ
]
k1 − 2 gT
[
cos (
√
Γ[t2 − t0])− 1
Γ
]
k2
+ gT
[
cos (
√
Γ[t3 − t0])− 1
Γ
]
k3 . (86)
The generalized phase ΦBU explicitly includes arbitrary time-intervals (tn − t0)
in-between successive laser pulses and the effect of a constant gradient Γ. More-
over, the Sagnac effect is implicitly included in the vector notation of the n-th
wave vector kn, see Eq. (83). The individual laser phases ϕn are abbreviated
by the Butterfly laser phase ϕBU = ϕ0 − 2ϕ1 + 2ϕ2 − ϕ3.
The pure effect of the gradient is achieved by setting the wave vectors equal
(k0 = k1 = k2 = k3) and choosing the in experiments common time intervals:
T = T1 = T3 = T2/2 and Tn = tn − tn−1 (for equal loop areas). Table 4
summarizes all pure effects (to first order) of gradient, time-asymmetry and the
Sagnac effect for the generalized Butterfly phase ΦBU. The series expansion of
ΦBU, also including mixed terms, is presented in Appendix H.2.
zeroth order first order
Standard case ϕBU –
Time-asymmetry ϕBU +k
T
0 g[−T 21 +(T2+T1)2− 12 (T3+T2+T1)2]
Sagnac effect ϕBU −6(Ω× k0)TgT 3
Gradient ϕBU +4k
T
0 ΓgT
4
Table 4: Generalized Butterfly phase ΦBU for pure effects (to first order) of rotating lasers
(Sagnac effect), gradient and time-asymmetric pulse sequences. The time intervals are denoted
by Tn = tn − tn−1.
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Butterfly displacement vector. The Butterfly displacement vector is given by
χBU = χ0 − 2χ1 + 2χ2 − χ3, see Eq. (77), and therefore reads
χBU =
(
0
~k0
)
− 2
(
− sin(
√
Γ[t1−t0])
m
√
Γ
cos (
√
Γ[t1 − t0])
)
~k1 + 2
(
− sin(
√
Γ[t2−t0])
m
√
Γ
cos (
√
Γ[t2 − t0])
)
~k2
− 2
(
− sin(
√
Γ[t3−t0])
m
√
Γ
cos (
√
Γ[t3 − t0])
)
~k3 , (87)
where we have used Eq. (40) valid for constant gradients. Finally, Table 5
summarizes the pure effects (in first order) of the gradient, time-asymmetric
pulse sequence and an uniform rotation of the lasers.
displacement first order
Time-asymmetry χx +
~k0
m
{T1 − T2 + T3}
χp 0
Sagnac effect χx 0
χp 0
Gradient χx −2 Γmk0T 3
χp 0
Table 5: The components of the Butterfly displacement vector χBU = (χx, χp)T are shown.
We take into account pure effects (to first order) of rotating lasers (Sagnac effect), constant
gradient Γ and time-asymmetry.
The total Butterfly phase shift. The total phase shift for an arbitrary interfer-
ometry is given by Eq. (81). Thus, we arrive at the total Butterfly phase shift
by substituting with the generalized interferometer phase, Eq. (86), and the
displacement vector, Eq. (87),
∆ΦBU = ΦBU +
1
~
[χ0
2
+ 〈ξ0〉
]T
JχBU. (88)
The approximation of ∆ΦBU for small, uniform rotations of the lasers and small
gradients is presented in Appendix H.2.
8. Non-inertial reference frames
So far we have considered the atom dynamics in inertial frames. In particu-
lar, the external potential was expanded around a fixed point ρ0 and any rota-
tion effects corresponded to changes in the direction of the momentum transfer
kn for each laser pulse.
In this section we will consider interferometers in non-inertial frames where
the expansion point as well as the potential are in general time dependent. We
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will start by reviewing the dynamics in non-inertial reference frames in order
to establish the link to well-known results based on general quadratic Hamilto-
nians in rotating frames. Next, we will introduce an equivalent (and general)
description of interferometry in non-inertial frames, where the interferometer
observables are calculated in a special reference frame co-moving with the inter-
ferometer device but non-rotating. In this way we will see that we can adapt our
results obtained for inertial frames (with possibly rotating lasers) to this class of
co-moving frames and derive in a simple way the interferometer phase shift and
visibility for arbitrary non-inertial frames. As an example, we discuss at the
end of this section interferometers in rotating frames (for instance experiments
fixed on Earth) where we employ our alternative approach.
8.1. General case
Here we provide a general introduction to non-inertial frames needed for the
classification of further calculations done in co-moving and co-rotating frames.
S''
S
Figure 8: Rocket as an application for the most general case in non-inertial reference frames:
The trajectory x′′(t), seen by an observer flying in a rocket which follows the trajectory ρ(t)
(non-inertial frame S′′), is connected with the trajectory x(t) (inertial frame S) by the relation
x(t) = ρ(t) +R(t)x′′(t). R(t) accounts for an arbitrary time-dependent rotation of S′′ (with
respect to S). The vector notation in combination with primes is a short notation for the
components measured in the corresponding reference frames.
An arbitrary trajectory in an inertial frame S shall be given by the time-
dependent vector x(t). As in previous sections, we assume a general quadratic
approximation, Eq. (10), of the external potential V . It should be emphasized
that V does not necessarily have to be the gravitational potential, and can also
be induced by magnetic or any other external fields.
In many applications such as those involving freely falling capsules in drop
towers, sounding rockets and dedicated satellite missions, it is convenient to
consider a reference frame S′′ co-moving and co-rotating with the interferometer
set-up and the lasers (see Fig. 8). The origin of the non-inertial reference frame
S′′ is taken as the expansion point ρ = ρ(t) for the harmonic approximation
of the potential. Moreover, the coordinate axes of S′′ are in general arbitrarily
rotating in time (with respect to the inertial frame S). Hence, the trajectory
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measured by an observer in the inertial frame S can be written as
x(t) = ρ(t) +R(t)x′′(t) , (89)
where the vector x′′(t) should be interpreted as the components of the trajectory
relative to the coordinate axis of S′′ and R(t) takes into account an arbitrary
time-dependent rotation of S′′ (with respect to S).
Next, we show that effects due to non-inertial reference frames can be easily
interpreted when the coordinate transformation, Eq. (89), is performed in two
steps: (i) the transformation to an accelerated reference frame, but without
rotations of the coordinate axis (co-moving frame S′; see Fig. 9) and (ii) the
transformation to the frame S′′ which is assumed to be co-rotating with the
interferometer device.
In particular, we will point out in which sense such transformations concern
the local acceleration as well as the gradient.
8.1.1. Dynamics in accelerated frames
In this section, we consider interferometers in co-moving reference frames.
Co-moving means arbitrary (translational) accelerations of S′ while following the
interferometer device, but aligned coordinate axes with respect to the inertial
frame S, i.e. R(t) = 13 (see also Fig. 9).
S'
S
S''
Figure 9: Co-moving frame S′ and rotating frame S′′: Both frames S′′ and S′ possess the same
time-dependent origin ρ(t), but just the co-moving frame S′ shows aligned axes with respect
to the inertial frame S. The position vector seen by an observer in S or S′ is connected via
x(t) = ρ(t) + x′(t).
The position vector in terms of the co-moving frame S′ reads
x(t) = ρ(t) + x′(t) . (90)
The dynamics in the inertial frame S is determined by the following equation of
motion
x¨(t) = −∇xV (t,x(t)) . (91)
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However, for an observer in the co-moving frame S′ the dynamics behaves differ-
ently due to fictitious forces arising in accelerated reference frames. We arrive
at the equation of motion in S′ by means of the coordinate transformation,
Eq. (90):
x¨′(t) = −∇x′V ′(t,x′(t))− ρ¨(t) , (92)
where we have introduced the potential V ′(t,x′) = V
(
t,ρ(t) + x′
)
. Hence, the
dynamics in the co-moving frame S′ depends on the second time derivative of
ρ(t), which corresponds to the fictitious acceleration seen by an observer in the
co-moving frame S′
afi(t) = −ρ¨(t) . (93)
The quadratic approximation of the external potential, Eq. (10), yields the
expression
x¨′(t) ≈ g(ρ(t)) − Γ(ρ(t))x′(t) + afi(t) . (94)
Effective local acceleration and the time-dependence of the gradient. When we
define an effective, local acceleration
g′(t) := g(t) + afi(t) , (95)
Eq. (94) can be rewritten in quantities seen by an observer in the co-moving
frame S′
x¨′(t) ≈ g′(ρ(t))− Γ(ρ(t))x′(t). (96)
Here, g′(ρ(t)) = g(ρ(t)) + afi(ρ(t)) is composed of the local acceleration g and
the fictitious acceleration afi, both evaluated at the time-dependent expansion
point ρ(t).
In conclusion, the coordinate transformation from the inertial frame S to an
arbitrary co-moving (but non-rotating) frame S′ brings in the additional (ficti-
tious) acceleration afi(ρ(t)). Moreover, the dynamics in S
′ is determined by an
effective local acceleration and a gradient both time-dependent even when the
external potential in the inertial frame is time-independent.
8.1.2. Dynamics in rotating frames
In addition to origin translations, the general coordinate transformation
in Eq. (89) also takes into account arbitrary time-dependent rotations of S′′
through the rotation matrix R(t). Hence, the second time derivative of this
general coordinate transformation in combination with Eq. (91) gives
x¨′′(t) = RT(t)
[
−∇x′′V ′′(t,x′′(t)) − ρ¨(t)− R¨(t)x′′(t)− 2R˙(t) x˙′′(t)
]
, (97)
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where we have introduced the potential V ′′(t,x′′) = V
(
t,ρ(t) +R(t)x′′). This
describes the dynamics of the atoms seen by an observer in the non-inertial
frame S′′ where the first term comes from the external potential (which is al-
ready present in inertial frames), the second term is the acceleration arising
due to the translational movement of S′ and the last two terms correspond, re-
spectively, to the centrifugal and the Coriolis accelerations. Using the harmonic
approximation of the external potential V , we finally get
x¨′′(t) ≈ g′′(ρ(t))− Γ′′(ρ(t))x′′(t)−RT(t)
[
R¨(t)x′′(t) + 2R˙(t) x˙′′(t)
]
(98)
where we have introduced the local acceleration g′′(ρ(t)) = RT(t) g′(ρ(t)) and
the gradient Γ′′(ρ(t)) = RT(t) Γ(ρ(t))R(t) measured by an observer in S′′. The
corresponding Hamiltonian is given by
H =
p′′2
2m
−m g′′Tx′′ + 1
2
mx′′TΓ′′ x′′ −αT(t) (x′′ × p′′) (99)
where α(t) denotes the time-dependent vector associated with the rotation ma-
trix R(t).
8.1.3. Hamiltonian in non-inertial frames
In the previous section we have seen that the dynamics in a non-inertial
frame S′′ significantly differs from that in an inertial frame S. We rewrite now
the Hamiltonian in Eq. (99), in a compact form and promote the phase-space
variables to operators. The general quadratic Hamiltonian
Hˆ = H(ξˆ) = F(t) + GT(t) ξˆ + 1
2
ξˆTH(t) ξˆ (100)
includes the first- and second-order coefficients G(t) andH(t), respectively. Both
get modified for the reference frame S′′ discussed above. According to Eqs. (98)
and (99), the second-order coefficient is now given by
H′′(t) =
(
mΓ′′(ρ(t)) α(t) ·Λ
−α(t) ·Λ 1
m
13
)
∈ R6⊗6. (101)
It is time dependent due to the gravity gradient Γ′′(ρ(t)) and the rotation R(t)
characterized by the vector α(t). In addition, we have introduced the matrix
generator of an arbitrary time-dependent rotation, which is given by α(t) · Λ
(see Appendix I). In turn, the first-order coefficient reads
G
′′(t) =
(−m g′′(ρ(t))
0
)
∈ R6, (102)
where g′′(ρ(t)) = RT(t)[g(ρ(t)) + afi] comprises the local acceleration and the
fictitious acceleration afi = −ρ¨(t).
54
The dynamics, described in general by the inhomogeneous equation of mo-
tion (14b), cannot be calculated analytically for arbitrary time-dependent co-
efficients. Since the second-order coefficient, Eq. (101), is now time-dependent,
we need to apply the perturbative approach introduced in Section 3.6.5.
The Hamiltonian presented in this section, as given by Eqs. (100)-(102), re-
duces to the standard description of interferometry in rotating frames [141, 142,
146, 150] when the expansion point ρ(t) follows a circular motion determined
by the same angular velocity as the coordinate axis, or more precisely when
ρ(t) = R(t)ρ0. Thereby, one usually assumes that the lasers are at rest in the
rotating frame S′′ but of course allows arbitrary time-dependent rotations of
the frame and therefore considers the most general scenario. However, below
we pursue a different strategy which is based on calculations entirely done in the
reference frame S′ co-moving with the lasers (but non-rotating). Therefore, for
the most general scenario we additionally have to include rotations of the lasers
within S′. In the next section we show in detail in which sense our strategy is
more flexible and general.
8.2. Description in co-moving frames (an alternative approach)
Our strategy to describe interferometers in arbitrary non-inertial frames is
based on calculations entirely performed in the co-moving (but non-rotating)
frame S′ following the interferometer device. In our approach we account for
the rotation of the non-inertial reference frame S′′ by an (active) rotation (in
the co-moving frame S′) of the wave vectors kn(t) for each laser pulse. For a
discussion of rotations and in particular of passive and active transformations
we refer to Appendix I. Finally, we can adopt our results for the Sagnac effect
obtained in inertial frames (see Section 7) in order to get the phase shift and
the visibility for interferometers in non-inertial frames. The main difference to
the standard approach [141, 142, 146, 150] is that we perform our calculations
in the co-moving frame S′. In this way we arrive at the same results as for
an observer in the non-inertial frame S′′4. However, the big advantage is that
our strategy is more general and flexible. Indeed, we can for example describe
atomic fountains on Earth (which corresponds to the standard approach) but
can also include easily independent rotations of the lasers and Earth’s rotation
(i.e. relevant for drop-tower experiments), or even more sophisticated orbital
motions (for instance necessary for satellite missions).
Since such complex motions within an external quadratic potential lead to
inhomogeneous equations of motion including arbitrary time-dependent coef-
ficients, a perturbative approach is necessary. We have already applied our
perturbative approach to interferometers in external potentials with constant,
Eqs. (36)-(38), as well as with time-dependent gradients, Eqs. (43) and (44).
Consequently, it is clear how to calculate interferometer phases and the visibil-
ity when the approximated time-evolution matrix is given. For completeness,
4Since phase shift and visibility are scalar observables and, therefore, frame-invariant.
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we recall the important steps now and apply in the following our approach to
experiments in Earth’s gravitational field.
8.2.1. Phase shift and visibility in general
In Section 5 we have decomposed arbitrary interferometer geometries in
elementary parts by generalized beam splitters. Since the generalized beam
splitter consists of the phase Φn and the displacement vector χn, these are the
crucial quantities to study but now in the context of non-inertial frames.
Our perturbative treatment for time-dependent Hamiltonians provides the
time-evolution matrix as a series expansion, see Eq. (19). Thus, we calculate
the time-evolution matrix T by substituting the time-dependent coefficients in
the recursive formula (22) with the corresponding ones for the co-moving frame
S′, Eqs. (101) and (102). This perturbative solution for T fully determines
the displacement vector χn, see Eq. (29), and therefore the visibility (82) for a
given interferometer geometry. Moreover, the displacement vector χn and the
expression for the generalized phase Φn, Eq. (44), immediately yields the total
phase shift ∆ΦI, Eq. (81), seen by an observer in the co-moving frame S
′. For
the most general scenario discussed above (with lasers at rest in the rotating
frame S′′) we have to rotate the wave vectors for each laser pulse, which induces
the following relation:
χ¯n =
(
0
R(tn) ~k0
)
∈ R6 . (103)
However, this is formally equivalent to the calculations done for the Sagnac ef-
fect in inertial frames. The only difference now is that the external potential
seen by an observer in the co-moving frame S′ becomes time-dependent because
of his motion within the external field (even when the field was initially time-
independent).
In conclusion, we have decomposed the general coordinate transformation
into elementary ones: (i) the transformation from the inertial frame S to the
co-moving (but non-rotating) frame S′, which brings in time-dependent local
accelerations as well as time-dependent gradients (having an influence on the
time-evolution matrix T ), and (ii) the rotation of S′′ (the frame co-rotating
with the lasers) with respect to S′. Therefore, we were able to introduce an
alternative approach based on calculations entirely performed in the co-moving
frame S′ and where the rotation of S′′ is implicitly included in the rotation of
the wave vectors; see Eq. (103).
Next, we illustrate the use of this alternative approach by applying it to the
special case of experiments on Earth or in Earth’s gravitational field.
8.2.2. Experiments on Earth or in Earth’s gravitational field
We already know from the Sagnac effect discussed in Section 7 how to im-
plement arbitrary rotations of the lasers. Moreover, we have introduced in the
preceding section all the tools necessary for a stepwise and straightforward cal-
culation of the phase shift for arbitrary interferometer geometries in non-inertial
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frames. Now, we combine both and determine as an example the phase shift
for a Mach-Zehnder interferometer seen by an observer following a circular mo-
tion (for instance an observer on Earth’s surface). In particular, we provide
the expressions for atomic fountains where the lasers are fixed on Earth (angu-
lar velocity of the lasers Ωk = Ω) while the Earth is rotating with Ω. As an
intermediate step we also provide the more general result for Ω 6= Ωk, which
for example corresponds to an observer in a satellite orbiting around the Earth
(fixed altitude and constant Ω) while the lasers are rotating with a different
angular velocity Ωk.
S'
S
Figure 10: Circular motion: The circular motion ρ(t) = RΩt ρ0 of a reference frame S˜′ co-
moving with the interferometer device (for instance relevant for interferometers on Earth or
as an example for orbiting satellites with constant altitude). The wave vector k(t) of each
laser pulse is rotating with angular velocity Ωk.
The trajectory of such a co-moving frame S˜
′
(see Fig. 10) shall be given by
the circular motion
ρ(t) = RΩt ρ0 , (104)
where RΩt denotes the rotation matrix discussed in detail in Appendix I. Fur-
ther, we assume a uniform rotation around a time-independent axis with the
rotation angle Ωt.
Fictitious force becomes centrifugal force. The dynamics in S˜
′
(and described by
Eq. (96) in general) depends on the local acceleration g′(RΩt ρ0) = g(RΩt ρ0)+
afi(RΩt ρ0), where the fictitious acceleration now becomes
afi = −ρ¨(t) = −R¨Ωtρ0 − 2R˙Ωtρ˙0 −RΩtρ¨0 . (105)
The first term in afi is governed by the second derivative of the rotation matrix,
which brings in the centrifugal acceleration acf, see Eq. (I.15). Since we assume
a constant altitude ρ0 = const, we arrive at
afi = −ρ¨(t) = −R¨Ωtρ0 = −Ω× (Ω× (RΩtρ0)) . (106)
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Next, we determine the effective local acceleration as well as the gradient for
an external potential with spherical symmetry. As an example we choose the
gravitational potential which corresponds to experiments on Earth or orbiting
satellites within Earth’s gravitational field (approximated by a spherically sym-
metric and time-independent configuration).
Effective local acceleration and the time-dependence of the gradient. When we
introduce the local gravitational acceleration for a spherically symmetric mass
distribution, Eq. (A.4), the circular motion of the expansion point (104) induces
an effective rotation of the local gravitational acceleration
g(RΩt ρ0) = −GME [RΩtρ0]|RΩtρ0|3 = RΩt g0 . (107)
In analogy, the gravity gradient, Eq. (A.5), is also rotating with time
Γ(RΩt ρ0) = RΩt Γ0RTΩt , (108)
where Γ0 = Γ(ρ0) is the time-independent gravity gradient naturally chosen by
an observer in the inertial frame S.
Finally, the dynamics in the co-moving frame S˜
′
is given by
x¨′(t) = RΩt g′0 −RΩt Γ0RTΩt x′(t) . (109)
Here, we used the general expression (96) and g′0 = g0 − Ω × (Ω× ρ0) =
g0 − Ω2ρ0 is the sum of the local gravitational acceleration and the centrifugal
acceleration, both evaluated at ρ0. In the last term we have introduced the
shorthand notation
Ω q ≡ (Ω ·Λ) q = Ω× q (110)
for arbitrary vectors q ∈ R3, see also Appendix I for the definition of Λ and fur-
ther details. This notation allows a short and clear presentation of the following
results that contain multiple vector products Ω× ...(Ω× ...) .
Time-evolution matrix. In the following we assume that the gradient Γ0 and
the angular velocity Ω are small parameters in order to apply the perturbative
approach introduced in Section 3.6.5. For the gravitational field of the Earth
this is a very good approximation. If an even better approximation is needed
(for instance to include anharmonicity effects), we have already mentioned the
possibility of introducing a path-dependent potential in the generalized beam
splitter in such a way that we expand the external potential for each branch of
the interferometer separately [130].
Hence, the rotation of the gradient, Eq. (108), in combination with Eq. (22)
yields the series expansion (to first order in Γ0 and Ω)
T (t) =
(
1− t22 Γ0+ t
3
6 (Γ0Ω−ΩΓ0)+. . . tm− t
3
6mΓ0+
t4
12m (Γ0Ω−ΩΓ0)+. . .
−mΓ0t+m t22 (Γ0Ω−ΩΓ0)+. . . 1− t
2
2 Γ0+
t3
3 (Γ0Ω−ΩΓ0)+. . .
)
(111)
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for the time-evolution matrix in the co-moving frame S˜
′
. Note that the gradient
Γ0 ∈ R3⊗3 as well as the generator of rotations Ω ∈ R3⊗3, Eq. (110), are
matrices.
Laser rotation. So far we have not constrained the angular velocity of the lasers
Ωk. The corresponding displacement vector for the general scenario (Ωk 6= Ω)
is given via Eqs. (29) and (103) by
χn = T (t0, tn)
(
0
RΩktn~k0
)
, (112)
where T (t0, tn) denotes the perturbative solution (111).
General case. The rotation of the effective local acceleration g′(t) = RΩt g′0
in combination with expression (44), valid for arbitrary time-dependent local
accelerations and gradients, induces the following generalized phase
Φn = ϕn − kT0
{
−1
2
+
1
6
[3Ωk − Ωg] (tn − t0)
+
1
24
[
Γ0 + 4ΩkΩg − Ω2g − 6Ω2k
]
(tn − t0)2
+
1
120
[
3ΩΓΓ0 − 3Γ0ΩΓ + Γ0Ωg + 5ΩkΩ2g − 10Ω2kΩg
− Ω3g − 5ΩkΓ0 +10Ω3k
]
(tn − t0)3
}
g′0 (tn − t0)2
+O[(tn − t0)6] . (113)
Here, we distinguish between three different rotations: (i) the rotation of the gra-
dient which corresponds to the generator ΩΓ and comes in by the time-evolution
matrix (111), (ii) the rotation of the effective local acceleration represented by
Ωg, see Eq. (107), and (iii) the rotation of the wave vectors by Ωk, see Eq. (112).
As expected, for ΩΓ = Ωg = 0 we reproduce the expressions for an observer in
the inertial frame S, in which only the lasers are rotating (Sagnac effect in
Section 7).
Analogously to the calculations done for the inertial frame, we present in
Appendix H.3 the general expression for the total Mach-Zehnder phase shift
∆ΦMZ. The specific situation of atomic fountains on Earth, i.e. a Mach-Zehnder
geometry with Ω = Ωk = Ωg = ΩΓ, will be discussed next.
Particular case: atomic fountains on Earth. For experiments on Earth the most
natural reference frame is the one co-rotating with the Earth’s surface. We have
seen that our alternative approach presented above provides such special circular
motions. Hence, the total Mach-Zehnder phase shift (measured in the rotating
frame of the Earth or equivalently calculated by our alternative approach) is
given by Eq. (H.7) and Ω = Ωg = ΩΓ. This result is a generalization for instance
applicable to satellite or drop-tower experiments in which the lasers are rotating
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independently of the circular motion of the reference frame. However, for atomic
fountains, where the lasers are fixed on the Earth’s surface (Ωk = Ω), we get
the rather simple expression
∆ΦMZ = ϕMZ − kT0
[
−1 + 2ΩT + 7
12
(
Γ0 − 3Ω2
)
T 2 +
1
2
(
2Ω3 − ΩΓ0 − Γ0Ω
)
T 3
+
31
360
(
3Ω2Γ0 + 3Γ0Ω
2 + 4ΩΓ0Ω− Γ20 − 5Ω4
)
T 4
+
1
20
(
3Ω5 − 2Ω3Γ0 − 2Γ0Ω3 − 3ΩΓ0Ω2 − 3Ω2Γ0Ω
− 5ΩΓ20 − 5Γ20Ω +13Γ0ΩΓ0)T 5 + . . .
]
g′0 T
2
+ kT0
[ (
Ω2 − Γ0
)
T 2 +
(
2ΩΓ0 + Γ0Ω− Ω3
)
T 3
+
7
12
(
Ω4 − 3Ω2Γ0 − Γ0Ω2 − 2ΩΓ0Ω+ Γ20
)
T 4
+
1
4
(
4Ω3Γ0 + Γ0Ω
3 + 2ΩΓ0Ω
2 + 3Ω2Γ0Ω− 2ΩΓ20
−Γ20Ω− 2Γ0ΩΓ0 − Ω5
)
T 5 + . . .
]
〈x0〉
+ kT0
[
− 2ΩT + (3Ω2 − Γ0)T 2 + 7
6
(
ΩΓ0 + Γ0Ω− 2Ω3
)
T 3
+
1
4
(
5Ω4 − 3Ω2Γ0 − 4ΩΓ0Ω+ Γ20 − 3Γ0Ω2
)
T 4
− 31
180
(
3Ω5 + Γ0ΩΓ0 + Γ
2
0Ω+ ΩΓ
2
0 − 2Γ0Ω3 − 2Ω3Γ0
−3Ω2Γ0Ω− 3ΩΓ0Ω2
)
T 5 + . . .
]
T
(
~k0
2m
+
〈p0〉
m
)
.
(114)
The comparison with the total phase shift measured in inertial frames, Eq. (H.3),
shows that the additional rotation of the local acceleration as well as the gradient
modifies the rotation terms originally induced by the laser rotation seen in
inertial frames. Finally, we arrive at analog contributions to the total phase
shift but the prefactors become modified for observers in Earth’s rotating frame
(in comparison to an inertial frame where we only include laser rotations).
Eq. (114) for the total phase shift in rotating frames can also be found
in [142]5. Moreover, references [141, 146, 150] study the same setup but ei-
ther do not present explicit terms for the phase shift or expand their perturba-
tion theory not to such high orders. However, all of them are using a Hamil-
tonian valid for rotating frames, which corresponds to the one introduced in
5By comparison with [142] we recognized that the last term in Eq. (56) of the mentioned
paper differs by a factor of two. Since Eq. (56) depends on the expansion (54), which also
shows this deviation in the last term, we expect a misprint in Eq. (54) as well as in Eq. (56).
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Section 8.1.3 and therefore inevitably includes the laser rotations (due to the
rotation of the reference frame). In contrast, our alternative approach based on
co-moving frames takes into account arbitrary translations as well as rotations
and therefore provides a more general and flexible framework. To confirm this
statement we showed for instance in Eq. (H.7) one possible generalization of
the well-known result, Eq. (114). Additionally, the loss of visibility induced by
non-inertial effects can be easily interpreted in the language of our approach by
means of displacement vectors in phase space (see for example Eq. (112)). In
particular, we refer to Section 7.1.2 or Ref. [128] for a discussion of the loss of
contrast/visibility triggered by a non-vanishing displacement vector.
9. Conclusion
We have presented a straightforward and versatile method for determining
the phase shift and the visibility for general interferometer geometries. We pur-
sued a representation-free description in the context of light-pulse atom interfer-
ometry entirely based on operator algebra methods. In the course of modeling
the internal and external dynamics of an effective two-level system in the pres-
ence of an external potential, we have taken into account local accelerations,
gradients and rotations of the interferometer device. Assuming a two-level sys-
tem kept the presentation as clear as possible while our formalism also allows
more complicated level structures by exchanging the beam-splitter matrix by
desired, suitable ones. In particular, internal level structures reducible to ef-
fective two-level systems, for instance Raman or Bragg transitions, are covered
in an analytically exact way. For double diffraction schemes [47, 59] most of
our results simply needs to be modified by doubling the effective momentum
transfer.
We have analyzed in detail the time evolution in a general quadratic po-
tential (e.g. induced by external magnetic or gravitational background fields)
and described the internal dynamics by a simple beam-splitter matrix. In do-
ing so, we quantized the internal as well as the external degrees of freedom.
Since our interaction model is based on internal states associated with different
internal energies, the effect of the internal atomic structure is also included.
(However, the corresponding Rabi oscillations are described in the interaction
picture where the frame is rotating with the laser frequency and therefore in
our results this effect appears only after a back transformation.) For instance
such internal energy splittings are the main contribution to the phase shift
in microwave atomic clocks where the momentum transfer by the photon can
be usually neglected. In this sense our approach provides a general framework
combining both light-pulse atom interferometers and optical atomic clocks (with
momentum transfer). In particular, the consecutive propagation in the “interac-
tion zone” and the “free-propagation zone” led to a time-dependent generalized
beam-splitter matrix. By a sequence of these generalized beam splitters, we are
able to construct any combination of interferometer pulse sequences.
We described interferometers in an universal manner where the total in-
terferometer phase shift and the visibility include the full information of the
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special interferometer geometry. By calculating these characteristic quantities,
we arrived at a straightforward method for obtaining the ground-state detection
probability for arbitrary loop geometries. We remark that instead of integrating
over the external degrees of freedom after the interferometer sequence one can
directly detect a fringe pattern in the spatial density profile at the exit ports (as
long as a displacement of the final atomic wave packets is present, which can be
achieved by a suitable timing of the pulses or naturally comes in by rotations or
gradients). Hence, one can extract information on the visibility and the phase
shift even for a single shot [45, 129, 173].
The Mach-Zehnder pulse sequence served as an example for our operator
approach and established the connection to results already known in the litera-
ture, but also highlighted important features as the visibility (and its connection
to relative displacements in phase space) or the phase shift as a consequence
of commutation relations in the quantized dynamics. As a second example, we
have studied the Butterfly geometry, where the phase shift is (to first order) di-
rectly sensitive to the gradient of the external quadratic potential. Moreover, in
order to take into account corrections beyond our quadratic approximation, we
have already mentioned the possibility of introducing a path-dependent poten-
tial for the generalized beam splitter in such a way that we locally expand the
external potential for each branch of the interferometer separately [130]. Hence,
anharmonicity effects are included by a quadratic approximation but locally for
each branch, which means within the size of the atomic wave packet.
Finally, we focused on interferometers embedded in non-inertial reference
frames necessary not only for the description of state-of-the-art space missions
(taking into account arbitrary accelerations and trajectories) but also for ex-
periments in Earth’s rotating frame. We have shown that the effects due to
non-inertial reference frames can be easily interpreted when the general coor-
dinate transformation is decomposed into elementary ones. In addition, we
have introduced a simple way of dealing with such general situations in the
context of co-moving (but non-rotating) frames. Since the effects of external
potentials and inertial forces were mainly studied in the context of the phase
shift [58, 136, 139, 140, 146], we have also emphasized the loss of contrast in-
evitably arising for non-vanishing displacements (in phase space) [128] induced
by these effects.
In conclusion, we have developed a compact and versatile formalism for the
description of atom interferometers in inertial as well as in non-inertial frames
well-suited for the next generation of high-precision measurements, particularly
microgravity experiments performed in drop-tower facilities, sounding rockets
or dedicated satellite missions.
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A. External potential
Suppose we place a matter-wave interferometer in a satellite around the
Earth (as e.g. proposed in the STE-QUEST mission of the European Space
Agency [125]), the corresponding external potential energy for an atom with
mass m would (in first approximation) be given by the following gravitational
one
Vg(x) = −mGME
r
(A.1)
with the absolute value of the position vector r = |x|, the Newtonian constant
of gravity G and the mass of the Earth ME. Here, the origin of the inertial
frame is the Earth’s center. When we additionally denote the trajectory of the
satellite by ρ(t), we can expand the Earth’s potential around ρ(t) and arrive
for sufficiently small regions around the trajectory at
Vg(x) ≈ Vg(ρ(t)) −m gT(t) [x− ρ(t)] + 1
2
m [x− ρ(t)]T Γ(t) [x− ρ(t)] . (A.2)
At this point, we have introduced the time-dependent local acceleration g(t)
and the gradient matrix Γ(t). In this harmonic approximation, quite sufficient
for state-of-the-art experiments, the local acceleration as well as the gradient
are primarily responsible for the effects on the external evolution of the matter
wave.
Local acceleration. The Taylor series (A.2) includes the local acceleration which
is the negative first derivative of the potential divided by m and evaluated at
ρ(t)
g(t) = −∇xVg(x)
m
∣∣∣∣
x=ρ(t)
. (A.3)
Via the absolute value of the local acceleration g(t) = |g(t)| = GME/|ρ(t)|2 we
find
g(t) = −GMEρ(t)|ρ(t)|3 = − g(t) eρ . (A.4)
Hence, the local acceleration always points in the opposite direction as the
trajectory ρ(t) where eρ = ρ(t)/|ρ(t)|.
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Gradient. The gradient is proportional to the second derivative of the potential
evaluated at ρ(t)
Γik(t) =
1
m
∂2Vg(x)
∂xi∂xk
∣∣∣∣
x=ρ(t)
= GME
δik|ρ(t)|2 − 3ρi(t)ρk(t)
|ρ(t)|5 . (A.5)
Moreover, it is an indefinite quadratic form with two positive eigenvalues
GME/|ρ(t)|3 that correspond to the eigenvectors perpendicular to ρ(t) and one
negative eigenvalue −2GME/|ρ(t)|3 for the eigenvector parallel to ρ(t).
B. Symplectic group
In order to provide a compact description of the dynamics in matter-wave in-
terferometers for general quadratic Hamiltonians, we study the underlying sym-
plectic structure, especially the standard symplectic group, and derive some
useful properties. A more detailed analysis of group theory can be found in
Ref. [174] or [175].
Besides the real orthogonal group and the complex unitary group, the sym-
plectic group is one of the three major families of classical Lie groups. In both
classical and quantum mechanics the real symplectic group plays an important
role. The canonical formalism of classical dynamics as well as its counterpart
in quantum mechanics naturally brings in the symplectic structure.
We start with the definition of the symplectic matrix and will present some
useful properties.
B.1. Definition of the symplectic matrix
A matrix S is a symplectic matrix, if and only if S satisfies
STJ S = J . (B.1)
Here, J is the anti-symmetric block matrix
J = ( 0 1N−1N 0 ) ∈ R2N⊗2N (B.2)
which is generally referred to as the symplectic form; each block is of dimension
N×N. The matrices S are elements of the symplectic group Sp(N).
For our purposes, the most important property is the anti-symmetry and
the fact that its transpose is its inverse
J T = −J = J −1. (B.3)
Next, we show that the set of symplectic matrices S indeed forms a group as
claimed above.
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B.2. Symplectic matrices form a group
The matrices S satisfy the group axioms with the matrix multiplication as
group operation:
1. The first axiom of closure can be easily proven by successively applying
the definition of the symplectic matrix
(S1S2)
TJ (S1S2) = ST2 ST1 J S1S2 = J . (B.4)
2. The second axiom (associativity) is immediately fulfilled by the associa-
tivity of matrices since the symplectic matrices form a sub-group of all
matrices.
3. The identity element is the identity block matrix 12N ∈ R2N⊗2N with(
1N 0
0 1N
)T
J
(
1N 0
0 1N
)
= J (B.5)
and 12NS = S ∈ Sp(N).
4. The last axiom leads to an explicit expression for the inverse matrix S−1.
The definition of the symplectic matrix yields
(STJS)J −1 = JJ −1 ⇔ ST(J SJ T) = 12N
⇔ (ST)−1 = J SJ T. (B.6)
Applying the property (B.3) once again, we arrive at the inverse
(ST)−1 = (S−1)T = (J STJ T)T ⇔ S−1 = JSTJ T. (B.7)
So far, we have seen that the symplectic matrices form a group. We conclude
by showing that the transpose ST is also an element of the symplectic group.
B.3. The transpose is symplectic as well
If a given matrix S is symplectic, the transpose ST is symplectic as well.
We proof this statement by recalling the definition of the symplectic matrix and
take the inverse of both sides
S ∈ Sp(N) ⇔ STJ S = J
⇔ S−1J−1(ST)−1 = J −1. (B.8)
Then, we use J −1 = −J and arrive at
S ∈ Sp(N) ⇔ S−1J (ST)−1 = J
⇔ J = SJST
⇔ ST ∈ Sp(N) . (B.9)
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C. The time-evolution matrix T is a symplectic matrix
First we define the matrix Z(t, t0) := T T(t, t0)J T (t, t0) in order to prove
the symplectic property of the time-evolution matrix T . When we take the time
derivative and recall that the time-evolution matrix satisfies the homogeneous
part of the Heisenberg equation of motion (14b), we obtain
dZ
dt
= (JH(t)T )TJT + T TJ (JH(t)T ) . (C.1)
Transposing the first bracket and recalling the relation (B.3) yields
dZ
dt
= T THT(t)J TJ T + T TJ 2H(t)T = 0 . (C.2)
Hence, the matrix Z(t, t0) is constant in time. With the initial condition
T (t0, t0) = 16 at hand we find
Z(t0, t0) = T T(t0, t0)J T (t0, t0) = J . (C.3)
Since Z(t, t0) is constant in time, we arrive at
Z(t, t0) = T T(t, t0)J T (t, t0) = J ∀ t ≥ t0 . (C.4)
Indeed, this is the defining equation of the symplectic matrix (B.1). Thus, the
time-evolution matrix is an element of the symplectic group Sp(3), which means
that the symplectic form is invariant under time transformations T .
D. Displacement operator
In this appendix, we first introduce the displacement operator and recall
some useful properties and identities. At the end, we transform the displacement
operator into the Heisenberg picture, which is necessary for the expression of
the generalized beam-splitter matrix (30).
D.1. Definition
Let χx, χp ∈ RN and xˆ, pˆ be operators on L2(RN). Then the definition of
the displacement operator reads
Dˆ(χx,χp) := e
i
~
[χpxˆ−χxpˆ]. (D.1)
For convenience, we rewrite the displacement operator in terms of the 2N-
dimensional displacement vector
χ :=
(
χx
χp
)
∈ R2N (D.2)
and the 2N-dimensional phase-space vector operator
ξˆ :=
(
xˆ
pˆ
)
∈ L2(R2N) , (D.3)
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and arrive at the compact expression
Dˆ(χ) = e−
i
~
χTJ ξˆ , (D.4)
where J is the symplectic form (B.2).
In the following, we establish some properties and identities useful in the
context of interferometer sequences in the presence of external quadratic poten-
tials.
D.2. Properties and identities
Displacement. As its name already suggests, the displacement operator leads
to a displacement in phase space
Dˆ†(χ) ξˆ Dˆ(χ) = ξˆ + χ . (D.5)
Composition rule. Two displacements in sequence are more then just their sum;
an additional phase is accumulated
Dˆ(χ1) Dˆ(χ2) = Dˆ(χ1 + χ2) e
− i
2~
χT
1
Jχ2 . (D.6)
Indeed, the Baker-Campbell-Hausdorff formula leads to a correction arising from
the non-commuting canonical operators xˆ and pˆ [166].
“Sandwich rule”. Applying the composition rule twice yields
Dˆ(χ) Dˆ(χ0) Dˆ(χ) = Dˆ(χ0 + 2χ) (D.7)
and with Dˆ†(χ) = Dˆ(−χ) we obtain
Dˆ†(χ) Dˆ(χ0) Dˆ(χ) = Dˆ(χ0) e+
i
~
χTJ χ0 . (D.8)
Glauber formula. It can be shown [165] that the displacement operator fulfills
the identity
Tr Dˆ(χ) = (2pi~)N δ(2N)(χ) , (D.9)
where the 2N-dimensional delta function is given by
δ(2N)(χ) =
1
(2pi~)2N
∫
R2N
d2Nξ e
i
~
χTJ ξ. (D.10)
Moreover, using this expression we can easily prove the completeness of the
displacement operator Dˆ(χ) in the sense that all operators Oˆ = Oˆ(xˆ, pˆ) acting
on states in L2(R2N) can be decomposed according to the so-called Glauber
formula
Oˆ =
1
(2pi~)N
∫
R2N
d2NχTr {OˆDˆ(χ)} Dˆ†(χ) . (D.11)
The Glauber formula will be useful in the context of the characteristic function
in Appendix E.
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D.3. Displacement operator in the Heisenberg picture
The relation Aˆ†eiξˆAˆ = eiAˆ
†ξˆAˆ for an unitary operator Aˆ allows us to write
the displacement operator in the following way
DˆH,n := Uˆ
†
e (tn, t0) Dˆ(χ¯n) Uˆe(tn, t0)
= e−
i
~
(χ¯n)
TJ ξˆH , (D.12)
where
ξˆH = Uˆ
†
e (tn, t0) ξˆ Uˆe(tn, t0) (D.13)
is the phase-space operator in the Heisenberg picture. Insertion of the general
solution (17) of the Heisenberg equations of motion yields
DˆH,n = e
− i
~
(χ¯n)
TJ [T (tn,t0)ξˆ+
tn∫
t0
dt′ T (tn,t′)J G(t′)]
. (D.14)
Since T is symplectic, we obtain via Eq. (B.1) the following relation
J T (tn, t0) = (T −1(tn, t0))TJ = T T(t0, tn)J . (D.15)
Now, we can shift the time-dependence of the phase-space operator ξˆH to the
displacement vector χ¯. In this way, the displacement vector χn = T (t0, tn) χ¯n
becomes time-dependent and the displacement operator can be written as
DˆH,n = e
− i
~
[χTn(t0,tn)J ξˆ0−
tn∫
t0
dt′χTn(t
′,tn)G(t
′)]
. (D.16)
Please keep in mind, the arguments of the displacement vector
χn = χn(t0, tn) = T (t0, tn) χ¯n (D.17)
are exchanged with respect to the phase-space operator in the Heisenberg picture
ξˆH = T (tn, t0) ξˆ. (D.18)
This allows a description in which the displacement vectors include the time
evolution and the determination of the beam-splitter matrices is greatly simpli-
fied.
E. Characteristic function and the Glauber formula
The characteristic function of an operator Oˆ is defined as [165]
η[Oˆ](χ) := Tr {OˆDˆ(χ)} . (E.1)
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Hence, we can rewrite the Glauber formula (D.11) according to
Oˆ =
1
(2pi~)N
∫
R2N
d2Nχ η[Oˆ](χ) Dˆ†(χ) . (E.2)
For later purposes we briefly discuss the trace rule in phase space based on the
characteristic function. We start from the relation
Tr {Oˆ1Oˆ2} = 1
(2pi~)2N
∫
R2N
d2Nχ1
∫
R2N
d2Nχ2 η[Oˆ1](χ1)
× η[Oˆ2](χ2) Tr {Dˆ†(χ1)Dˆ†(χ2)} . (E.3)
Using the composition rule (D.6) and the identity (D.9) we find
Tr {Dˆ†(χ1) Dˆ†(χ2)} = (2pi~)Nδ(2N)(χ1 + χ2) , (E.4)
which gives rise to the trace rule in phase space based on the characteristic
function
Tr {Oˆ1Oˆ2} = 1
(2pi~)N
∫
R2N
d2Nχ η[Oˆ1](χ) η[Oˆ2](−χ) . (E.5)
The next appendix is devoted to the Wigner function and its relation to the
characteristic function.
F. Wigner function and the corresponding characteristic function
First, we introduce the Wigner function in terms of the characteristic func-
tion and show that this expression coincides with the standard definition of the
Wigner function in the literature [176]. We then consider the Wigner function
and the characteristic function for arbitrary Gaussian states.
F.1. Definition of the Wigner function
The Wigner function of an operator Oˆ is defined as the symplectic Fourier
transform of the characteristic function η[Oˆ](χ) via
W[Oˆ](ξ) :=
1
(2pi~)2N
∫
R2N
d2Nχ e
i
~
χTJ ξ η[Oˆ](χ) . (F.1)
Taking into account the symplectic integral representation of the 2N-dimensional
delta function (D.10), the characteristic function is then simply given as inverse
symplectic Fourier transform of the Wigner function
η[Oˆ](χ) =
∫
R2N
d2Nξ e−
i
~
χTJ ξ W[Oˆ](ξ) . (F.2)
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When we insert this last expression into Eq. (E.5) and apply the relation (D.10),
we obtain the trace rule in terms of the Wigner functions corresponding to the
operators Oˆ1 and Oˆ2
Tr {Oˆ1Oˆ2} = (2pi~)N
∫
R2N
d2Nξ W[Oˆ1](ξ) W[Oˆ2](ξ) . (F.3)
Next, we show that the definition of the Wigner function (F.1) reduces to the
well-known expression [176]
W[Oˆ](x,p) =
1
(2pi~)N
∫
RN
dNλ e−
i
~
pλ〈x+ λ
2
| Oˆ |x− λ
2
〉 , (F.4)
where the N-dimensional integration is taken over λ ∈ RN. For this purpose
we substitute the definition of the characteristic function (E.1) into (F.1) and
rewrite the 2N-dimensional phase-space vectors in terms of their corresponding
N-dimensional components, see Eq. (D.2) and (D.3),
W[Oˆ](x,p) =
1
(2pi~)2N
∫
RN
dNχx
∫
RN
dNχp e
− i
~
[χpx−χxp] Tr {Oˆ e i~ [χpxˆ−χxpˆ]} . (F.5)
We then evaluate the trace and find
Tr {Oˆ e i~ [χpxˆ−χxpˆ]} = e
− i
2~
χxχp
(2pi~)N
∫∫∫
R3N
dNx′ dNx′′ dNp′
× 〈x′ | Oˆ |x′′ 〉 e i~χpx′′e i~ [x′′−x′−χx]p′ . (F.6)
After substitution of p′ = p′′ − χp2 and dp′ = dp′′, we obtain the expression
Tr {Oˆ e i~ [χpxˆ−χxpˆ]} = 1
(2pi~)N
∫∫∫
R3N
dNx′ dNx′′ dNp′′
× 〈x′ | Oˆ |x′′ 〉e i~χpx′′ e i~(x′′−x′)(p′′−
χp
2 ) e−
i
~
χxp
′′
.
(F.7)
Insertion into the Wigner function (F.5) yields after subsequent integration over
the variables χx, χp and x
′′
W[Oˆ](x,p) =
2N
(2pi~)N
∫
RN
dNx′〈x′ | Oˆ |2x− x′ 〉e− i~ (2x′−2x)p. (F.8)
When we finally perform the substitution x′ = λ2 + x, we arrive at the well-
known expression (F.4).
Next, we discuss the Wigner function and its corresponding characteristic
function for Gaussian states, which are of upmost experimental importance.
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F.2. Wigner function and characteristic function for Gaussian states
The most general Gaussian state ρˆ(G), which includes coherent, squeezed
and thermal states, is given by the Wigner function
W[ρˆ(G)](ξ) =
1√
(2pi)2NdetΣ
e−
1
2
(ξ−〈ξ〉)TΣ−1(ξ−〈ξ〉) (F.9)
where
〈ξ〉 = Tr {ρˆ(G)ξ} (F.10)
denotes the combined expectation value for the position and momentum oper-
ators and
Σik =
1
2
〈ξiξk + ξkξi〉 − 〈ξi〉〈ξk〉 (F.11)
the corresponding covariance matrix Σ with i, k ∈ {1, ..., 2N}.
The characteristic function for Gaussian states follows from the inverse sym-
plectic Fourier transform
η[ρˆ(G)](χ) =
∫
R2N
d2Nξ e−
i
~
χTJ ξ W[ρˆ(G)](ξ) (F.12)
=
1√
(2pi)2NdetΣ
∫
R2N
d2Nξ e−
1
2
(ξ−〈ξ〉)TΣ−1(ξ−〈ξ〉)− i
~
χTJ ξ . (F.13)
When we take advantage of the following identity∫
R2N
d2Nξ e−
1
2
ξTA−1ξ+isTξ =
√
(2pi)2NdetA e−
1
2
sTAs , (F.14)
which holds true for arbitrary vectors s ∈ R2N and positive definite matrices
A ∈ R2N×2N, we arrive after the substitution ξ′ = ξ − 〈ξ〉 and the integration
over ξ′ at
η[ρˆ(G)](χ) = e−
1
2~2
(Jχ)TΣ(Jχ)− i
~
χTJ〈ξ〉 . (F.15)
Hence, the symmetric-ordered characteristic function of a Gaussian state ρˆ(G)
is a complex Gaussian function.
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G. Mach-Zehnder operator
By means of the generalized beam-splitter matrix in the Heisenberg picture,
Eq. (30), we can calculate the Mach-Zehnder operator
UˆMZ = Sˆ
(pi
2
)
H,2 Sˆ
(pi)
H,1 Sˆ
(pi
2
)
H,0
=
(
1√
2
−i√
2
e−iΦ2Dˆ(−χ2)
−i√
2
e+iΦ2Dˆ(χ2)
1√
2
)(
0 −i e−iΦ1Dˆ(−χ1)
−i e+iΦ1Dˆ(χ1) 0
)
×
(
1√
2
−i√
2
e−iΦ0Dˆ(−χ0)
−i√
2
e+iΦ0Dˆ(χ0)
1√
2
)
=
1
2
(
−{e+i[Φ0−Φ1] Dˆ(−χ1) Dˆ(χ0) + e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1)}
i{e+i[Φ0−Φ1+Φ2] Dˆ(χ2) Dˆ(−χ1) Dˆ(χ0)− e+iΦ1 Dˆ(χ1)}
i{−e−iΦ1 Dˆ(−χ1) + e−i[Φ0−Φ1+Φ2] Dˆ(−χ2) Dˆ(χ1) Dˆ(−χ0)}
−{e−i[Φ1−Φ2] Dˆ(χ2) Dˆ(−χ1) + e−i[Φ0−Φ1] Dˆ(χ1) Dˆ(−χ0)}
)
.
(G.1)
Acting on the initial ground state |0 〉 = (1, 0)T we get
UˆMZ |0 〉 = 1
2
(
−{e+i[Φ0−Φ1] Dˆ(−χ1) Dˆ(χ0) + e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1)}
i{e+i[Φ0−Φ1+Φ2] Dˆ(χ2) Dˆ(−χ1) Dˆ(χ0)− e+iΦ1 Dˆ(χ1)}
)
=
1
2
(
−e+i[Φ1−Φ2] Dˆ(−χ2) Dˆ(χ1) {1 + DˆMZ}
−i e+iΦ1 Dˆ(χ1) {1− DˆMZ}
)
, (G.2)
where in the last step we have introduced the generalized Mach-Zehnder dis-
placement operator
DˆMZ = e
+i[Φ0−2Φ1+Φ2] Dˆ(−χ1) Dˆ(χ2) Dˆ(−χ1) Dˆ(χ0) . (G.3)
The generalized displacement operator in its most compact form is given by
Eq. (60).
H. Total interferometer phase
H.1. Mach-Zehnder geometry
The series expansion of the total Mach-Zehnder phase shift
∆ΦMZ = ΦMZ +
1
~
[χ0
2
+ 〈ξ0〉
]T
JχMZ (H.1)
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is determined by the generalized Mach-Zehnder phase (84) and the displace-
ment vector (85). Provided the uniform rotation of the lasers during the pulse
sequence is tiny, it suffices to consider terms up to second order in the rotation
rate in Eq. (83)
kn = k0 + (Ω× k0)tn + 1
2
Ω× (Ω× k0)t2n +O[Ω3] ; n ∈ {0, 1, 2} . (H.2)
When we assume a time-symmetric pulse sequence (t0 = 0, t1 = T, t2 = 2T ), we
finally arrive at the series expansion of the total Mach-Zehnder phase shift
∆ΦMZ = ϕMZ +
{
k0 + 3(Ω× k0)T + 7
2
[Ω× (Ω× k0)]T 2
}T
g T 2
−
{
7k0 + 15(Ω× k0)T + 31
2
[Ω× (Ω× k0)]T 2
}T
Γ
12
g T 4
+
{
31k0 + 63(Ω× k0)T + 127
2
[Ω× (Ω× k0)]T 2
}T
Γ2
360
g T 6
+ 〈x0〉T
[
[Ω× (Ω× k0)]T 2
− Γ
{
k0 + 3(Ω× k0)T + 7
2
[Ω× (Ω× k0)]T 2
}
T 2
+
Γ2
12
{
7k0 + 15(Ω× k0)T + 31
2
[Ω× (Ω× k0)]T 2
}
T 4
]
+
(
~k0
2m
+
〈p0〉
m
)T [
2
{
(Ω× k0)T + 3
2
[Ω× (Ω× k0)]T 2
}
T
− Γ
3
{
3k0 + 7(Ω× k0)T + 15
2
[Ω× (Ω× k0)]T 2
}
T 3
+
2Γ2
5!
{
15k0 + 31(Ω× k0)T + 63
2
[Ω× (Ω× k0)]T 2
}
T 5
]
+O[Ω3] +O[Γ3] . (H.3)
Here, the first three lines correspond to the generalized Mach-Zehnder phase
ΦMZ of Eq. (84). Therein, the curly brackets take into account the rotating
lasers. Moreover, each line stands for different orders in the gradient Γ.
The following two blocks are arranged in the same way but correspond to a
non-vanishing displacement vector χMZ 6= 0: They depend on the initial position
of the atomic wave function 〈x0〉 as well as on the initial momentum 〈p0〉.
Additionally, the “Baker-Campbell-Hausdorff” correction (last three lines with
prefactor ~k0/2m) is included.
The total phase shift coincides with the presented terms in [142]6. Since in
6By comparison with [142] we recognized that terms based on the formulas (67)-(69) of the
mentioned paper coincide with our result; however, Eq. (72) differs by signs. Since Eq. (72)
is the series expansion of (69), we expect misprints in Eq. (72).
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[58] only gravity gradients are considered, we get their result by setting Ω to
zero.
H.2. Butterfly geometry
The series expansion of the total Butterfly phase shift
∆ΦBU = ΦBU +
1
~
[χ0
2
+ 〈ξ0〉
]T
JχBU (H.4)
includes the generalized Butterfly phase (86) and the displacement vector (87).
In addition, we allow a uniform rotation rate of our lasers (Sagnac effect with
time-independent axis of rotation)
kn = k0 + (Ω× k0)tn + 1
2
Ω× (Ω× k0)t2n +O[Ω3] (H.5)
and assume the following experimentally typical timings: t0 = 0, t1 = T, t2 =
3T, t3 = 4T (for equal loop areas). As a result, the series expansion of the total
Butterfly phase shift reads
∆ΦBU = ϕBU −
{
6(Ω× k0)T + 24[Ω× (Ω× k0)]T 2
}T
g T 2
+
{
4k0 +
45
2
(Ω× k0)T + 55[Ω× (Ω× k0)]T 2
}T
Γ g T 4
−
{
11
3
k0 +
1001
60
(Ω× k0)T + 182
5
[Ω× (Ω× k0)]T 2
}T
Γ2 g T 6
+ 〈x0〉T
[
Γ
{
6(Ω× k0)T + 24[Ω× (Ω× k0)]T 2
}
T 2
− Γ2
{
4k0 +
45
2
(Ω× k0)T + 55[Ω× (Ω× k0)]T 2
}
T 4
]
−
(
~k0
2m
+
〈p0〉
m
)T [
6[Ω× (Ω× k0)]T 3
− Γ{2k0 + 16(Ω× k0)T + 45[Ω× (Ω× k0)]T 2} T 3
+ Γ2
{
9
2
k0 + 22(Ω× k0)T + 1001
20
[Ω× (Ω× k0)]T 2
}
T 5
]
+O[Ω3] +O[Γ3] . (H.6)
The first three lines correspond to the generalized Butterfly phase ΦBU, Eq. (86),
where the curly brackets take into account the rotating lasers. Moreover, each
line corresponds to different orders in the gradient Γ. The following two blocks
are arranged in the same way and depend on the initial position of the atomic
wave function 〈x0〉 as well as on the initial momentum 〈p0〉. They are only
present for a non-vanishing displacement vector χBU 6= 0.
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H.3. Mach-Zehnder phase shift in non-inertial frames
We recall that the total phase shift for the Mach-Zehnder geometry is given
by Eq. (H.1). Applying the expressions Eqs. (111)-(113), valid for an observer
in a frame in which the lasers are at rest7 (constant rotation rate), we can
determine the generalized phase ΦMZ and the displacement vector χMZ which
yield as total Mach-Zehnder phase shift
∆ΦMZ = ϕMZ − kT0
[
−1 + (3Ωk − Ωg)T + 7
12
(
Γ0 + 4ΩkΩg − Ω2g − 6Ω2k
)
T 2
+
1
4
(
3ΩΓΓ0 − 3Γ0ΩΓ + Γ0Ωg + 5ΩkΩ2g − 10Ω2kΩg − Ω3g
−5ΩkΓ0 + 10Ω3k
)
T 3
− 31
360
(
12ΩΓΓ0ΩΓ − 6Γ0Ω2Γ − 6Ω2ΓΓ0 + Γ20 − Γ0Ω2g
+4Γ0ΩΓΩg − 4ΩΓΓ0Ωg + 6ΩkΓ0Ωg − 6ΩkΩ3g
+15Ω2kΩ
2
g − 20Ω3kΩg +Ω4g − 15Ω2kΓ0 − 18ΩkΓ0ΩΓ
+18ΩkΩΓΓ0 + 15Ω
4
k
)
T 4
+
1
40
(
26Γ0ΩΓΓ0 − 10Γ0Ω3Γ − 9Γ20ΩΓ − 17ΩΓΓ20 + 10Ω3ΓΓ0
+30ΩΓΓ0Ω
2
Γ − 30Ω2ΓΓ0ΩΓ + Γ0Ω3g − Γ20Ωg − 5Γ0ΩΓΩ2g
+10Γ0Ω
2
ΓΩg + 5ΩΓΓ0Ω
2
g + 10Ω
2
ΓΓ0Ωg − 20ΩΓΓ0ΩΓΩg
−7ΩkΓ0Ω2g + 21Ω2kΓ0Ωg + 28ΩkΓ0ΩΓΩg − 28ΩkΩΓΓ0Ωg
+7ΩkΩ
4
g − 21Ω2kΩ3g + 35Ω3kΩ2g − 35Ω4kΩg − Ω5g + 7ΩkΓ20
−35Ω3kΓ0 − 42ΩkΓ0Ω2Γ − 42ΩkΩ2ΓΓ0 − 63Ω2kΓ0ΩΓ
+63Ω2kΩΓΓ0 + 84ΩkΩΓΓ0ΩΓ + 21Ω
5
k
)
T 5 + . . .
]
g′0 T
2
+ kT0
[ (
Ω2k − Γ0
)
T 2 +
(
Γ0ΩΓ − ΩΓΓ0 + 3ΩkΓ0 − Ω3k
)
T 3
+
7
12
(
2ΩΓΓ0ΩΓ − Γ0Ω2Γ − Ω2ΓΓ0 + Γ20 − 6Ω2kΓ0 − 4ΩkΓ0ΩΓ
+4ΩkΩΓΓ0 +Ω
4
k
)
T 4
+
1
4
(
Γ0Ω
3
Γ − Γ20ΩΓ + 3ΩΓΓ20 − Ω3ΓΓ0 − 2Γ0ΩΓΓ0 − 3ΩΓΓ0Ω2Γ
+3Ω2ΓΓ0ΩΓ − 5ΩkΓ20 + 10Ω3kΓ0 + 5ΩkΓ0Ω2Γ + 5ΩkΩ2ΓΓ0
+10Ω2kΓ0ΩΓ − 10Ω2kΩΓΓ0 − 10ΩkΩΓΓ0ΩΓ − Ω5k
)
T 5 + . . .
]
〈x0〉
7In Section 8.2.2 we study this scenario by an alternative approach based on co-moving
frames.
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+ kT0
[
− 2ΩkT +
(
3Ω2k − Γ0
)
T 2 +
7
6
(
Γ0ΩΓ − ΩΓΓ0 + 2ΩkΓ0 − 2Ω3k
)
T 3
+
1
4
(
6ΩΓΓ0ΩΓ + Γ
2
0 − 3Γ0Ω2Γ − 3Ω2ΓΓ0 − 10Ω2kΓ0 − 10ΩkΓ0ΩΓ
+10ΩkΩΓΓ0 + 5Ω
4
k
)
T 4
− 31
180
(
Γ0ΩΓΓ0 − 2Γ0Ω3Γ + Γ20ΩΓ − 2ΩΓΓ20 + 2Ω3ΓΓ0
+6ΩΓΓ0Ω
2
Γ − 6Ω2ΓΓ0ΩΓ + 3ΩkΓ20 − 10Ω3kΓ0 − 9ΩkΓ0Ω2Γ
−9ΩkΩ2ΓΓ0 − 15Ω2kΓ0ΩΓ + 15Ω2kΩΓΓ0 + 18ΩkΩΓΓ0ΩΓ
+3Ω5k
)
T 5 + . . .
]
T
(
~k0
2m
+
〈p0〉
m
)
. (H.7)
In order to compare our general result, Eq. (H.7), with well-known results for
atomic fountains fixed on Earth, we have expanded the phase shift in suitable
orders in Γ0 and Ω. In this way, the case of an atomic fountain which is fixed on
the (uniformly) rotating Earth is obtained by choosing the following parameters:
Ω = Ωk = Ωg = ΩΓ. The corresponding expression for the total Mach-Zehnder
phase shift is presented in Eq. (114).
I. The rotation group SO(3)
In this appendix we take a closer look at the rotation group. For a more
detailed study we refer to [177]. Rotations are linear, homogeneous transforma-
tions of the form
x′ = Rx (I.1)
which map the 3-dimensional Euclidean vector space onto itself, thereby pre-
serving the length of and angles between individual vectors. The rotation matrix
R is an element of the group of special orthogonal matrices SO(3), which do
not change the orientation (a right-handed coordinate system remains right-
handed).
Active and passive rotations. The linear, homogeneous transformation (I.1) can
be interpreted in two different ways: (i) As an active transformation (change of
the vector itself), in which the matrix R rotates the components of the vector x
to the transformed components x′ while the coordinate system is fixed, or (ii) as
a passive transformation (changing the reference frame), in which the matrix R
describes the change of the vector components when the same vector is described
from the perspective of two different coordinate systems, the original and the
rotating one. Both point of views are mathematically equivalent. With no loss
of generality, we choose the active transformation as our preferred viewpoint,
so that a rotation is implemented by Eq. (I.1) where the vector notation of x
and x′ is supposed to be a short notation for the components with respect to a
non-rotating frame.
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SO(3) as a Lie group. The implementation of rotations requires a suitable
parametrization. A well-established method is the parametrization by means
of the rotation vector α. The absolute value of the rotation vector defines the
rotation angle α = |α| and the unit vector n = α/|α| describes the rotation
axis. In this way, the rotation around an arbitrary axis n by an amount of α is
given by the linear transformation
x′ = cos(α)x + sin(α)(n× x) + (1− cos(α))(n · x)n , (I.2)
which reads in components with the Einstein summation convention and i, j, k ∈
{1, 2, 3}
x′i = cos(α)xi + sin(α)εijknjxk + (1− cos(α))nkxkni . (I.3)
By comparison with (I.1) we obtain the following expression for the components
of the rotation matrix
Rik = cos(α)δik + sin(α)εijknj + (1− cos(α))nink. (I.4)
It is necessary to constrain the rotation angle α to the values 0 ≤ α < pi to guar-
antee an unambiguous characterization of the elements of the rotation group.
Hence, the homomorphism α → R(α) as a structure preserving map between
two algebraic structures (such as groups, vector spaces, etc.) becomes bijective
and therefore an isomorphism. We can identify the abstract group SO(3,R) as
a 3-dimensional compact connected Lie group.
We note that besides the parametrization by the rotation vector α there
exist other equivalent parametrizations of the group manifold SO(3) such as the
one given by the Euler angles.
Infinitesimal transformation. The generators Λj of the Lie algebra of the rota-
tion group follow from the rotation matrix (I.4) via
(Λj)ik :=
∂Rik
∂αj
∣∣∣
α=0
= −εjik (I.5)
and read in explicit matrix form
Λ1 =

0 0 00 0 −1
0 1 0

 , Λ2 =

 0 0 10 0 0
−1 0 0

 , Λ3 =

0 −1 01 0 0
0 0 0

 . (I.6)
With Λ = (Λ1,Λ2,Λ3)
T as shorthand notation, infinitesimal rotations can be
written to first order in ε≪ 1
R = 1+α ·Λ+O[ε2] (I.7)
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where α = εn. The matrix scalar product used in the last expression is given
by
α ·Λ = αjΛj =

 0 −α3 α2α3 0 −α1
−α2 α1 0

 . (I.8)
Eq. (I.7) can be likewise obtained from the expansion of Eq. (I.3) up to first
order in αj . The resulting infinitesimal rotation reads
x′i = xi + αj(−εjik)xk + ... = xi + εijkαjxk +O[ε2] (I.9)
and in vector notation corresponds to
x′ = x+α× x+O[ε2] . (I.10)
Conversely, the finite elements of the Lie group can be obtained by exponenti-
ating
Rα = eα·Λ. (I.11)
The Taylor expansion of the exponential function in x′ = eα·Λ x yields finally
the transformation (I.2).
Second derivative of the rotation matrix. So far, we studied the generators of
the rotation group SO(3). Hence, we get via the rotation matrix (I.4) and the
parametrization α = Ωt
dRΩt
dt
=
d
dt
(
e(Ωt)·Λ
)
= (Ω ·Λ)RΩt . (I.12)
This reads in components(
dRΩt
dt
)
ij
= −Ωl εlim (RΩt)mj = εilmΩl (RΩt)mj . (I.13)
The action of the time derivative of the rotation matrix on a vector x is therefore
given by
R˙Ωtx =
(
dRΩt
dt
)
x = Ω× (RΩtx) . (I.14)
This agrees with the result of the infinitesimal rotation (I.10). Consequently,
the action of the second derivative of the rotation matrix on x reads
R¨Ωtx =
(
d2RΩt
dt2
)
x = Ω× (Ω× (RΩtx)) = Ω2RΩtx , (I.15)
which is the negative centrifugal acceleration acf(t) = −Ω × (Ω× x(t)) =
−Ω2 x(t). In the last step we took advantage of the shorthand notation (110).
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