In an earlier paper [ 1] examples of agent technology in a NASA context were presented.
Introduction
In an earlier paper [1] examples of agent technology in a NASA context were presented.
Both ground-based and spacebased applications were addressed. This paper continues the discussion of one aspect of the Goddard Space Flight Center's continuing efforts to develop a community of agents that can support both ground-based and space-based systems autonomy.
The paper focuses on an approach to agent-community modeling based on the theory of viable systems developed by Stafford Beer. It gives the status of an initial attempt to capture some of the agent-community behaviors in a viable system context. This paper is expository in nature and focuses on a discussion of the modeling of some of the underlying concepts and infrastructure that will serve as the basis of more detailed investigative work into the behavior of agent conununities..
The paper is organized as follows. First, a general introduction to agent community requirements is presented. Secondly, a brief introduction to the cybernetic concept of a viable system is given. This concept forms the foundation of the modeling approach. Then the concept of an agent community is modeled in the cybernetic context.
Agent Communities in General -Requirements
In this particular paper we are not specifying a particular agent architecture. We are, however, assuming that the agent has the capability for reactive, deliberative, reflexive and social behaviors.
The particular agent architecture that we are using at Goddard is a component-based architecture implemented in Java. The basic structure is pictured in Figure 1 . Ourcommunity ispopulated withagents which aredeveloped according to thisfairlygeneric architecture.
Webegin byidentifying andbrieflydiscussing what arethegeneral requirements foranagent community fromour perspective. These requirements serve toestablish thegeneral context forunderstanding agent comrnunity concepts. Good sources foragent community concepts canbefound in[2.,3]. These aretherequirements tobemodeled. 1) Anagent community will have anoverarching goal andshall accommodate sub-goals.
Thisoverarching goal establishes a"purpose" andthispurpose makes theagent community a"system" inthecybernetic sense.
2) Anytwoagents inthecommunity cancarry onameaningful conversation. Thus, allagents inthecommunity shall have ashared ontology.
Thisshared ontology may bethekernel of alarger ontology which isobtained through the 'composition" oftheontologies ofalloftheagents inthecommunity. Thiskernel isnecessary tosupport ontology negotiation between agents whowish tocollaborate butdonothave identical ontologies.
3) Anagent community shall have atleast oneuser interface.
Thisinterface totheoutside world(user) provides amechanism forallowing theuser toestablish, inreal-time, newgoals forthecommunity, toobserve thebehavior ofthecommunity inaction andtogetstatus information onthecommunity's activities.
4) Anagent community shall have aninfrastructure capable ofsupporting itsinternal communications.
Without such aninfrastructure theagents wouldexist inisolation fromoneanother andnotbeabletofunction asa community. 10)Anagent community will becapable ofnegotiating theirshared interests andindividual goal priorities inseveral different subdomains.
Thisisrelated tobothRequirements 1and9. Asanexample: if thedomain ofactivity is spacecraft operations thenthe community asawhole isresponsible formonitoring andmaintaining successful spacecraft operations. Anagent maybe associated withthepower subsystem, another withthethermal subsystem, yetanother withcommand andcontrol. These agents withtheirownsubdomain interests mayworktogether toensure abroader domain interest. l 1) Anagent community shall have access toplans orpartially complete plans.
Weviewacommunity asaknowledge community andassuch theknowledge level ofthecommunity rises witheach individual agent success. Theplans that were used tosuccessfully accomplish ataskbecome part oftheknowledge base of thecommunity forfuture use bythecommunity. 12)Anagent community will retain ahistory ofthedegree ofsuccess experienced byusing specific plans.
Thisispart ofthedocumentation ofthecommunity's knowledge base.
13)Anagent community shall ownahistory logfilesystem.
Inorder forthecommunity tobothimprove itsperformance over timeasacommunity andtoberesponsive to"outside" queries about behavior patterns alogging mechanism isrequired.
Viable Systems -a Cybernetic View
A system is defined as a combination of components, which interact in order to perform an identifiable service or set of services. An environment that receives these services and also may, in turn, alter the system in some way surrounds the system. Such an arrangement is shown in figure 2. For example (in a spacecraft context), conditions resulting from thermal or other environmental or internal system effects can reduce a system's life. We define a system's viability as its functional persistence.
A viable system is a robust one: it adapts its own behavior mode, structure, etc., to provide its services even under duress. An intelligent agent assigned in the system may monitor and regulate health or even direct system performance.
System health and performance would consequently then be associated with the agent as its domain.
A system performs services as tasks in order to effect changes in its environment, striving after goals which have been decided upon from some higher commanding order of intelligence, e.g., a user. Intelligent agents may be considered for inclusion in this higher order if the agents are able to act on the behalf of a user in an overall capacity to achieve a desired environmental state. This state-oriented agent could be capable of judgement calls or of convening a meeting of agents collaborating on a strategy which would then be parsed out for execution to, for instance, specialist/tactical agents. The viable system architecture provides a way of discussing internal and external system behaviors in a systematic manner. It involves 5 levels of recursion in doing so. The viable system model depicted in Figure 3 has both horizontal and vertical recursive paths. This model was originally developed by Stafford Beer [4, 5, 6, 7, 8, 9] as part of his management cybernetic work. We are attempting to utilize the concepts and notations to gain comprehensive insight into the needed behaviors of agent communities.
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The model consists of 5 systems, numbered 1-5. System 1 is the base system. System 2 provides local regulatory monitoring and control for system 1. It regulates oscillatory behaviors.
System 3 deals with self organization and autonomic regulation. System 4 deals with self-reference, simulation and planning. System 5 deals with homeostasis and overall policy making.
Inpreparation fortherest ofthepaper let'sbegin withapreliminary application ofthismodel schematic toanagent community. Theoverall system which isbeing modeled isthecommunity ofagents. That thesystem isviable refers to thefact that thecommunity canwithstand perturbations either triggered bytheenvironment ofbyinternal changes in individual agent's behaviors. Thevarious systems 1-5identified intheschematic canbethought ofasencapsulations of entities and/or functionality that contribute totheoverall viabilityoftheagent community..The elements of System 1will beindividual agents Ai. These agents interact withtheenvironment through perceptors andeffectors tomaintain an awareness oftheenvironment andtomake impacts ontheenvironment. System 2 isconcerned withbeing aware ofthe behaviors oftheelements inSystem 1and providing behavioral control. System 3 focuses ontheorganization ofthe community andtheautonomy thattheelements inthecommunity have tocontribute toself-organization. Forexample, the formation ofasubgroup ofagents tofocus inonaspecific problem wouldcome under thepurview ofthefunctionality in System 3. System 3 isconcerned withthings astheyare.System 4isconcerned with what is going onintheenvironment andwhat needs tobedone toprepare forthefuture. System 4contains functionality thatenable itself tomaintain aviewof itself asacommunity. There ismuch interaction between Systems 3 and 4 asisdepicted intheschematic. System 5 monitors theinteraction between Systems 3and5andestablishes overall policies fortheagent community asawhole.
Formore details onthisapproach tomodeling anagent community, please read on.
Agent Communities from a Cybernetic Perspective
We have briefly introduced the concept of a viable system framework.
We now delve deeper into the utilization of this approach in the modeling of agent communities. The examples used come from an agent community whose domain is a spacecraft.
Intelligent Agent Framework for Communities:
To say an agent is intelligent is to imply, among other things, the existence of what we call adaptive functionality. In general, adaptively functional agents are capable of doing three things:
• Noticing: trying to detect potentially relevant events
•
Interpreting: trying to recognize the events (generally this means mapping the external event into an element in the domain system's vocabulary, i.e., a model) by applying a set of recognition rules • Responding: acting on the interpreted events by using a set of action rules, either by taking some action that affects the user, the user's domain of concern, or by altering their own rules (i.e., learning)
It is the authors' opinion that the main difference between intelligent agent governance and other artificial intelligent, (AI), governance is a matter of their relative degrees of independence. For example, an agent can decide that in order to complete its task it must look outside to find required expertise or knowledge.
It can then proceed to search for and use such a resource in order to complete its task. In contrast, under similar circumstances, the AI system would issue a message to the user that it could not complete the assignment (e.g., within its constraints) and then go into standby or await additional instruction.
This ability, to reflect upon its own capabilities and then to actualize itself, either in commencing a learning routine or engaging another entity and collaborating with it, is what distinguishes intelligent agents from other types of autonomous systems. This capacity would be preferred over more limited AI capabilities in applications where, for instance, an agent is inaccessible to direct reprogramming, such as in missions with limited ground station coverage, but has access to other agents nearby.
A natural consequence of this scenario type is that agents should be mobile, at least to the extent that they are not bound to their host of origin but can migrate and thereby enlarge their spheres of influence and of learning.
A very limited example of this today is the Internet search agents or "crawlers".
Agent Communities
Parallelism:
The white areas surrounding each of the three systems depict environment or domain areas. Agent communities are composed of specialists and facilitators or "system managers". Architectural types may be hierarchical, distributed, distributed hierarchical or clustered, depending on the goal of the application.
In this paper we intend to describe their possibilities and model some useful structuralbehavioral characteristics. Note that the community concept makes no sense with an AI system, but it is here that agents realize their fullest potential. The community shown in figure 4 . is the embodiment of the higher order system introduced in the previous paragraph.
This community, in order to retain its viability whenever its domain undergoes stress, facilitates its member agents in responding appropriately.
The members cooperatively adapt with new plans and initiatives to meet the challenge presented in order to exercise their community responsibility. These new measures are assigned to tactical agents to minister to their individual domains. The procedure unfolds differently according to the following cases: 1. Community-level perception/decision resulting in new goal assignments (possibly new models) to the agents. 2. Whenever two or more agents simultaneously receive different anomalies that might be interrelated and attempt to reconcile them with existing models.
Community intervention
within an agent's domain (override) should crisis demand it. 4. Community learning by formulating revised models of its domain. 
Agent Collaboration:
In addition to community-agent interaction there is agentagent interaction. A community's domain is normally made up of sub-domains, which overlap one another because of the interdependence of sub-systems. This interdependence is depicted in figure5, by the overlap of the agents' domain areas as these areas undergo change. Since a single agent pays attention to only a subset of inputs (percepts), cooperation is required in order to provide more comprehensive coverage. Case 2 above is one example where this applies.
Therefore, in order to examine cooperation in an agent community it is helpful to re-map the previous figures to clarify agent and system interactions. A graphic demonstration follows in which subsystems are shredded out of their environments and domain-associated agents shredded out of their systems. For a single agent the result appears as shown in figure 6.A. Figure 6 .B shows the interaction of three agents and their respective domains/subsystems. Figure  6A Instantiation of an Agent/Domain Figure  6B Interaction of Agents as a Community A conceptual model shows the System of Figure 4 and its domain-associated agent having two interfaces to the system (horizontal arrowheads):
Community Model Framework
one interface is a triangular prism, which represents a reactive correction device or governor. The second is a direct intervention or override auditing function which analyzes spurious movements of the system and attempts to redirect it from a revised perspective or model (i.e., learning). Both interfaces are stimulus/response types but the latter interface is a probing by the agent into different critical nodes of its associated system on an intermittent basis while the former is monitoring and adjusting nominal performance settings. In this way, by use of the probe, the agent can investigate a wider domain but yet limit its own demand for critical community resources. Note that in nominal operation the triangular prism provides a semi-autonomous (i.e., reactive) control to the system. The agent is stimulated to replan only when the governor (triangle) indicates that the system's healthy limits might be violated.
Thus the governor forms a part of the agent (its perceptor/effector arrangement) but, as will be shown below, the governor is also a node of the network that coordinates the overall communal system. This discussion begins to illustrate the cybernetic viable system0
modeling technique under investigation.
Coordination Framework:
The communal coordination network is to be seen in Figure 6 . B as vertical message and data pathways joining together the set of subsystems' governors and also the set of subsystems' domain-related agents. The former deals with percepts and corrections or effects in system performance and the latter with agent-agent communications via some Agent Communication language (ACL) messaging. The governors respond to input telemetry signals by changing output values (switch settings or gain controls or the sending of pre-stored commands to system devices or to a command management system). Change messages indicating subsystem mode or other state attributes that could affect adjacent subsystems are communicated to these subsystem agents through this coordination network. When a more informative or complex form of intercommunication is necessary, agent communication language is used to convey such information directly between agents via ACL. An instance of this type of communication would be that of a change in an agent's intention which would potentially affect a neighboring agent's future perceptions (i.e. percepts).
Inaddition tocommunal coordination there isanother typeofcoordination. Thisfunction coordinates relative tocommunal interests, anexample ofwhich isanauditor that enforces resource sharing and correct telemetering ofdata. Forexample, if asystem begins todraw more thanitsnormal level ofelectric current, then, even though itsperformance interms ofsystem functional performance maybewithintolerance, something internal tothesystem is suspect. Forthistypeoftrouble shooting, thespecial discipline dealing justwithsuch matters needs tobeapplied. Since asingle source normally distributes power toallsystems, acentral monitor agent would beused having unique capability totrouble shoot the electrical power system. (There isobviously atradeoff possibility here)Thepoint isthat there maybecertain agent roles thatwould bebetter suited foracentral position intheoverall schema than asapeer member inthecommunity. There are anumber ofthese positions that together suggest themselves asaseparate central bodyinthecommunity. Some ofthem are:
• Agent registrar. • Planner and Scheduler (from a system shared resource consideration).
• Futures Planner (or "what-if" coordinator).
• Agent translator and communications czar. •
Executive.
Although simpler systems may escape with having only one tier limited to two or three collaborating agents, complex systems may have several tiers of agents, grouped into communities, in which community-to-community communication is carried on. Individuals from two or more communities might in turn occupy additional positions as member of a higher level planning and coordination or executive body. The central portion of the agent community is shown at the top of the model in Figure 7 .0. It is divided into three segments.
The lower one deals with real-time: events relative to the subsystems as relayed to this real-time segment both from the subordinate agents and through their interconnecting monitoring and coordinating networks.
The middle segment provides the system and agent community modeling which provides, in turn, state information for various analytical purposes including plan preparation performed by the real-time segment.
The middle segment is also the forward-looking arm of the community in that it is in constant contact with both the user interface (top segment), and with the external environment in order to be able to anticipate events and make advance preparations. The top most segment manages the interface with the user of the agent community.
In an agent-governed operational context it provides human-to-computer interaction on an as-needed basis rather than continuously as in the hands-on operator version.
Recursive Process -System Overall Management Function:
In the subject domain, environment changes on the system are stimulators of self-reorganization or adaptation. As a subsystem is altered at the immediate point of impact, the information is transmitted through the governor and to the tier 1 agent. Agent action and a reflection of such action is further processed in the coordination network since this governor (or subsystem regulator) is one of that network's nodes in addition to its being a part of the agent-to-subsystem loop. Changes introduced in the agent-to-subsystem loop, if significant enough to affect the overall system, are passed on to the tier 2 management level through the coordination network. Figure 7 .0 shows the orthogonality of tiers 1 and 2 in order to illustrate that although the two share instances within the enveloping environment, tier 2 must guard the overall system in such instances, whereas the concern of tier 1 is its narrower domain, e.g., an individual subsystem's health and performance. One might call this effect "information hiding" similarly to structured programming.
If the foregoing discussion has not done so already, the diagram of Figure 7 .0 should have revealed the underlying premise of this report: that the agent community being discussed is an architectural model of the lower part of the central nervous system. If the visceral organs of the body system are represented by the subsystems, then our coordinating and other networks perform the functions of sympathetic and parasympathetic ganglia, while the agent-to agent ACL communication network is the spinal column.
And this spinal column is suspended from the cerebellum portion of the brain, which is the lower segment as discussed above.
Community Builder's Operational Conceptual Model:
In contemplating a specific layer or tier, the conceptual model requires consideration of protocols for interaction one tier above and one tier below such a tier. Different protocols are called for depending on whether the agent's primary function is reactive or deliberative.
Two Types of Inter-agent
Protocols:
If we have preprogrammed an agent with a certain low level of capability, then that agent automatically falls into the simple reactive protocol structure. If we, on the other hand, develop an agent capable of high levels of reasoning, for instance, then the protocol structure needs to fit with the protocol structure that would support the more abstract deliberative forms of information transfer. Examples of this latter would be the kind requiring the ACL message format that stipulates intention of the sender and therefore prioritizes the request. We propose to place the more abstract protocol ability within the cognitive part of each tier of the system and the simpler or task-oriented protocol within the coordination network. A hybrid agent capability and associated abstract protocol would be provided for ACL messaging where required.
Example:
An Autonomous Spacecraft Subsystem
The following Figure 8 illustrates some beginning thoughts on how to depict the infrastructure of an autonomous spacecraft subsystem in the context of the cybernetic (viable system) modeling technique. The "IA" in the figure refers to "Intelligent Agent". This model would be duplicated for each subsystem and then integrated into an overall model of the spacecraft.
The modeling technique may also be applicable to autonomous science-instruments (this is a new area of interest for us).
Conclusion
The task of applying a cybemetic modeling technique to the modeling of an agent community is in its initial stages. This paper is somewhat of a progress report on our attempts.
We feel that this modeling technique will provide a rich representational insight into the various levels of behaviors that will be required in order that an agent community function as a viable system. So far the technique has been descriptive and seems to address most of the agent-community requirements identified in the earlier portion of this paper. We hope that, as the model becomes more comprehensive in community-behavioral detail, the model can take on a prescriptive role and be of major assistance in the actual development of the agent community being modeled. Time will tell.
