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EMDIEpistatic miniarray proﬁling (E-MAP) is a powerful tool for analyzing gene functions and their biological
relevance. However, E-MAP data suffers from large proportion of missing values, which often results in
misleading and biased analysis results. It is urgent to develop effective missing value estimation methods for
E-MAP. Although several independent algorithms can be applied to achieve this goal, their performance varies
signiﬁcantly on different datasets, indicating different algorithms having their own advantages and
disadvantages. In this paper, we propose a novel ensemble approach EMDI based on the high-level diversity
to impute missing values that consists of two global and four local base estimators. Experimental results on
ﬁve E-MAP datasets show that EMDI outperforms all single base algorithms, demonstrating an appropriate
combination providing complementarity among different methods. Comparison results between several
fusion strategies also demonstrate that the proposed high-level diversity scheme is superior to others. EMDI is
freely available at www.csbio.sjtu.edu.cn/bioinf/EMDI/.), hbshen@sjtu.edu.cn
l rights reserved.© 2011 Elsevier Inc. All rights reserved.1. Introduction
Epistatic miniarray proﬁling (E-MAP) [1,2] is a tool for generating
and analyzing comprehensive genetic-interaction maps systematically,
and it is a variant of synthetic genetic array [3], which is a high-
throughput technique for functional analysis. It measures the strength
of pair-wise genetic interactions quantitatively using continuous real
values, i.e., negative value indicates twogenesworking in compensatory
pathways and positive value exclusively working in the same pathway
[4]. It is usually represented in the form of a symmetricmatrix but often
with a large number of missing values, some of which lose as much as
30% data. Although it has been generally acknowledged that valuable
insights into the underlying biological process can be obtained via
systematically analyzing E-MAP scores using methods like clustering
and matrix factorization, these algorithms signiﬁcantly suffer from the
missing information and often produce biased outputs [5]. Hence, in
order to improve the subsequent data analysis quality and providemore
direct knowledge of the tested genes, it is highly desired to accurately
impute the missing values in E-MAP.
When faced with incomplete data in E-MAP, data analysts typically
have the following options before applying the following popular
data analysis tools: (1) discard the genes that contain missing values;
(2) replace missing values with some constants (e.g. zero); and(3) estimate missing values using some sophisticated imputation
approaches. E-MAP dataset contains very large percentage of missing
values and almost every gene has more or less missing values, in the
meanwhile, it is also a symmetric matrix, which brings about the result
that each missing value requires removal of two genes. So if we take
option (1), more than 90% gene data in the E-MAP matrix could be
removed. Hence simply discarding the genes with missing data is not
applicable. It is clearly unreasonable to impute all missing values with
the same constant because of gene speciﬁcity. For that matter, option
(2) is also not an optimal approach. To analyze E-MAP score data more
accurately, option (3) is a better choice and canmake recoveredmissing
values more close to real values by exploiting the information buried in
the non-missing part. It has been proved that sophisticated imputation
method is useful in reducing missing value's impact and making the
subsequent analysis to be as informative as possible [5].
In the last few years, a couple of sophisticated statistical models
efﬁciently using the information buried in the non-missing part of the
dataset to estimate missing values have been developed and
successfully applied. They generally fall into trained (supervised)
and non-trained (unsupervised) groups [6,7]. The trained methods
usually use machine learning algorithms, which construct a predictive
model to estimate absent values using data from the remaining
attributes. The non-trained methods do not use target values, such as
imputing with mean values, or based on parameter estimation
statistical methods by maximum likelihood (variants of the Expecta-
tion–Maximization algorithms). In this paper, we focus on the trained
imputation methods and it also can be further categorized into two
Table 1
Details about the ﬁve E-MAP datasets applied in this paper.
Dataset Number
of genes
Original
percentage
missing
Introduce additional percentage
missing in experiments
1% 3% 6%
Chromosome 754 34.30% 35.30% 37.30% 40.30%
ESP 424 7.31% 8.31% 10.31% 13.31%
Kinase 483 12.70% 13.70% 15.70% 18.70%
RNA 552 29.54% 30.54% 32.54% 35.24%
Pombe 551 21.75% 22.75% 24.75% 27.75%
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imputationmethods. For the ﬁrst subgroup, it mainlymakes use of local
similarity structure to recover the missing value such as K-Nearest
Neighbors (KNNimpute) [8], Local Least Squares (LLS) [9], and Least
Squares adaptive (LSimpute) [10]. KNNimpute ﬁnds K other genes with
the closest similar gene proﬁles using Pearson's correlation or Euclidean
distance, then the missing value is estimated by the weighted or
unweighted average of values from the selected K other closest genes.
LSimpute is an approach using correlations between both genes and
arrays under least square principal and considering the gene coherence.
LLS (a local version of LSimpute) is based on least squares formulation
and local similarity structures. It ﬁrst identiﬁes the Kmost similar genes
like KNNimpute and then estimates missing value by performing
multiple regression on the selected neighbor genes. For the second
subgroup, methods mainly make use of global covariance structure
such as Bayesian Principal Component Analysis (BPCA) [11] and
SVDimpute [8,12]. BPCA initially sets missing values as row mean, and
then estimationmethodsbased onprobabilisticmodel, suchasprinciple
component regression, Bayesian estimation, and expectation maximi-
zation, are employed until convergence is reached for reﬁnement.
SVDimpute alsoﬁrst substitutesmissingvaluewith rowaverage in score
matrix, then obtains a set of K most signiﬁcant eigengenes, of the
initially completed score matrix, that can be linearly combined to
approximate missing values in the dataset. Different from the above
mainstream methods solely based on expression data, Ref. [13,14]
introduce auxiliary information, such as Gene Ontology (GO) and
transcription factor, on the gene being imputed to help estimation.
Although they obtain improved performance compared to their
counterparts with only expression data, they make imputation models
more complicated, and sometimes some genes may have not any
auxiliary information, such as GO information, due to the incomplete-
ness of our knowledge. Hence, these methods are not applicable to all
genes in dataset in many cases. Although a wide spectrum of missing
value imputation tools is available, the performances of different
imputation approaches vary drastically on different datasets and their
preferences and potential limitations are special. For example, some are
not suitable for time-series data and some are not for dataset with
outliers [15]. However, guidance on how to choose optimal imputation
tool is very limited.
In this paper, an ensemble strategy for missing value imputation is
proposed, which provides an alternative for the problem on how to
choose optimum imputation tool on different applications. The main
contributions of this paper are as follows: (1)We introduce in this paper
a new global imputation method to formulate the problem of missing
value imputation as a low-rank matrix completion problem, and it can
be efﬁciently solved based on nuclear norm minimization. (2) It is
pointed out in [16] that different missing value imputation methods
have their own advantages, but the speciﬁc preferred conditions for
each method remain largely unclear. So how to choose imputation tool
is very troublesome. Instead of struggling for ﬁnding a better method
among multiple choices, ensemble strategy proposed in this paper
provides a new solution for this problem. (3) Althoughmany ensemble
strategies have been developed [17–20], such as boosting, AdaBoost,
most of them are designed for classiﬁers and are not appropriate for
missing value imputation purpose. It has not escaped our notice that a
recent effort for developingAdaBoost based supervised ensemble-based
imputation method for missing value imputation purpose [21].
However, challenges remain when applying these methods for
estimating up to 40% missing value in E-MAP dataset. In this study, we
proposed a speciﬁc ensemble strategywith high-level diversity (degree
of disagreement within ensemble) based on reference imputation
method for this task, which is demonstrated effective for E-MAP dataset
with substantial missing values. (4) Due to the symmetry property of
E-MAP score matrix, we hide both the value and its symmetrical value
when creating artiﬁcial missing value for evaluation, which is different
from other studies [22]. By doing this, the obtainedmodel ismuchmorestringent and consistent with real situation. (5) Nowadays, it has
become a routine to estimate the missing values of E-MAP data prior to
the actual data analysis, and it will also be particularly helpful for basic
researches if an easy-to-use software package is available. In this paper,
we have implemented an ensemble estimator called EMDI for this
purpose.2. Results and discussions
2.1. Model implementation
In our experiments, the MATLAB code of EM based algorithm is
downloaded from http://www.gps.caltech.edu/~tapio/imputation/ and
its parameters are set as default values. We download python codes of
LLS, uKNN, wNN imputation from http://mlg.ucd.ie/emapimputation.
BPCA is downloaded from http://hawaii.sys.i.kyoto-u.ac.jp/~oba/
tools/BPCAFill.html. LSimpute is implemented using java language
from http://www.ii.uib.no/~trondb/imputation/, and we selected
LSimpute_combined as the method for imputation. The optimum
parameters for LLS, uKNN, wNN, BPCA as obtained in [22] are also used
in our experiments. Formatrix completion algorithm,we usedmodiﬁed
MATLAB code from http://svt.caltech.edu/, where we set the number of
iterations as50. Theproposedensemble softwarepackageEMDI is freely
available at http://www.csbio.sjtu.edu.cn/bioinf/EMDI/.2.2. Evaluation criteria
To evaluate the performance of imputation methods, we artiﬁcially
introduceadditional 1%missing values on all thedatasets. Among the1%
missing values, we hide the interaction value of two genes (A and B) in
E-MAP score matrix and its symmetrical interaction value (B and A)
because of E-MAP's symmetry property, which conforms to the real
situation. To reduce bias in one test, this process is repeated 20 times
and then their average is the ﬁnal accuracy. We also evaluate the
performance on a different additional missing number rate 0.5%–6%
in ﬁve E-MAP datasets. Table 1 shows that after introducing some
additional missing values, there is up to 40% missing value in the tested
datasets, which is very challenging for the estimation purpose.
In this paper, we apply twomeasures for evaluation, the ﬁrst one is
Pearson Correlation Coefﬁcient (CC) between the predicted and actual
interactions and given by:
CC =
∑
L
i=1
xi−xð Þ yi−yð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
L
i=1
xi−xð Þ2
" #
∑
L
i=1
yi−yð Þ2
" #vuut
ð1Þ
where xi and yi are the known and predicted values respectively, x and
y are the corresponding means of known and predicted values, L is the
number of hidden values for evaluation.
Table 2
Performance measured by Pearson correlation coefﬁcient (CC) and NRMSE of choosing different reference algorithms in the ensemble estimator.
Reference
algorithm
Pombe Kinase Chromosome ESP RNA
CC NRMSE CC NRMSE CC NRMSE CC NRMSE CC NRMSE
uKNN 0.739 0.679 0.579 0.818 0.649 0.766 0.708 0.713 0.658 0.763
wKNN 0.727 0.691 0.559 0.831 0.637 0.779 0.698 0.720 0.648 0.772
LLS 0.726 0.692 0.560 0.831 0.639 0.779 0.694 0.723 0.651 0.770
BPCA 0.736 0.682 0.565 0.826 0.647 0.767 0.704 0.715 0.662 0.757
MC 0.725 0.692 0.565 0.827 0.630 0.783 0.696 0.720 0.651 0.768
LSimpute 0.730 0.685 0.566 0.824 0.640 0.773 0.700 0.714 0.655 0.762
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measure and given by:
NRMSE =
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mean Q−Pð Þ2
h i
var Pð Þ
vuut ð2Þ
where Q and P are the known and predicted value vectors.
The higher the CC, themore accurate the imputation is. Contrary to
CC, the lower the NRMSE, the more accurate the imputation is.
2.3. Comparison of different reference algorithms
We ﬁrstly consider the effects of choosing different reference
algorithms in EMDI ensemble model, where they are used for
computing the diversities of other base algorithms in the ensemble.
We compared the performances of selecting the six heterogeneous
imputation algorithms as the reference algorithm respectively and the
results are illustrated in Table 2. As can be seen from it, better
performance in all ﬁve E-MAPdatasets can be obtainedwhen choosing
uKNN or BPCA as the reference algorithm. We obtain 0.739, 0.579,
0.649, 0.708, and 0.658 of CC in ﬁve datasets respectively using
uKNN as referencemethod, and comparable results are obtainedwhen
using BPCA as the reference algorithm. In Table 3, which shows the
independent imputation results for the 7 algorithms on 5 datasets,
uKNN and BPCA yield the poorest results among all the tested
independent algorithms. However, when selecting them as the
reference methods, ensemble estimator can achieve the best perfor-
mance. These results reveal that choosing a method with poorer
performance as the reference method can make ensemble method
have higher diversity and achieve better result. Hence, in this studywe
chose uKNN as the reference algorithm in all subsequent experiments.
2.4. Comparison of different ensemble strategy
We compared the proposed ensemble strategy with another two
ensemble strategies and the performances are shown in the last three
rows of Table 3. We can ﬁnd that the proposed ensemble strategy
EMDI based on diversity obtains the best performance on all theTable 3
Performance measured by Pearson correlation coefﬁcient (CC) and NRMSE of different inde
Approach Pombe Kinase
CC NRMSE CC NRMSE
uKNN 0.631 0.787 0.451 0.907
wKNN 0.713 0.700 0.549 0.838
LLS 0.723 0.691 0.562 0.828
BPCA 0.641 0.774 0.467 0.892
MC 0.694 0.719 0.479 0.886
LSimpute 0.676 0.743 0.501 0.870
EM 0.735 0.687 0.508 0.878
Ensemble-iw 0.734 0.722 0.573 0.909
Ensemble-aver 0.731 0.685 0.566 0.826
Ensemble-rc (EMDI) 0.739 0.679 0.579 0.818datasets compared to other two ensemble strategies, which yields
1%–2% of higher CC. From Fig. 1, we also can see that EMDI is more
robust and stable despite that one of its base imputation methods
deteriorates drastically. However the other two ensemble strategies
are more vulnerable to it. For example, when introducing additional
5% missing value in Chromosome dataset, LLS drops off drastically.
Accordingly, the average score based ensemble-aver also decays
dramatically, which indicates that it is signiﬁcantly sensitive to the
performance of base estimators.
2.5. Comparison of different algorithms
As indicated in Table 3, the performance of our imputation method
is superior to other methods in all ﬁve E-MAP datasets, which shows
that ensemble strategy is promising for missing value imputation, and
the other two ensemblemethods are close to the second and the third.
Estimation accuracy from the ensemble-rc is improved by 2% than the
best individual algorithm. It achieves 0.739, 0.579, 0.649, 0.708, and
0.658 of CC and 0.679, 0.818, 0.766, 0.713, and 0.763 of NRMSE in ﬁve
E-MAP datasets respectively.
For individual methods in the constructed ensemble estimator, LLS
performs better than other individual method except in Chromosome
dataset as shown in Fig. 1. The reasons for the failure of LLS on the
Chromosome dataset could be the following: (1) Chromosome itself
has signiﬁcant percentage of missing value rate, which is 34.30%. So
when introducing another 6%missing values, the overallmissing value
rate is as high as 40.30%. Large percentage missing values have broken
the local similarity structure in the dataset. (2) The rows of the
Chromosome data are weakly correlated. (3) The speciﬁcity of
Chromosome dataset is different. Fig. 2 shows the degree (the number
of other genes that one gene has known interacting with) distribution
of the 5 different E-MAP datasets, and we can see that the degree
distribution of Chromosome dataset is more uniform compared to
other datasets. For dataset with uniform degree distribution and large
percentage of missing values, estimation using linear regression of K
coherent genes is not effective. When the degree distribution is not
uniform, LLS performs better. It needs to be pointed out that our result
on Chromosome dataset by LLS algorithm is different from that in [22],
which could happen because the rate of hiding missing values ispendent imputation algorithms.
Chromosome ESP RNA
CC NRMSE CC NRMSE CC NRMSE
0.573 0.824 0.631 0.782 0.584 0.814
0.611 0.793 0.670 0.741 0.641 0.769
0.576 0.851 0.690 0.716 0.643 0.766
0.449 0.894 0.615 0.796 0.474 0.884
0.594 0.808 0.652 0.758 0.585 0.814
0.572 0.825 0.636 0.780 0.589 0.815
0.638 0.794 0.678 0.754 0.590 0.838
0.635 0.840 0.702 0.736 0.654 0.791
0.640 0.776 0.700 0.717 0.652 0.765
0.649 0.766 0.708 0.713 0.658 0.763
Fig. 1. Accuracy, measured by Correlation coefﬁcient, for different percentages of additional introduced missing values in 5 testing E-MAP datasets, i.e., Chromosome, ESP, Pombe,
RNA, and Kinase. Refer to Table 1 for original missing rates of the 5 datasets.
260 X.-Y. Pan et al. / Genomics 97 (2011) 257–264different and we at the same time hide the values of its symmetrical
position in score matrix during the test.
In this study, we also tested the performance of the widely used
regularized Expectation Maximization (EM) algorithm for estimating
missing values in E-MAP datasets, which has been demonstrated
effectively for analyzing incomplete climate data [23]. Table 3 illus-
trates the detailed results of EM algorithm on the 5 E-MAP dataset, as
can be seen from which when evaluating the performances of
independent algorithms, EM algorithm can obtain the best results on
2 of the 5 benchmark datasets, i.e., 0.735 CC on Pombe and 0.638 CC on
Chromosome. However, its results also vary much on different
datasets and are still less accurate than the proposed diversity based
ensemble method EMDI on all the testing cases. In addition, Table 4Fig. 2. The degree distribution ofcompares the computational efﬁciency evaluated by execution time of
different methods under the conﬁguration of Intel(R) Xeon(R)
processor E5420 and 16.0 G RAM memory, where EM method is
found to be the slowest among all algorithms. For example, on
Chromosome dataset, EM needs as much as 9435.6 s (~2.6 h) for
computation.
2.6. Comparison of different heterogeneous base algorithm combinations
In this paper, we also compared the performances of selecting
different base algorithm combinations. As indicated in Table 5, the
combinations of “LLS+wKNN+MC”, “LLS+wKNN+MC+LSimpute”,
and “LLS+wKNN+MC+LSimpute+BPCA” have very comparable5 different E-MAP datasets.
Table 4
Computational efﬁciency comparison measured by execution time (seconds) among
different imputation algorithms.
Approach Pombe Kinase Chromosome ESP RNA
uKNN 94.6 74.5 186.2 55.2 81.7
wKNN 114.6 85.6 239.6 58.5 105.1
LLS 182.9 136.8 365.9 104.2 184.2
BPCA 432.2 278.9 859.9 200.0 417.1
MC 50.6 36.4 196.3 25.2 57.3
LSimpute 468.8 304.2 1430.2 189.6 419.2
EM 3627.3 2347.1 9435.6 2126.4 4273.0
Ensemble-iw 1294.5 917.5 3278.9 624.7 1265.1
Ensemble-aver 1293.7 917.1 3278.4 624.1 1264.9
Ensemble-rc (EMDI) 1294.5 917.5 3278.9 624.7 1265.1
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without MC, which shows that MC has positive effect on the ﬁnal
performance. This demonstrates that global methods play important
roles on the overall ensemble imputation. Andwe also can see that LLS is
useful for improving the accuracy of ensemble mainly because it
performs better than other individual methods except in Chromosome.
The higher the accuracy of LLS, themore diversity in the EMDI ensemble
will be.
2.7. Performance for different percentages of missing value
To verify the robustness of the proposed ensemble strategy EMDI,
we plot the performance of each method as a function of additional
percentage of missing values from 0.5% to 6% in Fig. 1. As shown in this
ﬁgure that the performance tends to decrease with increasing
percentage missing values for each method, however the relative
performance of the imputation methods did not vary much. LLS
decays drastically when introducing additional 5% missing values in
Chromosome dataset. We also can see that individual method has
different performance on different dataset and that no single method
uniformly outperformed the others, while the proposed EMDI always
have the best performance compared to other methods in spite of the
missing value percentage.
2.8. Discussions
The process of replacing missing values in a data matrix is
important for the analysis of every E-MAP dataset. For most of data
analysis tools it is required that the input data matrix is complete, so
the higher the quality of the missing value imputations, the more
effective when analyzing the E-MAP dataset using subsequent data
analysis tools.
Here we demonstrated that ensemble imputation method EMDI
provide an accurate way for missing value estimation, and achieve
better performance compared to other individual imputation algo-
rithms. It achieves 2%–3% higher than the best individual approach onTable 5
Performance measured by Pearson correlation coefﬁcient (CC) of different heteroge-
neous base algorithms.
Combination strategy Pombe Kinase Chromosome ESP RNA
LLS 0.723 0.562 0.576 0.690 0.643
LLS+wKNN 0.735 0.576 0.631 0.700 0.656
LLS+MC 0.731 0.564 0.637 0.692 0.652
LLS+wKNN+MC 0.736 0.578 0.645 0.706 0.656
LLS+wKNN+BPCA 0.730 0.566 0.617 0.697 0.648
LLS+MC+LSimpute+BPCA 0.733 0.571 0.639 0.694 0.651
LLS+wKNN+MC+LSimpute 0.737 0.578 0.645 0.707 0.656
LLS+wKNN+MC+LSimpute+BPCA 0.739 0.579 0.649 0.708 0.658all the 5 E-MAP datasets, which indicates that it is promising for
solving the trouble on how to choose imputation tool for their speciﬁc
data. Although our strategy is demonstrated effective, challenges
remain. (1) Decreasing the computational complexity of the proposed
ensemble missing value imputation method is critical in the future
large-scale use. Ensemble framework is based on multiple base
algorithms, and if the base algorithms are too slow, it will inevitably
be affected. For example, although as shown in Table 3, EMalgorithm is
a promising method for E-MAP missing data estimation, its speed is
relatively slow. Hence, it is not added into EMDI ensemble at present.
In the later studies, we will try to develop fast EM algorithm so that it
can be incorporated by EMDI to further improve the imputation
accuracy. (2) Continually adding more powerful base algorithms into
EMDI is also important for improving its robustness. As demonstrated
in some recent studies [24–28], random subspace classiﬁers are
promising for dealing with high-dimensional redundancy problems.
Considering there could exist redundancy phenomena in E-MAP data,
it will be also a promising way to add more powerful subspace based
methods into EMDI. (3) E-MAP dataset is different from other gene
expression data, hence some speciﬁc algorithms should be designed,
such as the clustering approach [29]. Similarly, we should also develop
some imputationmethods directly according to the property of E-MAP
dataset. For example, three types of missing data in E-MAP are not
completely random as shown in [22], however, almost all existing
imputation methods are developed based on the hypothesis that gene
expression data is missing at random. (4) Developing ensemble
method by incorporating other imputation methods using auxiliary
information, such as GO, is expected to obtain more diversity within
an ensemble system and should be an interesting future research
direction.
3. Materials and methods
3.1. Benchmark dataset
Five E-MAP datasets used in [22] were adopted in this study,
where four of them are about yeast Saccharomyces cerevisiae, and
one is about the ﬁssion yeast Schizosaccharomyces pombe, i.e., (1)
Chromosome biology dataset, which is about genes involved in
various aspects of chromosome biology [1]; (2) RNA processing
dataset is about genes between and within RNA processing path-
ways [30]; (3) Early secretory pathway (ESP) dataset is about genes
acting in yeast early secretory pathway [2]; (4) Signalling (Kinase)
dataset is about genes acting in signaling apparatus in budding yeast
[4]; and (5) Pombe dataset is about genes from ﬁssion yeast
Schizosaccharomyces pombe, involving chromosome function and
uncovering RNA interference machinery [31]. All datasets have
different sizes and subsets of genes. The details for the ﬁve E-MAP
datasets are shown in Table 1.
3.2. Methods
In this paper, we construct an ensemble imputation method
based on two global methods (BPCA, Matrix Completion—MC) and
four local imputation methods (LLS, uKNN, wKNN, and LSimpute),
where all the methods are modiﬁed to be applicable for symmetric
data.
3.2.1. Global imputation methods
3.2.1.1. Matrix completion (MC). Under the natural assumption that
the underlying matrix is low-rank, we can recover missing value of
matrix from a small number of observed entries, which is known as
“compressed sensing” or “matrix completion” that recently attracted
substantial attention and was fairly well-studied in literature [32,33].
Suppose that we have an unknown matrix M∈Rm×n of rank at
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completion problem is to ﬁnd a matrix X∈Rm×n with the minimum
rank. It can be formulated as solving the following optimization
problem:
Minimize rank Xð Þ; subject to Xi; j = Mi; j; i; jð Þ∈E ð3Þ
where rank(X) is the rank of matrix X.
As pointed out in [32,33], if the matrix satisﬁes the following
conditions: (1) matrix M is incoherent, namely, the column spaces of
M are not correlated with the standard basis vectors; (2) the observed
entries are sampled uniformly at random; (3) the number of observed
entriesm obeym≥Cn1.2r log(n)where C is a constant and n=max(m, n),
then the minimizer to the problem of Eq. (3) is unique and equals to M
with high probability.
The above Eq. (3) is not convex, and we use another alternative
nuclear norm [34] (the sum of the singular values) to replace rank(X):
Minimize ‖X‖; subject to Xi; j = Mi; j; i; jð Þ∈E: ð4Þ
Problem of Eq. (4) can be solved by Singular Value Thresholding
(SVT) [35], which solves the following problem:
min
X
τ ‖X‖ +
1
2
‖X−M‖2F ð5Þ
where ‖X‖
F
2 is Frobenius norm. For large value of τ, problem of Eq. (5)
is closely related to Eq. (4). Meanwhile, the problem of Eq. (5) can be
solved as:
Dτ Xð Þ = UDτ ∑ð ÞV; Dτ ∑ð Þ = diag σi−τð Þþ
   ð6Þ
where U and V are the left and right singular vector matrix, V* is the
adjointmatrixofV, (σi−τ)+ is thepositivepart, namely (σi−τ)+=max
(0,(σi−τ)). For detailed proof about the equivalence between Eqs. (5)
and (6), refer to ref. [35].
3.2.1.2. Bayesian principal component analysis (BPCA). BPCA is an
estimation method based on probabilistic model, which exploits a
variety of Bayesian algorithms, such as principle component regres-
sion, Bayesian estimation, and Expectation Maximization (EM), to
iteratively maximize posterior distribution of model parameters and
missing values until convergence. The algorithm automatically
obtains the most relevant principal axes which are used for regression
and shrinks other redundant axes toward 0. The whole process is as
follows: it initially imputes missing values using row average, then
the posterior distributions of the parameter and missing values are
maximized alternately. At last missing values are estimated using the
expectation of missing value posterior distribution.
3.2.2. Local imputation methods
3.2.2.1. K-nearest neighbors (KNN) algorithm. KNN is an easy and
widely used imputation method. It ﬁrst ﬁnds K most similar genes of
the query gene with missing value and then estimates the missing
value as the average of the K most similar genes (uKNN) or weighted
by the inverse of their distance (wKNN) to the query gene. In method
uKNN, for each missing interaction (i and j), K most similar genes of
both gene i and gene j are found, and then missing value is estimated
as the average of these values. wKNN is a variant of uKNN. It considers
the effect of similarity extent between genes, namely, more similar
genemakes a greater contribution to the imputation. In this study, likeweighting method described in [10], given gene i and its neighbor k,
the weight is computed as follows:
w i; kð Þ = δ
2
1−δ2 + ε
 !2
ð7Þ
where ε=10−6 and δ is the correlation coefﬁcient between genes i
and k, which ensures that the closer the neighbors are, the more
inﬂuential they are.
3.2.2.2. Local least square (LLS). LLS is a method based on least squares,
and it selectsK coherent genes, insteadofweighting or averagingKmost
similar genes,multiple regression using K neighbors is performed based
on the following formula:
y = α1x1 + α2x2 + ⋯ + αKxK ð8Þ
where xi is the yth nearest neighbor of query gene, αi is the regression
coefﬁcient and it is determined by pseudoinverse of the K neighbors
expression matrix, whose missing values are initially assigned with
row average.
3.2.2.3. Least squares impute (LSimpute). LSimpute is a combination of
gene-based and array-based imputation methods, where gene-based
estimate is imputed as weighted average of the predicted values from
regression model which is built over K most nearest genes and it is
based on gene correlation. Array-based estimate is determined by
multiple regressions on the arrays like LLS and it is based on array
correlation. After obtaining the estimated values of gene-based yg
and array-based ya, the combined estimate is calculated as y=βyg+
(1−β)ya, where mix coefﬁcient β is determined by minimizing the
sum of squared errors for artiﬁcial missing values.
3.2.3. Missing value imputation ensemble
As discussed in the previous section, different missing value
imputation strategies have their own advantages, but the speciﬁc
preferences for each method remain largely unclear. How to choose
the optimum imputation tool for different datasets is very difﬁcult to
handle [15]. Here, we propose a novel ensemble strategy to deal with
this problem, which is expected to play a balance complementary role
among different algorithms and meanwhile it will enhance robust-
ness of missing value imputation. How to combine the individual
outputs when implementing the ensemble estimator is very impor-
tant. The intuition is that the more different the individual method
performs within an ensemble system, the more optimum result the
ensemble system obtains. So the overarching principal in ensemble
systems is therefore to make each method as unique as possible,
which is known as diversity. Some previous researches revealed that
the higher the ensemble diversity, the better the accuracy of ensemble
strategy [36,37]. In this paper, we proposed an ensemble strategywith
maximum diversity based on a reference algorithm.
Deﬁnition of individual diversity: given a reference algorithm R,
the individual diversity ϑid of another algorithm V is measured as
correlation between this algorithm and the reference algorithm:
ϑid =
∑
L
i=1
xV−xVð Þ xR−xRð Þﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
∑
L
i=1
xV−xVð Þ2
" #
∑
L
i=1
xR−xRð Þ2
" #vuut
ð9Þ
where xV and xR are the predicted values of algorithm V and reference
algorithm R, xV and xR are their corresponding means, L is the number
of hidden values for evaluation.
In order to construct an ensemble estimator composed of n
independent methods, i.e., E={V1,V2,…,Vn}, we are interested in
263X.-Y. Pan et al. / Genomics 97 (2011) 257–264deﬁning a vector of weightsW={w1,w2,…,wn} which makes ensemble
have large diversity, where wi∈[0,1] and ∑
n
i=1
wi = 1. Precisely wi is
deﬁned as follows:
wj =
ϑid Vj;R
 
∑
n
i=1
ϑid Vi;Rð Þ
: ð10Þ
Eq. (10) indicates that algorithm with high individual diversity is
assigned high weight. Then the ﬁnal output from the ensemble
estimator E is obtained as:
yE = w1x1 + w2x2 + ⋯ + wnxn ð11Þ
where xi is the output from the ith independent algorithm Vi, andwi is
its weight calculated by Eq. (10).
For comparison, we also designed another two ensemble strategies
in this paper: (1) Ensemble-aver, which calculates the average over all
algorithms' results as a ﬁnal estimate; and (2) ensemble-iw: different
from the weight computed using Eq. (10), we choose the reciprocal of
individual diversity ϑid as weight of every imputation method and the
weight has also been normalized. Our method called EMDI is
abbreviated as ensemble-rc in subsequent experiments. To provide an
intuitive picture, the corresponding pseudo-codes on how to estimate
missing value using EMDI is given in Fig. 3.
4. Conclusions
In this paper, we proposed an ensemble method EMDI based on
ensemble diversity for E-MAP missing value imputation. The method
obtained high performance and robustness compared to other
traditional approaches. Experimental results indicate that our ensem-
ble strategy is promising for solving the trouble of how to choose an
optimal imputation tool for their speciﬁc data. For modeling the real
situation of E-MAP dataset, we artiﬁcially introduce additional
missing values via hiding the value and its symmetrical value because
of symmetry in E-MAP score matrix. EMDI is demonstrated always
superior to other individual methods in all ﬁve E-MAP datasets and
we also compared our ensemble strategy with another two ensemble
strategies to verify the efﬁcacy of the proposed method.Fig. 3. Pseudo-codes of EMDI based on reference method uKNN and the corresponding
source codes can be found at: www.csbio.sjtu.edu.cn/bioinf/EMDI/.Acknowledgments
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