Automorphisms of K-groups II by Flavell, Paul
ar
X
iv
:1
60
9.
02
38
0v
1 
 [m
ath
.G
R]
  8
 Se
p 2
01
6
AUTOMORPHISMS OF K-GROUPS II
PAUL FLAVELL
Abstract. This work is a continuation of Automorphisms of K-groups I, P.
Flavell, preprint. The main object of study is a finite K-group G that admits
an elementary abelian group A acting coprimely. For certain group theoretic
properties P, we study the ACG(A)-invariant P-subgroups of G. A number
of results of McBride, Near solvable signalizer functors on finite groups, J.
Algebra 78(1) (1982) 181-214 and Nonsolvable signalizer functors on finite
groups, J. Algebra 78(1) (1982) 215-238 are extended.
One purpose of this work is to build a general theory of automorphisms,
one of whose applications will be a new proof of the Nonsolvable Signalizer
Functor Theorem. As an illustration, this work concludes with a new proof of
a special case of that theorem due to Gorenstein and Lyons.
1. Introduction
This work is a continuation of [1]. Namely we consider an elementary abelian
groupA acting coprimely on theK-groupG. The main focus is on how the ACG(A)-
invariant subgroups interact with each other and influence the global structure of
G.
A new theme introduced is to consider a group theoretic property P for which
G possesses a unique maximal normal P-subgroup OP(G) and a unique normal
subgroup OP (G) that is minimal subject to the quotient being a P-group. This
leads to the notions of P-component and (A,P)-component which generalize the
notions of sol-component and (A, sol)-component introduced in [1]. In that paper,
we considered how the A-components of an ACG(A)-invariant subgroup H of G are
related to the (A, sol)-components of G. In §7 we shall develop a partial extension
of that theory to the (A,P)-components of H .
If in addition P is closed under extensions, it will be shown in §5 that G pos-
sesses a unique maximal ACG(A)-invariant P-subgroup. This generalizes a result of
McBride [4] who proved it in the case P = “is solvable”. McBride also introduced
the notion of a near A-solvable group. In §6 we shall extend that work, introducing
the notion of a near (A,P)-group.
The results of §5 and §6 have applications to the study of nonsolvable signalizer
functors. In §8 we shall present a result of McBride [5, Theorem 6.5]. We have
taken the liberty of naming this result the McBride Dichotomy since it establishes a
fundamental dichotomy in the proof of the Nonsolvable Signalizer Functor Theorem.
As a further application, this paper concludes with a new proof of a special case of
the Nonsolvable Signalizer Functor Theorem due to Gorenstein and Lyons [3].
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2. P-components
Throughout this section we assume the following.
Hypothesis 2.1. P is a group theoretic property that satisfies:
1. P is subgroup and quotient closed.
2. If G/M and G/N are P-groups then so is G/M ∩N .
3. If M and N are normal P-subgroups of the group G then so is MN .
Some obvious examples being: P = “is soluble”; “is nilpotent”; “is trivial”; “is of
odd order”.
For any group G we define:
OP (G) = 〈 N E G | N is a P-group 〉
and
OP (G) =
⋂
{ N E G | G/N is a P-group }.
Then OP(G) is the unique maximal normal P-subgroup of G and OP (G) is the
unique smallest normal subgroup whose quotient is a P-group.
Definition 2.2. A P-component of G is a subgroup K of G that satisfies
K EEG, K/OP(K) is quasisimple and K = O
P (K).
The set of P-components of G is denoted by
compP(G)
and we define
EP (G) = 〈 compP(G) 〉.
Lemma 2.3. Let G be a group.
(a) OP (G) contains every subnormal P-subgroup of G.
(b) If N EEG then OP(N) = N ∩OP(G).
(c) If H ≤ G then OP(G) ∩H ≤ OP (H).
(d) If G =MN with M,N E G then OP (G) = OP (M)OP (N).
Proof. (a). Let N be a subnormal P-subgroup of G and set H = 〈 NG 〉. If H = G
then since N E EG we have N = G and the result is clear. Suppose H 6= G then
by induction N ≤ OP(H). Now OP (H) charH E G so OP(H) ≤ OP(G) and then
N ≤ OP(G).
(b). This follows from (a) and the fact that P is subgroup closed.
(c). Because P is subgroup closed.
(d). Note that OP(M) charM EG. Set G = G/OP(M)OP (N). Then G =MN .
Now M is a P-group since it is a quotient of the P-group M/OP(M). Similarly so
is N . Now M,N E G whence G is a P-group and so OP(G) ≤ OP(M)OP (N).
Set G∗ = G/OP (G). Then M∗ is a P-group so OP (M) ≤ OP(G). Similarly
OP(N) ≤ OP (G), completing the proof. 
Lemma 2.4. Let G be a group and suppose K,L ∈ compP(G).
(a) If N EEG then compP(N) ⊆ compP(G).
(b) If H ≤ G and K ≤ H then K ∈ compP(H).
(c) K is perfect and possesses a unique maximal normal subgroup, namely
Z(K mod OP(K)).
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(d) (Wielandt) Suppose N EEG. Then either K ≤ N or [K,N ] ≤ OP (K).
(e) If K ≤ L then K = L.
(f) Either
K = L or [K,L] ≤ OP(K) ∩OP(L).
In particular, K and L normalize each other.
(g) If G1, . . . , Gn EEG and K ≤ 〈 G1, . . . , Gn 〉 then K ≤ Gi for some i.
(h) If C,D ⊆ compP(G) satisfy 〈 C 〉 = 〈 D 〉 then C = D.
(i) [K,OP (G) sol(G)] ≤ OP(K). In particular OP(G) sol(G) normalizes every
P-component of G.
(j) Set G = G/OP (G). The map
compP(G) −→ comp(G) defined by K 7→ K
is an injection. If every P-group is solvable then it is a bijection.
Proof. (a),(b). These follow immediately from the definition of P-component.
(c). Suppose that N is a proper normal subgroup of K. Now K/OP(K) is
quasisimple so either N ≤ Z(K mod OP(K)) or N maps onto K/O
P(K). Assume
the latter. Then K = NOP(K) so K/N ∼= OP (K)/OP(K) ∩ N , hence K/N is a
P-group. Then K = OP (K) ≤ N and K = N . Thus Z(K mod OP(K)) is the
unique maximal normal subgroup of K. Also K/OP(K) is perfect so K
′ maps onto
K/OP(K) and hence K = K
′.
(d). Set M = 〈 NG 〉. If N = G then the conclusion is clear so assume N 6= G.
Now N E EG so M 6= G. If K ≤ M then the conclusion follows by induction, so
we may assume that K 6≤M .
Suppose that K is not normal in KM . Now K EEKM so there exists g ∈ KM
such that K and Kg normalize each other but K 6= Kg. Set T = KgK. Now
KM = KgM so T = Kg(T ∩M). Note that Kg E T and T ∩M E T . Since
K E T and K is perfect, we have K = [K,T ] = [K,Kg][K,T ∩ M ] and then
K = (K ∩ Kg)(K ∩ T ∩ M). But K ∩ Kg and K ∩ T ∩ M are proper normal
subgroups of K, contrary to K having a unique maximal normal subgroup. We
deduce that K E KM , hence
[K,M ] ≤ K ∩M ≤ Z(K mod OP(K))
and so [K,M,K] ≤ OP (K). Similarly [M,K,K] ≤ OP (K). Since OP (K) E KM
andK is perfect, the Three Subgroups Lemma implies that [K,M ] ≤ OP (K). Since
N ≤M we have [K,N ] ≤ OP (K).
(e). We have K E EL so either K = L or K ≤ Z(L mod OP (L)). Assume the
latter. Now K is perfect, whence K ≤ OP(L) and K is a P-group. This is not
possible since K = OP (K). Hence K = L.
(f). Assume that K 6= L. Then (c) implies K 6≤ L and L 6≤ K. Two applications
of (d) imply [K,L] ≤ OP(K) ∩OP (L).
(g). SupposeK 6≤ Gi for all i. Then (d) implies that 〈 G1, . . . , Gn 〉 normalizesK
and centralizes K/OP(K). This is absurd since K ≤ 〈 G1, . . . , Gn 〉 and K/OP(K)
is perfect.
(h). Let C ∈ C. By (g) there exists D ∈ D with C ≤ D. Then (e) forces C = D,
whence C ⊆ D. Similarly D ⊆ C.
(i). Since K is not a P-group and is perfect, we have K 6≤ OP(G) and K 6≤
sol(G). Apply (d).
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(j). Since K E EG, (a) implies that OP(K) = OP(G) ∩ K, whence K ∼=
K/OP(K) and so K is quasisimple. Thus K ∈ comp(G). Suppose that K = L.
Then K ≤ LOP(G). As K is not a P-group, (g) implies K ≤ L and then (e) forces
K = L. Hence the map is an injection.
Suppose that every P-group is solvable and that C ∈ comp(G). Choose D
minimal subject to D E EG and D = C. Suppose that OP (D) 6= D. Then
OP(D) ≤ Z(C) whence C/Z(C) is an image of D/OP(D), which is an image of
D/OP(D). Thus C/Z(C) is a P-group. This is a contradiction since every P-group
is solvable. Hence OP(D) = D. As D E EG we have OP (D) = D ∩ OP(G) so
D/OP(D) ∼= C, which is quasisimple. Thus D ∈ compP(G). 
We remark that in (j) the extra condition to ensure that the map is a bijection
is needed. For example, let P be the property defined by G is a P-group if and
only if G = sol(G)E(G) and every component of G is isomorphic to A5. Now let
G = A5wrA5.
3. (A,P)-components
Throughout this section, assume the following.
Hypothesis 3.1.
• Hypothesis 2.1.
• A is a finite group.
Definition 3.2. Let G be a group on which A acts. An (A,P)-component of G is
an A-invariant subgroup K of G that satisfies
K EEG, K/OP(K) is A-quasisimple and K = O
P (K).
The set of (A,P)-components of G is denoted by
compA,P(G).
Lemma 3.3. Let G be a group on which A acts. The (A,P)-components of G are
the subgroups generated by the orbits of A on compP(G). Distinct orbits generate
distinct (A,P)-components.
Proof. Suppose {K1, . . . ,Kn } is an orbit of A on compP(G) and define K =
〈 K1, . . . ,Kn 〉. Certainly K E EG. Lemma 2.4(f) implies Ki E K for each i, so
K = K1 · · ·Kn. By Lemma 2.3(d), OP(K) = OP (K1) · · ·OP(Kn) = K1 · · ·Kn =
K. Using Lemma 2.4(j), with K in the role of G, we see that K/OP(K) is the
central product of the quasisimple groups KiOP (K)/OP(K) and that these are
permuted transitively by A. Thus K/OP(K) is A-quasisimple and hence K is an
(A,P)-component.
Conversely suppose that K ∈ compA,P(G). Set K = K/OP(K) so that K =
K1 ∗ · · · ∗Kn with each Ki quasisimple and A acting transitively on {K1, . . . ,Kn }.
Let Li be the inverse image of Ki in K. Then Li E K and K = L1 · · ·Ln. Set
Ki = O
P(Li) E EG. By Lemma 2.3(d) we have K = O
P (K) = K1 · · ·Kn. Then
Ki maps onto Ki so Li = OP(K)Ki. Again by Lemma 2.3(d), Ki = O
P (Li) =
OP(OP (K))O
P (Ki) = O
P(Ki). Thus Ki ∈ compP(G) and K is the subgroup
generated by an orbit of A on compP(G). Finally, Lemma 2.4(h) implies that
distinct orbits generate distinct (A,P)-components. 
Lemma 3.4. Let G be a group on which A acts and suppose K,L ∈ compA,P(G).
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(a) If N is an A-invariant subnormal subgroup of G then compA,P(N) ⊆
compA,P(G).
(b) If H is an A-invariant subgroup of G and K ≤ H then K ∈ compA,P(H).
(c) K is perfect and possesses a unique maximal A-invariant subnormal sub-
group, namely Z(K mod OP(K)).
(d) Suppose N is an A-invariant subnormal subgroup of G. Then either K ≤ N
or [K,N ] ≤ OP(K).
(e) If K ≤ L then K = L.
(f) Either
K = L or [K,L] ≤ OP(K) ∩OP(L).
In particular, K and L normalize each other.
(g) Suppose G1, . . . , Gn are A-invariant subnormal subgroups of G and K ≤
{G1, . . . , Gn } then K ≤ Gi for some i.
(h) Suppose C,D ⊆ compA,P(G) satisfy 〈 C 〉 = 〈 D 〉. Then C = D.
(i) [K,OP (G) sol(G)] ≤ OP(K). In particular, OP (G) sol(G) normalizes every
(A,P)-component of G.
(j) Set G = G/OP (G). The map
compA,P(G) −→ compA(G) defined by K 7→ K
is an injection. If every P-group is solvable then it is a bijection.
(k) K E 〈 KG 〉.
Proof. (a) and (b) are immediate from the definitions.
(c),(e),(f),(g),(h),(i),(j) follow with the same argument as used in the proof of
Lemma 2.4.
(d) follows from Lemmas 3.3 and 2.4(d).
(k). By Lemma 3.3 we have K = 〈 K1, . . . ,Kn 〉 where {K1, . . . ,Kn } ⊆
compP(G) so Lemma 2.4(f) implies Ki E 〈 K
G 〉. Then K E 〈 KG 〉. 
4. Preliminaries
Lemma 4.1. Let r be a prime and A and elementary abelian r-group that acts
coprimely on the K-group G. Suppose K ∈ compA(G) and that H is an ACK(A)-
invariant subgroup of G with H ∩K ≤ Z(K). Then [H,K] = 1.
Proof. Set G = G/Z(E(G)). We have [H,CK(A)] ≤ H ∩ E(G) so as K E E(G)
it follows that [H,CK(A), CK(A)] ≤ H ∩K ≤ Z(K). Note that CK(A) = CK(A)
by Coprime Action. Then [H,CK(A), CK(A)] = 1. The Three subgroups Lemma
implies that [H,CK(A)
′] = 1. Then H permutes the components of G onto which
CK(A)
′ projects nontrivially. By [1, Theorem 4.4(a)], CK(A)
′ 6= 1 so these com-
ponents are precisely the components of K. We deduce that H normalizes K and
then that H normalizes K. Then [H,CK(A)] ≤ H ∩K ≤ Z(K) so [H,CK(A)] = 1.
[1, Theorem 4.4(c)] implies that [H,K] = 1. Since K is perfect, it follows from the
Three Subgroups Lemma that [H,K] = 1. 
Lemma 4.2. Let P be a group theoretic property that satisfies:
(a) P is subgroup and quotient closed.
(b) If G/M and G/N are P-groups then so is G/M ∩N .
6 PAUL FLAVELL
Suppose the group A acts coprimely on the group G, that P is an A-invariant
subgroup of G and that K ∈ compA(G). Assume that
CK(A) ≤ NG(P ) and [P,CK(A)] is a P-group.
Then
P ≤ NG(K) or CK/Z(K)(A) is a P-group.
Proof. Set M = 〈 CK(A)P 〉 = [P,CK(A)]CK(A) ≤ E(G). We have M =
[P,CK(A)](M ∩ K) and M ∩ K E M since K E E(G). Now M/M ∩ K is a
P-group since it is isomorphic to a quotient of [P,CK(A)]. Thus
OP (M) ≤M ∩K.
Since P ≤ NG(M) we have P ≤ NG(OP (M)).
Set E = E(G) andG = G/Z(E(G)), so E is the direct product of the components
of G. Set N = OP (M). Suppose that N 6= 1. Now N is A-invariant so P permutes
the components of G onto which N projects nontrivially. Since N ≤ K and both
N and K are A-invariant, these components are precisely the components of K.
Then P normalizes K and hence K.
Suppose that N = 1. Then N ≤ Z(E(G)) and soM/M ∩Z(E(G)) is a P-group.
As CK(A) ≤M and Z(K) = K∩Z(E(G)) it follows that CK(A)/CK(A)∩Z(K) is
a P-group. Since A acts coprimely on G, the quotient is isomorphic to CK/Z(K)(A),
completing the proof. 
5. P-subgroups
Definition 5.1. Let A be a group that acts on the group G and let P be a group
theoretic property. Then
OP (G;A) = 〈 P ≤ G | P is an ACG(A)-invariant P-subgroup 〉.
We are interested in situations where OP (G;A) is a P-group, in other words, when
does G possess a unique maximal ACG(A)-invariant P-subgroup? The goal of this
section is to prove the following.
Theorem 5.2. Let P be a group theoretic property that is closed under subgroups,
quotients and extensions. Let A be an elementary abelian r-group for some prime r
and assume that A acts coprimely on the K-group G. Then OP(G;A) is a P-group.
As an immediate consequence we have the following.
Corollary 5.3. Let r be a prime and A an elementary abelian r-group that acts
on the group G. Suppose that θ is an A-signalizer functor on G and that θ(a) is a
K-group for all a ∈ A#.
Let P be a group theoretic property that is closed under subgroups, quotients and
extensions. Define θP by
θP (a) = OP(θ(a);A)
for all a ∈ A#. Then θP is an A-signalizer functor.
This generalizes a result of McBride [4, Lemma 3.1], who proves it in the case
P = “is solvable” and θ is near solvable.
Throughout the remainder of this section, we assume the hypotheses of Theo-
rem 5.2.
Lemma 5.4. Assume that N is an ACG(A)-invariant subgroup of G.
AUTOMORPHISMS OF K-GROUPS II 7
(a) CG(A) normalizes OP(N ;A).
(b) Suppose that OP (G;A) and OP(N ;A) are P-groups. Then
OP(N ;A) = OP (G;A) ∩N.
If in addition, N E G then OP(N ;A) E OP(G;A).
(c) Suppose N = N1 × · · · ×Nm with each Ni being A-invariant. Then
OP(N ;A) = OP (N1;A)× · · · ×OP (Nm;A).
Proof. (a). Since CG(A) normalizes ACN (A), it permutes the ACN (A)-invariant
subgroups of N .
(b). By (a), OP (N ;A) ≤ OP(G;A)∩N . Moreover, OP(G;A)∩N is an ACN (A)-
invariant P-subgroup of N , proving the reverse inclusion.
(c). Trivial. 
Lemma 5.5. Suppose that N is an A-invariant normal subgroup of G and that
N = N1 × · · · ×Nm
with each Ni being simple. For each i, let pii : N −→ Ni be the projection map.
Suppose also that B is a subgroup of A that normalizes but does not centralize each
Ni.
(a) CN (A)pii = CNi(B) for each i.
(b) OP (N ;A) = OP(N ;B).
(c) If X is an ACN (A)-invariant subgroup of G that normalizes each Ni then
[X,CN (B)] ≤ (X ∩N)pi1 × · · · × (X ∩N)pim.
Proof. Note that A permutes {N1, . . . , Nm } since this is the set of components of
N . For each i, set Ai = NA(Ni). Now Ni is a simple K-group so [1, Theorem 4.1]
implies that the Sylow r-subgroups of Aut(Ki) are cyclic. Hence Ai = CA(Ni)B.
Using [1, Lemma 3.6] we have CN (A)pii = CNi(Ai) = CNi(B) so (a) follows.
(b). Choose 1 ≤ i ≤ m, let X be a BCNi(B)-invariant P-subgroup of Ni and
set Y = 〈 XA 〉. Since Ai = NA(Ni) it follows that Y is the direct product of
|A : Ai | copies of X . Then Y is an A-invariant P-subgroup. Now CN (B) =
CN1(B) × · · · × CNm(B). It follows that Y is CN (B)-invariant. Now CN (A) ≤
CN (B) whence Y ≤ OP (N ;A). Using Lemma 5.4(c), with B in place of A, we
deduce that OP (N ;B) ≤ OP(N ;A).
To prove the opposite containment, suppose that Z is an ACN (A)-invariant P-
subgroup of N . From (a) it follows that each Zpii is a BCNi(B)-invariant of Ni,
whence Z ≤ OP (N1;B)× · · · × OP(Nm;B). Another application of Lemma 5.4(c)
implies Z ≤ OP(N ;B), completing the proof.
(c). Let x ∈ X and c ∈ CN (A). Then c = (cpi1) · · · (cpim) and, as x normalizes
each Ni, it follows that [x, cpii] ∈ Ni. Hence
[x, c] = [x, cpi1] · · · [x, cpim].
Now [x, c] ∈ X ∩N so it follows that
[x, c]pii = [x, cpii].
In particular, [x, cpii] ∈ (X∩N)pii. Since CN (A)pii = CNi(B) we have [x,CNi(B)] ≤
(X ∩N)pii. Now CN (B) = CN1(B)× · · · × CNm(B) so the result follows. 
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Lemma 5.6. Suppose that N is an A-invariant normal subgroup of G that is the
direct product of nonabelian simple groups and that X is an ACN (A)-invariant sub-
group of G. Assume that X and OP (N ;A) are P-groups. Then X ≤ NG(OP (N ;A)).
Proof. Assume false and consider a counterexample with |A | minimal and then
|G |+|N |+|X |minimal. ThenG = XN . By Coprime Action, X = CX(A)[X,A] =
〈 CX(B) | B ∈ Hyp(A) 〉. Since CX(A) normalizes OP(N ;A) it follows that
X = [X,A] = CX(B) for some B ∈ Hyp(A). We have
N = N1 × · · · ×Nm
where each Ni is nonabelian and simple. Then {N1, . . . , Nm } is the set of compo-
nents of N and is hence permuted by AG. Using Lemma 5.4(c) and the minimality
of |N | it follows that AX is transitive on {N1, . . . , Nm }. If Ni is a P-group
for some i then so is N , whence N = OP (N ;A), contrary to X not normalizing
OP(N ;A). We deduce that no Ni is a P-group.
Claim 1. B acts semiregularly on {N1, . . . , Nm }.
Proof. Assume false. Set B0 = NB(N1). Then without loss, B0 6= 1. As B ≤
Z(AX) and AX is transitive on {N1, . . . , Nm } it follows that B0 normalizes each
Ni. By the same reasoning, either B0 acts nontrivially on each Ni or trivially on
each Ni. The minimality of |A | rules out the latter case since if [B0, X ] = 1 then
we could replace A by A/B0. Hence B0 acts nontrivially on each Ni. Lemma 5.5(b)
implies that OP (N ;A) = OP(N ;B0) so as [X,B0] = 1 it follows from Lemma 5.4(a)
that X normalizes OP(N ;A), a contradiction. 
Claim 2. Let 1 ≤ i ≤ m. Then |NA(Ni) | = r.
Proof. Without loss, i = 1 and {N1, . . . , Nl } is the orbit of A on {N1, . . . , Nm }
that contains N1. By Claim 1, NA(N1) ∩B = 1 so as B ∈ Hyp(A) it follows that
|NA(N1) | = 1 or r. Suppose, for a contradiction, that |NA(N1) | = 1. Then A
is regular on {N1, . . . , Nl }. Set K = N1 × · · · × Nl, so that K ∈ compA(G). [1,
Lemma 3.6] implies that CK(A) ∼= N1 and that CK(A) is maximal subject to being
A-invariant. In particular, CK(A) is not a P-group so Lemma 4.2 implies that X
normalizes K. Then [X,CK(A)] ≤ X ∩ K. Note that K is not a P-group since
N1 is not a P-group, whence X ∩ K < K. Since X ∩ K is ACK(A)-invariant, it
follows that X ∩ K E CK(A). Then as CK(A) is not a P-group and CK(A) is
simple, we have X ∩K = 1. Lemma 4.1 implies that [X,K] = 1. Recall that AX
is transitive on {N1, . . . , Nm } and that K ∈ compA(G). It follows that K = N ,
whence [X,OP(N ;A)] = 1, a contradiction. 
Claim 3. |A | = r and m = 1, so N is simple.
Proof. Consider the permutation action of AX on {N1, . . . , Nm }. Note that A ∈
Sylr(AX) so it follows from Claim 2 that NA(Ni) ∈ Sylr(NAX(Ni)) for all i. Set
A∗ = NA(N1). Let 1 ≤ i ≤ m. Then NA(Ni) is conjugate in AX to A∗, so as A is
abelian, there exists x ∈ X with NA(Ni)
x = A∗. Now [NA(Ni), x] ≤ A ∩X = 1 so
we deduce that
NA(Ni) = A
∗
for all i. Recall that B ∈ Hyp(A) so Claims 1 and 2 imply that A = A∗ × B. As
X = [X,A] = CX(B) we have X = [X,A
∗] and it follows that X normalizes each
Ni. Then B is transitive on {N1, . . . , Nm } and either A
∗ is nontrivial on each Ni
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or trivial on each Ni. In the latter case, X centralizes N and hence OP (N ;A), a
contradiction. Thus A∗ is nontrivial on each Ni.
We will apply Lemma 5.5, with A∗ in the role of B. Put Y = (X ∩ N)pi1 ×
· · · × (X ∩ N)pim. Lemma 5.5(a) implies that Y is CN (A∗)-invariant. Note that
XY is a P-group because X normalizes each Ni and hence each (X ∩ N)pii.
Lemma 5.5(c) implies that XY is an A∗CN (A
∗)-invariant. Lemma 5.5(b) implies
that OP (N ;A) = OP(N ;A
∗) so if A 6= A∗, then the minimality of |A | supplies
a contradiction. We deduce that A = A∗. Then |A | = r and B = 1. As B is
transitive on {N1, . . . , Nm }, we have m = 1. 
It is now straightforward to complete the proof. Note that X∩N is an ACN (A)-
invariant P-subgroup of N and that N is not a P-group. Since N is simple it
follows that (X ∩N)CN (A) < N .
Suppose that X ∩ N ≤ CN (A). Then [CN (A), X,A] ≤ [X ∩ N,A] = 1. Triv-
ially [A,CN (A), X ] = 1 so the Three Subgroups Lemma forces [X,A,CN (A)] =
1. As X = [X,A] it follows from [1, Theorem 4.4(c)] that [X,N ] = 1. Then
[X,OP(N ;A)] = 1, a contradiction. We deduce that X ∩N 6≤ CN (A).
Now [1, Theorem 4.1] implies that N ∼= L2(2
r) or Sz(2r) and that | Out(N) | = r.
Consequently
G = XN = CG(N)×N.
Let α and β be the projections G −→ CG(N) and G −→ N respectively. Then
X ≤ Xα × Xβ and Xβ ≤ OP (N ;A). It follows that X normalizes OP (N ;A), a
contradiction. 
Proof of Theorem 5.2. Assume false and let G be a minimal counterexample. Using
Lemma 5.4(a) it follows that G = OP(G;A) and since P is closed under extensions
we have OP(G) = 1. Let N be a minimal A-invariant normal subgroup of G. Since
G = OP(G;A), the minimality of G implies that G/N is a P-group.
Suppose that N is abelian. Then N is an elementary abelian q-group for some
prime q. Now OP (G) = 1 so N is not a P-group. The hypothesis satisfied by
P implies that every P-group is a q′-group. In particular, N is a normal Sylow
subgroup of G. [1, Coprime Action(g)] implies there exists an A-invariant com-
plement H to N , so G = HN and H ∩ N = 1. Let P be an ACG(A)-invariant
P-subgroup of G and set G0 = PN . Then G0 = (G0 ∩H)N and P and G0 ∩H are
A-invariant complements to N in G0. [1, Coprime Action(g)] implies P
c = G0 ∩H
for some c ∈ CG0(A). Since P is ACG(A)-invariant we obtain P ≤ H . Then
G = OP(G;A) ≤ H , a contradiction. We deduce that N is nonabelian. Then N is
a direct product of simple groups.
Suppose that N 6= G. Then OP(N ;A) is a P-group by the minimality of G.
Now G = OP (G;A) so Lemma 5.6 implies OP(N ;A) E G. As OP (G) = 1 this
forces OP (N ;A) = 1. Let P be an ACG(A)-invariant P-subgroup of G. Then
P ∩N ≤ OP(N ;A) = 1. Since N is A-invariant and the direct product of simple
groups, it is the direct product of the A-components of G. Lemma 4.1 implies
[P,N ] = 1. But G = OP(G;A) whence N ≤ Z(G), a contradiction. We deduce
that N = G. Moreover, since N is a minimal A-invariant normal subgroup of G, it
follows that G is A-simple.
Recall the definitions of underdiagonal and overdiagonal subgroups of G as given
in [1, §6]. Let P be an ACG(A)-invariant P-subgroup of G and suppose that P is
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overdiagonal. Then each component of G is a P-group, so G is a P-group, a contra-
diction. We deduce that everyACG(A)-invariant P-subgroup of G is underdiagonal.
[1, Lemma 6.8(b)] implies that G possesses a unique maximal ACG(A)-invariant
underdiagonal subgroup. Thus G 6= OP(G;A). This final contradiction completes
the proof. 
6. Near (A,P)-subgroups
Throughout this section we assume the following.
Hypothesis 6.1.
• r is a prime and A is an elementary abelian r-group.
• A acts coprimely on the K-group G.
• P is a group theoretic property that is closed under subgroups, quotients
and extensions.
• Every solvable group is a P-group.
Definition 6.2.
• G is a near (A,P)-group if CG(A) is a P-group.
• OnP (G) = 〈 N E G | N is A-invariant and a near (A,P)-group 〉.
• OnP (G;A) = 〈 H ≤ G | H is ACG(A)-invariant and a near (A,P)-group 〉.
Lemma 6.3.
(a) OnP (G) is a near (A,P)-group.
(b) Suppose N EG is A-invariant and that N and G/N are near (A,P)-groups.
Then so is G.
Proof. (a). Suppose that N,M E G are A-invariant near (A,P)-groups. Coprime
Action implies that CNM (A) = CN (A)CM (A) so as CN (A) and CM (A) normalize
each other, the assumptions on P imply that CN (A) and CM (A) is a P-group.
Thus NM is a near (A,P)-group and the result follows.
(b). Because P is closed under extensions. 
The main aim of this section is to prove the following.
Theorem 6.4.
(a) OnP (G;A) is a near (A,P)-group.
(b) Suppose that N is an A-invariant normal subgroup of G then OnP(N ;A) =
OnP (G;A) ∩N .
(c) Suppose that H is an ACG(A)-invariant subgroup of G then OP,E(H) nor-
malizes OnP (G;A).
Lemma 6.5. Suppose that G is A-simple and that X 6= 1 is an ACG(A)-invariant
near (A,P)-subgroup of G. Then G is a near (A,P)-group.
Proof. Suppose first that sol(X) 6= 1. Then G possesses a nontrivial ACG(A)-
invariant solvable subgroup. [1, Theorem 4.1(c)] implies that CG(A) is solvable.
By hypothesis, every solvable group is a P-group so G is a near (A,P)-group.
Hence we may assume that sol(X) = 1. Moreover, by considering CX(A) in place
of X , we may assume that sol(CX(A)) = 1.
Since sol(X) = 1, [1, Theorem 4.4(a)] implies CX(A) 6= 1, so as sol(CX(A)) = 1
we have 1 6= E(CX(A))ECG(A). NowG is an A-simpleK-group and CG(A) is non-
solvable so F ∗(CG(A)) is A-simple and CG(A)/F
∗(CG(A)) is solvable by [1, Theo-
rem 6.5(a),(b) and Theorem 4.1]. Then E(CX(A)) = F
∗(CG(A)) so F
∗(CG(A)) is
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a P-group. Since CG(A)/F ∗(CG(A)) is solvable, the hypothesis on P implies that
CG(A) is a P-group. Then G is a near (A,P)-group. 
Corollary 6.6. Suppose that X is an ACG(A)-invariant near (A,P)-subgroup of
G and that L ∈ compA(G) with Z(L) = 1. Then [X,L] = 1 or L is a near (A,P)-
group.
Proof. Assume [X,L] 6= 1. Lemma 4.1 implies that X ∩ L 6= 1 so as X ∩ L is an
ACL(A)-invariant near (A,P)-subgroup of L, the result follows. 
Proof of Theorem 6.4. (a). Assume false and let G be a minimal counterexample.
Then G = OnP(G;A), OnP (G) = 1, sol(G) = 1 and G/E(G) is a near (A,P)-group.
It follows that E(G) is not a near (A,P)-group and that there exists L ∈ compA(G)
such that L is not a near (A,P)-group. Note that Z(L) ≤ sol(G) = 1. As G =
OnP(G;A), Corollary 6.6 implies L ≤ Z(G), a contradiction.
(b). Since OnP (G;A) ∩ N is a near (A,P)-group we have OnP(G;A) ∩ N ≤
OP(N ;A). Now CG(A) permutes the ACN (A)-invariant near (A,P)-subgroups of
N so CG(A) normalizes OP (N ;A). Thus OnP (N ;A) ≤ OP(G;A) ∩N , completing
the proof.
(c). Since OnP (G) ≤ OnP (G;A) we may pass to the quotient G/OnP(G) and
assume that OnP(G) = 1. Now every solvable group is a P-group so sol(G) = 1
and hence CG(E(G)) = 1. Let
Cn = { K ∈ compA(G) | K is a near (A,P)-group }
C0 = compA(G)− Cn.
Corollary 6.6 implies that OnP (G;A) centralizes 〈 C0 〉. Then OnP (G;A) normalizes
〈 Cn 〉 = CE(G)(〈 C0 〉). As CG(E(G)) = 1 we also have Cn 6= ∅.
Suppose L ∈ compA,P(H). We claim that L acts trivially on C0. If L ≤ E(G)
then the claim is trivial so suppose L 6≤ E(G). Now every solvable group is a
P-group so OP (L) is the unique maximal A-invariant normal subgroup of L. Con-
sequently L∩E(G) ≤ OP(L). Now E(G)∩HCG(A) E HCG(A) so Theorem 3.4(d)
implies that E(G) ∩HCG(A) normalizes L. Let K ∈ C0. Then CK(A) ≤ NG(L).
Since K∩L ≤ L∩E(G) ≤ OP(L), Lemma 6.5 implies K∩L = 1, whence [K,L] = 1
by Lemma 4.1. This establishes the claim. We deduce that EP(H) normalizes
〈 C0 〉 and also normalizes 〈 Cn 〉 = CE(G)(〈 C0 〉). We have previously seen that
OnP(G;A) normalizes 〈 Cn 〉 so as OP(H) ≤ OnP (G;A) we have that
〈 OP,E(H), OnP (G;A), CG(A) 〉 ≤ NG(〈 Cn 〉).
Since OnP (G) = 1, the normalizer is a proper subgroup of G. The conclusion
follows by induction. 
7. Local to global results
We shall generalize some of the results of [1, §9] concerning A-components to
(A,P)-components. Consider the following:
Hypothesis 7.1.
• r is a prime and A is an elementary abelian r-group that acts coprimely on
the K-group G.
• P is a group theoretic property that satisfies Hypothesis 2.1.
• H is an ACG(A)-invariant subgroup of G.
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The aim is to establish a connection between the (A,P)-components ofH and the
structure of G. This is not possible in full generality, but if additional assumptions
are made then it is.
Hypothesis 7.2.
• Hypothesis 7.1.
• Every P-group is solvable.
• a ∈ A# and H is CG(a)-invariant.
Hypothesis 7.3.
• Hypothesis 7.1.
• Whenever A acts coprimely on the K-group X and CX(A) is a P-group
then X is solvable.
Lemma 7.4.
(a) Assume Hypothesis 7.1. If P is any of the properties “is trivial”, “is nilpo-
tent” or “has odd order” then Hypothesis 7.3 is satisfied.
(b) Assume Hypothesis 7.3. Then every P-group is solvable.
Proof. (a). This follows from [1, Theorem 4.4].
(b). Let X be a P-group and let A act trivially on X . 
We state the main result of this section.
Theorem 7.5.
(a) Assume Hypothesis 7.2 and that K ∈ compA,P(H) satisfies K = [K, a].
Then K ∈ compA,P(G).
(b) Assume Hypothesis 7.3. Then OP(H)EP (H) acts trivially on compsol(G).
If K ∈ compA,P(H) then there exists a unique K˜ ∈ compA,sol(G) with
K ≤ K˜.
At the end of this section, examples will be constructed to show that the addi-
tional hypothesis in (b) is needed. It would be interesting to investigate if (a)
holds without the solvability hypothesis. Two lemmas are required for the proof of
Theorem 7.5.
Lemma 7.6. Assume Hypothesis 7.1, that K ∈ compA,P(H) and that
(a) K ≤ E(G), or
(b) sol(G) = 1 and K acts trivially on comp(G).
Then there exists a unique K˜ ∈ compA(G) with K ≤ K˜.
Proof. Uniqueness is clear since distinct elements of compA(G) have solvable inter-
section. Note that since H is CG(A)-invariant we have K ∈ compA,P(HCG(A)).
Hence we may assume that CG(A) ≤ H .
Suppose (a) holds. Assume the conclusion to be false. Let L ∈ compA(G).
Now L ∩ H E EH and K 6≤ L so Lemma 3.4(d) implies [K,L ∩ H ] ≤ OP(K).
As CL(A) ≤ H we have [K,CL(A)] ≤ OP(K) and CL(A) normalizes K. Since
CE(G)(A) is the product of the subgroups CL(A) as L ranges over compA(G), it
follows that [K,CE(G)(A)] ≤ OP (K).
By hypothesis, K ≤ E(G) so [K,CK(A)] ≤ OP (K). Hence OP(K)CK(A) E K
and Coprime Action implies that A is fixed point free on K/OP(K)CK(A). This
quotient is therefore solvable by [1, Theorem 4.4]. Since K is perfect, it follows
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that K = OP(K)CK(A). But [K,CK(A)] ≤ OP(K) so K/OP(K) is abelian. This
contradiction completes the proof.
Suppose (b) holds. Let N be the intersection of the normalizers of the compo-
nents of G. Since sol(G) = 1 we have CG(E(G)) = 1 and then the Schreier Property
implies that N/E(G) is solvable. Now K is perfect and K ≤ N whence K ≤ E(G).
Apply (a). 
Lemma 7.7. Assume Hypothesis 7.1 and that L ∈ compA(G). Then:
(a) OP (H)EP(H) normalizes L and every component of L; or
(b) CL/Z(L)(A) is a P-group.
Proof. Suppose that OP (H)EP(H) ≤ NG(L). Then AOP (H)EP (H) permutes
comp(L). Since A is transitive and OP (H)EP(H) is a normal Hall-subgroup of
AOP(H)EP (H), [1, Lemma 3.8] implies that OP (H)EP (H) acts trivially. Then
(a) holds.
Suppose that OP(H) 6≤ NG(L). Now CL(A) ≤ NG(H) so [OP (H), CL(A)] ≤
OP(H). In particular, the commutator is a P-group. Lemma 4.2 implies that
CL/Z(L)(A) is a P-group.
Suppose that EP (H) 6≤ NG(L). Choose K ∈ compA,P(H) with K 6≤ NG(L).
Set H0 = HCG(A) so H E H0 and K ∈ compA,P(H0). Now L ∩ H0 E EH0 so
Lemma 2.4(d) implies K ≤ L ∩ H0 or [K,L ∩H0] ≤ OP(K). The first possibility
does not hold since K 6≤ NG(L). Moreover, CL(A) ≤ L ∩ H0 so we deduce that
[K,CL(A)] is a P-group. Lemma 4.2, with K and L in the roles of P and K
respectively, implies that CL/Z(L)(A) is a P-group. 
Proof of Theorem 7.5. (a). NowK ∈ compA,P(CG(a)H) because CG(a) normalizes
H . Hence we may assume that CG(a) ≤ H . Now K = K1 ∗ · · · ∗ Kn where
K1, . . . ,Kn are the 〈 a 〉-components of K. As K = [K, a] it follows that Ki =
[Ki, a] for each i. If Ki EEG for each i then K EEG and then K ∈ compA,P(G).
Hence, as Hypothesis 7.2 remains valid if A is replaced by 〈 a 〉, we may assume
that A = 〈 a 〉.
Consider first the case that sol(G) = 1. Assume that K acts nontrivially on
comp(G). Then the set
C = { L0 ∈ comp(G) | K 6≤ NG(L0) }
is nonempty. Since A normalizes K it follows that A acts on C. Now K = [K, a]
so it follows also that a acts nontrivially. Choose L0 ∈ C with L0 6= La0 . Set
L = 〈 LA0 〉 ∈ compA(G). Now L0 is simple because sol(G) = 1 so as A = 〈 a 〉 we
see that L is the direct product of r copies of L0 and then that CL(A) ∼= L0. By
hypothesis, every P-group is solvable, so CL(A) is not P-group. Lemma 7.7 implies
that K normalizes L and L0, a contradiction. We deduce that K acts trivially on
comp(G).
Lemma 7.6 implies there exists K˜ with K ≤ K˜ ∈ compA(G). Now CK˜(a) ≤
H ∩ K˜ and K = [K, a] ≤ H ∩ K˜ so CK˜(a) < H ∩ K˜. [1, Corollary 6.9] implies
H ∩ K˜ = K˜. Then K E E K˜. Since K˜ is A-simple we obtain K = K˜ and so
K EEG as desired.
Returning now to the general case, set S = sol(G). Applying the previous argu-
ment to G/S, we obtain KS EEG. Now CS(a) ≤ S∩H ≤ sol(H) so Lemma 2.4(i)
implies CS(a) ≤ NG(K). Then [1, Lemma 8.3] implies S ≤ NG(K) whenceK EEG
and K ∈ compA,P(G) as required.
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(b). As in (a) we may suppose that CG(A) ≤ H . Consider first the case that
sol(G) = 1. If L ∈ compA(G) then L is nonsolvable so by hypothesis, CL(A) is
not a P-group. Lemma 7.7 implies that OP(H)EP (H) normalizes L and every
component of L. Since every component of G is contained in an A-component of
G, it follows that OP (H)EP(H) acts trivially on comp(G). Lemma 7.6(b) implies
there exists K˜ with K ≤ K˜ ∈ compA(G).
Returning to the general case, set S = sol(G) and G = G/S. The map X 7→ X
is a bijection compsol(G) −→ comp(G). It follows that OP(H)EP (H) acts trivially
on compsol(G). By the previous paragraph and Lemma 3.4(j) there exists M ∈
compA,sol(G) with K ≤ M . Then K ≤ M sol(G). Lemma 3.4(i) implies M E
M sol(G) whence K = K∞ ≤ (M sol(G))∞ =M and the proof is complete. 
We close this section with a corollary and an example. In what follows, nil is an
abbreviation for the group theoretic property “is nilpotent”.
Corollary 7.8. Let A be an elementary abelian r-group that acts coprimely on the
K-group G. Let a ∈ A# and suppose that H is an ACG(a)-invariant subgroup of
G.
(a) Let K ∈ compA(H). Then there exists K˜ with
K ≤ K˜ ∈ compA,nil(G).
(b) Let K ∈ compA,nil(H). Then there exists K˜ with
K ≤ K˜ ∈ compA,sol(G).
Proof. (a) follows from [1, Theorem 9.1] and (b) follows from Lemma 7.4 and The-
orem 7.5(a). 
The following example shows that the corollary cannot be extended further and
that the restriction on P in Theorem 7.5(b) is needed.
Example 7.9. Let r be a prime and J1 be a simple r
′-group that admits an
automorphism a1 of order r with CJ1(a1) solvable. For example L2(2
r) or Sz(2r)
with r > 5. Let K be a simple group with order n. Then K acts on the direct
product
D = J1〈 a1 〉 × J2〈 a2 〉 × · · · × Jn〈 an 〉
permuting the direct factors regularly. Set a = a1a2 · · · an ∈ CD(K) and put
A = 〈 a 〉. Let G be the semidirect product
G = (J1 × · · · × Jn)⋊K.
Then a acts on G with CG(a) = (CJ1(a1) × · · · × CJn(an))K. Observe that K is
contained in an (A, sol)-component of CG(a). However, the (A, sol)-components of
G are J1, . . . , Jn, none of which contain K.
8. The McBride Dichotomy
In this section we give an application of §6 to the study of Signalizer Functors.
No originality is claimed, the results being a presentation of McBride’s work [4,
Theorem 6.6]. They culminate in a fundamental dichotomy in the proof of the
Nonsolvable Signalizer Functor Theorem.
Throughout this section, we assume the following.
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Hypothesis 8.1.
(a) P is a group theoretic property that is closed under subgroups, quotients
and extensions.
(b) Every solvable group is a P-group.
We will be interested in the subgroup OP,E(H) for groups H . Note that
OP,E(H) = OP(H)EP (H).
Lemma 8.2. Let G be a group.
(a) Suppose H ≤ G and OP,E(G) ≤ H. Then OP,E(G) = OP,E(H).
(b) Suppose H,M ≤ G, OP,E(H) ≤M and OP,E(M) ≤ H. Then OP,E(H) =
OP,E(M).
Proof. (a). Set G = G/OP(G). Then
E(G) = OP,E(G) ≤ H.
Since P is closed under extensions we have OP(G) = 1. Then
[OP(H), E(G)] ≤ OP (H) ∩ E(G)
≤ OP (E(G)) ≤ OP(G) = 1.
Now every solvable group is a P-group so sol(G) = 1 and hence CG(E(G)) =
1. Then OP(H) = 1 and OP(H) ≤ OP(G). Since OP(G) ≤ H it follows that
OP(H) = OP(G). As E(G) ≤ H we have E(G) E E(H). Then any component of
H not contained in E(G) would centralize E(G), contrary to CG(E(G)) = 1. We
deduce that E(G) = E(H) and the conclusion follows.
(b). Observe that OP,E(H) = OP,E(H ∩M) = OP,E(M). 
We remark that (b) is an elementary version of Bender’s Maximal Subgroup The-
orem.
Lemma 8.3. Let r be a prime and A be a noncyclic elementary abelian r-group
that acts coprimely on the K-group G. Then
OP,E(G) = OP,E(〈 OP,E(CG(B)) | B ∈ Hyp(A) 〉)
= OP,E(〈 OP,E(CG(a)) | a ∈ A
# 〉).
Proof. Let H be either right hand side. Coprime Action implies that OP(G) ≤ H .
Passing to the quotient G/OP(G) and applying [1, Lemma 6.12] it follows that
OP,E(G) ≤ H . Apply Lemma 8.2(a). 
Throughout the remainder of this section we assume the following.
Hypothesis 8.4.
(a) Hypothesis 8.1.
(b) r is a prime and A is an elementary abelian r-group with rank at least 3.
(c) A acts on the group G.
(d) θ is an A-signalizer functor on G.
(e) θ(a) is a K-group for all a ∈ A#.
(f) G˜ = 〈 θ(a) | a ∈ A# 〉.
Lemma 8.5. G˜ = 〈 θ(B) | B ∈ Hyp(A) 〉.
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Proof. Let a ∈ A#. Coprime Action applied to the action of A/〈 a 〉 on θ(a) implies
that
θ(a) = 〈 θ(a) ∩ CG(B) | a ∈ B ∈ Hyp(A) 〉.
Now θ(a)∩CG(B) = θ(B) whenever a ∈ B ∈ Hyp(A) so the conclusion follows. 
Lemma 8.6. Let
H1 = 〈 OP,E(θ(a)) | a ∈ A
# 〉
and
H2 = 〈 OP,E(θ(B)) | B ∈ Hyp(A) 〉.
Let i ∈ { 1, 2 } and suppose that Hi is contained in a θ-subgroup. Then Hi is a
θ-subgroup and OP,E(H1) E G˜.
Proof. Since any A-invariant subgroup of a θ-subgroup is a θ-subgroup, the first
assertion holds. Suppose i = 1. Let B ∈ Hyp(A). Lemma 8.3, with B in the role
of A, implies that
OP,E(H1) = OP,E(〈 OP,E(CH1 (b)) | b ∈ B
# 〉).
Let b ∈ B#. Since H1 is a θ-subgroup we have OP,E(θ(b)) ≤ CH1(b) ≤ θ(b).
Lemma 8.2(a) implies that
OP,E(θ(b)) = OP,E(CH1 (b)).
Note that θ(B) ≤ θ(b) so θ(B) normalizes OP,E(θ(b)). It follows that θ(B) normal-
izes OP,E(H1). Then Lemma 8.5 implies that OP,E(H1) E G˜.
Suppose i = 2. Let a ∈ A#. Lemma 8.3 implies that
OP,E(θ(a)) = OP,E(〈 OP,E(θ(a) ∩CG(B)) | a ∈ B ∈ Hyp(A) 〉)
= OP,E(〈 OP,E(θ(B)) | B ∈ Hyp(A) 〉)
≤ H2.
It follows that H1 ≤ H2, so apply the previous case. 
For each a ∈ A#, define
θnP(a) = OnP (θ(a);A).
Theorem 6.4 implies that θnP is an A-signalizer functor on G.
Lemma 8.7. Assume that θnP is complete. Then
OP,E(θ(B)) ≤ NG(θnP(G))
for all B ∈ Hyp(A).
Proof. Set S = θnP(G) and let b ∈ B#. Then
CS(b) = θnP(b) = OnP (θ(b);A).
Now θ(B) ≤ θ(b) so Theorem 6.4(c) implies OP,E(θ(B)) normalizes OnP(θ(b);A).
Since S = 〈 CS(b) | b ∈ B# 〉, the result follows. 
Theorem 8.8 (The McBride Dichotomy). Suppose that θ is a minimal counterex-
ample to the Nonsolvable Signalizer Functor Theorem.
(a) Either θnP = 1 or θ = θnP .
(b) Either
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• There exist no nontrivial θ(A)-invariant solvable θ-subgroups; or
• θ(A) is solvable and every nonsolvable composition factor of every θ-
subgroup belongs to {L2(2r),L2(3r),U3(2r), Sz(2r) }.
Proof. Note that minimality is with reference to the integer
| θ | =
∑
a∈A#
| θ(a) |.
Since θ is a minimal counterexample, it follows that G = G˜ and that no nontrivial
θ-subgroup is normal in G.
(a). Suppose that θnP is complete and that θnP 6= 1. Set S = θnP(G). Then
S is a θ-subgroup so NG(S) 6= G and hence NG(S) possesses a unique maximal
θ-subgroup, θ(NG(S)). Lemmas 8.7 and 8.6 supply a contradiction. We deduce
that either θnP is not complete, in which case θ = θnP ; or θnP(G) = 1, in which
case θnP = 1.
(b). Let P be the group theoretic property “is solvable”. Suppose that θnP = 1.
Let X be a θ(A)-invariant solvable θ-subgroup. Let a ∈ A#. Then, as CX(A)
is solvable, we have CX(a) ≤ OnP (θ(a);A) = θnP(a) = 1. Since A is noncyclic,
it follows that X = 1, so the first assertion holds. Suppose that θ = θnP . Let
a ∈ A#. Then θ(A) = Cθ(a)(A) = CθnP(a)(A) so θ(A) is solvable. Let X be a
θ-subgroup. Then CX(A) ≤ θ(A) so CX(A) is solvable. The conclusion follows
from [1, Theorem 4.4]. 
9. A theorem of Gorenstein and Lyons
We will provide an alternate proof of a special case of the Nonsolvable Signalizer
Functor Theorem due to Gorenstein and Lyons [3]. It is an application of the main
result of §5. Throughout this section, we assume the following.
Hypothesis 9.1.
• r is a prime and A is an elementary abelian r-group with rank at least 3.
• A acts on the group G.
• θ is an A-signalizer functor on G.
• θ(a) is a K-group for all a ∈ A#.
We shall prove:
Theorem 9.2 (Gorenstein-Lyons). Assume that A acts trivially on compsol(θ(a))
for all a ∈ A#. Then θ is complete.
First we develop a little general theory.
Definition 9.3. A subfunctor of θ is an A-signalizer functor ψ on G with ψ(a) ≤
θ(a) for all a ∈ A#. We say that ψ is a proper subfunctor if ψ(a) 6= θ(a) for some
a ∈ A# and that ψ is θ(A)-invariant if ψ(a) is normalized by θ(A) for all a ∈ A#.
Lemma 9.4. Let t ∈ A#, set D = 〈 C[θ(a),t](t) | a ∈ A
# 〉 and define ψ by
ψ(a) = [θ(a), t](θ(a) ∩D)
for all a ∈ A#.
(a) ψ is a θ(A)-invariant subfunctor of θ.
(b) If ψ is complete then so is θ.
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Proof. (a). Let a ∈ A#. Then C[θ(a),t](t) is Aθ(A)-invariant since θ(a) and t are.
Thus D is Aθ(A)-invariant. Now [θ(a), t] E θ(a) so ψ(a) is a subgroup of θ(a).
Again, it is Aθ(A)-invariant. Let b ∈ A#. By [1, Coprime Action(e)],
ψ(a) ∩ CG(b) = C[θ(a),t](b)Cθ(a)∩D(b).
Set X = C[θ(a),t](b). Then X ≤ θ(a)∩CG(b) ≤ θ(b). By [1, Coprime Action(a)] we
have
X = [X, t]CX(t) ≤ 〈 [θ(b), t], θ(b) ∩ C[θ(a),t](t) 〉 ≤ ψ(b).
Trivially, Cθ(a)∩D(b) ≤ θ(b)∩D ≤ ψ(b). We conclude that ψ(a)∩CG(b) ≤ ψ(b), so
ψ is an A-signalizer functor.
(b). This is [2, Corollary 4.3] 
Lemma 9.5. Suppose that:
(i) θ is incomplete.
(ii) ψ is complete whenever ψ is a proper θ(A)-invariant subfunctor of θ.
Then the following hold:
(a) For each t ∈ A#,
θ(t) = 〈 C[θ(a),t](t) | a ∈ A
# 〉.
(b) Let
S = { S | S is a simple section of C[θ(a),t](t) for some a, t ∈ A
# }
and let P be the group theoretic property defined by:
H is a P-group if and only if every noncyclic composition factor
of H is isomorphic to a member of S.
Then θ(t) is a P-group for all t ∈ A#.
Proof. (a). Adopt the notation defined in the statement of Lemma 9.5. Since θ is
incomplete, it follows from (ii) and Lemma 9.4 that θ = ψ. Then θ(t) = ψ(t) =
[θ(t), t](θ(t) ∩D) = D.
(b). For each a ∈ A#, C[θ(a),t](t) is an Aθ(A)-invariant P-subgroup of θ(t). Now
θ(A) = Cθ(t)(A) so Theorem 5.2 implies that 〈 C[θ(a),t](t) | a ∈ A
# 〉 is a P-group.
Then (a) implies that θ(t) is a P-group. 
Lemma 9.6. Suppose that A acts on the K-group H, that t ∈ A# and that t acts
trivially on compsol(H). Then t acts trivially on compsol(M) whenever M is an
ACH(A)-invariant subgroup of H.
Proof. Assume false and choose K0 ∈ compsol(M) with K0 6= K
t
0. Set K =
〈 KA0 〉 ∈ compA,sol(M). Now [K, t] is an A-invariant nonsolvable normal subgroup
of K so K = [K, t] ≤ [H, t]. Since [H, t] E H we have compsol([H, t]) ⊆ compsol(H),
hence we may assume that H = [H, t]. Passing to the quotient H/ sol(H) we may
also assume that sol(H) = 1. Then compsol(H) = comp(H) and CH(E(H)) = 1.
Since H = [H, t] and t acts trivially on comp(H) it follows that every component
of H is normal in H . As CH(E(H)) = 1, the Schreier Property implies that
H/E(H) is solvable. Now K is perfect so K ≤ E(H) and then Lemma 7.6 implies
there exists K∗ with K ≤ K∗ ∈ compA(H). Hence we may assume that K
∗ = H ,
so that H is A-simple.
Without loss, CA(H) = 1. Set
A∞ = ker(A −→ Sym(comp(H))),
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so that t ∈ A∞. Since M is ACH(A)-invariant and nonsolvable, it follows from [1,
Lemmas 6.6 and 6.7] that either M = CH(B) for some B ≤ A with B ∩A∞ = 1 or
M ≤ CH(A∞). The second possibility does not hold since t ∈ A∞ andK = [K, t] ≤
M . Thus the first possibility holds. [1, Lemma 6.5] implies that M is A-simple.
SinceK ∈ compA(M) we haveK =M , soK = CH(B). Then the components ofK
correspond to the orbits of B on comp(H). Since t is trivial comp(H) it normalizes
each orbit of B and hence each component of K. This contradiction completes the
proof. 
Lemma 9.7. Suppose that A acts coprimely on the group H. Let t ∈ A and suppose
that t acts trivially on compsol(H). If S is a simple section of C[H,t](t) then there
exists L ∈ compsol(H) with |S | < |L/ sol(L) |.
Proof. Coprime Action implies that [H, t, t] = [H, t] and as [H, t] E H we have
compsol([H, t]) ⊆ compsol(H) so we may suppose that H = [H, t]. We may also
pass to the quotient H/ sol(H) to suppose that sol(H) = 1.
Since t acts trivially on comp(H) and H = [H, t] it follows that every component
of H is normal in H . Let L1, . . . , Ln be the components of H , so E(H) = L1×· · ·×
Ln. As sol(H) = 1 we have CH(E(H)) = 1 and the Schreier Property implies that
H/E(H) is solvable. In particular, CH(t)/CE(H)(t) is solvable so S is isomorphic
to a simple section of CE(H)(t). Now CE(H)(t) = CL1(t) × · · · × CLn(t). Thus
S is isomorphic to a simple section of CLi(t) for some i. Note that CLi(t) 6= Li
since otherwise, as Li E H〈 t 〉 and H = [H, t], we would have Li ≤ Z(H). Thus
|S | < |Li | and the proof is complete. 
Proof of Theorem 9.2. Assume false and let θ be a minimal counterexample. By
Lemma 9.6, the hypotheses of Lemma 9.5 are satisfied. Note that a group X is
nonsolvable if and only if compsol(X) 6= ∅. By the Solvable Signalizer Functor
Theorem, there exists a pair (b,K) with b ∈ A# and K ∈ compsol(θ(b)). Choose
such a pair with |K/ sol(K) | maximal. By Lemma 9.5 there exists a, t ∈ A# such
that K/ sol(K) is isomorphic to a simple section of C[θ(a),t](t). Lemma 9.7 implies
|K/ sol(K) | < |L/ sol(L) | for some L ∈ compsol(θ(a)). This contradicts the choice
of (b,K) and completes the proof. 
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