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Abstract
A recent bivariate factorisation algorithm appeared in Abu-Salem et al. [Abu-Salem, F., Gao, S., Lauder,
A., 2004. Factoring polynomials via polytopes. In: Proc. ISSAC’04. pp. 4–11] based on the use of Newton
polytopes and a generalisation of Hensel lifting. Although possessing a worst-case exponential running
time like the Hensel lifting algorithm, the polytope method should perform well for sparse polynomials
whose Newton polytopes have very few Minkowski decompositions. A preliminary implementation in
Abu-Salem et al. [Abu-Salem, F., Gao, S., Lauder, A., 2004. Factoring polynomials via polytopes. In: Proc.
ISSAC’04. pp. 4–11] indeed reflects this property, but does not exploit the fact that the algorithm preserves
the sparsity of the input polynomial, so that the total amount of work and space required are O(d4) and
O(d2) respectively, for an input bivariate polynomial of total degree d. In this paper, we show that the
polytope method can be made sensitive to the number of non-zero terms of the input polynomial, so that the
input size becomes dependent on both the degree and the number of terms of the input bivariate polynomial.
We describe a sparse adaptation of the polytope method over finite fields with prime order, which requires
fewer bit operations and memory references given a degree d sparse polynomial whose number of terms
t satisfies t < d3/4, and which is known to be the product of two sparse factors. For t < d, and using
fast polynomial arithmetic over finite fields, our refinement reduces the amount of work per extension of a
coprime dominating edge factorisation and the total spatial cost to O(tλd2+t2λdL(d)+t4λd) bit operations
and O(tλd) bits of memory respectively, for some 1/2 ≤ λ < 1, and L(d) = log d log log d. To the best of
our knowledge, the sparse binary factorisations achieved using this adaptation are of the highest degree so
far, reaching a world record degree of 20 000 for a very sparse bivariate polynomial over F2.
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1. Introduction
Polynomial factorisation has long been one of the attractive areas in symbolic computation
that is valued for both the challenges and open mathematical problems it addresses as well
as its usefulness in applications in various fields. For multivariate polynomial factorisation
over finite fields, many approaches have been developed over the past few decades to provide
efficient algorithms in “practice” (Chistov, 1984; Gao, 2003; von zur Gathen and Kaltofen, 1985;
Kaltofen, 1985; Kaltofen and Trager, 1990; Lenstra, 1984, 1985, 1987; Musser, 1975; Wang,
1978; Wang and Rothschild, 1975), among which are various Hensel lifting based algorithms.
Recently, the factorisation of a dense bivariate polynomial of total degree 2000 over F17 with over
a million monomials was achieved by Bernardin (1999), using a parallelised version of classical
Hensel lifting. Bostan et al proposed multimoduli computation in the Hensel lifting phase and
obtained an O(dω+1) running time algorithm for a bivariate input polynomial of total degree d,
where the constant ω denotes the matrix multiplication exponent (Bostan et al., 2004). This is
so far one of the fastest “generic” factorisation algorithms. New approaches have emerged based
on the connections between multivariate polynomials and their Newton polytopes. The work in
Gao (2001) and Gao and Lauder (2001) examined absolute irreducibility testing of multivariate
polynomials via polytopes, followed by the work in Abu-Salem et al. (2004) which examined
polynomial factorisation through a generalisation of Hensel lifting as applied to the Newton
polytope of the input polynomial.
Despite its worst-case exponential running time, the polytope method has been associated
with a number of advantages promising to make it very efficient in practice. First, when applied
to the special category of sparse polynomials whose Newton polytopes have very fewMinkowski
decompositions, one would expect to have a small number of edges to lift from. Although we
do not yet have a heuristic estimate of the frequency with which this can happen, experiments
reported in Abu-Salem et al. (2004) clearly reflected this observation, whereby most random
input polynomials had Newton polytopes with the above property, and the bulk of the work was
spent in the lifting stage. However, the implementation used there was dense, where the total
amount of work is of the order O(d4) for an input bivariate polynomial of total degree d, and
requiring an order of O(d2) bits of memory, which prompt us to investigate further advantages
resulting from the sparsity of the input polynomial. Since the polytope method has been shown
to preserve the sparsity of the polynomial by avoiding the randomisation and substitution of
linear forms in the classical Hensel lifting method, one natural question to answer is how to
describe the sensitivity of the polytope method with respect to the number of non-zero terms
of the input polynomial. We are equally motivated to investigate how exploiting this aspect can
possibly increase the problem sizes which the polytope method can handle for the special class
of sparse polynomials. The approach we present produces a sparse factorisation algorithm per
se, where the operational and spatial costs become dependent on both the degree of the input
polynomial as well as the number of non-zero terms of its possible factors which the polytope
method can detect. The aspects we exploit are that the input polynomial’s factors have many zero
coefficients, and that most of the lifted polynomials are zero, or at worst very sparse. Further
advantages we exploit are that, unlike the case in Hensel lifting when one sometimes has to
extend the ground field in question to have enough evaluation points, the polytope method works
very well even for finite fields of small cardinality, thus avoiding the extra cost that this incurs. As
in the original algorithm, this method works only under certain coprimality conditions governing
the edge factorisations along a special subset of edges of the Newton polytope — see Abu-Salem
et al. (2004) for more details.
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The rest of this paper is organised as follows: In Section 2 we review the theory behind
the polytope method as presented in Abu-Salem et al. (2004). In Section 3 we describe the
model of sparse polynomials to which this algorithm is best suited. In Section 4 we describe the
implementation and the subroutines comprising the pre-lifting stages. In Section 5 we present
our sparse adaptation which affects the polytope method at the lifting stage. In Sections 6 and
7 we analyse the cost of the sparse method, and in Section 8 we report on the run times of our
experiments producing high record degree factorisations over F2.
2. The polytope method
For a complete analysis of results and proofs in this section we refer the reader to Abu-Salem
et al. (2004). In what follows we will consider the factorisation over a finite field F with p
elements, where p is prime. Although we can extend our current discussion to arbitrary finite
fields, we wish to restrict our analysis over prime fields to determine a computational cost in
terms of bit operations matching the spatial analysis in bits of our sparse data structure. For that,
we also assume that p is fixed, or that p fits in the machine word.
Let F[x, y] be the ring of polynomials in two variables over F. For any vector e = (e1, e2)
of non-negative integers define X e := xe1 ye2 . Let f ∈ F[x, y] be given by f := ∑e aeX e
where the sum is over finitely many points e in N2, and ae ∈ F. The Newton polytope of f is the
integral polytope inR2 obtained as the convex hull of all exponents e for which the corresponding
coefficient ae is non-zero. Let #Newt( f ) denote the number of integral points belonging to
Newt( f ), and Edge( f ) denote the set of all edges of Newt( f ). Each edge δ ∈ Newt( f ) is
viewed as directed so that Newt( f ) lies on the lefthand side of the edge, and this directed edge
can be defined by an affine function ` as follows. Let (u1, v1) and (u2, v2) be two consecutive
vertices of Newt( f ) and δ be the edge connecting them. (u1, v1) is called the starting vertex of
the edge. Let
d = gcd(u2 − u1, v2 − v1), u0 = (u2 − u1)/d, v0 = (v2 − v1)/d.
Let (ν1, ν2) := (−v0, u0) be a rotation of (u0, v0) by 90 degrees counter-clockwise, and let
η = v0u1 − u0v1. Define
`(e) = ν1e1 + ν2e2 + η, for e = (e1, e2) ∈ R2.
Then ` has the property that `(e) ≥ 0 for each point e ∈ Newt( f ), with the equality holding
iff e ∈ δ. Note that gcd(ν1, ν2) = 1. We call this function ` the primitive affine function
associated with δ, denoted by `δ . Since gcd(ν1, ν2) = 1, there exist integers ζ1 and ζ2 such
that ζ1ν1 + ζ2ν2 = 1, and they are unique under the requirement that 0 ≤ ζ2 < ν1. Define the
change of variables
z := xν2 y−ν1 and w := xζ1 yζ2 . (1)
Then any monomial of the form xe1 ye2 can be written as
xe1 ye2 = zi1wi2
where(
i1
i2
)
=
(
ζ2 −ζ1
ν1 ν2
)(
e1
e2
)
.
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Its inverse transform is(
e1
e2
)
=
(
ν2 ζ1
−ν1 ζ2
)(
i1
i2
)
.
Given two polytopes Q and R their Minkowski sum is defined to be the set
Q + R := {q + r | q ∈ Q, r ∈ R}.
Let Newt( f ) = Q + R be a decomposition of the Newton polytope of f into integral polygons
in the first quadrant. Define the polynomials g and h as
g :=
∑
q∈Q
gq X
q , and h :=
∑
r∈R
hr X
r ,
where gq and hr are indeterminates in F. For each δ ∈ Edge( f ), there exists a unique pair of
faces (either edges or vertices) δ′ and δ′′ of Q and R, respectively, such that δ = δ′ + δ′′. One
can also easily show that there exists a unique integer cδ such that
δ′ = {e ∈ Q | `δ(e) = cδ},
δ′′ = {e ∈ R | `δ(e) = −cδ + η},
where η is the constant coefficient of `δ . For i ≥ 0 we define:
f δi :=
∑
`δ(e)=i
aeX
e, gδi :=
∑
q∈Q, `δ(q)=cδ+i
gq X
q , and hδi :=
∑
r∈R, `δ(r)=−cδ+η+i
hr X
r ,
where the polynomials for i = 0 are called edge polynomials, and the polynomials for i > 0 are
those obtained from f , g, or h, by considering only those terms which lie on particular lines. The
system of equations in the coefficient indeterminates of g and h defined by equating monomials
on both sides of the equality f = gh has the same solutions as the system of equations defined
by the following:
f δ0 = gδ0hδ0, and gδ0hδk + hδ0gδk = f δk −
k−1∑
j=1
gδjh
δ
k− j for k ≥ 1. (2)
Thus any specialisation of coefficient indeterminates which is a solution of Eq. (2) will give a
full factorisation of f . However, one still has to ensure that the method can proceed in a unique
way at each iterative step. For this, a special type of boundary factorisation is introduced. Let
Γ ⊆ Edge( f ), and let K = (kγ )γ∈Γ be a vector of positive integers labelled by Γ . Define
Newt( f )|Γ ,K := {e ∈ Newt( f ) | 0 ≤ `γ (e) < kγ for some γ ∈ Γ },
Q|Γ ,K := {e ∈ Q | 0 ≤ `δ(e) < kδ + cδ for some δ ∈ Γ },
R|Γ ,K := {e ∈ R | 0 ≤ `δ(e) < kδ − cδ + η for some δ ∈ Γ }.
A Newt( f )|Γ ,K -factorisation with respect to Q and R, also called a (Γ , K ; Q, R)-factorisation,
is a specialisation of the indeterminate coefficients of g and h indexed by lattice points in Q|Γ ,K
and R|Γ ,K , respectively. If K is the all ones vector, denoted (1), of the appropriate length indexed
by elements of some set Γ , and when Γ , Q and R are fixed and evident from the context, then
we call this a partial boundary factorisation or (1)-factorisation.
Definition 1 (Abu-Salem et al., 2004). Let P denote a convex polygon inR2, Λ a set of edges of
P , and r a vector in R2. We say that Λ dominates P in direction r if the following two properties
hold:
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Fig. 1. Dominating set of edges.
Fig. 2. Newton polygon of f .
• P is contained in the Minkowski sum of the set Λ and the infinite line segment rR≥0 (the
positive hull of r ). Call this sum Mink(Λ, r).
• Each of the two infinite edges of Mink(Λ, r) contains exactly one point of P .
Thus Mink(Λ, r) comprises a region bounded by the interior strip between its two infinite
edges and all edges in Λ. This definition is illustrated in Fig. 1 from Abu-Salem et al. (2004)
where Λ consists of all the bold edges on the boundary indicated by T .
We will call Λ an irredundant dominating set in direction r , thereafter referred to as an IDS
in direction r , if none of its proper subsets is dominating in that direction. The edges in an IDS
are necessarily connected.
Let P = Newt( f ), and Γ be a set of dominating edges of P . We call a (Γ ; Q, R)-boundary
factorisation of f a dominating edges factorisation relative to Γ , Q and R. A coprime dominating
edges factorisation is a (Γ ; Q, R)-boundary factorisation with the property that for each δ ∈ Γ
the edge polynomials gδ0 and h
δ
0 are coprime, up to monomial factors.
Figs. 2–4 from Abu-Salem et al. (2004) illustrate a sample successful factorisation of an input
polynomial f into two non-trivial factors g and h. Fig. 2 represents Newt( f ), and Figs. 3 and
4 correspond to Q and R such that Newt( f ) = Q + R and Newt(g) = Q, Newt(h) = R. The
set Γ of dominating edges of Newt( f ) used to achieve the desired factorisation are the edges
connecting (0, 6) to (12, 0) and connecting (12, 0) to (19, 0). The lines shown in the interior of
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Fig. 3. Newton polygon Q of the generic polynomial g.
Fig. 4. Newton polygon R of the generic polynomial h.
the polygons in Figs. 3 and 4 correspond to the first few lifting steps where in each step a number
of coefficients of g and h are revealed.
We now present a detailed version of the polytope algorithm of Abu-Salem et al. (2004). For
correctness and analysis of the running time, we refer the reader to the original paper therein.
Algorithm 2. Input: A polynomial f ∈ F[x, y] of total degree d, and a positive integer M .2
Output: A factorisation of f or “failure”3 or “ f is irreducible”.
Step 1: Compute a vertex-edge description of Newt( f ) using a polygon convex hull algorithm.
Let the edges be δ1, . . . , δm , cyclically joining the vertices.
Step 2: For each edge δ ∈ Newt( f ), compute a complete factorisation of the edge polynomial
f δ0 , and determine the set {µ(δ)j | 0 ≤ j ≤ deg( f δ0 )}, where µ(δ)j is the number of degree j monic
factors of f δ0 .
2 See Remark 3.
3 See Remark 4.
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Step 3: List all sets {Γi } of square-free dominating edges of Newt( f ). If there are no such
sets then output “failure” and halt. For each set Γi , count the number of coprime (Γi ; Q, R)-
boundary factorisations, where Q and R range over all integral decompositions of Newt( f ).
Select a dominating set Γ for which this number is minimal. If this is greater than M then output
“failure” and halt.
Step 4: For each coprime dominating facets factorisation of f using edges in Γ , do the following:
4.1: Set K = (kδ) where kδ = 1 for all δ ∈ Γ .
4.2: For each δ ∈ Γ , let nδ denote the number of integral points on δ. Let wδ be the number
of integral points on the edge of Q supported by `δ − cδ − kδ .
4.3: Select δ ∈ Γ such that wδ < nδ . If wδ = 0, set Gkδ = Hkδ = 0, increment kδ by 1, and
return to 4.3.
4.4: By Lemma 5, we have δ such that 1 ≤ wδ < nδ . (If δ has already been chosen in a
previous lifting step then the computations in Steps 4.4 and 4.5 need not be performed again.)
Let the primitive affine function supporting δ be `δ , where `δ(e1, e2) = ν1e1 + ν2e2 + η and
(ν1, ν2) = 1. Compute coprime integers ζ1 and ζ2 such that ζ1ν1 + ζ2ν2 = 1, and 0 ≤ ζ2 < ν1.
Define the change of variables xe1 ye2 = zi1wi2 where
i1 = e1ζ2 − e2ζ1, i2 = e1ν1 + e2ν2 = `δ(e1, e2)− η.
Let the monomials s and t be the terms of g and h respectively whose exponent vectors are the
starting vertices of the faces of Q and R defined by `δ − cδ and `δ + cδ − η, respectively.
We have gδi (z, w) = swiGi (z) for some univariate Laurent polynomial Gi (z). Similarly
hδi (z, w) = twiHi (z) and f δi (z, w) = stwi Fi (z), where Hi (z) and Fi (z) are univariate Laurent
polynomials.
4.5: Compute U (z) and V (z) such that V (z)H0(z)+U (z)G0(z) = 1.
4.6: Let q denote the degree in z of the Laurent polynomial
Gkδ −
[
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0
]
(3)
and note that deg(G0) = nδ−1. If nδ−1 > q, then we must have ε = 0. Else, the formal degree
of the Laurent polynomial ε is q − (nδ − 1). Solve for the unknown coefficients in Gkδ uniquely,
or show that no solution exists, using the upper and lower triangular parts of the linear system
for the coefficients of ε defined by the equation
Gkδ −
[
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0
]
= εG0. (4)
If no solution exists then continue the loop 4.
4.7: Compute the polynomial(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
− GkδH0
G0
. (5)
If its coefficients match with the known coefficients of Hkδ then set Hkδ equal to this polynomial.
Otherwise continue the loop 4.
4.8: Increment kδ by 1. If not all coefficients in Q and R have been specialised then return to
Step 4.2.
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4.9: All the coefficients in g and h have now been specialised. Check whether f = gh, and if
so output the pair (g, h).
Step 5: Output “irreducible”.
Remark 3. The positive integer M is a threshold value limiting the number of coprime boundary
factorisations associated with each set of dominating edges of Newt( f ). In effect, this limits
the number of integral decompositions of Newt( f ) that one is allowed to consider in practice.
The threshold is needed in the context that one would expect, in the worst-case scenario, an
exponential number of integral summands of Newt( f ).
Remark 4. One expects failure in the two cases that either Newt( f ) has no square-free
dominating facets – which as a result of Theorem 7 of Abu-Salem et al. (2004) prevents the
polytope lifting method – or that the number of integral summands to be examined is too large
— as allowed by the threshold M .
The following results lead to the correctness of the algorithm:
Lemma 5. Consider Γ as an IDS of Newt( f ) in direction r , a vector K = (kδi )δi∈Γ of positive
integers, one for each δi ∈ Γ , and a partial (Γ , K )-factorisation extending a coprime dominating
edges factorisation. Then there exists at least one edge δ ∈ Γ and a corresponding least integer
tδ ≥ 0 such that extending the given (Γ , K )-factorisation specialises integral points on the line
segment in Newt( f ) defined by the affine function `δi = kδi + tδi − 1.
Proof. Given Γ an IDS in direction r and a vector K = (kδi )δi∈Γ of positive integers, one
for each δi ∈ Γ , let ni denote the number of integral points on δi and wi denote the number of
integral points in Newt( f ) lying on the parallel line segment δ′i and defined by the affine function
`δi = kδi − 1. We then have:
Case 1: If wi 6= 0 for all i , then the set Γ1 consisting of all line segments {δ′i }δ∈Γ forms a
polygonal line segment in Newt( f ) different from Γ , and each edge of Γ1 is parallel to some
edge of Γ . By Lemma 6 of Abu-Salem et al. (2004), Γ has at least one edge that has strictly more
lattice points than the corresponding edge of Γ1, and one can lift across this edge to specialise
further coefficients of f .
Case 2: If wi = 0 for some δi , then we certainly have ni > wi and the associated edge
polynomials Gkδi and Hkδ are zero. Furthermore, for all edges δi ∈ Γ such that wi = 0, let
tδi denote the smallest positive integer such that the number of integral points in Newt( f ) lying
on the line segment δ′′i defined by `δi = kδi + tδi − 1 is non-zero. If not all points of Newt( f )
have been specialised, such an integer must exist, since Γ is an IDS, and ` has the property that
`(e) > 0 for all e ∈ Newt( f ), e /∈ δi . Now define
k′δi =
{
kδi if wi 6= 0
kδi + tδi − 1 if wi = 0
and let δ′′i denote the line segment defined by the affine function `δi = k′δi − 1. Then Γ2 = {δ′′i }i
forms a polygonal line segment in Newt( f ) different from Γ , and each edge of Γ2 is parallel to
some edge of Γ . As above, Γ has at least one edge that has strictly more lattice points than the
corresponding edge of Γ2 and thus can be lifted. 
Theorem 6 (Abu-Salem et al., 2004). Let f ∈ F[x, y] and Newt( f ) = Q + R be a fixed
Minkowski decomposition, where Q and R are integral polygons in the first quadrant. Let Γ
be an IDS of Newt( f ) in direction r , and assume that Q is not a single point or a line segment
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parallel to rR≥0. For any coprime edges factorisation of f relative to Γ , Q, and R, there exists
at most one full factorisation of f which extends it, and moreover, this full factorisation may be
found or shown not to exist in the time polynomial in #Newt( f ).
3. Input model
We choose to investigate the performance of the sparse adaptation when the input polynomial
belongs to Fp[x, y], for a finite field Fp with prime order. As previously reported in the
dense implementation of Abu-Salem et al. (2004), the random experiments are generated by
constructing a degree d input polynomial f using two random polynomials g and h of degree d/2
each, with a given number of non-zero terms. Let t , tg and th denote the number of non-zero terms
in f , g and h respectively. Our algorithm assumes that the non-trivial factors g and h are sparse,
such that tg and th are both at most tλ, for some positive λ < 1. Furthermore, at least one of tg or
th must be greater than or equal to t1/2, so that we can require 1/2 ≤ λ < 1. In the remainder of
this paper, we shall omit the reference to “non-zero terms” and refer to these as simply “terms”.
Also, when analysing the cost of the sparse method with respect to an integral decomposition
Newt( f ) = Q + R, we will restrict our attention to the case when Q and R correspond to the
sparse factors g and h as defined above; i.e, when Q = Newt(g) and R = Newt(h). By this,
we understand that an extension of a coprime dominating edges factorisation using our sparse
method should be aborted once the number of specialised coefficients corresponding to Q or R
exceeds tλ.
Finally, and for the sake of simplicity, we shall assume that both the degree of the input
polynomial and the characteristic of the underlying finite field fit in a machine word.
3.1. Generic shape of Newt( f )
We now describe a few characteristics of the generic shape of Newt( f ) for a non-trivial input
f . By non-trivial we refer to the case when f is non-constant and not known to be divisible by
any monomial of the form xe1 ye2 , for some integers e1, e2 ≥ 0.
Lemma 7. Let f ∈ Fp[x, y]. Then f has at least one term with degree zero in y and one term
with degree zero in x if and only if the corresponding exponent vectors of those two or more
terms are vertices or form edges of Newt( f ) that lie on the x-axis and y-axis respectively.
Corollary 8. Let f ∈ Fp[x, y]. Then f has no trivial monomial factors of the form x i y j for
some integers i, j ≥ 0, if and only if Newt( f ) has at least one vertex on the on the x-axis and at
least one vertex on the y-axis respectively.
The proofs of the above lemma and corollary are easy to establish and we refer the reader to
Ch. 7 in F.K. Abu-Salem (2004) for details.
4. Pre-lifting stages
The pre-lifting subroutines all require a non-trivial implementation touching upon issues about
proper data structures and careful manipulation of geometric data. Assuming the order of the
finite field in question and the degree of the input polynomial fit in a machine word, all field
operations will be referred to as bit operations, and the spatial cost will be measured in bits.
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4.1. Computing Newt( f ) and representing terms of f
The first phase of the algorithm consists in computing Newt( f ) using a convex hull algorithm.
For a degree d polynomial f with t terms, and assuming d fits in a machine word, computing
Newt( f ) involves determining the convex hull of a set of points all of whose coordinates fit in a
machine word. We choose to use Graham’s fast algorithm of run time O(t log t) bit operations
for such an input (Graham, 1972). Graham’s algorithm produces a stack of vertices of Newt( f ),
which uniquely describe the entire polytope, since it is sufficient to store information about the
vertices of a convex set to retrieve any further information about its edges or interior lattice
points. The stack of vertices is built in a counter-clockwise order around a fixed pivot, chosen to
be the lowest rightmost of all input points. Let m denote the total number of vertices of Newt( f ),
V0, . . . , Vm−1; we also store the edge description of Newt( f ) as follows. For i = 0, . . . ,m − 1,
let δi denote the edge defined by Vi+1 − Vi , and store `δi as defined in Section 2.
Since terms of f (and thereafter specialised terms of g and h) will have to be accessed during
every lifting step, one has to modify the representation of f originally given as an arbitrarily
ordered collection of points, to allow quick accessibility. Ideally, this would be through the use
of a dense representation, whereby the non-zero coefficient f(e1,e2) ∈ Fp of a term xe1 ye2 of f
is stored in the array location (e1, e2). Still, this would require O(d2) bits of storage, which is
inhibitive for our sparse adaptation. A possible solution would be to balance the time it takes to
search for a particular term and the total memory required for storing all of them, through the use
of a “semi-sparse” representation, so long as this requires no more than the largest structure used
in the entire algorithm, which will be shown later to be O(tλd) bits of memory, for 1/2 ≤ λ < 1.
To illustrate, suppose that ymax and xmax denote the largest degree in y and x respectively,
and ymin and xmin denote the smallest degree in y and x respectively, among all terms of f .
By Corollary 8, we know that ymin and xmin are both equal to zero when f is a “non-trivial”
polynomial. We then have ymax ≤ d and xmax ≤ d . Without loss of generality we shall always
assume that ymax ≤ xmax , and that all arrays have starting index equal to 0 (rather than 1). We
can now define a recursive structure as follows. Let f tm denote an integer array of size ymax
such that each entry ( f tm)k denotes the number of terms of f whose degree in y is k. Although
this makes the array f tm a dense one, it can now be used to incorporate a sparse data structure
as follows: for k = 0, . . . , ymax and j = 0, . . . , ( f tm)k − 1, define a list of integers ( f abs)k
such that the j th element in the list contains the degree in x of the j th term of f belonging to
the list of terms of degree k in y. A similar list can be constructed to store the coefficients of
terms over Fp. In the worst-case analysis, all terms of f will have the same degree in y, and
we can allow the above sparse structure to occupy O(t + d) bits of memory. Assuming that the
coordinates of the input polynomial are no larger than a machine word size, and combining the
requirements for storing the output in Graham’s algorithm above, where the number of vertices
of Newt( f ) is bounded by t (Edelsbrunner, 1987), the total spatial cost of this stage is dominated
by O(t+d) bits. With this semi-sparse structure, we can decide for the existence of a term xe1 ye2
of f through a simple scan of the sorted list ( f abs)e2 which contains at most t elements, so that
a naive binary search is of the order O(log t). Throughout this paper, we will also be using the
semi-sparse structure to represent bivariate polynomials consisting of partially specialised terms
of the possible factors g and h.
4.2. Finding all irredundant sets of dominating edges
In this section we present some results on irredundant sets of dominating edges and conclude
with an algorithm for identifying all possible such subsets of edges of a given polygon. We first
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introduce a number of notations. If Va and Vb denote any two vertices of a convex polygon P in
R2, then ua,b will denote a unit vector of direction
−−→
VaVb, and Ea,b the set of edges connecting Va
and Vb counter-clockwise. Also, if u and v denote any two unit vectors, then (u, v) will denote
the counter-clockwise angular sector between u and v, both considered rooted at the origin, and
‖(u, v)‖ its magnitude in degrees.
Proposition 9. Let P denote a convex polygon with m vertices in R2 ordered cyclically around
a chosen pivot V0 in a counter-clockwise fashion. Let Vi and V j be two distinct vertices of P.
Then Ei, j is dominant with respect to any unit vector in (ui,i−1, u j, j+1) which is not parallel to
any edge of P if and only if
0 < ‖(ui,i−1, u j, j+1)‖ ≤ 180.
Proof. ⇒ Without loss of generality, assume that 0 ≤ i < j < m and suppose that Ei, j is
dominant with respect to some unit vector r in (ui,i−1, u j, j+1) which is not parallel to any edge
of P . Let n denote the unit vector normal to r , `n denote an arbitrary line of direction n, `r the
line passing through Vi and of direction r , and O = (`n ∩ `r ). Consider the coordinates of the
vertices {Vi , Vi+1, . . . , V j−1, V j } in the orthonormal system (O, n, r), and let Vi ′ and V j ′ denote
the leftmost and rightmost vertices in this system (note that since r is not parallel to any edge of
P , such two points are unique). Then
i ≤ i ′ ≤ j ′ ≤ j
with the first and third inequalities following from the fact that Ei, j is dominant, and the
second inequality holding strictly only if P is non-degenerate. Also, the two semi-infinite
edges of Mink(Ei, j , r) each containing exactly one point of P are those rays starting at Vi ′
and V j ′ respectively and having direction r . Let V ′ = {V j ′+1, V j ′+2, . . . , Vm−1, V0, . . . , Vi ′−2,
Vi ′−1} ordered in a counter-clockwise fashion and let s′ denote the directed line segment
joining V j ′ to Vi ′ . Consider the (possibly degenerate) convex polygon P ′ consisting of vertices
{V j ′ , V j ′+1, . . . , Vm−1, V0, . . . , Vi ′−1, Vi ′} ordered in a counter-clockwise fashion, as in the
following figure:
322 F.K. Abu Salem / Journal of Symbolic Computation 43 (2008) 311–341
Since P ′ ⊆ P , each of the two semi-infinite edges of Mink(Ei j , r) also intersects P ′ only in Vi ′
and V j ′ . Thus, s′ in P ′ is also dominant in direction r and so V ′ ⊂ Mink(s′, r), from which it
follows that:
0 < ‖(r, u j ′,i ′)‖ < 180.
By convexity of P ′, we also have
0 < ‖(r, u j ′, j ′+1)‖ ≤ ‖(r, u j ′,i ′)‖,
and
0 < ‖(ui ′,i ′−1, r)‖ ≤ 180− ‖(r, u j ′,i ′)‖.
Consequently,
0 < ‖(ui ′,i ′−1, u j ′, j ′+1)‖ = ‖(ui ′,i ′−1, r)+ (r, u j ′, j ′+1)‖ ≤ 180 (6)
or
0 ≤ (ui ′−1,i ′ , u j ′, j ′+1) < 180.
By convexity of P ,
(ui−1,i , u j, j+1) ⊆ (ui ′−1,i ′ , u j ′, j ′+1) (7)
and combining with (6) above, we must have
0 ≤ (ui−1,i , u j, j+1) < 180,
or
0 < (ui,i−1, u j, j+1) ≤ 180.
This establishes the forward direction.
⇐ Suppose that 0 < ‖(ui,i−1, u j, j+1)‖ ≤ 180 and let r denote a unit vector in (ui,i−1, u j, j+1)
not parallel to any edge of P . Let V = {V j+1, V j+2, . . . , Vm−1, V0, . . . , Vi−2, Vi−1} be ordered
in a counter-clockwise fashion and let s denote the directed line segment joining V j to Vi .
Consider the interior strip Sr defined by the two infinite lines passing through Vi and V j
respectively and having direction r . We first claim that V ⊂ Sr : for vertices in V to belong to Sr ,
all the unit vectors {u j, j+1, u j+1, j+2, . . . , um−1,0, . . . , ui−2,i−1, ui−1,i } should fall in (r,−r).
Since P is convex, vectors {u j+1, j+2, . . . , um−1,0, . . . , ui−2,i−1} fall in (u j, j+1, ui−1,i ) so that
it suffices to establish (u j, j+1, ui−1,i ) ⊆ (r,−r). Let
α1 = (ui,i−1, r),
α2 = (r, u j, j+1),
α3 = (u j, j+1, ui−1,i ),
and α4 = (ui−1,i ,−r).
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Then
‖α1 + α2 + α3‖ = 180 (8)
and since 0 < ‖(ui,i−1, u j, j+1)‖ ≤ 180 and r ∈ (ui,i−1, u j, j+1), we get
0 < ‖αi‖ ≤ 180, for i = 1, 2, 3, 4. (9)
Using ‖α1‖ = ‖α4‖ in (8) we obtain
‖α2 + α3 + α4‖ = 180,
and because of (9) we get α3 = (u j, j+1, ui−1,i ) ⊆ (r,−r). This establishes that V ⊂ Sr . By
convexity of P , vertices in V also belong to the right side of the directed line segment s so that
V ⊂ Mink(s, r)
and hence
V ⊂ Mink(Ei, j , r)
(as Mink(s, r) ⊂ Mink(Ei, j , r))). Since all other vertices of P not in V trivially also lie in
Mink(Ei, j , r), it follows that all vertices of P , and hence P itself, is in Mink(Ei, j , r). Now,
since it has been assumed that r is not parallel to any edge of P , this concludes the proof that
Ei, j is dominant with respect to r . 
Since no two irredundant dominating sets have the same starting vertex, there exist at most m
irredundant dominating sets starting at each vertex of P . The following algorithm suggested by
Gerhard (2007) produces the set
S = {(i, j mod m) | 0 ≤ i < m, i < j < i + m, and Ei, j mod m is an IDS}.
Algorithm 10. Step 1: Set i ← 0, j ← 0, S← ∅.
Step 2: Do
Step 3: while Ei, j mod m is not dominant do
Step 4: j ← j + 1
Step 5: end while
Step 6: while Ei, j mod m is dominant do
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Step 7: i ← i + 1
Step 8: if i = m
Step 9: if E0, j mod m is not dominant
Step 10: S← S ∪ {(m − 1), j mod m}
Step 11: end if
Step 12: jump to Step 17
Step 13: end if
Step 14: end while
Step 15: S← S ∪ {(i − 1), j mod m}
Step 16: end do
Step 17: Return S.
Proposition 11. The above algorithm works correctly.
Proof. First note that any set Ei,i is trivially not dominant, implying that i ≤ j throughout
the algorithm, and that any set Ei,(i+m−1) is trivially dominant, implying that j < (i + m).
Moreover, since an irredundant dominant set is connected, and if a dominant set is redundant,
then one of the two edges at the beginning and at the end is redundant, and the set remaining
after removing that edge is still dominant. Thus, a dominant set Ei, j is irredundant if and only if
neither E(i+1), j nor Ei,( j−1) is dominant. We wish to show that every pair added to S in Steps
10 or 15 corresponds to an irredundant dominating set of edges. By construction, every such
pair corresponds to a dominant set of edges. We now show that the pair ((i − 1), j mod m)
added in Step 15 corresponds to an irredundant dominating set (the proof for Step 10 is similar).
Specifically, we show that
• the set Ei, j mod m is not dominant, and
• the set E(i−1),( j−1) mod m is not dominant.
We know that E(i−1), j mod m is dominant and Ei, j mod m is not, by construction. Also by
construction, we know that El, j mod m is dominant for some l < i , namely the value of i at
the beginning of the loop 6. Moreover, El,( j−1) mod m is not dominant, by construction. But
El,( j−1) mod m is a superset of E(i−1),( j−1) mod m , and hence the latter is not dominant either. Thus,
at termination, the set S contains only pairs of indices corresponding to irredundant dominating
sets of edges.
Conversely, we need to show that no irredundant dominating sets are missed. Suppose
Es,t mod m is an irredundant dominating set of edges. By Steps 1, 8, and 12, it is easy to see
that i loops over all values from 0 to m − 1. Thus, during some iteration of loop 6, i = s at the
beginning of Step 7. We claim that j = t as well. Since Es, j mod m is dominant, by construction,
and Es,t mod m is dominant and irredundant, we must have t ≤ j . Assume, to the contrary, that
t < j , and let l ≤ s be the value of i at the beginning of the loop 6. By construction, El, j mod m
is dominant and El,( j−1) mod m is not. But Es,t mod m is a subset of El,t mod m , which in turn is a
subset of El,( j−1) mod m . This is a contradiction since the dominating set Es,t mod m cannot be a
subset of the non-dominating set El,( j−1) mod m . Thus t = j . Finally, if s < m−1, E(s+1),t mod m
is not dominating and the condition in step 8 is false, the loop ends with the current iteration at
Step 14, and the pair (s, t mod m) gets added to S in Step 15. Else, if s = m − 1, the loop ends
with the current iteration at Step 12, and the pair (s, t mod m) gets added to S in Step 10 since
E0,t mod m is not dominant. 
Proposition 12. The above algorithm requires O(m) bit operations.
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Proof. We prove this by calculating an upper bound on the total number of times that loop 2
iterates, which in turn is the sum of the maximum number of times that i and j get incremented
by 1 each. It was shown in the proof of Proposition 11 that 0 ≤ i < m and i < j < i +m. Thus,
j < 2m and hence the total number of iterations of the inner loops 3 and 6 is O(m). 
4.3. Determining univariate edge polynomials
At this point, we shall make the distinction between fully sparse (as opposed to semi-sparse)
and dense polynomial representations. In particular, we denote by a fully sparse polynomial
structure any such structure where only information about the exponents of the terms is available,
even when the corresponding polynomial is not sparse enough. In the rest of the text it will be
assumed that all input entries in a fully sparse polynomial representation are ordered according
to the increasing values of exponents. Maintaining output in a fully sparse representation requires
that we rearrange terms in the increasing order of exponents — basically involving a fast sorting
algorithm whose input size depends on the number of terms of the output polynomial. For
simplicity, we shall also always assume that the coefficients of terms in a sparse representation
are stored in a structure matching the one used for exponents, and it will be implicit everywhere
in our discussion that the coefficients of terms are retrieved whenever their exponents are also
retrieved. On the other hand, we denote by a dense polynomial structure any such structure
where information about the (zero and non-zero) coefficients of the corresponding polynomial is
available, as indexed by the degrees of their terms. In the worst-case analysis, both fully sparse
and dense representations will require the same amount of storage for dense polynomials. Note
that we use the dense representation for polynomials which will be needed only temporarily per
any lifting step. In contrast, we use the fully sparse representation for univariate polynomials
indexed by the kδ’s, which need to be stored throughout the entire lifting stage. Note also that
since we do not need to scan through terms of these univariate polynomials (in fact, those are
only needed so that one can perform efficient polynomial arithmetic), such polynomials are better
handled through a fully sparse structure as opposed to the semi-sparse structure we require for
the bivariate polynomials.
From the proof of Corollary 14 of F. Abu-Salem (2004), we know that, for a polynomial f ∈
Fp[x, y] of degree d , each edge of Newt( f ) will have O(d) integral points lying on it, and hence
will be of degree O(d). Throughout the text, we shall refer to the maximum number of integral
points along any edge of Newt( f ) as I. Moreover, when f is sparse, so are the corresponding
univariate edge polynomials along Newt( f ). Thus, we require that they be represented using a
sparse data structure. The entire process of determining these polynomials depends on a number
of subtasks, such as identifying integral points belonging to the edge, choosing only those points
(e1, e2) corresponding to a term of f , and determining the corresponding term in z as defined by
the change of basis in Step 4 of Algorithm 2. For a detailed description on how to determine all
univariate edge polynomials using O(td) bit operations and O(t2) bits of storage, we refer the
reader to Ch. 7 in F.K. Abu-Salem (2004).
4.4. Computing the set of all integral points in Newt( f )
Let IP denote the set of all integral points in Newt( f ). Computing and then storing the set
of all integral points belonging to the polytope requires about O(d2) bits of storage, which can
become highly restrictive even for moderately large input degrees. Another alternative approach
which does not require that we store any lattice points but performs a test of inclusion based on
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the “left-sidedness” of an arbitrary point with respect to all directed edges of the polytope has
a cost of O(m) ⊆ O(t) integer operations — see O’Rourke (1998), Ch. 3. However, it can be
costly to invoke this test very frequently during every lifting step. The solution we provide is
enhanced by the fact that nowhere in our sparse adaptation will we need to have all elements of
IP available at one and the same time. Accordingly, it is sufficient to store a significantly smaller
subset of IP that still allows us to either retrieve all of its elements or check whether an arbitrary
point of the plane belongs to it. One possible idea is to identify lattice points of the polytope
that lie on every horizontal line y = k, for k = 0, . . . , ymax . This can be done by computing
the points of intersection between all such horizontal lines and Newt( f ). Since these points of
intersection may not be lattice points, we introduce the alternative notion of a near intersection
point to be that lattice point (common to the line and to the boundary or interior of the polytope)
that is closest (or at best identical) to the real intersection point. Since these can be either actual
integral points of intersection or integral points that are closest to the intersection, we are sure that
all elements of IP falling on the line y = k should lie between the two near points of intersection.
Repeating the procedure for all y = 0, . . . , ymax labels in this way all elements of IP, and more.
Given an arbitrary point of the plane (a, b), we can define a Boolean function which returns
whether (a, b) ∈ IP or not, by simply retrieving the near intersection points between Newt( f )
and y = b. Obviously, a is an integer lying between the abscissas of the two near intersection
points if and only if (a, b) ∈ IP. To find a near intersection point between y = k and Newt( f ),
it suffices to intersect each edge of Newt( f ) of the generic equation ux + vy + w = 0 with
the horizontal line, by computing the rational number x = (−vk − w)/u. If x is not an integer
in {0, . . . , xmax }, one checks whether (dxe , k) or (bxc , k) belongs to IP using the test for left-
sidedness. By convexity of Newt( f ), we are sure that either of the two points will belong to
Newt( f ), and will be the closest to the point of intersection between Newt( f ) and y = k. The
run time of this process depends on the width of the interval [0, ymax ] as well as on the cost
of one call to the test of left-sidedness, which is O(t) bit operations. Since each horizontal line
has to be intersected with at most m ≤ t edges, during which a floating point operation and a
test of left-sidedness are performed, this brings the cost of finding all integral points to O(t2d).
Since at most two integers less than or equal to d representing the coordinates of the near points
of intersection are stored for y = 0, . . . , ymax , where ymax ≤ d, the spatial cost for storing a
description of IP using the above method is O(d) bits.
Assuming that this subset of points in IP is produced only once at the beginning of the
algorithm, testing for the inclusion of an arbitrary point in the plane comes at no cost beyond that
of referencing two array entries. In the remainder of this paper, we shall denote by I n(IP, a, b)
the function call which returns PASS if a point (a, b) belongs to IP and FAIL otherwise.
4.5. Intersecting arbitrary lines with the polytope
In many of the subroutines to follow it becomes essential to investigate how a geometric
intersection between arbitrary straight lines and Newt( f ) can be performed under the restriction
that all computations have to receive and produce only integer values corresponding to lattice
points of Newt( f ). The main problem then lies in that the intersection points between any two
lines may not be lattice points. But then, they would simply not contribute to any terms in the
lifted polynomials and hence the algorithm as a whole, which makes them dispensable for our
application. A possible solution resides in considering near intersection points which can still
serve the same purpose, that of identifying all possible points of the polytope corresponding to
terms in particular lifted polynomials. The crucial idea behind our approach depends on the fact
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that if `′ intersects an edge of Newt( f ) in some point, this should lie in the smallest rectangle
R containing Newt( f ) whose edges fall on the lines of equations x = 0, x = xmax , y = 0 and
y = ymax . That this can be found is a result of the fact that the convex hull computed above is the
smallest convex polygon containing all points corresponding to terms of f . The entire approach
can be shown to run in O(td) bit operations. For a description of this subroutine and analysis of
its correctness and run time, we refer the reader to Algorithm 7.3.1 and Theorem 7.3.1 of F.K.
Abu-Salem (2004). Thereafter, we shall denote by Intersection(P, u, v, w) the subroutine which
determines the near intersection points of the line `′ = ux + vy +w with the polygon P , if such
an intersection exists, and the empty set otherwise.
4.6. Choosing coprime dominating edges factorisations
Since our application is designed so as to specifically target sparse polynomials, we allow
the use of a “naive” algorithm for identifying summands and associated coprime dominating
edges factorisations, which, despite being exponential in the number of edges m of Newt( f ),
requires negligible storage. Since m ≤ t , we expect this trade-off between memory and run
time to be effective only for significantly sparse polynomials. Such boundary factorisations are
not all computed at once, so that lifting can proceed using one fixed coprime dominating edges
factorisation which gets discarded when the lifting equations cannot be solved uniquely. The
process is based on a recursive procedure which can be shown to terminate correctly using
O(td t ) bit operations and O(t) bits of memory—we refer the reader to Ch. 7 in F.K. Abu-Salem
(2004) for more details. Using the above, we obtain only the edge sequences corresponding to
the summands Q and R of Newt( f ), which describe a unique decomposition up to translation
with an arbitrary vector in R2. However, it is essential that we identify which of these translated
summands will correspond to possible factors of f . In particular, the following consequence of
Corollary 8 requires that we seek a vertex description allowing the proper translation of Q and
R according to the fact below:
Corollary 13. Let f ∈ Fp[x, y] such that f has no trivial monomial factors of the form x i y j
for some positive integers i and j , and let Q be any summand of Newt( f ) that corresponds to a
possible factor g of f . Then Q must have at least one vertex on the x-axis and at least one vertex
on the y-axis respectively.
Proof. This follows directly from Corollary 8. 
Once a vertex description of the appropriate translated images of summands has been
computed, we can determine the sets of integral points IPg and IPh belonging to Q and R
in O(t2gd) ⊆ O(t2λd) and O(t2hd) ⊆ O(t2λd) bit operations respectively, as we have seen
earlier in the case of Newt( f ). We further keep track of two indices, denoted by remg and
remh , and initialised to #IPg and #IPh respectively. The indices are decreased by 1 every
time a new coefficient is specialised, so that a total specialisation of coefficients of g or h is
reached when any of remg or remh is zero. We can now use the coprime dominating edges
factorisation chosen above to specialise a subset of the non-zero coefficients of the possible
factors g and h corresponding to the fixed pair of summands being considered. As in the semi-
sparse representation of terms of f , we store only these terms of g and h specialised so far. The
data structure is identical to the one described in Section 4 for representing terms of f , with
gymax/gymin and hymax/hymin , gxmax/gxmin and hxmax/hxmin , gtm and htm, and gabs and
habs the analogous terms of ymax/ymin , xmax/xmin , f tm, and f abs respectively, as seen above.
Since max(tg, th) ≤ tλ, this would require O(tλ + d) bits of memory.
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5. The sparse lifting algorithm
With the exception of the summand counting algorithm and the corresponding subroutine
for determining dominating coprime edges factorisations, all the previous tasks are part of
the precomputation phase whose run time cost is dominated by the time to find all possible
dominating coprime edges factorisations. However, one need not compute all of these at once:
Lifting can be initiated for each coprime edges factorisation one at a time until a factor is found
or the lifting procedure fails. Our empirical findings demonstrate that in practice, and given very
sparse polynomials such as those defined in Section 3, the total number of dominating coprime
edges factorisations is considerably less than the total degree of the input polynomial. For such
a class of polynomials, we shall consider that the sparse lifting procedure will be invoked a
number of times it is bounded by some small constant M . It is recommended that the polytope
method be discarded once the number of coprime edges factorisations attempted exceeds this
bound (Abu-Salem et al., 2004). The main subroutine of the polytope lifting stage is as follows:
Algorithm 14. Input: A (Γ , K ; Q, R) coprime dominating edges factorisation, where K =
(kδi )δi∈Γ , with kδi = 1 for all i = 0, . . . ,m′ − 1.
Output: A factorisation of f , or “failure”.
While a factor of f has not been found and not all coefficients in Q and R have been specialised,
do:
Step 1: For every δ ∈ Γ do
1.1: Retrieve its summand δ′ ∈ Q, the corresponding primitive affine function `δ′ , and the
number of integral points on δ′ denoted by gnδ′ . If δ′ is a point and not an edge, continue the
loop 1.
1.2: Count the number uδ′ of unspecialised terms on the kδ translate of the supporting line of
δ′ into Q, and whose equation is defined by `δ′ = (kδ).
Step 2: Choose one edge δi whose summand satisfies:
– uδ′i < gnδ′i
– uδ′i = max(uδ′s )s=0,...,m′−1.
Step 3: Set kδi ← kδi + 1 and perform a K lifting of the given partial factorisation. If this
extension produces failure, output “Failure”.
The pseudo-code above mostly reflects the operations in Step 4 of Algorithm 2, which has
been proven to terminate either with a failure or with a factor of f — see Abu-Salem et al.
(2004) for full details. The only slight modification is in choosing the suitable edge to lift
from. Primarily, one has to choose δ′ such that the number of unspecialised terms on its kδ
translate is less than the number of integral points on δ′. In the dense implementation of Abu-
Salem et al. (2004), preference was given to “shorter” edges even though lifting from these ones
revealed a smaller number of coefficients of g and h, since their corresponding lifted univariate
polynomials had smaller degrees, and hence could be processed faster by polynomial arithmetic
subroutines. However, this argument does not hold in our sparse adaptation, where the cost of
sparse polynomial arithmetic becomes dependent on the number of terms in a polynomial rather
than its degree. Also, since we expect many of the lifted univariate polynomials to be zero, non-
trivial polynomial arithmetic is performed only very rarely. Preference is thus shifted to longer
edges which reveal more coefficients per lifting step. To establish the operational and spatial costs
of the above lifting module, we shall need to investigate each of its inner subroutines, which is
done in the rest of this section. Thereafter, we shall assume that, for all edges δ ∈ Newt( f ), all
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non-trivial summands δ′ in Q have been precomputed at the time Q itself was computed, and
will use tg as an upper bound on the number of such summands. Similarly for R.
5.1. Detecting specialised coefficients
A crucial aspect of our sparse adaptation consists in that only non-zero terms of g or h get
stored as they are revealed during the lifting stages. Consequently, it becomes essential to find
efficient ways of identifying whether or not an arbitrary point in Q (or R) corresponds to a
specialised term of g (or h), a task which is otherwise immediate in a dense implementation,
where information about all the lattice points is stored. For this, we propose the following:
Algorithm 15. Specialised(i, j)
Input: An arbitrary point (i, j) of Q, and a partial (Γ , K )-factorisation extending a coprime
dominating edges factorisation.
Output:
• The coefficient g(i, j) of x i y j in g, if (i, j) corresponds to a known non-zero term of g,
• 0 if (i, j) corresponds to a known zero term of g,
• and −1 otherwise.
Step 1: Scan the list (gabs) j ; if there exists an element with value i , return the value of its
coefficient.
Step 2: For every δ ∈ Γ , let δ′ denote its summand in Q, kδ denote the entry in the K vector
indexed by δ, and `δ′ denote the primitive affine function associated with δ′.
Step 2.1: If `δ′(i, j) < kδ Return(0).
Step 3: Return(−1).
Proposition 16. Algorithm 15 works correctly and requires O(tλ) bit operations.
Proof. The algorithm above performs readily a check by a simple scan of the list of non-zero
terms of g that have already been specialised. If there is such a term, the algorithm halts. Else,
we know that (i, j) corresponds to either a known zero term or an unspecialised one. The input
to the algorithm presupposes a partial (Γ , K ) factorisation, where exactly the coefficients of g
indexed by lattice points in Q|Γ ,K have been specialised (Abu-Salem et al., 2004). But these are
precisely the points given by:
Q|Γ ,K := {e ∈ Q | 0 ≤ `δ′(e) < kδ where δ′ is a summand of some δ ∈ Γ },
which establishes correctness. The cost of the algorithm follows from that the cost for scanning
the list (gabs) j is O(log tg) ⊆ O(log tλ), and that the main loop of the algorithm iterates at
most tg ≤ tλ times, during which only a fixed number of additions and multiplications are
performed. 
5.2. Counting unspecialised terms
We now discuss another frequently used procedure for counting unspecialised terms on
translated edges of Q:
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Algorithm 17. Input: δ in Γ , δ′ its summand in Q, and a partial (Γ , K )-factorisation extending
a coprime dominating edges factorisation.
Output: The number of unspecialised coefficients corresponding to integral points on the kδ
translate of the supporting line of δ′ into Q.
Step 1: Retrieve the primitive affine function `δ′ = ν1x+ν2y+η−cδ , and consider the equation
of the line `′ given by `δ′ = kδ; set num ← 0.
Step 2: Call Intersection(IPg, ν1, ν2, η − (cδ + kδ)).
Step 3: For every integral point (i, j) between and including the two near points of intersection
produced in Step 2 above, if Specialised(i, j) = −1, set num← num+ 1.
Step 4: Return num.
Proposition 18. Algorithm 17 works correctly as specified and requires O(tλd) bit operations.
Proof. The proof is easy to establish using Lemma 8 of Abu-Salem et al. (2004). We refer the
reader to Ch. 7 of F.K. Abu-Salem (2004) for the complete details. 
6. Investigating one lifting step
The following section is dedicated to analysing the run time costs of a number of major
subroutines used per one step of lifting from a fixed edge in Γ . It is in these tasks that other strong
aspects exploiting sparsity will be highlighted. The most basic of these tasks is related to sparse
arithmetic of univariate polynomials over Fp. Assuming that terms of sparse polynomials are
stored in the increasing order of their exponents, we can add two sparse polynomials with t0 and
t1 terms respectively using O(max(t0, t1)) bit operations and O(max(t0, t1)) bits of memory —
see Algorithm 30 of F.K. Abu-Salem (2004). Accordingly, the product of two polynomials with t0
and t1 terms respectively can be achieved using repeated calls, say t0 of them, to a sparse addition
subroutine, operating on t0 polynomials each with t1 terms. This can be easily seen to require
O(max(t0, t1)t0t1) bit operations, and O(t0t1) bits of memory for storing the final product.
6.1. On long division with remainder of Laurent polynomials
We now discuss in some detail how to perform long division with remainder for Laurent
polynomials. The set of all such polynomials forms a commutative ring R[z, z−1], where division
with remainder between two Laurent polynomials is possible; however, this division is not a
unique operation (Daubechies and Sweldens, 2000). Given two Laurent polynomials, say a(z)
and b(z) 6= 0, there always exist a Laurent polynomial q(z) and a Laurent polynomial r(z) so
that r(z) = a(z) − b(z)q(z) and deg(r(z)) < deg(b(z)). As such, r(z) consists of deg(b(z))
terms or less (where some of the middle terms can be zero), and hence b(z)q(z) has to match
a(z) in at least deg(a(z))− deg(b(z))+ 1 terms. However, since the remainder is also a Laurent
polynomial, there exists more than one choice for the integer pair (i, j) such that
r(z) =
j∑
k=i
rkz
k,
where j − i = deg(r(z)). As a result, we are free to choose the matching terms of a(z) and
b(z)q(z) in the beginning, the end, or divided between the beginning and the end of a(z). For
each choice of terms, a corresponding long division algorithm exists.
Since division is not unique, this allows us to transform the modular operations in (4) to that
between two regular polynomials. We have seen earlier that since G0 is an edge polynomial, it
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is a regular polynomial whose degree is equal to one plus the number of integral points found
on its corresponding edge. We can thus require that the Laurent remainder be a strictly regular
polynomial of degree less than that of G0. As a result, and to compute the quantity
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0,
where
a(z) = V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
is a Laurent polynomial, it suffices to rewrite a(z) = z−βreg(z), where−β is the lowest negative
exponent appearing in a(z), and to compute the inverse of zβ modulo G0, called inv(z) (by
construction, we also know that G0 has a non-zero constant term, and hence is relatively prime
to zβ , which makes zβ invertible modulo G0, with inv(z) a regular polynomial). We then have
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0 ≡ inv(z).reg(z) mod G0,
where the righthand side reduces to an ordinary modular operation over Fp involving only regular
polynomials, and whose remainder, if non-zero, has degree less than deg(G0).
On the other hand, Eq. (5) requires that we compute the quotient of a Laurent polynomial over
G0. Note that in this case[(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
− GkδH0
]
mod G0
should be zero; else, we know that no extension exists for the partial factorisation. The quotient
q(z) can thus be found uniquely, by simply solving for q(z) in(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
− GkδH0 = q(z)G0.
6.2. A sparse lifting step
The most computationally extensive part of a single lifting step consists in solving for the
polynomial ε(z) such that
Gkδ −
[
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0
]
= ε(z)G0, (10)
where Gs (or Hs), for s = 1, . . . , kδ − 1, are fully specialised univariate polynomials. In the
worst-case analysis, one would expect to lift O(d) times from any edge of Newt( f ) (a number
we will denote byM), where this measure is derived from the dimensions of the d × d square
embedding Newt( f ). Consequently, we would have to preallocate a region of memory sufficient
to holdM = O(d) polynomials per edge, each having degree bounded by I = O(d). But this
amounts to O(d2) bits of memory, despite the fact that many of these polynomials may turn out
332 F.K. Abu Salem / Journal of Symbolic Computation 43 (2008) 311–341
to be zero. A crucial modification to the above dense scenario caters not only to the fact that these
polynomials would at worst be as sparse as g or h, but that very few of them will be non-zero.
Particularly, we have the following:
Lemma 19. Let f ∈ Fp[x, y] be a polynomial with t non-zero terms and of total degree d.
Let r be a vector in R2 and let Γ be an IDS of Newt( f ) in direction r . Assume furthermore
that f = gh for two non-trivial factors g, h ∈ Fp[x, y] with tg and th terms respectively,
such that max(tg, th) ≤ tλ for some λ satisfying 1/2 ≤ λ < 1. Then, given the decomposition
Newt( f ) = Newt(g)+Newt(h) such thatNewt(g) is not a single point or a line segment parallel
to rR≥0, and for any coprime dominating edges factorisation of f relative to Γ ,Newt(g) and
Newt(h), there will be at most tλ non-zero polynomials gkδ and t
λ non-zero polynomials hkδ
relative to any δ ∈ Γ , for kδ ≥ 0, and satisfying the Hensel lifting equations in (2). Moreover,
the total number of coefficients of these non-zero polynomials is in O(tλ).
Proof. Consider all possible liftings from some edge δ ∈ Γ , and let δ′ denote its summand in
Newt(g). Since tg ≤ tλ, the number of lattice points of Newt(g) corresponding to specialised
non-zero terms of g is at most tλ, and hence the total number of coefficients of the non-zero
polynomials gkδ is in O(t
λ). In the worst-case analysis, none of these lattice points will fall on the
same translate of the supporting line of δ′ into Newt(g). In that case, the lifted polynomials whose
terms correspond to lattice points of Newt(g) on these translates will be non-zero, and there will
be at most tλ of them. An identical argument applies for the lifted polynomials in Newt(h). 
The discussion below applies for the representation of both polynomials g and h. The data
structure we choose treats the distribution of theGs’s as a sparse one, fromwhich information can
be derived only about the non-zero lifted polynomials. Such polynomials are collected in a singly
linked ordered list of pointers, whose elements point only to non-zero polynomials Gs , ordered in
the increasing order of their translate index s. Another integer array, Ghd , of lengthM = O(d),
is used to provide quick access to the list as follows. If (Ghd)s = −1, for some s ≤ M, then
Gs is understood to be zero; else, if (Ghd)s ≥ 0, then Gs is non-zero and occupies position
(Ghd)s in the list. Furthermore, each polynomial in the list is represented using a fully sparse
data structure, namely, an array whose entries contain the exponents of its non-zero terms only.
As before, we make implicit the construction of a similar structure for obtaining the coefficients
of terms whose exponents are stored. The cost for updating the list is constant, due to the fact
that it is ordered in the same order in which non-zero polynomials appear during the entire lifting
stage, so that new elements are appended to the end of the list. The total memory required per
edge for this entire scheme isM = O(d) bits of memory for Ghd , and by Lemma 19, O(tλ)
bits of memory for maintaining the list of pointers, and O(tλ) bits for storing the polynomials
Gs in fully sparse format. For all edges of Newt(g) whose total number is bounded by tg ≤ tλ,
this amounts to O(tλ(tλ + d)) bits of memory. With this structure, the subroutine for computing∑kδ−1
j=1 G jHkδ− j is as follows:
Algorithm 20. Form−sum(kδ)
Input: A partial (Γ , K )-factorisation extending a coprime dominating edges factorisation, a fixed
edge δ to lift from, and all univariate polynomials Gs and Hs , for s = 1, . . . , kδ − 1, as fully
specialised polynomials.
Output:
∑kδ−1
j=1 G jHkδ− j in sparse format.
Step 1: Set sum← 0; for j = 1, . . . , kδ − 1 do
If (Ghd) j 6= −1 do
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If Hhdkδ− j 6= −1 do
1.1: Retrieve the polynomials pointed to by (Ghd) j and (Hhd)kδ− j .
1.2: Invoke a sparse multiplication subroutine to form their product prod.
1.3: Invoke a sparse addition subroutine to form sum+ prod.
1.4: Store the result in sum.
Proposition 21. Algorithm 20 works correctly as specified, and requires O(t3λ) bit operations
and O(t2λ) bits of temporary storage.
Proof. Correctness of the use of the data structure is an immediate consequence of the discussion
above. To establish the run time, we know that the main loop iterates at mostM = O(d) times.
However, since there are at most tλ non-zero polynomials G j or H j , for j = 1, . . . , kδ − 1,
in many cases the procedure will never perform the inner-most arithmetic polynomial computa-
tions. Hence, we need to redefine what a worst-case scenario will be. By Lemma 19, there will
be a collection G′ of at most t2λ polynomial pairs (G j , Hkδ− j ) per any lifting step such that both
polynomials are non-zero. In the worst-case analysis, there will be one pair (G j ′ , Hkδ− j ′) in G′
with at most tλ terms per polynomial, where the product of one such pair requires O(t3λ) bit op-
erations, producing a polynomial with O(t2λ) terms. The remaining pairs in G′/{(G j ′ , Hkδ− j ′)}
will have O(1) terms per polynomial, so that the product of one such pair requires O(1) bit op-
erations, and the sum of products of pairs in G′/{(G j ′ , Hkδ− j ′)} requires O(t2λ) bit operations.
Adding this sum to G j ′Hkδ− j ′ is dominated by O(t2λ) bit operations, and produces a polynomial
of O(t2λ) terms, which in turn requires O(t2λ) bits of temporary storage. 
Proposition 22. The polynomial resulting from the expression
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0 (11)
can be obtained using O(d L(d)) bit operations and O(d) bits of temporary storage.
Proof. Unlike the lifted polynomials Gs and Hs , for s = 1, . . . , kδ − 1, the polynomial Fkδ is
used only once in a particular calculation and so need not be stored for any edge. Hence, we
represent this polynomial temporarily in a fully sparse data structure that can be reused by any
edge from which one is lifting. To determine Fkδ , one first identifies all possible integral points
found along the kδ translate of the supporting line of δ into Newt( f ), using O(d) bit operations.
The maximum number of such integral points is I = O(d), and for every integral point, we scan
the lists of terms of f in O(log t) bit operations to see if the point corresponds to some non-zero
term of f . If such a term is found, a corresponding z term is formed according to the change of
basis described in Step 4.3 of Algorithm 2 using integer addition, multiplication, and division,
all of whose input does not exceed a machine word size. Finally, the terms of the produced
polynomial are rearranged in the increasing order of exponents, to conform to the representation
required by sparse polynomial arithmetic subroutines. In total, the cost of the above process is
O(d log t) bit operations.
Now that we have computed Fkδ , we can form
Fkδ −
kδ−1∑
j=1
G jHkδ− j (12)
using sparse addition over Fp, and
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Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0 (13)
using division with remainder for Laurent polynomials — see Section 6.1. Note that the number
of terms in G0 is bounded by tg , and its degree is bounded by I = O(d). Also, the dividend
in (13) has at most t + t2λ < 2t2λ terms and has degree bounded by I = O(d). Despite that
both dividend and divisor are sparse, the intermediary remainders may not necessarily be so.
Let L(d) = log d log log d . The above will then take O(d L(d)) operations over Fp (using fast
methods such as in Aho et al. (1974)), producing a remainder with degree bounded by I = O(d)
and which hence has O(d) terms. Finally, since deg(V ) < deg(G0) = nδ − 1 ≤ I = O(d),
we can multiply the remainder in (13) by the regular polynomial V using O(d L(d)) bit
operations (Cantor and Kaltofen, 1991). The resulting polynomial has degree in O(d), and the
final reduction operation in (11) can be performed using O(d L(d)) bit operations. The result in
(11) is a regular polynomial of degree O(d) and will be stored temporarily as part of the data
structure for the expression in (14) below. When t ≤ d, the total run time it takes to compute
(11) is O(d L(d)) bit operations. 
6.3. Representing unknown polynomials and expressions
All the computations so far have involved fully specialised polynomials, which led us to
exploit commonly known data structures in their representation. We now discuss the more
complex symbolic representation of polynomials with unknown coefficients and systems of
equations involving several unknowns. The first such example is in representing the polynomial
Gkδ , whose coefficients are not all known at the time we start performing a partial (Γ , K )-
factorisation. We will represent Gkδ temporarily also as part of the data structure for the
expression in (14) below, and the information stored will cover all possible terms (whether
zero, non-zero, or simply unknown) in Gkδ . Since Gkδ is a Laurent polynomial whose terms can
have negative exponents, it becomes essential to keep track of the maximum possible number
of terms in Gkδ , in order to avoid accessing unwanted entries in the underlying data structure.
If lbG and ubG denote the respective lowest and highest exponents among terms of Gkδ that
are either non-zero or unspecialised, we define the possible degree of the unknown polynomial
Gkδ to be the difference ubG − lbG . Another example of an unknown symbolic entity is the
expression
L = Gkδ −
[
V
(
Fkδ −
kδ−1∑
j=1
G jHkδ− j
)
mod G0
]
. (14)
This quantity represents the lefthand side of the main lifting equation (10), where Gkδ is a
polynomial whose coefficients are partially specialised, and the second summand is a fully known
polynomial. Since we need a symbolic structure matching the nature of L before the unknown
coefficients are specialised, this has to deal with its two separate summands. Suppose we choose
to use an array L: Two issues to resolve are the size and nature of L. We have seen that Gkδ and
the polynomial in (11) both have degree bounded by I = O(d), so that in total L will have O(d)
terms. Furthermore, the expression in (11) is a regular polynomial, but since Gkδ can be a Laurent
polynomial, L inherits the same structure. Let lbG and ubG be as defined above, and lb and ub
denote the smallest and largest exponents of terms appearing in (11), so that ub − lb = O(d).
Then L should have entries whose exponents range from min(lbG , lb) to max(ubG , ub), which
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we shall denote by lowL and highL respectively. As such, highL − lowL represents the highest
possible degree that L can attain after being fully specialised. Also, note that the degree q of the
Laurent polynomial in (3) is also given by highL − lowL.
Since we have to use L in a process which involves comparing coefficients of terms on both
sides of Eq. (10), it will be more convenient to store L in a dense format, whereby information
about both the zero and non-zero coefficients of terms is revealed. Accordingly, the entries of L
should point to the coefficients of the polynomial expression in (14). Now, since the coefficients
can inherit two pieces of input, one from Gkδ , representing an unknown, and one from (11),
which is fully specialised, we allow each coefficient to reflect this structure, by associating with
the i th entry of L two integers: the first containing the coefficient of zi in Gkδ , and the second
containing the coefficient of zi in (11). In total, this requires that we treat L as an array of two 1D
arrays, say L0 and L1, each of size O(d). The above representations can be used to solve for the
unknown polynomial ε(z) in (10) as follows. The trivial case when deg(G0) = nδ − 1 is greater
than the highest possible degree of the lefthand side results in ε(z) being the zero polynomial,
so that L itself is zero. The unknown coefficients of zi in Gkδ can then be specialised using the
following algorithm. Note that Algorithm 23 below can be applied in the general case when L is
a fully specialised, not necessarily zero polynomial, and hence can be invoked to determine the
polynomial Gkδ and the corresponding g coefficients when ε(z) is not zero.
Algorithm 23. Input: A partial (Γ , K )-factorisation extending a coprime dominating edges
factorisation, and a fixed edge δ ∈ Γ to lift from. Also given are the polynomial in (11) and L as
a fully specialised polynomial in the form
∑
j=lowL,...,highL c j z
j , for some known values c j ∈ Fp.
Output: Gkδ as a fully specialised univariate polynomial in fully sparse format, and the
specialisation of the corresponding coefficients of the bivariate polynomial g, or “failure”
(signalling that this particular (Γ , K )-factorisation cannot be extended successfully).
Step 1: Initialise all entries L0 and L1 to −1.
Step 2: Let τ be the degree of the regular polynomial in (11). For i = 0, . . . , τ , set L(i)1 to be the
coefficient of zi in (11).
Step 3: For i = lbG , . . . , ubG :
3.1: Use the change of basis in Step 4 of Algorithm 2 to determine the integers a and b such
that xa yb is the bivariate term in gkδ corresponding to z
i in Gkδ .
3.2: Set c← Specialised(a, b):
3.2.1: If c = −1, set L(i)0 ← ci − L(i)1 . If the latter is different from zero, add L(i)0 to the
list of non-zero terms of g, and reduce remg by 1.
3.2.2: Else if c 6= −1 and c 6= ci − L(i)1 , return “failure”.
Proposition 24. Algorithm 23 works correctly as specified and requires O(tλd) bit operations
and O(d) bits of temporary storage.
Proof. The proof is easy to establish and we refer the reader to Ch. 7 of F.K. Abu-Salem (2004)
for details. 
If deg(G0) = nδ − 1 ≤ q (recall that q denotes the highest possible degree that L can attain
after being fully specialised), the degree in z of ε(z) is q − (nδ − 1) so that we need to solve
for the q − nδ + 2 unknown coefficients of ε(z). By Lemma 8 of Abu-Salem et al. (2004), at
most wδ coefficients of Gkδ have not been specialised and are adjacent terms. This results in
exactly (q + 1) − wδ specialised coefficients of the lefthand side of (10) which are adjacent
lowest and adjacent highest terms. Since wδ < nδ (recall that δ is the edge chosen for the current
336 F.K. Abu Salem / Journal of Symbolic Computation 43 (2008) 311–341
lifting step), we have that (q + 1) − wδ ≥ q − nδ + 2. On the righthand side of (10), all of
the coefficients except those of ε(z) have been specialised; on the lefthand side of (10), all but
the middle wδ coefficients have been specialised. Using the adjacent lowest and adjacent highest
specialised coefficients of (10) and equating terms on both sides of the equation define a linear
system with both lower and upper triangular parts. Those can either be solved uniquely, thus fully
determining ε(z), or may not produce a solution (if nδ > wδ). Further discussion can be found
in the proof of Lemma 9 of Abu-Salem et al. (2004). We now claim the following:
Lemma 25. The upper and lower triangular parts of the linear system resulting from equating
coefficients of polynomials on both sides of L = ε(z)G0 are sparse linear systems each with
O(tλd) non-zero elements over Fp.
Proof. The proof is easy to establish, partly using Lemma 19 above. We refer the reader to Ch.
7 in F.K. Abu-Salem (2004) for details. 
Corollary 26. The upper and lower triangular parts of the linear system resulting from equating
coefficients of polynomials on both sides of L = ε(z)G0 can each be solved using O(t2λd) bit
operations and O(tλd) bits of storage.
Proof. Assuming that the entries of any of the upper and lower parts belong to a finite field
with prime order which fits in a machine word, one can now obtain a solution using O(t2λd) bit
operations with O(tλd) bits of temporary storage memory using any of the well-known sparse
direct methods — see for instance Duff et al. (1986) on a broad survey of data structures and
algorithms for sparse Gaussian elimination. 
Lemma 27. The polynomial resulting from the expression
Hkδ =
(Fkδ −
kδ−1∑
j=1
G jHkδ− j )− GkδH0
G0
(15)
can be obtained using O(d L(d)) bit operations and O(d) bits of temporary storage.
Proof. When one or two of the triangular systems have been solved uniquely, and assuming
that the results of the two triangular systems are consistent, one can then immediately retrieve
ε(z), and hence set up a representation of Hkδ by solving for the unknown coefficients using
Eq. (15). Performing the above requires O(d L(d)) bit operations and O(d) bits of temporary
storage, and the corresponding coefficients of h are specialised through a trivial process similar
to Algorithm 23 using O(tλd) bit operations — we refer the reader to Ch. 7 in F.K. Abu-Salem
(2004) for more details. 
7. Total run time and memory
We are now ready to establish the total cost of the sparse adaptation, combining the above
subcosts across all possible liftings per one coprime dominating edges factorisation. In particular,
we shall distinguish between two categories of subtasks, those that will be carried out during
every possible lifting step, and those which will be performed a number of times that is dependent
on the sparsity factor t of f . We have the following concluding result:
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Theorem 28. Let f ∈ Fp[x, y] be a polynomial with t non-zero terms and of total degree d
such that t < d. Let r be a vector in R2 and let Γ be an IDS of Newt( f ) in direction r .
Assume furthermore that f = gh for two non-trivial factors g, h ∈ Fp[x, y] with tg and th terms
respectively, such that max(tg, th) ≤ tλ for some λ satisfying 1/2 ≤ λ < 1. Then, there exists an
integral decomposition Newt( f ) = Newt(g)+ Newt(h) such that Newt(g) is not a single point
or a line segment parallel to rR≥0. Furthermore, for any coprime dominating edges factorisation
of f relative to Γ ,Newt(g) and Newt(h), there exists one full factorisation of f which extends
it. Assuming that d and p fit in a machine word, and using fast polynomial arithmetic, this
factorisation can be computed (or shown not to exist) using O(tλd2 + t2λd L(d) + t4λd) bit
operations, where L(d) = log d log log d, and O(tλd) bits of memory.
Proof. That there exists an integral decomposition of Newt ( f ) into two Newton polytopes
corresponding to g and h, and that the algorithm can recover the two factors using any coprime
dominating edges factorisation is a result of Ostrowski’s theorem and Theorem 7 of Abu-
Salem et al. (2004). We now establish the total run time and memory required by the sparse
method. In the following, δ denotes an edge in Γ from which lifting can take place, and δ′
denotes its summand in Newt(g). During a single lifting step, one first has to determine the
fully specialised polynomial Fkδ and set up the representation of the unknown polynomials Gkδ
and Hkδ (say using a modified version of Algorithm 17), all using O(t
λd) bit operations and
O(d) bits of temporary storage. Hence, the total cost of representing the lifted polynomials is
M · O(tλd) ⊆ O(tλd2) bit operations and a temporary O(d) bits of memory. From the proof
of Proposition 22, computing the quantity in (12) requires in the worst-case analysis O(t3λ)
bit operations and, for t < d , requires O(t2λ) ⊂ O(tλd) bits of temporary storage, so that
the total cost isM · O(t3λ) ⊆ O(t3λd) bit operations and O(t2λ) bits of memory. Computing
the polynomial in (11) may in the worst case require O(d L(d)) bit operations and O(d) bits of
temporary storage per any lifting step. However, we claim that this need not be done during every
lifting step, but only when the polynomial in (13) is non-zero. In the worst-case analysis, this in
turn is non-zero whenever the polynomial in (12) is non-zero. Thus, it suffices to determine the
maximum number of times that the latter can happen in order to obtain the total cost of long
division with remainder throughout the lifting stage. Note that the polynomial (12) is non-zero
in at most one of these cases:
• Fkδ is non-zero, or• ∑ j=1,...,kδ−1 G jHkδ− j is non-zero.
However, there are at most t non-zero polynomials Fkδ for all kδ ≤ M, since exactly t lattice
points in Newt( f ) correspond to non-zero terms of f . By Lemma 19, there exist at most tλ
non-zero polynomials G j and at most tλ non-zero polynomials Hi , for i, j = 1, . . . , kδ − 1,
where i + j = kδ ≤ M, and so there will be at most t2λ non-zero polynomial expressions
of the form G jHi . In the worst-case analysis, no two such products G jHi and G j ′Hi ′ will be
such that j + i = j ′ + i ′ = kδ , so that ∑ j=1,...,kδ−1 G jHkδ− j is non-zero whenever one pair
G jHkδ− j 6= 0 for some fixed j . Hence, there will be at most t2λ non-zero sums of the form∑
j=1,...,kδ−1 G jHkδ− j , for all kδ ≤M. This implies that the polynomial (12) is non-zero in at
most t + t2λ < 2t2λ of the total number of lifting steps, which brings the total cost of computing
(11) to O(t2λd L(d)) bit operations, and O(d) bits of temporary storage.
By Corollary 26, the sparse linear system for solving for the unknown coefficients of ε(z) in
L = ε(z)G0 requires O(t2λd) bit operations and O(tλd) bits of temporary storage. However, we
now claim that one does not have to set up and solve a linear system when
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• The polynomial in (11) is zero, and
• Gkδ has no specialised terms.
To see this, let uδ and gnδ denote respectively the number of unspecialised terms on the kδ
translate of the supporting line of δ′ into Newt(g), and the number of integral points on δ′ of
Newt(g). We know that if Gkδ has no specialised terms, the possible degree of Gkδ is given
by uδ − 1, which is less than deg(G0) = gnδ − 1, because of the inequality uδ < gnδ . This,
combined with the fact that (11) is zero, results in the degree of L being less than deg(G0), from
which one concludes that ε(z) is zero. Consequently, one has to set up a linear system in at most
one of the two following cases:
• the polynomial in (11) is non-zero, or
• Gkδ has at least one specialised term.
We have seen above that the polynomial in (11) is non-zero in at most t + t2λ of the cases.
Furthermore, by Lemma 19, there are at most tλ non-zero polynomials Gkδ so that the second
condition can happen in at most tλ of the cases. Combining both conditions, one has to set up
and solve a linear system a number of times bounded by t + t2λ + tλ < 3t2λ. The total cost for
solving any of the linear systems is hence O(t4λd) bit operations, and O(tλd) bits of temporary
storage, throughout the entire lifting stage.
By Lemma 27, determining Hkδ per one lifting step requires O(d L(d)) bit operations and
O(d) bits of temporary storage. Similarly as above, the long division to be performed in (15) is
non-trivial only when the numerator is non-zero. This, in turn, happens in at most one of the two
cases:
• The polynomial in (12) is non-zero, or
• GkδH0 is non-zero.
This can be easily seen to happen a number of times bounded by 3t2λ, which brings the total cost
of determining an expression of Hkδ to O(t
2λd L(d)) bit operations and O(d) bits of temporary
storage.
When fully specialised, only the non-zero polynomials among all Gkδ ’s and Hkδ ’s ought to be
stored in fully sparse form. Specialising the coefficients of these polynomials during one lifting
step and using Algorithm 23 requires O(tλd) bit operations, so that in total this will be at most
M · O(tλd) ⊆ O(tλd2) bit operations. Since the total number of terms of all such polynomials
should not exceed tλ, the total amount of memory for storing the lifted polynomials is of the
order O(t2λ) ⊂ O(tλd), for t < d .
Combining all of the above, any coprime dominating edges factorisation associated with
the decomposition Newt( f ) = Newt(g) + Newt(h) can be extended using O(tλd2 + tλd2 +
t2λd L(d) + t4λd) bit operations and O(tλd) bits of memory. This concludes the proof of
Theorem 28. 
Since the lifted polynomials are bounded in degree by O(d), and since #Newt( f ) is bounded
by d2, the standard polytope method requiresM · d3 ∈ O(d4) bit operations in total and O(d2)
bits of memory. When t < d3/4, we certainly have
O(tλd2 + t2λd2 + t4λd) ⊂ O(d4) and O(tλd) ⊂ O(d2).
By Theorem 28, the sparse adaptation outperforms the dense one in both the operational and
spatial costs.
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8. Computational results
The work was carried out using an Intel Pentium IV processor running at 3.0 Ghz and with 1
GByte of memory. All experiments were carried out over F2. The input polynomials have been
constructed as explained in Section 3 above. For each of the random polynomials g and h the
exponent vectors (e1, e2) were chosen uniformly at random such that 0 ≤ e1 + e2 ≤ d/2, and at
least three of them are of the form (e1, 0), (0, e2) and (e3, (d/2) − e3), so that f was of degree
d and had no monomial factors.
The table below gives the run times (in minutes and seconds) of the total factorisation process
to find at least one non-trivial factor f . In the following, t and λ are as previously defined, D
denotes the total number of non-trivial integral decompositions Newt( f ) = Q+R, and r denotes
the run time in seconds of the sparse method, corresponding only to the successful liftings which
produce at least one factor of f . Also, T denotes the total number of coprime edges factorisations
associated with all possible summands and irredundant sets of dominating edges of Newt( f ),
whereas A denotes the number of coprime edges factorisations attempted before a successful
extension produces the two factors g and h. Finally, #N f , #Ng , and #Nh denote the number of
lattice points in the Newton polygons of f , g and h respectively. For large degree polynomials
where the dense algorithm no longer applies, we monitor the variations in run times by fixing all
parameters apart from t and λ. For this, we construct families of random polynomials having the
same Newton polygon as well as the same boundary factorisations along a fixed dominating set
of edges. Different polynomials with varying number of terms can then be chosen by randomly
selecting the appropriate number of lattice points in the interior of the polygon. Consequently, the
terms T and A remain fixed across all such variations. As predicted earlier, the run times in the
table below increase upon incrementing either the degrees or the terms of the input polynomials.
Note that in almost all cases Newt( f ) has extremely few non-trivial integral decompositions, as
predicted earlier in Abu-Salem et al. (2004) for sparse polynomials. Although the number of all
possible coprime edges factorisations is not small in all cases, it is still significantly smaller than
the input degree of the polynomial, and hence the size of Newt( f ). The largest degree 20 000
factorisation is given by
f = x4120 + x4118y2 + x3708y400 + x3706y402 + x2781y1300 + x2779y1302 + x1339y2700
+ x927y3100 + y4000 + x7172y4167 + x8349y4432 + x8347y4434 + x6760y4567
+ x5833y5467 + x5568y7132 + x11401y8599,
g = x2781 + x2779y2 + x5833y4167 + y2700,
and h = x1339 + x927y400 + x5568y4432 + y1300.
d t λ r D T A #N f #Ng #Nh
6000 36 0.5 5′ 4′′ 3 36 16 8496181 502330 2615634
6000 100 0.5 7′ 41′′ . . . . . . . . . . . . . . . . . .
6000 196 0.5 15′ 26′′ . . . . . . . . . . . . . . . . . .
10000 12 0.558 . . . 155′ 52′′ 1 15 7 15521707 2417337 3063179
10000 60 0.585 . . . 267′ 42′′ . . . . . . . . . . . . . . . . . .
15000 12 0.5 471′ 5′′ 1 21 19 27490596 4071563 6506423
15000 18 0.537 . . . 484′ 44′′ . . . . . . . . . . . . . . . . . .
20000 16 0.5 1055′ 4′′ 1 42 18 39374376 5716256 9914429
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9. Conclusion
It has been previously shown that, despite the fact that a randomly chosen bivariate polynomial
over a finite field is unlikely to be reducible, there is still a significant number of bivariate
polynomials that are reducible (Gao and Lauder, 2002), which justifies continuing efforts in
developing efficient factorisation algorithms. Of particular interest in real life applications are
sparse polynomials, for which no well-defined ‘sparse’ factorisation algorithm has still been
devised. In this paper we have attempted to address the open question of finding such an
algorithm by investigating potentially strong areas of the polytope method in application to sparse
bivariate polynomials over Fp. In addition, we have been able to address another significant
aspect in which the algorithm can be adapted so that the run time of the lifting stage is made
dependent on the number of terms belonging to the input polynomial, rather than its degree
only. Assuming an upper bound on the sparsity of the possible factors of the input polynomial,
the gains for sparse polynomials that are a product of sparse factors are demonstrated not only
through the improved run time of the algorithm during its lifting stage, but also in the reduced
memory requirements, so that the sparse adaptation requires O(tλd2 + t2λd L(d) + t4λd) bit
operations and O(tλd) bits of memory, for 1/2 ≤ λ < 1. When t < d3/4, the sparse method
outperforms the dense version with respective operational and spatial costs of O(d4) and O(d2).
In addition to the above, this paper has covered important details of the implementation we
have carried out, where problems related to computing with geometric structures have been
highlighted. The combination of our sparse adaptation has led to a very fast and high record in
sparse binary bivariate factorisation of degree 20 000, which we believe has not been previously
achieved using any other different algorithm. We expect our adaptation of the polytope method to
perform equally well for sparse and high degree bivariate polynomials over fields of other prime
orders.
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