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RESUMEN
El objetivo de la tesis doctoral es realizar la aproximación numérica de la ecuación
vectorial transitoria de convección-difusión-reacción (CDR) en 2D con elementos
nitos de alto orden, cuadráticos, cúbicos y de cuarto orden, mediante métodos
de elementos nitos estabilizados del tipo VMS (Variational Multi-Scale) como
el ASGS y OSS, probados en los últimos años para resolver la ecuación vectorial
transitoria de CDR cuando existe el fenómeno de convección o reacción domi-
nantes y agravado por la no linealidad sea del término convectivo o del término
de reacción.
El método estándar de elementos nitos de Galerkin aplicado a la ecuación escalar
transitoria de CDR presenta inestabilidades en la solución cuando los términos
convectivo y de reacción son dominantes frente al término difusivo. Esta dicul-
tad la resolvemos por dos métodos de elementos nitos basados en subescalas,
estos son los conocidos métodos llamados ASGS (Algebraic Sub-Grid Scale) y
OSS (Orthogonal Subscale Stabilization), que fundamentalmente consisten en
descomponer la variable escalar continua desconocida en dos componentes, una
que es resuelta en el espacio de los elementos nitos y otra que no puede ser cap-
turada por la malla de elementos nitos y por lo tanto pertenece a otro espacio
de funciones que lo llamamos espacio de subescalas. Precisamente, la elección del
espacio de subescalas es el que impone la diferencia entre los métodos ASGS y
OSS.
Experimentaremos con el parámetro de estabilización sugerido en la literatura
para elementos lineales, realizando una ampliación del mismo parámetro para
tomar en cuenta el orden de interpolación para tratar con elementos nitos de
alto orden. Igualmente, en el cálculo de la subescala con elementos triangulares de
cuarto orden para el método OSS hemos propuesto la modicación del elemento
triangular estándar y con el n de tener una regla de integración cerrada con
los puntos de integración en los nodos. En cuanto a la discretización temporal
y espacial, primero discretizamos en el tiempo, y luego para cada instante de
tiempo hacemos la aproximación y estabilización espacial incluyendo en dicha
estabilización la derivada temporal.
También presentamos la aproximación y estabilización de la ecuación vectorial
transitoria de CDR para la solución de problemas con más de una variable. Igual
que en el caso escalar, el método estándar de Galerkin presenta inestabilidades
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cuando el término difusivo es pequeño en relación con los términos convectivo y
de reacción, y que en algunos problemas puede estar agravado por la no linealidad
de dichos términos. El considerar igual interpolación para todas las variables, el
diseño de la matriz diagonal de parámetros de estabilización, la determinación
del espacio de las subescalas, la inclusión de las derivadas temporales en la esta-
bilización y el tratamiento de la no linealidad son aspectos a considerarse en las
formulaciones ASGS y OSS.
Para conrmar la robustez de los métodos con elementos nitos de alto orden
analizados, se han realizado varias pruebas de convergencia en malla con solu-
ciones analíticas conocidas, así como pruebas de capas límite para la ecuación
escalar transitoria de CDR, ejemplos de la aproximación del movimiento de un
uido en aguas poco profundas, como el ujo a través de un obstáculo elíptico y el
ujo de la rotura de una presa, el transporte de un contaminante en una cavidad
cuadrada, la distribución del transporte de un contaminante en el golfo de Creus
y en la desembocadura del río Guadalquivir, y la distribución de la densidad de
población en el modelo depredador-presa. Son algunos ejemplos que conrman la
robustez de las formulaciones estabilizadas presentadas con elementos nitos de
alto orden para resolver la ecuación general convección-difusión-reacción vectorial
transitoria incluyendo no linealidad en los términos de convección o de reacción.
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ABSTRACT
The objective of the doctoral thesis is to perform the numerical approximation
of the transient convection-diusion-reaction (CDR) vector equation in 2D with
high order nite elements, quadratic, cubic and fourth order, using stabilized
nite element methods of the type VMS (Variational Multi-Scale) such as ASGS
and OSS, testeds in recent years to solve the transient vector equation of CDR
when there is the phenomenon of dominant convection or reaction and aggravated
by the nonlinearity of either the convective term or the term reaction.
The standard Galerkin nite element method applied to the CDR transient scalar
equation presents instabilities in the solution when the convective and reaction
terms are dominant versus the diusive term. We solve this diculty by two
nite element methods based on subscales, these are the known methods called
ASGS (Algebraic Sub-Grid Scale) and OSS (Orthogonal Subscale Stabilization),
which basically consist of decomposing the unknown continuous scalar variable
into two components, one than is resolved in the nite element space and the
other that cannot be captured by the nite element mesh and therefore belongs
to another function space that we call subscale space. It is precisely the choice
of the subscale space that imposes the dierence between the ASGS and OSS
methods.
We will experiment with the stabilization parameter suggested in the literature for
linear elements, making an extension of the same parameter to take into account
the interpolation order to deal with high order nite elements. Likewise, in the
calculation of the subscale with fourth order triangular elements for the OSS
method, we have proposed the modication of the standard triangular element in
order to have a closed integration rule with the integration points in the nodes.
As for temporal and spatial discretization, we rst discretize in time, and then
for each instant of time we make the spatial approximation and stabilization
including the temporal derivative in said stabilization.
We also present the approximation and stabilization of the transient vector equa-
tion of CDR for solving problems with more than one variable. As in the scalar
case, the standard Galerkin method presents instabilities when the diusive term
is small in relation to the convective and reaction terms, and that in some prob-
lems it may be aggravated by the nonlinearity of these terms. The considering
equal interpolation for all the variables, the design of the diagonal matrix of stabi-
lization parameters, the determination of the space of the subscales, the inclusion
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of the time derivatives in the stabilization and the treatment of nonlinearity are
aspects to be considered in the ASGS and OSS formulations.
To conrm the robustness of the analyzed high-order nite element methods, sev-
eral mesh convergence tests have been performed with known analytical solutions,
as well as boundary layer tests for the CDR transient scalar equation, examples
of the approximation of the motion of a uid in shallow water, such as the ow
through an elliptical obstacle and the ow of a dam rupture, the transport of a
pollutant in a square cavity, the distribution of the transport of a pollutant in the
Gulf of Creus and in the mouth of the Guadalquivir river, and the distribution
of population density in the predator-prey model. These are some examples that
conrm the robustness of the stabilized formulations presented with high order -
nite elements to solve of the general transient convection-diusion-reaction vector
equation including non-linearity in terms of convection or reaction.
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Capítulo 1
Introducción
La ecuación escalar transitoria de convección-difusión-reacción (CDR) y más am-
pliamente la ecuación general vectorial transitoria de CDR, es el marco de re-
ferencia de los modelos matemáticos que estudian problemas en diversos campos
como la dinámica de uidos, transferencia de calor, física de semiconductores,
ingeniería de materiales, química, biología, dinámica de poblaciones, astrofísica,
ingeniería biomédica, matemáticas nancieras entre otros, y cualquier problema
modelado en ecuaciones diferenciales o sistemas de ecuaciones diferenciales par-
ciales u ordinarias de segundo orden.
El contar con equipos computacionales más robustos tanto en memoria RAM
como en velocidad de los procesadores ha permitido entre otras cosas incentivar
a numerosos investigadores al estudio de métodos numéricos complejos en uidos
que abordan modelos constitutivos cada vez más reales, buscando resolver las
ecuaciones sin hacer hipótesis de simplicación por su complejidad. Dentro de
este marco, en particular, la ecuación de CDR es un modelo matemático de
simulación del transporte de una magnitud física, que se utiliza entre otras cosas
en la simulación del transporte de contaminantes cuya aplicación hoy en día
frente a los problemas de contaminación ambiental del planeta tiene importancia
estratégica. El desarrollo de métodos numéricos más robustos y ecientes así
como el cálculo de las velocidades de un uido en un ujo turbulento en aguas
poco profundas, permitirán implementar modelos más reales del transporte y
difusión de contaminantes.
Las ecuaciones del movimiento de un uido en aguas poco profundas se obtienen
a partir de las ecuaciones de Euler para uidos invíscidos o a partir de las ecua-
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ciones de Navier-Stokes para uidos con viscosidad; estas ecuaciones describen
el movimiento en una capa delgada de uido de densidad constante en equilib-
rio hidrostático, limitada en su parte inferior por la topografía del terreno y por
arriba por una supercie libre, y promediando las variables a lo largo de la pro-
fundidad. Estas ecuaciones son una buena aproximación del comportamiento de
un uido cuando la profundidad del dominio estudiado es pequeña con respecto
al tamaño global del dominio. Es por esto que dichas ecuaciones describen bien el
ujo en canales, ríos, lagos y lagunas, ujos de marea, corrientes marinas, avance
de un frente de onda, arrastre de sedimentos, variación de concentración salina,
ujo en la rotura de presas, ujos atmosféricos, transporte de contaminantes y
tsunamis, entre otros; véase por ejemplo [36, 40, 41, 42].
Por otro lado, un contaminante es aquel componente que está presente en el
agua a niveles perjudiciales para la vida de los seres humanos, plantas y animales
(Zlatev 1995, U.S. Environmental Protecction Agency 2006). La simulación del
transporte de contaminantes para la predicción de la distribución y concentración
de contaminantes en ríos, lagos, lagunas y regiones costeras tiene importancia
estratégica en el análisis y soluciones de los problemas de contaminación ambiental
del planeta.
En el fenómeno físico del movimiento de contaminantes, se deben distinguir dos
procesos: la difusión y la convección. Difusión es el proceso físico debido al
cual el contaminante se mueve como resultado del movimiento intermolecular
de las partículas de ambas sustancias, el uido que la transporta (agua) y el
contaminante. La convección es el movimiento del soluto (contaminante) debido
al movimiento del agua, y por lo tanto, si el agua permanece en reposo no hay
convección.
La formulación del problema del transporte de contaminantes se fundamenta
como la de todos los fenómenos físicos en las ecuaciones de equilibrio y las ecua-
ciones constitutivas. Las ecuaciones del transporte de sustancias disueltas o en
suspensión en el ujo se basan en el principio de conservación de la masa de dichas
sustancias.
Los modelos de ujos del campo de velocidades en aguas someras y del transporte
y difusión de contaminantes tienen características de la ecuación de CDR, mo-
tivo por el cual en el presente trabajo abordaremos formulaciones de elementos
nitos basados en subescalas como el ASGS correspondiente a las siglas en inglés
(Algebraic Sub-Grid Scale) y OSS (Orthogonal Subscale Stabilization) con ele-
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mentos nitos de alto orden cuadráticos, cúbicos y de cuarto orden para resolver
la ecuación general vectorial transitoria de CDR.
El trabajo de tesis doctoral ha sido organizado en cinco capítulos. El segundo
capítulo del trabajo, La ecuación Escalar Transitoria de CDR, está dedicado a de-
scribir resumidamente las formulaciones estabilizadas ASGS y OSS para la aprox-
imación y estabilización numérica de la ecuación escalar convección-difusión-
reacción transitoria con elementos nitos de alto orden cuadráticos, cúbicos y
de cuarto orden. En este capítulo también presentamos el estudio del elemento
triangular modicado de cuarto orden (P4), con el cual se obtiene una regla de
integración con los puntos de integración en los nodos del elemento triangular y
que integra de manera exacta hasta un polinomio completo de quinto grado. Este
elemento triangular modicado de cuarto orden (P4), será utilizado en el mallado
de todos los ejemplos de la tesis. Varios ejemplos numéricos prueban la robustez
y exactitud de las formulaciones.
En el tercer capítulo de la tesis, Las Ecuaciones de aguas someras, presentamos la
aproximación de la ecuación general vectorial transitoria de CDR con elementos
nitos de alto orden y usando los métodos variacionales multiescala ASGS y
OSS y particularizando al problema del movimiento de un uido en aguas poco
profundas. Los ejemplos numéricos que se presentan son pruebas de convergencia
en malla, el ujo a través de un obstáculo elíptico y el ujo de la rotura de una
presa. Estos ejemplos numéricos que prueban la convergencia y estabilidad de los
métodos presentados en la solución de problemas de convección dominante, que
el método estándar de Galekin no es capaz de resolver.
El cuarto capítulo está dedicado a la aproximación del sistema acoplado de las
ecuaciones del movimiento de un uido en aguas poco profundas con la ecuación
del transporte de contaminantes mediante elementos nitos de alto orden y us-
ando los métodos variacionales de subescalas descrito en el capítulo anterior.
Como ejemplos de prueba presentamos: la convergencia en malla, transporte de
un contaminante en una cavidad cuadrada, transporte de un contaminante en el
golfo de Creus y en la desembocadura del río Guadalquivir. Además, presentamos
como un ejemplo de la no linealidad en el término de reacción la aproximación
del modelo depredador-presa.
Finalizamos el trabajo con el capítulo cinco, donde presentamos algunas conclu-
siones y la apertura de investigaciones futuras.
Los capítulos del presente trabajo de tesis doctoral están sustentados en las si-
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guientes publicaciones:
1. Capítulo 2. A. Villota and R. Codina, Approximation of the scalar convec-
tion-diusion-reaction equation with stabilized nite element formulations
of high order, Rev. int. métodos numér. cálc. diseño ing. (2019). Vol. 35,
(1), 6,
URL https://www.scipedia.com/public/Villota_Codina_2018a. DOI:10.23967/j.rimni.2019.01.003.
2. Capítulo 3. A. Villota and R. Codina, Approximation of the shallow wa-
ter equations with higher order nite elements and variational multiscale
methods, Rev. int. métodos numér. cálc. diseño ing. (2018). Vol. 34, 1,
28,
URL https://www.scipedia.com/public/Villota_Codina_2017a. DOI:10.23967/j.rimni.2018.02.001.
3. Capítulo 4. A. Villota and R. Codina, Aproximación del transporte de con-
taminantes con términos de reacción en aguas someras mediante elementos
nitos de alto orden. Presentado para publicación a la Revista Internacional
de Métodos Numéricos para el Cálculo y Diseño en Ingeniería.
Capítulo 2




elementos nitos de alto orden
En este capítulo presentamos formulaciones estabilizadas de elementos nitos
para resolver la ecuación escalar convección-difusión-reacción para los casos de
convección y reacción dominantes. Por un lado, resumimos las formulaciones
ASGS y OSS basadas en los conceptos de los métodos variacionales multiescala.
Por otro lado, discutimos aspectos del uso de elementos nitos de alto orden,
enfocando nuestros experimentos numéricos sobre elementos nitos cuadráticos,
cúbicos y de cuarto orden tanto para elementos triangulares como cuadrangu-
lares. Igualmente, la aplicación del método OSS, requiere la introducción de una
proyección, para lo cual introducimos una modicación del elemento simplicial
de cuarto orden con una regla de integración numérica asociada.
2.1 Introducción
El contar con equipos computacionales más robustos tanto en memoria RAM
como en velocidad de los procesadores ha permitido entre otras cosas incentivar
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a numerosos investigadores al estudio de métodos numéricos complejos en ui-
dos que abordan modelos constitutivos cada vez más reales, buscando resolver
las ecuaciones sin hacer hipótesis de simplicación por su complejidad. Dentro
de este marco, la ecuación de convección-difusión-reacción (CDR) es un modelo
matemático de simulación del transporte de una magnitud física, que se utiliza
entre otras cosas en la simulación del transporte de contaminantes.
Es bien conocido que el método estándar de elementos nitos de Galerkin apli-
cado a la ecuación CDR presenta inestabilidades en la solución cuando el término
convectivo es dominante frente al término difusivo, motivo por el cual distintos
autores han desarrollado formulaciones estabilizadas. Dicha estabilización con-
siste en añadir términos que dependen de la malla de elementos nitos a los
términos de Galerkin. Así, se pueden encontrar en la literatura diferentes méto-
dos, como el método Streamline-upwind/Petrov-Galerkin (SUPG) [12, 13, 14],
el método de Galerkin-mínimos cuadrados (GLS) [15, 16, 7], el método de las
características-Galerkin (CG) [17] y el método de Taylor-Galerkin (TG) [18], en-
tre otros. Una descripción y comparación de estos métodos se puede encontrar
en [9], en donde se expone que todos los métodos esencialmente consisten en la
adición de un término de estabilización a la formulación original de Galerkin, y
que fundamentalmente excepto por menores modicaciones este término se puede
escribir como un parámetro numérico, denominado tiempo intrínseco, multipli-
cado al producto L2 entre el residuo de la ecuación diferencial a ser resuelta y un
operador aplicado a la función de prueba.
En este capítulo nos centraremos en los métodos llamados variacionales mul-
tiescalas (VMS, por Variational Multi-Scale), introducidos por Hughes y otros
[1, 2], (véase [19] para una revisión de esta teoría). En particular, nos centraremos
en la versión más común, a la que nos reriremos como método ASGS (por Al-
gebraic Sub-Grid Scale), y al llamado método OSS (por Orthogonal Subscale
Stabilization) [3, 33, 4, 5, 6].
Además de describir resumidamente los métodos ASGS y OSS, la contribución
fundamental en este capítulo es analizar su comportamiento con elementos nitos
de alto orden, en particular cuadráticos, cúbicos y de cuarto orden, en todos los
casos de clase C0. Para estudiar dicho comportamiento, presentaremos resulta-
dos de convergencia en malla usando soluciones manufacturadas y analizaremos
cómo son de robustos estos métodos en presencia de capas límite de la solución.
Asimismo, en el caso del método OSS es necesario llevar a cabo una proyección
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en el espacio de elementos nitos, para lo cual resulta especialmente conveniente
usar reglas de integración numérica con los puntos de integración en los nodos.
Para elementos simpliciales de cuarto orden esto nos lleva a proponer una modi-
cación del elemento estándar, que describimos en detalle par el caso del elemento
triangular.
El capítulo está organizado como sigue. En la siguiente sección, se describe el
problema a resolver y las aproximaciones y formulaciones de los métodos varia-
cionales estabilizados ASGS y OSS. En la Sección 2.3 presentamos el elemento
nito triangular de cuarto orden modicado. Las pruebas de convergencia en
malla con soluciones analíticas conocidas y las pruebas de estabilidad con capas
límite así como un ejemplo práctico se presentan en la Sección 2.4. Finalmente
en base a los resultados obtenidos se extraen algunas conclusiones en la Sección
2.5.
2.2 Planteamiento del problema, aproximación y
estabilización numérica
En esta sección vamos a describir la aproximación y estabilización numérica de la
ecuación escalar transitoria de CDR, con condiciones de contorno y condiciones
iniciales conocidas.
2.2.1 Problema de contorno
Sea Ω un dominio acotado de Rd (d = 1, 2, 3) y sea γ = [0, T ], con T > 0,
el dominio temporal. El problema que nos planteamos consiste en encontrar
u : Ω× γ → R tal que
∂tu+ L(u) = f, (x, t) ∈ Ω× γ, (2.2.1)
con
L(u) := −k∂i∂iu+ ai∂iu+ su, (2.2.2)
sujeta a condiciones de contorno de Dirichlet
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u = uD, (x, t) ∈ ∂ΩD × γ,
condiciones de contorno de Neumann
kni∂iu = ϕ, (x, t) ∈ ∂ΩN × γ,
y condiciones iniciales
u = u0, x ∈ Ω, t = 0.
En estas ecuaciones, ∂t denota la derivada temporal y ∂i la derivada con respecto
a la i-ésima coordenada cartesiana (i = 1, ..., d). Hemos usado la notación de
Einstein, de manera que los índices repetidos indican suma sobre todas las co-
ordenadas espaciales. Los coecientes en (2.2.2) son k > 0 la difusión, ai la
componente en la dirección i del campo convectivo de velocidades a ∈ Rd (para
ujo incompresible ∇ · a = 0) y s ≥ 0 el coeciente de reacción. f es el tér-
mino fuente conocido y ni es la componente i-ésima de la normal unitaria a la
frontera, denotada por ∂Ω, la cual está dada por ∂Ω = ∂ΩD ∪ ∂ΩN . Las condi-
ciones de contorno de Dirichlet uD y las condiciones de contorno de Neumann ϕ
son conocidas en las fronteras ∂ΩD y ∂ΩN , respectivamente. Las condiciones ini-
ciales y de contorno de Dirichlet verican la siguiente condición de compatibilidad
u0 (x) |∂ΩD = uD (x, 0).
2.2.2 Forma variacional o débil del problema
Sea W el espacio de funciones de H1(Ω) (funciones en L2(Ω) con derivadas en
L2(Ω)) que se anulan en δΩD, y sea L
2 (0, T ;W) el espacio de funciones en Ω× γ
tales que la norma H1(Ω) es L2(γ). Para simplicar la exposición, supongamos
que uD = 0.
Multiplicando (2.2.1) por una función v ∈ W e integrando el término de difusión
por partes, se obtiene la forma débil o variacional del problema la cual consiste
en encontrar u ∈ L2(0, T ;W) tal que
(∂tu, v) +B(u, v) = 〈f, v〉+ 〈ϕ, v〉∂ΩN ∀v ∈ W , (2.2.3)
























y cumpliéndose la condición inicial u = u0 en t = 0 en L
2(Ω). En lo que sigue,
tomaremos ϕ = 0 para simplicar la notación.
2.2.3 Aproximación numérica con el método estándar de
Galerkin
La ecuación (2.2.3) es la que aproximamos numéricamente en el espacio usando
una formulación de elementos nitos. La discretización temporal la llevaremos
a cabo mediante un método de diferencias nitas. En principio, podríamos dis-
cretizar primero en espacio o en tiempo indistintamente, aunque en nuestro caso
llevaremos a cabo primero la discretización temporal.
Discretización temporal en diferencias nitas
Consideremos una partición uniforme del intervalo de tiempo 0 = t0 < t1 < · · · <
tN = T , con δt = tn+1 − tn, siendo δt el tamaño del paso de tiempo, considerado
constante. Aquí y en adelante, usaremos el superíndice n para indicar el nivel de
tiempo n.
Aunque la discretización en el tiempo puede realizarse mediante cualquier aproxi-
mación de la derivada temporal en diferencias nitas o elementos nitos, aquí
utilizaremos la regla trapezoidal generalizada. Para una función genérica f , sea
fn+θ = θfn+1 + (1− θ) fn, 0 ≤ θ ≤ 1. (2.2.4)





(fn+1 − fn) = 1
θδt
(fn+θ − fn) ≈ (∂tf)n+θ.
Esta aproximación es de segundo orden en δt en el caso en que θ = 1/2 (método
de Crank-Nicolson) y de primer orden si θ 6= 1/2. Para θ = 1 corresponde
al método de Euler implícito o el método de diferencias hacia atrás de primer
orden, a menudo abreviado como BDF1. Puesto que nuestro interés se centra
en la aproximación espacial con elementos nitos de alto orden, en los ejemplos
numéricos hemos usado este último método.
En cada paso de tiempo, el problema (2.2.3) discretizado en el tiempo, consiste
en: dado un ∈ W , encontrar un+1 ∈ W tal que





∀v ∈ W . (2.2.5)
Discretización de Galerkin en el espacio
Para aproximar numéricamente la ecuación (2.2.5) en el espacio por el método
de elementos nitos, consideremos una partición del dominio Ω, de manera que
nel∪
e=1
Ωe = Ω y Ωe1 ∩ Ωe2 = ∅ para cualesquiera e1, e2, e1 6= e2, donde nel es el
número de elementos de la partición y Ωe es el dominio del elemento e.
SiWh es un espacio conforme de elementos nitos para aproximarW (Wh ⊂ W),
entonces el problema discreto que se conoce como el método estándar de Galerkin,
que resuelve la ecuación escalar transitoria de CDR (2.2.1) con condiciones de
Dirichlet y de Neumann homogéneas en la frontera, consiste en: dado unh ∈ Wh,
encontrar un+1h ∈ Wh tal que
(δnt uh, vh) +B(u
n+θ




∀vh ∈ Wh, (2.2.6)
para n = 0, 1, ..., N − 1, siendo u0h conocido proyectando la condición inicial en
Wh (con el producto escalar de L2(Ω)).
donde
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2.2.4 Métodos de estabilización numérica
Como se mencionó anteriormente, el método estándar de Galerkin presenta ines-
tabilidades numéricas cuando el término convectivo es dominante con respecto
al término difusivo. Los métodos que vamos a utilizar para la estabilización
numérica se pueden enmarcar en el método variacional multiescalas (MVS) [1, 2].
En particular, veremos dos opciones, correspondientes a dos elecciones del espacio
de subescalas (véase también [3, 4, 5]).
El método variacional multiescalas (VMS)
Aunque el método VMS puede considerar un número arbitrario de escalas en la
solución, en la mayoría de las ocasiones basta con considerar dos escalas para
diseñar un método de estabilización. La idea básica es descomponer para cada
instante de tiempo la variable continua desconocida u(· , t) ∈ W en una parte
resoluble en el espacio de elementos nitos uh(· , t) ∈ Wh, con Wh ⊂ W , y una
parte en la escala de una submalla ũ(· , t) ∈ W̃ , con W̃ ⊂ W , la cual no puede
ser capturada por la malla de elementos nitos, siendo W =Wh ⊕ W̃ , donde W̃
es cualquier espacio para completarWh enW . Para evitar tecnicismos, podemos
pensar de W y W̃ como espacios dimensionalmente nitos, con una dimensión
grande. Puesto que W̃ representa la componente de W que no es reproducida
por el espacio de elementos nitos, la llamamos espacio de las subescalas. De
este modo, la variable continua desconocida podemos escribirla como u = uh + ũ,
donde uh es la componente de u en el espacio de elementos nitos y ũ es su
componente en el complemento (con respecto a un cierto producto interno) de
W . La misma descomposición es aplicable a las funciones de test.
Aplicando la descomposición mencionada a la ecuación continua (2.2.3) se ob-
tiene:
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(∂t (uh + ũ) , vh + ṽ) +B (uh + ũ, vh + ṽ) = 〈f, vh + ṽ〉 ∀vh ∈ Wh, ∀ṽ ∈ W̃ .
(2.2.8)
Utilizando la linealidad de las formas involucradas, la ecuación (2.2.8) se puede
descomponer en el siguiente sistema de ecuaciones:
(∂tuh, vh) + (∂tũ, vh) +B (uh, vh) +B (ũ, vh) = 〈f, vh〉 ∀vh ∈ Wh, (2.2.9)
(∂tuh, ṽ) + (∂tũ, ṽ) +B (uh, ṽ) +B (ũ, ṽ) = 〈f, ṽ〉 ∀ṽ ∈ W̃ . (2.2.10)
Para simplicar el método resultante, vamos a asumir que ∂tũ = 0, lo cual implica
que la variación temporal de las subescalas en (2.2.9) y (2.2.10) es despreciable
comparada con el resto de términos. En [6] las subescalas que satisfacen esta
condición son llamadas cuasi-estáticas. La inclusión o no de la derivada temporal
de las subescalas se analiza en detalle en [20], donde se muestra que es esen-
cial para evitar las inestabilidades que pueden producirse para pasos de tiempo
pequeños, que en este capítulo no consideraremos.
Con esta suposición el sistema de ecuaciones (2.2.9) y (2.2.10) se escribe de la
siguiente manera:
(∂tuh, vh) +B (uh, vh) +B (ũ, vh) = 〈f, vh〉 ∀vh ∈ Wh, (2.2.11)
(∂tuh, ṽ) +B (uh, ṽ) +B (ũ, ṽ) = 〈f, ṽ〉 ∀ṽ ∈ W̃ . (2.2.12)
La ecuación (2.2.11) corresponde a la escala resoluble uh en el espacio de elementos
nitos y tiene tres términos a su lado izquierdo, donde el primero y segundo
términos son la contribución temporal y espacial de uh del método estándar de
Galerkin y el tercero toma en cuenta la inuencia de la subescala en uh.
De la ecuación (2.2.12) se obtiene ũ que es la contribución de la subescala sobre la
componente en el espacio de elementos nitos. Para evitar aproximar derivadas
de ũ, podemos considerar la siguiente integración por partes en cada elemento:
Es decir, utilizando la ecuación (2.2.7) en el tercer término del lado izquierdo de
la ecuación (2.2.11), tenemos





(k∂ivh∂iũ+ vhai∂iũ+ vhsũ) ,
e integrando por partes dentro de cada elemento tenemos
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sea L∗ el adjunto del operador L, dado por
L∗ (vh) = −k∂i (∂ivh)− ai∂ivh + svh. (2.2.14)
la ecuación (2.2.13) se puede escribir como
















Reemplazando (2.2.15) en la ecuación (2.2.11), esta se puede escribir como
















= 〈f, vh〉 ∀vh ∈ Wh. (2.2.16)
Ahora bien, integrando por partes los términos B (uh, ṽ) y B (ũ, ṽ) de la ecuación





















ṽ∂tuh ∀ṽ ∈ W̃ . (2.2.17)
Observemos que el primer término de la ecuación (2.2.17) se anula, ya que en la
frontera de los elementos las componentes normales de los ujos de u son iguales
pero de signo contrario, debido a que los ujos difusivos deben ser continuos a
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través de los contornos ínter-elementales. Como resultado de esto, la ecuación
(2.2.17) es equivalente a encontrar ũ ∈ W̃ tal que
L (ũ) = f − L (uh)− ∂tuh + vh,ort, en Ωe ∀vh,ort ∈ W̃⊥, (2.2.18)
ũ = ũesq, en ∂Ω
e, (2.2.19)
para e = 1, ..., nel y para una cierta función ũesq que le llamamos el esqueleto
de u. Es importante observar que la ecuación (2.2.18) se verica para cualquier
elemento vh,ort ortogonal a W̃ . La presencia del elemento vh,ort en la ecuación
(2.2.18) garantiza que L (ũ) − [f − L (uh)] + ∂tuh pertenezca a W̃⊥, que es lo
que implica la ecuación (2.2.17) sin el primer término. En otras palabras vh,ort
garantiza que ũ pertenezca al espacio de subescalas W̃ (y no a todo el espacio
W).
Las ecuaciones (2.2.16) , (2.2.18) y (2.2.19) equivalen exactamente al sistema de
ecuaciones (2.2.11) y (2.2.12) , en donde hasta ahora no hemos hecho ninguna
aproximación. El siguiente paso es hacer una selección de las funciones ũesq,
vh,ort y una solución aproximada de la ecuación (2.2.18). La manera de escoger
dichas funciones da lugar a las formulaciones ASGS y OSS que describimos más
adelante. Los pasos comunes los describimos a continuación.
Para seleccionar ũesq vamos a usar el siguiente argumento. Para tener una aproxi-
mación discreta óptima de u que de valores nodales exactos, se podría pedir
que las subescalas se anulen en los contornos de los elementos. En problemas
unidimensionales esto da condiciones de contorno homogéneas para el problema
(2.2.18) y (2.2.19) en los extremos de cada elemento. Para los casos de más de
una dimensión espacial, esto no es posible, puesto que la solución del problema
continuo u tendría que ser polinómica en los contornos de los elementos para que
pudiera coincidir con uh. Sin embargo, imponer que ũesq = 0 puede pensarse
como una aproximación.
Suponer que ũesq = 0 equivale a considerar el espacio de las subescalas W̃ como
un espacio de funciones burbuja, es decir, un espacio de funciones que se anulan
en los contornos de los elementos (véase [7, 8]). Con esta aproximación, los tér-
minos con las integrales en los contornos de los elementos de la ecuación (2.2.16)
desaparecen, por lo cual el problema a ser resuelto consiste en encontrar para
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cada instante de tiempo t una función uh(· , t) ∈ Wh tal que





L∗ (vh) ũ = 〈f, vh〉 ∀vh ∈ Wh, (2.2.20)
en donde todavía hace falta determinar ũ. Para ello, tenemos que resolver de
forma aproximada el problema (2.2.18) y (2.2.19) en el espacio de las subescalas
W̃ de funciones burbuja. Formalmente podemos escribir:
ũ = L−1 [f − L (uh)− ∂tuh + vh,ort] , (2.2.21)
en cada elemento, donde L−1 es el operador inverso del operador L con condiciones
de Dirichlet homogéneas. De la ecuación (2.2.20) vemos que solo se necesita la
componente de ũ sobre el espacio L (Wh), donde L (Wh) es el espacio de funciones
de la forma L (vh), con vh ∈ Wh. Esto sugiere aproximar (2.2.21) como
ũ ≈ τ e [f − L (uh)− ∂tuh + vh,ort] , en Ωe, (2.2.22)
donde τ e es el parámetro de estabilización y que se calcula dentro del dominio de
cada elemento. Es una aproximación algebraica al operador L−1.
El diseño de τ e es una de las piedras angulares en el desarrollo de los métodos de
elementos nitos estabilizados. Algunas formulaciones algebraicas para el diseño
del parámetro de estabilización para la ecuación escalar de CDR en 1D, basadas
en el principio del máximo discreto, pueden encontrarse en [1, 2, 9]. Un posible
argumento para obtener τ e es el análisis de Fourier que se presenta en [6, 10, 11].
En este capítulo, para abordar la utilización de elementos nitos de alto orden,











donde c1, c2, c3 son constantes algorítmicas, y que para los ejemplos numéricos
hemos adoptado c1 = 12, c2 = 2 y c3 = 1, k es coeciente de difusión, |a| es
la norma de la velocidad, s es el coeciente de reacción, he es el diámetro del
elemento y p es el orden polinomial de interpolación.
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A falta de determinar la función vh,ort, y por consiguiente el espacio de subescalas,
el problema para la función uh se obtiene reemplazando la ecuación (2.2.22) en
(2.2.20) y usando la expresión (2.2.23).
El método ASGS (Algebraic Sub-Grid Scales)
La idea del método ASGS es tomar como espacio de subescalas el espacio de
funciones que son residuos de funciones de elementos nitos, es decir, el espacio
de funciones de la forma f − L(vh) − ∂tvh, con vh ∈ Wh. Esto nos lleva a que
vh,ort = 0.
El problema que nalmente obtenemos a partir de (2.2.22) y (2.2.20) con vh,ort = 0
es:





(−L∗ (vh)) τ e [∂tuh + L (uh)− f ] = 〈f, vh〉
(2.2.24)
para todo vh ∈ Wh. Esta ecuación variacional discreta, a la cual hay que añadirle
las condiciones iniciales, la podemos ahora discretizar en el tiempo usando por
ejemplo la regla trapezoidal descrita anteriormente. Para ello, habrá que sustituir
∂tuh por δ
n
t uh y evaluar el resto de funciones dependientes del tiempo que aparecen
en tn+θ.
El parámetro de estabilización τ e para elementos nitos de alto orden está dado
por la ecuación (2.2.23), el operador L por (2.2.2) y el operador L∗ por la ecuación
(2.2.14).
El método OSS (Orthogonal Subscales Stabilization)
En este caso, el espacio de subescalas no será el espacio de residuos de elementos
nitos como en el caso anterior, sino que se toma como espacio W̃ el espacio
ortogonal en el sentido de L2 al espacio de elementos nitos, es decir,
W̃ =W⊥h , (2.2.25)
que es una legítima elección que cumple con W =Wh ⊕ W̃ .
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Tomando en cuenta (2.2.25), de (2.2.18) se sigue que
vh,ort ∈ Wh, ũ ∈ W⊥h ,
lo que signica que vh,ort es una función del espacio de elementos nitos y por lo
tanto numéricamente calculable, mientras que ũ estará en el espacio ortogonal a
Wh. A este espacio W⊥h escogido para las subescalas ũ lo denominamos espacio
de subescalas ortogonales.














τ e (vh,ort) vh (2.2.26)
para todo vh ∈ Wh. Si llamamos Πτ la proyección L2 sobre el espacio de elementos
nitos pesada con τ e dentro de cada elemento, de (2.2.26) se tiene que
vh,ort = −Πτ [f − L (uh)− ∂tuh] . (2.2.27)
Reemplazando (2.2.27) en (2.2.22) tenemos
ũ ≈ τ e [f − L (uh)− δnt uh −Πτ [f − L (uh)− ∂tuh]] . (2.2.28)
Sea ahora
Π⊥τ = I−Πτ , (2.2.29)
donde I es la identidad en Wh y Π⊥τ es la proyección sobre el espacio ortogonal
al espacio de elementos nitos. La ecuación (2.2.28) se puede escribir entonces
como
ũ ≈ τ eΠ⊥τ [f − L (uh)− ∂tuh] . (2.2.30)
Podemos reemplazar esta expresión en (2.2.16) y usar el hecho de que las in-
tegrales sobre los contornos de los elementos son cero, con lo cual obtenemos la
formulación estabilizada de elementos nitos OSS que resuelve la ecuación escalar
de CDR transitoria, la cual consiste en encontra u(· , t) ∈ Wh, en cada instante
de tiempo tal que





(−L∗ (vh)) τ eΠ⊥τ [∂tuh + L (uh)− f ] = 〈f, vh〉
(2.2.31)
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para todo vh ∈ Wh. Podemos aplicar aquí los mismos comentarios que para
(2.2.24). Sin embargo, hay una consideración importante a tener en cuenta, y es
que puesto que ∂tuh es una función que pertenece al espacio de elementos nitos
Wh, su componente en el espacio ortogonal es nula, esto es, la ecuación variacional
discreta anterior se reduce a





(−L∗ (vh)) τ eΠ⊥τ [L (uh)− f ] dΩ = 〈f, vh〉
(2.2.32)
para todo vh ∈ Wh.
Propiedades de estabilidad y convergencia
Aunque los métodos ASGS y OSS dieren en la denición del espacio de subescalas,
ambos tienen las mismas propiedades de estabilidad y convergencia. No es nues-
tro objetivo presentar el análisis numérico de estos métodos, el cual puede encon-
trarse en [21] (véase también [22, 23] y [24] para la teoría general), sino mostrar
en qué sentido dichos métodos son estables y convergen, justicar la expresión
del parámetro de estabilización (y en particular de su dependencia en p) e indicar
cómo debe ser la integración numérica para preservar la convergencia asociada a
la integración exacta. Explotaremos este último punto en el apartado siguiente.
Para simplicar la exposición, consideremos el problema estacionario, con coe-
cientes constantes, s = 0 y malla de elementos nitos uniforme, de tamaño h. En
este caso, el parámetro de estabilización dado por (2.2.23) será el mismo en todos
los elementos.
Los métodos ASGS y OSS se puede demostrar que son estables y convergentes
en la norma:
||| vh ||| 2 := k‖∇vh‖2 + τ‖a · ∇vh‖2, (2.2.33)
donde ‖ · ‖ es la norma de L2(Ω). El punto clave para demostrar esta estabilidad





2.2. PLANTEAMIENTO DEL PROBLEMA 37
válido para cualquier función de elementos nitos vh, siendo Cinv una constante
que depende de la forma de la malla, pero no de su tamaño h ni del orden de
interpolación p . La potencia 2 de p2 es precisamente quien obliga a dividir h por
p2 en la contribución del término difusivo en el parámetro de estabilización dado
por (2.2.23). Con ello tenemos garantizada la estabilidad.
Para analizar la convergencia es necesario hacer uso de las propiedades de inter-
polación. Si ‖ · ‖Hr es la norma del espacio de Sobolev Hr(Ω), la solución u del
problema continuo es sucientemente regular y ũh es su mejor aproximación en
el espacio de elementos nitos, se tiene que




donde los casos de interés corresponden a r = 0 y r = 1. Aquí y en lo que
sigue, C es una constante que no depende de la malla. Con este estimador de
interpolación, es posible demostrar que la función de error de las formulaciones
que consideramos, dada por
E(h) = k1/2‖∇u−∇ũh‖+ τ 1/2
∑
K



















Que E(h) sea la función de error de los métodos ASGS y OSS en la norma (2.2.33)
quiere decir que
||| u− uh |||≤ CE(h).
En virtud de la expresión (2.2.33) de la norma de trabajo y de la función de error
(2.2.35), se observa que el estimador de error presentado es óptimo tanto para
advección dominante como para difusión dominante. Hay que notar sin embargo
que si se considera la convergencia en p, hay un rango de parámetros en los que
se pierde la optimalidad (véase [21]).
El objetivo de haber presentado los resultados de estabilidad y convergencia
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en este capítulo es doble. Por un lado, justica la validez de la expresión del
parámetro de estabilización (2.2.23) para elementos de alto orden, que es el caso
que nos ocupa. Por otro lado, nos permite observar que si la integración es
numérica y no exacta (como obviamente siempre es el caso), hay un límite de
exactitud mínimo para no perder orden de convergencia de la aproximación. En
el apartado siguiente presentaremos una modicación del elemento triangular de
cuarto orden con una cuadratura numérica asociada. En este caso, p = 4, con lo
que de acuerdo con (2.2.35) la cuadratura debe ser como mínimo de cuarto orden
en el caso de difusión dominante y de orden 9/2 para convección dominante. De
hecho, en presencia de término reactivo (s > 0) y con reacción dominante se ob-
tiene que la cuadratura mínima debe ser de quinto orden. Este hecho lo usamos
a continuación.
2.3 Elemento nito triangular modicado de cuarto
orden
2.3.1 Introducción
En el método OSS, para calcular la proyección ortogonal del residuo en la ecuación
(2.2.32), lo que hacemos es calcular la proyección del residuo en el espacio de ele-
mentos nitos. Suponiendo para simplicar que los parámetros de estabilización






vh[L(uh)− f ] ∀vh ∈ Wh, (2.3.1)
siendo Πτ = Πτ (L(uh) − f). Cuando expresamos Πτ en función de los valores
nodales Π y tomamos vh como las funciones de forma, (2.3.1) da lugar al sistema
lineal
MΠ = R, (2.3.2)
donde R es conocido y M es la matriz de masa de la partición de elementos
nitos. Esta matriz de masa es en principio llena, por lo que es necesario resolver
el sistema (2.3.2). Sin embargo, es bien sabido que M se puede aproximar por
una matriz diagonal Md usando una regla de integración numérica con los puntos
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de integración en los nodos (cuadratura cerrada) en vez de la integral exacta que
aparece en (2.3.1). Con ello la resolución del sistema que aproxima a (2.3.2) es
trivial. El punto clave es que la exactitud de la regla de integración numérica
debe preservar la de la aproximación de elementos nitos que se tendría con la
integración exacta.
En ocasiones las matrices de masa diagonales obtenidas a través de una cuadratura
cerrada presentan en su diagonal valores nulos, lo cual hace que no sean inverti-
bles e imposibilita su uso. En elementos lineales como el P1 (simplicial, es decir,
triangular para d = 2 y tetraédrico para d = 3), esta matriz se obtiene directa-
mente utilizando integración cerrada, con todos sus pesos distintos de cero. Lo
mismo sucede para elementos cúbicos, mientras que los elementos cuadráticos
tienen que subdividirse en elementos lineales y usar cuadradura nodal para la
división resultante; con este procedimiento puede obtenerse una matriz de masa
diagonal que, si bien reduciría el orden de convergencia en caso de que se reem-
plazara por ella la matriz de masa original, puede usarse como precondicionador
para resolver el sistema (2.3.2).
Atención especial merece el elemento de cuarto orden P4 simplicial. Veremos a
continuación que es posible modicar el elemento convencional, en el sentido de
alterar la posición de los nodos centrales, y plantear una regla de integración
numérica con los puntos de integración en los nodos y los pesos distintos de
cero, lo cual nos permitirá aproximar la matriz de masa por una matriz diagonal
invertible. Además, dicha regla de integración veremos que es capaz de integrar
de manera exacta hasta un polinomio completo de quinto grado, con lo que de
acuerdo con la discusión del apartado anterior no se disminuirá el orden de aproxi-
mación de la formulación nal.
Aunque es posible aplicar la modicación que proponemos tanto para d = 2 como
para d = 3, haremos los desarrollos en el primer caso. Plantearemos el elemento
P4 modicado considerando móviles los tres nodos interiores del elemento P4
original y parametrizando la posición de los mismos con una variable cuyo valor
será incógnita, al igual que los pesos de la regla de integración nodal asociada; la
posición de los 12 nodos restantes es la misma que la del elemento P4 original.
40 CAPÍTULO 2. LA ECUACIÓN ESCALAR TRANSITORIA DE CDR
Figura 2.1: Elemento P4-modicado con los 3 nodos interiores móviles
2.3.2 Descripción del elemento P4 modicado
En la Figura 2.1 se representa el elemento en el dominio de referencia, dado por
el triángulo 0 ≤ x ≤ 1, 0 ≤ y ≤ 1, x+ y ≤
√
2. Las posiciones de los nodos sobre
los lados es la del elemento estándar, pero hemos introducido una variable z para
parametrizar la posición de los tres nodos interiores, obteniéndose así el elemento
que llamaremos P4 modicado, con los tres nodos interiores móviles en función
del parámetro z. Obsérvese que con z = 1/4 tendríamos el elemento P4 original.
2.3.3 Integral exacta
Consideremos un polinomio de grado n de la forma:







donde los coecientes aij son constantes. La integral exacta IE de p(x, y) sobre
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Figura 2.2: Posición de los 15 puntos de integración numérica


















xi−jyj−1dydx ∀i = 1, 2, ..., n+ 1, ∀j = 1, 2, ..., i. (2.3.6)








La Integral exacta IE vamos a aproximarla mediante una cuadratura cerrada
sobre una región triangular con 15 puntos distribuidos de la siguiente manera:
3 puntos (1, 2, 3) en los vértices del triángulo, 9 puntos numerados del 4 al
12 distribuidos simétricamente en los lados del triángulo y los 3 puntos móviles
interiores restantes (13, 14, 15) distribuidos simétricamente como se ve en la
Figura 2.2.
Los pesos w1, w2, w3 y w4 están asociados a los puntos detallados en la Figura
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Figura 2.3: Pesos para los 15 puntos de integración numérica
2.3 para los 15 puntos de integración. Estos pesos, junto con el parámetro z, son
las incógnitas a determinar.
Con las posiciones y los pesos de los 15 puntos de integración que se detallan en




w1p (xk, yk) +
3∑
k=1







w3p (x3k+3, y3k+3) +
3∑
k=1
w4p (x12+k, y12+k) . (2.3.8)






























































Puesto queremos que la integral exacta y la integral numérica sean iguales, esto
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para todo i = 1, 2, ..., n+ 1, j = 1, 2, ..., i, donde n es el grado del polinomio com-
pleto cuya integral exacta sobre una región triangular se quiere calcular numéri-
camente.
Las ecuaciones (2.3.6) y (2.3.10) nos permiten obtener un sistema de ecuaciones
no lineal para determinar w1, w2, w3, w4 y z. Recordemos que los puntos (xk, yk),
(x3k+1, y3k+1), (x3k+2, y3k+2), (x3k+3, y3k+3), k = 1, 2, 3, son las coordenadas de los
12 puntos ubicados en los vértices y lados del triángulo respectivamente, y los
puntos (x12+k, y12+k), k = 1, 2, 3, son las coordenadas de los 3 puntos interiores
cuya ubicación está parametrizada con la variable z.
2.3.5 Cuadratura cerrada para integración exacta de un
polinomio de cuarto grado
Utilizando las ecuaciones (2.3.6) y (2.3.10) para n = 4, fácilmente se puede
plantear el sistema no lineal de 15 ecuaciones para integrar exactamente un poli-
nomio completo de cuarto grado. De las 15 ecuaciones, obtenemos tres ecuaciones






























Resolviendo este sistema de ecuaciones en términos del parámetro z, se tiene:
w2 =




−8(18z3 − 23z2 + 9z − 1
135z(2z − 1)
, (2.3.12)





Para obtener la ecuación parametrizada para w1, podemos usar la primera ecuación
del sistema de 15 ecuaciones mencionado anteriormente. Reemplazando i = 1,










α11 = 3w1 + 3w2 + 6w3 + 3w4. (2.3.15)
Igualando las ecuaciones (2.3.14) y (2.3.15) y reemplazando las ecuaciones (2.3.11),
(2.3.12) y (2.3.13), tenemos:
w1 =
288z3 − 224z2 + 50z − 3
1080z2
. (2.3.16)
Las ecuaciones parametrizadas (2.3.11), (2.3.12), (2.3.13) y (2.3.16), verican las
11 ecuaciones restantes del sistema no lineal de 15 ecuaciones planteadas para
n = 4. Por lo tanto, con las ecuaciones parametrizadas para w1, w2, w3 y w4
hemos obtenido un conjunto innito de soluciones de parámetro z. Por ejemplo















que todos los pesos son distintos de cero. Como observación, notemos que para
z = 1
4






, que es la cuadratura cerrada
con los puntos de integración numérica coincidiendo con los nodos del elemento
P4 original, donde no todos los pesos son distintos de cero.
2.3.6 Cuadratura cerrada para integración exacta de un
polinomio de quinto grado
En el apartado anterior hemos obtenido un conjunto innito de cuadraturas cerra-
das que integran en forma exacta hasta un polinomio completo de cuarto grado
sobre una región triangular con puntos de integración coincidentes con los nodos
del elemento P4 modicado, con sus tres nodos interiores móviles dependientes
del parámetro z, y con valores de z para los cuales todos los pesos son distintos de
cero. Ahora nos proponemos obtener de este conjunto innito de cuadraturas, al
menos una cuadratura que integre exactamente un polinomio completo de quinto
grado, también con todos los pesos distintos de cero.
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Utilizando las ecuaciones (2.3.6) y (2.3.10) para n = 5, obtenemos 6 ecuaciones
no lineales adicionales al sistema no lineal anterior de 15 ecuaciones. De estas 6
ecuaciones adicionales solo 1 es linealmente independiente con el sistema anterior,













Reemplazando en la ecuación (2.3.17) las soluciones parametrizadas de w1, w2, w3
y w4 dadas por las ecuaciones (2.3.16), (2.3.11), (2.3.12) y (2.3.13) respectiva-





















Reemplazando las soluciones parametrizadas de w1, w2, w3 y w4 en las 5 ecuaciones
restantes, es decir, para i = 6 y j = 2, 3, 4, 5, 6 en las ecuaciones (2.3.6) y (2.3.10),
se obtiene la misma ecuación (2.3.18), con lo cual la solución es única para todas
las ecuaciones del sistema.







Reemplazando el valor z de la ecuación (2.3.20) en las ecuaciones parametrizadas

































Con todo esto, hemos obtenido un elemento P4 modicado, con la posiciones




, y cuya cuadratura cerrada sobre
una región triangular con puntos de integración coincidentes con los nodos del
elemento P4 modicado integra de forma exacta hasta un polinomio completo de
quinto grado, siendo todos los pesos distintos de cero.



























Puntos x y Pesos
1 0 0 a
2 1 0 a
3 0 1 a
4 1/4 0 c
5 1/2 0 b
6 3/4 0 c
7 3/4 1/4 c
8 1/2 1/2 b
9 1/4 3/4 c
10 0 3/4 c
11 0 1/2 b




























Tabla 2.1: Cuadratura cerrada del elemento P4 modicado
La matriz de masa aproximada que se obtiene con la cuadratura cerrada sobre el
elemento P4 modicado es una matriz diagonal con todos sus elementos distintos
de cero. Este elemento P4 modicado es el que utilizamos en todos nuestros
ejemplos numéricos para el cálculo de la proyección ortogonal del residuo en el
método OSS.
En la Tabla 2.1 presentamos la cuadratura cerrada del elemento P4 modicado
que acabamos de obtener.
2.4 Resultados de los experimentos numéricos
2.4.1 Pruebas de convergencia en malla
Las pruebas de convergencia en malla que hemos llevado a cabo consisten en cal-
cular el error en norma L2, es decir, la norma L2 de la diferencia entre la solución
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Triángulos Número de nodos
1/h elem. P1 P2 P3 P4
15 450 256 961 2116 3721
20 800 441 1681 3721 6561
25 1250 676 2601 5776 10201
30 1800 961 3721 8281 14641
35 2450 1296 5041 11236 19881
40 3200 1681 6561 14641 25921
45 4050 2116 8281 18496 32761
50 5000 2601 10201 22801 40401
Cuadrados Número de nodos
1/h elem. Q1 Q2 Q3 Q4
15 225 256 961 2116 3721
20 400 441 1681 3721 6561
25 625 676 2601 5776 10201
30 900 961 3721 8281 14641
35 1250 1296 5041 11236 19881
40 1600 1681 6561 14641 25921
45 2025 2116 8281 18496 32761
50 2500 2601 10201 22801 40401
Tabla 2.2: Renamiento para elementos triangulares y cuadrangulares
exacta y su aproximación numérica. Considerando solamente renamiento en h,
si el error del método se comporta como el error de interpolación, situación que
puede considerarse óptima, este error debe comportarse como
e = ‖u− uh‖L2 6 ch
p+1, (2.4.1)
que corresponde al mismo comportamiento que el error de interpolación (2.2.34)
con r = 0 (y absorbiendo en la constante C la dependencia con p). Considera-
remos los casos 1 ≤ p ≤ 4.
Si gracamos la ecuación (2.4.1) (en el caso de la igualdad) en el plano, con log(e)
en las ordenadas y log(h) en las abscisas, tenemos una línea recta en la que p+ 1
es la pendiente teórica óptima de convergencia. Las pruebas de convergencia en
malla consisten entonces en vericar que la pendiente calculada sea precisamente
p + 1. Para ello, seleccionamos como solución exacta u a la función polinómica
espacio-temporal
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u (x, y, t) = x6y6 (1− x)6 (1− y)6 t,
e imponemos el término fuente f en la ecuación escalar de CDR transitoria (2.2.1)
para que esta sea precisamente la solución exacta del problema:
f = ∂tu (x, y, t)− k∂i∂iu (x, y, t) + ai∂iu (x, y, t) + su (x, y, t) ,
donde las constantes de difusión k, las componentes de la velocidad de convección
ai y la reacción s están dadas en cada uno de los ejemplos, tomando k = 10
−3
para todos los casos. Elegimos también las condiciones de contorno (todas de
Dirichlet) e iniciales para que la solución sea lo que hemos elegido.
En las Figuras 2.4, 2.5 y 2.6 presentamos los resultados de los experimentos
numéricos de las pruebas de convergencia en malla con solución analítica conocida,
tanto para el método ASGS como para el OSS. En cada gráca se puede apreciar
con línea continua la pendiente teórica de convergencia y con línea con apéndices
sobre ella la pendiente calculada. Presentamos los resultados para los distintos
grados polinómicos de las funciones de forma estudiados, es decir, elementos
lineales, cuadráticos, cúbicos y de cuarto orden triangulares P1, P2, P3, P4 y
elementos cuadrangulares Q1, Q2, Q3, Q4, respectivamente.
El dominio computacional es el cuadrado [0, 1] × [0, 1] y el intervalo de tiempo
es [0, 1]. El tamaño del paso de tiempo lo hemos tomado como δt = 0.2. Como
se verá a continuación, en este caso el error está dominado por la aproximación
espacial, no se ve afectado por la aproximación de la discretización temporal. La
malla de elementos nitos consiste en triángulos o cuadrados formando una malla
regular. Para cada grado polinómico de las funciones de forma P1, P2, P3, P4 o
Q1, Q2, Q3, Q4, hemos calculado los errores en norma L
2 para ocho mallas de
tamaño h, siendo 1
h
= 15, 20, 25, 30, 35, 40, 45, 50, el número de partes en
que se ha dividido cada lado del cuadrado. En la Tabla 2.2 se muestra el número
de elementos y el número de nodos para cada renamiento, tanto para elemen-
tos triangulares como para elementos cuadrangulares. El integrador temporal
utilizado es BDF1.
En el encabezado de las grácas de las pruebas de convergencia en malla se
adjuntan dos las con los valores de las pendientes calculadas; la primera la co-
rresponde a los valores de las pendientes de las rectas que pasan por los primeros 5
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puntos y la segunda la son las pendientes de las rectas que pasan por los últimos
5 puntos de los 8 puntos del renamiento de malla evaluados. De esta manera
podemos visualizar numéricamente la tendencia de la convergencia de las pen-
dientes calculadas hacia el valor teórico. Para el cálculo de dichas pendientes se
ha utilizado el método de los mínimos cuadrados. La simbología m(P1), m(P2),
m(P3), m(P4), corresponde a las pendientes para elementos triangulares linea-
les, cuadráticos, cúbicos y de cuarto orden, respectivamente, mientras que para
elementos cuadrangulares lineales, cuadráticos, cúbicos y de cuarto orden la sim-
bología es m(Q1), m(Q2), m(Q3), m(Q4). Los valores de las pendientes teóricas
se corresponden con m(P1) = m(Q1) = 2, m(P2) = m(Q2) = 3, m(P3) =
m(Q3) = 4, m(P4) = m(Q4) = 5.
Los experimentos numéricos que presentamos son los siguientes: en la Figura 2.4
convección dominante |a| = 1 y una pequeña reacción s = 10−3, en la Figura 2.5
convección y reacción del mismo orden, con |a| = 1 y s = 1, y en la Figura 2.6
una pequeña convección |a| = 10−3 y reacción dominante s = 1. Para todos los
ejemplos tomamos k = 10−3, como se ha indicado anteriormente.
Para los dos métodos de estabilización ASGS y OSS, los valores de las constantes
algorítmicas ci, i = 1, 2, 3 se han calibrado a c1 = 12, c2 = 2, c3 = 1. También es
necesario indicar que para el método OSS con elementos triangulares de cuarto
orden P4, hemos usado en el mallado el elemento P4 modicado mencionado en
la Sección 2.3.
En las grácas de las guras de convergencia en malla se observa tanto gráca
como numéricamente que las pendientes calculadas son mayores o tienden al
valor de la pendiente teórica p + 1. Los resultados muestran claramente que las
formulaciones ASGS y OSS son capaces de aproximar correctamente el problema
de CDR escalar transitorio con todas las combinaciones de convección y reacción
dominantes.
2.4.2 Pruebas con capas límite
A continuación presentamos un grupo de pruebas cualitativas para observar la
estabilidad de los métodos de elementos nitos ASGS y OSS, en la ecuación
escalar transitoria de CDR. Se analizan cuatro casos en el dominio Ω = [0, 1] ×
[0, 1], γ = [0, 1] , combinando los valores de término fuente f = 1, f = 0 y con
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Figura 2.4: Convergencia ASGS-OSS, elementos triangulares y cuadrangulares.
k = 10−3, a = [cos 60◦, sen60◦] , s = 10−3.
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Figura 2.5: Convergencia ASGS-OSS, elementos triangulares y cuadrangulares.
k = 10−3, a = [cos 60◦, sen60◦] , s = 1.
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Figura 2.6: Convergencia ASGS-OSS, elementos triangulares y cuadrangulares.
k = 10−3, a = [cos 60◦, sen60◦] ∗ 10−3, s = 1.
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el coeciente de reacción s = 0, s = 1, y además variando la dirección de la
velocidad, considerando un valor de |a| = 1 en todos los casos. El valor del
coeciente de difusión es k = 10−5 para todos lo ejemplos, con el n de tener
convección dominante y poder probar la estabilidad de los métodos. El tamaño
del paso de tiempo considerado constante es δt = 0.2 y el tamaño del elemento
para todas las guras es 1/h = 20. En todos los casos, excepto el caso de la Figura
2.8 se imponen condiciones de Dirichlet homogéneas observando inestabilidades
locales en el contorno, como era de esperar, pero siendo las soluciones globalmente
estables. Para el caso de la Figura 2.8, las condiciones de Dirichlet en el contorno
son: u(x, 0, t) = 1 en 0 ≤ x ≤ 0.3, u(x, 0, t) = 0 en 0.3 < x ≤ 1, u(0, y, t) =
1, u(1, y, t) = 0, u(1, x, t) = 0. La condición inicial para todos los casos es
u (x, 0) = 0 en todo Ω.
En cada gura se presentan ocho grácos que corresponden a los cuatro grados
polinómicos de las funciones de forma analizadas para cada método estabilizado
de elementos nitos ASGS y OSS. La solución se presenta en t = 1, tiempo en el
cual se ha alcanzado el estado estacionario usando el integrador temporal BDF1.
En la Figura 2.7 presentamos el caso con término fuente f = 1, velocidad de
convección en la dirección del eje y a = [0, 1], coeciente de reacción s = 0 y
condiciones de Dirichlet homogéneas. En la Figura 2.8 se encuentra el caso con
término fuente f = 0, velocidad de convección inclinada a = [sen60◦, cos60◦] ,
coeciente de reacción s = 0, y las condiciones de Dirichlet en el contorno dadas
anteriormente. En la Figura 2.9 encontramos el caso con término fuente f = 1,
velocidad de convección inclinada a = [sen60◦, cos60◦] , coeciente de reacción
s = 0 y condiciones de Dirichlet homogéneas. Y nalmente, en la Figura 2.10
tenemos el caso con término fuente f = 1, velocidad de convección inclinada
a = [sen30◦, cos30◦] , coeciente de reacción s = 1 y condiciones de Dirichlet
homogéneas.
En todas las guras se observa que el comportamiento es el esperado en concor-
dancia con los datos de cada gura. Además observamos que en todas la guras
existen inestabilidades en los bordes correspondientes a las capas límite, las cuales
es importante notar que se atenúan al incrementar el renamiento polinómico.
En la Figura 2.11 encontramos una comparación de los métodos ASGS y OSS,
realizando cortes sobre las grácas de capas límite para los dos métodos ASGS
y OSS del ejemplo de la Figura 2.7, y gracando los dos cortes sobre un mismo
plano cartesiano. Los cortes que encontramos en la Figura (2.2.1) son cortes
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longitudinales y cortes transversales. Como era de esperar, aparecen oscilaciones
localizadas en las capas límites que no se propagan al interior del dominio. Para
eliminarlas habría que introducir algún método de captura de discontinuidades.
Se observa también que los picos espúreos del método OSS son mayores que
los del método ASGS. Este comportamiento es conocido, como también lo es la
mayor exactitud del método OSS, y los resultados presentados aquí corroboran
este hecho para elementos de alto orden.
2.4.3 Transporte de una concentración
Presentamos a continuación los resultados numéricos para un ejemplo menos
académico, consistente en el transporte y difusión de una concentración en parte
de la supercie de un ducto de directriz x. Suponemos que tenemos un ujo
constante con velocidad unidireccional a = [1, 0] en un ducto, como se ilustra
en la Figura 2.12. También asumimos que sobre una región de la pared superior
del ducto tenemos una concentración constante u = 1 de una variable u, y sobre
el resto de la periferia del ducto incluyendo la sección transversal a la entrada
del ujo, asumimos el valor u = 0. Queremos estudiar como se propaga esta
concentración dentro del ujo considerado.
Considerando el ancho mucho mayor que la altura y debido a que el ujo es cons-
tante en toda la sección transversal del ducto, podemos simplicar el planteamiento
del problema a dos dimensiones como vemos en la Figura 2.13.
El modelo matemático que resuelve el problema planteado es:
∂tu− k∂i∂iu+ ai∂iu = f, en Ω× γ
u = uD, en ∂ΩD × γ,
∂u
∂x
= 0, en ∂ΩN × γ,
u = 0, en Ω× {0}.
Para nuestro problema k = 10−3, a = [1, 0] , f = 0, el dominio Ω es el rectángulo
de dimensiones lx = 1 y ly = 0.1 y el intervalo de tiempo γ = [0, 1].






Figura 2.7: Capas límite con ASGS y OSS, elementos cuadrangulares. k =
10−5, a = [0, 1] , s = 0, f = 1 y condiciones de Dirichlet homogéneas en
todo el contorno.






Figura 2.8: Capas límite con ASGS y OSS, elementos cuadrangulares. k =
10−5, a = [sen60◦, cos60◦] , s = 0, f = 0 y condiciones de Dirichlet ho-
mogéneas en todo el contorno.






Figura 2.9: Capas límite con ASGS y OSS, elementos cuadrangulares. k =
10−5, a = [sen60◦, cos60◦] , s = 0, f = 1 y condiciones de Dirichlet ho-
mogéneas en todo el contorno.






Figura 2.10: Capas límite con ASGS y OSS, elementos cuadrangulares. k =
10−5, a = [sen30, cos30◦] , s = 1, f = 1 y condiciones de Dirichlet ho-
mogéneas en todo el contorno.
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Figura 2.11: Comparación ASGS y OSS, elementos cuadrangulares. Cortes lon-
gitudinales y transversales del ejemplo de la Figura 2.7.
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Figura 2.12: Ducto en 3D
0.1
 1.0
Figura 2.13: Ducto en 2D
Las condiciones de Dirichlet en el contorno ∂ΩD donde se imponen son:
uD(x, y, t) =

0 x ∈ [0, 1], y = 0, t ∈ [0, 1]
0 x = 0, y ∈ [0, 0.1], t ∈ [0, 1]
0 x ∈ [0, 0.05) ∪ (0.5, 1], y = 0.1, t ∈ [0, 1]
1 x ∈ [0.05, 0.5], y = 0.1, t ∈ [0, 1]
(2.4.2)
En el extremo derecho (∂ΩN) no se impone ninguna condición de Dirichlet, sino
que se considera libre.
El intervalo de tiempo [0, 1] se discretiza mediante una partición uniforme de
tamaño δt = 0.2. Como en los ejemplos anteriores, el integrador temporal uti-
lizado es BDF1. La malla de elementos nitos utilizada consiste de 850 elementos
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cuadrangulares formando una malla regular con 918 nodos para el Q1, 3535 nodos
para el Q2, 7852 nodos para el Q3 y 13869 nodos para el Q4.
En la Figura 2.14 se muestran los resultados de la simulación numérica de este
problema en t = 1 para los dos métodos ASGS y OSS y para los cuatro grados
polinómicos de las funciones de forma, Q1, Q2, Q3, y Q4, observando en todos
los casos que los resultados son los esperados en concordancia con los datos del
problema. Se visualiza el efecto de la convección dominante, ya que se observa
que la concentración u que se prescribe como condición de contorno se transporta
al interior del dominio con poca difusión. En ninguno de los casos considerados
se aprecian oscilaciones, que es el objetivo de los métodos de estabilización.
2.5 Conclusiones
En este capítulo hemos presentado una revisión de los métodos estabilizados
ASGS y OSS y su estudio con elementos nitos de alto orden, cuadráticos, cúbi-
cos y de cuarto orden, para resolver la ecuación escalar transitoria de CDR en
problemas con convección y reacción dominantes. En el cálculo del parámetro de
estabilización τ hemos incluido el grado del polinomio, para de esta manera poder
utilizar elementos nitos de alto orden y mantener el orden de aproximación óp-
timo tanto en h como en p. Para poder usar de forma eciente el método OSS
con el elemento simplicial de cuarto orden, hemos presentado el procedimiento
para construir un elemento P4 modicado, el cual permite aproximar la matriz de
masa por una matriz diagonal con todos sus elementos distintos de cero; hemos
usado este elemento modicado en todos los ejemplos con elementos de cuarto
orden con el método OSS.
Los experimentos numéricos de las pruebas de convergencia en malla para ele-
mentos lineales y de alto orden revelan que la convergencia de los dos métodos
estabilizados es óptima, para todos los casos de convección y reacción dominantes,
tanto para elementos triangulares como para elementos cuadrangulares, y para
todos los grados polinómicos de las funciones de forma que hemos considerado.
Hemos observado que las pendientes de convergencia del método OSS son lige-
ramente mayores que las del método ASGS, lo cual indica mayor precisión del
método OSS. Además, también se concluye que para un número de nodos dado,
los errores son menores cuando mayor es el grado del polinomio de forma uti-
lizado, lo cual indica que para obtener un menor coste computacional para una






Figura 2.14: Ejemplo práctico
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precisión dada podría ser conveniente utilizar elementos nitos de alto orden. Sin
embargo, no ha sido nuestro objetivo estudiar con detalle el coste computacional
de los métodos presentados.
En términos generales, los resultados de las pruebas de capas límite han sido
los esperados y están en concordancia con las condiciones impuestas en cada
caso. Asimismo, hemos observado que el método OSS produce más oscilaciones
localizadas en las capas límites, como ya era conocido para el caso de elementos
lineales y cuadráticos.
Finalmente, los resultados del ejemplo de la simulación numérica del transporte
de una concentración han sido satisfactorios, de acuerdo con el fenómeno físico
planteado. En este caso, las diferencias de los resultados entre los métodos ASGS
y OSS son insignicantes.
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Capítulo 3
Aproximación de las ecuaciones del
movimiento de un uido en aguas
poco profundas con elementos
nitos de alto orden mediante
métodos variacionales multiescalas
En este capítulo, presentamos aproximaciones de elementos nitos de alto or-
den usando métodos variacionales multiescala estabilizados para aproximar las
ecuaciones del movimiento de un uido en aguas poco profundas (shallow water
equations, en inglés). Escribimos estas ecuaciones como un sistema de ecuaciones
de tipo convección-difusión-reacción (CDR) no lineal y transitorio, y planteamos
nuestros desarrollos en este marco general. Los métodos variacionales multiescala
(VMS) se basan en la descomposición de las incógnitas del problema continuo en
una parte resoluble en el espacio de elementos nitos y otra que no puede ser
capturada por la malla de elementos nitos y que la denominamos subescala. La
subescala se aproxima en términos de la solución de elementos nitos, obtenién-
dose un esquema numérico robusto, que permite en particular igual interpolación
para todas las incógnitas y la posibilidad de tratar con ujos de convección dom-
inante (no consideraremos la posibilidad de tratar con choques). Los métodos
VMS que consideraremos son los llamados de subscalas algebraicas (ASGS, por
Algebraic SubGrid Scales) y subescalas ortogonales (OSS, por Orthogonal Sub-
grid Scales)
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3.1 Introducción
Las ecuaciones del movimiento de un uido en aguas poco profundas se obtienen
a partir de las ecuaciones de Euler para uidos invisidos o a partir de las ecua-
ciones de Navier-Stokes para uidos con viscosidad. Estas ecuaciones describen
el movimiento en una capa delgada de uido de densidad constante en equilibrio
hidrostático, limitada en su parte inferior por la topografía del terreno y por
arriba por una supercie libre, y promediando las variables a lo largo de la pro-
fundidad. Son una buena aproximación del comportamiento de un uido cuando
la profundidad de este dominio estudiado es pequeña con respecto al tamaño
global del dominio. Es por esto que dichas ecuaciones describen bien el ujo en
canales, ríos, lagos y lagunas, ujos de marea, corrientes marinas, avance de un
frente de onda, arrastre de sedimentos, variación de concentración salina, ujo en
la rotura de presas, ujos atmosféricos, transporte de contaminantes y tsunamis,
entre otros; véase por ejemplo [36, 40, 41, 42].
Se ha realizado una extensa investigación numérica en el área de las ecuaciones
del movimiento de un uido en aguas poco profundas, aplicando métodos de
diferencias nitas [39], métodos de volúmenes nitos [35, 37, 43], métodos de
elementos nitos [29, 30, 31, 32, 34], métodos tipo Godunov [38, 44] y métodos
Boltzmann [45].
Las ecuaciones del movimiento de un uido en aguas poco profundas que vamos a
utilizar son las obtenidas a partir de las ecuaciones de Navier-Stokes para uidos
viscosos, y que se encuentran descritas por ejemplo en [25], entre otras referencias.
El problema que se debe resolver puede ser escrito en forma conservativa en
términos de la profundidad del uido y de las velocidades promediadas en la plano
donde el ujo medio tiene lugar. La presencia del término fuente en la ecuación de
momento, la consideración de batimetría variable, fricción en el fondo del lecho,
tensión en la supercie libre del agua debida al viento, el efecto de Coriolis, son
aspectos que se pueden tener en cuenta en el modelo físico.
En este capítulo vamos ha realizar la aproximación de las ecuaciones del movimien-
to de un uido en aguas poco profundas con elementos nitos de alto orden y
usando los métodos VMS (Variational Multi-Scale) llamados ASGS ( Algebraic
SubGrid Scale) y OSS (Orthogonal Subgrid Scale). La contribución de este tra-
bajo es tanto aplicar estas técnicas (por otro lado conocidas) al problema de ujo
de aguas poco profundas como experimentar con elementos de orden elevado
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(hasta cuarto orden).
Veremos en primer lugar cómo a través de un cambio de variables adecuado y
linearizando las ecuaciones de partida, cada iteración del proceso no lineal puede
escribirse como un sistema acoplado de ecuaciones de convección-difusión-reacción
(CDR). Plantearemos la aproximación de este sistema general de ecuaciones,
particularizándolo después al problema de aguas poco profundas.
La estrategia de discretización que plantearemos consiste en dos pasos. Primero
procederemos a discretizar en el tiempo mediante un esquema de integración tem-
poral en diferencias nitas, y luego realizaremos una aproximación de elementos
nitos en el espacio. Este procedimiento desacopla los errores provenientes de la
discretización temporal de los correspondientes a la discretización espacial. Sin
embargo, se tiene que señalar que el enfoque más común es proceder a la inversa,
es decir, primero discretizar en el espacio y luego aproximar el sistema resul-
tante de ecuaciones diferenciales en el tiempo. Para el método convencional de
Galerkin ambos caminos dan lugar al mismo problema discreto, pero no es así
para todos los métodos de estabilización basados en VMS. En lo concerniente
a la discretización temporal, usaremos la regla trapezoidal generalizada, que es
el método en diferencias nitas más sencillo; sin embargo, podríamos aplicar
cualquier otro esquema en diferencias nitas.
En cuanto a la discretización espacial, es bien conocido que el método estándar
de Galerkin puede fallar por dos razones: la presencia del término convectivo
(no-lineal) dominante con respecto al término viscoso, y la necesidad de usar
diferentes interpolaciones de elementos nitos para la profundidad y las veloci-
dades promediadas, similarmente a lo que ocurre para la presión y la velocidad en
el clásico problema de Stokes; dicha necesidad se plantea en forma de condición
inf-sup. Ambas pueden superarse mediante una formulación estabilizada. Aquí
vamos a usar las formulaciones basadas en subescalas y, en particular, el enfoque
introducido por Hughes y otros en [1, 2] para la ecuación de CDR escalar y gene-
ralizado a sistemas lineales en [4, 5] y que corresponde al método ASGS para
resolver el problema CDR vectorial estacionario. La idea básica es aproximar el
efecto de la componente de la solución continua que no puede ser resuelta por la
malla de elementos nitos en términos de la solución en el espacio de elementos
nitos. Una importante característica introducida en [6, 33] es que la componente
no resuelta, denominada subescala, se considera ortogonal respecto del producto
escalar de L2 al espacio de elementos nitos, lo cual se explicará más adelante.
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Esta idea fue primero introducida en [33] como una extensión de un método de
estabilización originalmente introducido para el problema de Stokes en [46] y to-
talmente analizado para la ecuación estacionaria de Navier-Stokes en [47]. Con
estas ideas aplicadas al problema CDR vectorial estacionario se obtiene el método
OSS para resolver dicho problema. Finalmente, para el problema CDR vectorial
transitorio, que es el que usamos directamente para resolver las ecuaciones del
movimiento de un uido en aguas poco profundas, la formulación obtenida está
basada en lo expuesto en [9, 10, 6]. Hay que hacer notar que no consideraremos el
posible desarrollo de choques en la solución, es decir, discontinuidades que pueden
llegar a producirse en el límite invíscido. Para su aproximación hay que recurrir
a técnicas de captura de discontinuidades que no consideraremos en este trabajo.
El capítulo está organizado como sigue. En la siguiente sección se describe la física
del problema que queremos resolver y la obtención de la ecuación vectorial de
CDR transitoria que representa el problema del movimiento de un uido en aguas
poco profundas. Las aproximaciones y formulaciones numéricas están descritas en
la Sección 3.3. En la Sección 3.4 se presentan pruebas numéricas de convergencia
en malla con soluciones analíticas conocidas y ejemplos numéricos de referencia
en la literatura. Finalmente, en base a los resultados obtenidos se extraen algunas
conclusiones en la Sección 3.5.
3.2 Planteamiento del problema, linealización y
discretización temporal
3.2.1 Ecuaciones de gobierno
Sea Ω un dominio acotado de R2 con coordenadas cartesianas x = (x1, x2). Con-
sideremos un uido que se mueve durante el intervalo de tiempo [0, T ] en el do-
minio de R3 dado por Ω× (−H(x), η(x, t)), donde x3 = −H(x) representa la ba-
timetría del terreno y x3 = η(x, t) es la supercie libre del uido, x ∈ Ω, t ∈ [0, T ],
que será incógnita del problema. Consideraremos que h(x, t) := H(x) + η(x, t)
es mucho menor que el diámetro de Ω, por lo que supondremos válida la aproxi-
mación de las ecuaciones de movimento en aguas poco profundas, las cuales se
obtienen por integración vertical de las ecuaciones generales de movimiento, bien
sea de uidos viscosos (ecuaciones de Navier-Stokes) o invíscidos (ecuaciones de
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Euler); véase por ejemplo [25, 26]. En este capítulo vamos a utilizar las ecuaciones
obtenidas a partir de las ecuaciones de Navier-Stokes para un uido newtoniano
incompresible e isotérmico, incluyendo la tensión supercial provocada por los
efectos del viento, así como también los efectos de Coriolis. Dichas ecuaciones
pueden escribirse en forma indicial como
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∂th+ ∂i (hUi) = 0, (3.2.2)
con
τ ij = µH
(





, i, j = 1, 2, (3.2.3)






τ s3i + gUiU0Ch







donde Ui(x, t) (i = 1, 2) son las componentes de la velocidad promediadas en
la profundidad, δij es la delta de Kronecker, ∂t denota la derivada temporal
y ∂i la derivada con respecto a la i-ésima coordenada cartesiana (i = 1, 2) en
Ω. En las ecuaciones anteriores y en lo que sigue, índices repetidos indican la
notación de sumación de Einstein, y los subíndices i, j, k recorren desde 1 hasta
2. En las expresiones previas, g es la aceleración de la gravedad, ρ la densidad
del uido, τ̄ij son las tensiones viscosas promediadas, µH es el coeciente de
viscosidad dinámico, f̂ es el parámetro de Coriolis, pa es la presión atmosférica,
τ s3i (i = 1, 2) son las tensiones en la supercie libre del agua debidas al viento,
Ch es el coeciente de Chézy para el rozamiento en el fondo y U0 es la norma
euclídea de (U1, U2). Las ecuaciones (3.2.1) y (3.2.2) representan un sistema de
tres ecuaciones, cuyo vector de incógnitas es
UT = [U1, U2, h] .
Dichas ecuaciones constituyen las ecuaciones del movimiento de un uido en aguas
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poco profundas. Se deben completar con condiciones iniciales y de contorno. Los
valores iniciales para la elevación del agua y las velocidades promediadas deben ser
conocidos como condiciones iniciales. Con respecto a las condiciones de contorno,
es bien conocido que el problema está bien puesto si la velocidad promediada se
especica en el contorno de entrada del dominio computacional Ω, mientras que en
el resto del contorno se prescribe la componente normal de las tensiones viscosas
y la elevación del uido.
Las ecuaciones para aguas poco profundas descritas anteriormente, en su forma
conservativa, se presentaron en esta forma en las referencias [27, 28]. Debido a
su complejidad, en la literatura existen muchas variantes de estas ecuaciones con
distintas simplicaciones, tanto para las ecuaciones que parten de las ecuaciones
de Euler [26], como para las ecuaciones obtenidas de las ecuaciones de Navier-
Stokes [25].
En nuestro trabajo utilizaremos las ecuaciones 3.2.1 y 3.2.2 sin eliminar o hacer
simplicaciones de ninguno de sus términos. Mediante un cambio de variables
transformaremos las ecuaciones para poder escribirlas como una ecuación vecto-
rial de convección-difusión-reacción (CDR) transitoria de la forma
∂tu− ∂i (Kij∂ju) + ∂i (Aiu) + Su = F i, j = 1, 2, (3.2.5)
para la que más adelante, en la Sección 3.3, presentaremos su aproximación
numérica por elementos nitos mediante los métodos variacionales de subescalas
ASGS y OSS. En las ecuaciones anteriores, u es el vector de incógnitas, F el
vector de fuerzas conocido y Kij, Ai, S matrices dadas, que pueden depender
de u en problemas no lineales. Para una descripción general de cómo tratar el
problema genérico descrito y sus aplicaciones en mecánica de uidos, véase [19].
3.2.2 Cambio de variables
Realizando el cambio de variables ui := hUi y P :=
1
2
g (h2 −H2), con ∂tP =
hg∂th, las ecuaciones (3.2.1) y (3.2.2) se pueden escribir de la siguiente manera:
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∂tP + ∂iui = 0. (3.2.7)
Las ecuaciones (3.2.6) y (3.2.7) se pueden escribir fácilmente en el formato de la
ecuación (3.2.5), considerando esta como una ecuación no lineal, con las matrices
de coecientes dependientes de la incógnita. Sin embargo, detallaremos esta
identicación en el caso del problema linealizado y discretizado en el tiempo.
3.2.3 Discretización en el tiempo y linealización
Para la discretización temporal de las ecuaciones de movimiento, consideremos
una partición uniforme del intervalo de tiempo 0 = t0 < t1 < · · · < tN = T , con
δt = tn+1− tn, donde δt es el tamaño del paso de tiempo, considerado constante.
Aquí y en adelante, usaremos el superíndice n para indicar el nivel de tiempo n.
Aunque la discretización en el tiempo puede realizarse mediante cualquier aproxi-
mación de la derivada temporal en diferencias nitas o elementos nitos, aquí
utilizaremos la regla trapezoidal generalizada. Para una función genérica f , sea





(fn+1 − fn) = 1
θδt
(fn+θ − fn) ≈ (∂tf)n+θ.
Esta aproximación es de segundo orden en δt en el caso en que θ = 1/2 (método
de Crank-Nicolson) y de primer orden si θ 6= 1/2. Para θ = 1 corresponde
al método de Euler implícito o el método de diferencias hacia atrás de primer
orden, a menudo abreviado como BDF1.
En cuanto a la linealización, utilizaremos el método de punto jo de Picard. En
cada iteración de cada paso de tiempo, el problema a resolver es de la forma
δnt ui + ∂j (ajui) + ∂ip− ∂j τ̂ji + Sijuj + bi = 0, i = 1, 2, (3.2.9)
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1
h0g
δnt p+ ∂iui = 0. (3.2.10)
Usando un superíndice adicional para el contador de iteraciones, las variables




j , uj = (hUj)
n+θ,i ,
h0 = h




(p− P n) , δnt uj =
1
θδt


































S12 = −S21 = −f̂ , bi = b∗i + ∂jτ ∗ji,







Obsérvese que la forma linealizada de las tensiones viscosas τ ij dada en (3.2.3)
corresponde a τ̂ij − τ ∗ij, donde τ̂ij está escrito en términos de las variables de
la iteración actual, mientras que τ ∗ij se calcula con los valores de las variables
correspondientes a la iteración anterior.
3.2.4 Forma vectorial
Para escribir las ecuaciones (3.2.9) y (3.2.10) en la forma vectorial (3.2.5), aunque
discretizada en el tiempo, escribimos las mismas como un sistema de tres ecua-


































+a1∂1u2+a2∂2u2+∂2p+(∂1a1 + ∂2a2 + S22)u2







22 = 0, (3.2.12)
1
h0g
δnt p+ ∂1u1 + ∂2u2 = 0. (3.2.13)
La forma vectorial discreta en el tiempo de (3.2.5) del sistema de ecuaciones
(3.2.11) , (3.2.12) y (3.2.13), linealizada con el método de Picard y escribiendo






























































































La ecuación (3.2.14) corresponde a la ecuación vectorial de CDR transitoria
(3.2.5) del movimiento de un uido en aguas poco profundas discretizada en
el tiempo y linealizada. Las matrices Kij, Ai, S y F son
























 1 0 00 43 0
0 0 0
 , A1 =
 a1 0 10 a1 0
1 0 0
 , A2 =




 ∂1a1 + ∂2a2 + S11 S12 0S21 ∂1a1 + ∂2a2 + S22 0
0 0 0




Obsérvese que las matrices Kij son simétricas. Los coecientes de las matrices
Ai, S y F no todos son constantes, pues algunos dependen de las velocidades del
ujo, elevación del nivel del agua, su batimetría y sus gradientes respectivamente,
cuyos valores corresponden a la iteración anterior resultado de la linealización.
El vector de incógnitas es
uT = [u1, u2, p] .
3.3 Aproximación espacial y estabilización numé-
rica
En esta sección vamos a describir la aproximación espacial mediante el método
de los elementos nitos y estabilización numérica de la ecuación vectorial de
CDR transitoria (3.2.5), considerando que las matrices de coecientes están eva-
luadas con las incógnitas de una iteración anterior como resultado de la lineali-
zación. Esta aproximación la podremos aplicar directamente a (3.2.14), teniendo
en cuenta que en este caso hemos discretizado el tiempo mediante un esquema de
diferencias nitas y hemos escrito el término convectivo como Ai∂iu; las modi-
caciones necesarias por escribir así este término son obvias.
Es conocido que la aproximación de la ecuación estacionaria escalar de CDR
por el método estándar de elementos nitos de Galerkin no es estable cuando el
término convectivo es dominante con respecto al término difusivo. Para el caso
vectorial sucede exactamente lo mismo, con el agravante de la no linealidad en los
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términos convectivos y de la compatibilidad en la interpolación de las incógnitas.
Para resolver estos problemas, introduciremos los métodos de elementos nitos
estabilizados ASGS y OSS basados en la formulación VMS.
3.3.1 Forma diferencial del problema
La ecuación diferencial que vamos a aproximar numéricamente es la ecuación
vectorial transitoria de CDR en 2D, con condiciones de contorno de Dirichlet,
Neumann y condiciones iniciales conocidas. Aunque todo lo desarrollado en esta
sección es fácilmente aplicable a 3D, hemos preferido restringirnos a 2D por su
directa aplicación a las ecuaciones del movimiento de un uido en aguas poco
profundas. El problema consiste en encontrar u : Ω × γ → Rninc , Ω ⊂ R2,
γ = [0, T ] tal que
∂tu + L (u) =F (x, t) ∈ Ω× γ, (3.3.1)
con
L (u) := −∂i (Kij∂ju) + ∂i (Aiu) + Su (3.3.2)
sujeta a condiciones de contorno de Dirichlet
u = uD, (x, t) ∈ ∂ΩD × γ,
condiciones de contorno de Neumann
niA
f
i u− niKij∂ju = ϕ, (x, t) ∈ ∂ΩN × γ, (3.3.3)
y condiciones iniciales
u = u0, x ∈ Ω, t = 0.
Hemos considerado que la frontera de Ω (denotada por ∂Ω) está dada por ∂Ω =
∂ΩD + ∂ΩN y las matrices de convección Ai se pueden descomponer en dos
términos, uno propiamente convectivo Aci y otro que contribuye al ujo de la
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La ecuación (3.3.1) es un sistema de ninc ecuaciones diferenciales en derivadas
parciales, con ninc = 3 para las ecuaciones de aguas poco profundas. Las matrices
de difusividad Kij, convección Ai y de reacción S son matrices cuadradas de orden
ninc × ninc, mientras que u y F son vectores de ninc componentes.
Suponemos que las condiciones iniciales y de contorno de Dirichlet verican la
condición de compatibilidad u0 (x) |∂ΩD = uD (x, 0).
3.3.2 Forma débil del problema estacionario
Para simplicar la exposición, empecemos considerando el problema estacionario
de la ecuación vectorial de CDR, con condiciones de Dirichlet homogéneas en
toda su frontera. Dicho problema consiste en hallar u : Ω→ Rninc tal que
L (u) := −∂i (Kij∂ju) + ∂i (Aiu) + Su = F, x ∈ Ω, (3.3.4)
u = 0, x ∈ ∂Ω. (3.3.5)
Para escribir la forma débil del problema (3.3.4)-(3.3.5), sea W el espacio donde
la ecuación diferencial tiene sentido distribucional. Por ejemplo, si Kij dene
una forma cuadrática denida positiva (que no es el caso en las ecuaciones de
aguas poco profundas), dicho espacio esW := (H10 (Ω)) ninc , es decir, el espacio de
funciones vectoriales cuyas componentes son funciones cuadrado integrable, que
tienen primera derivada cuadrado integrable y que se anulan en la frontera ∂Ω.
Suponemos también que F multiplicado por funciones de W es integrable, y que
las matrices Kij, Ai y S tienen coecientes acotados.
Para determinar la foma débil o variacional del problema multiplicamos (3.3.4)























vTF dΩ, ∀v ∈ W .
Integrando por partes la ecuación anterior, no solo el término difusivo sino además
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vTF dΩ, ∀v ∈ W .
Por último, aplicando el teorema de la divergencia, podemos ahora escribir la


























(vTAfi u)ni dΓ, ∀v ∈ W ,
(3.3.6)
donde ni es la componente i-ésima de la normal unitaria a ∂Ω.
Los dos últimos términos del lado derecho de la ecuación (3.3.6) son valores
conocidos, pues o bien la función de test v es nula en el caso en el que ∂ΩD = ∂Ω
o bien usamos la condición de Neumann (3.3.3). Nos restringiremos al primer
caso, como hemos indicado, con lo cual la forma variacional o débil del problema
(3.3.4)-(3.3.5) consiste en encontrar u ∈ W tal que
B(u,v) = 〈F,v〉 ∀v ∈ W , (3.3.7)























3.3.3 Método estándar de Galerkin para el problema esta-
cionario
Para aproximar numéricamente la ecuación (3.3.7) en el espacio por el método de
los elementos nitos, consideremos una partición {Ωe} de Ω, con e = 1, . . . , nel,
siendo nel el número de elementos de la partición. Sea Wh un espacio conforme
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de elementos nitos para aproximar W (Wh ⊂ W). El problema discreto que se
conoce como el método estándar de Galerkin, que aproxima la ecuación vectorial
de CDR estacionaria (3.3.4)-(3.3.5), consiste en hallar uh ∈ Wh tal que
B(uh,vh) = 〈F,vh〉 ∀vh ∈ Wh. (3.3.10)
En general, es necesario que la interpolación de las incógnitas satisfaga ciertas
condiciones de compatibilidad (usualmente expresadas en forma de condiciones
inf-sup). Sin embargo, con la estabilización que introduciremos más adelante
esto no es necesario, por lo que presentamos a continuación algunos aspectos de
implementación usando igual interpolación.



























Escribamos uh = (û
1, û2, ..., ûninc)
T
. Si usamos las mismas funciones de inter-





uqmNm (x) , q = 1, ..., ninc, (3.3.13)
donde M es el número de nodos del elemento nito, Nm (x) son las funciones de
forma y uqm es el valor nodal de la componente q de la incógnita en el nodo m de
la malla. Además, utilizando el método de Galerkin tomamos como funciones de
prueba vh las dadas por:
vTh = v
T
h,p = (δ1pNl, δ2pNl, ..., δnincpNl) , p = 1, . . . , ninc, l = 1, . . . ,M,
(3.3.14)
donde δip es la delta de Kronecker. Reemplazando (3.3.13) y (3.3.14) en (3.3.10),
(3.3.11) y (3.3.12) se tiene:







































































Nlfp dΩ p = 1, ..., ninc, l = 1, ...M. (3.3.15)


































p = 1, ..., ninc, l = 1, ...M.







y (S)pq son los





i y S. El ensamblaje de la ecuación (3.3.16) da lugar, una
vez impuestas las condiciones de contorno, a un sistema lineal de ecuaciones
cuya solución proporciona los valores nodales de la aproximación numérica del
problema estacionario (3.3.4)-(3.3.5)
3.3.4 Método de las subescalas, problema estacionario
Como ya dijimos antes, el método estándar de Galerkin presenta inestabilidades
numéricas cuando el término convectivo es dominante con respecto al término
difusivo y debido a las condiciones de compatibilidad entre la interpolación de
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las variables. El método que vamos a utilizar para la estabilización numérica es
el método variacional de subescalas (MVS) introducido por Hughes y otros en
[1, 2] para resolver las inestabilidades numéricas del método de Galerkin en el
problema de CDR escalar estacionario y generalizado en [4, 5] al problema de
CDR vectorial estacionario.
La idea básica es descomponer la variable continua desconocida u ∈ W en una
parte resoluble en el espacio de elementos nitos uh ∈ Wh, Wh ⊂ W y una parte
en la escala de una submalla ũ ∈ W̃ , W̃ ⊂ W , la cual no puede ser capturada por
la malla de elementos nitos, siendoW =Wh⊕W̃ , donde W̃ es cualquier espacio
para completar Wh en W . Para evitar tecnicismos, podemos pensar de W y W̃
como espacios dimensionalmente nitos, con una dimensión grande. Puesto que
W̃ representa la componente de W que no puede ser capturada por el espacio
de elementos nitos, la llamamos espacio de las subescalas. De este modo, la
variable continua desconocida podemos escribirla como u = uh + ũ, donde uh es
la componente de u en el espacio de elementos nitos y ũ es su componente en
el complemento (con respecto a un cierto producto interno) en W .
Aplicando la descomposición mencionada a la ecuación continua (3.3.7) se ob-
tiene:
B(uh + ũ,vh + ṽ) = 〈F,vh + ṽ〉 ∀vh ∈ Wh,∀ṽ ∈ W̃ . (3.3.17)
Hemos considerado el problema linealizado, por lo cual B es una forma bilineal
(para el tratamiento generalizado de problemas no lineales, véase [6, 51]). Uti-
lizando este hecho, la ecuación (3.3.17) se puede descomponer en el siguiente
sistema de ecuaciones:
B (uh,vh) +B (ũ,vh) = 〈F,vh〉 ∀vh ∈ Wh, (3.3.18)
B (uh, ṽ) +B (ũ, ṽ) = 〈F, ṽ〉 ∀ṽ ∈ W̃ . (3.3.19)
La ecuación (3.3.18) corresponde a la escala resoluble uh en el espacio de elemen-
tos nitos y tiene dos términos a su lado izquierdo, el primero es la contribución
del método de Galerkin y el segundo toma en cuenta la inuencia de la subescala
en uh. De la ecuación (3.3.19) debe obtenerse una aproximación a ũ.
De forma análoga a la ecuación (3.3.11), para el segundo término del lado izquierdo
de la ecuación (3.3.18) tenemos
























































i ũ dΓ. (3.3.21)
Sea L∗ el adjunto del operador L, dado por






− ∂ivThAi + vThS, (3.3.22)






















i ũ dΓ. (3.3.23)





















= 〈F,vh〉 ∀vh ∈ Wh. (3.3.24)
Ahora bien, integrando también por partes dentro de cada elemento los dos tér-
minos de la ecuación (3.3.19), ésta queda
















ṽT [F− L (uh)] dΩ ∀ṽ ∈ W̃ . (3.3.25)
Observemos que el primer término de la ecuación (3.3.25) se anula, ya que en la
frontera de los elementos las componentes normales de los ujos de u son iguales
pero de signo contrario, debido a que los ujos difusivos deben ser continuos a
través de los contornos inter-elementales. Como resultado de esto, la ecuación
(3.3.25) es equivalente a encontrar ũ ∈ W̃ tal que
L (ũ) = F− L (uh) + vh,ort en Ωe,∀vh,ort ∈ W̃⊥, (3.3.26)
ũ = ũesq en ∂Ω
e, (3.3.27)
para e = 1, ..., nel, donde ũesq es la subescala evaluada en los contornos inter-
elementales. Es importante observar que la ecuación (3.3.26) se verica para
cualquier elemento vh,ort ortogonal a W̃ . La presencia del elemento vh,ort en la
ecuación (3.3.26) garantiza que L (ũ) − [F− L (uh)] pertenece a W̃⊥, que es lo
que implica la ecuación (3.3.25) sin el primer término. En otras palabras vh,ort
garantiza que ũ pertenezca al espacio de subescalas W̃ (y no a todo el espacio
W).
Las ecuaciones (3.3.24), (3.3.26) y (3.3.27) equivalen exactamente a los problemas
(3.3.18) y (3.3.19), ya que hasta ahora no hemos hecho ninguna aproximación.
Veremos ahora posibles aproximaciones para poder calcular de forma efectiva ũ,
las cuales darán lugar a los métodos ASGS y OSS. En esencia, lo que debemos
hacer es seleccionar las funciones ũesq, vh,ort y proponer una solución aproximada
de la ecuación (3.3.26).
Método ASGS para el problema CDR vectorial estacionario
Un caso particular del método de las subescalas descrito anteriormente es el
método denominado ASGS. Para seleccionar ũesq vamos a usar el siguiente ar-
gumento. Para tener una aproximación discreta óptima de u que diera valores
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nodales exactos, se podría pedir que las subescalas se anularan en los nodos.
En problemas unidimensionales esto da condiciones de contorno homogéneas en
(3.3.27). Para los casos de más de una dimensión espacial, la elección de ũesq = 0
es solo una aproximación. En otras palabras, estamos tomando el espacio de
las subescalas W̃ como un espacio de funciones burbuja, es decir, el espacio de
funciones que se anulan en los contornos de los elementos (véase [7, 8]). Esta
aproximación, que adoptaremos en lo que sigue, no es sin embargo imprescindible
(véase [52])
Con esta aproximación, el término de las integrales en los contornos de los ele-
mentos de la ecuación (3.3.24) se elimina, por lo cual el problema que debemos






(L∗ (vh))T ũ dΩ = 〈F,vh〉 ∀vh ∈ Wh, (3.3.28)
en donde todavía hace falta determinar ũ.
La siguiente aproximación del método ASGS es tomar vh,ort = 0, lo cual supone
considerar que las subescalas están en el espacio de residuos, es decir, éste está
compuesto por funciones de la forma F − L (v), con v ∈ W . Podemos entonces
escribir simbólicamente la solución del problema (3.3.26)-(3.3.27), asumiendo
ũesq = 0 y considerando vh,ort = 0, como
ũ = L−1 [F− L (uh)] , (3.3.29)
donde L−1 es el operador inverso del operador L con condiciones de Dirichlet
homogéneas.
De (3.3.28) se observa que solo se necesita la componente de ũ sobre el espacio
L (Wh), donde L (Wh) es el espacio de funciones de la forma L (vh), con vh ∈ Wh;
esto sugiere aproximar (3.3.29) como
ũ ≈ τ e [F− L (uh)] , (3.3.30)
donde τ e es una matriz de ninc×ninc componentes a la que denominamos matriz
de parámetros de estabilización y que se calcula dentro del dominio de cada ele-
mento. El diseño de la matriz τ e es una de las piedras angulares en el desarrollo de
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los métodos de elementos nitos estabilizados. Algunas formulaciones algebraicas
para el diseño del parámetro de estabilización para la ecuación escalar de CDR en
1D, basadas en el principio del máximo discreto, pueden encontrarse en [1, 2, 9];
la extensión a sistemas puede consultarse en [4]. Asimismo, en [10, 6] se propone
un diseño del parámetro de estabilización basado en un análisis de Fourier, con-
siderando el problema de ujo en aguas poco profundas en [32]. En este capítulo
vamos a utilizar precisamenete el diseño algorítmico del τ e desarrollado en [32] y
que está dado por
τ e = diag(τ e, τ e, 0),












para elementos nitos lineales, siendo νH =
µH
ρ
el coeciente de viscosidad cine-
mática y |a| la norma de la velocidad. Se entiende que las funciones que aparecen
en esta expresión se calculan dentro de cada elemento e, cuyo diámetro es he, y
c1, c2, c3 y c4 son constantes algorítmicas.
Para elementos de alto orden, la experimentación numérica y también el análisis
teórico (que está fuera del objetivo de este trabajo) nos han llevado a proponer
como matriz de parámetros de estabilización:























donde c1, c2, c3 y c4 son los mismos coecientes que antes, y que para los ejemplos
numéricos hemos adoptado como c1 = 12, c2 = 2 y c3 = c4 = 1 y d es el orden
polinomial de interpolación.
Reemplazando la ecuación (3.3.30) en (3.3.28), nalmente tenemos la formulación
estabilizada ASGS para resolver la ecuación vectorial de CDR estacionaria, la cual
consiste en encontrar uh ∈ Wh tal que






(−L∗ (vh))T τ e [L (uh)− F] dΩ = 〈F,vh〉 ∀vh ∈ Wh.
(3.3.33)
El método OSS para el problema de CDR vectorial estacionario
A continuación vamos a describir el método OSS propuesto en [33]. El punto de
partida es la elección del espacio de las subescalas, que ahora no será el espacio
de residuos de elementos nitos como en el caso anterior, sino que se toma como
espacio W̃ el espacio ortogonal en el sentido de L2 al espacio de elementos nitos,
es decir,
W̃ =W⊥h , (3.3.34)
que es una legítima elección que cumple con W =Wh ⊕ W̃ .
Tomando en cuenta (3.3.34) de (3.3.26) se sigue que
vh,ort ∈ Wh, ũ ∈ W⊥h ,
lo que signica que vh,ort es una función del espacio de elementos nitos y por lo
tanto numéricamente calculable, mientras que ũ estará en el espacio ortogonal a
Wh. A este espacio W⊥h escogido para las subescalas ũ lo denominamos espacio
de subescalas ortogonales.
Para resolver (3.3.26) y (3.3.27), al igual que en el método ASGS, asumimos
ũesq = 0 y escribimos
ũ = L−1 [F− L (uh)] + L−1 (vh,ort) , (3.3.35)
donde, como en el método ASGS, L−1 es el inverso del operador L con condi-
ciones de Dirichlet homogéneas. De (3.3.28) se observa que solo se necesita la
componente de ũ sobre el espacio L (Wh) y, al igual que en el método ASGS, esto
sugiere aproximar (3.3.35) como
ũ ≈ τ e [F− L (uh)] + τ evh,ort. (3.3.36)
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para todo vh ∈ Wh. Si llamamos Πτ la proyección L2 sobre el espacio de elementos
nitos pesada con τ e dentro de cada elemento, de (3.3.37) se tiene que
vh,ort = −Πτ [F− L (uh)] . (3.3.38)
Reemplazando (3.3.38) en (3.3.36) tenemos
ũ ≈ τ e [F− L (uh)−Πτ [F− L (uh)]] . (3.3.39)
Sea ahora
Π⊥τ = I−Πτ , (3.3.40)
donde I es la identidad en Wh y Π⊥τ es la proyección sobre el espacio ortogonal
al espacio de elementos nitos. La ecuación (3.3.39) se puede escribir entonces
como
ũ ≈ τ eΠ⊥τ [F− L (uh)] . (3.3.41)
Podemos reemplazar esta expresión en (3.3.24) y usar el hecho de que las inte-
grales sobre los contornos de los elementos son cero, con lo cual obtenemos la
formulación estabilizada de elementos nitos OSS que resuelve la ecuación vecto-






(−L∗ (vh))T τ eΠ⊥τ [L (uh)− F] dΩ = 〈F,vh〉 ∀vh ∈ Wh.
(3.3.42)
Generalización
Las ecuaciones (3.3.33) y (4.3.1), que denen respectivamente los métodos ASGS
y OSS, se pueden escribir en forma conjunta de la siguiente manera: encontrar
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I para el método ASGS,Π⊥τ para el método OSS.
En términos generales, ambas formulaciones, ASGS y OSS, consiguen el objetivo
de estabilizar el problema. Aunque como veremos en los ejemplos numéricos su
comportamiento en el problema que nos ocupa es parecido, la formulación OSS es
habitualmente más precisa, aunque algo más costosa. Asimismo, permite simpli-
caciones que no consideraremos en este trabajo (véase por ejemplo la discusión
en [19])
3.3.5 Ecuación de CDR vectorial transitoria
Describimos a continuación la extensión de las formulaciones introducidas al pro-
blema transitorio. Como en el caso estacionario, consideramos para simplicar
condiciones de contorno de Dirichlet homogéneas.
Las únicas modicacions que debemos tener en cuenta son las originadas por el
término ∂tu en la ecuación (3.3.1). En particular, la forma variacional continua
será, en vez de (3.3.7): hallar u : γ →W tal que
(∂tu,v) +B(u,v) = 〈F,v〉 ∀v ∈ W ,




cualesquiera funciones vectoriales f y g de L2(Ω).
Como hemos indicado anteriormente, la discretización en el tiempo la llevaremos
a cabo usando la regla trapezoidal. Una vez linealizadas la ecuaciones mediante
el método de Picard, el problema continuo en el espacio que habrá que resolver en
cada paso de tiempo, escrito en forma variacional, será: dado un ∈ W , encontrar
un+1 ∈ W tal que
(δnt u,v) +B(u,v) = 〈F,v〉 ∀v ∈ W , (3.3.44)
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para n = 1, 2, ..., siendo u0 la condición inicial. Recordemos de la notación
introducida en (3.2.11)-(3.2.13) que se sobreentiende en esta ecuación que la in-
cógnita u (y el término de fuerzas) está aproximada en el instante de tiempo
tn+θ = tn + θδt (y en una iteración determinada).
Al plantear la descomposición u = uh + ũ, igual que hicimos en el caso esta-
cionario, aparecerá el término ∂tũ, que en principio no es nulo. Sin embargo,
en todo lo que sigue haremos la suposición de que ∂tũ = 0, lo cual implica que
la variación temporal de las subescalas es despreciable comparada con el resto
de términos. En [6] las subescalas que satisfacen esta condición son llamadas
cuasi-estáticas, mientras que se denominan dinámicas si no se hace esta hipótesis
(véase [6, 20, 53]).
Aplicando la descomposición mencionada de u a la ecuación continua (3.3.44) se
tiene:
(δnt (uh + ũ) ,vh + ṽ)+B (uh + ũ,vh + ṽ) = 〈F,vh + ṽ〉 ∀vh ∈ Wh, ∀ṽ ∈ W̃ .
(3.3.45)
Debido a que hemos linealizado las ecuaciones mediante el método de Picard,
podemos utilizar las propiedades de las formas bilineales en B, con lo cual la
ecuación (3.3.45) se puede descomponer en el siguiente sistema de ecuaciones:
(δnt uh,vh)+(δ
n
t ũ,vh)+B (uh,vh)+B (ũ,vh) = 〈F,vh〉 ∀vh ∈ Wh, (3.3.46)
(δnt uh, ṽ) + (δ
n
t ũ, ṽ) +B (uh, ṽ) +B (ũ, ṽ) = 〈F, ṽ〉 ∀ṽ ∈ W̃ . (3.3.47)
Tomando en cuenta la suposición de que δnt ũ = 0, el sistema de ecuaciones (3.3.46)
y (3.3.47) se escribe de la siguiente manera:
(δnt uh,vh) +B (uh,vh) +B (ũ,vh) = 〈F,vh〉 ∀vh ∈ Wh, (3.3.48)
(δnt uh, ṽ) +B (uh, ṽ) +B (ũ, ṽ) = 〈F, ṽ〉 ∀ṽ ∈ W̃ . (3.3.49)
Integrando por partes el término B (ũ,vh) tal como se hizo para el problema
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estacionario en (3.3.23) y reemplazando en la ecuación (3.3.48) , se tiene





















= 〈F,vh〉 ∀vh ∈ Wh. (3.3.50)
Ahora bien, integrando también por partes dentro de cada elemento los térmi-
nos B (uh, ṽ) y B (ũ, ṽ) de la ecuación (3.3.49) con condiciones de Dirichlet ho-





















ṽT δnt uh dΩ ∀ṽ ∈ W̃ . (3.3.51)
El primer término de la parte izquierda de la ecuación (3.3.51) se anula, puesto que
los ujos difusivos deben ser continuos a través de los contornos inter-elementales
y por lo tanto, en la frontera de los elementos las componentes normales de los
ujos de u son iguales pero de signo contrario.
Como resultado de lo anterior la ecuación (3.3.51) es equivalente a encontrar
ũ : γ → W̃ tal que
L (ũ) = F− L (uh)− δnt uh + vh,ort en Ωe,∀vh,ort ∈ W̃⊥, (3.3.52)
ũ = ũesq en ∂Ω
e, (3.3.53)
para e = 1, ..., nel y para una cierta función ũesq que es evaluada en los contornos
inter-elementales. Aquí igual que en el caso estacionario, es importante observar
la presencia del elemento vh,ort, el cual garantiza que ũ pertenezca al espacio de
subescalas W̃ (y no a todo el espacio W).
Las ecuaciones (3.3.50) , (3.3.52) y (3.3.53) equivalen exactamente al sistema de
ecuaciones (3.3.48) y (3.3.49) , en donde hasta ahora no hemos hecho ninguna
aproximación. Lo que sigue es hacer una selección de las funciones ũesq, vh,ort y
una solución aproximada de la ecuación (3.3.52). La manera de escoger dichas
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funciones da lugar a las formulaciones ASGS y OSS que describimos más adelante.
Los pasos comunes los describimos a continuación.
Para seleccionar ũesq, igual que en el caso estacionario, tomamos el espacio de
las subescalas W̃ como un espacio de funciones burbuja, es decir el espacio de
funciones que se anulan en los contornos de los elementos. Con esta aproximación
se elimina el término de las integrales en los contornos de los elementos en la
ecuación (3.3.50) , con lo cual el problema transitorio a ser resuelto es encontrar
uh : γ →Wh tal que





(L∗ (vh))T ũ dΩ = 〈F,vh〉 ∀vh ∈ Wh,
(3.3.54)
donde L∗ es el operador adjunto de L que está dado por la ecuación (3.3.22). Por
otro lado todavía hace falta determinar ũ. Para determinar ũ vamos a resolver
el problema (3.3.52) y (3.3.53) en el espacio de las subescalas W̃ de funciones
burbuja, con lo cual ũesq = 0 y ũ puede ser escrito como:
ũ = L−1 [F− L (uh)− δnt uh + vh,ort] , (3.3.55)
en cada elemento, donde L−1 es el operador inverso del operador L con condiciones
de Dirichlet homogéneas.
Similar al caso estacionario de la ecuación (3.3.54) vemos que solo se necesita la
componente de ũ sobre el espacio L (Wh), donde L (Wh) es el espacio de funciones
de la forma L (vh), con vh ∈ Wh, esto sugiere aproximar (3.3.55) como
ũ ≈ τ e [F− L (uh)− δnt uh + vh,ort] , (3.3.56)
donde la matriz de parámetros de estabilización τ e que se calcula dentro del
dominio de cada elemento está dada por (3.3.31) y(3.3.32) , y es una aproximación
algebraica del operador L−1.
Formulación ASGS para el problema CDR vectorial transitorio
El método ASGS toma como espacio de subescalas el espacio de funciones que
son residuos de funciones de elementos nitos, es decir, el espacio de funciones de
la forma F− L (vh)− δnt vh, con vh ∈ Wh. Esto nos lleva a que vh,ort = 0.
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Reemplazando (3.3.56) en (3.3.54) con vh,ort = 0, se obtiene la ecuación estabi-
lizada con el método ASGS para el problema CDR vectorial transitorio y que
consiste en: dado unh ∈ W , encontrar un+1h ∈ W tal que





(−L∗ (vh))T τ e [δnt uh + L (uh)− F] dΩ
= 〈F,vh〉 ∀vh ∈ Wh, (3.3.57)
Nótese que no aparece el término (δnt ũ,vh), puesto que hemos supuesto subescalas
cuasi-estacionarias, pero si que aparece δnt uh en el término de estabilización.
La matriz de parámetros de estabilización τ e para elementos nitos de alto orden
está dada por las ecuaciones (3.3.31) y (3.3.32) , el operador L por (3.3.2) y el
operador L∗ por la ecuación (3.3.22).
Formulación OSS para el problema CDR vectorial transitorio
De manera similar al caso estacionario, la elección del espacio de las subescalas
W̃ es el espacio ortogonal en el sentido L2 al espacio de elementos nitos con lo
cual ũ ∈ W⊥h y vh,ort ∈ Wh lo que signica que vh,ort es una función del espacio
de elementos nitos y por lo tanto numéricamente calculable.
Para calcular vh,ort partimos de la ecuación (3.3.56) y como ũ ∈ W⊥h entonces
(ũ,vh) = 0, con lo cual
nel∑
e=1
(τ e (F− L (uh)− δnt uh) ,vh)+
nel∑
e=1
(τ evh,ort,vh) = 0 ∀vh ∈ Wh, (3.3.58)
Si llamamos Πτ a la proyección L
2 sobre el espacio de elementos nitos pesada
con τ e dentro de cada elemento, de (3.3.58) se tiene que
vh,ort = −Πτ [F− L (uh)− δnt uh] , (3.3.59)
y reemplazando (3.3.59) en (3.3.56) se tiene
ũ ≈ τ e [F− L (uh)− δnt uh −Πτ [F− L (uh)− δnt uh]] . (3.3.60)
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Sea
Π⊥τ = I−Πτ , (3.3.61)
donde I es la identidad en Wh y Π⊥τ es la proyección sobre el espacio ortogonal
al espacio de elementos nitos. La ecuación (3.3.60) se puede escribir como
ũ ≈ τ eΠ⊥τ [F− L (uh)− δnt uh] . (3.3.62)
donde la matriz de parámetros de estabilización τ e que se calcula dentro del
dominio de cada elemento está dada por (3.3.31) y(3.3.32).
Si esta expresión es reemplazada en (3.3.50) y tal como se ha mencionado antes,
las integrales sobre los contornos de los elementos son cero, se obtiene la ecuación
estabilizada con el método OSS para el problema CDR vectorial transitorio que
consiste en: dado unh ∈ Wh encontrar un+1h ∈ Wh tal que





(−L∗ (vh))T τ eΠ⊥τ [δnt uh + L (uh)− F] dΩ
= 〈F,vh〉 ∀vh ∈ Wh.
Podemos aplicar aquí los mismos comentarios que para 3.3.57. Sin embargo, hay
una consideración importanate a tener en cuenta, y es que puesto que δnt uh es
una función que pertenece al espacio de elementos nitos Wh, su componente en
el espacio ortogonal es nula, esto es, la ecuación variacional discreta anterior se
reduce a





(−L∗ (vh))T τ eΠ⊥τ [L (uh)− F] dΩ
= 〈F,vh〉 ∀vh ∈ Wh. (3.3.63)
A continuación vamos a describir la manera de calcular Π⊥τ [L (uh)− F]. De la
ecuación (3.3.61) tenemos que
Π⊥τ [L (uh)− F] = L (uh)− F−Πτ [L (uh)− F] . (3.3.64)
Reemplazando la ecuación (3.3.64) en la ecuación (3.3.63) tenemos: dado unh ∈
3.4. RESULTADOS DE LOS EXPERIMENTOS NUMÉRICOS 93
Wh encontrar un+1h ∈ Whtal que





(−L∗ (vh))T τ e
(
L (uh)− F−Πτ [L (uh)− F]
)
dΩ
= 〈F,vh〉 ∀vh ∈ Wh, (3.3.65)
en donde todavía nos hace falta describir como calcular Πτ [L (uh − F)].
Para calcular esta proyección, se procede de manera iterativa. La cual, en cada
paso de tiempo, se calcula con los valores de las variables correspondientes a la
iteración anterior.
Al inicio de cada iteración, primero determinamos Πτ [L (uh)− F] resolviendo el
siguiente problema de elementos nitos: encontrar Πτ [L (uh)− F] ∈ Wh tal que
(Πτ [L (uh)− F] ,vh)τ = (L (uh)− F,vh)τ ∀vh ∈ Wh, (3.3.66)
donde (·, ·)τ indica el producto escalar L2 pesado por la matriz de parámetros de
estabilización dentro de cada elemento.
El proceso iterativo termina cuando el error calculado con norma L2 entre dos
iteraciones consecutivas es menor que una tolerancia.
3.4 Resultados de los experimentos numéricos
Con el n de evaluar las formulaciones de los métodos variacionales de subescalas
ASGS y OSS con elementos nitos de alto orden aplicados a las ecuaciones del
movimiento de un uido en aguas poco profundas, hemos realizado diferentes ex-
perimentos numéricos, tales como pruebas de convergencia en malla y la aprox-
imación de varios problemas que se encuentran en la literatura. A continuación
presentamos los resultados para un test de convergencia y para dos ejemplos que
se han convertido en clásicos.
El método de linealización empleado es el de Picard. El criterio de convergencia
en no linealidad lo hemos jado en la norma L2, de manera que el proceso iterativo
lo hemos considerado convergido cuando∥∥uih − ui−1h ∥∥L2
‖uih‖L2
< tol,
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donde i es el contador de iteraciones en un paso de tiempo dado y tol es la
tolerancia de convergencia, jada en 10−5 en todos los ejemplos. Aquí y en lo
que sigue, las normas L2 se extienden a todo el dominio Ω. Asimismo, todas las
unidades se consideran dadas en el SI.
3.4.1 Pruebas de convergencia en malla
Las pruebas de convergencia en malla que hemos llevado a cabo consisten en
calcular el error en norma L2 entre el valor exacto y la aproximación numérica
de una incógnita u (cualquiera de las del problema). Si el error del método se
comporta como el error de interpolación, situación que puede considerarse óptima,
este error debe comportarse como
e = ‖u− uh‖L2 6 ch
d+1 (3.4.1)
donde uh es la aproximación de u en el espacio de elementos nitos, c es una
constante positiva, h es aquí el diámetro de la partición de elementos nitos (no
la altura de la lámina de agua) y d el grado polinómico de la función de forma
correspondiente a la interpolación de la aproximación uh. Aunque consideraremos
valores de hasta d = 4, no consideraremos convergencia en d, por lo que la
constante c la tomaremos ja (sabemos que decrece con d).
Aplicando logaritmos a los dos miembros de la inecuación (3.4.1) se tiene que:
loge 6 logc+ (d+ 1)logh (3.4.2)
Si gracamos la ecuación (3.4.2) (en el caso de igualdad) en el plano R2 con loge
en las ordenadas y logh en las abscisas, tenemos una línea recta, donde d+1 es la
pendiente teórica óptima de convergencia. Las pruebas de convergencia en malla
consisten entonces en vericar que la pendiente calculada sea precisamente d+ 1.
Para ello, seleccionamos como solución exacta tanto para las velocidades U1, U2
como para la elevación de la supercie libre del agua η la función polinómica
espacio-temporal
η (x, y, t) = U1 (x, y, t) = U2 (x, y, t) = x
6y6 (1− x)6 (1− y)6 t,
e imponemos el término fuente F en la ecuación vectorial de CDR transitoria
(3.2.5) mediante las siguientes expresiones tomadas de las ecuaciones (3.2.1) ,
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(3.2.2):













+Qi i = 1, 2,
f3 = ∂th+ ∂i (hUi) ,
siendo F = [f1, f2, f3]
T y τ̄ji y Qi dados por las ecuaciones (3.2.3) y (3.2.4),
respectivamente. Hemos tomado H = 1 m, es decir, batimetría constante con




= 10−3 m2/s. El parámetro de Coriolis f̂ , las tensiones de
supercie libre debidas al viento τ s3i, las variaciones de presión atmosférica pa y
el coeciente de fricción en el fondo Ch no han sido tomados en cuenta para los
ejemplos de las pruebas de convergencia en malla.
A continuación presentamos los resultados de los experimentos numéricos de las
pruebas de convergencia en malla con solución analítica conocida, tanto para el
método ASGS como para el OSS. En cada gráca se puede apreciar con línea
continua la pendiente teórica de convergencia y con línea con apéndices sobre
ella la pendiente calculada. Presentamos los resultados para los distintos gra-
dos polinómicos de las funciones de forma estudiados, es decir, para elementos
lineales, cuadráticos, cúbicos y de cuarto orden triangulares P1, P2, P3, P4 y
cuadrangulares Q1, Q2, Q3, Q4 respectivamente.
El dominio computacional es el cuadrado [0, 1]× [0, 1] y el intervalo de tiempo es
[0, 1], con incrementos para cada paso de tiempo δt = 0.2. La malla de e-lementos
nitos consiste en triángulos o cuadrados formando una malla regular. Para cada
grado polinómico de las funciones de forma P1, P2, P3, P4 o Q1, Q2, Q3, Q4,
hemos calculado los errores con norma L2 para ocho mallas de tamaño h siendo
1
h
= 15, 20, 25, 30, 35, 40, 45, 50, el número de partes en que se ha dividido
cada lado del cuadrado. En el Cuadro 3.1 se muestran el número de elementos
y el número de nodos para cada renamiento, tanto para elementos triangulares
como para elementos cuadrangulares. El integrador temporal utilizado es BDF1.
En el encabezado de las grácas de las pruebas de convergencia en malla se adjun-
tan dos las con los valores de las pendientes calculadas; la primera la corresponde
a los valores de las pendientes de las rectas que pasan por los primeros 5 puntos
y la segunda la son las pendientes de las rectas que pasan por los últimos 5




= 15, 20, 25, 30,
35, 40, 45, 50
)
. De esta manera podemos visualizar numéricamente la tendencia
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Triángulos Número de nodos
1/h elem. P1 P2 P3 P4
15 450 256 961 2116 3721
20 800 441 1681 3721 6561
25 1250 676 2601 5776 10201
30 1800 961 3721 8281 14641
35 2450 1296 5041 11236 19881
40 3200 1681 6561 14641 25921
45 4050 2116 8281 18496 32761
50 5000 2601 10201 22801 40401
Cuadrados Número de nodos
1/h elem. Q1 Q2 Q3 Q4
15 225 256 961 2116 3721
20 400 441 1681 3721 6561
25 625 676 2601 5776 10201
30 900 961 3721 8281 14641
35 1250 1296 5041 11236 19881
40 1600 1681 6561 14641 25921
45 2025 2116 8281 18496 32761
50 2500 2601 10201 22801 40401
Tabla 3.1: Renamiento para elementos triangulares y cuadrangulares
de la convergencia de las pendientes calculadas hacia el valor teórico. Para el
cálculo de dichas pendientes se ha utilizado el método de los mínimos cuadra-
dos. La simbología m(P1), m(P2), m(P3), m(P4), corresponde a las pendientes
para elementos triangulares lineales, cuadráticos, cúbicos y de cuarto orden, res-
pectivamente, mientras que para elementos cuadrangulares lineales, cuadráticos,
cúbicos y de cuarto orden la simbología es m(Q1), m(Q2), m(Q3), m(Q4). Los
valores de las pendientes teóricas para las variables de velocidad se correspon-
den con: m(P1) = m(Q1) = 2, m(P2) = m(Q2) = 3, m(P3) = m(Q3) =
4, m(P4) = m(Q4) = 5, y las pendientes teóricas para la variable η que es la
elevación de la supercie libre del agua se corresponden con: m(P1) = m(Q1) =
1, m(P2) = m(Q2) = 2, m(P3) = m(Q3) = 3, m(P4) = m(Q4) = 4.
En las Figuras 3.1, 3.2 y 3.3 se muestran la convergencia en malla de las compo-
nentes de la velocidad U1 y U2 y de la elevación de la supercie libre del agua η
usando elementos triangulares, tanto para las formulaciones estabilizadas ASGS
grácas del lado izquierdo y OSS grácas del lado derecho. Para elementos cua-
drangulares los resultados de las pruebas de convergencia en malla están en las
Figuras 3.4, 3.5 y 3.6.
3.4. RESULTADOS DE LOS EXPERIMENTOS NUMÉRICOS 97
Figura 3.1: Convergencia en malla ASGS-OSS, elementos triangulares, velocidad
U1.
Para los dos métodos de estabilización considerados, ASGS y OSS, los valores de
las constantes algorítmicas ci, i = 1, 2, 3, 4, se han calibrado a c1 = 12, c2 = 2,
c3 = 1, c4 = 1, como ya se ha mencionado. Para la convergencia del método
OSS con elementos cuadráticos cuadrados Q2, fue necesario utilizar c1 = 15.
Aunque para los elementos lineales Q1 y de alto orden Q3, Q4, es suciente utilizar
c1 = 4, hemos preferido usar c1 = 15 para todos los elementos con el objeto de
uniformizar los datos en las grácas de las pruebas de convergencia en malla. En
las guras de las grácas de convergencia en malla se observa tanto gráca como
numéricamente que las pendientes calculadas son mayores o tienden al valor de
la pendiente teórica d+ 1.
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Figura 3.2: Convergencia ASGS-OSS, elementos triangulares, velocidad U2.
Figura 3.3: Convergencia ASGS-OSS, elementos triangulares, elevación η de la
supercie libre del agua.
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Figura 3.4: Convergencia ASGS-OSS, elementos cuadrangulares, velocidadU1.
Figura 3.5: Convergencia ASGS-OSS, elementos cuadrangulares, velocidadU2.
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Figura 3.6: Convergencia ASGS-OSS, elementos cuadrados, elevación η de la
supercie libre del agua.
Los resultados de las grácas de convergencia en malla muestran claramente que
las formulaciones generalizadas para los métodos estabilizados ASGS y OSS son
capaces de aproximar correctamente el problema de CDR vectorial transitorio
con convección dominante que estamos considerando, con igual interpolación para
todas las variables e incluyendo no linealidad en los términos convectivo, de reac-
ción y en la derivada temporal de la tercera variable correspondiente al cambio
de variable.
3.4.2 Flujo a través de un obstáculo elíptico
Este caso de referencia ha sido ampliamente examinado en la literatura utilizando
diferentes métodos, como volúmenes nitos [35, 37], método de Godnov [38],
método de los mínimos cuadrados con elementos nitos [30, 34], o esquemas
WENO en diferencias nitas [39]. En el presente trabajo vamos a reexaminar
el caso de referencia con el método variacional ASGS y utilizando funciones de
forma cuadráticas, cúbicas y de cuarto orden.
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Figura 3.7: Flujo a través de un obstáculo elíptico. Ilustración del domino com-
putacional y de la batimetría.
El dominio computacional es [0, 2]× [0, 1] y la batimetría mostrada en la Figura
3.7 está dada por
z (x, y) = 0.8 exp(−5(x− 0.9)2 − 50 (y − 0.5)2)
El movimiento se inicia con la condición inicial de la supercie libre del agua
perturbada por un desplazamiento hacia arriba de 0.01m en la región 0.05 ≤ x ≤
0.15 :
η(x, y, 0) =
{
0.01 m si 0.05 ≤ x ≤ 0.15
0 m de otra manera.
El momento inicial en las direcciones x, y es nulo:
U1(x, y, 0) = U2(x, y, 0) = 0 m/s.
En cuanto al mallado, con el objeto de comparar los resultados entre elementos
lineales y de alto orden, hemos considerado conveniente utilizar renamientos
de malla para Q1, Q2, Q3, Q4 que den el mismo o aproximadamente el mismo
número de nodos entre sí. Tomamos como referencia el renamiento de malla
para Q2, que consta de 200× 100 elementos cuadrados uniformes de 9 nodos, es
decir, el espaciado en las direcciones x e y es δx = δy = 0.01 m, con un total
80601 nodos. De esta manera, la malla de referencia para elementos Q1 consta de
400×200 elementos cuadrados uniformes de 4 nodos, es decir δx = δy = 0.005 m,
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con un total de 80601 nodos. La malla de referencia para elementos Q3 consta de
133×67 elementos cuadrados uniformes de 16 nodos, es decir δx = δy = 0.015 m,
con un total de 80800 nodos. Finalmente, la malla de referencia para elementos
Q4 consta de 100 × 50 elementos cuadrados uniformes de 25 nodos, es decir
δx = δy = 0.02 m, con un total de 80601 nodos.
El tamaño del paso de tiempo es uniforme, con δt = 0.001 s, y el integrador
temporal es BDF1 en todos los casos.
La referencia del nivel del agua en reposo, es decir, con η = 0 m, es z = H =
1.0 m.
Las Figuras 3.8 y 3.9 muestran los contornos 2D de la supercie libre del agua η
para distintos instantes de tiempo t = 0.12, 0.24, 0.36, 0.48, 0.60 s. Los contornos
2D calculados se presentan para los elementos Q1, Q2, Q3, Q4. A pesar de ser
calculados para todos los elementos con mallas con igual número total de nodos,
los resultados conforme se aumenta el orden de los polinomios de interpolación
presentan mayor detalle que los de menor orden; esto se aprecia mirando los
grácos horizontalmente para un instante de tiempo, comparando los resultados
de elementos Q1, Q2, Q3 y Q4.
En la Figura 3.10 mostramos una comparación de los resultados de los contornos
3D de la supercie libre del agua η. Los grácos de la parte izquierda corresponden
a los resultados de nuestro trabajo y los grácos de la parte derecha son los
resultados de Shin-Jye Liang y Ying-Chih Chen [30], ambos estudios con iguales
características de mallado y paso de tiempo (elementos Q2, δx = δy = 0.01 m, y
δt = 0.001 s). Con respecto a los otros resultados 3D para elementos Q1, Q3 y Q4
de nuestro trabajo, las diferencias entre sí y con respecto a Q2 son visualmente
imperceptibles, por lo que en la Figura 3.10(a) presentamos solo los resultados
correspondientes al elemento Q2, para poder así compararlos con los resultados
de [30]. En ambos trabajos el comportamiento de la onda es bastante similar,
aunque en nuestro caso la evolución temporal es más disipativa por haber utilizado
un integrador temporal de primer orden (recuérdese que nuestro propósito es el
diseño de aproximaciones precisas y robustas en el espacio). Así, la perturbación
que inicialmente es plana y se propaga hacia la derecha se ve afectada por el
obstáculo elíptico en la parte inferior del lecho. El incremento de la amplitud de
onda debido a la disminución de la profundidad del agua es obvio en t = 0.24 s,
debido a la disminución de la velocidad de onda, siendo la más baja de todo el
ujo en el momento en el cual la onda atraviesa el punto más alto del obstáculo
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Q1 Q2
Figura 3.8: Flujo a través de un obstáculo elíptico. Contornos 2D de la supercie
libre del agua η.
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Q3 Q4
Figura 3.9: Flujo a través de un obstáculo elíptico. Contornos 2D de la supercie
libre del agua η.
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(a) (b)
Figura 3.10: Flujo a través de un obstáculo elíptico. Contornos 3D de la supercie
libre del agua η, con elementos Q2. (a) Resultados del presente estudio, (b)
resultados de Shin-Jye Liang y Ying-Chih Chen [30].
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elíptico y que aproximadamente se produce en el instante t = 0.24 s. Se observan
ondas estacionarias de reexión justo detrás del pico producido por el choque de
la onda con el obstáculo elíptico, en t = 0.24, 0.36, 0.48 y 0.60 s.
Tiempo (s)
Elevación de la supercie
libre del agua, η (mm)
Q1 Q2 Q3 Q4
0.12 5.0975 5.0939 5.0716 4.9786
0.24 7.2415 7.2120 7.1718 6.9990
0.36 5.9430 5.8503 5.7924 5.5978
0.48 5.6073 5.6526 5.6161 5.1742
0.60 3.9634 3.9812 3.9523 3.7503
Tabla 3.2: Flujo a través de un obstáculo elíptico. Picos de elevación máxima
En el Cuadro 3.2 se encuentran tabuladas las elevaciones de la supercie libre del
agua η, correspondientes a los picos más altos de la onda para los instantes de
tiempo t = 0.12, 0.24, 0.36, 0.48 y 0.60 s. Observamos como en todos los casos la
onda alcanza su pico máximo en t = 0.24 s, debido precisamente a que alrededor
de t = 0.24 s la onda atraviesa el punto más alto del obstáculo elíptico. También
observamos que para cada instante de tiempo la elevación de la supercie del
agua η disminuye conforme se incrementa el orden del elemento, lo que es com-
pletamente coincidente con la mejor precisión en elementos de alto orden. Como
podemos ver en el Cuadro 3.2, para un instante de tiempo las variaciones de η
conforme se aumenta el orden del elemento son del orden de las décimas, centési-
mas y en algunos casos milésimas de milímetro, por lo que dichas variaciones son
visualmente imperceptibles como se ha mencionado anteriormente, motivo por el
cual en la Figura 3.10(a) se ha presentado solo el contorno 3D correspondiente a
elementos Q2.
Finalmente, en la 3.11 presentamos los resultados de los contornos 2D del nivel de
supercie libre del agua η de: (a) Shin-Jye y Ying-Chih Chen [30] (con elementos
Q2, δx = δy = 0.01 m, y δt = 0.001 s), (b) Lian y Hsu [34] (con elementos P1,
δx = δy = 0.01 m, y δt = 0.0005 s) y (c) Akoh et al. [35] (con elementos P1,
δx = δy = 0.01 m, y δt = 0.0005 s), para ser comparados con nuestros resultados
de las Figuras 3.8 y 3.9. En general observamos que los resultados del presente
trabajo dan estructuras de ondas y gradientes más nítidos y con más detalle que
los resultados de [30, 34] y [35].
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(a) (b) (c)
Figura 3.11: Flujo a través de un obstáculo elíptico. Contornos 2D de la supercie
libre del agua de: (a) resultados de Shin-Jye y Ying-Chih Chen [30] con elementos
Q2 cuadrado de 9 nodos, (b) resultados de Ying-Chih Chen [34] con elementos
P1 triángulos de 3 nodos, (c) resultados de Akoh et al [35] con elementos P1.
3.4.3 Flujo de la rotura de una presa a través de una com-
puerta de esclusa
A continuación consideramos el problema de la rotura de una presa, el cual se
puede encontrar por ejemplo en [48, 49]. La ilustración del problema se muestra
en la Figura 3.12(a). La geometría del dominio computacional es una región
cuadrada de 200 m × 200 m con fondo plano sin fricción, y deslizamiento libre
en todas las paredes del embalse (aguas arriba) y del desembalse (aguas abajo),
excepto en las paredes interiores de separación del embalse y desembalse y de
la compuerta de la esclusa. Dicha compuerta de esclusa de 75 m de ancho está
localizada en la mitad del dominio. El nivel inicial del agua en el embalse de la
presa (aguas arriba) es de 10 m, y el del desembalse (aguas abajo) es de 5 m de
alto con el agua en reposo. En el instante en que falla la presa, el embalse de agua
se libera a través de la compuerta de esclusa, creando ondas de propagación aguas
abajo (desembalse). En cuanto a las condiciones de contorno, las velocidades en
la dirección perpendicular a las paredes de la presa, tanto en el embalse como
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(a) (b)
Figura 3.12: Flujo de la rotura de una presa. (a) Geometría y condiciones iniciales
del problema. (b) Malla con elementos triangulares P1 con 3733 nodos.
en el desembalse (partes derecha e izquierda correspondientemente de la Figura
3.12(a)), es necesario prescribirlas a cero; además la velocidad tangencial en las
paredes interiores de separación del embalse y desembalse, así como también en
las paredes de la compuerta de la esclusa, también se deben prescribir a cero. El
borde izquierdo del desembalse es libre, por lo tanto la velocidad perpendicular
a este borde la dejamos sin prescribir a cero. La supercie libre del agua η no se
prescribe, se deja libre en todo el contorno.
Debido a que la velocidad del ujo en la dirección x es muy variable, el com-
portamiento de los parámetros de estabilización también es muy variable, con
valores en nada comparables con el paso de tiempo, lo cual genera problemas de
convergencia. Para evitar estos problemas, hemos redenido τ1 en cada elemento
e como
τ e1 ← min(τ e1 , αδt), (3.4.3)
donde δt es el paso de tiempo y α es un parámetro que es necesario ajustar
dependiendo del tamaño de la malla y del grado del polinomio de las funciones de
forma. Para este caso estudiado hemos adoptado α = 10 para elementos P1 y P2,
para elementos P3 se ha usado α = 1 y para elementos P4 se ha tomado α =0.5.




En la Figura 3.12(b) se encuentra la malla usada con 7164 elementos triangulares






Contorno 3D Contorno 2D
Figura 3.13: Flujo de la rotura de una presa. Contornos 3D y 2D de la supercie
libre del agua en 7.2 s. Comparación de: (a) Estudio presente, (b) ELRBFCM
[48], (c) FVM-esquema de primer orden [50], (d) FVM-esquema de segundo orden
[50].
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(a)
(b)
Contorno 2D Corte longitudinal
Figura 3.14: Flujo de la rotura de una presa. Contornos 2D y corte longitudinal
de la supercie libre del agua en 7.2 s. Comparación de: (a) Estudio presente,
(b) ELRBFCM [48].
P1, que dan un total de 3733 nodos.
En la Figura 3.13 presentamos la comparación de los resultados de los contornos
3D y 2D de la supercie libre del agua en t = 7.2 s. En la Figura 3.13(a) se
encuentra el resultado de nuestro trabajo y en las Figuras 3.13(b), 3.13(c) y
3.13(d), se encuentran los resultados con otros métodos como: el método EL-
RBFCM (Extrapolated local radial basis function collocation method) [48], el
método de volúmenes nitos con esquema de primer orden y esquema de segundo
orden [50], respectivamente. Observando la Figura 3.13 vemos que el resultado
de nuestro trabajo de los contornos 3D y 2D presenta mejor denición y captura
de la onda de propagación que los resultados de [48, 50].
En las Figuras 3.14 y 3.15 se presentan los contornos 2D y los cortes longitudinales
indicados de la supercie libre del agua y de la velocidad en la dirección x en
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(a)
(b)
Contorno 2D Corte longitudinal
Figura 3.15: Flujo de la rotura de una presa. Contornos 2D y corte longitudinal
de la velocidad en la dirección x en 7.2 s. Comparación de (a) Estudio presente,
(b) ELRBFCM [48].
t = 7.2 s, respectivamente. En las Figuras 3.14(a) y 3.15(a) se encuentran los
resultados de nuestro trabajo, mientras que en las Figuras 3.14(b) y 3.15(b) están
los resultados de C.K. Chou et al. con el método ELRBFCM [48]. Observando
los cortes longitudinales de las Figuras 3.14 y 3.15 vemos que nuestros resultados
coinciden con los de C.K. Chou en el perl de 25209 nodos, pero en nuestro
trabajo hemos usado una malla con elementos triangulares P1 con 3733 nodos, lo
que incide en un menor costo computacional. También los contornos 2D, tanto de
la supercie libre del agua como de la velocidad en la dirección x en las Figuras
3.14 y 3.15, presentan mejores y más nítidos detalles que los resultados de [48].
También presentamos la simulación del proceso de rotura de la presa en t = 1.5
s, t = 3.5 s, t = 5.5 s y t = 7.2 s, que se muestra en la Figura 3.16(a) con 3733
nodos en el caso de nuestro trabajo y con 14254 nodos para los resultados de
C.K. Chou et al. [48] en la Figura 3.16(b).
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Tiempo
t = 1.5 s
t = 3.5 s
t = 5.5 s
t = 7.2 s
(a) (b)
Figura 3.16: Flujo de la rotura de una presa. Contornos 3D de la supercie libre
del agua, para los instantes de tiempo t = 1.5 s, t = 3.5 s, t = 5.5 s y t = 7.2 s.
Comparación de: (a) Estudio presente, (b) ELRBFCM [48].
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Figura 3.17: Flujo de la rotura de una presa. Corte longitudinal de la supercie
libre del agua en t = 4.5 s. Comparación del renamiento para P1, P2, P3 y P4.
Finalmente presentamos una comparación de los resultados de elementos lineales
P1 con elementos de alto orden P2, P3 y P4, de los cortes longitudinales de la
supercie libre del agua en el instante de tiempo t = 4.5 s en la Figura 3.17.
Tomando como base la malla de 7164 elementos triangulares P1 con 3733 nodos y
aumentando el orden de interpolación con el mismo número de elementos, obte-
nemos mallas con elementos triangulares P2 con un total de 14629 nodos, P3 con
32689 nodos y P4 con 57913 nodos. Observando las grácas se concluye que al
aumentar el orden de interpolación se obtienen mejores resultados, como era de
esperar.
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3.5 Conclusiones
En este capítulo se ha presentado una revisión de los métodos estabilizados ASGS
y OSS para una ecuación vectorial de tipo CDR general, estacionaria y transito-
ria, con aplicación a las ecuaciones del movimiento de un uido en aguas poco
profundas. Asimismo, se ha estudiado la utilización de elementos nitos de alto
orden, cuadráticos, cúbicos y de cuarto orden, con elementos tanto triangulares
como cuadrangulares.
Las formulaciones variacionales estabilizadas ASGS y OSS nos permiten utilizar
igual interpolación en todas las variables, que en nuestro caso son tres, las dos
componentes de la velocidad U1, U2 y la elevación η de la supercie libre del agua.
Nos permiten también poder tratar con ujos de convección dominante. Estas
dos dicultades se unen a la complejidad adicional de la no linealidad tanto en los
términos convectivos como en la derivada temporal de la elevación de la supercie
libre del agua. Para poder utilizar elementos nitos de alto orden fue necesario
cambiar el cálculo del parámetro de estabilización, incluyendo en este cálculo el
grado del polinomio.
De los resultados del test de convergencia realizados se puede concluir que puede
ser ventajoso utilizar elementos de alto orden para el problema que hemos con-
siderado. En términos generales, los errores para un número de nodos dado son
menores cuanto mayor es el orden del polinomio utilizado. También se observó
con experimentación numérica que la inclusión del término τ2 en la matriz τ es
totalmente necesaria para el ejemplo de la rotura de la presa, ya que si se con-
sidera τ2 = 0 el resultado es que con elementos P1 y P2 se presentan problemas
de estabilidad alrededor de los 7 s, y con elementos P3 y P4 estos problemas se
presentan desde t = 0.1 s. Sin embargo, para las pruebas de convergencia en
malla y el ejemplo del ujo a través de un obstáculo elíptico, es indiferente el
usar τ2 = 0 o τ2 =
(h/d)2
c1τ1
, ya que las variaciones de los resultados en estos casos
son mínimas.
En general, el comportamiento de los métodos estabilizados ASGS y OSS para el
problema que hemos estudiado es completamente satisfactorio, mostrando que la
comparación de nuestros resultados con los resultados de otros autores es favor-
able en todos los casos a nuestras formulaciones.
Capítulo 4
Aproximación del transporte de
contaminantes con términos de
reacción en aguas someras mediante
elementos nitos de alto orden
En este capítulo presentamos la aproximación del modelo acoplado de las ecua-
ciones del movimiento de un uido en aguas poco profundas con la ecuación
convección-difusión-reacción del transporte de contaminantes. Dicha aproximación
se realiza mediante elementos nitos de alto orden y usando métodos variacionales
estabilizados de subescalas. El sistema acoplado de ecuaciones, previamente dis-
cretizado en el tiempo y linealizado, lo escribimos como una ecuación vectorial
transitoria de convección-difusión-reacción (CDR). Los métodos estabilizados de
elementos nitos utilizados son los conocidos métodos de subescalas ASGS y OSS,
los mismos que nos permiten usar igual interpolación para todas las incógnitas,
así como tratar con ujos de convección y reacción dominantes. Consideramos la
posibilidad de no linealidad tanto en el término convectivo como en el de reac-
ción. No consideraremos el posible desarrollo de choques en la solución. Con el
n de examinar la precisión y robustez de los métodos ASGS y OSS, presentamos
cuatro casos de prueba: convergencia en malla, transporte de un contaminante en
una cavidad cuadrada, transporte de un contaminante en el golfo de Roses y en
la desembocadura del río Guadalquivir, y el modelo depredador-presa, que puede
escribirse como una ecuación vectorial de CDR transitoria con no linealidad en
el término de reacción.
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4.1 Introducción
Un contaminante es aquel componente que está presente en el agua a niveles perju-
diciales para la vida de los seres humanos, plantas y animales ([54], véase también
los informes de la U.S. Environmental Protecction Agency, https://www.epa.gov/).
La simulación del transporte de contaminantes para la predicción de la concen-
tración de contaminantes en ríos, lagos, lagunas y regiones costeras tiene im-
portancia estratégica en el análisis y diseño de soluciones de los problemas de
contaminación ambiental del planeta.
En el fenómeno físico del movimiento de contaminantes se deben distinguir tres
procesos: la difusión, la convección y la reacción. La difusión es el proceso físico
debido al cual el contaminante se mueve como resultado del movimiento inter-
molecular de las partículas de ambas sustancias, el uido que la transporta (agua)
y el contaminante. La convección es el movimiento del soluto (contaminante) de-
bido al movimiento del agua, por lo cual si el agua permanece en reposo no
hay convección. Finalmente, la reacción tiene en cuenta el posible efecto de crec-
imiento o decrecimiento de un contaminante por factores externos (calor, especies
con las que puede combinarse); en el caso de haber distintas especies de contam-
inantes, la reacción puede modelar la interacción entre ellas.
La formulación del problema del transporte de contaminantes se fundamenta,
como la de todos los fenómenos físicos, en las ecuaciones de equilibrio y las ecua-
ciones constitutivas. Las ecuaciones del transporte de sustancias disueltas o en
suspensión en el ujo se basan en el principio de conservación de la masa de
dichas sustancias en caso de que no haya reacción o en el modelo de crecimiento
o decrecimiento en caso de que la haya. En el problema que queremos abor-
dar, la dinámica del transporte de contaminantes involucra los modelos de ujos
del campo de velocidades en aguas someras y del transporte, difusión y reacción
de contaminantes, los cuales tienen características de la ecuación transitoria de
convección, difusión y reacción (CDR).
En este capítulo vamos a utilizar un modelo matemático que acopla las ecuaciones
del movimiento de un uido en aguas poco profundas con la ecuación de CDR
del transporte de contaminantes. Las ecuaciones del movimiento de un uido en
aguas poco profundas que vamos a utilizar son las obtenidas a partir de las ecua-
ciones de Navier-Stokes para uidos viscosos, y que se encuentran descritas por
ejemplo en [25], acopladas a la ecuación de CDR del transporte de contaminantes
4.1. INTRODUCCIÓN 117
como en [55, 56, 57], entre otras referencias. El sistema acoplado de ecuaciones
se puede escribir en forma conservativa en términos de la profundidad del uido,
de las velocidades y de las concentraciones de contaminantes promediadas en el
plano donde el ujo medio tiene lugar. La presencia del término fuente en la
ecuación de momento, la consideración de la batimetría variable, la fricción en
el fondo del lecho, la tensión en la supercie libre del agua debida al viento y el
efecto de Coriolis son características que se pueden tomar en cuenta para obtener
modelos físicos más realistas del ujo de aguas someras. El resultado es un sis-
tema no lineal acoplado de ecuaciones diferenciales parciales. Para simplicar el
modelo, supondremos que los contaminantes son pasivos, en el sentido de que no
afectan la densidad del uido y por lo tanto el ujo; en caso de no ser así, se
podría introducir fácilmente algún modelo de otación que tuviera en cuenta el
ujo generado por la variabilidad en la concentración de contaminantes.
En la literatura existe mucha investigación numérica en el área del transporte de
contaminantes en aguas poco profundas, aplicando métodos de diferencias nitas
[58], métodos de volúmenes nitos [59, 60, 63, 64, 65], métodos de elementos nitos
[56, 61, 62], métodos tipo-Godunov [70] y métodos de Boltzmann [66, 67, 68].
En este capítulo vamos a realizar la aproximación de las ecuaciones del movimiento
de un uido en aguas poco profundas acopladas a la ecuación de CDR del trans-
porte de contaminantes mediante los métodos VMS (Variational Muli-Scale) lla-
mados ASGS (Algebraic SubGrid Scale) y OSS (Orthogonal Subgrid Scale) (véase
[?]). El propósito de este trabajo es tanto aplicar estas técnicas, ya conocidas, a
problemas no lineales como el transporte de contaminantes en aguas poco pro-
fundas y el modelo depredador-presa, como experimentar con elementos nitos
de orden elevado (hasta el cuarto orden).
Veremos en primer lugar que mediante un cambio de variables apropiado y lineal-
izando el sistema acoplado de ecuaciones en aguas poco profundas con las ecua-
ciones del transporte de contaminantes, cada iteración del proceso no lineal puede
escribirse como una ecuación vectorial de CDR transitoria lineal. Plantearemos
la aproximación en el tiempo y el espacio de esta ecuación vectorial de CDR
transitoria, para luego particularizarla al sistema acoplado de las ecuaciones del
ujo en aguas poco profundas con el transporte de contaminantes.
En lo concerniente a la discretización, primero procederemos a discretizar en el
tiempo mediante un esquema de integración temporal en diferencias nitas y luego
realizaremos la aproximación en el espacio mediante elementos nitos, aunque el
118 CAPÍTULO 4. TRANSPORTE DE CONTAMINANTES
enfoque más común es proceder a la inversa, es decir, primero discretizar en el
espacio y luego aproximar el sistema resultante de ecuaciones diferenciales en el
tiempo. Sin embargo, el enfoque de discretizar primero en el tiempo nos permite
desacoplar los errores provenientes de la discretización temporal de los corre-
spondientes a la discretización espacial. Aunque ambos caminos para el método
estandar de Galerkin dan el mismo problema discreto, esto no es así para todos
los métodos basados en VMS. En lo referente a la discretización temporal, usare-
mos la regla trapezoidal generalizada, que es el método en diferencias nitas más
sencillo; sin embargo, cualquier otro método en diferencias nitas o incluso en ele-
mentos nitos podría aplicarse. En particular, en los ejemplos numéricos usamos
esquemas de integración temporal de mayor orden que la regla trapezoidal.
En cuanto a la discretización espacial, es bien conocido que el método estándar
de Galerkin presenta inestabilidades numéricas cuando los términos convectivo
o de reacción son dominantes con respecto al término difusivo, además de por
la necesidad dada por la condición inf-sup de usar diferentes interpolaciones de
elementos nitos para la profundidad, las velocidades promediadas y la concen-
tración de contaminante. Estos dos inconvenientes pueden superarse utilizando
una formulación estabilizada. Aquí vamos a usar las formulaciones basadas en
subescalas introducidas por Hughes y otros en [1, 2] para la ecuación CDR es-
calar estacionaria y generalizado a sistemas lineales estacionarios en [4, 5], y a
sistemas lineales transitorios en [6, 9, 10], dando lugar a las formulaciones ASGS
y OSS para resolver el problema de CDR vectorial transitorio, como en [71]. La
idea básica es aproximar el efecto de la componente de la solución continua que
no puede ser resuelta por la malla de elementos nitos en términos de la solu-
ción en el espacio de elementos nitos (método ASGS), o en términos de una
subescala ortogonal respecto del producto escalar de L2 al espacio de elementos
nitos [3, 51] (método OSS). Hay que hacer notar que no consideraremos el posi-
ble desarrollo de choques en la solución, es decir, discontinuidades que pueden
llegar a producirse en el límite invíscido. Para tomar en cuenta esto es necesario
desarrollar técnicas de captura de discontinuidades que no consideraremos En
este capítulo, así como tampoco el tratamiento de subescalas dinámicas.
El capítulo está organizado como sigue. En la siguiente sección se describe la
física del problema a ser resuelto y la obtención de la ecuación vectorial de CDR
transitoria que representa el problema acoplado de las ecuaciones del movimiento
de un uido en aguas poco profundas con las ecuaciones del transporte de con-
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taminantes. Las aproximaciones y formulaciones de los métodos variacionales
estabilizados ASGS y OSS para la ecuación vectorial de CDR transitoria están
descritos en la sección 3. En la sección 4 se presentan pruebas numéricas de con-
vergencia en malla con soluciones analíticas conocidas, un ejemplo clásico de la
literatura del transporte de un contaminante en una cavidad cuadrada, dos ejem-
plos prácticos del transporte de un contaminante, uno en el golfo de Roses y otro
en la desembocadura del río Guadalquivir, y un ejemplo del modelo depredador-
presa. Finalmente, en base a los resultados obtenidos, en la Sección 5 se detallan
algunas conclusiones.
4.2 Planteamiento del problema del transporte de
contaminantes
4.2.1 Ecuaciones de gobierno
Las ecuaciones del movimiento de un uido en aguas poco profundas se obtienen
por integración vertical de las ecuaciones del movimiento, bien sea de uidos vis-
cosos (ecuaciones de Navier-Stokes) o invíscidos (ecuaciones de Euler); véase por
ejemplo [25, 26]. En este trabajo vamos a utilizar las ecuaciones obtenidas a par-
tir de las ecuaciones de Navier-Stokes para un uido Newtoniano incompresible e
isotérmico, incluyendo la tensión supercial provocada por los efectos del viento
así como también los efectos de Coriolis, al igual que batimetría variable, fricción
en el fondo del lecho y distribución hidrostática de presiones. Vamos a considerar
el problema de mecánica de uidos acoplado con el de transporte de contami-
nantes. Esta será en esencia la diferencia del presente trabajo con respecto a
[71], por lo que muchos de los desarrollos que presentamos aquí se encuentran
también en esta referencia. Omitiremos aquellos desarrollos que no afectan la
compresión de este capítulo, aunque para permitir la lectura auto-contenida se
repetirán muchos otros.
Sea Ω un dominio acotado R2 con coordenadas cartesianas x = (x1, x2). Con-
sideremos un uido que se mueve durante el intervalo de tiempo [0, T ] en el
dominio de R3 dado por Ω× (−H(x), η(x, t)), donde la coordenada x3 = −H(x)
representa la batimetría del terreno y x3 = η(x, t), que será incógnita del prob-
lema, es la supercie libre del uido con x ∈ Ω, t ∈ [0, T ]. Consideraremos
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que h(x, t) := H(x) + η(x, t) es mucho menor que el diámetro de Ω, por lo que
supondremos válida la aproximación de las ecuaciones de movimiento en aguas
poco profundas. Dichas ecuaciones acopladas a la ecuación del transporte de
contaminantes pueden escribirse en forma indicial como













+Qi = 0, (4.2.1)
∂th+ ∂i (hUi) = 0, (4.2.2)




+ Sαβϕβ = 0, (4.2.3)
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donde Ui(x, t) (i = 1, 2) son las componentes de la velocidad promediadas en
la profundidad, δij es la delta de Kronecker, ∂t denota la derivada temporal
y ∂i la derivada con respecto a la i-ésima coordenada cartesiana (i = 1, 2) en
Ω. En las ecuaciones anteriores y en lo que sigue, índices repetidos indican la
notación de sumación de Einstein, y los subíndices i, j, k recorren desde 1 hasta
2. En las expresiones previas, g es la aceleración de la gravedad, ρ la densidad
del uido, τ̄ij son las tensiones viscosas promediadas, µH es el coeciente de
viscosidad dinámico, f̂ es el parámetro de Coriolis, pa es la presión atmosférica,
τ s3i (i = 1, 2) son las tensiones en la supercie libre del agua debidas al viento,
Ch es el coeciente de Chézy para el rozamiento en el fondo y U0 es la norma
euclídea de (U1, U2). Usaremos letras griegas como subíndices para caracterizar
los contaminantes, cuyo número supondremos que es N . Así, la concentración
del contaminante α promediada en la profundidad se representa por ϕα. Sαβ
son las componentes de la matriz de términos de reacción de la ecuación de
conservación de contaminantes, con α, β = 1, . . . , N ; en los casos de reacción
no lineal, Sαβ puede depender de las concentraciones de contaminantes, es decir,
Sαβ = Sαβ(ϕ1, . . . , ϕN). k
α
ij es el coeciente empírico de difusión (dispersión) para
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el contaminante α; nótese que por simplicar hemos supuesto que la dispersión
del contaminante α no se ve afectada por el resto de contaminantes, aunque esta
situación podríamos incluirla fácilmente.
Las ecuaciones (4.2.1), (4.2.2) y (4.2.3) representan un sistema de (3 +N) ecua-
ciones, cuyo vector de incógnitas es
UT = [U1, U2, h, ϕ1, . . . , ϕN ] .
Dichas ecuaciones constituyen el modelo acoplado del movimiento de un uido
en aguas poco profundas y el transporte de contaminantes. Las mismas se deben
completar con las condiciones iniciales y de contorno. Los valores iniciales para
la elevación del agua, las velocidades promediadas y la concentración del con-
taminante deben ser conocidos como condiciones iniciales. Con respecto a las
condiciones de contorno, es bien conocido que el problema está bien puesto si la
velocidad promediada se especica en el contorno de entrada del dominio com-
putacional Ω, mientras que en el resto del contorno se prescribe la componente
normal de las tensiones viscosas y la elevación del uido. Para las concentraciones
de contaminantes, además de la condición inicial es necesario conocer como condi-
ciones de contorno sus valores en el contorno de entrada del dominio de cálculo
y los ujos en el contorno de salida; esta situación permitiría en particular con-
siderar nulas las difusiones de contaminantes.
Debido a la complejidad del modelo descrito anteriormente, en la literatura ex-
isten muchas variantes de estas ecuaciones con distintas simplicaciones, como
por ejemplo eliminar el término de difusión considerando convección pura; este
es el caso de [55, 56, 57]. En nuestro trabajo utilizaremos las ecuaciones (4.2.1),
(4.2.2) y (4.2.3) sin eliminar o hacer simplicaciones de ninguno de sus términos.
Mediante un cambio de variables transformaremos las ecuaciones para poder es-
cribirlas como una ecuación vectorial de CDR transitoria de la forma
∂tu− ∂i (Kij∂ju) + ∂i (Aiu) + Su = F i, j = 1, 2, (4.2.7)
para la que más adelante, en la Sección 4.3, presentaremos su aproximación
numérica por elementos nitos mediante los métodos variacionales de subescalas
ASGS y OSS. En las ecuaciones anteriores, u es el vector de incógnitas, F el
vector de fuerzas conocido y Kij, Ai, S matrices dadas, que pueden depender de
u en problemas no lineales.
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4.2.2 Cambio de variables




con ∂tP = hg∂th, las ecuaciones (4.2.1), (4.2.2) y (4.2.3) se pueden escribir de la
siguiente manera:























τ s3i = 0, (4.2.8)
1
hg
∂tP + ∂iui = 0, (4.2.9)





−1ϕa,β = 0. (4.2.10)
Las ecuaciones (4.2.8), (4.2.9) y (4.2.10) se pueden escribir fácilmente en el for-
mato de la ecuación (4.2.7). Sin embargo esto lo haremos en el caso del problema
linealizado y discretizado en el tiempo.
4.2.3 Discretización en el tiempo y linealización
Para la discretización temporal del modelo acoplado de las ecuaciones del movi-
miento de un uido en aguas poco profundas y del transporte de contaminantes,
consideremos una partición uniforme del intervalo de tiempo 0 = t0 < t1 < · · · <
tM = T , con δt = tn+1−tn, donde δt es el tamaño del paso de tiempo, considerado
constante. Aquí y en adelante, usaremos el superíndice n para indicar el nivel de
tiempo n.
Aunque la discretización en el tiempo puede realizarse mediante cualquier aprox-
imación de la derivada temporal en diferencias nitas o elementos nitos, aquí
utilizaremos la regla trapezoidal generalizada. Para una función genérica f , sea





(fn+1 − fn) = 1
θδt
(fn+θ − fn) ≈ (∂tf)n+θ
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Esta aproximación es de segundo orden en δt en el caso en que θ = 1/2 (método
de Crank-Nicolson) y de primer orden si θ 6= 1/2. Para θ = 1 corresponde
al método de Euler implícito o el método de diferencias hacia atrás de primer
orden, a menudo abreviado como BDF1.
En cuanto a la linealización, utilizaremos el método de punto jo de Picard. En
cada iteración de cada paso de tiempo, el problema a resolver es de la forma:
δnt ui + ∂j (ajui) + ∂ip− ∂j τ̂ji + Su,ijuj + bi = 0, (4.2.12)
1
h0g
δnt p+ ∂iui = 0, (4.2.13)





−1ϕa,β = 0. (4.2.14)
Usando un superíndice adicional para el contador de iteraciones, las variables
introducidas en (4.2.12), (4.2.13) y (4.2.14) para la iteración i-ésima en el paso
de tiempo n son
aj = U
n+θ,i−1
j , uj = (hUj)
n+θ,i ,
h0 = h




(p− P n) , δnt uj =
1
θδt

















































[ϕa,α − (hϕα)n] , ϕa,α = (hϕα)n+θ,i .
El super-índice i es el contador de las iteraciones debidas a la no linealidad.
Obsérvese que la forma linealizada de las tensiones viscosas τ ij dada en (4.2.4)
corresponde a τ̂ij − τ ∗ij, donde τ̂ij está escrito en términos de las variables de
la iteración actual, mientras que τ ∗ij se calcula con los valores de las variables
correspondientes a la iteración anterior. Nótese que hemos usado el símbolo Su
para indicar las componentes de la matriz de términos reactivos provenientes
de la ecuación de conservación de la cantidad de movimiento, para distinguirlas
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de las provenientes de la ecuación de conservación de contaminantes, aunque
ambas contribuirán a la matriz de términos reactivos en la forma vectorial que
presentamos a continuación.
4.2.4 Forma vectorial
Para escribir las ecuaciones (4.2.12), (4.2.13) y (4.2.14) en la forma vectorial
(4.2.7), aunque discretizada en el tiempo, escribimos las mismas como un sistema
de (3 +N) ecuaciones con (3 +N) incógnitas. Las ecuaciones correspondientes a
las velocidades y altura de la lámina de agua son las mismas que en [71], mientras
que la ecuación correspondiente a la concentración de los contaminantes es:
δnt ϕa,α − kα11∂21ϕa,α − kα12∂1∂2ϕa,α − kα21∂2∂1ϕa,α − kα22∂2ϕa,α + a1∂1ϕa,α + a2∂2ϕa,α



































0 ϕa,β = 0.
En esta ecuación hay suma para el índice β, pero no para α, que es el contador
de contaminante considerado.
Para simplicar la notación, consideremos un único contaminante, caracterizado
por el índice genérico α. La forma vectorial (4.2.7) del sistema de ecuaciones nal,
previamente discretizadas en el tiempo y linealizadas con el método de punto jo
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0 a1 0 0
1 0 0 0









a2 0 0 0
0 a2 1 0
0 1 0 0










∂1a1 + ∂2a2 + Su,11 Su,12 0 0
Su,21 ∂1a1 + ∂2a2 + Su,22 0 0
0 0 0 0
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En caso de considerar N contaminantes, el coeciente (4, 4) de la matriz de tér-
minos reactivos sería de hecho una matriz N ×N , con el coeciente αβ dado por
(∂1a1 + ∂2a2)δαβ + Sαβh
−1
0 .
La ecuación (4.2.15) corresponde a la ecuación vectorial de CDR transitoria
(4.2.7) de las ecuaciones acopladas del movimiento de un uido en aguas poco
profundas y del transporte de contaminantes, discretizadas en el tiempo y lineal-
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0 0 0 k∗11
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0 0 0 k∗21
 , K22 = µHρ
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a1 0 1 0
0 a1 0 0
1 0 0 0
0 0 0 a1
 , A2 =

a2 0 0 0
0 a2 1 0
0 1 0 0




∂1a1 + ∂2a2 + Su,11 Su,12 0 0
Su,21 ∂1a1 + ∂2a2 + Su,22 0 0
0 0 0 0











Obsérvese que las matrices Kij son simétricas. Los coecientes de las matrices
Ai, S y F no todos son constantes, pues algunos dependen de las velocidades del
ujo, elevación del nivel del agua, su batimetría y sus gradientes, cuyos valores
corresponden a la iteración anterior resultado de la linealización. Asimismo, en
el caso de reacciones no lineales entre contaminantes los coecientes Sαβ pueden
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depender de las concentraciones de estos evaluadas en la iteración anterior del
actual paso de tiempo.
En el caso de N contaminantes, el vector de incógnitas es
uT = [u1, u2, p, ϕa,1, . . . , ϕa,N ] .
4.3 Aproximación espacial y estabilización numérica
Una vez hemos conseguido escribir las ecuaciones del problema en la forma (4.2.7),
el proceso es exactamente el mismo que el seguido en [71] para llevar a cabo la
aproximación espacial, por lo que aquí nos centraremos solamente en el problema
discreto nal y la forma de tratar la ecuación de transporte de contaminantes.
La aproximación de Galerkin del problema es estándar. Dicha aproximación
parte de la forma variacional del problema. Una vez discretizado el dominio
de cálculo en una partición de elementos nitos {Ωe} de Ω, con e = 1, . . . , nel,
siendo nel el número de elementos de la partición, podemos construir el espacio
de elementos nitos que aproxima el espacio donde se encuentra la solución del
problema continuo. El método de Galerkin consiste en tomar las funciones de
test de la forma variacional en el mismo espacio.
En el problema que nos ocupa, el método de Gakerkin puede ser inestable por
tres motivos. En primer lugar, la interpolación de la altura de la lámina de agua
no puede ser independiente de la de la velocidad promediada: ambas interpola-
ciones tienen que cumplir la condición inf-sup que garantiza que el problema está
bien puesto desde el punto de vista matemático. En segundo lugar, si los térmi-
nos viscosos (o difusivos) son pequeños comparados con los convectivos, pueden
aparecer oscilaciones en todo el dominio de cálculo, como es bien conocido. Este
problema afecta tanto a las ecuaciones mecánicas, para altura de agua y velocidad
promedio, como a las ecuaciones de transporte de contaminantes. Finalmente,
si los términos reactivos son dominantes respecto de los difusivos, pueden apare-
cer también oscilaciones numéricas, esta vez localizadas cerca de los contornos
y de las capas límite. Aunque este problema pudiera parecer poco importante,
estas oscilaciones localizadas pueden ser muy perjudiciales en problemas no lin-
eales como el que nos ocupa, pues pueden impedir que los esquemas iterativos
converjan.
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Todas las inestabilidades descritas se pueden evitar usando métodos de elementos
nitos estabilizados. Como se ha dicho anteriormente, en este trabajo usaremos
métodos basados en el concepto de VMS. En [19] se presenta una revisión de
los mismos aplicados a problemas de mecánica de uidos, mientras que en [71]
se describe su aplicación a un problema formalmente análogo al que nos ocupa,
aunque sin las ecuaciones de transporte de contaminantes.







(−L∗ (vh))T τ eP [∂tuh + L (uh)− F] dΩ = 〈F,vh〉 .
(4.3.1)
Para explicar los distintos términos de este problema discreto, empecemos di-
ciendo que se entiende que esta ecuación corresponde a un cierto paso de tiempo
de la discretización temporal, aunque hemos omitido el superíndice del paso de
tiempo para no cargar la notación. Asimismo, hemos visto que estas ecuaciones
corresponden también a una cierta iteración del proceso iterativo resultado de la
linealización del problema.
El subíndice h hace referencia a funciones en el espacio de elementos nitos (que
aquí nada tiene que ver con la altura de la lámina de agua)). Así, uh es la
aproximación a la incógnita u, mientras que vh es una función de test arbitraria,
cumpliendo las adecuadas condiciones de contorno. Hemos usado el símbolo 〈·, ·〉
para indicar la integral sobre el dominio de cálculo del producto de dos funciones,
reemplazándolo por (·, ·) cuando estas funciones son de cuadrado integrable, como
sucede con el término temporal.
El operador L es el asociado al problema (4.2.7), es decir
L (u) := −∂i (Kij∂ju) + ∂i (Aiu) + Su,
mientras que L∗ denota su adjunto (sin condiciones de contorno), dado por




−ATi ∂iv + STv.
La forma B en (4.3.1) es la asociada al problema escrito en forma débil, es decir, la
del método de Galerkin. Suponiendo que las matrices Ai se descomponen en una
parte que no se integra por partes, Aci , y otra que sí, A
f
i (y que por consiguien-
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te contribuye a los ujos de contorno), y que las condiciones de contornos son



















Solo nos queda por describir el término llamado de estabilización en (4.3.1). En
primer lugar, el operador P dene el método que estamos considerando. En el caso
en que P = I, la identidad, nos referiremos a este método como ASGS, mientras
que si P es la proyección ortogonal al espacio de elementos nitos, el método
resultante es el llamado OSS. Los detalles de cómo motivar dichos métodos y cómo
se particularizan al problema que nos ocupa (aunque sin las concentraciones de
contaminantes), pueden encontrarse en [19, 71]. Solo falta describir el cálculo de
la llamada matriz de parámetros de estabilización τ e, calculada en cada elemento
e de la partición de elementos nitos. Tomaremos dicha matriz como diagonal,
de la forma






































donde c1, c2, c3 y c4 son parámetros numéricos, y que para los ejemplos numéricos




el coeciente de viscosidad cinemática, |a| es la norma de la velocidad y d es el
orden polinomial de interpolación.
La justicación de los parámetros de estabilización usados, así como algunas técni-
cas numéricas que hemos empleado en elementos de alto orden, puede consultarse
en [19, 69] (véase también [72, 21]).
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4.4 Resultados de los experimentos numéricos
Con el propósito de evaluar las formulaciones de los métodos variacionales de
subescalas ASGS y OSS con elementos nitos de alto orden en la ecuación vec-
torial de CDR transitoria, con no linealidad en los términos convectivo y de
reacción, hemos realizado diferentes experimentos numéricos, tales como pruebas
de convergencia en malla para el problema del transporte de un contaminante,
la aproximación de un ejemplo numérico del transporte de un contaminante en
una cavidad cuadrada que se encuentra en la literatura, un ejemplo práctico de
distribución del transporte de un contaminante en el golfo de Roses y en la de-
sembocadura del río Guadalquivir, y un ejemplo del modelo depredador-presa.
El método de linealización utilizado es el de Picard. El criterio de convergencia
para la no linealidad se ha jado en la norma L2, es decir, el proceso iterativo se
considera convergido cuando ∥∥uih − ui−1h ∥∥L2
‖uih‖L2
< tol,
donde i es el contador de iteraciones en un paso de tiempo dado y tol es la
tolerancia de convergencia, jada en 10−5 en todos los ejemplos. Aquí y en lo que
sigue, las normas L2 se extienden a todo el dominio Ω. En los casos del transporte
de contaminantes estudiaremos el transporte de un solo contaminante, excepto
en el ejemplo del modelo depredador-presa.
4.4.1 Pruebas de convergencia en malla
Las pruebas de convergencia en malla para el problema del transporte de un
contaminante que hemos realizado consisten en calcular el error en norma L2
entre el valor exacto de una solución manufacturada y la aproximación numérica
de una de las incógnitas del problema, el cual debe ser menor o igual que el valor
teórico. Sabemos que si el error del método se comporta como el error de la
interpolación, situación que puede considerarse óptima, este error debe cumplir
con
e = ‖u− uh‖L2 6 Ch
d+1, (4.4.1)
donde uh es la aproximación de la incógnita u en el espacio de elementos nitos,
C es una constante positiva, h es el diámetro de la partición de elementos nitos
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Triángulos Número de nodos
1/h elem. P1 P2 P3 P4
15 450 256 961 2116 3721
20 800 441 1681 3721 6561
25 1250 676 2601 5776 10201
30 1800 961 3721 8281 14641
35 2450 1296 5041 11236 19881
40 3200 1681 6561 14641 25921
45 4050 2116 8281 18496 32761
50 5000 2601 10201 22801 40401
Cuadrados Número de nodos
1/h elem. Q1 Q2 Q3 Q4
15 225 256 961 2116 3721
20 400 441 1681 3721 6561
25 625 676 2601 5776 10201
30 900 961 3721 8281 14641
35 1250 1296 5041 11236 19881
40 1600 1681 6561 14641 25921
45 2025 2116 8281 18496 32761
50 2500 2601 10201 22801 40401
Tabla 4.1: Renamiento para elementos triangulares y cuadrangulares
(no confundir con la altura de la lámina de agua) y d el grado polinómico de
la función de forma correspondiente a la interpolación de la aproximación uh.
Consideraremos pruebas de convergencia en malla para 1 ≤ d ≤ 4.
Si gracamos la ecuación (4.4.1) (en el caso de la igualdad) en el plano, con log e
en las ordenadas y log h en las abscisas, tenemos una línea recta, donde d+1 es la
pendiente teórica óptima de convergencia. Las pruebas de convergencia en malla
consisten entonces en vericar que la pendiente calculada sea precisamente d+ 1.
Para ello, seleccionamos como solución exacta tanto para las velocidades U1, U2
como para la elevación de la supercie libre del agua η y para la concentración
de un contaminante ϕ, la función polinómica espacio-temporal
η(x, y, t) = U1(x, y, t) = U2(x, y, t) = ϕ(x, y, t) = x
6y6(1− x6)(1− y6)t,
e imponemos el término fuente F en la ecuación vectorial de CDR transitoria
(4.2.7) mediante las siguientes expresiones tomadas de las ecuaciones (4.2.1),
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(4.2.2) y (4.2.3):













+Qi i = 1, 2,
f3 = ∂th+ ∂i (hUi) ,
f4 = ∂t (hϕ) + ∂i (hUiϕ)− ∂i (hkij∂jϕ) ,
siendo F = [f1, f2, f3, f4]
T y τ̄ji y Qi dados por las ecuaciones (4.2.4) y (4.2.5),
respectivamente. Hemos tomado batimetría constante con profundidad de 1 m,
es decir, H = 1 m, aceleración de la gravedad g = 10 m/s2, viscosidad cinemática
νH = 10
−3 m2/s y los coecientes empíricos de dispersión k11 = k22 = 10
−3 m2/s,
k12 = k21 = 0. El parámetro de Coriolis f̂ , las tensiones de supercie libre debidas
al viento τ s3i, las variaciones de presión atmosférica pa y el coeciente de fricción
en el fondo Ch no han sido tomados en cuenta para los ejemplos de las pruebas
de convergencia en malla, como tampoco el término reactivo de la ecuación de
transporte de contaminantes.
A continuación detallamos los resultados de los experimentos numéricos de las
pruebas de convergencia en malla con solución analítica conocida, tanto para el
método ASGS como para el OSS. En cada gráca se puede apreciar con línea
continua la pendiente teórica de convergencia y con línea con apéndices sobre
ella la pendiente calculada. Presentamos los resultados para los distintos grados
polinómicos de las funciones de forma estudiados, es decir, elementos lineales,
cuadráticos, cúbicos y de cuarto orden triangulares P1, P2, P3, P4 y elementos
cuadrangulares Q1, Q2, Q3, Q4, respectivamente.
El dominio computacional es el cuadrado [0, 1]× [0, 1] y el intervalo de tiempo es
[0, 1], con incrementos para cada paso de tiempo δt = 0.2. La malla de elementos
nitos consiste en triángulos o cuadrados formando una malla regular. Para cada
grado polinómico de las funciones de forma P1, P2, P3, P4 o Q1, Q2, Q3, Q4,
hemos calculado los errores con norma L2 para ocho mallas de tamaño h, siendo
1
h
= 15, 20, 25, 30, 35, 40, 45, 50, el número de partes en que se ha dividido
cada lado del cuadrado. En el Cuadro 4.1 se muestran el número de elementos
y el número de nodos para cada renamiento, tanto para elementos triangulares
como para elementos cuadrangulares. Los valores de las constantes algorítmcas
ci, i = 1, 2, 3, 4, se han calibrado a c1 = 12, c2 = 2, c3 = 1, c4 = 1 y el integrador
temporal utilizado es BDF3 (diferencias nitas hacia atrás de cuatro niveles de
tiempo y tercer orden en δt).
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En el encabezado de las grácas de las pruebas de convergencia en malla de las
Figuras 4.1 y 4.2 se adjuntan dos las con los valores de las pendientes calcu-
ladas; la primera la corresponde a los valores de las pendientes de las rectas
que pasan por los primeros 5 puntos y la segunda la son las pendientes de las





= 15, 20, 25, 30, 35, 40, 45, 50
)
. De esta manera podemos
visualizar numéricamente la tendencia de la convergencia de las pendientes calcu-
ladas hacia el valor teórico. Para el cálculo de dichas pendientes se ha utilizado el
método de los mínimos cuadrados; la simbología m(P1), m(P2), m(P3), m(P4),
corresponde a las pendientes para elementos triangulares: lineales, cuadráticos,
cúbicos y de cuarto orden respectivamente, mientras que para elementos cuadran-
gulares lineales, cuadráticos, cúbicos y de cuarto orden la simbología es m(Q1),
m(Q2), m(Q3), m(Q4). Los valores de las pendientes teóricas para las variables
de la velocidad y de concentración de un contaminante son m(P1) = m(Q1) = 2,
m(P2) = m(Q2) = 3, m(P3) = m(Q3) = 4, m(P4) = m(Q4) = 5, y las pen-
dientes teóricas para la variable η, que es la elevación de la supercie libre del
agua, son m(P1) = m(Q1) = 1, m(P2) = m(Q2) = 2, m(P3) = m(Q3) = 3,
m(P4) = m(Q4) = 4.
En la Figura 4.1 se muestra la convergencia en malla para la primera componente
de la velocidad usando elementos triangulares y en la Figura 4.2 la convergencia
en malla para la concentración de un contaminante. Las otras variables muestran
igualmente convergencia óptima para todos los elementos considerados. Lo mismo
sucede con los elementos cuadrangulares.
4.4.2 Transporte de un contaminante en una cavidad cuadrada
Este caso de referencia ha sido ampliamente examinado en la literatura con difer-
entes métodos, en [58] con el método de diferencias nitas, con el método de
volúmenes nitos en [55, 57], con el método SUPG en [56]; en todos los casos se
ha considerado convección pura, es decir, el coeciente empírico de dispersión del
transporte de un contaminante se ha tomado nulo. En el presente trabajo vamos a
reexaminar el caso de referencia con el método variacional ASGS y utilizando fun-
ciones de forma cuadráticas, cúbicas y de cuarto orden, en convección dominante,
es decir, considerando el coeciente empírico de dispersión k11 = k22 = 10
−3 m2/s
y k12 = k21 = 0 m
2/s.
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Figura 4.1: Convergencia en malla ASGS-OSS, elementos triangulares, velocidad
U1.
Figura 4.2: Convergencia en malla ASGS-OSS, elementos triangulares, concen-
tración ϕ.
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El dominio computacional es un canal cuadrado de 9 km × 9 km. En cuanto al
mallado, con el objeto de comparar los resultados entre elementos lineales y de
alto orden, hemos considerado conveniente utilizar renamientos de malla para
elementos Q1, Q2, Q3 y Q4 que den el mismo número de nodos entre si. Tomamos
como referencia el renamiento de malla para Q2, que consta de 90×90 elementos
cuadrados uniformes de 9 nodos, es decir, el espaciado en las direcciones x e y
es δx = δy = 100 m, con un total de 8100 elementos y 32761 nodos. De esta
manera, la malla de referencia para elementos Q1 consta de 180×180 elementos
cuadrados uniformes de 4 nodos, es decir δx = δy = 50 m, con un total de 32400
elementos y 32761 nodos. La malla de referencia para elementos Q3 consta de
60×60 elementos cuadrados uniformes de 16 nodos, es decir δx = δy = 150 m,
con un total de 3600 elementos y 32761 nodos. Finalmente, la malla de referencia
para elementos Q4 consta de 45×45 elementos cuadrados uniformes de 25 nodos,
es decir δx = δy = 200 m, con un total de 2025 elementos y 32761 nodos.
El tamaño del paso de tiempo es uniforme, con δt = 20 s, y el integrador temporal
es BDF3 en todos los casos.
Un ujo uniforme con u1 = u2 = 0.5 m/s y H = 0.2485 m está impuesto en todo
el dominio. La concentración inicial de contaminante está dada por la siguiente
suposición de dos distribuciones Gausianas centradas respectivamente en x1 =
y1 = 1400 m y en x2 = y2 = 2400 m, dada por:
ϕ(x, y, t = 0) = ϕ1 exp
(









donde ϕ1 = 10, ϕ2 = 6.5 y σ1 = σ2 = 264.
Dada la baja difusión del problema, la solución exacta es aquella concentración
de contaminante que se mueve diagonalmente a través del dominio con veloci-
dad constante, preservándose su forma durante todo el tiempo. La Figura 4.3
ilustra los resultados usando el elemento Q2 comparados con la solución teórica
en diferentes tiempos, observándose en todos los casos resultados completamente
satisfactorios comparados con la solución exacta.
En el cuadro 4.2 presentamos los valores máximos y mínimos de concentración de
contaminante para las funciones de forma Q1, Q2, Q3 y Q4, en donde observamos
que a partir de Q2 el error de aproximación al valor exacto máximo es del orden
de las centésimas, por lo cual en la Figura 4.3 hemos usado los resultados del
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Exacta Q1 Q2 Q3 Q4
N. de elem. _ 32400 8100 3600 2025
N. de nodos _ 32761 32761 32761 32761
ϕ (máx.) 10 9.312 9.976 10.03 10.04
ϕ (mín.) 0 -0.01032 -3.702×10−10 -2.986×10−5 -3.533×10−6
Tabla 4.2: Valores máximos y mínimos de concentración de contaminante en la
cavidad cuadrada para t = 9600 s.
elemento Q2.
4.4.3 Transporte de un contaminante en el golfo de Roses
y en la desembocadura del río Guadalquivir
A continuación presentamos dos ejemplos numéricos del transporte de un contam-
inante. Ambos ejemplos corresponden a situaciones físicas reales, con geometrías
complejas. El objetivo es mostrar que el modelo numérico propuesto puede ser
utilizado en este tipo de situaciones, aunque no disponemos de valores experimen-
tales con los cuales comparar los resultados y por consiguiente los mostraremos
solamente de manera cualitativa, sin entrar en su discusión. Desde el punto
de vista numérico, el valor de estos resultados es comprobar que no presentan
ningún tipo de oscilación numérica, pese a utilizar igual interpolación para todas
las variables y tratarse de situaciones de ujo con convección dominante.
Consideramos una concentración constante de un solo contaminante ϕ = 1 en el
ujo de entrada y coecientes de difusión constantes k11 = k22 = 10
−3 m2/s y
k12 = k21 = 0 m
2/s. La suposición de que los coecientes de difusión son con-
stantes es debido a que los efectos de turbulencia no han sido considerados en el
modelo. También asumimos que la concentración del contaminante se anula en
las fronteras sólidas, por lo que prescribimos a cero dicha concentración tanto en
el perl de las costas como en las riveras del río, en los dos problemas tratados.
En el resto de los contornos consideramos la concentración de contaminante li-
bre, con concentración inicial igual a cero. En ambos ejemplos numéricos hemos
considerado batimetría constante con una profundidad de H = 20.0 m (no hemos
considerado pues la disminución de la profundidad hasta H = 0), la aceleración
de la gravedad g = 10 m/s2 y la viscosidad cinemática νH = 10
−6 m2/s. El
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(a) t = 1600 s
(b) t = 4800 s
(c) t = 9600 s
Figura 4.3: Contornos 3D (izquierda) y distribución del contaminante (derecha)
a lo largo de la diagonal de la cavidad cuadrada, con elementos Q2.
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Figura 4.4: Golfo de Roses. Geometría y malla de elementos nitos
parámetro de Coriolis f̂ , las tensiones de supercie libre debidas al viento τ s3i, las
variaciones de presión atmosférica pa y el coeciente de fricción en el fondo Ch
no han sido tomados en cuenta en ninguno de los dos ejemplos.
El primer ejemplo es la simulación del transporte de un contaminante de con-
centración constante ϕ = 1, debido a una corriente marina que viene desde el
norte en el golfo de Roses sobre la costa catalana, al sur del Cabo de Creus. La
geometría del problema y los resultados numéricos se muestran en las Figuras 4.4,
4.5 y 4.6. El dominio de simulación tiene dimensiones de aproximadamente 80
× 40 km2. La malla de elementos nitos consiste en 6062 elementos triangulares
lineales con 3217 nodos.
Una corriente marina de 0.1 m/s que llega desde el norte ha sido prescrita en
el borde superior del dominio. Esto corresponde a una velocidad como ujo de
entrada en la parte superior del dominio. En la costa la velocidad se prescribe a
cero, mientras que en los contornos inferior y derecho del dominio se deja libre,
donde la sobreelevación del agua se prescribe a cero.
En la segunda simulación numérica consideramos el transporte de un contami-
nante de concentración constante ϕ = 1 en la desembocadura del río Guadalquivir,






Figura 4.5: Flujo alrededor del Golfo de Roses. (a) velocidad (máx: 0.29 m/s),
(b) elevación (INCOG3), supercie libre del agua (máx: 2.52 mm, mín: -4.05
mm).






Figura 4.6: Flujo alrededor del Golfo de Roses. (a) vector de velocidad, (b)
concentración del transporte de un contaminante (INGOG 4).
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en la costa del sur de España. La geometría del problema y los resultados numéri-
cos se muestran en las Figuras 4.7, 4.8 y 4.9.
La malla de elementos nitos consiste en 4955 elementos triangulares lineales con
2645 nodos.
Un ujo de corriente marina de 0.1 m/s está prescrito en el contorno inferior en
dirección este-oeste y en la desembocadura del río se prescribe una corriente del
río de 0.3 m/s, igualmente en dirección este-oeste. En el resto de la costa y en
las riveras del río la velocidad se prescribe a cero, y se deja libre en los contornos
izquierdo y superior, donde la sobreelevación del agua está prescrita a cero.
Los dos ejemplos numéricos considerados presentan ujos complejos, con impor-
tantes variaciones temporales y espaciales. Esto hace que los parámetros de
estabilización sean muy variables elemento a elemento. Este hecho diculta la
convergencia de los esquemas iterativos. Puesto que τ1 y τ3 (en el caso de N = 1
contaminantes) son escalas de tiempo, a menudo se toman proporcionales a δt,
y esto se puede justicar con argumentos diversos [9]. En los problemas en los
que la convergencia del esquema iterativo es costosa, hemos tomado una cota
máxima para τ1 y τ3 proporcional a δt, de manera que los hemos redenido en
cada elemento e como
τ e1 ← min(τ e1 , αδt), τ e3 ← min(τ e3 , βδt), (4.4.2)
donde α y β son parámetros que hay que ajustar dependiendo del tamaño de la
malla y del grado del polinomio de las funciones de forma. El valor de τ e2 se sigue
calculando mediante la expresión dada en (4.3.3).
Mediante experimentación numérica hemos calibrado los parámetros α y β. Para
el primer ejemplo hemos considerado α = 15 y β = 6 con un paso de tiempo
uniforme δt =100 s y para el segundo ejemplo α = 3 y β = 5 con δt =2500 s. En
ambos casos hemos usado el integrador temporal BDF2 y presentamos resultados
numéricos en diferentes instantes de tiempos de simulación, t = 50000, 100000,
150000 y 200000 s.
4.4.4 Modelo depredador-presa
Vamos a considerar como problema a resolver el modelo depredador-presa mostra-
do en [73], que es un sistema acoplado de ecuaciones transitorias de convección-
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Figura 4.7: Desembocadura del río Guadalquivir. Geometría y malla de elementos
nitos
difusión-reacción no lineales en el término de reacción y que describen espacial y
temporalmente la dinámica poblacional de una presa y un depredador en términos
de funciones de densidad continuas. Usaremos este problema como ejemplo de
sistema con términos reactivos no lineales, con dos concentraciones que compiten
entre ellas (en este caso no necesariamente contaminantes). Nos centraremos en el
problema propiamente del modelo depredador-presa, suponiendo que la velocidad
es conocida. Si embargo, la extensión al caso en el que la velocidad resulta de re-
solver las ecuaciones del modelo de aguas someras es inmediata. En este problema
además es frecuente considerar la posibilidad de que la velocidad de transporte
del depredador sea distinta a la de la presa, por lo que cuando introduzcamos
estas velocidades de transporte mantendremos esta posible generalización.
Formulación del modelo depredador-pressa










2ϕ2) + κE(ϕ1, ϕ2)− µ(ϕ2),






Figura 4.8: Flujo en la desembocadura del Guadalquivir. (a) velocidad (máx:
0.83 m/s), (b) elevación (INCOG3), supercie libre del agua (máx: 1.97 cm, mín:
-1.42 cm).






Figura 4.9: Flujo en la desembocadura del Guadalquivir. (a) vector de velocidad,
(b) concentración del transporte de un contaminante (INGOG 4).
4.4. RESULTADOS DE LOS EXPERIMENTOS NUMÉRICOS 145
donde ϕ1 y ϕ2 representan las densidades de población de la presa y del depredador,
respectivamente. k1 y k2 son los coecientes de difusión. P (ϕ1) es la función de
crecimiento de la población de la presa. La función E(ϕ1, ϕ2) representa el acto
de depredación resultante en una disminución de la población de la presa y en un
incremento en la población del depredador. κ es la eciencia de la depredación, la
cual determina el incremento de la población del depredador, siendo 0 ≤ κ ≤ 1.
Finalmente, µ(ϕ2) es la función que determina la cantidad de mortalidad del
depredador.

























donde la función E(ϕ1, ϕ2) está modelada por el llamado modelo de Hollinger
tipo II, en el cual B representa la tasa de depredación y H es la densidad media
de saturación de la presa. Para modelar el crecimiento de la población de la presa
usamos el llamado modelo logístico, donde C representa la tasa de crecimiento
de la población de la presa y K es la capacidad de carga del sistema, y denota
la cantidad máxima de población de la presa que es soportada por el dominio;
en este trabajo asumimos el valor de la unidad para este parámetro. La función
de mortalidad µ del depredador está dada por un término lineal, siendo M su
coeciente.
El modelo anterior considera que no hay transporte convectivo ni del depredador
ni de la presa. Este transporte puede deberse a que depredador y presa se en-
cuentren en un medio uido en movimiento, que se correspondería con el modelo
general que hemos tratado anteriormente, pero también puede ser necesario in-
troducir la convección a través de un patrón de migración estacional o migración
hacia regiones de disponibilidad de recursos. El término de advección resultante
modela el movimiento masivo de poblaciones. Con esto se obtiene el sistema
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ϕ1 + s22ϕ2 = 0,
al cual hay que añadir las condiciones de contorno y condiciones iniciales. En









, s22 = M .
El campo de velocidad para la presa es a1 = [a11, a12]
T y para el depredador
a2 = [a21, a22]
T .
Escribiendo el sistema depredador-presa en el formato de la ecuación vectorial de






























































La matriz de los parámetros de estabilización utilizada para este problema, que


















+ s21 (1−max (ϕ1)) + s22 (1−max (ϕ2))
]−1
,
donde recordemos que h corresponde al diámetro del elemento y d es el orden
polinomial de interpolación. Las variables ϕ1 y ϕ2 las tomamos calculadas en la
iteración anterior del paso de tiempo actual.
Pruebas numéricas y resultados
Consideremos la ecuación (4.4.3) del modelo depredador-presa dentro de un cua-
drado unitario Ω = [0, 1] × [0, 1], con condiciones de contorno de Dirichlet ho-
mogéneas y condiciones iniciales de las densidades de población de la presa y del
depredador dadas por las distribuciones normales (4.4.4) y (4.4.5), respectiva-
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Figura 4.10: Condición inicial de la densidad de población de la presa (izquierda)
y del depredador (derecha).
mente, escritas a continuación y mostradas en la Figura 4.10:




(x− 0.25)2 + (y − 0.25)2
)]
, (4.4.4)




(x− 0.75)2 + (y − 0.75)2
)]
. (4.4.5)
En el Cuadro 4.3 se encuentran los valores de los coecientes de reacción s11, s12,
s21 y s22 para varios casos de prueba que hemos considerado. Para todos estos ca-
sos de prueba los coecientes de difusión se tomaron como k11 = k22 = 10
−4 m2/s.
El campo de velocidades se mantiene constante tanto para el depredador como
para la presa. Las componentes de velocidad de la presa son a11 = 0.5 m/s,
a12 = 0.5 m/s y para el depredador son a21 = −0.5 m/s, a22 = −0.5 m/s, con lo
cual las poblaciones del depredador y de la presa son conducidas en direcciones op-
uestas para encontrarse frente a frente una con la otra. No consideramos ningún
término fuente y las constantes α1 y α2 se tomaron a la unidad. Con esto el
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s11 s12 s21 s22
Caso 1 0 0 0 0
Caso 2 0 0 0 1
Caso 3 0 0 3 0.1
Caso 4 1 0 3 0.1
Caso 5 1 2 3 0.1
Tabla 4.3: Casos de prueba del modelo depredador-presa para diferentes coe-
cientes de reacción






























































La malla de elementos nitos usada es regular y consta de 50 × 50 elementos
cuadrados de 4 nodos, es decir δx = δy = 0.02, con un total de 2500 elementos
y 2601 nodos. El intervalo de tiempo es [0, 1] y el tamaño del paso de tiempo
tomado es uniforme, con δt = 0.2. Hemos usado el integrador temporal BDF2
y el método variacional multiescala ASGS descrito anteriormente. Presentamos
resultados numéricos en diferentes instantes de tiempos de simulación, t = 0.2,
0.4, 0.6, 0.8, 1.0, para todos los casos de prueba.
En las Figuras 4.11, 4.12, 4.13, 4.14 y 4.15 se encuentran los resultados de los casos
1, 2, 3, 4 y 5, respectivamente, considerados en el Cuadro 4.3. Los resultados
numéricos en todos los casos son los esperados y corresponden con la realidad
física de cada caso, observando además que son coincidentes con los resultados
mostrados en [73].
Las diferencias de los resultados de las densidades de población del depredador
y de la presa con elementos de alto orden Q2 (con 10201 nodos), Q3 (con 22801
nodos) y Q4 (con 40401 nodos) están en el orden de las milésimas con respecto
a los resultados con elementos lineales para t = 1.0, tal como observamos en los
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Cuadros 4.4 y 4.5, por lo que dependiendo de la escala del problema es suciente
la precisión con elementos lineales.
Caso 1 Caso 2 Caso 3 Caso 4 Caso 5
Q1 0.48614 0.48614 0.48614 0.69991 0.56545
Q2 0.48847 0.48847 0.48847 0.70560 0.56853
Q3 0.48847 0.48847 0.48847 0.70709 0.56928
Q4 0.48848 0.48848 0.48848 0.70786 0.56982
Tabla 4.4: Densidad de población de la presa (u1)
Caso 1 Caso 2 Caso 3 Caso 4 Caso 5
Q1 0.48614 0.22615 0.63921 0.70337 0.65541
Q2 0.48847 0.22685 0.63872 0.71223 0.66228
Q3 0.48847 0.22684 0.63954 0.71348 0.66352
Q4 0.48848 0.22684 0.64002 0.71412 0.66422
Tabla 4.5: Densidad de población del depredador (u2)
4.5 Conclusiones
En este capítulo se ha presentado la aproximación del modelo acoplado de las
ecuaciones del movimiento de un uido en aguas poco profundas junto con las
ecuaciones de convección-difusión-reacción del transporte de contaminantes me-
diante formulaciones estabilizadas de elementos nitos de alto orden (hasta el
cuarto orden).
Las formulaciones estabilizadas de elementos nitos para la ecuación vectorial
de CDR transitoria, ASGS y OSS, nos permiten utilizar igual interpolación en
todas las variables, que para el modelo del transporte de contaminantes en aguas
poco profundas son las dos componentes de velocidad U1, U2, la elevación η de
la supercie libre del agua y las concentraciones de contaminantes. Asimismo,
las formulaciones ASGS y OSS para la ecuación vectorial de CDR transitoria
nos permiten tratar con ujos de convección y reacción dominantes, incluyendo
problemas no lineales en los términos convectivos y reactivos. Como ejemplo de
problema de reacción no lineal hemos presentado el modelo depredador-presa,
con dos concentraciones acopladas a través del término reactivo como incógnitas.






Figura 4.11: Caso1. Densidad de población de la presa (izquierda). Densidad de







Figura 4.12: Caso2. Densidad de población de la presa (izquierda). Densidad de
población del depredador (derecha).






Figura 4.13: Caso3. Densidad de población de la presa (izquierda). Densidad de







Figura 4.14: Caso4. Densidad de población de la presa (izquierda). Densidad de
población del depredador (derecha).






Figura 4.15: Caso5. Densidad de población de la presa (izquierda). Densidad de
población del depredador (derecha).
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Para utilizar elementos nitos de alto orden, en la matriz de los parámetros de
estabilización se ha incluido la dependencia con el orden polinomial de interpo-
lación.
Los resultados de las grácas de convergencia muestran claramente que las formu-
laciones para los métodos estabilizados ASGS y OSS son capaces de aproximar
correctamente el problema vectorial transitorio de CDR con convección domi-
nante, particularizado al sistema acoplado de cuatro ecuaciones correspondientes
al ujo en aguas poco profundas y transporte de un contaminante.
Los resultados calculados del transporte de un contaminante en una cavidad
cuadrada no muestran errores signicativos de dispersión o disipación, por lo que
concuerdan muy bien con los valores teóricos, y son mejores que los resultados
presentados en la literatura, como en [55, 56, 57].
Asimismo, se observa que los resultados obtenidos del transporte de un con-
taminante en el golfo de Roses y en la desembocadura del río Guadalquivir son
completamente satisfactorios, tanto para el campo de velocidades y el nivel de
la supercie libre del agua como para la distribución de la concentración de un
contaminante.
Finalmente los resultados del modelo depredador-presa son coherentes con la
realidad física de cada caso, y muestran la robustez de las formulaciones estabi-
lizadas ASGS y OSS para la ecuación vectorial de CDR transitoria en problemas
de reacción dominante y de no linealidad en el término de reacción.
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Capítulo 5
Conclusiones y trabajos futuros
En este capítulo presentamos los resultados y conclusiones obtenidas durante la
elaboración de la presente tesis doctoral, y la apertura de algunos trabajos futuros
de investigación alrededor de este tema.
5.1 Resultados y conclusiones
El objetivo principal del trabajo de tesis doctoral ha sido investigar la aproxi-
mación de la ecuación general vectorial transitoria de convección-difusión-reacción
(CDR), con elementos nitos de alto orden cuadráticos, cúbicos y hasta el cuarto
orden.
 En el Capítulo 2 se presentaron dos formulaciones estabilizadas de elemen-
tos nitos para resolver la ecuación escalar transitoria de CDR, y un estudio
de la convergencia y estabilidad de las formulaciones incluyendo, en el esti-
mador inverso, el grado del polinomio de las funciones de forma para tomar
en cuenta en el estudio a los elementos nitos de alto orden. Del estudio se
concluyó que para preservar la convergencia asociada a la integración ex-
acta, la cuadratura mínima para la integración numérica debe ser de quinto
orden, con lo cual para el elemento simplicial de cuarto orden se hizo un
estudio modicando el elemento P4 para el cual se obtuvo una cuadratura
cerrada para la integración numérica exacta de un polinomio completo de
hasta quinto grado, que nos permite aproximar la matriz de masa por una
matriz diagonal con todos sus elementos distintos de cero, necesaria para
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usar de forma eciente el método OSS con el elemento simplicial de cuarto
orden. Este elemento modicado se usó para el mallado de todos los ejemp-
los de la tesis con elementos simpliciales de cuarto orden con el método OSS.
Los resultados de los experimentos numéricos, tanto de las pruebas de con-
vergencia en malla, las pruebas con capas límite y la simulación numérica
del transporte de una concentración, mostraron que la convergencia y es-
tabilidad de los dos métodos estabilizados es óptima tanto para elementos
triangulares y cuadrangulares de alto orden cuadráticos, cúbicos y de cuarto
orden, en todos los casos de convección y reacción dominantes.
 En el capítulo tres se presentó la aproximación de la ecuación general vecto-
rial transitoria mediante dos formulaciones estabilizadas de elementos nitos
y se experimentó con elementos nitos triangulares y cuadrangulares de alto
orden cuadráticos, cúbicos y de cuarto orden para resolver las ecuaciones
del movimiento de un uido en aguas poco profundas, las mismas que pre-
sentan convección dominante frente al término viscoso y agravado por la no
linealidad de los términos convectivos y de la derivada temporal de la ele-
vación de la supercie libre del agua. Los resultados de la experimentación
numérica, como las pruebas de convergencia en malla, comprobaron la ro-
bustez y exactitud de las dos formulaciones ASGS y OSS presentadas. Del
mismo modo, los resultados del ujo a través de un obstáculo elíptico y
del ujo de la rotura de una presa a través de una compuerta de esclusa
mostraron mejor denición y exactitud que los mostrados en la literatura
por otros autores.
 En el capítulo cuatro, utilizando las formulaciones del capítulo anterior,
hemos presentado el problema del transporte de contaminantes como un
sistema acoplado de la ecuación del transporte de contaminantes junto con
las ecuaciones del movimiento de un uido en aguas poco profundas, así
como también las ecuaciones del modelo depredador-presa. Igual que en el
capítulo anterior, los experimentos de las pruebas de convergencia en malla
mostraron la ecacia de las dos formulaciones presentadas. Del mismo
modo, los resultados del transporte de un contaminante en una cavidad
cuadrada mostraron coincidencia con los valores teóricos de la solución ex-
acta. Igualmente, los resultados del transporte de un contaminante en el
golfo de Roses y en la desembocadura del río Guadalquivir mostraron ser
satisfactorios, tanto para el campo de velocidades y el nivel de la supercie
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del agua como para la distribución de la concentración de un contaminante.
Por último, los resultados del modelo depredador-presa también resultaron
ser los esperados para todos los casos considerados. En general las formula-
ciones estabilizadas ASGS y OSS mediante elementos nitos de alto orden
para la ecuación vectorial transitoria de CDR mostraron ser completamente
ecaces en problemas de convección y reacción dominantes combinados con
la problemática de la no linealidad en los términos de convección, reacción
y de la derivada temporal.
5.2 Trabajos futuros
Con el desarrollo de la tesis han surgido varias ideas para futuros trabajos.
 Una primera idea es la extensión de las formulaciones ASGS y OSS medi-
ante elementos nitos de alto orden para resolver problemas más generales,
especialmente aquellos que involucren no linealidad en el término difusivo.
 Otra tarea es el análisis y estudio de las discontinuidades en el límite invís-
cido de la ecuaciones de aguas someras.
 También sería interesante incluir en las formulaciones ASGS y OSS medi-
ante elementos nitos de alto orden el tratamiento de subescalas dinámicas.
 Un importante trabajo será el estudio comparativo de la eciencia del alto
orden en las formulaciones ASGS y OSS, buscando un menor coste com-
putacional para una precisión dada.
 Finalmente, otra línea de trabajo puede ser la investigación de la formu-
lación de la matriz completa de los parámetros de estabilización para la
ecuación de CDR vectorial.
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