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We present a new method for calculating the frequencies and intensities of the vibrational modes
of adsorbates on surfaces. Our method is based on density functional perturbation theory (DFPT)
and provides accurate estimates of the vibrational intensities even when the vibrations are strongly
anharmonic. Furthermore, it does so at a negligible additional computation cost compared to
conventional DFPT calculation. We illustrate our method by calculating the vibrational spectra
of three example systems — ethylidyne on Rh(111), benzene on Rh(111) coadsorbed with CO,
and terephthalic acid (TPA) on Cu(100) — and comparing them to experimental measurements
performed using High-Resolution Electron Energy Loss Spectroscopy (HREELS). We find excellent
agreement between our predictions and the experimentally measured frequencies and intensities in
all three cases.
Introduction. A common way of characterizing the
nature and composition of functionalized surfaces is
through the use of spectroscopic techniques. As vibra-
tional features in the experimental signal are related to
the electronic, molecular and atomic structure of the ad-
sorbates, chemical sensitivity can be indirectly obtained
by analyzing the features in the spectra. For instance, the
use of Infrared (IR) and High-Resolution Electron Energy
Loss Spectroscopy (HREELS) have helped to determine
structural properties, such as adsorption sites1, molecu-
lar orientation2,3 or intermolecular arrangements4–6 for a
large variety of systems. These techniques also allow one
to monitor the evolution of the adsorbed species due to
changes in temperature and pressure conditions7. Moni-
toring these changes has been crucial for the detection of
intermediate species which have ultimately helped to pro-
pose reaction mechanisms in heterogeneous catalysis8–12.
Interpreting the experimental vibrational data, how-
ever, remains a significant challenge, and disentangling
the origin of the signals can be non-trivial for spectra
with a large number of vibrational features. As a con-
sequence, a combination of experimental and theoretical
vibrational information is usually necessary to obtain a
comprehensive understanding of the system under study.
Density functional theory (DFT) is established as the
method of choice for modeling interactions taking place in
condensed matter systems and surfaces at the nanoscale
level. Within the DFT framework, two numerical ap-
proaches have been commonly used to calculate vibra-
tional frequencies and intensities.
The first approach relies on calculating the second-
order derivative of the potential energy hypersurface with
respect to the geometry (Hessian matrix) using finite dif-
ferences within the harmonic approximation. Intensities
are obtained by calculating the change in dipole moment
for each vibration direction separately13 which is com-
putationally expensive and inefficient. Furthermore, this
method can’t guarantee a good description of the vibra-
tional features since the magnitude of the displacements
of the atoms are arbitrarily chosen.
The second approach involves calculating the Hessian
matrix and Born effective charges of the system using
density functional perturbation theory (DFPT) using the
formula proposed by Giannozzi et al.14 and Baroni et
al.15. This method has proven to be computationally
more efficient and has provided accurate theoretical de-
scriptions of vibrational features of adsorbates at metal
surfaces16–19.
Despite the considerable success of this method, some
of the computed features remain in disagreement with
the experimental spectra. The most commonly encoun-
tered issue is the overestimation of some calculated in-
tensities, which have been mainly attributed to anhar-
monic effects16,20,21. However, to date no strategy with
an affordable computational cost has been suggested to
overcome the discrepancy between theoretical and exper-
imental vibrational features.
Here, we propose a novel approach to correcting vibra-
tional frequencies and intensities using DFPT. We pro-
vide an analytic expression for the Morse potential which
allows us to obtain anharmonic corrections for fundamen-
tal transitions using Born effective charges (BEC). This
correction can be used to correct spectra for anharmonici-
ties with almost negligible cost with respect to the DFPT
calculations.
In the remainder of this article, we explain our method
and use it to predict the vibrational frequencies and in-
tensities for three example physical systems. We then
present experimental measurements of these quantities,
made via HREELS: in our own group in one case, and
reproduced from the literature in two other. We obtain
excellent agreement between the predicted and experi-
mentally measured values in all cases. Finally, we discuss
the wider application of our technique, including the im-
portance of the density functional used in the calculation.
Theoretical method. The conventional calculation of
HREELS intensities from the vibrational eigenmodes of
molecules is based on the assumption that the oscillation
2in each eigenmode is harmonic. If this is the case, then
the eigenstates of the quantum harmonic oscillator can
be used to calculate the dipole matrix element between
the ground state and the excited state, and the square
modulus of this matrix element gives the intensity.
In the case where the mode is strongly anharmonic,
this procedure cannot be used. However, many anhar-
monic vibrations fit well to the Morse potential form,
V (x) = D
(
1− e−a(x−re)
)2
, (1)
where x is the displacement from equilibrium along the
particular vibrational eigenmode in question, and D, a,
and re are constants. We determine these constants from
DFT calculations.
Armed with this Morse-potential fit for the anhar-
monic mode, we then transform the dipole operator
into its representation in terms of the eigenmode co-
ordinates, and thus calculate the dipole matrix element
using the known formula22 for the matrix element of the
co-ordinate x between the ground and first excited states
of the potential (1). This allows us to make a prediction
of the HREELS intensity based on an accurate (albeit ap-
proximate) representation of the potential experienced by
the molecule when it undergoes that mode of vibration.
We emphasize that the additional computational cost of
this approach compared to conventional harmonic pre-
dictions of HREELS intensities is negligible.
Our calculations were performed using periodic DFT
employing a plane-wave basis set, using PAW (Projec-
tor Augmented Wave23,24) as implemented in VASP25–28.
Valence electrons were described using plane-waves con-
sidering an expansion on the kinetic energy up to an
energy cut-off of 400 eV. For the smearing of the elec-
tron population distribution we employed the first order
Methfessel-Paxton method29, using a smearing width of
0.1 eV. The convergence criterion for the electronic self-
consistent cycle was fixed at 10−6 eV and the forces on
all ions were required to be smaller than 0.015 eV/A˚.
Structural optimizations were carried out using the
optPBE-vdW functional30, which intrinsically includes
dispersion to account for vdW interactions. Standard
PBE31,32 calculations are included to highlight the im-
portance of choosing the appropriate functional in order
to obtain accurate spectra.
The Rh(111) and Cu(100) surfaces were modeled us-
ing a slab composed of four layers (with the two upper
layers relaxed during optimizations). A vacuum of 15 A˚
was introduced in the direction orthogonal to the sur-
face. The optimizations were carried out using 5×5×1
k -points for ethylidyne (2×2 coverage) and benzene/CO
(2
√
3×4 coverage) on Rh(111). 3×3×1 k -points are used
for TPA on Cu(100) (3×3 and 4×4 coverages).
The Hessian matrix and Born effective charges (BEC)
of the previously optimized structures were calculated
using DFPT as implemented in VASP. Vibrational in-
tensities are calculated using linear response as proposed
by D. Karha´nek et al.16 using the formula introduced by
Giannozzi et al.14 and Baroni et al.15:
I(ω) =
3∑
i=1
[ N∑
k=1
3∑
j=1
Zij(k) ej(k)
]2
, (2)
where I(ω) is the intensity for the ω-th vibrational mode,
N is the number of atoms and i, j ∈ {x, y, z}, label the
directions in a Cartesian basis. Zi,j(k) corresponds to the
BEC for the k-th atom when displaced in the direction
j producing an effect in the polarization in the direction
i. ei(k) is the eigenvector for the ω-th vibrational mode
with displacement in the component i for the k-th atom.
One of the advantages of the HREELS technique is
its capability to detect dipole (same selection rules as
IR) and impact scattering (with a weak orientation de-
pendence) modes. The possibility of recording signals
originating from these two phenomena allows the access
to information related to the molecular orientation. In
order to consider this, the intensities of each mode are
split in the three Cartesian coordinates as:
I(ω) = a
[ N∑
k=1
3∑
j=1
Zxj(k) ej(k)
]2
+b
[ N∑
k=1
3∑
j=1
Zyj(k) ej(k)
]2
+c
[ N∑
k=1
3∑
j=1
Zzj(k) ej(k)
]2
,
(3)
where the three components of the intensity can be
weighted using the parameters a, b and c.
HREELS experiments show a decay of the intensity
with increasing frequency33. This is implemented in our
model as the following transfer function:
Id(ω) =
I(ω)
ν
, (4)
where Id(ω) is the corrected intensity for the decay of the
ω-th mode and ν the frequency of that particular mode.
In order to obtain a correction factor for the previously
obtained intensities using the harmonic approximation,
the following theoretical procedure is followed.
The dipole intensity of a given transition can be ex-
pressed as
I = |M |2, (5)
where the matrix element M is given by
M = 〈ψf |Oˆ|ψi〉 . (6)
Here |ψi〉 is the ground state of the molecule, |ψf 〉 is the
state with one quantum of energy in the eigenmode of
interest and all other modes in their ground states, and
the dipole operator is given by
Oˆ =
N∑
k=1
∑
ij
EiZk,ij rˆk,j . (7)
3In this equation, Ei is the component of the electric
field in Cartesian direction i, j ∈ {x, y, z}, Zk,ij is a 3×3N
matrix containing the Born effective charges for the k-
th atom when displaced in the direction j producing an
effect in the polarization in the direction i, and rˆk,j is the
operator for the j-component of the position of the k-th
atom.
To evaluate the matrix element M, the rˆk,j operator
needs to be replaced by its expansion in terms of the
normal-mode coordinates. This is done by inverting the
set of normal-mode eigenvectors ei. To be specific, let the
vector rˆ be the 3N -component vector whose components
are xˆ1, yˆ1, zˆ1, yˆ2, . . . , where xˆ1 is the operator for the x-
coordinate of the first atom and so on. Then the operator
for the coordinate of the i-th normal mode is given by
qˆi = ei · rˆ. (8)
Making a vector of all the normal-mode coordinates, the
following matrix equation is obtained:
qˆ1
qˆ2
qˆ3
qˆ4
...
qˆ3N
 =

. . . e1 . . .
. . . e2 . . .
. . . e3 . . .
. . . e4 . . .
...
...
...
. . . e3N . . .

︸ ︷︷ ︸
≡A

xˆ1
yˆ1
zˆ1
xˆ2
...
zˆN
 .
Since we know the components of the 3N×3N matrix
A explicitly, it is feasible to invert this matrix, to ob-
tain, A−1 (the eigenvectors ei require to be normalized
before contracting the matrix A). Once the matrix A−1
is obtained, the construction of the Cartesian coordinate
operators in terms of the normal mode ones is done via:
xˆ1
yˆ1
zˆ1
xˆ2
...
zˆN
 = A
−1

qˆ1
qˆ2
qˆ3
qˆ4
...
qˆ3N
 ,
which can be written in component form,
rˆi =
N∑
j=1
[A−1]ij qˆj . (9)
We can substitute this expression back into equation 7
to obtain the form of the dipole operator:
Oˆ =
3∑
i=1
3N∑
j=1
EiZ˜ij rˆj =
3∑
i=1
3N∑
j=1
EiZ˜ij
3N∑
k=1
[A−1]jkqˆk. (10)
This can be simplified by defining the 3N -component vec-
tor s, whose components sk are given by
sk =
3∑
i=1
3N∑
j=1
EiZ˜ij [A
−1]jk. (11)
Therefore,
Oˆ =
3N∑
k=1
skqˆk. (12)
The matrix element M is given by
M = 〈ψf |Oˆ|ψi〉 =
3N∑
k=1
sk 〈ψf |qˆk|ψi〉 (13)
The matrix element in the summand, 〈ψf |qˆk|ψi〉, will
vanish for any k which is not the eigenmode of inter-
est (i.e. the eigenmode that has one more quantum of
energy in |ψf 〉 than it does in |ψi〉). Let this eigenmode
be labelled as j. The resulting matrix element M reduces
to
M = sj 〈1|qˆj |0〉 (14)
where |0〉 is the ground state and |1〉 is the first-excited
state of the Morse potential oscillator. The matrix ele-
ment 〈1|qˆj |0〉 is known22:
〈1|qˆj |0〉 = f ≡ 2
2N − 1
√
N(N − 1)Γ(2N)
Γ(2N + 1)
, (15)
where |f |2 is the correction factor for the intensity of a
given mode, Γ(z) is the gamma function, and N is given
by
N =
√
2D
a
− 1
2
, (16)
with D and a the parameters from the Morse potential
for the eigenmode j. Note that the matrix element in
equation 15 is unity in the harmonic case.
The intensity is corrected as:
Ianh = |f |2I, (17)
where Ianh is the corrected intensity and I the inten-
sity obtained using the harmonic approximation. Single-
point energies (calculated using VASP) along the dimen-
sionless coordinates of each mode are calculated on an
equally spaced grid (10 single-points) to obtain the one-
dimensional potential energy surface (1D-PES) of each
mode. To ensure that the different modes are compa-
rable, the mass-weighted normal coordinates (eigenvec-
tors of the dynamical matrix) must be transformed into
dimensionless coordinates as proposed by Gregurick et
al.34.
The 1D-PES obtained for each mode are fitted to a
Morse potential (see equation 1).
The non-linear least squares algorithm is used to fit
the curves, minimizing the coefficient of determination
until R2 >0.99 to ensure an accurate fit for each mode.
The parameters obtained from the fit (De and a) for each
mode are introduced in equation 16 to calculate the rel-
ative anharmonic correction factors.
4Finally, the calculated spectra were broadened us-
ing a Gaussian profile with a full width half maximum
(FWHM) corresponding to the instrumental resolution
of the experiments. This is 50 cm−1 for the spectra of
the two molecules (benzene and ethylidyne) adsorbed on
Rh(111) and 60 cm−1 for TPA on Cu(100).
Experimental details. HREELS measurements for
ethylidyne on Rh(111) were carried out operating the
spectrometer in the specular geometry within a dedicated
Ultra-High Vacuum (UHV) system. The system is com-
posed of a preparation chamber with base pressure <
5×10−10 mbar and an analysis chamber with base pres-
sure < 1×10−10 mbar. Ethene (C2H4, 99.995% purity)
molecules were dosed at room temperature (300 K) for
an exposure of 2 L, which ensures saturation coverage.
The resolution of the spectra is 50 cm−1. The presence
of residual CO in the chamber was minimized by keeping
on the vacuum gauges only for the time necessary to set
the pressures for cleaning (Ar and O2 treatments) and
for the initial ethene dose. As a consequence, the spectra
do not indicate features related to adsorbed CO.
The experimental spectra shown for ethylidyne on
Rh(111) were collected in-house, the TPA on Cu(100)
and mixed benzene/CO on Rh(111) systems are taken
from Refs. 3 and 4, respectively. The spectrum for ben-
zene/CO on Rh(111) is adapted with permission from
B. E. Koel, J. E. Crowell, C. M. Mate and G. A. So-
morjai, J. Phys. Chem., 1984, 88, 1988-1996. Copy-
right 1984 American Chemical Society. The spectrum
for TPA on Cu(100) is adapted with permission from Y.
Ge, H. Adler, A. Theertham, L. L. Kesmodel and S. L.
Tait, Langmuir, 2010, 26, 16325-16329. Copyright 2010
American Chemical Society.
Results and discussion. The ethylidyne (C2H3) radical
is strongly adsorbed on Rh(111), forming a chemisorbed
layer with a (2×2) structure at saturation coverage35.
The most stable relaxed geometry in our calculations is
in agreement with the experiments: the molecule is ad-
sorbed on a three-fold hollow site with its C−C axis per-
pendicular to the surface35.
The calculated geometry of the most stable configu-
ration found at this coverage is in agreement with the
experiments showing the C−C axis of the molecule per-
pendicular to the surface and centered above a three-fold
hollow site35. The calculated spectra using the optimized
geometry and the one obtained experimentally are shown
in Figure 1a.
The calculated frequency values obtained with the har-
monic approximation and after the anharmonic correc-
tions are systematically close to the experimental values,
with small discrepancies that are comprised between 6
and 35 cm1. In contrast, the calculated intensities using
the harmonic approximation exhibit large discrepancies
with the experiments, with a high overestimation of the
bands related to the stretching modes νCC (1075 cm
−1)
and νCH (2095 cm
−1). The intensity of these bands de-
creases after applying the anharmonic corrections, result-
ing in an excellent agreement with the experimental rel-
Figure 1. HREEL spectra for (2×2)-(C2H3) on Rh(111). (a)
Calculated harmonic (in orange), harmonic including anhar-
monic corrections (in blue), and experimental (in green) spec-
tra. Frequency values are included for the most relevant bands
(in cm−1). (b-e) Resulting energy evaluations (blue circles)
for the scanned normal coordinates of the following fundamen-
tal vibrational modes of ethylidyne: (b) Rh−C stretching, (c)
C−C stretching, (d) CH3 wagging, and (e) C−H stretching.
Morse fit is represented with solid blue lines. Harmonic po-
tential curves for each mode (solid orange lines) are included
to highlight the difference between the harmonic and anhar-
monic potentials (blue solid lines). Arrows in the models are
set to graphically represent the motion of each vibrational
mode.
ative intensities.
For the second system in this study, we focus on the
adsorption of benzene on Rh(111) in the presence of CO.
Ordering of adsorbed benzene on this metal substrate is
increased in the presence of coadsorbed CO, leading to
the formation of a c(2
√
3×4)rect structure4. The most
stable configuration found in our calculations is in agree-
ment with the experimental data4,36. This structure con-
tains one CO molecule per unit cell with benzene ad-
sorbed on hollow sites. Benzene adopts a flat-lying ge-
ometry with its aromatic ring parallel to the surface. The
benzene molecule is distorted from the D6h geometry due
5Figure 2. HREEL spectra for c(2
√
3×4)rect-C6H6/CO on
Rh(111). (a) Calculated harmonic (in orange), harmonic in-
cluding anharmonic corrections (in blue), and experimental
(in green) spectra. Frequency values are included for the most
relevant bands (in cm−1). (b, c) Resulting energy evaluations
(blue circles) for the scanned normal coordinates of the fol-
lowing fundamental vibrational modes of benzene: (b) CH3
wagging and (c) C−O stretching. Harmonic potential curves
for each mode (solid orange lines) are included to highlight the
difference between the harmonic and anharmonic potentials
(blue solid lines). Arrows in the models are set to graphically
represent the motion of each vibrational mode. Experimental
spectrum is adapted from Ref. 4.
to the strong metal-pi interaction, which produces a tilt-
ing of the C−H bonds away from the surface. In this
structure the CO molecule is adsorbed upright on a hol-
low site (see model in Figure 2).
The theoretical and experimental spectra for the
c(2
√
3×4)rect-C6H6/CO on Rh(111) configuration are
shown in Figure 2a. The most intense experimental
bands are related to the C−H out-of-plane bending mode
of benzene (γCH) at ∼810 cm−1 and the stretching of the
CO (νCO) at ∼1660 cm−1.
The bands at 550, 1130, 1420 and 3000 cm−1 are as-
signed to the Rh−C stretching (νRh−C6H6), CH scissor-
ing (δCH), ring deformation due to the C−C stretching
(νCC) and C−H stretching (νCH). The largest discrep-
ancy for the frequency values between theory and ex-
periments is found for the νRh−C6H6 mode (∼61 cm−1).
For the other modes the differences are comprised be-
tween 5 and 33 cm−1. The calculated intensities using
the harmonic approximation for the bands νRh−C6H6 at
611 cm−1, γCH at 805 cm−1, δCH at 1118 cm−1, δCC at
1427 cm−1 and νCH at 3067 cm−1 are in excellent agree-
ment with the experiments. However, the intensity of the
CO peak (1627 cm−1) is drastically overestimated.
After applying the anharmonic corrections, the band
derived from the γCH mode becomes the most intense.
Remarkably, this mode is essentially harmonic (see Fig-
ure 2b), thus, the changes in relative intensities when
applying the anharmonic corrections can’t be assigned to
this mode. Indeed, this change comes from the correction
of the highly anharmonic C−O stretching. The asymme-
try in the bond length contraction (strong interatomic
repulsion) and elongation produces a deviation from the
harmonic potential for the νCO mode as show in Figure
2c) . The anharmonicity of this mode can even be more
pronounced because the CO molecule is adsorbed upright
and the electron density in the vacuum and substrate re-
gions are expected to be very different.
Again, the anharmonic corrections improve consider-
ably the relative intensities of the peaks. After these
corrections the theoretical and experimental spectra are
in much better agreement.
The last system case of study presented here is
the adsorption of TPA (C6H4(COOH)2) on Cu(100).
TPA is adsorbed flat on this substrate at submonolayer
coverage3,37,38. Upon heating up to 100◦C, the two
carboxylic groups deprotonate, forming islands with a
square-commensurate (3×3) structure37. The adsorption
geometry of TPA on Cu(100) when forming (3×3) struc-
tures has been reported before, experimentally38 and
theoretically39. The optimized structure in this work re-
sembles those reported. The theoretical and experimen-
tal spectra corresponding to this structure are included
in Figure 3a.
The two most intense experimental peaks are the C−H
bend(γCH , at 752 cm
−1) and O−C−O bend (δOCO,
at 879 cm−1). The weak bands at 1104, 1307, 1342
and 1542 cm−1 are assigned to the C−H bend (δCH),
C−C stretching (νCC), O−C−O symmetric (νs(OCO))
and O−C−O asymmetric (νa(OCO)) stretching, respec-
tively. The very weak signal observed at 3032 cm−1 is
attributed to the C−H stretching. The agreement be-
tween the calculated and observed frequency values is
reasonably good. The calculated frequencies only differ
by 48 (γCH) and 9 cm
−1 (δOCO) with respect to the ex-
periments. The largest frequency discrepancies are found
for the symmetric νCH (81 cm
−1).
In general, there is a good agreement between the rela-
tive intensities of the calculated spectrum using the har-
monic approximation and the experiments. However, the
peak at 871 cm−1 seems to be overestimated even when
applying anharmonic corrections. The scanned energies
along the γCH mode (Figure 3b) indicate that anhar-
monicity is not the cause of the discrepancy in intensity
between theory and experiment for this mode. Other
effects, such as those originated by the intermolecular
interaction due to coverage, must be taken into consider-
ation. The mismatch between the calculated and experi-
6Figure 3. HREEL spectra for (3×3)-TPA on Cu(100). (a)
Calculated harmonic (in orange), harmonic including anhar-
monic corrections (in blue), and experimental (in green) spec-
tra. Frequency values are included for the most relevant bands
(in cm−1). (b, c) Resulting energy evaluations (blue circles)
for the scanned normal coordinates of the following funda-
mental vibrational modes of TPA: (b) C−H (b) bend and (c)
C−H symmetric stretching. Harmonic potential curves for
each mode (solid orange lines) are included to highlight the
difference between the harmonic and anharmonic potentials
(blue solid lines). Arrows in the models are set to graphically
represent the motion of each vibrational mode. Experimental
spectrum is adapted from Ref. 3.
mental intensities of the γCH signal is reduced when con-
sidering simulating the spectra using a mixture of struc-
tures (see Supplemental Material).
The importance of the choice of functional is also re-
viewed in this work (see Supplemental Material). Our
method was applied to simulate spectra for the three
aforementioned systems employing two different func-
tionals, PBE and optPBE-vdW. Conclusively, the spec-
tra calculated using optPBE-vdW provide the best agree-
ment with the experiments. The results obtained using
PBE are similar to those obtained with optPBE-vdW for
the two chemisorbed systems, ethylidyne on Rh(111) and
benzene/CO on Rh(111). In contrast, this method fails
dramatically in the description of the vibrations for the
adsorption of TPA on Cu(100). This is expected since the
GGA functionals are not usually the best choice to de-
scribe geometries and binding energy of systems involving
aromatic molecules on coinage metals40–43. Therefore,
we emphasize that the functional must be wisely chosen
in order to obtain accurate vibrational information.
Summary. In this work we have shown that the use of
anharmonic corrections is required for many solid state
systems in order to obtain an accurate description of vi-
brational frequencies and intensities. We propose a novel
approach for calculating HREEL spectra by explicitly
taking into account anharmonic effects. In general, this
method shows greatly improved performance for describ-
ing vibrational intensities of molecules adsorbed on metal
surfaces. Remarkably, these corrections have only a small
additional cost with respect to DFT calculations.
We have analyzed three systems to show the improve-
ment in the quality of the calculated HREEL spectra due
to these corrections: ethylidyne on Rh(111), benzene and
CO coadsorbed on Rh(111) and TPA on Cu(100). The
calculated vibrational features of the molecules adsorbed
with flat-lying geometries, such as benzene or TPA, are
usually well-described when using the harmonic approx-
imation. However, the modes that are essentially per-
pendicular to the surface have very asymmetric potential
energy curves, therefore they are not well-described us-
ing the harmonic approximation. This is the context in
which our method has shown to be essential for calculat-
ing accurate intensities.
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