A semi-empirical counterpoise-type correction for basis set superposition error (BSSE) in molecular systems is presented. An atom pair-wise potential corrects for the inter-and intra-molecular BSSE in supermolecular Hartree-Fock (HF) or density functional theory (DFT) calculations. This geometrical counterpoise (gCP) denoted scheme depends only on the molecular geometry, i.e., no input from the electronic wave-function is required and hence is applicable to molecules with ten thousands of atoms. The four necessary parameters have been determined by a fit to standard Boys and Bernadi counterpoise corrections for Hobza's S66×8 set of non-covalently bound complexes (528 data points). The method's target are small basis sets (e.g., minimal, split-valence, 6-31G*), but reliable results are also obtained for larger triple-ζ sets. The intermolecular BSSE is calculated by gCP within a typical error of 10%-30% that proves sufficient in many practical applications. The approach is suggested as a quantitative correction in production work and can also be routinely applied to estimate the magnitude of the BSSE beforehand. The applicability for biomolecules as the primary target is tested for the crambin protein, where gCP removes intramolecular BSSE effectively and yields conformational energies comparable to def2-TZVP basis results. Good mutual agreement is also found with Jensen's ACP(4) scheme, estimating the intramolecular BSSE in the phenylalanineglycine-phenylalanine tripeptide, for which also a relaxed rotational energy profile is presented. A variety of minimal and double-ζ basis sets combined with gCP and the dispersion corrections DFT-D3 and DFT-NL are successfully benchmarked on the S22 and S66 sets of non-covalent interactions. Outstanding performance with a mean absolute deviation (MAD) of 0.51 kcal/mol (0.38 kcal/mol after D3-refit) is obtained at the gCP-corrected HF-D3/(minimal basis) level for the S66 benchmark. The gCP-corrected B3LYP-D3/6-31G* model chemistry yields MAD=0.68 kcal/mol, which represents a huge improvement over plain B3LYP/6-31G* (MAD=2.3 kcal/mol). Application of gCPcorrected B97-D3 and HF-D3 on a set of large protein-ligand complexes prove the robustness of the method. Analytical gCP gradients make optimizations of large systems feasible with small basis sets, as demonstrated for the inter-ring distances of 9-helicene and most of the complexes in Hobza's S22 test set. The method is implemented in a freely available FORTRAN program obtainable from the author's website.
I. INTRODUCTION
Quantum chemically computed supermolecular interaction energies and molecular structures are subject to the basis set superposition error (BSSE) in an incomplete, atomcentered one-particle basis set. [1] [2] [3] [4] We like to split the general term basis set error (BSE), following Ref. 1, into the basis set superposition error (BSSE) and the basis set incompleteness error (BSIE). The BSSE arises due to an unbalanced basis set expansion of monomers and the ensuing multimer complex in the supermolecular approach of calculating interaction energies. In a dimer complex of the moieties A and B, the basis set of the complex is larger than the basis sets of A and B because unoccupied basis functions from A can be used by B to lower the a) Electronic mail: grimme@thch.uni-bonn. de. energy (and vice versa). In the case of complexation (interaction) energies, this lowering of the energy leads to artificialor over-binding of complexes. The famous counterpoise (CP) scheme by Boys and Bernadi 5 (BB) can be used to remedy this unbalanced description. For a dimer it reads alkyl side-chains or bulky substituents) "offer" its unoccupied (virtual) basis functions to another part of the molecule, reducing the energy of the whole assembly. This extends the idea of BSSE to the intramolecular case (IBSSE), although a uniform, clear definition is missing.
Experience shows that already at polarized triple-ζ basis quality E CP is reduced to about 10% of the interaction energy in self-consistent field (SCF) type treatments. However, ab initio studies on large biochemical systems using orbitalbased quantum chemical methods are limited by non-linearly increasing computational costs if reasonable large triple-ζ basis sets (or above) are employed. Schemes to deal with this problem either on a technical (code parallelization 6, 7 ), algorithmical (linear scaling techniques, 8, 9 divide-and-conquer approaches [10] [11] [12] ) or theoretical (hybrid schemes such as QM/MM (Ref. 13)) level are still actively developed and not yet "black box".
Today's best cost-accuracy ratio is provided by density functional theory 14, 15 (DFT) . For large systems such as biomolecules, 16, 17 nanostructured materials, 18, 19 or supramolecular chemistry [20] [21] [22] weak interactions play a dominant role in their stability and reactivity. A fundamental problem of all current semi-local and conventional hybrid DFT functionals is their inability to provide the asymptotically correct −C 6 /R 6 dependence of the London dispersion interaction energy on the inter-atomic/molecular distance R for these weak, non-covalent interaction. [23] [24] [25] Various approaches to tackle this problem were proposed in the literature; for a recent review see, e.g., Ref. 26 . Herein, we will consider the latest dispersion-correction schemes DFT-D3 (Refs. 27 and 28) and DFT-NL. 29, 30 Very few limitations are set to the computational chemist having the latest computer codes and the newest supercomputer at hand. Within typical limited resources, however, one is forced to apply rather small double-ζ basis sets of various sizes (6-31G*, 3-21G) often out of necessity. 31 , 32 The hope is that the BSSE of relative energies is tolerable if only a qualitative understanding is sought. Validation studies are only viable on smaller systems, and as no simple BSSE propagation from smaller to larger systems can be expected, the errors for these (very) large systems remain uncertain. Even for smaller systems (20-80 atoms) it seems that many authors find the use of triple-ζ basis sets prohibitive for their computational studies using hybrid density functionals, which can be seen from the vast number of B3LYP/6-31G* applications.
The BSSE problem has many aspects that have been investigated in the past and we mention here some of which are relevant in the present context. Different formulations for multi-body complexes (clusters) are described in the literature, [33] [34] [35] [36] [37] [38] they differ in the number of terms used to calculate the counterpoise correction. A central question is, if and how the so-called second order basis-set effects (affecting the individual pair-interactions in the cluster) should be accounted for. A critical examination of the different approaches can be found in Ref. 38 . Developments of (supermolecular) methods that exclude BSSE by constructions as the chemical Hamiltonian approach (CHA) (Ref. 39) have not found widespread use, partially due to its involved theoretical foundation and technical difficulties. 40 Gill et al. propose to reduce the BSSE in the framework of dual-basis set schemes, using the monomer basis as primary basis and the complex basis as secondary basis in his Hartree-Fock (HF) or density functional perturbative correction (HFPC or DFPC) approach, and reports major computational savings. 41 Aiming at the biomolecular community, Merz et al. proposed a statistical, fragment-based model to estimate quickly intra-and inter-molecular BSSE of protein structures, 42 but the need of an internal classification of the fragment type makes it less universal.
The problem of IBSSE, [43] [44] [45] [46] [47] e.g., for conformational energies or isomerization reactions, can be approximated in the framework of the BB-CP correction -if one allows breaking of covalent bonds -by defining a suitable number of fragments. 48 , 49 The choice of the fragmentation scheme is crucial and introduces an unwelcoming arbitrariness, besides technical difficulties of charge and spin-state of the fragments. It can be broken down all the way towards individual atoms, leading to N atoms additional computations. Valdés et al. demonstrated the application of this in their atom by atom scheme (CP aa ) called approach 50 for estimating the intramolecular BSSE in phenylalanine-glycinephenylalaine (FGF) tripeptide. Jensen extended this idea in his atomic counterpoise correction (ACP(x)) (Ref. 51 ) by selecting only a specific subset of the whole complex-basis set (including basis functions from atoms x bonds apart), arguing that only not-directly bound atoms contribute to the BSSE. Jensen's ACP(1), i.e., including also directly neighboring atoms, equals Galanos CP aa method. It was further argued by Jensen that the restriction to atoms reduces the computational costs of each calculation tremendously, because of efficient integral screening effects and a certain locality of the BSSE. 51 One nice feature is that inter-and intra-molecular BSSE are treated on the same conceptual level.
Many of the newly proposed BSSE correction schemes lack discussions of nuclear gradients. These are of utmost importance since a BSSE contaminated structure optimization is not expected to yield a good interaction energy at any higher level of theory.
Herein, we propose a correction scheme that can estimate the inter-and intra-molecular BSSE for HF/DFT calculations with various (small to medium sized) basis sets. The main aims of this project are: (1) To provide a fast, conceptually simple energy-and gradient-correction for the BSSE in computations of large molecules, where small basis sets often cannot be avoided because of limited computer resources. (2) To supply a tool for a quick BSSE estimation without the explicit need of expensive CP calculations.
The central idea is to estimate the CP correction solely based on the Cartesian coordinates of the molecule or complex, i.e., no input from its wave-function and no information about connectivity ("bonding") are required. A strong motivation of our scheme is certainly to keep the computational overhead as low as possible. We denote the scheme geometrical counterpoise (gCP) correction. The name implies that it is fitted against the conventional BB-CP correction and that the geometry of the molecules is the only information required. It is an atomic correction in the sense that the BSSE of a molecule or complex is evaluated by additive atomic contributions. One main assumption here is that the BB-CP correction is "right". Although this is still theoretically under debate, 1, 38, 52-54 clearly it works very well in particular for small basis sets, which are our primary target. Obviously, in a complete basis no BSSE arises. Therefore, one needs a measure of basis set completeness (quality) that we define as the energy differences between a large (nearly complete) and a smaller (target) basis. We can use this measure to estimate atomic BSSE contributions in molecules, by accounting for the interatomic distance decay of the BSSE with a semi-empirical potential (four global parameters per basis set/method combination). The potential includes the number of unoccupied basis functions assigned to the atoms (virtual orbitals) and an estimate for the overlap of the valence orbitals. The parameters are fitted against the BB-CP corrections for the recent S66×8 benchmark set 55 of non-covalent interactions. We want to stress at this point already that the proposed correction is not meant as some general substitute for calculations that can easily be done with triple-ζ quality basis sets or higher. Large basis sets are the preferable way to go whenever this is technically possible and we are performing more and more routine calculations in our group at the quadruple-ζ level.
The outline of the paper is as follows: First, the theory of the method is presented. Second, some technical details and the fit procedure are discussed. Finally, the performance of the correction is demonstrated on a few illustrative examples including inter-and intramolecular BSSE, and for geometry optimizations.
II. THEORY
The central idea is to add in a semi-empirical fashion an energy correction E gCP to the energies of molecular systems in order to remove artificial overbinding effects from BSSE. As the focus lies on the contribution of individual atoms a natural outcome is its ability to yield also intramolecular BSSE corrections. The parameterization is constructed such, that it approximates the BB-CP correction E CP for dimers
where, e.g., for a complexation reaction A + B → C our correction is given by
In practice, E gCP can simply be added to the HF/DFT energy
In the following, the details of the gCP correction will be outlined. E gCP contains four parameters specific for a given Hamiltonian (HF or KS-DFT) and basis set combination. The atomic contributions are globally scaled by the fit parameter σ
The atomic contributions E atom a are obtained by multiplying the energy e miss a , which measures the incompleteness for the chosen target basis set for atom a with a decay function f dec (R ab ) depending on the inter-atomic distance R ab
The e miss a terms are obtained from the atomic energy difference between a large (nearly complete) basis set and the target basis set. The quantity is pre-computed and supplied for a wide range of basis sets (see Sec. IV A) and computed as e miss a = E target basis − E large basis | F =0.6a.u. ,
where the index F = 0.6 a.u. denotes an applied electric field of 0.6 a.u. Energy minimization of an atomic wave-function will generally not properly populate higher angular momentum (polarization) functions in the basis set. The ground state energies of a single hydrogen atom at the HF/SV and HF/SVP level of theory, e.g., are identical. To account for the population of (molecular) polarization functions that occur in molecules, we apply a weak electric field F of 0.6 a.u. in the first Cartesian quadrant (x = y = z = 0. 
where the interaction factor exp(−α · R ab β ) is normalized by the square-root of the Slater-overlap S ab times the number of virtual orbitals on atom b. Many different kinds and combinations of functions were tested. Starting from a more flexible function (more fit parameters) some of them could be eliminated during the fitting procedure, and it turned out that a rational function of two exponentials (the overlap is considered as a complicated exponential) yields favorable performance. 
The overlap integral in Eq. (7) is evaluated over a single Slater-type orbital centered on each atom. Optimized Slater exponents ζ opt are taken from an extended Hückel theory study by Herman. 60 The s and p valence exponents are averaged to get a single s-type orbital ζ s . Thus, the valence overlap S ab is calculated as
where η is the last of the four fit parameters.
III. IMPLEMENTATION DETAILS
The method is implemented into a freely available FORTRAN code. 61 Overlap integrals up to principle quantum number three, i.e., up to S ab = 3s|3s , are available. For all 4th-row and higher elements 3s-type valence orbitals are employed. The d-functions of transition metals are treated in the same manner as the s, p-valence shells, i.e., the s, p, and d exponents are reduced to a s-function by a simple arithmetic mean of the three exponents. To allow for elements that are not parameterized the program will internally substitute elements by their 4th-row homologous, e.g., Pb will be replaced with Ga, I with Br, Os with Fe, and so on. Unparametrized 4th-row elements will give zero contribution in the pair-potential. The error introduced by this fall-back algorithm should be small if only few atoms within a larger complex are replaced or neglected.
The computational complexity of energy and gradient evaluation formally scales with (N atoms ) 2 . The prefactor is very small, resulting in very fast computations (a few seconds) even for large molecules with 2000 atoms. Jensen's investigations 51 indicate a certain locality of the BSSE by showing that for HF with regular basis sets ACP contributions of atoms beyond 7 Å (for augmented basis sets 10 Å) can be neglected for an accuracy of about 0.1 kcal/mol. A huge speed up is gained by exploiting this locality with a proper cut-off distance. We make use of a value of 60 Bohrs (conservative upper bound), which results in practically no loss in accuracy but leads already to a large decrease in computation time.
For each atom-pair one overlap integral has to be evaluated. The analytical implementation is done via the auxiliary integrals A and B (below including sum representation) with
Starting from the overlap integral for quantum number 
Analytical derivatives of each overlap integral-type are generated using the Maple algebra tool. 63 The resulting gCP gradient takes only a little more (below a factor of two) time than the gCP energy correction. A test molecule with 48 827 atoms takes about 76 s for the energy and 118 s for the gradient correction on an Intel Xeon E5430 (2.66 Ghz) workstation.
IV. COMPUTATIONAL DETAILS
Most calculations were either carried out with the TURBOMOLE suite of programs (a locally modified version of TURBOMOLE The DFT-D3 corrections 27, 28 (both damping-function variants) were applied with our group own program dftd3. Becke-Johnson (BJ) damping 28, 77, 78 is the default damping function used, i.e., DFT-D3 always corresponds to DFT-D3(BJ). In the case of M06-2X, the original D3-damping function (denoted zero-damping) is applied. The functionals' specific parameters were determined in Refs. 27, 28, 74, and 79. A variety of basis sets is employed: The Ahlrichs-type basis sets SV, 80 def2-SVP, def2-TZVP, 81, 82 and def2-QZVP, 82, 83 Hunzingas valence-scaled version of his minimal basis MINI (denoted MINIS) is used as provided by the EMSL basis set exchange website 84, 85 and the Pople-style basis set 6-31G*. 86 For the def2-SVP, def2-TZVP, and def2-QZVP basis sets, the TURBOMOLE calculations for (meta-)GGA and hybrid functionals uses the resolution of the identity (RI-J) approximation for the Coulomb part. 87 ORCA employs the Split-RI-J variant. 88 For def2-QZVP calculations with Turbomole and ORCA, the RI-K approximation to the exchange integrals 89 is additionally used. All auxiliary basis functions were taken from the Turbomole basis set library. 90, 91 If not denoted otherwise the Turbomole grid m5 91 was used. [92] [93] [94] [95] [96] [97] The calculations for the crambin protein employed the smaller m3 grid.
The development version of ORCA was used for all calculations using the non-local (NL), density-dependent dispersion correction DFT-NL. 29 , 30 The keywords grid4 and vdwgrid3 specify the integration accuracy of the exchange-correlation and the NL-part, respectively. The coupled electron pair (CEPA, version 1) calculations make use of the local pair natural orbital (LPNO) approximation (denoted LPNO-CEPA/1) (Refs. 98 and 99) as implemented 100 in ORCA. A complete basis set (CBS) two-point extrapolation for LPNO-CEPA/1 was done using the Halkier extrapolation scheme 101, 102 (separate extrapolation of SCF and correlation energy) using def2-TZVP and def2-QZVP (termed CBS(3,4)).
The symmetry adapted perturbation theory (SAPT) (Ref. 
A. Fitting procedure
The recently introduced benchmark set S66×8 is used to generate CP data on which the gCP parameters are fitted. The set consists of 66 dimers at eight different distances. For all 66 complexes counterpoise-corrected MP2/TZVP structures were computed. For each dimer "the closest intermolecular distance in the complex along an intermolecular axis" (Ref. 55 ) was identified and the monomer-monomer distances were varied (frozen monomers) along this axis so that a dissociation curve is generated (two distances below and five above equilibrium distance), where the longest distance is twice the equilibrium distance. The first five structures of these systems were taken and by interpolating MP2/CBS+ CCSD(T)/aDZ single-point energies with a fourth-order polynomial the energetically optimal intermolecular distance was determined. These "minima" constitute the S66 benchmark set used in Sec. V C for benchmarking noncovalent interactions.
For each of the 528 dimers in the set the standard BB-CP correction is calculated for a target method (e.g., HF/MINIS), and the four parameters in the gCP scheme are fitted in a least-squares sense (i.e., minimization of the root-meansquare deviation, RMSD). The weight of the errors for the shortest distance in the set is reduced to 0.5. This focuses the correction slightly to equilibrium geometries (important for good structures) and longer distances (important for large biomolecules). In principle, parameters have to be fitted for every combination of Hamiltonian and basis set (model chemistry). The efforts to account for the broad range of common density functionals (plus Hartree-Fock) combined with a variety of basis sets are huge and beyond the scope of this study. We decided to supply a few practically useful combinations as listed in Table I . We suggest to use the B3LYP fit parameters also for any other density functional. As will be shown later, the accuracy gained by a re-fit for different density functionals is negligible because different functionals provide rather similar orbitals and the mechanism for the BSSE is the same in all SCF methods.
As can be seen in the last column in Table I , the representation of the BB-CP correction by the gCP approach is surprisingly good keeping in mind that no electronic information has been used and only four parameters had to be determined. With most method/basis combinations RMSDs of 0.1 to 0.4 kcal/mol are obtained. This corresponds to a typical relative accuracy of 10%-30%, which is sufficient for many purposes as will be demonstrated in detail below. For the larger def2-TZVP basis, the RMSD is rather small but the relative accuracy deteriorates although we still consider this as practically useful for a quick estimate of the magnitude of the BSSE. Not unexpectedly, the best fits (small RMSD and best relative accuracy) are obtained with the compact minimal basis set. A further discussion of the accuracy of the gCP method is provided in Sec. V A. Except for η the behavior of the four gCP parameters is unsystematic. The global scaling factor σ varies mostly between 0.1 and 0.5. For α values are found between 0.8 and 1.2 except for B3LYP/SVP that has a small α of 0.6. The parameter β ranges between 1.1 and 1.5. A systematic increase from smaller to larger basis sets is found for η, which scales the Slater exponent (see Eq. (9)). This makes the Slater functions more compact (less diffuse) and reduces the overlap S ab as a result.
V. RESULTS AND DISCUSSION

A. BSSE in HF and DFT calculations for the S66×8 set
During the course of the project a few thousand CP corrections have been calculated (data points for the fit). As a side For the MINIS basis set the data points for HF, B3LYP, and BLYP are hardly distinguishable, giving in all three cases a similar CP correction. Largest deviations (although still very small in magnitude) are seen for the hydrogen-bonded systems (entries 1-23). The largest CP correction (at the shortest distance) is obtained in most cases for BLYP. HF shows a tendency to yield smaller CP corrections than DFT. The data points for 6-31G* are more clearly separated. The HF CP correction is the smallest, while BLYP gives again the largest values. Comparing MINIS with 6-31G*, the former yields only for the hydrogen-bonded systems a larger BSSE, for the dispersion and mixed-systems 6-31G* tends to larger BSSE values. Rather small CP corrections are observed for system 35-38 for both basis sets. These four systems (cyclopentane, neopentane, and pentane in different combinations) are less prone to BSSE due to large inter-fragment distances. As Figure 1 demonstrates, the order of magnitude of the CP correction is HF < B3LYP < BLYP, which indicates the amount of Fock-exchange as the major influencing factor. These results for two different basis sets support the notion that HF is slightly less affected by BSSE than DFT, and that the DFT BSSE is reasonably invariant to the functional type. This is one motivation to globally adjust the gCP parameters only to HF and DFT, instead to each DFT functional specifically. This also suggests to estimate the true CP correction for hybrid-functionals with a GGA functional to save computation time with little loss of accuracy (hybrid functionals are a factor of 3-5 more costly with efficient density-fitting (RI) schemes).
The differences between the BB-CP and our gCP correction are given in Figure 2 for two representative examples (as above eight values for each complex). The results for B3LYP/6-31G* indicate good performance for the hydrogen-bonding dominated and the mixed-type systems. Some outliers are found for the dispersion dominated systems. The three largest deviations are observed for systems 34 (pentane···pentane), 26 (uracil···uracil) and 38 (cyclopentane···cyclopentane), all showing overestimation of the BSSE by gCP (positive values). HF/MINIS yields a much smaller error range with fewer outliers, though the systems 20 to 30 seem to be problematic at both levels (underestimation of the BSSE). For the largest dimer distances (twice the equilibrium value), the HF/MINIS BB-CP correction is essentially zero, which is well reproduced by gCP. This asymptotic decay of the BSSE is a very important property for large systems and should be accurately reproduced by any approximate scheme.
B. Adjustment of the London dispersion correction DFT-D3
Although the gCP correction is proposed as an independent, stand-alone procedure, it is clear that HF/DFT in general requires dispersion corrections even in the basis set limit.
We will therefore apply our DFT-D3 scheme 27, 28 (in the default Becke-Johnson damping variant 28, 77, 78 ) and also comment on the use of the modified Vydrov and van Voorhis (VV10) (Ref. 30) non-local (NL), density dependent dispersion correction. 29 In the original publication 27 the dispersion correction has been developed with AO basis sets close to the complete basis set (CBS) limit and remaining, tiny BSSE effects have been absorbed in the DFT-D3 short-range damping functions. Hence it is in general recommended to apply the gCP correction together with the default DFT-D3 parameterization. Nevertheless, we studied in quite detail if any re-fit of the DFT-D3 short-range part has a positive effect. In the case of HF-gCP-D3/MINIS, we found a large gain in performance when the DFT-D3 parameters are re-determined in the presence of the gCP correction. The resulting level of theory (termed HF-gCP-D3(fit)/MINIS) performs extremely well providing a MAD for the S66 set of only 0.38 kcal/mol which is of about the same accuracy as obtained by most DFT-D3/large basis methods and also much better than, e.g., MP2/CBS (see below). In a similar fashion the short-range damping parameter b (see Ref. 29 for details) in the HF-gCP-NL/MINIS method was re-fitted, but without the same success. The MAD for the S66 drops from 0.68 to 0.62 kcal/mol.
C. Interaction energies for S66 and S22 sets
The validation of the gCP scheme is shown for the two benchmark sets S22 and S66. The S22 set is the de-facto test set for non-covalent interactions. 106 According to Hobza and co-workers, some interaction motifs are underrepresented in S22. 55 As a consequence, they recently published the S66 set as an extension and revision of S22. 55 Reference values for the interaction energies were taken from the original work and are based on the estimated CCSD(T)/CBS level of theory (MP2/CBS values based on aTZ and aQZ basis set extrapolation were combined with the difference of MP2 and CCSD(T)/aDZ correlation energies ( CCSD(T))). Very recently, revised reference values for S66 and another extension were published; this extension was dubbed S66a8 and describes the same dimers at different inter-monomeric angles. 107 While the original S66 focuses on benchmarking wave-function based methods, DFT in the framework of DFT-D3 was extensively tested on both the S66 and S66×8 in our group. 108 The performance of the very recently proposed DFT-NL method on the S66 can be found in Ref. 29 . Note, that the S22 set is not included in the fitting set, while S66 is partly included through the S66×8 set that has the same systems but at slightly different equilibrium distances.
Results for various methods are shown in Table II The MAD decreases compared to the "pure" results in most cases by adding the DFT-D3 dispersion correction. A look at the mean deviation (MDs, see supplementary material 109 ) shows that the "pure" results still suffer from underbinding, which is typically found for DFT/HF for noncovalent interactions since they are incapable of describing London dispersion interactions. However, the artificial binding from BSSE becomes obvious for the smaller basis sets after applying DFT-D3. A typical example is B3LYP/6-31G* that gives a MD of −1.29 kcal/mol (underbinding) without any correction and changes to 2.20 kcal/mol (overbinding) at the DFT-D3 level. Only after correction with gCP, a very reasonable MD of 0.32 kcal/mol is obtained. The relatively large basis set def2-TZVP, which reduces the BSSE typically below 10% of the interaction energy, already leads to good results without gCP correction.
From the first block of data in Table II , which depicts the performance of all parameterized methods, it becomes clear that the minimal and polarized double-ζ basis sets (MINIS, def2-SVP, 6-31G*) work better in conjunction with gCP than the seemingly too unbalanced SV basis set. Remarkable is the excellent performance of HF-gCP-D3/MINIS with a MAD of 0.51 kcal/mol, which can be further improved by adjusting the DFT-D3 parameters for this model chemistry (see Sec. V B). The adjusted HF-gCP-D3(fit)/MINIS method yields the smallest MAD of 0.38 kcal/mol for basis sets below triple-ζ quality in this work and beats even MP2/CBS results 55 (MAD = 0.45 kcal/mol). This very good performance clearly relies on strong, but systematic error compensation that is analyzed further below.
The second data block in Table II applies the gCP correction with the "dft" parameters or a special fit to the respective level of theory. We focus again mainly on the gCP-D3 corrected results. The use of MINIS with a GGA or meta-GGA cannot be recommended as the MADs are all above 1 kcal/mol. The gCP re-fit for BLYP/MINIS shows no significant improvement (MAD 1.25 versus 1.22 kcal/mol). The inclusion of Fock-exchange (with contributions of 20% (B3LYP) or 28% for PW6B95) improves the results (1.07 and 0.95 kcal/mol). M06-2X-gCP-D3 (54% Fock-exchange) gives a reasonable MAD of 0.73 kcal/mol. The gCP refit is also done for BLYP/SV, but again the improvement is small. GGAs and meta-GGAs perform much better with the more balanced def2-SVP basis and the MADs drop to 0.72 (BLYP) and 0.80 (TPSS). Even better results are obtained for corrected PW6B95/def-SVP and B3LYP/def2-SVP yielding good values of 0.66 and 0.68 kcal/mol. The gCP re-fit for PW6B95/def2-SVP further improves the MAD to 0.60 kcal/mol, which is the second best MAD next to HF/MINIS's for the "small" basis sets (below triple-ζ quality). The def2-TZVP results show that gCP works in principle also for large basis sets, but that the performance gain is small (e.g., the MAD for HF/def2-TZVP decreases from 0.88 to only 0.67 kcal/mol). We again note here that def2-TZVP is not the main target for gCP, but the consistent improvement of the MAD even for BLYP/def2-TZVP and PW6B95/def2-TZVP proves the generality of the gCP scheme. One important point is that the MAD in all tested cases is not increased by gCP correction and a statistically positive, or at least neutral, effect is obtained.
It can be argued that DFT-NL is less suited than DFT-D3 for small basis set calculations, because the dispersion contribution arises through integration of the density, and this density is also subject to basis set errors. From an empirical point of view, comparing Table II and Table III , DFT-NL yields very similar results to DFT-D3, proving that DFT-NL is capable to deliver good dispersion energies also with small basis sets. Studies on the large GMTKN30 benchmark set have shown that DFT-NL and DFT-D3 perform statistically at the same, high level, but individual functional/basis combination will be slightly in favor of one or the other dispersion correction. We observe the same apparent error compensation for HF/MINIS as in the DFT-D3 example, such that HF-gCP-NL/MINIS yields also a very good MAD of only 0.64 kcal/mol. S22 results are reported in Table IV . The updated reference values from Sherill's group are used. 110 HF-gCP-D3/MINIS and its re-fitted variant provide again the best performance with a MAD of 0.64 and 0.55 kcal/mol, respectively. Also PW6B95-gCP-D3 shows again high accu- racy (MAD=0.66 kcal/mol) after re-fit of gCP. Note that the re-fit is not done on the S22, but still on the S66×8 dimers. The overall picture of performance is quite similar to the S66 set. There is, however, the tendency that the S22 MADs are slightly higher than for the S66 set. The gCP-corrected model chemistries that reach a MAD below 1 kcal/mol are, besides the already mentioned HF/MINIS, B3LYP, and PBE0 combined with 6-31G*, as well as PW6B95/def2-SVP. Obviously, the list of tested functionals and basis sets is far from exhaustive and other, well-performing hybrid functionals are sure to be found. The re-fitting of gCP parameters for BLYP and TPSS shows similar to the S66 only minor improvements. In the case of TPSS/SV the standard parameters suit even better than the for BLYP re-optimized gCP parameters. We also investigated in detail the performance of the very common B3LYP/6-31G* combination for S22 and additionally calculated its BB-CP corrections (B3LYP/6-31G*/CP). It can be seen that the artificial BSSE binding contributes about 1 kcal/mol to the MAD reduction. CP-corrected B3LYP/6-31G* gives 3.79 kcal/mol, while the uncorrected MAD is 2. 67 . This means that the widely used B3LYP/6-31G* method benefits from BSSE in many intramolecular situations, while its inherent accuracy for non-covalent interactions is catastrophic. B3LYP-D3/6-31G*/CP gives a slightly better MAD than the gCP corrected B3LYP-D3/6-31G* (0.66 versus 0.88 kcal/mol). Adding only DFT-D3 to B3LYP/6-31G* is insufficient, as it gives a MAD of 2.55, such that a larger basis set or a BSSE correction is necessary for reliable results.
The amount of Fock-exchange plays a major role for the BSSE of very small basis sets such as MINIS. The MADs for GGA functionals with basis sets smaller def2-SVP are usually higher than 1 kcal/mol (e.g., BLYP-gCP-D3/MINIS gives 1.25 kcal/mol). Hybrid functional seem to perform better (PW6B95-gCP-D3/MINIS MAD of 0.95 kcal/mol), but not uniformly (B3LYP-gCP-D3 for MINIS gives MAD of 1.07 kcal/mol). Obviously only a very small selection of the plethora of functionals is tested here, but we believe that hybrid functionals or HF are better suited in combination with very small basis sets such as MINIS and SV. The Fockexchange is deemed necessary for proper error compensation between induction, electrostatics and Pauli-repulsion as discussed below.
The BSSE is reduced by gCP with a typical error of 10%-30% (see Sec. IV A), which already improves the MADs for the S66 and S22 set in a robust manner, i.e., addition of gCP never statistically worsens the results among all test methods. This validates small basis set calculations of non-covalent interaction with the combination of gCP and DFT-D3.
D. Energy decomposition analysis of minimal basis set HF interactions
The very good performance of HF-D3 for non-covalent interactions was already noted in Ref. 28 . That this (at least for the here investigated systems) also holds for the gCPcorrected HF/MINIS method is surprising and demands further analysis, as briefly given here. Pople already observed that the geometries of small molecules with HF/STO-3G turn out to be excellent as well, better than HF is inherently capable of yielding. 111, 112 Similar observations for CP-corrected minimal basis set HF interaction energies were reported by Kołos, 113 who already enhanced HF with a correction for the London dispersion energy.
To gain insight into the apparent error compensation an energy decomposition analysis (EDA) as proposed by Kitaura and Morokuma 114 and implemented in GAMESS-US (Ref. 115 ) is done for HF with increasing basis set sizes.
The very large def2-QZVP basis set already includes semi- Table V . It is classified in the original work as of "mixed" interaction type, meaning that both, dispersion and electrostatics, play a dominant role. The electrostatic energy (ES) is already almost exact at def2-SVP, but is too small in the MINIS basis. Exchange repulsion (EX) is only half as strong in MINIS as in def2-QZVP. This can be understood from the high compactness of the minimal basis that reduces the overlap between the fragments. The absolute induction energy (IND) slowly increases from MINIS (below 0.1 kcal/mol) to 1 kcal/mol with def2-QZVP. The very small value for MINIS stems from the inflexibility of the minimal basis set. The charge-transfer term (CT) is least affected by the basis set size. The high-order-coupling term (MIX), which takes into account the mutual influence of each interaction term, is small (below 0.1 kcal/mol) up to def2-TZVP where it reaches 0.37 kcal/mol. The CP-corrected EDA raises the repulsion stemming from EX and introduces a significant amount of term-coupling (MIX = 0.27 kcal/mol). The CT is insignificantly affected. The major effects comparing MINIS/CP with def2-QZVP can be found in the lowered ES and IND terms (about 2 kcal/mol), while at the same time the EX value is reduced (1.2 kcal/mol). The behavior of the high-order-coupling term MIX is not easily understood and it complicates the interpretation of the error compensation. It is together with charge-transfer the smaller effect, and both seem to partly cancel each other as well. The investigation of only a single complex limits the generality of our conclusions. However, the benzene-water interaction is a representative interaction type not only in the S66 benchmark set, but of biomolecular systems in general. HF's physical correctness of Fermi-correlation and the error compensation with minimal basis sets turns it into an intriguing method if the coulombcorrelation is dominated by dispersion interactions, which in turn can be accurately evaluated by DFT-D3. Figure 3 presents the potential energy curve for the peptide-ethene complex in the S66 benchmark set and compares the dispersion energy obtained through SAPT treatment with that from the D3 method, and the BB-CP correction scheme with gCP. The monomers are displaced along the vector that connects their center-of-mass points. Similarly to the S66×8 set, multipliers (0.8, 0.9, 0.95, 1.00, 1.05, 1.10, 1.25, 1.50, 1.75, 2.00) are used to generate displaced structures from the equilibrium geometry, which is taken from the S66 set. Reference interaction energies 117 are obtained by a two-point extrapolation to the CBS limit using def2-TZVP and def2-QZVP (CBS (3,4) ) for LPNO-CEPA/1. The dispersion energy E disp is calculated by SAPT/aug-cc-pVTZ and by DFT-D3 using the parameters optimized for HF-gCP-D3(fit)/MINIS. Both curves are in good agreement, especially in the asymptotical region, where the dispersion energy clearly dominates the interaction energy. The BB-CP correction almost vanishes already at a multiplier of 1.25 (below 0.1 kcal/mol). The gCP corrections follows closely the BB-CP curve, but is a little bit more long-ranged (gCP vanishes at multiplier 1.5 instead of 1.25). The close agreement between DFT-D3 and SAPT, and the gCP and BB-CP scheme, is encouraging and supports our idea to built a total correction on physically sound components.
E. Multiple fragments
The performance of the atomic (pair-wise additive) gCP scheme for multi-fragment situations is a justified question as the fitting procedure includes only dimeric complexes. Four systems of the WATER27 118 test set of water clusters are used as test cases. The BSSE is calculated for multiple fragments using the simplest, the so-called site-site function counterpoise (ssf-CP) approach, 37 thus neglecting second-order basis set effects. In the ssf-CP approach, the BSSE is calculated for n-fragments by summing up the difference between the fragment in its own basis set and the fragment in the complex basis set. For a trimer it reads
where A, B, C denote the fragments and a,b,c the corresponding basis sets.
As can be seen from Table VI , the estimates of the BSSE by the ssf-CP and gCP approaches are in good mutual agreement. The gCP correction is constantly smaller by only 10%-20%, which demonstrates its usefulness also for clusters of multiple fragments for which other methods become prohibitively costly for large systems.
F. Intramolecular BSSE and biomolecules
The treatment of large biomolecules is one major aspect of the gCP scheme. Their typical system sizes make compromises at the one-particle basis set inescapable. The limitation to small double-ζ basis sets is error-prone, not only regarding energetics, but also regarding structures. An extensive study of biomolecular systems is beyond the scope of this work, instead prove-of-principle examples are presented. One ideal test system is the crambin protein, which finds prominent use in many computational and experimental studies due to its small size. [119] [120] [121] We apply the GGA functional BLYP combined with the basis sets MINIS, SV, and def2-TZVP to elucidate intramolecular BSSE in a folded and extended conformer of crambin.
BLYP-D3/def2-QZVP performs exceptionally well for the PCONF test set 122, 123 of peptide conformers (MAD = 0.5 kcal/mol) and is expected to yield reliable results at the triple-ζ level for our model conformational problem. Additionally to the standard B3LYP parameters, optimized gCP parameters for BLYP have been tested, but again without any significant impact.
After adding hydrogen-atoms to the crystal structure (1CRN.pdb) using OPENBABEL, 124, 125 the generated structure is manually corrected to give a sensible starting point for a PM6-DH+ optimization [126] [127] [128] using MOPAC, 129 which results in the folded conformer (see Figure 4) . A 5000 steps, gas-phase molecular dynamics simulation using Amber/GAFF 130 build into the ambmd program (supplied through the MOLDEN 131 package) at 298 K leads to a strongly unfolded crambin. A sub-sequential PM6-DH+ optimization regained a somewhat tighter packaging, and yields the final, extended conformer. The extended conformer is thus purely artificial and serves only test purposes. The Cartesian coordinates can be found in the supplementary material. In Table VII , the relative energies between both conformers are computed at different levels of theory. Note that already for the def2-TZVP basis set (12 063 basis functions) Turbomole needed to be slightly modified in order to run the calculations (mostly raising some hard coded memory allocation limits).
The gCP uncorrected results for E with SV and def2-TZVP basis sets deviate strongly from each other (by 85 kcal/mol), which indicates a huge IBSSE (overstabilization of the folded conformer). The MINIS and def2-TZVP values agree much better, which is rather unexpected and can be attributed to error compensation. As mentioned in Sec. V C, GGAs with the MINIS basis set should be used with care. The gCP correction for the SV basis is largest (about twice the MINIS correction) while it diminishes for def2-TZVP (−17.4 kcal/mol). Results for SV and def2-TZVP differ by only 3 kcal/mol which can be considered as excellent in our opinion.
The HF-gCP-D3 results are equally promising. gCP corrections for MINIS amount to 60 kcal/mol, while for SV, a seemingly too small correction of about 80 kcal/mol leads to a too high E. The excellent performance of HF-gCP-D3/MINIS for the S66 set, on the other hand, is also reflected in the very good agreement with BLYP-gCP-D3/def2-TZVP (11 kcal/mol difference corresponding to only 5% for E).
Although this has to be verified for more systems, HF-gCP-D3(fit)/MINIS seems to be a very promising (non-DFT) candidate for related biochemical problems.
One well-known example in the literature for major IBSSE effects is the phenylalanine-glycine-phenylalanine (FGF) tripeptide, 43, 50, 51 and as such it became a common test case. Table VIII Our comparison suffers from the differences in the basis set, but the BSSE for def2-SVP should be slightly higher, or at least of comparable magnitude, than haug-cc-pVDZ. For the HF/def2-SVP parameterization gCP yields an IBSSE of 1.72 while ACP(2) gives 0.76 kcal/mol and ACP(4) 1.56 kcal/mol. ACP(1) or its equivalent CP aa underestimates the IBSSE for this system (0.38 kcal/mol as discussed by Jensen 51 ). Similar underestimation can be ascribed to ACP(2) that gives only slightly larger values and good mutual agreement is seen between ACP(4) and gCP. One serious drawback of IB-SSE calculations is the absence of a well-established reference method, thus it is difficult to estimate "correct" values. However, the performance of gCP fits well into the other approaches, having the same sign and comparable magnitudes. An additional benefit of gCP is the practically vanishing computational cost.
A relaxed rotational energy profile is calculated for the FGF-tripetide for fixed dihedral angles as depicted in Figure 5 . The influence of the IBSSE on peptide conformations is discussed, e.g., by van Mourik et al. 45, 46 for the Tyr-Gly structure, where it was found that some conformations are obscured by IBSSE. For each level of theory, the central NCCN dihedral angle (black atoms in Figure 5 ) is varied by 20
• . The remaining part of the tripeptide is optimized, while the dihedral angle is held fixed. The rotation profile for BLYP-D3/def2-QZVP, which serves as the reference, shows two minima: the lowest at −60
• and a very flat minimum at 0
• . The best agreement is reached with HF-gCP-D3/MINIS that gives an almost quantitatively correct transition barrier between both conformers and indicates the second minimum with a rather flat progression around 0
• . PW6B95-D3/SV shows a too high barrier at −20
• and continues its strong increase to 0
• , not showing the flat region of BLYP-D3/def2-QZVP or HF-gCP-D3/MINIS. Applying PW6B95-gCP-D3/SV yields the quasi-correct (0.2 kcal/mol deviation) barrier and regains some of the flatness around 0
• , although the basis set errors (intramolecular BSSE or BSIE) are still significant in this region. HF-gCP-D3/MINIS and PW6B95-gCP-D3/SV qualitatively reproduce the rest of the energy profile. The high sensitivity of peptide structure towards the level of theory is well-known 45, 46, 122, 123 and basis set effects, as well as an accurate description of dispersion interactions are crucial to consider for high accuracy. We suggest gCP-corrected HF/DFT-D3 as an efficient tool in screening a large number of peptide conformations and pre-selecting conformations that can be subsequently subjected to high-level calculations.
Recently, Antony et al. 132 presented a set of proteinligand complexes, where the drug molecule together with parts of the binding pocket of the protein within certain radii was cut out of X-ray structures. Reference energies for the smaller complexes could be obtained by LPNO-CEPA/1. Good agreement was found with B97-D3/def2-TZVP calcu- lations that were proposed as reference values for the larger complexes. The performance of B97-D3/def2-SVP calculations with and without gCP correction is demonstrated in Figure 6 , where both kinds of reference values are included.
The overbinding of gCP-uncorrected B97-D3/def2-SVP is clearly visible for all interaction strengths. Relative errors without gCP can be large, e.g., for system 2, where the error is about 80% or about 40% for complex 18. The gCP correction (B97-D3-gCP/def2-SVP) reduces the errors to 13% and 12%, respectively. The HF-gCP-D3(fit)/MINIS results are also plotted in Figure 6 . The agreement with the reference is better than for B97-D3-gCP/def2-SVP for this set which is very encouraging because this benchmark is very close to typical target applications in biochemistry. However, gCP cannot correct for inherent limitations by the basis set and a few outliers can be found; most notable system 1, where many flourine atoms and a flourine-hydrogen bond are present.
G. S22 optimizations with small basis sets
To systematically investigate the applicability of the gCP correction for geometry optimizations, the structures of the well-known S22 benchmark set 106 were optimized with HF-D3/MINIS, HF-D3/SV, and B3LYP-D3/6-31G*, applying a standard BB-CP optimization scheme and our gCP correction. The resulting structures are compared with the original S22 reference geometries that are based on MP2 calculations. We focus on the differences in the intermolecular center-of-mass distances as a measure of deviation from the reference structure, as shown in Figure 7 . Only dispersion corrected results are presented.
As can be seen in Figure 7 (a), HF-D3/SV results in too short distances (BSSE induced overbinding). Compared to the reference data, CP-optimization yields too short distances (underbinding), uncovering shortcomings of the model chemistry that can be in large parts addressed to a significant BSIE. The gCP correction improves the results compared to raw HF-D3/SV in all cases and (due to favorable error compensation) overall provides the best results compared to the reference data. This favorable error cancellation is not transferable to other methods as the results for B3LYP-D3/6-31G* show ( Figure 7(b) ), where the gCP optimization produces slightly longer distances than the CP-optimization. However, the correction emulates the CP-optimization fairly well, having larger deviations only for complex number eight (methane dimer) and number 18 (benzene···NH 3 ). The overall agreement between CP-optimized and gCP-optimized geometries is better than in the HF-D3/SV case. Large deviations can be seen in both plots for system 14 (indole···benzene complex) that undergoes a conformational change from a parallel to a T-shaped arrangement. HF-D3/SV does not show this peak, but this is an artifact from BSSE since the CP-optimizations yield the other conformer. The gCP scheme is able to reproduce this correctly. Figure 7 (c) shows the results for HF/MINIS. Notable is system six (2-pyridoxine 2-aminopyridine complex) that is not affected by BSSE at all. For most systems reproduces gCP the CP-optimized structures very well. Some minor deviations can be seen for the mixed-type complexes. Complex 22 (phenol dimer) gives a large deviation from the reference at this model chemistry, which is, however, specifically related to this complex and not to the gCP procedure.
With the exception of the sensitive systems 14 and 22, the general structural features of the S22 complexes are preserved with CP-optimized DFT-D3 in comparison to the MP2 reference data. The computationally much faster gCP method reproduces the CP-optimized structure well and seems a reliable alternative for larger systems. The good performance of HF-gCP-D3/MINIS in most cases is also notable and suggests this method for many problems in structural bio-chemistry as an alternative to semiempirical methods.
H. 9-Helicene
The helical structure of helicene polycyclic aromatic hydrocarbons is rather sensitive to the account of dispersion interactions in the quantum chemical treatment and intramolecular BSSE. 43 Hobza et al. showed that DFT-D is able to correct for missing dispersion interactions in DFT for this system. 43 Geometry optimizations with gCP are tested for HF-D3/SV on the 9-helicene structure. Artificial IBSSE stabilization for this system is revealed in a compressed helical geometry with too short inter-ring distances. The values for the two in Figure 8 shown, representative distances are compared to those of a HF-D3/def2-QZVP reference structure that can be considered almost IBSSE free.
The inter-ring distances for HF-D3/SV are significantly too short by about 6 and 10 pm, respectively.
The HF-gCP-D3/SV geometry optimization, on the other hand, yields an excellent agreement for the two non-bonded C-C distances, which are too short by only 1 and 3 pm. In passing it is noted that it takes a few days with the def2- QZVP   FIG. 8 . HF-D3/def2-QZVP optimized structure of 9-helicene. Two intramolecular distances of raw and gCP-corrected HF-D3/SV structures are compared with the shown reference structure. basis to optimize 9-helicene, while the calculation with the small SV basis finished over night (same starting structure and a comparable number of optimization cycles on a typical workstation).
I. A transition metal dimer
The focus of this work clearly lies on organic and biological molecules. However, active centers in the latter often host transition metals (TMs). Currently, the gCP parameterization for TMs is available only for the basis sets def2-SVP and def2-TZVP and only for 3d metals. The earlier mentioned fall-back algorithm substitutes the parameters for 4d and 5d metals internally to those of the 3d series. The proof-of-principle for this approach is shown on a model system dimer of the square-planar Wilkinson catalyst, 133 where the PPh 3 ligands are replaced by PH 3 . Normally one expects that the gross of the BSSE between two TM-complexes stems from the bulky, stabilizing ligands and the error of our fallback algorithm is minor. The small PH 3 ligands makes the BSSE contributions from the (two) metal centers far more important and providing a worst case scenario with an upper bound error estimation in a system with larger ligands.
The dimer is optimized at the TPSS-D3/def2-QZVP level of theory (depicted in Figure 9 ). In this example, the program substitutes the Rh by Co atoms.
The evaluation of the BSSE for the interaction energy with gCP using the "dft/svp" parameters (fitted for B3LYP/def2-SVP) yields a somewhat too small but reasonable value of 5.2 kcal/mol in comparison to the "true" BB-CP result of 8.4 kcal/mol.
VI. CONCLUSIONS
A semi-empirical approach to correct for the BSSE in HF and DFT calculations is presented that requires only the geometric information of the molecule and no wave-function input. The approach dubbed gCP can be applied to supermolecular interaction energies in the spirit of Boys and Bernadi's counterpoise correction (BB-CP), but additionally is able to correct for intramolecular BSSE. The correction is constructed from overlap integrals over Slater functions and employs computed measures for the quality (incompleteness) of the target basis set. A few central points of the gCP scheme are:
1. Only four adjustable parameters are necessary to produce accurate fits (RMSD mostly between 0.1 and 0.4 kcal/mol) against BB-CP corrections of the S66×8 dimers. Adjustments for different DFT functionals are not necessary and we discriminate only between HF and DFT. 2. Low-order scaling behavior with system size and a small computational pre-factor for both, energy and gradient evaluations results in very fast computations even for thousands of atoms (gradient for 48 000 atoms below 2 min computation time on a typical workstation). 3. The gCP correction provides reasonable estimates for the intermolecular BSSE in the benchmark sets S66 and S22 with typical errors of 10%-30% for the BSSE. Common dispersion-corrections (DFT-D3 and DFT-NL) work well in combination with gCP for total interaction energies. For the polarized double-ζ basis sets 6-31G* and def2-SVP, HF and all considered functional types (GGAs, meta-GGAs, and hybrid functionals) perform quite well. 4. The analytical gradient has been applied successfully for optimizations of the non-covalent systems in the S22 set and for the 9-helicene structure where agreement for non-bonded C-C distances with the (almost IBSSE free) reference is obtained within a few pm. 5. For conformers of the small protein crambin and the tripeptide FGF, the significant intramolecular BSSE can be efficiently removed so that, e.g., in the case of crambin BLYP-D3/def2-TZVP, HF-gCP-D3/MINIS, and BLYP-gCP-D3/SV are in agreement within 10%-15% of the folding energy while deviations without gCP reach 50%. A relaxed rotational energy profile for the FGF-tripeptide proves sensible towards intramolecular BSSE, which could partly be removed for HF-D3/MINIS and PW6B95-D3/SV by gCP to yield results close to BLYP-D3/def2-QZVP quality. 6. Calculated interaction energies with B97-D3/def2-SVP and HF-D3/MINIS for a set of 24 large protein-ligand complexes are significantly improved by removing intermolecular BSSE with gCP. The structures includes fluorine, phosphorus, and chlorine atoms, which are not included within the gCP training set, demonstrating wide applicability of the scheme. 7. For a few water clusters, gCP shows good agreement with site-site function counterpoise computation of the BSSE, thus demonstrating its applicability also for multimer-BSSE. 8. The program gcp is supplied 61 as open-source to make the correction easily accessible to the community. It provides a user friendly fall-back algorithm to compute systems with unparameterized elements (Z > 36).
9. An important finding of our detailed investigations of various method/basis set combinations is that the minimal basis set MINIS together with HF-D3 and the gCP correction yields exceptionally high accuracy for typical non-covalent interactions due to a relatively systematic error compensation. Hence we recommend this so-called HF-gCP-D3/MINIS method (or slightly enhanced variants) for studies on large bio-molecular systems as an alternative to DFT because it does not suffer from the self-interaction error of common density functionals. A comparison with the dispersion energy from SAPT calculations and Boys and Bernadi counterpoise corrections for a peptide-ethene potential energy curve shows that D3 and gCP (in HF-gCP-D3/MINIS) provide a physically sound description of the interaction energy components.
The diverse set of examples investigated here already provide a good initial basis for the validation of the gCP approach and future studies and applications likely will further solidify it. One yet unattended topic, e.g., is the impact of the correction for force constant (vibrational frequency) calculations and the derived statistical thermodynamic corrections.
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