We propose a novel scheme for designing fuzzy rule based classifier. An SOFM based method is used for generating a set of prototypes which is used to generate a set of fuzzy rules. Each rule represents a region in the feature space that we call the context of the rule. The rules are tuned with respect to their context. We justified that the reasoning scheme may be different in different context leading to context sensitive inferencing. To realize context sensitive inferencing we used a softmin operator with a tunable parameter. The proposed scheme is tested on several multispectral satellite image data sets and the performance is found to be much better than the results reported in the literature.
Introduction
A classifier [1] can be defined as any function D : ℜ p → N c , where N c = {e i | i = 1, ..., c, e i ∈ ℜ c } is the set of label vectors and c is the number of classes. Given any feature vector x ∈ ℜ p , it produces a label vector in ℜ c . If D is a crisp classifier, e i s are basis vectors with components e ij = 0∀i = j and e ii = 1. If D is a fuzzy classifier then e ij ≥ 0 and c j=1 e ij = 1. Designing a classifier involves finding a good D.
Although Bayes' classifier is optimal [1] it requires statistical knowledge of the sample set in terms of prior probabilities and class conditional densities, which are almost never available in practical cases. Usually no knowledge of the underlying distribution is available except whatever can be inferred from samples. In such a case the classifier has to rely on a set of labeled samples X = {(x i , l i | i = 1, ..., n, x i ∈ ℜ p , l i ∈ N c )}, where l i is the label vector associated with the training vector x i . The training samples are assumed to be a true representative of the data to be classified. Nonparametric classification schemes do not use any parametric model [2, 3] but utilize the training samples in a suitable training procedure to model the distribution of the input data and use the model to infer about the class membership of unknown data points.
For example, a crisp k-NN classifier uses the whole set of training samples to infer the class membership of an unknown input vector x ∈ ℜ p using the following rule: ⋄ Find the set of k samples {(x i , l i )} ∈ X closest to the sample x ⋄ Assign the sample x to the class from which majority of k closest neighbors has come.
On the other hand, a prototype based classifier approximates the distribution of the training data through a set of prototypes V = {v i , l i | i = 1, ...,ĉ ≥ c, v i ∈ ℜ p , l i ∈ N c }, and classifies a vector x ∈ ℜ p as follows.
Decide x ∈ class i ⇔ D V,δ (x) = l i ⇔ δ(x, v i ) ≤ δ(x, v j )∀i = j. where δ is usually the Euclidean distance function.
In recent times fuzzy rule based classifiers [4, 5, 6, 7] have attracted attention of many researchers due to their several attractive features compared to more traditional distance based classifiers. At the conceptual level their working is closer in spirit to human reasoning. At the practical level they can be used very easily to handle several problematic situations. For example, detection of outliers can be done using small firing strengths of the rules, highly overlapped regions can be detected by high firing strength for rules from more than one class. Most interestingly, the problem of high variation in the variances of different features, which often degrades the performance of a distance based classifier substantially, can be handled naturally by fuzzy rules due to the atomic nature of the antecedent clauses. It may be noted that the use of Mahalanobis distance can handle, to some extent, the problem associated with variation in variances of different features. However, if the training data from a class are divided into several clusters with different distributions, then Mahalanobis distance may not be very effective, but fuzzy rules will be able to model such class structures in a natural manner.
A fuzzy rule based classifier consists of a set of fuzzy rules of the form: R i : If x 1 is A i1 AND x 2 is A i2 AND · · · AND x p is A ip then class is j. Here A ik is a fuzzy set used in the i-th rule and defined on the domain of x k , i.e., on the universe of the k-th feature.
When a sample data point x ∈ ℜ p is presented to the system for classification, the fuzzy rules fire to produce outputs. The magnitude of the outputs ( also known as firing strengths) are used for deciding the class membership of the sample data x.
For designing a fuzzy rule based classifier there are three issues that need to be addressed: I 1 : How many rules are needed? I 2 : How to generate the rules? I 3 : How to use the rules to decide a class?
The simplest way of tackling the above issues is to take the help of a domain expert and create the fuzzy rules to represent his/her domain knowledge. But in a typical pattern classification problem, such domain knowledge is usually not available. So a scheme is needed for designing fuzzy rule based classifier based on the training samples.
In this paper we describe a comprehensive scheme for designing fuzzy rule based classifiers. The scheme takes care of all the three issues mentioned above. This is a multi-stage scheme. In the first stage a set of labeled prototypes representing the distribution of the training data is generated using a Self-organizing Feature Map (SOFM) [11, 12, 13] . The algorithm employs a combination of unsupervised and supervised clustering of the training data to generate an adequate number of prototypes representing the overall as well as class-specific distribution of the training data. Then each of these prototypes is converted to a fuzzy rule of the form described above. Thus, each of the fuzzy rules represents a region, may be overlapped, in the feature space. We call this region the context of the rule. Note that, throughout this paper the word "context" is used to mean a region in the feature space, not pixels in the neighborhood of another pixel in an image.
Next we develop a tuning algorithm for the fuzzy rules that fine-tunes the peaks as well as the spreads of the fuzzy sets associated with the rules. We call this the context tuning stage. However, the exact implementation of the tuning algorithm is dependent on the conjunction operator used to represent the AND connective in the antecedent part of the rules. Here we derive tuning algorithms for two different conjunction operators, namely the product and the softmin. The tuned rules are used to classify the unknown samples based on the firing strengths of the rules. A test sample is classified to the class of the rule generating the highest firing strength.
The softmin operator, based on the value of a parameter can approximate a whole family of operators including min, average and max. This raises the possibility of using a set of rules where each rule is free to use a different conjunction operator depending on the context it operates on. This is known as context-sensitive reasoning. Here, depending on the context the reasoning scheme may change. To realize this possibility we also develop an algorithm for tuning the parameters of the softmin operators on a per-rule basis. The schemes using the same conjunction operator (reasoning scheme) for all rules will be called context-free reasoning in this paper.
Classification of multispectral satellite images is a very important field of application of pattern recognition techniques. Currently huge amount of information about the earth is routinely being generated by the satellite-based sensors. This information is often available in the form of multispectral images produced by a set of sensors operating in different spectral regions. A sensor operating in certain spectral region might be more sensitive to certain classes of objects than the others. Hence, to develop a good analysis system it is necessary to use data available from as many sensors as possible. This requirement led to development of numerous techniques for data fusion and classification. To name a few, statistical methods [14, 15] , Dempster-Shafer theory [16] , neural networks [15, 17, 18, 19] etc.
Numerous fuzzy classification techniques have been developed by many researchers to solve problems in various fields. A comprehensive account of such works can be found in [4, 5, 7] . Many references are available on the use of different fuzzy methodologies for land cover classification from multispectral satellite images. For example, [8, 9] uses fuzzy c-means algorithm [4] , Kumar et al. [25] applied fuzzy integral method. Fuzzy rule base has also been used for classification by many researchers [5, 6] for diverse fields of application. Fuzzy rules are attractive because they are interpretable and can provide an analyst a deeper insight into the problem. Not many attempts have been made to use fuzzy rule based systems for land cover analysis. In a recent paper Bárdossy and Samaniego [10] have proposed a scheme for developing a fuzzy rulebased classifier for analysis of multispectral images. They employed simulated annealing for optimizing the performance of a randomly selected initial set of rules. In the present paper we propose a prototype-based fuzzy rule generation approach [5] , where the number of prototypes (hence the number of rules) depends on the complexity of the training data.
Though our scheme is applicable to any pattern recognition task using object data, we have chosen to test our scheme on satellite images because context sensitive inferencing could be very effective for them. Analysis of satellite images has many important applications such as prediction of storm and rainfall, assessment of natural resources, estimation of crop yields, assessment of natural disasters, and land cover classification. In this paper we focus on land cover classification from multi-spectral satellite images. We consider a set of independent detectors of a sensor, operating in different spectral bands and producing homogeneous data (i.e., same type of information, namely pixel values). The weakly coupled fused data [20] consist of one data vector for each pixel, data from each detector contributing to one dimension of the data vectors. We use the weakly coupled data along with the ground truth to train a classifier. We use images from two types of sensors, a 7-channel image and a 4-channel image produced by a Landsat Multispectral Scanner [24] and a Thematic Mapper respectively [7] .
Details of the scheme and the experimental results are described in the following sections. Section 2 covers the method of generating the prototypes, the method for converting the prototypes into fuzzy rules and the context tuning algorithms. Section 3 contains the description of context sensitive reasoning methods. The experimental results and the discussions are presented in section 4. Section 5 concludes the paper.
Designing of the Fuzzy Rule based Classifiers
The proposed scheme has several stages. We use Kohonen's Self-Organizing Feature Map (SOFM) [11] to obtain a set of prototypes. For the sake of completeness we provide a brief description of SOFM.
Kohonen's SOFM algorithm
The self-organizing feature map is an algorithmic transformation denoted here by A D SOF M : ℜ p → V (ℜ q ) that is often advocated for visualization of metric-topological relationships and distributional density properties of feature vectors (signals) X = {x 1 , ..., x N } in ℜ p . SOFM is implemented through a two-layered neural architecture that is believed to be similar in some ways to the biological neural network. The input layer is a fan-out layer and the output layer is a competitive layer. Each node in the input layer is connected to all nodes in the competitive layer.
The visual display produced by A D SOF M presumably helps one form hypotheses about topological structure in X. In principle X can be transformed onto a display lattice in ℜ q for any q; in practice, visual display can be made only for q ≤ 3 and are usually made on a linear or planar configuration arranged as a rectangular or hexagonal lattice. Here we explain architecture and training procedure of SOFM using (m × n) display or output nodes.
Input vectors x ∈ ℜ p are distributed by a fan-out layer to each of the (m × n) output nodes in the competitive layer. Each node in this layer has a weight vector (prototype) w ij attached to it. We let O p = {w ij } ⊂ ℜ p denote the set of m × n weight vectors. O p is (logically) connected to a display grid O 2 ⊂ V (ℜ 2 ). (i, j) in the index set {1, 2, . . . , m} × {1, 2, . . . , n} is the logical address of the cell. There is a one-to-one correspondence between the m × n p-vectors w ij and the m × n cells ({i, j}),i.e., O p ←→ O 2 .
SOFM usually begins with a random initialization of the weight vectors w ij . For notational clarity we suppress the double subscripts. Now let x ∈ ℜ p enter the network and let t denote the current iteration number. Find w r,t−1 , that best matches x in the sense of minimum Euclidean distance in ℜ p . This vector has a (logical) "image" which is the cell in O 2 with subscript r. Next a topological (spatial) neighborhood N r (t) centered at r is defined in O 2 , and its display cell neighbors are located. For example, 3 × 3 window, N (r), centered at r corresponds to nine prototypes in ℜ p . Finally, w r,t−1 and the other weight vectors associated with cells in the spatial neighborhood N t (r) are updated using the rule
Here r is the index of the "winner" prototype r = arg min
and * is the Euclidean norm on ℜ p . The function h ri (t) which expresses the strength of interaction between cells r and i in O 2 , usually decreases with t, and for a fixed t it decreases as the distance (in O 2 ) from cell r to cell i increases. h ri (t) is usually expressed as the product of a learning parameter α t and a lateral feedback function g t (dist(r, i)). A common choice for g t is g t (dist(r, i)) = exp −dist 2 (r,i)/σ 2 t . α t and σ t both decrease with time t. The topological neighborhood N t (r) also decreases with time. This scheme when repeated long enough, usually preserves spatial order in the sense that weight vectors which are metrically close in ℜ p generally have, at termination of the learning procedure, visually close images on the display lattice.
Generation of Prototypes
We use a 1-D SOFM, but the algorithm can be extended to 2-D SOFM also. First we train a one-dimensional SOFM using the training data, of course, without using the class information of the input data. We start the SOFM with c nodes where c is the number of classes. We do so because the smallest number of rules that may be required is equal to the number of classes. At the end of the training the weight vector distribution of the SOFM reflects the distribution of the input data. These unlabeled prototypes are then labeled using class information. For each of N input feature vectors we identify the prototype closest to it, i.e., the winner node. Since no class information is used during the training, some prototypes may become the winner for data from more than one class. For each prototype v i we compute a score D ij , which is the number of data points from class j to which v i is the closest prototype. If D ij is 0 for all j for a prototype v i then we reject it. For the remaining prototypes the class label C i of the prototype v i is determined as
The scheme assigns a label to each of the c prototypes, but such a set of prototypes may not classify the data satisfactorily. For example, from (3) it is clear that j =i D ij data points will be wrongly classified by the prototype v i . Hence we need further refinement of the initial set of prototypes
We use the prototype refinement scheme described in [12, 13] . The basic idea behind this refinement algorithm is that a useful prototype, v i should satisfy two criteria: If condition (i) is not satisfied v i is deleted and depending on the values of D ij prototypes are split and merged. Finally, the set of prototypes are again refined by SOFM algorithm with winner-only update strategy. After a few iterations this algorithm produces a set of adequate number of prototypes that represents the training data much better than the initial one. For details the readers are referred to [12, 13] . Now we use these prototypes to generate fuzzy rules that we describe next.
Designing fuzzy rulebased classifiers
A prototype (representing a cluster of points) v i for class k can be translated into a fuzzy rule of the form :
Where the fuzzy set "CLOSE TO" can be represented by a multidimensional membership function such as
where σ i > 0 is a constant. This is equivalent to using prototypes with hyperspherical zones of influence centered at v i s. The 1-MSP (most similar prototype) classifier uses such membership values and it has been studied in [13] . Such a classifier does not perform quite well when different features have considerably different variances.
To overcome this shortcoming, "x is CLOSE TO v i " can be written as a conjunction of p atomic clauses :
Such that the i-th rule R i representing one of the c classes takes the form
The fuzzy set CLOSE TO v ij can be modeled by triangular, trapezoidal or Gaussian membership function. In this investigation, we use the Gaussian membership function,
Given a data point x with unknown class, we first find the firing strength of each rule. Let α i (x) denote the firing strength of the i th rule on a data point x. The firing strength can be computed using any T-norm [5] . For example, using product the firing strength becomes
We then assign the point x to class k, if α r = max i (α i (x)) and the r th rule represents class k.
The performance of the classifier depends crucially on the adequacy of the number of rules used and proper choice of the fuzzy sets used in the antecedent part of the rules. In our case each fuzzy set is characterized by two parameters v j and σ ij . The v ij s of the rules can be initialized with the components of the final prototypes generated by our SOFM based algorithm,
or they can be generated using any clustering algorithms like the fuzzy c-means [4] provided we know the required number of rules. A distinct advantage of using our SOFM based method is that it automatically decides on the required number of rules. The initial estimates of the σ ij s are computed as follows.
is computed and associated with the prototype. k w > 0 is a constant parameter that controls the initial width of the membership function. Its value can have a significant impact on the classification performance for complicated data sets.
The initial rulebase R 0 thus obtained can be further fine tuned to achieve better performance. But the exact tuning algorithm depends on the conjunction operator (implementing AND operation for the antecedent part) used for computation of the firing strengths. We mentioned earlier that he firing strength can be calculated using any conjunction operator or T-norm [5] .
Use of different T-norms result in different classifiers. The product and the minimum are among most popular T-norms used as conjunction operators. Using product the firing strength of r-th rule is computed as follows:
and the same when computed using the minimum is
It is much easier to formulate a calculus based tuning algorithm if product is used.
In the current study we design two different classifiers, one using product and the other using the Soft-min operator. We shall see that soft-min enables us to realize a novel context sensitive inferencing scheme.
Tuning of the Rule Base
Let x ∈ X be from class c and R c be the rule from class c giving the maximum firing strength α c for x. X is the training set. Also let R ¬c be the rule from the incorrect classes having the highest firing strength α ¬c for x.
We use the error function E,
This error function has been used by Chiu [21] . We minimize E with respect to v cj , v ¬cj and σ cj , σ ¬cj of the two rules R c and R ¬c . This will refine the rules with respect to their contexts.
Here the index j corresponds to clause number in the corresponding rule, i.e., for the first antecedent clause j = 1, for the second clause j = 2 and so on. Next we give an algorithmic description of the rule refinement algorithm when product is used to compute the firing strength.
Rule refinement (context-tuning) algorithm:
Begin
Choose learning parameters η m and η s . Choose a parameter reduction factor 0 < ε < 1.
Choose the maximum number of iteration maxiter.
Compute the error E 0 for the initial rule base R 0 .
Compute the misclassification M 0 Corresponding to initial rule base R 0 .
t ← 1 While (t ≤ maxiter) do For each vector x ∈ X T r (The training set) Find the rules R c and R ¬c using α c and α ¬c . Modify the parameters of rules R c and R ¬c as follows .
/*If the error is increased, then possibly the learning coefficients are too large. So, decrease the learning coefficients, and retain R t−1 .*/ If M t = 0 or E t = 0 then Stop. t ← t + 1 End While
End
At the end of the rulebase tuning we get the final rulebase R f inal which is expected to give a very low error rate.
Since a Gaussian membership function is extended to infinity, for any data point all rules will be fired to some extent. In our implementation, if the firing strength is less than a threshold, ǫ (≈ 0.01), then the rule is not assumed to be fired. Thus, under this situation, the rulebase extracted by the system may not be complete with respect to the training data. This can also happen when we use membership functions with triangular or trapezoidal shapes. This is not a limitation but a distinct advantage, although for the data sets we used, we did not encounter such a situation. If no rule is fired by a data point, then that point can be thought of as an outlier. If this happens for some test data, then that will indicate an observation not close enough to the training data and consequently no conclusion should be made about such test points.
Though product is a valid T-norm and has some attractive mathematical properties, its use is conceptually somewhat unattractive. To illustrate the point let us consider a rule having two atomic clauses in its antecedent. If the two clauses have truth values a and b, then intuitively the antecedent is satisfied at least to the extent of min(a, b). However, if product is used as the conjunction operator, we always have ab ≤ min(a, b). Thus we always under-determine the importance of the rule. This does not cause any problem for non-classifier fuzzy systems as defuzzification operator usually performs some kind of normalization with respect to the firing strength. But in classifier type applications a decision may appear to be taken with very low confidence, when actually it is not the case. For example, if each antecedent clause is satisfied to the extent 0.9 and there are 10 antecedent clauses, the firing strength becomes 0.9 10 = 0.3487! Thus to avoid the use of the product and at the same time to be able to apply calculus to derive update rules we use a soft-min operator.
The soft-match of n positive number x 1 , x 2 , ..., x n is defined by
where q is any real number. SM is known as an aggregation operator with upper bound of value 1 when x i ∈ [0, 1]∀i. This operator is used by different authors [22, 23] for different purposes. It is easy to see that
and lim
Thus we define the softmin operator as the soft match operator with a sufficiently negative value of the parameter q. The firing strength of the r-th rule computed using softmin is
In the current study we use q = −10.0. 
The use of softmin is also consistent with our perception of AND connective in the antecedent parts of the fuzzy rules. Since for a reasonably big negative value (such as -10.0) of q the softmin makes a very good approximation of min, when the trained system is used for testing/deployment, we can directly use min to reduce the computational overhead.
Context-Sensitive Inferencing
The use of softmin operator opens up a host of theoretical possibilities. The important fact to be noted is that the softmin operator is just one member of the family of aggregation operators generated by the soft-match operator for q ∈ [−∞, ∞]. The family of operators covers a large spectrum from minimum to maximum including the average (for q = 1). Figure 1 shows that softmin varies from the minimum of its arguments to their maximum via the average.
In fuzzy rule based systems for pattern classification tasks, we use rules of the form
Even if we use a tunable conjunction operator typically all rules in a system use the same conjunction operator. We can raise a fundamental question at this point. Is it really necessary to have the same conjunction operator for all rules in a system? It is very difficult to have a definite answer. A rule is considered to be a tool for reasoning in a small area of input feature space, each rule can be thought as a different context of reasoning. Thus drawing an analogy with the reasoning of human experts, we can recognize the possibility that within the same system there could be rules using different conjunction operators. Thus a system may contain some rules for which minimum is the appropriate conjunction operator while there could be others whose firing strength is larger than the minimum of the membership values of atomic propositions. There could even be some rules whose conjunction operator are closer in spirit to the maximum. This leads to a concept called context sensitive inferencing. Human being often do context sensitive inferencing. Depending on the cost involved with a decision an expert may adopt different level of conservatism in inferencing [23] .
Thus while designing a scheme for rule extraction from the data, if the conjunction operator for each rule can also be learnt from the data, the resulting system is expected to achieve better performance.
In our present scheme we use the softmin as the conjunction operator. As mentioned above, it can act as different conjunction operators for different value of its parameter q. So we can calculate the firing strength for the r th rule R r as
i.e., q r is the parameter for conjunction operator corresponding to the r th rule. Hence, the error function can be written as
where R is the set of rules. Now using gradient descent we can formulate an update scheme for q i s in addition to v ij and σ ij s for reducing the error function. The algorithm for tuning consequent operators is given bellow.
The conjunction operator refinement algorithm:
Begin
Choose learning parameter η q . Choose a parameter reduction factor 0 < ε < 1.
t ← 1 While (t ≤ maxiter) do For each vector x ∈ X Find the rules R c and R ¬c using α c and α ¬c . Modify the parameters q c and q ¬c of rules R c and R ¬c respectively as follows .
End For
Compute the error E t for the modified rule base
/*If the error is increased, then possibly the learning coefficients are too large. So, decrease the learning coefficients, and retain R t−1 .*/ t ← t + 1 End While
End
The initial set of rules used in this algorithm is the set obtained from the tuning algorithm described in the previous section. Thus, the earlier tuning scheme finds a suitable context for each rule using softmin and then we tune the inferencing scheme depending on the context. In the new algorithm, unlike the previous two, the stress is put on the reduction of total error as defined in eq. (8) . The algorithm starts with the same softmin operator for all rules and then the operator for each rule is tuned separately. The change in performance in terms of misclassification may not be dramatic, because as our experiments show that in most of the cases the conjunction operators become more or less equal to minimum. However, it was seen in the experiments that for a particular data irrespective of the initial value of the q i s, the final sets of q i s obtained are very much similar. This indicates the possibility of existence of a natural set of conjunction operator for a particular dataset.
Implementation and results
Sat-image1 is prepared from a four channel Landsat image consisting of 6435 pixels. So there are 6435 vectors in R 4 . There are six (c=6) types of land-cover as shown in Table 1 . This is a benchmark data set and available on the web at [24] . Performance of many classifiers for this data set can be found in [7] .
The Sat-image2 is of size 512 × 512 pixels captured by seven detectors operating in different spectral bands from Landsat-TM3. Each of the detectors generates an image with pixel values varying from 0 to 255. The 512 × 512 ground truth data provide the actual distribution of classes of objects captured in the image. From this data we produce the labeled data set with each pixel represented by a 7-dimensional feature vector and a class label. Each dimension of a feature vector comes from one channel and the class label comes from the ground truth data. The class distribution of the samples is given in Table 2 .
Each data set X is partitioned into X T r and X T e such that X = X T r ∪X T e and X T r ∩X T e = φ. Some benchmark results are available for both Sat-image1 and Sat-image2. For Sat-image1 the associated training-test partition is also available [24] . We use this partition as our first partition and generated three more random partitions keeping the same number of representations from different classes in the training and test sets. In case of Sat-image2 the benchmark results are generated using 200 random samples from each class to constitute the training data. We used the same philosophy to generate four such random partitions.
For Sat-image1, X T r = 500, X T e = 5935. The first partition used is the same one as used in [7] . The number of pixels of different land-cover types in the training set are : Red soil = 104; Cotton crop = 68; Gray soil = 108; Damp gray soil = 47; Soil with vegetation stubble = 58; Very deep gray soil = 115. The other partitions are randomly generated keeping the same number of pixels of different land-cover types in the training and test sets as in the first partition.
We divide this section in two parts. In the first part (context-free inferencing) we describe performance of two types of fuzzy rule based classifiers. The first type uses product as the conjunction operator. The other type uses softmin as the conjunction operator with a constant q value for all rules in a classifier. In the current study all these classifiers use q = −10. In the second part (context sensitive inferencing) we report results using the context sensitive inferencing scheme, i.e., different conjunction operator for different rules. Table 3 depicts the performance of the fuzzy rule based classifier on Sat-image1. Both fuzzy rule based classifiers show consistently almost similar performances. In all cases the softmin based classifier shows some improvement in training error. While for test sets the product based classifier shows slightly better performance in three cases and the softmin based classifier is better in the remaining case. Sat-image1 has been extensively studied in [7] . Comparing our results with the results in [7] we find that our classifier outperforms Multi-layer Perceptron (MLP) network and produces comparable results as that by Radial Basis Function (RBF) network. For example, in [7] the test error reported using a MLP is 23.08% while that by RBF networks varied between 14.52% -15.52%
Performance of the classifiers with Context-Free Inferencing
In Table 4 we include the results of four different random partitions of Sat-image2. It shows an excellent performance of the rule based classifiers. Both classifiers show consistent and comparable performances. For all partitions the softmin based classifiers show lower training errors while for the whole data the product based classifier performs better in only one case. Figure 2 shows one channel of Sat-image2 while Fig. 3 depicts the ground truth values where each class is represented by a distinct gray level. Fig. 4 shows a typical classification result (corresponding to the first partition) which is almost identical to Fig. 3 .
The same data set (Sat-Image 2) has been used by Kumar et al. [25] in a comparative study using several classification techniques. The best result obtained by them using a fuzzy integral based scheme gives a classification rate 78.15%. In our case, even the worst performance is about 5% better than the results in [25] .
In Table 5 we show the rules obtained for classes 1, 2 and 3 of Sat-image 2 using the training set 1. Column 1 of Table 5 shows the class number while column 2 lists the rule identification number. Column 3 describes the rules using the membership functions in the antecedent part of the rules. Since it is a seven dimensional data, each rule involves seven atomic antecedent clauses (fuzzy sets). Each fuzzy set is represented by a 2-tuple (µ i , σ i ), where µ i and σ i are the center and spread of a Gaussian membership function. Thus for rule number 2, the tuple (65.7,11.9) represents a clause "gray value from channel 1 is CLOSE to 65.7" where the fuzzy set CLOSE to 65.7 is represented by a Gaussian function with center at 65.7 and spread 11.9. Inspection of the parameters of rules for class 1 reveals that between rule 2 and rule 6 all features change, but features 4, 5 and 7 changes significantly. Comparing rules 6 and 8 we find that features 3, 5, 6 and 7 change significantly. This indicates that each rule represents distinct areas in the feature space. Table 5 also suggests that data from class 2 probably form a nice cluster in the feature space that can be modeled by just a single rule. This is further confirmed by the fact that the spread of the membership functions for features 2,4,5,6 and 7 are relatively small. Similarly, for class 3, different rules model different areas in the feature space. For rules 14 and 15 although µ i 's for features 1 and 2 do not change much, the µ i 's for other features change considerably between the two rules. Depending on the complexity of the class structure, the required number of rules also changes. The number of rules for a given class may also vary depending on the training set used. However, this variation across the training sets is not much. For example, the number of rules for class 1 obtained using 4 training sets are 3, 2, 3 and 4 respectively. Similar results are obtained for other classes too. This indicates good robustness of the proposed rule generation and tuning algorithm.
Performance of the Classifiers with context sensitive inferencing
To study the effect of context sensitive inferencing scheme on the classifiers we performed several experiments. First we tuned the set of rules obtained from the context tuning (context free inferencing) stage using softmin operators with fixed value of q(= −10.0) parameters. In this experiment the values of q i s for all the rules are initially set to -10.0, while the learning parameter η q = 500 and maxiter = 200.
The performances of the context sensitive classifiers after conjunction operator tuning are summarized in Tables 6 and 7 for Sat-image1 and Sat-image 2 respectively. It can be observed that the performances in terms of classification rate do not improve significantly. However, some improvement in terms of training error as defined by (8) is observed in all cases. It is further seen that after tuning, the q i s for all rules remain negative, which makes every rule to use approximately the minimum as the conjunction operator. This is hardly surprising, since the initial rules are already context tuned with fixed value of q = −10.0 for all rules. So it indicates that the context tuning with fixed q has developed the rule set to correspond to an energy minima.
To investigate this issue further, we tuned the same initial set of rules (i.e., the context tuned rules with fixed q = −10.0) with different initial values of q i s, namely, 1.0 and 5.0. All classifiers, with the same training data set has shown strong tendencies of convergence to similar set of conjunction operators, irrespective of the initial value of the q i s. We present the result of the classifiers designed with the partition 1 of satimage-1 and satimage-2 with initial values of q i s 1.0 and 5.0 in Table 8 . The results for initial q i -10.0 are also included in this table for comparison. Column 2 of Table 8 (and 9) shows the initial value of q for all rules in the rule base when the q-tuning for every rule (to realize context sensitive inferencing) starts. Table 8 shows that for both cases with initial q i s 1.0 and 5.0, though the initial value of error and misclassification rates are quite high, after the tuning they are much lower and very close to those corresponding to classifiers with initial q i -10.0 for the respective data set. This fact is reflected for the training sets as well as the test sets. It was further observed that for all the initial setting of q i the final values of q i become negative making the operator more or less equivalent to the minimum operator. They are observed to attain values close in magnitude also. A small but interesting exception occurs in case of Satimage-2 (training set 1). Figure  5 shows the bar diagram of the tuned q values of the rules for Satimage-2. In the figure each group of three bars shows the tuned q values for a particular rule for three different initial values of q = −10.0 (white), 1.0 (gray) and 5.0 (black) respectively. For rule 1 with initial q 1 = 1.0, it can be observed that q 1 remains 1.0. We analyzed the case and found that the rule was not fired at all and the value remained the same as the initial value. The results in tables 8 and 9 suggest that the context tuning using softmin has successfully reduced the error and developed a set of rules such that the optimal performance of the classifiers can be obtained with minimum-like operators. Thus, it may be noted that for these two data sets direct use of minimum does an equally good job.
To investigate the validity of the above we carried out another set of experiments. Here we used the initial rule set as obtained from the prototype generation stage, i.e., the rules are no more context-tuned. We tuned these rules for initial q i s -10.0, 1.0 and 5.0 respectively. The results of tuning for the partition 1 of Satimage1 and Satimage2 are summarized in Table 9 .
As evident from the results, in all the cases both initial and final performances are worse than those in the previous experiment. However, the results also reveal that the conjunction operator (context sensitive) tuning have produced substantial improvement of performances in all cases. Thus it shows that if the initial rule base is not very good, the context sensitive tuning can result in substantial improvement in performance.The bar plots of the tuned q values of the rules for satimage-1 and satimage-2 are shown in figures 6 and 7 respectively. It can easily be discerned from the figures that the final set of q i values, unlike the previous experiment, differ substantially for different initial values of the q i s. This clearly indicates that the system in this case attains different error minima in q i -space for different initialization.
Conclusion
Fuzzy rule based classifiers are capable of dealing with data having different variances for different features and also different variances for different classes. In such a system a rule represents a region in the input space, which we call the context of the rule. Thus a fuzzy rule based classifier is inherently capable of detecting outliers also. Here we proposed a scheme for designing a fuzzy rule based classifier. It starts with generation of a set of prototypes. Then these prototypes are converted into fuzzy rules. The rules are then tuned with respect to their context. We have developed two variants of the context tuning algorithm, one for rules using product as conjunction operator and the other is used when the conjunction operator is softmin.
The rule based classifier is then used to classify multi-spectral satellite images and the performance obtained is excellent. The classifier performance may further be improved using features other than gray labels. Also use of other T-norms can alter the performance of the classifier. We are currently investigating all these possibilities.
If softmin is used as the conjunction operator, then using different values of the q parameters of softmin for different rules, the rules can be made to use effectively different conjunction operators. Such a scheme is called context sensitive inferencing. We have developed an algorithm for tuning the q parameters on per-rule basis.
Our experimental result suggests that if the context tuning (with fixed q value for all rules) is carried out properly then subsequent context sensitive tuning offers marginal (if any) im-provement. However, if the rules are not context tuned, the context sensitive inferencing can improve the performance of the classifier substantially.
Some other facts also came to light from these experiments. The results of q tuning of the context-tuned rules suggest possible existence of a deep error minima with respect to the q parameters to which the system reached for different initializations. But the results for the rule sets without context-tuning indicates that the system lands up in different minima for different initializations.
In light of above we can suggest two possible utility for using context sensitive reasoning for classification: (1) if the context tuning is not good enough, the performance may be enhanced with context sensitive reasoning and (2) the results of tuning the q i s with different initializations may be used for judging the quality of a rulebase as a whole. This aspect is currently under further investigation. 
