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Abstract-Many mixed Sturm-Liouville problems can be formulated in a standard form of a dis- 
crete Riemann problem. When it is concerned with the Holder-continuous entity at the points where 
the boundary condition changes, the discrete problem can be transformed to a homogeneous integral 
equation with Cauchy’s kernel. This equation can in general be approximately solved, and namely 
through truncation. This gives rise to several questions about the justification of the truncation 
applied to a homogeneous operator as well as the influence of this truncation on the eigenfunctions 
and eigenvalues. In this paper, it has been shown that, provided an eigenvahre of this integral equa 
tion is precisely given, the corresponding solution of the truncated integral equations tends to the 
unique solution of the exact equation on increasing the truncations order indefinitely, and the relative 
error is estimated. As for the influence of the truncation on the eigenvalues of that equation, it may 
constitute the subject of another study. @ 2003 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Several finite odd mixed Sturm-Liouville problems can be formulated to one of the Cauchy-type 
equations 
1 - 
/ 
c cP-(G Y) 
r --c 1 - &--t) dt = 2 $Qn(y)bn-(y) [eznz + epinz] , (1.1) 
n=l 
where 
&n(r) = 0 (n-l) . (1.2) 
The details of this formulation can be found, for example, in [1,2]. The Sturm-Liouville problems 
considered in these works are of the Dirichlet-Neumann type for the Laplacian. The unknown 
function v-(t; y) is the Holder-continuous extension of the Dirichlet condition imposed on c < 
IzI 5 7r and is compatible with the homogeneous Neumann condition imposed on 1x1 < c. The 
complex Fourier coefficients of this function are an-(y), 
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A previous attempt to justify the truncation of equation (1.1) was based on the following 
idea [2]. The inversion of (1.1) defines cp-(z; y) in the class L2[-c, c] but in terms of its Fourier 
components. To determine these components and complete the definition, we apply the Fourier 
transform to the expression of ‘p- (5; 7) and obtain a homogeneous infinite algebraic system whose 
solution is obtained by setting @l-(y) = 1, leaving aside the first equation while solving the rest 
of its equations as an inhomogeneous system. This solution, of course, is achieved as a limiting 
csse of the truncations of the original system when y is a zero of its determinant, or in other 
words an eigenvalue of equation (1.1). It was shown that, for the same value of y and the same 
order of truncation, the solution of the inhomogeneous integral equation 
T --c 1 - &(x-t) dt - e iQn(r)On-(+y) [einz + emins] = &l(y) [eiz + eei’] (1.3) 
n=2 
1 s c cP-cc 7) 
is the same solution of equation (1.1) obtained as explained above. Thus, a theorem of Chersky [3] 
could have been applied to establish the justification of the truncation. However, this establish- 
ment was somewhat shortcoming since it was qualitative and cannot lead to an estimation of the 
error. To illustrate, it is appropriate to state the theorem of Chersky briefly since it is again the 
theorem we use here to achieve a definite justification. It is concerned with the error resulting 
when approximating the solution of the inhomogeneous equation 
Kf=g (1.4) 
(where the linear operator K maps the linear space X in the linear space Y, g E Y and f E X 
is searched for) through the solution of the simpler equation 
IT&f=& (1.5) 
where the operators K and J? as well as the elements g and fi are in some sense “close” to one 
another so that we assume that f’ E X and 
THE CHERSKY THEOREM. Let the following hold. 
(1) Equation (1.5) has the unique solution J. 
(2) g - fi E Yo, where YO C Y. 
(3) The operator K - i? maps X in Yo. 
(4) The inverse operator E-l is defined on Yo and maps Yo in X0. 
(5) The operator I + km1 (K - k) is defined on X0, where I is the unit operator and has a 
unique inverse operator. 
Then equation (1.4) has the unique solution 
f =r[I+~-‘(K-W)]-l~-l(g-K~), 
and the following estimate holds: 
(If -j(( 
X0 
(1.7) 
(1.8) 
It is the expression in the left-hand side of (1.3) that is used in [2] to define the operator K. 
As for J?, the approximation was performed by excluding all terms in the summation beyond 
a certain order, the order of truncation. In contrast to l[K - kll, the norm of the inverse 
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operator j?-’ could not have been estimated. Thus, the justification of the approximate solution 
of equation (1.3) was based on the argument that /1z-111 IIE( r?ll < 1 for a sufficiently’large order 
of truncation, and consequently,‘the norm of the error resulting due to this approximation will 
eventually terminate. 
In Section 2, the fact that the solution of equation (1.3) is in turn an integral equation will bc 
used to estimate both operators required by the theorem of Chersky, and therefore, this leads tc-, 
a definite estimation of the error. 
In Section 3, the procedures. were carried out right to the numerical results. The typical 
problem is the same considered in [2]. The orders of truncation that are necessary to reach a 
certain degree of accuracy are in general suitable. 
2. THE USEFULNESS OF THE TRUNCATION 
AND THE ESTIMATION OF THE ERROR 
It will turn out that @,+.(r), defined by the technique followed in [1,2], tends to zero faster 
than ne3i2. Together with (1.2), this ensures the existence [4] of a HGlder-continuous solution 
for equation (1.1) which can be written down in the form 
R(x) c 
Kv-(-Y) = ‘P-h-Y) - 7g-y --c R(t) ;;tt &“) lpC s w(t-Y)cp-(Y;T)dY c (2.1) 
= QI(Y)s(x), 
where 
R(x) 
s 
c 
s(x) = - 
@ (,it + ,-it) dt 
x --c R(t) (& - ei”) ’ 
(2.2) 
R(x) = -eix12J 2 (COSZ - cost). 
Equation (2.1) is just a manipulation of equation (34) given in [l] in which 
@l-(-y) = 1. (2.3) 
Indeed, equation (34) follows immediately on substituting for W(t-y) in equation (2.1) from (2.2) 
and performing the integration process with respect to y. It has been already shown [2] that if y 
is an eigenvalue of equation (l.l), then its corresponding solution, which satisfies equation (2.3) 
as a normalization condition, coincides with the solution of equation (2.1) at the same value of y. 
The same holds true for the truncation at the same order of both equations. Excluding all terms 
for which n > N in the summation to the right of equation (l.l), the approximate operator 2. 
corresponding to that given in equation (2.1), is defined from 
R(x) ’ h-(Y) = @-(xc; r> - 2 s --c R(t) ;;at_ @) 
The equation k$ = &l(y) g(x) can be written in the form 
(2.4) 
N &o(r) - 9-b:; r> = R(x) c 72 @n-(rNn(x) + L(x)1 +&l(r) NxPI(x) + I-lb)lt (2.5) 
n=2 
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and equivalent results to those given in [1,2] for the integrals I*,(X) are 
n-1 
-eixI-,(-2) = In(s) = -eicnbl)” C emixjPj(cosc), 
j=O 
(2.6) 
where 
Pj(COSC) = ’ J = e-ix’ dx ’ - K -e R(x) (2.7) 
are Legendre polynomials of the jth order. 
The solution of equation (2.5) consists just of determining the’approximate Fourier components 
6,-(y), n = 2,3,. . . , N. To this end, the application of the finite Fourier transform equation (2.5) 
leads to the algebraic system 
N &n(r) h-(r) = &l(r) [Nu + N-n] + c 12 Wnz +N-n11 h-h), 1 = 2,3, . . . , N, (2.8) 
n=2 
where for n, 1 E N, 
n-1 
Nnl = C An-j-l-2 .Pj(cos c), 
j=O 
n-l 
N-n1 = C Aj-n-l-1 Pj(COSC), 
j=O 
Ak = vi 2~ J -1 R(x) ei@+‘jr dx. 
The values of the last integrals Ale, k E Z, are 
AmI = ?!f? _ ; = Ae2, 
(2.9) 
(2k - 5)!! [e-z(k-l)c + ei(k-l)c 
1 
(k - l)! 
k > 2, (2.10) 
Ak = A++3)r 
[(2n - l)!! = (2n - 1)(2n - 3). . .l and (-l)!! = O!! = 11, 
k 2 0. 
We shall see after a while that 
N&,1 < o 1-3’2 
( > 
and NM < 0 (n-l) , (2.11) 
whence system (2.8) clarifies that &l-(r) < o(ie3i2), and this confirms the arguments before 
equation (2.1). Further, system (2.8) has in general a unique solution, and consequently, equa- 
tion (2.5) even when N -+ 00. We may recall that y is a zero of an extended determinant other 
than that of system (2.8). Thus, we can take 
x = x0 = Y = Yo = L2[-c,c]. (2.12) 
The following estimations are necessary on applying the theorem of Chersky to our case. The 
Legendre polynomials are subjected to the estimation [5, formula (22.14.9)] 
l~~(COSC)l I (&y2 5, P,(cosc) = 1, (2.13) 
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while 
Thus, 
IA-11 = IAe21 < 1 
2(2k - 5)!! 
and IA41 5 (‘& - 2)!! ’ k>2 
2(2l- l)!! 
IN-lel = IA-e-z1 5 (2e + 2)!! < (e +:)&> 
W-24 5 IA-n-e-11 + IA-e-al 
112 1 
(e+ l)&’ 
andfornEW--{1,2}andlENwehave 
n-l 
IN-,el L IA-,-e-11 + C IAj+-e-ll IPj(cosc)I 
j=l 
5 (n+e)(n:e- 1)1/Z + 
2 
( > 
l/2 n-l 
7rsinc c l j=l (n + e - 1 - j)3/2Jj 
< (n+e)(nL 1)‘/2 +2(&)1’2~m (n+&d;-z2)3/2 
= (n+&-1)1/Z +2 
2 
( > 
l/2 
(n+Ll) J2 [ 
&i-x -- 
7rsinc && I 
(2.14) 
(2.15) 
(2.16) 
(2.17i 
Analogous results can be obtained for N,e; since N*ne are the eth Fourier components of the 
functions R(z) Ijtrr(z), we have 
r,” = IIWx) [In(x) + ~-,(x)][/~, = 4T 2 (N,e + N-,e)2 = o i 
1=1 0 
We now start to achieve our task using two lemmas. 
LEMMA 1. For any E > 0, [(K - l?ll < E provided N is appropriately chosen. Moreover, 
PROOF. For any p-(y) in X0, we have 
2 
c 
X 
SC 
&n(r) -,tn(t-y)p- (y, y) dy 
-’ InJ>N n 
I i 
l/2 
dx 
2 
n=N+l 
v@,+(y) [In(x) + I-n(x)] 
(2.18) 
(2.19) 
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&G&p I%-(-/)I IW) [L(x) + La(x)1 II 
n=N+l 
where the last step is obtained in view of estimate (2.18). The lemma has been proved. 
LEMMA 2. The inverse operator k:-l is bounded. Moreover, for any e > 0, IIE( - RI1 < E 
provided N is appropriately chosen. Moreover, 
II II I?’ <1+ - &g/+1 an pn- ($1 = V(N) 
N 
(2.20) 
<1+X?, 
n=l 
where 
(2.21) 
PROOF. We consider the norm 
Il~-h)ll~2 = lQl(~)l. Ilk-‘gllL, 
c N 
112 
Z-Z 
(J 1 
2 
c 
--c n=2 
f+$bn-(r) R(e) [In(z) + I-n(z)] + &l(r)+) 
I ) 
dx 
I 5 ( Jc 1%6,+(r) R(x) [In(x) + I-.(~)1/2 dx) 1’2 + IQI(Y)I Ildz)IILz 
n=2 --c 
52 IFI I%-($I (J_‘, JR(z) [44x:) + Lb412 dr)1’2 .+ lQl(-dI lld&l~, 
I%-($1 anlld4II~z + IQI(Y)I lld~)lILz. 
The lemma has been proved. 
It is now clear that the inequality 
IIK - I;-11 I/k-‘ll < 1 
holds true under appropriate choice of N, and we finally have the following theorem. 
THEOREM. Under the condition U(N)V(N) < 1, equation (1.1) has a unique solution subjected 
to condition (2.3) in L2[-c, c] corresponding to every eigenvalue y. 
The function ~,Z-(zc; y), defined by formula (2.5), is an approximate solution of equation (l.l), 
and the following estimation holds: 
(2.22) 
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3. A NUMERICAL EXAMPLE 
We now proceed to carry out the numerical calculations. The domain of application consists of 
the first three solutions of the problem considered in [2]. These are the solutions corresponding 
to the eigenvalues y1 = 2.322, ys = 3.411, and “13 = 3.928. In this problem, we also have 
1721 - d-cot &z-2, 
Qn(r) = { InI - /vcoth dm, 
1121 < y, 
In] > y. 
(3.1) 
Clearly Qn(ri) is subjected to condition (1.2). As in Table 1, these coefficients decay mono- 
tonically for all values of y as n exceeds 8. 
Table 1. Some numerical values of Qn(yi) 
1 I I 
n 
1 2 3 4 7 9 
i 
10 20 30 60 
1 2.228 1.521 1.017 0.736 0.398 0.306 0.274 0.136 0.090 0.045 
2 -25.58 9.019 3.094 1.849 0.888 0.672 0.601 0.293 0.195 0.097 
3 -3.903 -11.71 6.692 2.822 1.207 0.904 0.805 0.390 0.259 0.129 
Thus, it is convenient to consider the truncations for which N 2 10. Beyond this limit, neither 
U(N) may turn back to increase nor can V(N) leap over (equations (2.19) and (2.20)). 
The Fourier coefficients &-.(ri), 71 E {2,3,. ,120) were calculated as illustrated in [2] and 
(3.2) 
are stable to five decimals. Namely, 
II@-(n)ll = 7.285, II@-(+Y2yz)ll = 47.18, and II+- (r3)II = 23.82. (3.3) 
The same number of terms of the summation in equation (2.18) was used to calculate the values 
of Y, which are almost exact. Some of these values are given in Table 2. 
Table 2. Some values of Yn 
7x 1 2 3 4 5 10 20 30 40 50 
Yk 1.310 2.828 2.400 2.708 2.485 2.609 2.566 2.549 2.540 2.534 
Finally, Tables 3 and 4 reveal some idea about the evolution of Ui(N) and V,(N), the values 
of U(N) and V(N) defined through (2.19) and (2.20) at y = pi, respectively, while Table 5 
exhibits the corresponding values of 
K(N)%(N) 
Ei(N) = 1 -&(N)&(N)’ (3.4) 
Table 3. Table 4. 
~1 
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