Neural architectures are proposed to model and control plasma etching and deposition processes in semiconductor wafer manufacturing. Static and dynamic neural networks are used to develop plant models and inverse models. A single-hidden layer feedforward neural network model learns to identify the system's input-output relationship. Another single-hidden layer feedforward neural controller learns to model the inverse relationship of the plant. Tlhe trained controller, in series with appropriate filters, is then used to control the plasma machine in etching and deposition processes. The paper demonstrates how neural networks can learn both the modeling and control tasks in this nonlinear and complex process.
INTRODUCTION
Chemically reactive plasma discharges are widely used to modify the surface properties of materials. Plasma processing technology is vitally important to several of the global manufacturing industries in the world, including semiconductors, automotive, steel, biomedical and toxic waste management industries [ 11. Specifically, plasma-based surface processes are indispensable for wafer manufacturing of microelectronic integrated circuits and micro-electromechanical systems (MEMS) . A series of plasma processing steps, namely, deposit or grow, dope or modify, etch or remove, are repeated frequently and alternately in the manufacturing of modern micro-electronic integrated circuits and systems.
As the feature size of technology continues to decrease below the present day 0.35 micron, accurate and repeatable processing becomes essential. Moreover, due primarily to economic pressures, the :shift in the micro-electronic manufacturing industry is towards the processing of a single but large wafers in compact adjustable machines known as clustor tools. Such desired precision and repeatability can only be achieved by the application of advanced automated methodologies of identification and control.
The analysis and design techniques of identification and control are well-systemized and articulated for linear systems. However, such techniques are only beginning to be formulated for nonlinear or time-varying systems. Moreover, the manufacturing processes do not in reality lend themselves to closed form tractable models of maps, differential or discrete equations. Indeed, such a process most often possesses nonlinearities, hysteresis, time-variations and temperature dependencies which are not well-characterized. Under these conditions, it becomes imperative that approaches which combine the accuracy and soundness of system analysis with novel computing methods, such as neural networks and/or fuzzy logic, be used to tackle the identification and control needs without necessarily deriving explicit basic-principles mathematical models. In this context, supported by analytical foundations, neural networlks and fuzzy logic techniques may serve as an alternate or complementary tool. Such techniques derive their information from measured data and aspire to improve their modeling as more data become available. Hence learning on-line can be achieved by these multi-inputmulti-output, nonlinear form of adaptive systems.
Different approaches in modeling semiconductor fabrication processes have been developed previously including statistical experimental desjgn, response surface methodology @SM) and statistical process control [21. Few authors, however, have investigated modeling reactive ion etching processes via neural networks [3-61. 0-7803-3210-5/96 $4.0001996 IEEE This paper is organized as follows. In section 2, a brief description of the plasma processing system used for the experiments is given. In section 3, the static and dynamic neural architecture will be considered for modeling. In section 4, the control problem is defined and formulated. In section 5, computer simulation results are presented to show the performance of the developed controller on the data-based plasma machine model. Finally, in section 6 we summarize our conclusions and assessment of the methodology in modeling and controlling complex plasma systems.
SYSTEM DESCRIPTION
The plasma processing machine used for the experiments consists [7] of a microwave plasma disc reactor (MPDR) incorporated into vacuum, gas handling and microwave subsystems. The MPDR consists of a microwave cavity, the discharge chamber and the electron cyclotron resonance (ECR) baseplate. The MPDR utilizes a single mode electromagnetic cavity. The electric field distribution within the discharge can be controlled by selecting the appropriate resonant mode of the cavity such that the microwave energy is focused onto the discharge chamber. In the discharge chamber, the flowing gas creates the plasma which under most operating conditions has an electron density between and 10'2cm-3. Therefore the microwave radiation inside the cavity cannot propagate through the plasma into the processing chamber. The baseplate supplies the working gases into the ECR magnetic field within the discharge region. In Fig. 1 , we have labeled each component of the microwave cavity and the overall system in consecutive numerals to facilitate the system description. (9) is used to match impedances between the plasma and the microwave power source. The body of the cavity consists of a brass cylinder. The upper end of the cylinder is terminated by a movable plate or sliding short (8). In the lower end of this resonant structure resides the discharge chamber (2) and the base plate (12). Microwaves are introduced into this volume via a short antenna (7) which emerges from the center conductor of a 7/8" diameter, rigid coaxial transmission line (6). The length of the antenna, inside the cavity is adjustable to allow impedance matching between the microwave power source and the cavity. The height of the cavity may be varied by moving the sliding short. Using this two degrees of freedom it is possible to match the impedance of the cavity/plasma system to the 50W microwave feed.
Besides the ECR magnets, the baseplate consists of the discharge chamber (2), working gas inlets (3), and water cooling. The plasma is contained in the central region of the baseplate under a fused quartz window (1) which is vacuum sealed to the baseplate by a silicone gasket. The dielectric window is held in place by the pressure differential between the evacuated plasma region and the atmospheric pressure of the microwave cavity region.
Although plasma processing may be accomplished in the discharge chamber, the region below this region will be referred to as processing chamber (4). This region has the advantage of being free from the microwave electromagnetic fields and static magnetic fields which permeate the discharge chamber. The processing chamber is simply a pyrex cylinder which is capped by a stainless steel plate with a seven inch diameter vacuum port for the MPDR. The downstream end of the chamber is also terminated by a stainless steel plate which hosts a 10 inch diameter inlet (15) to the diffusion pump.
Situated in the processing chamber is a two inch diameter aluminum substrate holder (14) which can be elecuically biased and manually positioned, so that a substrate (13) can be positioned ideally into the down stre,aming plasma.
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Through digital and A D ports, the microwave incident and reflected power are read into a computer. The computer performs the subtraction of reflected power from the incident power to obtain the absorbed power in the plasma. The cavity height, measured by a sensor, is also being read by the computer as well as the (actual value of the pressure, provided by the pressure controller. The computer also acquires the plasma system output including the ion density measured via probe (3, located under the discharge chamber, and the strength of the e1e:ctric field in the cavity (10) measured also with a probe. Fig. 2.) The goal is then to choose the weights and biases of the network to achieve the desired static input/output relationship. Depending on the nature of the data, static or dynamic neural network architectures may be considered.
Static Neural Network
The activity of each neuron is defined by:
where oj is thejrh neuron's output, bj is the jrh neuron's bias, wii is the weight connecting the jfh neuron's output to the ifh neuron's input a n d j is the i" neuron's activation function.
A neural network is constructed by connecting a set of neurons to each other. Most commonly used architecture to design such neural networks is the multilayer feedforward architecture where the neurons are lined up in columns (or layers) and every neuron within a layer is connected only to the neurons from the previous layers.
The parameters (the weights and biases) are then updated using the gradient descent method [8,9]: where zi is the time constant of i" neuron, yi is the activity of i* neuron, fi is an activation function of the i" neuron, wij is the weight of the j" neuron yj to the i" neuron yi and ki, is the weight of the m" input & to the i" neuron yi
In recurrent neural networks, any neuron in the network can be connected to any other neuron in the net. The user has to define the input, output and hidden neurons, and the connections among them. For example, an output neuron may be connected to an input. Nevertheless, each neuron in the network should belong to at least one of the three sets of neurons.
Ni: set of input neurons, Nh: set of hidden neurons, No: set of output neurons. The network's connectivity and structure need to accommodate the potentially complex (time-varying) sets of inpuqoutput training data.
The objective of the training is to minimize an error functional between the observed output of the neural network y(f) and the desired (target) waveform ((t):
subject to the constraint of the activities of the neurons y(t) as defined above. Thus, we define the augmented performance index:
where the Langrange function is defined by:
From the calculus of variation and optimization principles, the integral leads to the adjoint system:
The network (matrix) parameters W , K and T are updated using the gradient descent laws:
By computing the partial derivatives, one obtains:
We now describe our algorithm/procedure to run simulations of recurrent neural networks as follows:
Step 1: Choose initial (matrix) parameters WO, KO, To Step 2: Integrate forward the state y(t)
Step 3: Integrate Backward the state &(t)
Step 4: Update the parameters using the above update equations Step5: If y(t) dNGn(YCmYnBCm > < ( t ) , go to step 2.
The CONTROL FORMULATION AND STRUCTURE
In the context of this paper, the plasma etching and deposition processing and control is to provide the correct incident power, pressure and cavity size inputs to drive the plant to the desired absorbed power, nurnber of ions and electric field outputs. Traditional nonlinear control theory requires a mathematical model of the plant to be controlled. It may suggest control procedures or linearize the plant around a number of operating points. However, in addition to requiring a mathematical model of the plant, such an approach is usually computationally intensive, requires considerable design effort, and does not apply to poorly modeled complex nonlinear systems.
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The objective is then to train a neural network controller to produce the correct input to drive the plant to the desired output. A number of different approaches for training a controller have been described in the literature [lo-121 such as the reinforcement learning. In this work, we use the generic control structure shown in fig. 3 below.
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In [ 111, the authors describe a control structure such as the one shown in Fig. 3(a) to control a nonlinear plant P. They proposed a three step-procedure to carry out this task: (i) design a neural network model, M, that represents the plant, (ii) design a neural network model, C, that represents the inverse functionality of the plant, and (iii) use the structure in Fig.  3 (a) with an appropriate choice of the filter, F, to control the plant.
With the structures as defined in Fig 3(b,c) , bolh a model and a controller neural networlts were developed. The plant modeling was discussed in the previous section. The best model of the plant obtained was considered as the mathematical replica of the plant P. The second best model of the input/output relationship was chosen as the neural network model M itself. Simulations of the performance of the inverse model (controller) is shown in Fig. 4 below. Note that the physical data was scaled to within the range [-1, 11 to enable convenient processing. 
SIMULATIONS
A filter F to achieve the control of the plant using the structure described in Fig. 3(a) was designed. A second order filter to adjust the gain in series with an integrator to minimize the backpropagation error were used. The filter is of the form:
+-
With an appropriate choice of parameters, the output of the plant will match some desired reference that is set by the user.
By considering Kp = 1.1, w, = 10, [ = 0.7 and K, = 1000 , the closed-loop system is able to track the set reference. Figures 5 and 6 represent the performance of the controller for a sample of the trained data. It can be observed that the plant reaches the desired target within IOmsec in simulation with nominal step size of 0.5msec. In this experiment, it is desired to produce the necessary control signal vector U that will drive the plant to the following reference (-0.6757, 0.1636, -0.7947 ). This data corresponds to an absorbed power of 70.3974W3, a number of ions of 2.363~10" and an electric field of magnitude 0.0429V/m. As it is observed in Figures 5 and 6 , the plant has tracked these reference signals within l0msec. A control signal of (0.5052, -9292,0.9389) was necessary to accomplish this task. When these values are converted to their physical domain, they correspond to (81.9180, 2.2173, 296.1167 ). This pattern is not included in the trained or tested data set. This shows that the designed control has the potential to generalize to other input/output pairs The paper addresses a problem of controlling the processing of plasma etching and deposition process utilizing neural networks to achieve a reconfigurable nonlinear control design. The methodology shows promise and superior performance to control the processing of plasma etching and deposition given that reliable analytical control theory techniques do not exist for controlling such complex nonlinear process.
