Of great importance to a wide variety of computer vision and image analysis problems is the ability to represent two-(2D) and three-dimensional (3D) data or objects. Implicit polynomial curves and surfaces are two of the most useful representations available. Their representational power is evidenced by their ability to smooth noisy data and to interpolate through sparse or missing data. Furthermore, their associated Euclidean and a ne invariants are powerful discriminators, making implicit polynomials a computationally attractive technology for recognizing objects in arbitrary positions with respect to cameras or range sensors. In this paper, we introduce a completely new approach to tting implicit polynomials to data. The algorithm represents a signi cant advancement of implicit polynomial technology for three important reasons. First, it is orders of magnitude faster than existing methods. Second, it has signi cantly better repeatability and numerical stability than current methods. Third, it can easily t polynomials of high, such as 14 th to 18 th , degree. In addition, this approach provides a completely new way of thinking about and handling implicit polynomials.
where Z f , the set of all points (x; y) at which the polynomial f(x; y) is zero, is called the zero set of f(x; y).
In this paper, we present a new approach to tting implicit polynomial curves to 2D image data and implicit polynomial surfaces to 3D stereo or range data. This approach eliminates the shortcomings of present methods and provides the means for implicit polynomial technology to become among the premiere technologies for object recognition, geometric indexing into pictorial databases, and various areas of computer graphics and visualization. Recently, another novel approach was introduced for implicit polynomial tting 1]. It is based on Linear Programming, and has complementary features to the algorithm introduced in this paper.
Recall that 2 nd degree implicit polynomials in 2D are the basic conics -ellipses, hyperbolas, parabolas and pairs of straight lines -and in 3D are the conic surfaces -hyper-ellipsoids, hyper-hyperboloids, hyper-paraboloids, pairs of hyper-planes, and others. It is well known that 3 rd and 4 th degree implicit polynomials can represent many useful 2D shapes and 3D surfaces 2, 3, 4, 5, 6] . However, representing complex objects by implicit polynomials generally requires polynomials of moderate to high degree. For instance, all the examples in this paper can be t well by 8 th degree implicit polynomials, whereas to capture the shape of a human hand accurately, an implicit polynomial of roughly 18 th degree is required 7] . While implicit polynomials are useful in computer graphics 8, 9, 10, 6, 11, 7] , at present our concern is with their application to accurate, low-computational-cost recognition of objects in image, stereo or range data, and to e cient geometric indexing into pictorial databases.
Implicit polynomials are particularly well suited to the problem of recognizing, given a large database of objects, which if any objects are present in the data, even when the objects appear in arbitrary positions with respect to the standard positions stored in the database. To illustrate, our procedure for object recognition based on implicit polynomial representation 12, 13, 2] is outlined brie y. First, an implicit polynomial curve or surface is t to the 2D or 3D data to be recognized. In some instances, prior to tting, the data is decomposed into patches or parts, and an implicit polynomial is t to each component. Next, a vector of algebraic self invariants is computed for a single implicit polynomial, or a vector of algebraic mutual invariants is computed for pairs of implicit polynomials. In typical applications, we presently use four to seven Euclidean or a ne self invariants for a 4 th degree implicit polynomial. Finally, the object is recognized by comparing the computed vector of invariants with each known vector of invariants stored in the database. Our Bayesian recognition scheme provides robustness to noise and some robustness to missing data caused by partial occlusion.
The quality of the tting algorithm has substantive impact on the recognition performance. While present methods generally yield good ts when a 4 th degree polynomial represents the data well, there are certain weaknesses that degrade performance. A major issue is computation time. To be practically useful, the time required to recognize a single object must be kept short, since actual tasks may require the analysis of a large number of data sets. However, current algorithms yield 4 th degree ts on the order of one per second for approximately 75 data points on a typical general purpose computer. For many applications, especially for model-based segmentation, it is desirable to have tting times that are orders of magnitude less. A second major issue is what happens when a 4 th degree polynomial cannot t the data well because a higher degree polynomial is needed. Ideally, it is desired that the resulting implicit representation be a smooth approximation to the complex object's overall 2D or 3D shape. At present, tting algorithms do not give such an intuitive, physically meaningful representation when complex objects are t by a 4 th degree polynomial. This is particularly detrimental when objects appear in arbitrary positions. Here, both the resulting zero set, as well as the algebraic invariants, can vary wildly with rotations and translations of the data because of instabilities in current tting algorithms. Our Bayesian recognizer can compensate for this to a certain extent, but it would be far superior to eliminate any coe cient uctuation within the tting procedure itself. Finally, conventional algorithms typically require a signi cant amount of data -on the order of at least ve times the number of coe cients. To obtain a reasonable 4 th degree t, approximately 75 points are required; for a reasonable 6 th degree t, approximately 140 points are required. From the point of view of computation time and stability of the results, 6 th degree polynomials are about the highest degree that is practical for current tting algorithms. It is desirable to obtain good ts, especially for high degree polynomials, using only a small number of data points -on the order of 10 to 30 points for a 4 th degree representation. The 3L tting algorithm introduced in this paper provides solution to these weaknesses. We will show that the method has excellent repeatability and numerical stability.
Historical Notes
Fitting quadratic curves to a collection of data points ? through minimization of
has a long history, for which the reader is directed to the summaries in 14, 5] . The geometric interpretation of this tting (it does not minimize the sum of squared distances from the data points to the quadric curve) rst appears in 15]. Better ts are obtained by minimizing the exact sum of squared distances from the data points to the implicit polynomial curves. However, this is a nonlinear computation and is computationally extremely costly. 4].
A computationally much less costly tting procedure than 4], but which also produces geometrically more meaningful ts than does minimization of (1), is the minimization of an approximate sum of squared distances from the data points to the implicit polynomial curve or surface. There is an explicit expression for the approximate squared distance from a data point to a curve, but again the minimization is nonlinear 5].
In (5) is always greater than or equal to 0.
Since (5) is proportional to kak 2 , the square of the length of a, to obtain a meaningful value of a that minimizes (5) we x a to be of unit length. Then (5) is minimized by nding the appropriate direction for a. The appropriate direction for a is the eigenvector of M T M having the smallest associated eigenvalue. However, if two or more columns of M are close to being linearly dependent, then one or more eigenvalues of M T M will be close to 0, and M T M will be close to singular. In this case, a group of eigenvalues of M T M will be small with respect to the other eigenvalues. Then, any unit vector in the subspace spanned by the eigenvectors associated with this group of eigenvalues will be an appropriate solution to the minimization of (5). Thus, there exists a collection of unit-length polynomial coe cient vectors, and the associated collection of polynomial zero sets, for which the error (5) is approximately equal and at a \minimum". Of great importance here is that for many of these possible values for a, the associated zero sets may be far from the data set ? 0 over regions of signi cant size. Fig. 1(a) shows typical 2D objects of interest. Applying the eigenvector/eigenvalue tting procedure just described, polynomials are obtained whose zero sets are shown in Fig. 1(b) . For the two most non-symmetric objects, the airplane and the hiking boot, the zero sets are quite far from ? 0 over regions of signi cant size. We believe the unsatisfactory ts are the result of two separate conditions at work. One is the presence of the \approximate" solution space of dimension greater than one, as described in the preceding sentences. The other is that the polynomial that minimizes (4) is not the polynomial that minimizes the sum of squared perpendicular distances from the data points to the polynomial zero set. The geometric interpretation of (4) is not clear except in the quadric curve case 15]. Hence, if the data points lie exactly on a 4 th degree curve, then minimizing (4) will give a 4 th degree solution curve. However, if the data is noisy, minimizing (4) will often produce a zero set that does not represent the data as well as would the minimization of another performance functional, such as the sum of squared perpendicular distances from the data points to the polynomial zero set.
A useful way to visualize this problem is to consider the polynomial f(x; y) as a surface in (x; y; z). Here, the 2D curve represented by the zero set Z f is the intersection of the polynomial surface with the horizontal plane passing through the origin at z = 0. shown inverted, so that minima appear as maxima. Notice from Fig. 2 that f(x; y) is rather at in the vicinity of the zero set, and the surface within this region has many extrema and saddle points. Hence, modest changes in the polynomial parameters can result in large changes in the associated zero set, yet still yield small error by (5).
The Algorithm
The premise for our new, 3L tting approach is simple. Given the phenomenon described in the preceding section, that typical objects have one or more eigenvalues of M T M close to 0 and within an order of magnitude of the smallest eigenvalue of M T M, we wish to constrain the search for polynomial coe cient vectors a to the set of polynomials which do not have extrema or saddle points near ? 0 , but rather have just steep sides there. We accomplish this by creating a \ribbon surface" '(x; y) in the vicinity of ? 0 , and then tting an explicit polynomial to this surface. The surface we use is monotonic, smooth, and has the property that along any normal to ? 0 , '(x; y) is positive and increasing when moving into the interior of the object, and is negative and decreasing when moving away from the object. The result is that the polynomial surface derived from '(x; y) exhibits this same behavior.
In particular, the polynomial has no singular points in the vicinity of the data, and is usually positive everywhere within the object and negative everywhere outside the object. However, nothing prevents the polynomial from being positive outside and well away from the object (or negative, and well inside the object, if the object is large). To prevent this, the size of the ribbon surface can be extended to cover the problem regions. Of course, constraining the polynomial tting in this way reduces, to an extent, the complexity of the 2D and 3D shapes that can be represented. To meet this constraint, the tting now has fewer degrees of freedom available to represent ? 0 . As a result, the error functional is greater, but as we will show, the ts are far more stable. We believe that this dramatic improvement in tting stability is even more impressive than the excellent physical quality of the resulting ts themselves. The function '(x; y) that we use is the so called signed D-Euclidean distance transform 16, 17] in the vicinity of ? 0 . The value of '(x; y) is the signed Euclidean distance from the point (x; y) to the closest point in the data set ? 0 , and is positive for all points (x; y) inside the object and negative for all points outside. Our ribbon surface consists of three level-sets of constant Euclidean distance: ? 0 , the data points, ? ?c and ? c . Here, ? c are the sets of points (x; y) at which the D-Euclidean distance transform takes values c. Fig. 3 depicts the level-sets and D-Euclidean distance transform surfaces for two typical 2D objects. It is from the use of the three level-sets that the name \3L tting" is derived. All the examples in this paper were created from images of size (256 x 256). At this resolution, c was chosen to be 5. To actually perform the 3L tting, the data is rst normalized by an isotropic scaling to t within the unit square. The computational value of c is scaled accordingly, and the same value is used for all data sets.
The 3L tting algorithm is now formalized as a linear least-squares explicit polynomial tting problem. The presentation is for 4 Before turning to the experimental results, a comment concerning computation is in order. As mentioned previously, the 3L algorithm is not speci c to 4 th degree polynomials. Should a higher degree t be desired, all that is needed is to add the appropriate monomial columns to M, and to lengthen a accordingly. A related problem of interest is the determination of the optimal degree of polynomial needed to t a particular object. This suggests that the tting procedure may be applied repeatedly for several di erent degrees of choice. It should be noted that once M has been obtained for a particular degree, the pseudoinverse of the monomial matrix for any higher degree can be computed conveniently in terms of the existing M . The reader is directed to 18] for details.
Experimental Results
The 3L tting algorithm presented in this paper has been tested and compared with the conventional eigenvector/eigenvalue (hereafter referred to as 1L) procedure on a wide variety of 2D objects. Fig. 1(c) shows the zero sets of the polynomials obtained by performing 3L tting of the 2D objects shown in Fig. 1(a) . In general, the polynomials obtained by the 3L method have zero sets that are far more physically meaningful than those obtained by the 1L procedure. By this it is meant that the 3L algorithm routinely produces polynomials with zero sets that are good, smooth approximations to ? 0 , the set of data points along the object boundary. This is well illustrated by the butter y, plane, hiking boot and guitar examples: each of these complex shapes is too complicated to be t precisely by a single 4 th degree polynomial. Observe from Fig. 1(b) that the zero sets obtained by the 1L procedure for the same complex shapes clearly do not exhibit a similar representation capability. In the case of the circle, square and triangle examples, both methods yield polynomials whose zero sets agree well with ? 0 . This is not surprising since these simple shapes can be t exactly by a 2 nd degree, 4 th degree, and 3 rd degree polynomial, respectively. In the case of the square and the triangle, the 3L method constrains the polynomial such that its entire zero set lies in the immediate vicinity of ? 0 . While the zero set obtained by the 1L procedure represents ? 0 exactly, it also consists of regions other than ? 0 . These regions may or may not be important, depending on whether the tted polynomial is to be used for graphics purposes or object recognition purposes, respectively.
One minor artifact of the 3L algorithm can be seen by examining the zero set representations of the square and triangle objects. Note that in Fig. 1(c) , the sharp corners of the objects have been rounded. This is the result of using the distance transform function for our ribbon surface '(x; y). In particular, ? ?c represents a dilation of ? 0 -in essence a smoothed expansion of the object boundary. Sharp corners in ? 0 become rounded in ? ?c , resulting in the behavior exhibited in Fig. 1(c) . To preserve vertices more accurately, '(x; y) can be modi ed. However, the added value of doing so is not clear, since the presence of this minor artifact has no serious e ect on the recognition power of systems employing the 3L tting.
Insight into the structure of the 3L polynomial representation can be gained by examining the underlying polynomial surface in the vicinity of the zero set, as was shown for the 1L case in Fig. 2 . Recall that for the 1L procedure, the resulting polynomial surface has its extrema very close to the plane z = 0, and often exhibits troughs and ridges interior to the boundary of the object. Because of these surface uctuations, the associated zero set may not be a physically meaningful representation of ? 0 . Contrast this with the polynomial surface obtained for the guitar object by the 3L method, shown in Fig. 4 . Here, the extrema are pushed well away from the plane z = 0. Around the boundary of the object, the polynomial has been constrained to t the ribbon surface '(x; y), with the desired result that no singular points occur in the vicinity of ? 0 , and the zero set captures the essence of the boundary of the body and neck of the guitar. Of particular interest is how the choice of c, and hence of ? c , a ects the 3L representation. Consider the complex object shown in Fig. 5(a) , with ? 0 again chosen to be the set of points along the object boundary. Note that the object is too complicated to be t by a single 4 th degree polynomial. Figs. 5(b)-(g) show the zero sets of the polynomials obtained by the 3L method for several di erent values of c. The character of the representation clearly depends on the magnitude of c. When c is small, the zero sets tend to contain extraneous zeros in close proximity to ? 0 . Even worse, the extrema of the associated polynomial surfaces are close to the plane z = 0, resulting in breaks in the object representation. Here, our ribbon surface '(x; y) provides insu cient constraint. On the contrary, when c is large, any extraneous zeros are removed from the object boundary, however the zero sets are highly smoothed approximations of ? 0 , resulting in loss of potentially useful detail. This represents too great a constraint, and the resulting polynomial may be insu ciently discriminatory for purposes of recognition.
To determine an appropriate heuristic for choosing c, empirical studies were conducted using a wide variety of objects, some of which are shown in Fig. 1 . The studies revealed two general criteria: (1) For objects with narrow parts, such as the plane and guitar objects shown in Fig. 1, c should be chosen to be less than half the pixel width of the narrowest salient part that is to be included in the representation, e.g. the neck of the guitar; and (2) For objects without narrow parts, such as the triangle or hiking boot objects shown in Fig. 1 , c should be chosen to be small, on the order of ve to ten pixels, for objects that t neatly within a (256 x 256) square.
With the 3L method outlined, a natural question arises as to the repeatability of the tted representations to arbitrary translations, rotations and a ne transformations. In particular, for the purposes of recognition, the resultant zero set representations for the same object sensed at two di erent orientations and o sets should be corresponding translations and rotations of each other. Fig. 6 demonstrates that while this is not the case for the 1L procedure, the 3L method produces suitably invariant zero sets under such circumstances. The remarkable advantage in stability brought about by the 3L tting is highlighted by the drastic di erence between Figs. 6(d),(e). Here, the zero sets obtained by both the 1L procedure and the 3L method have been translated and rotated to standard position and overlayed. Even with quantization e ects due to the unavoidable use of grided data, it is obvious from Fig. 6 (e) that the zero sets obtained by the 3L method align precisely when placed in standard position. This property is common to all the objects studied. Fig. 6(d) plainly suggests the inadequacy of the 1L derived representations for recognition, since a di erent representation is obtained for each orientation and translation.
While the fact that the 3L method yields representations exhibiting such rotation-and translation-invariance is an important nding in its own right, an even deeper statement can be made. Recall that the recognition process is highly dependent upon the invariants computed from the polynomial coe cients, and hence the stability of the coe cients themselves. In particular, it is critical that the two coe cient vectors associated with the representations of an object and an arbitrary rotation and translation of the same object be related by the same rotation and translation. That is, after rotating and translating one of the coe cient vectors by the appropriate amount, the di erence between the two should be small. Using a Mahalanobis distance metric to properly account for the di erences in magnitude between the individual coe cients, we nd that the error is approximately 2% for typical complex 2D shapes. More often than not, the two coe cient vectors obtained by the 1L procedure are completely unrelated. The e ects of a ne transformation and data perturbation have not been studied as extensively as that of translation and rotation. However, preliminary ndings suggest the power of the 3L method to produce meaningful representations under these conditions. Figs. 7 and 8 compare the results of the 1L and 3L algorithms after manipulating the complex 2D shape used in the rotation example (Fig. 6) . Qualitatively, Z f scales in a physically reasonable way in Fig. 7 , and enlarges and shrinks in physically meaningful ways in response to the addition and removal of data for ? 0 in Fig. 8 .
A signi cant advantage of the 3L method is its ability to produce meaningful representations when ? 0 contains only a small number of points. The desired behavior of a tting method under sparse data conditions is to achieve a smooth interpolation through the limited data. For complex objects, where few or no data points are present over highly variable portions of the object's boundary, the resulting t should be as if the object actually lacked the unsampled features. Fig. 9 shows several complex objects and the resulting zero sets obtained by the 3L method using a reduced number of data points. Each object shown has on the order of 500 to 700 data points along its boundary. Observe the high quality of the representations when only 20 equispaced data points are used (Fig 9) . The resulting ts can be further improved by selecting the data points in a judicious manner, such as clustering them at points of high curvature.
Conclusions
A new method for tting 4 th degree implicit polynomial curves to 2D data is presented. By direct extension, the method is applicable to higher degree implicit polynomials and to tting implicit polynomial surfaces to 3D stereo or range data. The 3L method yields physically meaningful representations even when the object is too complex to be t exactly by the degree polynomial used. The representations are stable with respect to translation, rotation, linear transformation and perturbation of the object to be t. Furthermore, the algorithm is of low computational cost, requiring approximately a hundredth of a second to t a 4 th degree curve to roughly 100 2D data points on a typical general purpose computer. These are properties of great importance to object recognition and e cient geometric indexing into pictorial databases.
In conclusion, we comment on three issues. First, the key aspect of the 3L method is that an explicit polynomial is obtained by tting a 2D curve or 3D surface to three levelsets of the D-Euclidean distance transform of the object being t. A natural question is whether the use of more level-sets would produce better ts. Conceptually, we think not. The purpose of the level-sets is to constrain the polynomial surface in the vicinity of the object boundary. Since the level-sets form a monotonic surface along any normal to the object boundary, a level-set outside, on, and inside the object boundary should be su cient to constrain the polynomial in the desired way. Empirical studies corroborate this. However, an open question is whether level-sets obtained from a function other than the D-Euclidean distance transform might yield better results.
Second, the tting performance functional (4) with which we compare the 3L method was chosen for convenience. It is an intuitive measure, and has been used in a variety of applications. Other, more complicated performance functionals such as the sum of approximate squared distances 5] give much better and generally useful ts. However, since these functionals exhibit the same weaknesses as (4), we have selected (4) for simplicity of presentation.
Third, and most important, we emphasize that the 3L method is the tting of explicit polynomials to data, and as such is linear least-squares tting. This has profound, positive, practical consequences for implicit polynomial technology. In particular, all of the desirable tools of explicit polynomial tting apply, including fast algorithms for computing polynomial coe cients for the sum of two data sets in terms of the coe cients for the two data sets individually, and for computing coe cients for a polynomial of degree d + 1 in terms of the coe cients computed for a polynomial of degree d.
A key bene t of fast tting is the enhancement of model-based segmentation by the ability to check e ciently whether groupings of patches of data are part of a shape in a large database of objects.
