This paper presents a new two-dimensional (2D) signal analysis method, namely partial unwinding adaptive Fourier decomposition. Because of its efficiency and accuracy it has great ability in practice. Besides theory and algorithm we provide the application in image reconstruction. One-dimensional (1D) unwinding adaptive Fourier decomposition has been studied. It depends on Nevanlinna factorization and a maximal selection. The 1D method leads to a fast convergence nonlinear phase decomposition. However, for a multi-dimensional (mD) case, the usual factorization fails. Consequently, mD signals have no genuine unwinding decomposition. This work aims to propose a 2D partial unwinding adaptive Fourier decomposition that depends on the basic mathematical operations reducing the 2D case to the 1D case. Its decomposing terms are orthogonal to each other and result in 2D-nonlinear phase decomposition. Its fast convergence gives rise to efficient image reconstruction. A number of experiments illustrate that our proposed 2D-PUAFD exhibits the best reconstruction performance among all the tested methods.
I. INTRODUCTION
Fourier transform (FT) is a powerful tool in different kinds of applications such as image and signal analysis [1] - [5] , restoration [6] , [7] , filtering [8] , [9] , and compression [10] . Because of its extensive and profound connection with various branches of science, FT will continue to demonstrate its potential applications in the future. Nevertheless, the decomposing terms of FT are linear phase trigonometric functions, but nonlinear phase decomposition plays a key role in sparse representation. This phenomenon has led to the adaptive Fourier decomposition (AFD) of signals.
One-dimensional AFD (1D-AFD) adaptively decomposes an analytic signal into nonlinear phase and positive instantaneous frequency components [11] based on a maximal selection principle. Because of this maximal selection principle, 1D-AFD converges faster than does 1D-FT. In fact, the latter is a particular case of 1D-AFD when selecting specific parameter values. Further, combining maximal selection and Nevanlinna factorization, the author of the paper [12] proposed 1D unwinding adaptive Fourier decomposition The associate editor coordinating the review of this manuscript and approving it for publication was Di Zhang .
(1D-UAFD). The principle of 1D-UAFD involves (i) using Nevanlinna factorization to recursively decompose an analytic signal into inner and outer functions and then (ii) implementing maximal selection on the outer functions. Among various Fourier-type nonlinear phase expansions [11] - [15] , 1D-UAFD exhibits the fastest convergence. Different kinds of applications for the above signal representations have been found [16] - [23] .
Motivated by 1D-UAFD, a natural question is raised that whether the UAFD in higher dimensions can be studied to obtain fast convergence. However, for the mD cases, there does not exist genuine UAFD, the reason being the essential difference between mD and 1D complex variable analysis.
One complex variable function theory shows that if g is analytic at the point a 0 and satisfies g(a 0 ) = 0, then there is a function h which is analytic at a 0 such that g(z) = (z−a 0 )h(z) holds. However, in higher dimensions, neither the multiple complex variable function theory nor Clifford algebra [33] , [34] provides an analogous factorization result. This fact means that the unwinding process in higher dimensions cannot be implemented.
This paper aims to propose what we refer to as 2D partial unwinding adaptive Fourier decomposition (2D-PUAFD), that applies the 1D-UAFD to the 2D situation by some basic mathematical operations. Our method leads to fast convergence and nonlinear phase decomposition of images. We prove the convergence of this method and the orthogonality of its decomposing terms. The computational complexity of our proposed method is also calculated. To illustrate the effectiveness of our algorithm, a number of experiments are conducted. We compares the image reconstruction results between 2D Fourier series (2D-FS), slice-1D-AFD, slice-1D-UAFD, and our method. Experiments show that our proposed 2D-PUAFD exhibits the best reconstruction performance.
The main contributions of the paper are given as follows.
• The 2D-PUAFD theory is first established on the 2D Hardy space and then extended to the finite energy space.
• The convergence of the proposed method and the orthogonality of its decomposing terms are proved.
• Image reconstruction experiments are conducted in comparison with slice-1D-AFD, slice-1D-UAFD, 2D-FS, and the proposed approach. Experimental results show that 2D-PUAFD outperforms the other tested methods. The reminder of the paper is organized as follows. In Section II, we give the mathematical basics of 2D-PUAFD. Section III proposes the 2D-PUAFD on the spaces H 2 and L 2 . Experimental results on image reconstruction are presented in Section IV. Section V draws the conclusion.
II. RELATED WORK
Since our proposed 2D-PUAFD relies on 1D-UAFD, this section begins with an introduction to the basics of 1D-UAFD. Because UAFD is for complex holomorphic functions in the appropriate Hardy H 2 spaces, whereas signals in the real world are supposed to be in the finite energy spaces L 2 , this section details the related knowledge of H 2 and L 2 .
A. 1D UNWINDING ADAPTIVE FOURIER DECOMPOSITION
Denote by D the unit disc and T by the unit circle. The Fourier series of any function f (e it ) in L 2 (T) can be divided into two parts. That is,
The nature of finite energy means ∞ n=−∞ |c n | 2 < ∞. If f is real-valued, the following holds due to c −n = c n :
where Re represents the real part of f + . f + is called the analytic signal associated with f . Equation (2) shows that we can simplify the study of an L 2 function to the study of its associated analytic signals. The analytic signal is identical to the boundary limit of the Hardy H 2 space function in D.
The definition of H 2 in D is given as follows.
The boundary Hardy space is defined as
c n e int and +∞ n=0 |c n | 2 < ∞}.
The above two spaces coincide in the sense of isometric isomorphism [24] . The Szegö kernel in H 2 (D), namely
satisfies the following reproducing property
Let a sequence = {α 1 , α 2 , · · · , α n , · · · } be in D. Through the Gram-Schmit orthogonalization for e α 1 , e α 2 , · · · , e α n , · · · , the corresponding rational orthogonal system is obtained as
Let f ∈ H 2 (D). By performing Nevanlinna factorization [24] - [26] , one has
where
and I (ξ ) are the outer and inner functions, respectively. Furthermore, I (ξ ) = S(ξ )B(ξ ), where S(ξ ) is the singular inner function part, and
is the Blaschke product part. Suppose that f 1 = f ∈ H 2 (D). Through Nevanlinna factorization, we obtain f 1 (ξ ) = I 1 (ξ )O 1 (ξ ). We further apply the maximal selection principle [11] to the outer function O 1 (ξ ). Due to O 1 ∈ H 2 (D), we can find α 1 ∈ D satisfying
Thus, f 1 can be decomposed into
Repeat the same procedure for f 2 , and so on. After the N time, there holds
and
In addition to Nevanlinna factorization, another important point is that each α m satisfies
The author of the paper [12] proved that (14) is the orthogonal decomposition and
Therefore, 1D-UAFD yields an orthonormal adaptive system by performing Nevanlinna factorization and maximal selection. Different from Fourier series with linear phase decomposition, it turns out that the 1D-UAFD provides a nonlinear phase decomposition of signals.
Similar to the 1D case, our proposed 2D-PUAFD theory is developed in the 2D Hardy H 2 space. However, the actual 2D signals are of real value and belong to the L 2 space, this subsection gives the related knowledge of the 2D spaces H 2 and L 2 . For further details of what is discussed in this subsection, please refer to [28] . Let D 2 := (ξ, η) : |ξ | < 1 and |η| < 1 . Denote by L 2 (T 2 ) the Hilbert space of functions on the 2-torus with finite energy. For f 1 , f 2 ∈ L 2 (T 2 ), the inner product is given as
The multi-dimensional fourier analysis theory shows that f belongs to L 2 (T 2 ) if and only if
and −∞<m,n<∞
Denote by H 2 (T 2 ) the space of the functions in L 2 (T 2 ) with Fourier coefficients c mn = 0 for m < 0 or n < 0. Define
It is shown in [28] that H 2 (D 2 ) is the same as H 2 (T 2 ) in the isometric isomorphism. Besides, H 2 (T 2 ) is a subspace of L 2 (T 2 ).
III. PROPOSED 2D PARTIAL UNWINDING ADAPTIVE FOURIER DECOMPOSITION FOR IMAGE SIGNALS
In this section, we begin by proposing the 2D-PUAFD algorithm on H 2 . Based on the relationship between H 2 and L 2 , we end by showing the 2D-PUAFD of a real-valued L 2 function.
For any function g(ξ, η) in H 2 (D 2 ), there holds
where m≥0,n≥0
|c mn | 2 < ∞. By setting g 1 = g and
we have h(ξ, η) = 0 for ξ = 0 and any η ∈ D, and for η = 0 and any ξ ∈ D. Thus, there follows
where g 2 belongs to H 2 (D 2 ). We thus obtain
For g 2 (ξ, η), we repeat the same procedure as g 1 (ξ, η). Thus, we have
Repeating this process for N times, we obtain
Denoting
where g N +1 belongs to H 2 (D 2 ), we have
On the other hand, denote the N -partial sum of 2D-FS by
and the reminder part byȒ N (g)(ξ, η). Then it is obvious that
From the Fourier theory, we have
As shown in Figure 1 , we see thatȒ N (g) is distributed over region a ∪ b ∪ c, while R N (g) is only distributed over the region b. We further demonstrate that S N (g) rapidly converges to g in the sense of the L 2 -norm.
In addition, if g can be continued holomorphically to ( 
Proof: Since the power series expansion of any holomorphic function is unique, the reminder R N (g) is equal to the sum of the power series entries c mn ξ m η n with n ≥ N and m ≥ N . The energy of R N (g) is the square sum of the norms of the Fourier coefficients indexed by the integer pairs in the region b of Figure 1 
for any n ≥ 0 and m ≥ 0. This yields
So we have the desired result
and a = 1
The iterative process (31) for any function g in H 2 (D 2 ) shows that g l (ξ, η) ∈ H 2 (D 2 ) for any l ≥ 1. Further, we can easily prove that all the univariate functions g l (0, η) and g l (ξ, 0) belong to H 2 (D). We note from Subsection II-A that each g l (0, η) and g l (ξ, 0) could be approximated by 1D-UAFD. We therefore obtain 1D-UAFD based 2D-PUAFD on H 2 (D 2 ). Algorithm 1 illustrates how 2D-PUAFD is implemented on H 2 (D 2 ). Given processes (14) and (31), we obtain the adaptive system consisting of (ξ
The adaptivity of the above system is due to that of 1D-UAFD. In addition, the different elements in this system are actually orthogonal to each other.
Theorem 2: If g(ξ, η) belongs to H 2 (D 2 ), then its 2D adaptive unwinding system is orthornormal.
Proof: We first calculate the following inner product
Without loss of generality, set j ≥ k. Cauchy's theorem yields |ξ |=r
This leads to a zero value for the inner product described above. Similarly, orthogonality between other different elements can be obtained. Furthermore, because of the unitmodulus nature of the inner function on the circle T [30] , all elements in this system have the unit-norm property. This proof is finished.
Algorithm 1 2D-PUAFD on H 2 (D 2 )
Input: 2D signal ϕ in H 2 (D 2 ) and decomposition level N . Output: Approximation result ϕ N . 1: Initialize ϕ 1 = u and ϕ N = 0. 2: for l = 1 to N do 3: Get ϕ l (0, e is ), ϕ l (e it , 0), and ϕ l (0, 0) from (40); 4: Get T l = (e it e is ) l−1 and choose 1D-UAFD level n; 5: Get the 1D-UAFDs ϕ n l (0, e is ) of ϕ l (0, e is ) and ϕ n l (e it , 0) of ϕ l (e it , 0) from [27] ; 6: Get ϕ N = ϕ N + T l [ϕ n l (0, e is ) + ϕ n l (e it , 0) − ϕ l (0, 0)] from (33); 7: Get ϕ l+1 = [ϕ l − ϕ l (0, e is ) − ϕ l (e it , 0) + ϕ l (0, 0)]/(e it e is ) from (32); 8: end for 9: return ϕ N .
B. 2D-PUAFD FOR IMAGE DECOMPOSITION AND RECONSTRUCTION
This subsection first depends on the relationship between H 2 and L 2 to get the 2D-PUAFD of a real-valued function in L 2 and then uses the proposed 2D-PUAFD for image reconstruction.
For any function f in L 2 (T 2 ), one can denote 
and F(e it ) = 1 2π
π −π f (e it , e is )ds,
The definition of partial Hilbert transforms of f ∈ L 2 (T 2 ) [29] are given as
,
where H 1 f and H 2 f are the Hilbert transforms of f with respect to the first and second variables, respectively. From now on, assume that f in L 2 (T 2 ) is real-valued. Then f −,− and f +,+ are mutually conjugate, as are f +,− and f −,+ . In view of (39) and (40), we further denote
This means the Fourier coefficients c mn of g are equal to zero when m = 0 or n = 0. Through direct calculation, we obtain
and g −,+ (e it , e is ) = 1 4 (I + iH 2 )(I − iH 1 )g,
It then follows that g(e it , e is ) = g +,+ (e it , e is ) + g −,− (e it , e is )
× g −,+ (e it , e is ) + g +,− (e it , e is ) . (46)
We further obtain g(e it , e is ) = 2Re g +,+ (e it , e is ) + 2Re g −,+ (e it , e is ) .
(47)
This fact together with (42) and (47) implies
Accordingly, 2D-PUAFD algorithm for any real-valued function f ∈ L 2 (T 2 ) is summarized as follows. (i) Use the 2D-PUAFD algorithm for g +,+ , whose Fourier coefficients c mn = 0 for n ≤ 0 or m ≤ 0. (ii) Do the same for g −,+ . (iii) Apply the 1D-UAFD described in Subsection II-A to 1D functions G and F. (iv) Add the real parts of all the decomposing terms together as shown in (48). The described algorithmic procedure shows that the 2D-PUAFD of a realvalued function in L 2 is reduced to that of the associated Hardy space functions and the 1D-UAFD of certain 1D functions.
Since each 2D image in the real world is real-valued and defined in L 2 (T 2 ), this subsection is aimed at a practical 2D-PUAFD algorithm for image signals. A practical image is given in the form of a set of ''sampling points'', denoted A(j, k), j = 1, · · · , J , k = 1, · · · , K , which are treated as discrete values of a real-valed function f (e it , e is ) in L 2 (T 2 ). 2D-PUAFD algorithm for image decomposition and reconstruction is summarized in Algorithm 2. A 2D image f is preprocessed to get g by discarding the terms c mn of f for m = 0 or n = 0 and then to obtain these functions g +,+ , g −,+ through the relations (43) Get ψ l (0, e is ), ψ l (e −it , 0), and ψ l (0, 0) from (40); 4: Get T l = (e −it e is ) l−1 and select 1D-UAFD level n; 5: Get the 1D-UAFDs ψ n l (0, e is ) of ψ l (0, e is ) and ψ n l (e it , 0) of ψ l (e −it , 0) from [27] ; 6: Get ψ N = ψ N + T l [ψ n l (0, e is ) + ψ n l (e it , 0) − ψ l (0, 0)]; 7: Get ψ l+1 = [ψ l − ψ l (0, e is ) − ψ l (e −it , 0) + ψ l (0, 0)]/(e −it e is ); 8: end for 9: return ψ N .
The computational complexity of this algorithm is given below. Assume that a 2D image f is of size L × L.
• Because Hilbert transform is calculated by using fast Fourier transform [35] , the computational complexities of the projections g +,+ and g −,+ are both O(L 2 logL).
• The complexities of calculating zeros of the finite Blaschke product in step 5 of Algorithms 1 and 3 are both O(SL) [36] , in which S denotes the number of the discrete points in D.
• The complexities of selecting parameters through maximal selection in step 5 of Algorithms 1 and 3 are both O(SL 2 ) [37] .
• The complexities of step 6 of Algorithms 1 and 3 are both O(L 2 ). Thus, the complexity of our proposed algorithm 2D-PUAFD is O(L 2 logL).
As proved in Subsection III-A, the obtained nonlinear phase decomposition 2D-PUAFD yields a fast-converging adaptive system. The experiments discussed in Section IV show that compared with 1D methods (namely 1D-UAFD and 1D-AFD) applied to linearly sliced images and 2D-FS, 2D-PUAFD is considerably faster at reconstruction and is better at preserving the spatial information of images.
IV. EXPERIMENTAL RESULTS
A number of experiments are done to illustrate the validity of our proposed algorithm. We adopt the names slice-1D-UAFD and slice-1D-AFD to denote the line-by-line processing of the image by performing 1D-UAFD and 1D-AFD, respectively. On the other hand, 2D-FS and 2D-PUAFD denote the classical 2D Fourier series and the proposed algorithm, respectively. These 2D algorithms are implemented through the overlapping block method. We compare the effectiveness of the reconstruction performance between the above four methods on 6 commonly used images and two popular face databases -Yale and ORL, including 1026 images from Yale and 240 images from ORL, respectively.
We adopt the four criteria to assess the reconstruction performance: the peak signal-to-noise ratio (PSNR), the structural similarity (SSIM) index, the figure definition (FD), and the edge intensity (EI). PSNR is given by
where [18] represents the sharpness of an image and is calculated as where J × K is the size of image A. EI [18] is obtained by averaging the sum of the absolute values for the edges of the image. Closer FD and EI values for the reconstruction image to those for the original image correspond to higher reconstruction performance. The above four measurements are suitable for grayscale images. For the color image, we average separately the SSIM, PSNR, FD, and EI values for the three color channels. Regardless of the grayscale or the color image, better reconstruction performance corresponds to (i) larger SSIM and PSNR values and (ii) closer FD and EI values. We conduct several experiments to illustrate the effectiveness of our algorithm. 6 popular images such as three grayscale images and three color images with size 256 × 256 are chosen as test images. Figure 2 (1) displays the test images which are ''lena'', ''house'', ''boats'', ''airplane'', ''flowers'', and ''tiger'', respectively. Apart from these 6 test images, we also choose two face databases. The images are taken in varying illumination conditions, with different viewing angles, facial expressions and details. Table 1 gives the values of FD and EI for the 6 test images and the average values of FD and EI for the databases Yale and ORL, respectively. Table 2 lists the comparison results among the four methods at N = 5 on SSIM, PSNR, FD, and EI values for the selected 6 images and the respective averages for the databases Yale and ORL. Figure 4 compares the SSIM, PSNR, FD, and EI values for the reconstruction images of ''lena'' under different decomposition levels. The black dotted lines in Figure 4 (3) and (4) depict the respective FD and EI values for the original ''lena'' image. It can be seen that with the increase of the decomposition level, the SSIM and PSNR for each method become larger and larger, and the FD and EI for each method are TABLE 2. Comparison of peak signal-to-noise ratio (PSNR), structural similarity (SSIM) index, FD, and EI among the four methods tested (N = 5).
also getting closer to the corresponding values for the original ''lena'' image. As shown in Figure 4 (1), the PSNR value for 2D-PUAFD at N = 1 already exceeds the corresponding values for the 1D methods at N = 5. In addition, with the increase of N , the PSNR value for the proposed 2D-PUAFD greatly exceeds that for 2D-FS. From Figure 4 (2), as N increases, the SSIM value for 2D-PUAFD is considerably bigger than those for the other three methods. In fact, we note from Table 2 that the SSIM value for 2D-PUAFD at N = 5 reaches 0.9992. According to Figure 4(3) and (4), the EI and FD values for 2D-PUAFD are the closest to the corresponding values for the original ''lena'' image among the four methods. As given in Table 2 , when N = 5, the FD and EI values for 2D-PUAFD are 0.0306 and 0.2578, respectively, which are closer to the corresponding original values 0.0305 and 0.2579 than those for the other methods. The ''lena'' reconstruction results at N = 5 for the four methods are shown in Figure 2 (2)-(5) (the first row). By inspection, the ''lena'' images reconstructed with the slice-1D decompositions are blurred, that with 2D-FS is clearer than those with the two slice-1D decompositions, and 2D-PUAFD achieves the clearest reconstruction effect. Thus, for the ''lena'' image, 2D-PUAFD preserves more information from the test image and achieves the highest reconstruction quality among the four methods tested. For the other two grayscale images and three color images, Table 2 shows that comparing the 2D-FS and slice-1D decompositions, 2D-PUAFD has not only the largest PSNR and SSIM values but also the closest FD and EI values to the corresponding original values. Figure 2 further shows that the proposed 2D-PUAFD outperforms the other tested methods.
To illustrate the universality of our proposed approach, we perform the image reconstruction experiments on two commonly used databases-Yale and ORL. Figure 3 shows 20 original images from each database and the corresponding reconstruction images with the proposed 2D-PUAFD. The experimental results illustrate that these reconstruction images have no difference from their corresponding test images in the visual observation. Besides, Table 2 shows that the reconstruction effects of the proposed 2D-PUAFD is better than the other three methods. Altogether, 2D-PUAFD exhibits the best image reconstruction performance among all the tested methods.
V. CONCLUSION
In this paper, we propose the new 2D nonlinear phase decomposition approach 2D-PUAFD. It yields an orthonormal adaptive system. The convergence of the proposed 2D-PUAFD is faster than the classical Fourier approaches. Therefore, in theory, wherever the Fourier approaches is used, the proposed approach could be used more efficiently. This approach gives rise to positive instantaneous phase derivative in the form of tensor, which lays the foundation for image frequency analysis. Extensive experiments demonstrate that our proposed 2D-PUAFD exhibits the best image reconstruction performance among all the tested methods. Further applications in image encryption and digital watermarking will be studied in the future.
