In this paper, we evaluate efficient implementations of a broadband beamforming structure, that permits to project the data onto subspaces defined by the principle components of the array data. This optimum but computationally expensive approach is approximated in the frequency domain by processing in independent frequency bins. The later is computationally optimal, but suffers from spectral leakage. We show that this problem persists even if the frequency resolution is increased, and that the worst case performance depends on the available degrees for freedoms only. Further, an oversampled subband scheme is proposed, which sacrifes some computational complexity but has a considerably improved and controllable worst case performance.
INTRODUCTION
Broadband beamforming is a technique that uses both temporal and spatial information to separate signal components impinging on an array of M sensors from various directions of arrival (DOA). This finds applications in radar and sonar [12] , or in communications to deal with multiple users operating within the same frequency band [6] . Amongst a larger number of choices for different structures [12, 61, the type of broadband beamformer considered here is a processor for the received M channel data, which can filter out signal components that occupy a certain subspace in the spatio-temporal domain by means of principle components.
To achieve high spatial and temporal resolution, large array dimensions and time windows have to be employed, thus resulting in a considerable complexity. A number of techniques have been developed to either reduce the number of degrees of freedom (DOF) and therefore the adjustable parameters in the system [13] , or find numerically efficient schemes such as DFT based beamforming in the frequency domain [lo, 1, 51 or subband processing [16] . The aim of this paper is to survey and compare computationally inexpensive broadband beamforming methods similarly to the ones in [ 1, 161 based on DFT and subband processing, for the above M-channel subspace filter.
Both frequency domain and subband methods apply a filter bank to the sensor data. The traditional choice of filter bank is a discrete Fourier transform (DFT), whereby it is hoped that in the Fourier domain interactions between different frequency bins can be neglected. This approximation as an "independent frequency bin"(1FB) processor offers computational optimality but also suffers from drawbacks due to the DFTs relatively poor frequency resolution. A second choice of filter banks are oversampled filter banks (OSFBs) that sacrifice some computational savings but avoid the drawbacks of the IFB-KLT by em-ploying filters with a high frequency selectivity [3] .
The paper is organised as follows. Sec. 2 will introduce the considered broadband beamformer or multichannel filtering structure, and the calculations of the processor matrix via principle components of the data. A frequency domain implementation analogous to e.g. [ 11 is performed in Sec. 3, highlighting the approximations made. Sec. 4 proposes a subband based beamformer, which in structure has similarities to the frequency domain processor. Tiis subband processor sacrifices some computational complexity to avoid drawbacks of the frequency domain processor, which will be demonstrated when assessing the worst-case performance of these processor structures in Sec. 5.
OPTIMUM BROADBAND BEAMFORMING

Structure
The considered broadband beamforming structure is depicted in Fig. l . The M channel input signal is passed into tapped delay lines (TDL), which in Fig. 1 are labelled as serial-to-parallel (s/p) conversion blocks. At the output of these TDLs, a vector x~ [ n ] of spatio-temporally sampled data, is passed to a processor matrix TI. Before entering the processor matrix, the data vector XI [n] is generally decimated by a factorN, 1 5 N 5 L , where L is the length of the TDL. This'decimation is part of the serial to parallel (s/p) converters in Fig. 1 which are shown in detail in Fig. 2(a) . After the multiplication with TI, the reverse process takes place, whereby the expansion by N and the multiplexing given in The processor matrix TI is select optimally in terms of filtering based on principle components [9] . For this, first the covariance matrix of the input data vector, RI = E { x~ [ v ] . 
where Q is the modal matrix and A a diagonal matrix containing the eigenvalues. Some of the eigenvalues and their accompanying eigenvectors in Q represent structured data, and by isolating selected eigenvalues, different principle components of the data can be separated. This is performed via a modified low rank approximation TI of the covariance matrix, which is given by
where e(.) is a binary threshold operator.
Gain Response
To characterise the broadband beamformer described in Sec. 2.1, a gain response is calculated in the following. This response represents the absolute gain and phase that the processor imposes on a narrowband signal of normalised angular frequency R impinging from a direction of arrival (DOA) I9 onto an M-element array. The sensor data can be simulated by means of a steering vector 4% 81, which expresses the impinging wavefront's delay to hit the different sensors of an array that is assumed to be linear and uniformly spaced. At the processor output an optimal narrowband beamformer, equivalent to a matched filter for the steering vector, is applied. The flow graph for obtaining this gain response A(ej", 19) is given in Fig. 3 . Note that for a trivial processor TI = I forming an identity matrix, this is an optimal narrowband beamformer with -4(ej"; I9) = sH(R: 29) . s(R, 29) = M . While generally it is not straightforward to determine A(ej", 19) analytically, the simple case of an undecimated processor with N = 1 reduces to
where FH(R) describes the response of the multiplexing and demultiplexing according to Fig. 2. 
DFT-BASED BROADBAND BEAMFORMING
Structure
The application of the discrete Fourier transform (DFT) to a broadband beamforming structure is very popular as it promises computational advantages over the time do- RO,GI Ri.1-1 . . . RGI,GI R~-i,i 1. (9) Rrd-11 = .
In (9), RL,J is an M x M correlation matrix between frequency bins i and j of different sensor signals .
The covariance matrix can be related to the covariance matrix in the time-domain case by (6) as
Due to the unitarity of P . B , Rrd-11 and RI have identical eigenvalues [ 7 ] . If the eigenvalues of Rrd-11 are subjected to the same binary thresholding as in the time domain processor matrix in (3), then the frequency domain processor with matrix Tfd-11 = PBTIBHPH differs structurally from the time domain processor in Sec. 2, but can implement the identical functionality.
Approximations
In general, frequency domain methods neglect any interaction between adjacent frequency bins. Therefore in DFT-based beamforming, a computational advantage arises as within each frequency bin only a narrowband beamformer is operated independently of the ones operated in other frequency bins [ 11. For the covariance matrix of the resulting processor, the restriction to infra-bin processing results in a modification of the matrix structure in (9), i.e. correlations between different bins i # j are set to zero.
The eigenvalue decomposition of Rib can be reduced to solving eigenvalue problems for the L sub-matrices analysis filter bank synthesis filter bank Ri,i independently, with the result that an identical blockdiagonal structure is achieved for the processor matrix Tin, containing L x L sub-matrices. The subscript used in the above quantities refers to the processing in independent frequency bins (IFB).
Although the approximations in (1 I) make the IFBprocessor optimal in the sense of computational complexity, spectral leakage will create a problem whenever input data does not exactly lie on a frequency bin. The effect will be highlighted in Sec. 5.
SUBBAND-BASED BROADBAND BEAMFORMING
Interpreting the L-point DFT in Sec. 3 as an L channel filter bank of poor selectivity, spectral leakage can be suppressed by employing filters with better frequency domain properties. This leads to the subband-based structure discussed below.
Oversampled Frequency Bands
A general K-channel filter bank with analysis and synthesis of a fullband signals is shown in Fig. 5 . In the anal- In this case a perfectly reconstructing synthesis filter bank is given by setting G ( z ) = H(z), as can be easily verified from Fig. 6 . In practice, the perfect reconstruction condition can be relaxed by allowing small errors in the reconstruction. This error, together with the level of aliasing, can be controlled by the filter bank design [SI.
By oversampling N < K aliasing in the subbands is suppressed, at the expense of introducing redundancy into the subband domain. This however is advantageous in many applications, as the redundancy lies in the overlapping region of the analysis filters H k ( z ) . This fact enables to treat different subbands independently, and decouples the problem of processing between adjacent subbands as found in the critically sampled case N = K [4] or the DFT-structure in Sec. 3.
Beamforming Structure
Substituting the filter bank blocks in Fig. 6 into the DFTbased broadband beamforming processor of Sec. 3, the subband structure in Fig. 7 
Approximation
The computational efficiency of the proposed subbandbased processor is not only due to neglecting the spatiotemporal sub-matrices Rt,j x 0~~V l i jl > 1, but also all sub-matrices off the block diagonal of Rsub. In retaining only the matrices Rk,k, for k = 0 ( 1 ) K -1, an error would be incurred if the filter banks were critically decimated. This error-free approximation of omitting nonzero correlation terms has been similarly noted for subband adaptive filtering where the redundancy in employing oversampled filter banks (OSFB) relieves from the use of adaptive filters between adjacent subbands [4, 14, 151. The subband-based processor matrix is built from the reduced subband covariance matrix 
PERFORMANCE
To assess the performance of the three discussed broadband beamforming structures, Sec. 5.1 introduces the test modalities, while the results are discussed in Sec. 5.2.
Simulation Scenario
The data of the simulation is produced by a complex harmonic of frequency R impinging from a DOA of 19 = 30" onto an Ad = 8 element array. For this data, covariance matrices are calculated for all cases. A broadband beamforming processor matrix is calculated for each structure such that the complex harmonic should be suppressed as best as possible. This is achieved by setting the corresponding eigenvalue in (3) to zero and all other eigenvalues to unity.
In the absence of noise, for the ideal time domain processor a single DOF would suffice to perfectly null out the signal of interest. An example for the resulting gain response in this case is given in Fig. 8 . Hence the focus is on how IFB-and subband-processors can cope with this situation. The IFB-processor is characterised by an L = 16 point DIT, with a characteristic shown in Fig. 9 .
The filter bank employed for the subband-processor has K = 8 channels decimated by N = 7 depicted in Fig. 10 . Subsequently, to achieve the same number of DOFs as the IFB-processor, L , = 2.
Results and Discussion
The result of modifying the frequency between the 2nd and 4th bin frequency of the employed DFT is shown in Fig. 11 . If the frequency of the complex harmonic coincides with a bin frequency at R = { f x , fxgx} infinite attenuation is achieved. For values in between the bin frequencies, spectral leakage occurs and neighbouring frequency bins are required to be adjusted in order to achieve a reasonable attenuation.
With a single eigenvalue considered, and hence a single DOF, only the closest frequency bin is active and can contribute toward attenuating the signal. Similarly, for two considered eigenvalues, the two adjacent bins contribute and improve performance over the single DOF This worst case occurs for complex harmonics whose frequency lies exactly between D R bin frequencies.
Increasing the length L in the DIT of the IFB processor might be believed to influence the precision and therefore the worst-case scenario. However, independent of the number of frequency bins, the chance for signal Fig. 11 . Gain of the inverse IFB-KLT processor at a variable specified frequency R and fixed DOA considering one or two eigenvalues. Fig. 13 . Gain of the inverse subband-KLT processor considering one or two eigenvalues, adjusted to suppress a complex harmonic at a frequency varying over the 0th and 1st subband; the filter bank characteristic is underlaid.
components to fall in between bins does not decrease. In fact, doubling the frequency bins L = 32 and using a single eigenvalue, it is obvious from Fig. 12 that there is no change in the worst case attenuation over the earlier case L = 16. There is no performance gain achieved when increasing the DFT length, unless the signal's frequency is known a priori. Similarly, the subband-processor is tested by varying the frequency of a complex harmonic across a subband edge. The results in Fig. 13 indicate that for nulling a complex harmonic outside the overlap region between two subbands, considering a single eigenvalue in the construction of the inverse processor matrix is sufficient. The achievable gain is limited by the stopband attenuation of the filter bank, as clearly the performance curve in Fig. 13 follows the stopband ripple of the filter bank. In the overlap region, the eigenvalue has to be assigned to one subband, while the remaining subband will still pass the signal and therefore deteriorate the system performance. However, if two eigenvalues are permitted, then the processor can be correctly adjusted using one DOF in each subband.
Therefore, the Subband-KLT very well approximates the ability of the TDL-KLT to express a signal subspace using up as few DOFs as possible. For a complex harmonic, in most cases one DOF will be sufficient, and a maximum of two DOFs be required in the worst case.
If the frequency bands are reasonably selective and the overlap regions narrow, then in only few cases a signal component will cover the subband edges and require the latter consideration of eigenvalues in both adjacent subbands. The worst case attenuation performance, here -55 dB for the two eigenvalue case, depends only on the filter bank's stopband attenuation and is independent of the number of employed frequency bands. If two eigenvalues are permitted to suppress a complex harmonic, the worst case attenuation can, different from the IFB-KLT, always be controlled by appropriate filter design [SI.
CONCLUSIONS
This paper has discussed an A4 channel filter structure for broadband beamforming, which can project onto or away from signal subspaces by means of principle components of the data. A DFT-based structure commonly employed in broadband beamforming has been used to find a numerically efficient implementation of this beamformer in form of an IFB processor. Further, a subband based processor has been proposed to bypass some drawbacks of this IFB processor.
By analysing the worst case performance, it has been shown that the performance of the IFB-beamformer is independent of the number of frequency bins but always limited by the number of DOFs that can be dedicated to process a specific subspace. In the subband case, the performance is limited by the stopband attenuation of the employed filter banks, which however can be controlled by design to be just good or poor enough for the specific application.
In general, the subband-processor forms a link between the costly time-domain processor and the poorly performing IFB approach. In the extreme case, the number of subbands in the subband processor can be lowered to K = 1 resulting in the time domain methods. Similarly, by setting K = L and making the analysis filters poorly frequency selective, the IFB processor results. Hence, the proposed subband processor permits to tradeoff between the disadvantages of costly time domain and poorly performing IFB beamformers.
