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Network cloning unfolds the effect of clustering on dynamical processes
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MACSI, Department of Mathematics & Statistics, University of Limerick, Ireland
We introduce network L-cloning, a technique for creating ensembles of random networks from any given real-
world or artificial network. Each member of the ensemble is an L-cloned network constructed from L copies of
the original network. The degree distribution of an L-cloned network and, more importantly, the degree-degree
correlation between and beyond nearest neighbors are identical to those of the original network. The density
of triangles in an L-cloned network, and hence its clustering coefficient, is reduced by a factor of L compared
to those of the original network. Furthermore, the density of loops of any fixed length approaches zero for
sufficiently large values of L. Other variants of L-cloning allow us to keep intact the short loops of certain
lengths. As an application, we employ these network cloning methods to investigate the effect of short loops
on dynamical processes running on networks and to inspect the accuracy of corresponding tree-based theories.
We demonstrate that dynamics on L-cloned networks (with sufficiently large L) are accurately described by the
so-called adjacency tree-based theories, examples of which include the message passing technique, some pair
approximation methods, and the belief propagation algorithm used respectively to study bond percolation, SI
epidemics, and the Ising model.
I. INTRODUCTION
The behavior of processes such as percolation (as a model
for network resilience) or susceptible-infected (SI) disease
spreading depends on the structure of the underlying network
on which they operate [1]. Degree distribution and degree-
degree correlation are two important structural properties of a
network that influence its dynamics [1]. Moreover, the pres-
ence of an appreciable number of short loops in the network
(referred to as clustering) is known to significantly affect dy-
namics [1–4]. Real-world networks often have a relatively
large clustering coefficient [1, 5, 6], hence they possess a rel-
atively large number of loops of length 3 (i.e., simple cycles
of length 3). Some recent network models are able to pro-
duce random networks with a desired number of short loops
[4, 7–9] and provide theoretical frameworks for the analysis
of bond and site percolation properties, as well as calculat-
ing the sizes of k-cores and global cascades. However, the
state-of-the-art theoretical methods cannot capture the effect
of clustering on dynamics running on real-world networks.
Commonly used theories for dynamical processes running
on real-world networks are tree-based, i.e., they assume (in
one way or another) that the network has a locally treelike
structure. Examples of tree-based theories include mean-
field theories (which represent the network by its degree dis-
tribution or degree-degree correlation) and a class of pair-
approximation methods [10–12]. More sophisticated and
accurate tree-based theories (which we call adjacency tree-
based or Ai j theories for short) use information on the ad-
jacency of individual nodes. These theories have been used
to study different dynamical processes including site percola-
tion on directed networks [13], bond percolation [14] and SI
disease spread (see Sec. 17.10 of Ref. [1]). The belief prop-
agation, the Bethe-Peierls, and the cavity methods (used, for
example, to study the Ising model) [15, 16] are also Ai j the-
ories. Although tree-based methods are expected to fail on
clustered networks, they perform reasonably well on some
clustered networks, which casts doubts on the origins of inac-
curacy [10]. We have previously demonstrated that tree-based
theories perform worse on clustered networks that have low
values of average degree and nearest neighbors degree [11].
This study showed that there are important characteristics
other than the network clustering coefficient that affect the ac-
curacy of the tree-based theories. However, the net effect of
the short loops on the accuracy of theories was not addressed.
In this paper we investigate how short loops influence the
network dynamics and inspect the accuracy of existing the-
ories for dynamical processes operating on real-world net-
works. In this regard, we propose the L-cloned networks that
can be constructed for any given real-world or artificial net-
work via a simple process that we call L-cloning. We show
that the ensemble of L-cloned networks mimics some of the
important properties of the original network, including de-
gree distribution and degree-degree correlation between and
beyond nearest neighbors, while the network clustering coef-
ficient is reduced by a factor of L compared to that of the orig-
inal network. We also introduce an extension of the L-cloning
method in which densities of loops of specified lengths are
also preserved. We use this extension to highlight the net ef-
fect of short loops on network dynamics. These features make
network cloning an ideal framework for isolating the effect
of short loops on dynamical processes and for evaluating the
performance of theoretical models in the presence of network
clustering.
This paper is organized as follows. In Sec. II, we introduce
and discuss the design and some of the structural properties
of networks constructed by L-cloning and its extensions. In
Sec. III, we consider several dynamical processes operating
on networks and their corresponding Ai j theories. We then in-
vestigate the effect of short loops on dynamical processes and
the accuracy of corresponding theoretical predictions by ap-
plying network cloning methods to some synthetic and real-
world clustered networks. In Sec. IV, we present a summary
and point out potential future work and possible applications
of L-cloning.
II. CLONED NETWORKS
In this section, we first describe the ensemble of L-
cloned networks and explain how they can be constructed
from a network of interest (e.g., a real-world network). We
then describe their structural properties, focusing on how
short loops in the network are affected by the L-cloning. Af-
terward, we introduce two extensions of L-cloning, i.e., LX-
2cloning, and L f -cloning (defined in Secs. II C and II D).
The main goal of proposing the L-cloned networks ensem-
ble is to have networks that are very similar, in most respects,
to the network of interest, while having the effect of short
loops reduced or practically removed. As we show, this iso-
lates the effect of clustering from other structural properties
of the network, and assists in understanding how networked
behavior can be influenced solely by clustering.
In the remainder of this section we give a detailed descrip-
tion of the construction and properties of L-cloned networks,
but to summarize briefly, L-cloned networks have the follow-
ing features:
1. An L-cloned network can be constructed for any given
network and any positive integer L.
2. An L-cloned network has L times as many nodes and
edges as the original network.
3. The degree distribution and degree-degree correlation
between and beyond the nearest neighbors in an L-
cloned network are identical to those of the original
network.
4. The expected clustering coefficient of an L-cloned net-
work is L times smaller than that of the original net-
work. More generally, the density of loops of any fixed
length approaches zero for sufficiently large values of
L.
5. The first three statements above also hold for LX and
L f cloned networks. On the other hand LX-cloning pre-
serves short loops of specified lengths.
A. Design and description
In order to build an L-cloned network, we start with L
clones (i.e., identical copies) of the original network. In par-
ticular, for each node i of the original network, there exist L
copies i1, i2, ..., iL each placed in one of the L layers as we
show in Fig. 1(a). An L-cloned network is then created by
interweaving the L layers by reassigning the existing links
uniformly at random, subject to the following restriction: If
nodes i and j are connected in the original network, then each
copy of i is connected to exactly one copy of j and each copy
of j is connected to exactly one copy of i (see Fig. 1(b)). The
ensemble of L-cloned networks is comprised of realizations
of this L-cloning procedure for a fixed number of layers L.
An L-cloned network is L times larger than the original
network; nevertheless it has the same degree distribution
and nearest neighbors degree-degree correlation. Moreover
degree-degree correlation beyond nearest neighbors is also
preserved by L-cloning. That is, for any node in the original
network, the set of degrees of its neighbors, its second neigh-
bors, or any group of nodes at a distance d from the node,
is identical to that of any of its clones in the L-cloned net-
work. In other words, the set of degrees of nodes that are d
links away from a node i, denoted by {K}(i,d), is identical for
all clones of the original node i for all d values. Moreover,
for each path in the original network, there exist exactly L re-
lated paths in the L-cloned network; the sequence of nodes in
each of these L paths consists of identically ordered copies of
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FIG. 1. (Color online) (a) To create an L-cloned network, we start
with L clones of the original network. In particular, for each node i
of the original network, there exist L copies i1, i2, ..., iL each placed
in one of the L layers. (b) We then reassign existing links uniformly
at random, subject to the following restriction: If nodes i and j are
connected in the original network, then each copy of i is connected
to exactly one copy of j and each copy of j is connected to exactly
one copy of i.
nodes of the original path. Hence, such paths have identical
sequences of node degrees.
By contrast, an L-cloned network has a different density of
loops (clustering) than the original network. The density of
triangles is decreased: The shuffling of links between layers
in the L-cloned network breaks the triangles in each layer,
constructing a new structure in which triangles are less likely
to happen. For example, instead of 3 triangles in Fig. 1(a),
there is 1 triangle (i1 − j3 − k2 − i1) in Fig. 1(b). In fact, a
fraction of the broken triangles create new triangles, while
the rest of them merge into longer loops. In Fig. 1(b), for
example, a loop of length 6 ( j1 − k1 − i3 − j2 − k3 − i2 − j1)
is created in addition to the aforementioned new triangle. In
Sec. II B, we show that the density of triangles is decreased
by a factor of L and discuss the effect of L-cloning on longer
loops.
B. The effect of L-cloning on clustering
In this section, we discuss how the density of short loops is
affected by L-cloning. In particular, we provide an analytical
expression for the change in the clustering coefficient [5] and
verify it by numerical simulations.
Consider a triangle in the original network. Figure 1(a)
shows L copies of the triangle each located in one of the L
separate layers. Disregarding the node sub-indices for the
moment, each of these L triangles consists of a dyad (a con-
nected subgraph consisting of 2 links and 3 nodes) of edges
i−k− j completed by a third (thick red) edge i− j. Importantly,
in the L-cloned network depicted in Fig. 1(b), the number of
dyads i − k − j remains the same. However, the probability
that each dyad is now completed by a third edge i − j (and
hence forms a triangle) is 1/L because links are reassigned at
random and each copy of node i can be connected to any of L
copies of node j. This means that the density of triangles in
an L-cloned network is reduced by a factor of L. (Note that
in an L-cloned network, the expected number of triangles is
the same as in the original one, but an L-cloned network has
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FIG. 2. (Color online) The dependence of clustering coefficient C
of L-cloned networks on L (blue circles). Here C1 is the value of
the clustering coefficient of the original (L = 1) network. The red
dashed line is C1/L.
L times as many nodes and edges.)
Therefore, if the clustering coefficient of the original net-
work is C, the expected clustering coefficient of its L-
cloned version is C/L. This relation holds for both common
definitions of the clustering coefficient, given respectively
by Eqs. (2.8) and (2.9) of Ref. [5]. Figure 2 illustrates the
changes of the clustering coefficient (defined by Eq. (2.9) of
Ref. [5]) with respect to L for L-cloned networks constructed
from a γ(3, 3) network.
Similarly, the density of loops of length 4 or 5 (or any prime
number above 5) in an L-cloned network is L times smaller
than that in the original network. However, the change in the
density of loops of other lengths (e.g., 6 or 8) is more compli-
cated and depends on both L and the density of some shorter
loops. The reason for this is that L-cloning can transform
a loop of length m that exists in the original networks into
loops of length m, 2m, ..., mL in the L-cloned network.1 Nev-
ertheless, for sufficiently large L the density of loops of any
fixed length will approach zero. Accordingly, by increasing
L one can investigate how diminishing the density of short
loops in L-cloned networks affects networked behavior such
as dynamical processes.
It is also worth mentioning that L-cloned networks can be
regarded as multilayer networks, which were reviewed and
categorized in Ref. [17]. We discuss this in more detail
in the Appendix. Using the multilayer representation of L-
cloned networks is not the main focus of this paper, however
it can benefit further studies.
1 To verify this, suppose that we have a loop of length 3 (a triangle) i− j−k−i
in the original network as shown in Fig. 1(a). Every loop that can be
created by L-cloning from this one will have the same sequence of letters
i − j − k − i, possibly repeated up to L times with different subscripts
(denoting the layer of the copy): i − j − k − i − j − k − i − ... − i. Observe,
for example, the loops i1 − j3 − k2 − i1 and i2 − j1 − k1 − i3 − j2 − k3 −
i2 in Fig. 1(b). Conversion of triangles to loops of lengths that are not
multiples of 3 would require a different sequence of connected copies of
nodes, which is impossible by the definition of the L-cloning procedure.
In general, from loops of length m in the original network only loops of
lengths that are multiples of m can be created in the L-cloned ensemble.
C. Extension of L-cloning that preserves loops of certain
lengths
It is possible to modify the edge reassignment rules of the
L-cloning process to preserve additional network character-
istics. A useful and informative extension of L-cloning is
one that preserves loops of specified lengths, e.g., triangles
and/or loops of length 4 (squares). We refer to this extension
of cloning as LX-cloning, where the setX specifies the lengths
of the loops whose edges are excluded from the reassignment
stage of L-cloning. For example, to preserve the density of
triangles we exclude edges that are part of one or more trian-
gles from the edge reassignment. Hence, only edges which
are not part of any triangle are reassigned (rewired) and in-
terweave the L layers of the network. This type of cloning is
accordingly referred to as L−3-cloning. By only rewiring the
edges that are not part of any triangle, L−3-cloning keeps the
triangles intact and can only change the densities of longer
loops.
Similarly, to keep the density of squares it is sufficient to
avoid rewiring the edges that are part of such loops. More-
over, in order to preserve the density of both triangles and
squares, the edges that are part of either of such loops are
not rewired; we call this L−3,−4-cloning. In a similar way, the
cloning process can be modified to preserve the densities of
loops of any chosen lengths.
It is worth mentioning that, similar to L-cloning, these ex-
tensions preserve the degree distribution and degree-degree
correlation between and beyond nearest neighbors of the orig-
inal network from which they are constructed. Additionally,
some other characteristics are also preserved. For example,
denote the number of triangles and squares that contain node
i by ti and si respectively and consider L−3,−4-cloning. All
clones of node i will have the same ti and si values. Fur-
thermore, the sequence of these values on any path in L−3,−4-
cloned networks is identical to that of the corresponding path
in the original network.
D. Partial L-cloning
In this section, we introduce another extension of L-cloning
that will be used to inspect the effect of short loops. Let f de-
note the fraction of links that are reassigned (rewired) during
network cloning. Accordingly, f = 1 in the case of regular
L-cloning where all the links are rewired, but f < 1 when we
L−3-clone a network with non-zero clustering coefficient be-
cause we do not rewire links that form triangles. In order to
check whether the fraction of rewired links itself has an effect
on the dynamics, we propose another extension of L-cloning
that we call L f -cloning. For L f -cloning, a fixed fraction f of
the links of the original network are randomly selected. Then
L f -cloning proceeds as the regular L-cloning with the differ-
ence that only the randomly selected links are reassigned: For
each randomly selected link i − j of the original network, the
links between clones of i and j (located in the L identical lay-
ers) are reassigned such that each clone of i is connected to
exactly one randomly chosen clone of j and vice versa.
An L f -cloning in which the fraction of randomly selected
links to be reassigned is identical to the fraction of links re-
assigned in the L−3-cloning (or similarly L−3,−4-cloning) is
4dubbed L f (3)-cloning (or L f (3,4)-cloning). In L f -cloning, the
reassigned links are randomly selected from the set of all
links, hence they may be part of triangles or squares. There-
fore, in contrast to L−3 and L−3,−4-cloning, L f -cloning reduces
the density of triangles and squares. Comparing the simula-
tions on the different types of cloned networks (e.g., L-, L−3-,
L−3,−4- and L f -cloned networks) constructed from the same
original network can provide insight into the effects of short
loops on the network dynamics and structure.
E. Clustered networks for testing the effect of L-cloning
In this section, we describe two networks, one synthetic
and one empirical, that we will use in the rest of the paper to
help demonstrate various points. We consider a class of syn-
thetic clustered networks defined by the joint probability dis-
tribution γ(k, c), which gives the probability that a randomly
chosen node has degree k and is a member of a c-clique (an
all-to-all connected subgraph of c nodes) [4]. We focus on a
specific case with γ(3, 3) = 1 (and γ(k, c) = 0 for other values
of k and c), and we dub such networks γ(3, 3) networks. In
γ(3, 3) networks all nodes have degree 3. Each node is part of
exactly one triangle and has exactly one single edge that is not
part of any triangle. The single edges randomly connect pairs
of nodes from different triangles. Figure 3 illustrates a part of
a γ(3, 3) network. We note that γ(3, 3) networks are equiva-
lent to the p1,1 = 1 case in the clustered random graph model
of Refs. [2, 3], where ps,t is the probability that a randomly
chosen node is part of t different triangles and in addition has
s single edges (which do not belong to the triangles).
Previous studies on the accuracy of tree-based theories for
dynamics running on clustered networks [10, 11] showed that
mean-field and pair-approximation methods are generally in-
accurate for γ(3, 3) networks. In these studies, the power grid
network of the western United States [10, 18] was also shown
to be a real-world example for which the tree-based theories
have a poor performance. Accordingly, we use the γ(3, 3) and
the power grid network to exemplify the effect of L-cloning
on dynamical processes operating on clustered networks and
to inspect the accuracy of corresponding Ai j theories.
FIG. 3. (Color online) Schematic of a γ(3, 3) network described in
the text. All nodes have degree 3. Each node is part of exactly
one triangle and has exactly one single edge that is not part of any
triangle. The triangles are randomly connected via single edges.
The dashed lines represent connections to nodes not included in the
schematic.
III. DYNAMICAL PROCESSES ON NETWORKS AND Ai j
THEORIES
In this section, we consider several dynamical processes
operating on networks, and inspect their behavior on cloned
versions of several synthetic and real-world clustered net-
works. By comparing the results against theoretical predic-
tions we investigate the effect of clustering on the accuracy of
tree-based theories.
As we mentioned in Sec. I, a class of tree-based theories
that use information on the adjacency of individual nodes is
here referred to as Ai j theories. In this class, the state of
each node is considered to be independently related to the
states of its immediate neighbors (neglecting possible effects
of interaction between the neighbors). This class of theories,
which can often be recognized by the appearance of the adja-
cency matrix (or its elements Ai j) in the governing equations,
has found applications in many areas, including bond perco-
lation [14, 19], SI epidemics (Sec. 17.10 of Ref. [1]), and
belief propagation and Bethe-Peierls methods for the Ising
model [15]. The Ai j theories are generally more accurate
than their reductions to, for example, degree-based approxi-
mations [1, 20], which use excess degree or conditional prob-
ability distributions as approximations to the exact connection
information provided by the network adjacency matrix. How-
ever, Ai j theories are not exact on networks with short loops.
In this section, we study several dynamical processes run-
ning on networks for which Ai j theories are used. The pro-
cesses considered here are binary-state dynamics [12], in
which each node can be in one of two possible states. For
these processes we demonstrate that Ai j theories are accurate
on L-cloned versions of a clustered network for sufficiently
large L. To investigate the effect of short loops on the accu-
racy of Ai j theories we also use the other variants of cloning
described in Secs. II C and II D.
A. Percolation
Bond and site percolation are among the most widely stud-
ied models on complex networks [1, 15]. In bond (site) per-
colation a fraction 1 − p of the links (nodes) in the network
are removed and the remaining fraction p of links (nodes)
constitute the structure of a new damaged (and possibly dis-
connected) network; p is called the occupation probability. If
p is sufficiently large, a giant connected component (GCC)
with a size that scales linearly with the network size exists;
otherwise the network is collapsed into isolated small com-
ponents with vanishing fractional sizes in the limit of infinite
network size. The quantity of interest here is the probability
S that a random node is part of the GCC (i.e., the fraction
of nodes in the GCC), and how it depends on the occupation
probability p.
Karrer et al. [14] recently showed that bond percolation can
be formulated as a message passing process on locally treelike
networks. We employ their results to calculate the size of the
GCC for bond and site percolation. Consider a network with
adjacency matrix A and define ui j as the probability that node
i is not connected to GCC via node j. If we then assume that
the network is locally treelike, for bond (site) percolation we
5have
ui j = 1 − p + p
∏
k,i
A jku jk , (1)
where the term 1− p denotes the probability that the link i− j
(node j) is not occupied. The last term in Eq. (1) is the prod-
uct of p, the probability that the link i − j (site j) is occupied,
and the probability that none of the other links leaving j lead
to the GCC. Then, for the case of bond percolation, node i is
not connected to GCC if none of its links lead to the GCC,
which happens with probability Ui =
∏
j Ai jui j, hence it is
in the GCC with probability 1 − Ui. For site percolation, the
probability that i is part of the GCC is p(1 − Ui) where p de-
notes the probability that i is itself occupied. Averaging over
all nodes, we obtain the fractional size of the GCC for bond
and site percolation, respectively,
S = 1 − 1
N
∑
i
∏
j
Ai jui j , (2)
S = p
1 −
1
N
∑
i
∏
j
Ai jui j
 . (3)
Equation (2) resembles Eq. (24) of Ref. [19], which is de-
rived for the late time behavior of the susceptible-infected re-
covered model using the message passing approach and is the
same as Eq. (7) of Ref. [14]. This theory is an example of
an Ai j theory which uses the information on the exact con-
nectivity of pairs of nodes represented in the network adja-
cency matrix. If we assume that the edges leaving nodes with
degree k have approximately the same probability uk of not
leading to the GCC, then Eqs. (1) and (2) can be reduced to a
degree-based approximation as described by Eqs. (1) and (2)
of Ref. [21]:
uk = 1 − p + p
∑
k′
P(k′|k)(uk′)k′−1 , (4)
S = 1 −
∑
k
P(k)(uk)k , (5)
where P(k) is the degree distribution, and P(k′|k) is the con-
ditional probability that a neighbor of a degree-k node is a
degree-k′ node. This assumption is correct when the degree
of neighbors of a node with any degree can be well approx-
imated using the conditional probability; this is the case, for
example, for configuration model and Pk,k′-rewired networks
[10]. In the absence of degree-degree correlation, all edges
have the same probability of leading to the GCC and Eq. (1)
is further reduced to Eq. (16.4) or (17.27) of Ref. [1] and
Eqs. (2) and (3) are reduced to Eqs. (16.2) and (17.28) of [1]
respectively.
Although Eqs. (1)−(3) are more general and precise than
their aforementioned reductions, they still employ the as-
sumption that the network is locally treelike. Hence, they can
be inaccurate for clustered networks [10, 11].
To inspect the role of short loops in the accuracy of the
aforementioned Ai j theory we consider synthetic and real-
world clustered networks introduced in Sec. II E and apply
L-cloning to reduce clustering while preserving degree dis-
tribution and degree-degree correlation between and beyond
nearest neighbors. In Fig. 4(a), we show how the size of the
GCC, in bond percolation, depends on p for the γ(3, 3) net-
work and its L-cloned versions with different L, and compare
the numerical results with the theoretical predictions of the
Ai j theory from Eqs. (1) and (2). The theory does not make
an accurate prediction for the original network (L = 1). How-
ever, when L is increased the numerical curves approach the
result of the Ai j theory for the original network. It is worth
mentioning that the result of the Ai j theory is the same for the
original network and any of its L-cloned versions.
In the inset of Fig. 4(a), we illustrate the effect of L-cloning
on two γ(3, 3) networks with different sizes. Since the curves
in the inset that correspond to the same value of L match each
other, we conclude that the shift towards the Ai j theory in the
main Fig. 4(a) with increasing L is not due to the change in the
network size, but because the density of triangles decreases
for larger L. Moreover, the results of bond percolation on the
L−3-cloned versions of γ(3, 3) network (not shown) coincide
with the numerical curve for the original network regardless
of the number of layers. This is due to the fact that trian-
gles are the only short loops present in γ(3, 3) networks and
L−3-cloning keeps triangles intact. Hence, L−3-cloned γ(3, 3)
networks have effectively the same structure as the original
γ(3, 3) networks, i.e., triangles randomly connected via sin-
gle edges (see Fig. 3). These observations confirm that elim-
inating the short loops in the γ(3, 3) network, by L-cloning,
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FIG. 4. (Color online) Bond percolation on (a) a γ(3, 3) network
with approximately 104 nodes, and (b) the US power grid network
and their respective L-cloned networks. Here L = 1 indicates the
result of numerical simulations on the original network. The result
of the Ai j theory is shown by the dashed line. The result of numerical
simulation on L-cloned networks approaches the Ai j theory as L is
increased. On the US power grid network the prediction made by
the Ai j theory is different from and more accurate than that of the
Pk,k′ theory studied in Refs. [10, 21]. Nevertheless, the two theories
have the same result on γ(3, 3) networks. The numerical results were
derived from averaging over at least 100 realizations of the bond
percolation process.
6transforms its structure to a treelike network for which the
theory is designed, and that the difference between the theory
and the numerics on the original γ(3, 3) network is mainly due
to the triangles present in the network.
Figure 4(b) shows the bond percolation results for the
power grid network of the western United States [18] and its
L-cloned versions. It has been previously observed that mean-
field theories are very inaccurate for this network [10, 11], an
example of which is Pk,k′ theory for bond percolation which
employs Eqs. (4) and (5) [10]. Figure 4(b) shows that Ai j
theory is also inaccurate for this network; however, as L is
increased, the numerical result for the L-cloned version of the
network approaches the prediction of the Ai j theory. We con-
clude that the Ai j theory for bond percolation will be accurate
for L-cloned networks with sufficiently large L.
We also run numerical simulations of bond percolation on
L−3- and L−3,−4-cloned versions of the power grid network.
In Fig. 5 we show that the difference between the Ai j theory
and numerics on L−3-cloned networks decreases as we start
to increase the number of layers L−3. However, the numerical
results on L−3-cloned networks do not approach the Ai j the-
ory curve even for very large L−3. Moreover, the numerical
results on L−3,−4-cloned networks differ from the Ai j theory
even more than the results on L−3-cloned networks.
Due to the fact that in L3- and L3,4-cloned networks short
loops of specified lengths are preserved, to create these net-
works only the edges that are not part of such loops (hence
only a fraction of the total number of edges) are reassigned
(rewired), while in L-cloned networks all edges are rewired.
For example, in the power grid network, 79% of links are
not part of loops of length 3 and 67% of links are not part
of loops of length 3 or 4. By running simulations on L f -
cloned networks, we show that if the same fraction of links,
as in L−3,−4-cloned networks, for example, are randomly se-
lected and rewired between the layers, the numerical results
are appreciably closer to the theoretical prediction, compared
to the numerical results for the L−3,−4-cloned networks. This
implies that the preserved short loops, and not the smaller
fraction of rewired links, is the reason that the numerics for
L−3,−4-cloned (and similarly for L−3-cloned) networks do not
match the Ai j theory even for large number of layers.
In Fig. 5 the numerical results for L f (3,4)-cloned power grid
are compared with the results for other variants of L-cloning.
It is observed that the result for L f -cloned networks, with a
large number of layers L f , matches very well with the Ai j the-
ory. This indicates that even with fewer rewired links, since
the clustered structure is effectively destroyed for large L f ,
the numerical results approach the adjacency tree-based the-
ory. Similar results (not shown) were observed for site perco-
lation.
These results demonstrate that triangles and also squares
play a significant role in the inaccurate prediction of the Ai j
theory for the power grid network. On the other hand, as the
numerical results for L−3,−4-cloned networks are closer to the
theory than the numerics for the original network, there must
exist other sources of error too. One source is the finite size
effect,2 as the original network has a size smaller than any of
its cloned versions. Other short loops with lengths larger than
4 may also have an effect on the accuracy of the Ai j theory.
2 The finite size of the networks is known to cause deviations from the the-
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FIG. 5. (Color online) For a large number of layers, the simulation
results of bond percolation on L−3-cloned versions of the western US
power grid [18] network converges to a curve that has an apprecia-
ble difference from the Ai j theory. This indicates that the presence
of triangles causes a significant error in the theoretical prediction.
Similarly the numerics for L−3,−4-cloned networks have an apprecia-
ble deviation from the theory; this deviation is even larger than that
of L−3-cloned networks, indicating that squares have also an appre-
ciable effect on the accuracy of the theory. These deviations are not
due to the smaller number of links rewired in L−3 and L−3,−4 cloned
networks; since the numerics on L f (3,4) cloned networks (in which
the fraction of rewired links is as low as that of L−3,−4-cloned net-
works) with a large number of layers matches the theory very well.
The number of layers is indicated by L for each curve and the index
of L denotes the type of cloning.
B. SI epidemic model
In the Susceptible-Infected (SI) model of spread of disease,
two possible states are considered for a node: It is either in-
fected or susceptible [1]. The quantity of interest is the frac-
tion of network nodes that are in the infected population I at
time t after the disease begins spreading from a very small
fraction of infected nodes. The probability S i that node i is in
the susceptible population at time t can be obtained by using
a pair approximation method and assuming that the network
is treelike [see Eqs. (17.54) and (17.55) of Ref. [1]]:
dS i
dt = −βS i
∑
j
Ai j pi j , (6)
dpi j
dt = β(1 − pi j)[−pi j +
∑
k,i
A jk p jk] , (7)
where pi j is the conditional probability that node j is in-
fected given that node i is susceptible. Then the fraction of
the population that is infected is just I = 1 − ∑i S i. Since
Eq. (7) assumes that the network is locally treelike, we ex-
pect the predictions made by Eqs. (6) and (7) to be inaccu-
rate for clustered networks. Although there are cases where
the theoretical results and actual behavior match quite well,
such as in Fig. (17.5) of Ref. [1], the accuracy of prediction
of Eq. (6) is not generally guaranteed for clustered networks.
We demonstrate this in Fig. 6 by simulations of SI dynamics
oretical predictions; for example, the finite-size effect is shown to cause
error in the Pi,i
′
k,k′ theory for binary-state dynamics [22].
7on the γ(3, 3) and the US power grid networks and their cor-
responding L-cloned versions: The theoretical predictions for
these two clustered networks are only accurate for sufficiently
large L.
In order to examine the contribution of short loops of cer-
tain length against any other possible source of inaccuracy we
employ the extensions of L-cloning introduced in Secs. II C
and II D. The numerical results of SI dynamics on L−3-cloned
versions of the γ(3, 3) networks (not shown) coincide with the
results on the original network. This indicates that the pres-
ence of triangles is the source of inaccuracy of Ai j theory for
γ(3, 3) networks.
The numerics for the SI dynamics on L−3- or L−3,−4-cloned
versions of the power grid network are closer to the Ai j theory
than those of the original network (Fig.7). However, the the-
ory is still inaccurate on the L−3- and L−3,−4-cloned networks
(even when the number of layers is large) because triangles
or both triangles and squares are preserved in these networks.
The difference between the numerics on L-cloned networks
and the numerics on L−3- or L−3,−4-cloned networks is not due
to the difference in the number of reassigned (rewired) links,
because the numerics on L f (3,4)-cloned networks (where the
fraction of rewired links is the same as in L−3,−4-cloned net-
works) matches the Ai j theory very well (Fig.7). Similar to
the results shown for bond percolation on the power grid net-
work in Sec. III A, the SI numerics on L−3- and L−3,−4 cloned
networks of the power grid are closer to the theoretical predic-
tion; this may be due to finite size effects and the presence of
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FIG. 6. (Color online) Numerical simulations and Ai j theory for SI
model on (a) a γ(3, 3) network with approximately 104 nodes, and
(b) the US power grid network and their corresponding L-cloned
versions. Here L = 1 indicates the results of numerical simulations
on original networks. The Ai j theory is not accurate on the original
clustered networks, however its performance improves with L on L-
cloned networks.
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FIG. 7. (Color online) For a sufficiently large number of layers the
results of numerical simulations for SI epidemics on L−3 or L−3,−4
cloned versions of the power grid network approach a specific curve,
which is different from the Ai j theory curve; this is in contrast to the
convergence of the results on L-cloned networks to the Ai j theory.
Although the fraction of reassigned (rewired) links in L−3- or L−3,−4
cloned networks is smaller than that of L-cloned networks, this is
not the cause of difference in the corresponding numerical results,
as the numerics on L f (3,4)-cloned networks (in which the fraction of
reassigned links is the same as that of the L−3,−4-cloned network)
with a large number of layers, match very well with the Ai j theory.
loops of length greater than 4 in the original network. Nev-
ertheless, the loops of lengths 3 and 4 are shown to have a
significant effect on the accuracy of the Ai j theory for SI dy-
namics.
C. The Ising model
The Ising model is a simplified theoretical framework de-
scribing the local interactions between magnetic moments of
atomic or multi-atomic particles in a solid [23]. In the Ising
model each node can be in one of the two spin states called
up or down (here denoted by +1 and −1), and the spin of
each node is affected by the spins of its neighbors in the net-
work through the Ising Hamiltonian [15, 23]. This Hamilto-
nian determines the equilibrium configuration of spin states in
the network. The total magnetic moment M of the system at
equilibrium is defined as the sum of local spins. For a locally
treelike network the expected spin of nodes at equilibrium ac-
cording to belief propagation algorithm [15] is given by the
set of equations described in Sec. VI.A.2 of Ref. [24]. For
constant coupling J and in the absence of external magnetic
field3 these equations are:
µ ji(S i)= R
∑
S j=±1
eβJS iS j
∏
n∈N( j)\i
µn j(S j) , (8)
bi(S i)= R
∏
j ∈N(i)
µ ji(S i) , (9)
Mi =
∑
S i=±1
S ibi(S i) , (10)
3 These assumptions are not necessary, however we consider the simplest
case which makes the equations shorter and simpler, but still supports the
argument.
80.5 0.6 0.7 0.8 0.9 1 1.10
0.2
0.4
0.6
0.8
1
 1/T
 
 
M
 
 
L=1
L=2
L=5
L=20
 Aij theory
FIG. 8. (Color online) Magnetization M versus inverse temperature
for the Ising model on a γ(3, 3) network and its L-cloned versions.
Here L = 1 indicates the result of numerical simulations on the orig-
inal γ(3, 3) network with approximately 106 nodes, averaged over 20
realizations of the Ising model. The Ai j theory is inaccurate on this
network; however its performance improves appreciably with L on
the L-cloned versions of this network.
where β = 1/(kT ) with k being the Boltzmann constant, T
is the temperature, R is a normalization constant, S i is the
spin value at node i, and µi j are called messages in the be-
lief propagation method. The product in Eq. (8) is over all
neighbors of node j except i. The fixed point of Eq. (8) is
used to calculate bi(S i), the probability that node i is in state
S i at equilibrium. Accordingly, the expected local magnetic
momentum Mi is calculated from Eq. (10). The result of the
belief propagation method for the Ising model is equivalent
to that of the Bethe-Peierls approach [24]. This can be shown
by writing µi j in a general form as:
µ ji(S i) = e
βh jiS i
2 cosh βh ji
, (11)
which transforms Eqs. (8)−(10) to the Bethe-Peierls equa-
tions of Ref. [24].
These two methods are Ai j theories; hence, as in the pre-
vious examples, their predictions for clustered networks are
prone to errors. Figure 8 illustrates the behavior of the mag-
netization M versus inverse temperature 1/T (for J = 1 and
k = 1) in a γ(3, 3) network and its L-cloned versions; the
results are compared to the theoretical prediction from the
above equations. As expected, the tree-based approach does
not show the correct behavior for the original γ(3, 3) network.
However, for sufficiently large L, the prediction of Ai j theo-
ries matches the numerical simulations on the corresponding
L-cloned versions of the network. It is worth mentioning that,
as expected, the numerical results on L−3-cloned γ(3, 3) net-
work (not shown) match the numerics on the original γ(3, 3)
network. This implies that the improved agreement between
the numerical results on L-cloned networks and the Ai j the-
ory is not due to the larger size of L-cloned networks. Hence,
the presence of triangles is the source of inaccuracy in the Ai j
theory for the Ising model on this network.
IV. CONCLUSION
We introduced the so-called L-cloning of networks, a new
technique to create random ensembles of networks with cer-
tain properties based on real-world or synthetic complex net-
works. We demonstrated in Sec. II that L-cloned networks
have degree distribution and degree-degree correlation be-
tween and beyond nearest neighbors that are identical to those
in the original network from which they are constructed.
However, the density of triangles in L-cloned networks, and
hence the clustering coefficient C, is reduced by a factor of
L. Moreover, the expected density of any short loops ap-
proaches zero for sufficiently large L. Some useful extensions
of L-cloned networks, i.e., L−3-, L−3,−4-, and L f -cloned net-
works, were also introduced; similar to L-cloned networks,
these networks have degree distribution and degree-degree
correlations between and beyond nearest neighbors identical
to those of the original network from which they are con-
structed. On the other hand, in L−3-cloned networks the tri-
angles are preserved, and in L−3,−4-cloned networks both tri-
angles and squares are preserved.
We used these properties of network cloning to investigate
the effect of short loops on dynamical processes running on
networks and to inspect the applicability of tree-based the-
ories to clustered networks (i.e., networks with appreciable
density of short loops). In this regard the accuracy of theo-
ries for percolation, SI epidemics, and the Ising model were
investigated by comparing the theoretical predictions against
numerical simulations on examples of clustered networks and
their cloned versions.
We demonstrated that L-cloned networks with sufficiently
large L are the ensemble of networks for which the Ai j theo-
ries are designed. Hence, by running numerical simulations
on L-cloned networks one can predict the outcome and po-
tential benefits of Ai j theories for dynamical processes where
such theories do not yet exist. In addition, by comparing the
numerics for the dynamics on L−3 and L−3,−4-cloned networks
with the numerics on L-cloned networks we highlighted the
effect of triangles and squares on the deviation of numerical
results from the theoretical predictions. Using L f -cloned net-
works we ruled out any possible effect due to the different
fraction of reassigned (rewired) links in L-cloned networks
and in L−3- or L−3,−4-cloned networks and demonstrated the
significant effect of short loops on the accuracy of the Ai j the-
ories.
Nevertheless, it was previously shown [11] that mean-field
theories can perform well on clustered networks with high
values of mean nearest-neighbor degree. Moreover, the exis-
tence of a double percolation phase transition on some clus-
tered networks has recently been reported [25], an effect that
is not considered in the tree-based theories. These findings
imply that although network clustering can cause inaccuracy
in tree-based theories, its net effect and strength depend also
on other factors. In this regard, inspecting the organization
of clustered structures in networks (e.g., as in Ref. [26]) can
contribute to the understanding of the effect of network clus-
tering on dynamical processes, and its mitigation by, for ex-
ample, high values of mean nearest-neighbor degree.
It is worth noting that the belief propagation and Bethe-
Peierls methods used for deriving analytical results for the
Ising model have also been employed in many other prob-
lems in various areas [15]. According to the tree-based nature
of these approximations, the models for which they are used
are subject to inaccuracies due to network clustering (short
loops). This suggests that network L-cloning and its exten-
9sions can be applied to gain a better understanding of the ac-
curacy of these models as well.
Another potential application of cloned networks is the
analysis of the finite size effect on real systems, where a small
sample of a large network is available. By inspecting the
result of numerical simulations on the sample and on its L-
cloned versions, one can examine the sensitivity of results to
changes in network size. If the network of interest is clus-
tered, the changes made in network clustering should be con-
sidered in addition to the finite size effect. The extensions
of L-cloning that preserve the density of loops of specified
lengths can help achieve this goal.
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APPENDIX: RELATION BETWEEN L-CLONED AND
MULTILAYER NETWORKS
To describe an L-cloned network as a multilayer network,
we use the terminology of Ref. [17]. Accordingly, an L-
cloned network has one aspect on which there exist L layers
of the network and all the layers have an equal size. The inter-
layer connections are not couplings, hence L-cloned networks
does not have any of the diagonal, layer-coupled or catego-
rial couplings. If the clones of each node are assumed to be
the same node then L-cloned networks are node-aligned; oth-
erwise if different identities are assumed for clones of each
node, then L-cloned networks are layer-disjoint networks.
The former can be argued according to the fact that all clones
of a certain node have the same degree and degree-degree cor-
relation between and beyond nearest neighbors (i.e., the de-
gree sequence {K}(i,d) of nodes at any distance d from any
node i in an L-cloned network is identical to that of all other
clones of node i). However, as other structural characteristics
of clones of a node (e.g., closeness and betweenness [1]) are
not exactly the same, assuming L-cloned networks to be the
latter case, i.e., layer-disjoint networks, is also legitimate and
informative.
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