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Zusammenfassung
In der Testphase von Remember-Know-(RK-)Rekognitionsuntersuchungen entschei-
den Versuchsteilnehmer fu¨r jedes Item, das sie als alt eingescha¨tzt haben, ob sie sich
bewusst an die zugeho¨rige Enkodierepisode erinnern ko¨nnen (‘Remember’) oder von
der Reizpra¨sentation lediglich wissen (‘Know’). Leider muss fu¨r die Antworten in
RK-Untersuchungen angenommen werden, dass sie Rateeinflu¨sse unterliegen. Um
Geda¨chtnis- und Rateprozesse zu dekonfundieren, wurde einerseits die Remember-
Know-Guess-(RKG-)Prozedur vorgeschlagen; andererseits wurden zu diesem Zweck
mehrere mathematische Modelle entwickelt. In dieser Arbeit wurden sechs RK-Mo-
delle so erweitert, dass sie RKG-Daten erkla¨ren ko¨nnen. In einer nachfolgenden Mo-
dellselektionsstudie, die auf 46 Untersuchungen aus 32 Publikationen beruht, wur-
den die Modelle hinsichtlich wichtiger Modellgu¨tekriterien miteinander verglichen:
(1) Die deskriptive Ada¨quatheit der Modelle wurde anhand von herko¨mmlichen Like-
lihood-Quotienten-Verfahren und dem Vergleich von AIC-Differenzen bestimmt, (2)
ein Maß fu¨r den Vorhersagefehler wurde durch ein nonparametrisches Bootstrapver-
fahren ermittelt, um zu untersuchen, inwiefern die deskriptive Ada¨quatheit der Mo-
delle mit einer verringerten Generalisierbarkeit einherging, zudem wurde (3) die Kon-
struktvalidita¨t der Modelle dadurch ermittelt, dass beobachtet wurde, in welchem Aus-
maß Effekte von Manipulationen in jenen Parameterklassen wiedergefunden werden
konnten, fu¨r die sie zu erwarten waren.
Die Ergebnisse dieser Arbeit liefern Evidenz fu¨r einige Zwei-Prozess-Modelle des
Abruferlebens: Das SAC-Modell von Reder sowie das Four-States-Modell von Erd-
felder zeigten eine bessere Leistung als das Ein-Prozess-Modell von Donaldson bzw.
Hirshman, zwei Varianten des Zwei-Prozess-Signalentdeckungmodells von Yonelinas
sowie das STREAK-Modell von Rotello. Analysen empirisch beobachteter ROC-Kur-




In the test phase of a typical Remember-Know (RK) recognition experiment, partici-
pants decide for each item they judged old whether they consciously ’remember’ the
event of encoding it or whether they just ’know’ that the item was present in the lear-
ning phase. A straightforward statistical analysis of data obtained by this procedure is
error-prone due to guessing processes that might influence the number of remember
and especially know responses in absence of actual memory. In order to disentangle
guessing from remembering and knowing, the Remember-Know-Guess (RKG) pro-
cedure has been suggested by Gardiner et al. (1996). However, mathematical models
provide a better solution to the problem of separating task relevant memory processes
from mere guessing.
In this work, six RK models were extended to account for data obtained by the
RKG procedure. In a subsequent model selection study, 46 experiments from 32 dif-
ferent articles that had been published between 1996 and 2005 served as database. On
that basis, the models’ predictive ability was analyzed by means of techniques that
allow to rank the models according to four model-selection criteria: (1) Descriptive
adequacy was assessed by standard likelihood-ratio testing and comparisons of AIC
differences, (2) a measure of prediction error was obtained by a nonparametric boot-
strap technique to further explore, whether the models’ descriptive adequacy was due
to a lack of generalizability, and (3) construct validity was measured by testing whe-
ther effects of experimental manipulations are observed only in the parameter classes
they are hypothesized to appear in.
The results of this work provide evidence for dual-process models of retrieval ex-
periences. Reder’s SAC model and Erdfelder’s Four-States model did perform better
than Donaldsons single-process signal-detection model, two versions of the Yoneli-
nas’ dual-process model, and Rotello’s STREAK model. The analysis of empirically
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In der folgenden Arbeit wird ein wichtiger Bereich der Erforschung des menschli-
chen Geda¨chtnisses na¨her beleuchtet. Dabei handelt es sich um den Erlebensaspekt
des Geda¨chtnisabrufes und die kognitiven Prozesse, aus denen das Erleben von Be-
wusstheit folgt. In der modernen Geda¨chtnisforschung hat das Abruferleben in der
Debatte um Zwei-Prozess-Modelle des Rekognitionsgeda¨chtnisses eine zentrale Rol-
le eingenommen (vgl. Roediger, Marsh & Lee, 2002; Yonelinas, 2002). Daher ist es
nicht weiter verwunderlich, dass sich in der Literatur eine Vielzahl von Arbeiten fin-
den lassen, die sich der Frage nach dem Erleben von Bewusstheit bei der Rekognition
widmen (fu¨r einen U¨berblick siehe bspw. Dunn, 2004 oder Gardiner, 2002).
Diese Arbeiten lassen sich in drei Gruppen untergliedern: Die meisten dieser For-
schungsarbeiten zeichnen sich dadurch aus, dass sie sich der Abfrage des Abruferle-
bens bedienen, um empirische Daten zu erzeugen, die helfen sollen, das Funktionieren
des menschlichen Geda¨chtnisses na¨her zu verstehen. Diese erste Gruppe von Arbeiten
bedient sich der Remember-Know-Prozedur als einer Technik, um psychologisches
Wissen zu anderen Gegenstandsbereichen zu erweitern.
Ein weiterer Teil von Arbeiten widmet sich einer genaueren Kla¨rung der theoreti-
schen Basis dessen, was unter dem Abruferleben an sich zu verstehen ist. Eine solche
Kla¨rung la¨sst sich auf zweierlei Weise vornehmen: Zum einen ko¨nnen die theoreti-
schen Grundlagen des Abruferlebens experimentell exploriert werden und zum ande-
ren la¨sst sich die psychologische Theorie in mathematische Strukturen u¨bersetzen, die
helfen den jeweiligen Sachbereich zu erhellen. Dem letzteren Zugang folgend, wurden
in neuerer Zeit sechs mathematische Modelle vorgeschlagen, die dazu dienen sollen,
das Zustandekommen des Abruferlebens zu erkla¨ren.
Das Ziel dieser Arbeit besteht darin, jene sechs konkurrierenden Modelle metaana-
lytisch anhand von Daten, die publizierten Fachartikeln entnommen wurden, auf ihre
empirische Ada¨quatheit hin zu untersuchen. Dabei werden hauptsa¨chlich Modellse-
lektionsverfahren eingesetzt, die auf Maximum-Likelihood(ML)-Scha¨tzverfahren be-
ruhen, wie sie gelegentlich in der psychologischen Forschung eingesetzt werden (vgl.
Myung, 2000). Zusa¨tzlich werden diese ML-basierten Verfahren durch Analysen von
Receiver-Operating-Characteristics, sogenannten ROC-Kurven, erga¨nzt.
Die Arbeit gliedert sich in zwei Teile: Der erste dieser Teile umfasst insgesamt
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vier Kapitel und befasst sich mit dem theoretischen Hintergrund des Modellvergleichs.
Dabei wird in Kapitel 2 auf Systemtheorien des Geda¨chtnisses eingegangen, wie sie
von Squire, Knowlton und Musen (1993) und Tulving (1995) entwickelt wurden. Sy-
stemtheorien haben einen wichtigen Einfluss auf die neuropsychologischen Theorie-
bildung, in der zwischen semantischem und episodischem Langzeitgeda¨chtnis unter-
schieden wird.
Da die Erforschung des Abruferlebens in der Unterscheidung zwischen seman-
tischem und episodischem Geda¨chtnis insofern ihren Anfang nahm, als das Erleben
eines bewussten Abrufes dem episodischen Langzeitgeda¨chtnis zugeschrieben wur-
de, wa¨hrend das Erleben von Vertrautheit als fu¨r das semantische Langzeitgeda¨cht-
nis charakteristisch angesehen wurde (vgl. Tulving, 2002a), widmet sich das Kapi-
tel 3 dem episodischem Geda¨chtnissystem. In diesem Kapitel wird die Remember-
Know-Prozedur als eine Methode zur Erforschung des episodischen Geda¨chtnisses
eingefu¨hrt. Hierbei wird besonderes Augenmerk auf Argumente gelegt, die die Rich-
tigkeit einer Zwei-Komponenten-Interpretation der Ergebnisse von Remember-Know-
Untersuchungen in Frage stellen.
In Kapitel 4 werden dann sechs mathematische Modelle vorgestellt, die dazu
dienen, die Antwortha¨ufigkeiten in Remember-Know- und Remember-Know-Guess-
Untersuchungen in spezifische Bestandteile zu dekomponieren, denen in zugrunde lie-
genden kognitiven Theorien eine bestimmte Bedeutung zugeschrieben wird. Im Zu-
ge dessen wird gezeigt, dass sich durch die theoriebasierte Modellbildung spezifische
Probleme beseitigen lassen, die es bis dato unmo¨glich gemacht haben, zwischen einer
Ein-Komponenten-Interpretation der Remember-Know-(Guess-)Prozedur und Zwei-
Komponenten-Theorien zum selben Gegenstandsbereich zu unterscheiden (vgl. Dunn,
2004).
Eine Mo¨glichkeit, die Ada¨quatheit der Modelle miteinander zu vergleichen und
auf diese Weise die Korrektheit einzelner theoretischer Rahmenmodelle zu ermitteln,
bieten jene Methoden der Modellselektion, die in Kapitel 5 vorgestellt werden sol-
len. Dabei handelt es sich u¨berwiegend um Maximum-Likelihood-Verfahren. Diese
Methoden sind insofern nu¨tzlich, als sie es erlauben, die wahrscheinliche Gro¨ße theo-
retischer Entita¨ten aus empirischen Daten zu scha¨tzen und gleichzeitig ein Maß fu¨r
die Wahrscheinlichkeit liefern, mit der Daten vor dem Hintergrund eines gegebenen
Modells gu¨ltig sind. Verschiedentlich wird diese Wahrscheinlichkeit auch genutzt, um
die Gu¨te von Modellen abzuscha¨tzen (vgl. Erdfelder, Cu¨pper & Auer, 2006; Myung,
2003).
Der zweite Teil der Arbeit widmet sich dem empirischen Vergleich der mathema-
tischen Modelle anhand von Daten aus Remember-Know-Guess-Untersuchungen, die
eine umfassende Literaturrecherche in den fu¨r dieses Forschungsfeld relevanten Litera-
turdatenbanken zutage gefo¨rdert hat. Die verwendete Datenbasis und ihre Eigenheiten
werden in Kapitel 6 na¨her beleuchtet. Daran schließt sich in Kapitel 7 eine Ero¨rte-
rung der Plausibilita¨t der Parameterscha¨tzungen an, die die einzelnen Modelle fu¨r jene
Untersuchungsbedingungen lieferten, die Teil der analysierten Datenbasis waren.
In Kapitel 8 werden die Daten der einzelnen Untersuchungsbedingungen dazu ge-
nutzt, um empirische ROC-Kurven mit Modellvorhersagen zu vergleichen. Dieses Ka-
3pitel nimmt insofern eine Sonderstellung ein, als bei der Analyse der ROC-Kurven der
statistische Rahmen der Maximum-Likelihood-Methoden verlassen wird. Die Ergeb-
nisse dieser Analysen ko¨nnen daher als Test verstanden werden, inwiefern die Ergeb-
nisse des Modellvergleichs unabha¨ngig von den verwendeten statistischen Methoden
Bestand haben.
In Kapitel 9 werden die Modelle hinsichtlich ihrer deskriptiven Ada¨quatheit mit-
einander verglichen. Die Fa¨higkeit von Modellen, empirische Daten zu beschreiben,
stellt neben der in Kapitel 7 behandelten Plausibilita¨t der Modellannahmen ein zweites
wichtiges Modellgu¨tekriterium dar. Da die deskriptive Ada¨quatheit von Modellen in
einem Spannungsverha¨ltnis zu einer weiteren wu¨nschenswerten Eigenschaft brauch-
barer Modelle steht, na¨mlich der Generalisierbarkeit von Modellvorhersagen (Pitt,
Kim & Myung, 2003), ist dieses Kapitel in zwei Teile untergliedert, die sich in der
Art der Korrektur fu¨r die Modellkomplexita¨t unterscheiden. Die Modellkomplexita¨t
stellt den zentralen Einflussfaktor dar, der fo¨rderlich auf die deskriptive Ada¨quatheit
wirkt und gleichzeitig abtra¨glich fu¨r die Generalisierbarkeit von Modellvorhersagen
ist. Wa¨hrend die u¨blichen statistischen Verfahren zum Vergleich von Modellen, wie sie
auch im ersten Teil dieses Kapitels verwendet werden, die mathematische Komplexita¨t
vernachla¨ssigen, wird im zweiten Teil dieses Kapitels auf die Auswirkungen eingegan-
gen, die die Beru¨cksichtigung selbiger auf die gescha¨tzte deskriptive Ada¨quatheit der
Modelle hat.
Ein weiteres wichtiges Gu¨tekriterium stellt die Konstruktvalidita¨t der Modelle dar.
Dieses Thema bildet entsprechend das Zentrum der in Kapitel 10 zusammengefassten
Ergebnisse.
In Kapitel 11 werden die wesentlichen Ergebnisse des empirischen Teils zum Ab-
schluss noch einmal zusammengefasst und ihre Implikationen fu¨r die zuku¨nftige For-








Es liegt nun u¨ber 100 Jahre zuru¨ck, dass Ebbinghaus (1885) mit seinem Werk U¨ber
das Geda¨chtnis den Grundstein fu¨r die moderne Geda¨chtnisforschung legte. Seit die-
ser Zeit hat sich der Gegenstandsbereich der von Ebbinghaus begru¨ndeten Disziplin
vervielfa¨ltigt; das zunehmende Wissen u¨ber das Geda¨chtnis fu¨hrte dazu, dass man
sich von der urspru¨nglichen Vorstellung eines einheitlichen Konstrukts abwandte und
dazu u¨berging, das Geda¨chtnis in eine Vielzahl von Subsystemen zu untergliedern.
Auch wenn sich diese Untergliederung schon sehr fru¨h, z. B. in den Principles of
Psychology von James (1890) anku¨ndigte, so ist, wie Baddeley (2002) ausfu¨hrte, als
erste tatsa¨chlich vorgenommene Unterteilung Hebbs (1949) Unterscheidung zwischen
Kurzzeitgeda¨chtnis und Langzeitgeda¨chtnis anzusehen.
Erstmalig fanden Brown (1958) und Peterson und Peterson (1959) empirische Evi-
denz fu¨r diese Unterscheidung. Sowohl Brown (1958) als auch Peterson und Peterson
(1959) bescha¨ftigten sich mit dem schnellen Vergessen, das beobachtet werden kann,
wenn beim Behalten kleiner Informationsmengen das Memorieren der Informationen
verhindert wird. Sie erkla¨rten das in dieser Aufgabe zu beobachtende Vergessen durch
den Zerfall einer kurzfristigen Geda¨chtnisspur und unterschieden davon das Vergessen
aus dem Langzeitgeda¨chtnis, das auf Interferenz beruhen sollte. Ob dem kurzfristigen
Vergessen tatsa¨chlich Spurenzerfall zugrunde liegt, wie es diese Autoren postulieren,
oder Interferenz, wie es andere Forscher behaupten, ist bis heute unklar (vgl. Cowan,
Nugent, Elliott & Geer, 2000; Service, 1998). Allerdings kamen wa¨hrend der 1960er
Jahre experimentelle und neuropsychologische Belege hinzu, die fu¨r eine Trennung
zwischen Kurzzeit- und Langzeitgeda¨chtnis sprechen.
Neuropsychologisch sind fu¨r die Unterteilung des Geda¨chtnisses in verschiede-
ne Subkomponenten Beobachtungen, die an amnestischen Patientinnen und Patienten
vorgenommen worden sind, von großer Relevanz. Amnestiker zeichnen sich im Re-
gelfall dadurch aus, dass sie ein Geda¨chtnisdefizit aufweisen, obwohl andere kognitive
Leistungsparameter wie die allgemeine Intelligenz unauffa¨llig sind (Baddeley & War-
rington, 1970). Betrachtet man das amnestische Syndrom genauer, so lassen sich die
meisten Amnesien in zwei Bestandteile untergliedern, die mit den Begriffen der ante-
rograden Amnesie einerseits und der retrograden Amnesie andererseits belegt werden.
Unter anterograder Amnesie versteht man ein beobachtbares Defizit bei der Speiche-
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rung neuer Informationen. Sie la¨sst sich dementsprechend umschreiben als ein Lern-
defizit, wobei sich dieses Defizit nicht in allen Bereichen gleichermaßen zeigt; so ist
es dem betroffenen Patienten in aller Regel mo¨glich, prozedural oder auch implizit zu
lernen (z. B. O’Connor, Verfaellie & Cermak, 1995). Die retrograde Amnesie hinge-
gen stellt sich als ein Abrufproblem dar, wobei sich dieses darin offenbart, dass es den
Betroffenen unmo¨glich ist, sich an spezifische Ereignisse zu erinnern, die sie vor dem
Eintreten ihrer Scha¨digung erlebt haben, oder auf Wissen zuru¨ckzugreifen, das sie vor
dem scha¨digenden Ereignis aufgenommen haben.
Fu¨r die Trennung zwischen Kurzzeit- und Langzeitgeda¨chtnis wesentlich ist die
bereits erwa¨hnte Beobachtung, dass Patientinnen und Patienten, die unter dem klassi-
schen amnestischen Syndrom leiden, zwar in Langzeitgeda¨chtnisaufgaben Leistungs-
einbußen hinzunehmen haben, ha¨ufig aber ein vollkommen intaktes Kurzzeitgeda¨cht-
nis aufweisen (Baddeley & Warrington, 1970). Betrachtet man diesen Befund vor
dem Hintergrund der komplementa¨ren Beobachtung von Patienten, die ein intaktes
Langzeitgeda¨chtnis aufweisen, wa¨hrend ihr Kurzzeitgeda¨chtnis defizita¨r ausgepra¨gt ist
(Shallice &Warrington, 1970), so liegt der Schluss nahe, dass Kurzzeit- und Langzeit-
geda¨chtnis zwei eigensta¨ndige Entita¨ten im Gefu¨ge des menschlichen Geist-Gehirn-
Systems darstellen.
Entsprechend wurden in diesem Zeitraum eine Reihe von Zwei-Komponenten-
Modellen publiziert, die auf der Annahme zweier getrennter Speicher, einem Kurz-
zeitspeicher und einem Langzeitspeicher, basieren. Der wohl bekannteste Vertreter
aus dieser Reihe ist das von Atkinson und Shiffrin (1968) vorgeschlagene Geda¨cht-
nismodell, das wegen der breiten Zustimmung, auf die es stieß, auch als modales
Geda¨chtnismodell bekannt wurde. Diesem Modell zufolge werden Informationen, die
aus der Umwelt auf das Individuum treffen, von einem Kurzzeitspeicher aufgenom-
men und von dort in den Langzeitspeicher u¨berfu¨hrt werden. Die Lernwahrschein-
lichkeit, also die Wahrscheinlichkeit, mit der eine Information in den Langzeitspei-
cher aufgenommen wird, soll von der Verweildauer der Information im Kurzzeitspei-
cher abha¨ngen. Gleichzeitig fungiert der Kurzzeitspeicher als Arbeitsgeda¨chtnis, das
wa¨hrend der Ausfu¨hrung komplexer kognitiver Ta¨tigkeiten, wie etwa dem Verstehen
oder Denken, die dazu notwendigen Informationen bereitha¨lt.
Obwohl das Atkinson-Shiffrin-Modell mit den damals verfu¨gbaren Daten u¨berein-
stimmte und bis heute in vielen Lehrbu¨chern der kognitiven Psychologie gefunden
werden kann, bekam es recht schnell substantielle Probleme. So konnten Baddeley
und Hitch (1974) in Untersuchungen, die einem Vorgehen entsprechen, das spa¨ter als
Zweitaufgaben-Paradigma bekannt geworden ist, zeigen, dass die Annahme eines ein-
heitlichen Kurzzeitspeichers eine unzula¨ssige Vereinfachung ist, und setzten an sei-
ne Stelle ein Arbeitsgeda¨chtnis, das sich aus mehreren Komponenten zusammensetzt.
Mit der Annahme zweier Sklavensysteme, der phonologischen Schleife einerseits und
dem visuell-ra¨umlichen Notizblock andererseits, die Baddeley und Hitch (1974) tra-
fen, la¨sst sich zum Beispiel erkla¨ren, weshalb eine Kurzzeitspeicherbelastung wie das
Merken einer Ziffernfolge (z. B. 4638) keine Auswirkungen auf die Leistung in einer
visuellen Entscheidungsaufgabe hatte (vgl. Baddeley, 1986). Konfrontiert mit Buch-












Abbildung 2.1: Dargestellt wird die hierarchische Unterteilung des Langzeitgeda¨cht-
nisses in zwei Funktionsbereiche, die sich wiederum in verschiedene Unterkategorien
gliedern lassen (Squire, 1992).
Aussagen des Typs ‘A steht vor B’ richtig oder falsch sind. Wegen der verbalen Ko-
dierbarkeit der Ziffernfolge soll diese im Arbeitsgeda¨chtnis sensu Baddeley (1986)
mit Hilfe der phonologischen Schleife fu¨r einen spa¨teren Abruf bereitgehalten werden
ko¨nnen, wa¨hrend die Entscheidungsaufgabe aufgrund ihres ra¨umlichen Charakters den
visuell-ra¨umlichen Notizblock beno¨tigt, nicht aber auf die phonologische Schleife an-
gewiesen ist.
Auch im Bereich des Langzeitgeda¨chtnisses zeichnete sich eine Aufteilung in Sub-
komponenten ab. So schlugen Tulving und Donaldson (1972) vor, theoretisch zwi-
schen semantischem und episodischem Geda¨chtnis zu unterscheiden. Damit reagierten
sie auf die Arbeiten von Landauer und Freedman (1968) sowie Collins und Quillian
(1969), die sich eingehend mit dem Format auseinandersetzten, in dem Geda¨chtnisin-
halte abgelegt werden. Im Vordergrund dieser Untersuchungen stand die Speicherung
von Fakten, so dass sich diese Arbeiten laut Tulving und Donaldson (1972) mit dem
semantischen Geda¨chtnis und der Frage, wie semantische Informationen gespeichert
werden, bescha¨ftigten, wa¨hrend die klassische Geda¨chtnispsychologie der Frage nach
der Funktionsweise des episodischen Geda¨chtnisses nachginge. Diese Unterscheidung
von episodischem und semantischem Geda¨chtnis la¨sst sich auch in Abbildung 2.1
erkennen, die die Einteilung des Langzeitgeda¨chtnisses in ineinander geschachtelte
Komponenten wiedergibt, wie sie von Squire (1992) vertreten wurde (s. a. Squire et
al., 1993).
In ju¨ngerer Zeit schlug Squire (1992) vor, das Langzeitgeda¨chtnis auf oberster
Ebene in zwei Komponenten einzuteilen: Er unterschied ein System, das deklarative
Inhalte speichert, von einem zweiten, das auf prozeduralem, non-deklarativem Ler-
nen beruht. Evidenz fu¨r eine entsprechende Unterteilung ließ sich schon in den fru¨hen
1980er Jahren ausmachen (z. B. Cohen & Squire, 1980; Graf, Squire &Mandler, 1984;
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Jacoby &Witherspoon, 1982; Malamut, Saunders &Mishkin, 1984; Tulving, Schacter
& Stark, 1982; Warrington & Weiskrantz, 1982). Befunde an gesunden erwachsenen
Menschen, amnestischen Patienten und am Tiermodell sprachen dafu¨r, dass eine Tren-
nung vorgenommen werden muss zwischen dem bewussten Geda¨chtnis fu¨r Fakten und
Ereignisse und einer Reihe von Funktionen, die unbewusstes Geda¨chtnis ermo¨glichen,
wie z. B. den Erwerb von Fertigkeiten, das Trainieren von Gewohnheiten, die klassi-
sche Konditionierung sowie das Pha¨nomen des Primings.
Knowlton, Ramus und Squire (1992) konnten beispielsweise zeigen, dass sich Lei-
stungsdifferenzen zwischen Amnestikern und gesunden Kontrollprobanden in Aufga-
ben, die dem Paradigma des impliziten Grammatiklernen folgten (vgl. Reber, 1967),
nur in Leistungsmaßen zeigten, die das deklarative Geda¨chtnis beanspruchen – in die-
sem Falle der Akkuratheit, mit der die Probanden bereits gesehene Instanzen als ‘Alt’
klassifizieren konnten. Bei Maßen fu¨r implizites Lernen, hier der Klassifikation nicht
gelernter Reize als im Sinne der implizit gelernten Grammatik korrekt bzw. inkorrekt,
zeigte sich hingegen kein bedeutsamer Leistungsvorteil fu¨r die gesunden Kontrollpro-
banden. Ebenso konnten Cave und Squire (1992) in einer Reihe von Primingexpe-
rimenten keine Leistungsunterschiede zwischen einer Gruppe von Amnestikern und
einer Gruppe gesunder Kontrollprobanden finden. Bestand beispielsweise die Aufga-
be der Probanden darin, Bilder zu benennen, so zeigte sich, dass die Benennungen
neuer Bilder im Vergleich zu Bildern, die die Probanden vor zwei bzw. sieben Ta-
gen schon einmal bearbeitet hatten, deutlich langsamer erfolgten. Dieses sogenannte
Wiederholungspriming konnte sowohl bei der gesunden als auch bei der amnestischen
Stichprobe nachgewiesen werden.
In beiden geschilderten Untersuchungen wurde die den Amnestikern verbleiben-
de Geda¨chtnisfunktion dem unbewussten non-deklarativen Geda¨chtnis zugeschrieben,
wa¨hrend davon ausgegangen wurde, dass die amnestischen Probanden deutliche Lei-
stungseinbußen auf der Seite des deklarativen Geda¨chtnisses hinnehmen mussten.
Fraglich ist allerdings, welche Komponenten des deklarativen Geda¨chtnisses in
welchem Ausmaß von einer Amnesie betroffen sind. Squire (1992) wies darauf hin,
dass sich das Geda¨chtnis fu¨r deklarative Inhalte in zwei weitere Bestandteile unterglie-
dern la¨sst, die sich darin unterscheiden, welche Art von Informationen sie bearbeiten.
Bei diesen beiden von Squire unterschiedenen Informationstypen handelte es sich zum
einen um Ereignisse bzw. Episoden und zum anderen um Fakten und Weltwissen. In
dieser Unterscheidung la¨sst sich unschwer die von Tulving und Donaldson (1972) vor-
geschlagene Differenzierung zwischen episodischem und semantischem Geda¨chtnis
erkennen.
Fu¨r die Unterteilung des deklarativen Geda¨chtnisses in einen episodischen und
einen semantischen Teil sprechen Untersuchungen an K.C., einem Patienten mit amne-
stischer Symptomatik. K.C. entwickelte aufgrund von Kopfverletzungen, die er bei ei-
nem Verkehrsunfall davongetragen hatte, ein amnestisches Syndrom, in dessen Folge
er sich, wie Tulving (1991) ausfu¨hrte, weder an Episoden aus seinem Leben vor dem
Unfall erinnern konnte, noch in der Lage war, sich neue Episoden einzupra¨gen. Trotz
seiner generellen Unfa¨higkeit zur episodischen Erinnerung, die sich in einer ausge-
pra¨gten retrograden wie auch anterograden Amnesie im Bereich seines episodischen
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Geda¨chtnisses a¨ußerte, ergab sich bezogen auf das Faktenwissen, u¨ber das K.C. noch
verfu¨gte, ein anderes Bild. Das vor seinem Unfall erworbene Wissen blieb dem Pati-
enten dem Bericht von Tulving (1991) zufolge unbeschadet erhalten. In diesem Be-
reich ließen sich weitaus weniger Anzeichen einer retrograden Amnesie feststellen.
Zudem konnten Tulving, Hayman und Macdonald (1991) zeigen, dass K.C. in der
Lage war, neues Wissen zu erwerben. Hierzu ließen sie ihn in einer sich u¨ber Mo-
nate erstreckenden Untersuchung zufa¨llig zusammengestellte Drei-Wort-Sa¨tze wie z.
B. den Satz MEDICINE cured HICCUP lernen. Bei einem Test, der darauf beruhte,
dass der Patient vom Versuchsleiter vorgegebene Satzfragmente, im Beispiel MEDI-
CINE cured , um das fehlende Objekt erga¨nzen sollte, offenbarte K.C. seine
Fa¨higkeit, sich neue semantische Informationen einzupra¨gen.
In dieser, wenn auch rudimenta¨ren, Fa¨higkeit zu semantischem Lernen unterschied
sich K.C. deutlich von dem allgemeinen Bild eines Amnestikers, das durch den Bericht
von Scoville und Milner (1957) u¨ber einige Patienten gepra¨gt ist, die nach beidseiti-
ger La¨sion des medialen Temporallappens einen ausgepra¨gten Geda¨chtnisverlust ent-
wickelten. Der wohl beru¨hmteste Fall aus diesem Bericht ist der Patient H.M., dem
aufgrund seiner schweren Epilepsie im Jahre 1953 beidseitig große Teile des medialen
Temporallappens, darunter der Hippocampus entfernt worden waren. Nach der Opera-
tion war der Patient nicht mehr in der Lage, das Klinikpersonal zu erkennen oder den
Weg zu seinem Badezimmer zu finden. Wie Scoville und Milner berichteten, verbes-
serte sich H.M.’s Situation bis zur Vorlage ihres Berichts nicht. Fu¨r sein fortwa¨hrendes
Unvermo¨gen, sich neues Wissen anzueignen, la¨sst sich eine Vielzahl von Beobach-
tungen anfu¨hren. So hatte sich der Patient auch zehn Monate nach dem Umzug die
neue Adresse seines Elternhauses nicht einpra¨gen ko¨nnen. Wie seine Mutter berichte-
te, las H.M. Zeitschriftenartikel wieder und wieder ohne auch nur ein Anzeichen von
Vertrautheit oder Wiedererkennen zu zeigen. Scoville und Milner (1957) berichteten
zudem von gemeinsamen Mittagessen mit H.M., an die sich dieser schon eine halbe
Stunde spa¨ter nicht mehr erinnern konnte.
Anders als bei K.C. scheint bei H.M. sowohl das episodische als auch das seman-
tische Geda¨chtnis von einer anterograden Amnesie betroffen gewesen zu sein. Ver-
glichen mit der Symptomatik von H.M. wies die Symptomatik von K.C. damit zwei
charakteristische Besonderheiten auf. Diese Besonderheiten sind zum einen die oben
geschilderte Fa¨higkeit zu semantischem Lernen und zum anderen eine deutlich asym-
metrische retrograde Amnesie. Diese Asymmetrie bestand darin, dass K.C. sich im
Alltag zwar des vor seinem Unfall erworbenen Wissens bedienen konnte, ihm aller-
dings seine autobiografischen Erinnerungen aus demselben Zeitraum unzuga¨nglich
waren. Wa¨hrend also H.M. in Folge seiner Operation einen vo¨lligen Verlust seiner
deklarativen Lernfa¨higkeit hinnehmen musste, scheint das in dieser Totalita¨t bei K.C.
nur fu¨r den Bereich der episodischen Erinnerungen zuzutreffen.
Wenngleich die Leistungsunterschiede zwischen semantischem und episodischem
Geda¨chtnis bei K.C. besonders ausgepra¨gt waren, so ist dies nicht der einzige doku-
mentierte Fall, bei dem eine solche Symptomatik vorliegt. Die geschilderte Asymme-
trie zwischen episodischem und semantischem Geda¨chtnis kann in einer Reihe von
Berichten leicht wieder gefunden werden (z. B. Calabrese et al., 1996; Cermak &
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O’Connor, 1983; Della Sala, Laiacona, Spinnler & Trivelli, 1993; Kopelman, Stanho-
pe & Kingsley, 1999; Levine et al., 1998; Markowitsch et al., 1993; Viskontas, McAn-
drews & Moscovitch, 2000).
Zentrale Fragen, die noch zu kla¨ren sind, lauten, wie die beiden deklarativen
Geda¨chtnissysteme ineinander greifen und wie sie miteinander interagieren. Auf diese
Fragen gaben Squire et al. (1993) sowie Tulving (1995) dezidierte Antworten, die sich,
wie im Folgenden deutlich wird, u¨ber weite Strecken a¨hneln.
Squire et al. (1993) sprachen sich dafu¨r aus, dass das episodische Geda¨chtnis-
system auf semantischen Inhalten aufbaut und diese als basale Bausteine der Erin-
nerungen assoziativ in Episoden zusammenfu¨hrt. Das episodische Geda¨chtnis wa¨re
demnach auf das semantische Geda¨chtnis angewiesen, um funktionieren zu ko¨nnen,
wa¨hrend letzteres unabha¨ngig von der Funktionstu¨chtigkeit des episodischen Geda¨cht-
nisses wa¨re. Daraus folgt direkt, dass Menschen ein funktionsfa¨higes semantisches
Geda¨chtnis aufweisen ko¨nnen, ohne in der Lage zu sein, Episoden aus ihrem Leben zu
behalten, wie es bei dem Patienten K.C. der Fall war. Ebenso ko¨nnen sowohl semanti-
sches als auch episodisches Geda¨chtnis beeintra¨chtigt sein, mitunter bis zur vollsta¨ndi-
gen Funktionsunfa¨higkeit, wie sie bei H.M. beobachtet werden konnte. Im Sinne der
Theorie von Squire et al. (1993) nicht erlaubt ist hingegen die Beobachtung eines funk-
tionstu¨chtigen episodischen Geda¨chtnisses, wenn gleichzeitig Leistungseinbußen im
semantischen Bereich vorliegen.
Unterstu¨tzt werden diese Annahmen durch das Pha¨nomen der Quellenamnesie.
Darunter versteht man einen selektiven Verlust des Wissens um das ‘Wann’ und das
‘Wo’ eines Enkodierereignisses, wa¨hrend die Fa¨higkeit, sich an das ‘Was’ – also den
Inhalt der aufgenommenen Information – zu erinnern, unvera¨ndert erhalten bleibt. Shi-
mamura und Squire (1991) konnten zeigen, dass Amnestiker, die eine große Zahl
an Quellenfehlern begehen, bei Multiple-Choice-Tests, in denen die Erinnerung an
die Episodeninhalte abgefragt wurde, nicht schlechter abschnitten als Amnestiker, die
keine Beeintra¨chtigung des Quellengeda¨chtnisses aufwiesen. Hier schien also beiden
Gruppen das ‘Was’ zur Verfu¨gung zu stehen, wa¨hrend nur die eine Gruppe in der Lage
war, die kritische Verknu¨pfung der einzelnen Informationen zu Episoden vorzuneh-
men.
Eine detaillierte Beschreibung des Zusammenspiels von semantischem und episo-
dischem Geda¨chtnis und der Art und Weise, wie diese mit weiteren Geda¨chtniskom-
ponenten in funktionaler Weise verbunden sind, lieferte auch Tulvings SPI-Modell
(Tulving, 1995; 2002b; Tulving & Markowitsch, 1998).
In diesem Modell werden zuna¨chst Geda¨chtnissysteme und Geda¨chtnisprozesse
voneinander unterschieden. Bei den zentralen Geda¨chtnisprozessen handelt es sich um
das Enkodieren, das Speichern und das Abrufen von Informationen. Alle drei Pro-
zesse laufen in den zentralen Geda¨chtnissystemen ab. Diese bestehen nach Tulving
(2002b) aus dem semantischen und dem episodischen Geda¨chtnissystem sowie dem
perzeptuellen Repra¨sentationssystem (PRS). In Tulvings Modell lassen sich damit bei-
de von Squire (1992) vorgeschlagenen Komponenten des deklarativen Geda¨chtnisses
wiederfinden. Daru¨ber hinaus sind mit dem perzeptuellen Repra¨sentationssystem im



















Abbildung 2.2: Dargestellt wird das SPI-Modell des Langzeitgeda¨chtnisses nach Tul-
ving (1995). Es werden drei Geda¨chtnissysteme mit spezifischen Aufgaben unterschie-
den. Pfeile geben die angenommene Richtung des Informationsflusses von der Enko-
dierung bis zum Abruf wieder.
ving (2002b) ausschließlich den perzeptuellen Anteil des non-deklarativen Geda¨cht-
nisses auf und vernachla¨ssigt das an anderer Stelle ebenfalls postulierte prozedurale
Geda¨chtnissystem, da dieses seiner Ansicht nach fu¨r das Versta¨ndnis des episodischen
Geda¨chtnisses nicht von entscheidender Bedeutung ist. Das perzeptuelle Repra¨senta-
tionssystem hingegen spielt als Vorstufe bei der Verarbeitung deklarativer Informatio-
nen eine entscheidende Rolle: So gelangen Tulving zufolge die perzeptuellen Eigen-
schaften physikalischer Objekte in das PRS. Dabei u¨bernimmt das PRS zum einen
die Aufgabe eines Speichers fu¨r diese perzeptuellen Eigenschaften und zum anderen
Hilfsfunktionen fu¨r die u¨brigen Geda¨chtnissysteme, indem es bei der Enkodierung die
Informationen fu¨r das nachfolgende System bereitha¨lt und zuga¨nglich macht. Das per-
zeptuelle Repra¨sentationssystem fu¨r sich genommen ist u. a. verantwortlich fu¨r einfa-
ches Stimulus-Response-Lernen, das auf der bloßen Assoziation eines physikalischen
Auslo¨sers und einer Verhaltensreaktion beruht. Daru¨ber hinaus wurde angenommen,
dass das PRS von entscheidender Bedeutung fu¨r das Pha¨nomen des perzeptuellen Pri-
mings ist, das sich als eine erfahrungsbasierten Wahrnehmungserleichterung a¨ußert,
wie sie z. B. bei wiederholter Objektidentifikation beobachtet werden kann (Schacter,
1990; Tulving & Schacter, 1990).
Bis zu diesem Punkt unterscheidet sich die Skizze, die das SPI-Modell von der
Struktur des menschlichen Langzeitgeda¨chtnisses zeichnet, nicht deutlich von dem
Bild, das Squire et al. (1993) davon entwarfen. Eine theoretische Neuerung la¨sst sich
hingegen in einer Reihe von Annahmen erkennen, die die Zusammenarbeit der drei
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Geda¨chtnissysteme wa¨hrend des Enkodierens, Speicherns und Abrufens spezifizieren.
Diese Annahmen u¨ber die Art des Informationsflusses bzw. die Interaktion der drei
entscheidenden Geda¨chtnisprozesse sind so zentral, dass sie im Namen des Modells
wieder gefunden werden ko¨nnen. Wie in Abbildung 2.2 dargestellt, sollen Informa-
tionen bei der Enkodierung seriell (S) verarbeitet werden, wobei die Verarbeitung im
PRS beginnt. Die Ergebnisse dieser Stufe werden dann an das semantische System
weitergereicht, bevor die semantischen Inhalte an das episodische System weiterge-
leitet werden. Wa¨hrend das S in dem Modellnamen SPI also fu¨r seriell steht und da-
mit den Operationsmodus der Geda¨chtnissysteme bei der Enkodierung kennzeichnet,
steht das P fu¨r parallel und kennzeichnet den Operationsmodus der Systeme bei der
Speicherung. Parallelita¨t wa¨hrend der Speicherung bedeutet, dass die Informationen in
allen drei Systemen zeitgleich gespeichert werden, was dazu fu¨hrt, dass einzelne Infor-
mationen auf den verschiedenen Ebenen mitunter mehrfach repra¨sentiert sind. Dabei
gilt, dass in jedem einzelnen System spezifische Facetten der Reize gespeichert sind, d.
h. im PRS die perzeptuellen Eigenschaften, im semantischen Geda¨chtnis die semanti-
schen Anteile und im episodischen Geda¨chtnis die Assoziationen mit dem ra¨umlichen
und zeitlichen Kontext. Zuletzt steht das I fu¨r unabha¨ngig (independent); es besagt,
dass die drei Systeme beim Abrufen unabha¨ngig voneinander agieren ko¨nnen. Damit
ist gemeint, dass Abrufergebnisse aus dem einen System den Abruf aus einem anderen
System nicht beeinflussen mu¨ssen. Zwar werden die aus den unterschiedlichen Syste-
men abgerufenen Inhalte ha¨ufig wieder zusammengefu¨hrt, eine Notwendigkeit dazu
besteht allerdings nicht. Beim Abruf ist also theoretisch jedes Geda¨chtnissystem fu¨r
sich funktionsfa¨hig und nicht auf die Funktionstu¨chtigkeit eines der anderen Systeme
angewiesen.
Trotz seiner Einfachheit wartet das SPI-Modell mit interessanten Vorhersagen auf,
die dem traditionellen Versta¨ndnis davon, was das Wesen der Kommunikation zwi-
schen den Geda¨chtnissystemen ausmacht, zuwiderlaufen. Um der Leserin bzw. dem
Leser ein besseres Versta¨ndnis fu¨r das SPI-Modell zu vermitteln, werden in der Folge
einige dieser Hypothesen na¨her dargestellt und mit empirischen Argumenten unter-
mauert.
Zuerst einmal la¨sst sich aus den Annahmen des Modells ableiten, dass ein Geda¨cht-
nissystem auf jeder Stufe funktionstu¨chtig sein kann, vorausgesetzt die jeweils niedri-
geren Stufen sind intakt. Da dies unabha¨ngig davon gilt, ob eine Scha¨digung auf einer
ho¨heren Stufe vorliegt oder diese Stufe in dem gegebenen Organismus gar nicht erst
vorhanden ist, lassen sich Beobachtungen am gesunden Geda¨chtnis und am amnesti-
schen Patienten mit diesem Modell genauso erkla¨ren wie Beobachtungen an Tieren
und Sa¨uglingen.
Ha¨ufig wird bei Tieren, aber auch bei Sa¨uglingen, die sich noch keiner Sprache
bedienen ko¨nnen, die perzeptuelle Rekognitionsleistung mit der sogenannten delayed-
non-matching-to-sample-Aufgabe untersucht (Sharbaugh, Viet, Fraser & McMaster,
2003). Ebenso wie beim Einsatz a¨hnlicher Verfahren, die auf reiner Objektrekognition
beruhen, zeigen die untersuchten Subjekte darin Geda¨chtnisleistungen, ohne auf das
semantische Geda¨chtnis zuru¨ckgreifen zu mu¨ssen (Tulving, 2002a).
Neben Untersuchungen, die belegen, dass amnestische Patienten trotz ihres stark
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eingeschra¨nkten episodischen Geda¨chtnisses durchaus fa¨hig sein ko¨nnen, neues Welt-
wissen zu erwerben, spricht die Beobachtung, dass junge Kinder bereits Wissen u¨ber
die sie umgebende Welt erwerben ko¨nnen, bevor sie die Fa¨higkeit erlangen, sich
an spezifische Ereignisse aus ihrer Vergangenheit zu erinnern (Nelson, 1993; Perner
& Ruffman, 1995), fu¨r die Unabha¨ngigkeit des Wissenserwerbs vom episodischen
Geda¨chtnis.
Aufgrund der parallelen Speicherung und der Unabha¨ngigkeit des Abrufes sagt
das SPI-Modell anders als die Theorie von Squire et al. (1993) fu¨r retrograde Amne-
sien doppelte Dissoziationen zwischen semantischem und episodischem Geda¨chtnis
vorher. Eine retrograde Amnesie kann sich also entweder in einer fast ausschließli-
chen Beeintra¨chtigung des episodischen bzw. des semantischen Geda¨chtnisses a¨ußern,
oder aber eine gleichma¨ßige Beeintra¨chtigung beider Systeme mit sich bringen, wie
es in den meisten Fa¨llen berichtet wurde. Fu¨r die anterograde Amnesie hingegen sind
solche Dissoziationen ausgeschlossen. Da bei der anterograden Amnesie das Enko-
dieren beeintra¨chtigt ist, betrifft – aufgrund der Serialita¨tsannahme – jede Sto¨rung auf
unterer Ebene die Leistung der ho¨heren Systeme. Entsprechend kann bei der antero-
graden Amnesie nur eine einfache Dissoziation beobachtet werden: Entweder ist das
episodische Geda¨chtnis geschwa¨cht und das semantische Geda¨chtnis intakt oder so-
wohl das semantische als auch das episodische Geda¨chtnis weisen eine verminderte
Leistungsfa¨higkeit auf. Der dritte Fall, d. h. ein intaktes episodisches Geda¨chtnis bei
defizita¨rem semantischemGeda¨chtnis, ist mit denModellannahmen dagegen nicht ver-
einbar.
Zuletzt la¨sst sich aus den Modellannahmen die Behauptung ableiten, dass die
Geda¨chtnisleistung, wie sie in Rekognitionsuntersuchungen erfasst wird, nicht durch
ein einheitliches Konstrukt wiedergegeben werden sollte, wie es in signalentdeckungs-
theoretischen Rekognitionstheorien der Fall ist, die die Geda¨chtnisleistung durch Ma-
ße wie d’ (Banks, 1970), A’ (Pollack & Norman, 1964) oder Pr (Snodgrass & Corwin,
1988) abbilden. Tulving (2002b) postulierte vielmehr, dass sich die Rekognitionslei-
stung aus der Leistung zweier Bestandteile zusammensetzt, na¨mlich zum einen der
des episodischen und zum zweiten der des semantischen Geda¨chtnisses. Eine zentrale
Eigenschaft des SPI-Modells kann also darin gesehen werden, dass es zwei inhaltlich
unterschiedliche Komponenten benutzt, um die Ergebnisse von Rekognitionsuntersu-
chungen zu erkla¨ren. Damit unterscheidet es sich deutlich von einer ganzen Reihe spar-
samerer Ein-Komponenten-Modelle. Um die Beitra¨ge von semantischem und episodi-
schem Geda¨chtnis zur Rekognitionsleistung getrennt erfassen zu ko¨nnen, ist allerdings
eine genauere Beschreibung dieser beiden Konzepte von No¨ten. Der Schwerpunkt soll-
te dabei auf Unterschiede zwischen semantischem und episodischem Geda¨chtnis ge-
legt werden, da sich erst nach einer genauen Kla¨rung der Unterschiede Methoden ent-
wickeln und verstehen lassen, die dazu geeignet sind, die Beitra¨ge der beiden Systeme
getrennt voneinander zu erfassen.
Entsprechend wird im folgenden Kapitel das Konzept des episodischen Geda¨cht-
nisses na¨her beleuchtet, um es von dem semantischen Geda¨chtnis abgrenzen zu
ko¨nnen. Zudem wird darin mit dem Remember-Know-Paradigma eine Methode vor-
gestellt, die verstanden werden kann als ein Weg zur Trennung zwischen Leistungsan-
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teilen, die auf das episodische Geda¨chtnis zuru¨ckgefu¨hrt werden ko¨nnen, und solchen,
die auf einem Abruf aus dem semantischen Geda¨chtnis fußen. Der Systemansatz, wie
er bisher dargelegt wurde, ist allerdings nicht der einzige theoretische Rahmen, in-
nerhalb dessen das Remember-Know-Paradigma fruchtbar eingesetzt bzw. verstanden
werden kann. Eine alternative Theorie bedient sich eines Zwei-Prozess-Ansatzes zum
Geda¨chtnis. Dieser Ansatz wird zum Abschluss des na¨chsten Kapitels ero¨rtert werden.
Kapitel 3
Episodisches Geda¨chtnis
Im vorherigen Kapitel ist der Aufbau des menschlichen Geda¨chtnisses skizziert wor-
den. Dabei wurde ein Schwerpunkt auf das Langzeitgeda¨chtnis gelegt. Wie dargestellt
wurde, la¨sst sich dieses in verschiedene Subkomponenten unterteilen, zu denen das
semantische und das episodische Geda¨chtnis geza¨hlt werden. Wa¨hrend das seman-
tische Geda¨chtnis Faktenwissen speichert und zum Abruf bereitha¨lt, ermo¨glicht das
episodische Geda¨chtnis ein autobiografisches Erinnern an Ereignisse der perso¨nlichen
Geschichte und Episoden des ta¨glichen Lebens. Des Weiteren wurden zwei Rahmen-
modelle vorgestellt, in die das semantische und das episodische Geda¨chtnis eingebettet
werden ko¨nnen. Diese beiden Theorien waren zum einen das Geda¨chtnismodell von
Squire (1992) und zum anderen das SPI-Modell von Tulving (1995). Beim Vergleich
der beiden Rahmenmodelle ließ sich unschwer erkennen, dass diese sich weniger darin
unterscheiden, aus welchen basalen Komponenten sich das Geda¨chtnis ihnen zufolge
zusammensetzen soll; vielmehr unterschieden sich die beiden theoretischen Konzepte
darin, wie sie das Zusammenarbeiten der Geda¨chtnissysteme beschrieben.
In dem nun folgenden Abschnitt wird das sogenannte Remember-Know-Paradigma
im Mittelpunkt stehen. Das Remember-Know-Paradigma ist ein Forschungsparadig-
ma, mit dessen Hilfe Wissenschaftler die Eigenheiten des semantischen und des episo-
dischen Geda¨chtnisses experimentell na¨her zu beleuchten versuchen. Bevor aber diese
Methode erla¨utert wird, wird erst einmal dessen theoretische Grundlage na¨her betrach-
tet werden, bei der es sich, wie bereits erwa¨hnt, um die Eigenschaften des episodi-
schen Geda¨chtnisses handelt. Dabei interessieren zum einen die Eigenschaften dieses
Geda¨chtnissystems im Allgemeinen und zum anderen jene Eigenschaften des Systems,
die es von den verwandten Systemen, insbesondere dem semantischen Geda¨chtnis, un-
terscheiden.
Tulving (2005) legte eine in diesem Sinne sehr hilfreiche Liste vor, die auf Arbeiten
von Wheeler, Stuss und Tulving (1997), Tulving und Markowitsch (1998) sowie Grif-
fiths, Dickinson und Clayton (1999) zuru¨ckgeht und die beobachtbaren Eigenschaften
des semantischen sowie des episodischen Geda¨chtnisses entha¨lt. Diese in Tabelle 3.1
wiedergegebene Liste besteht ihrerseits aus zwei Unterlisten; wa¨hrend in der oberen
Ha¨lfte solche Eigenschaften zu finden sind, die dem semantischen Geda¨chtnis zu Ei-
gen sind, finden sich in der unteren Ha¨lfte Eigenschaften, die genuin dem episodischen
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Geda¨chtnis zugeschrieben werden ko¨nnen.
Nach Tulving (1993) lassen sich die entscheidenden Merkmale des episodischen
Geda¨chtnisses in den folgenden drei Punkten ausmachen, die im unteren Teil von Ta-
belle 3.1 an prominenter Stelle wieder gefunden werden ko¨nnen: Erstens soll es dem
Menschen ermo¨glichen, sich an erlebte Ereignisse als solche zu erinnern. Zweitens
soll der Mensch nicht nur in der Lage sein, die zeitliche Organisation sonst ga¨nzlich
zusammenhangloser Ereignisse zu erinnern, sondern zudem mentale Zeitreisen voll-
ziehen ko¨nnen. Drittens sollen sich episodisches und semantisches Geda¨chtnis fun-
damental in der Art des Bewusstheitserlebens unterscheiden, das den Informations-
abruf begleitet. Das den episodischen Abruf begleitende Bewusstheitserleben nennt
Tulving (2002a) autonoetische (selbstwissende) Bewusstheit und hebt es ab von noeti-
scher (wissender) Bewusstheit, die sich einstellt, wenn eine Information ausschließlich
semantisch abgerufen werden kann.
Eine Erinnerung, derer man sich in autonoetischer Form bewusst ist, zeichnet sich
durch eine Beteiligung des Selbst aus, wie man sie erlebt, wenn man Ereignisse mental
rekonstruiert, die man in der Vergangenheit erlebt hat. Dabei ist das Bewusstheitserle-
ben beim Erinnern dem Gegenwartserleben einerseits so a¨hnlich, dass Menschen sich
in der Vergangenheit Erlebtes vorstellen ko¨nnen, beinahe als wu¨rden sie die gleiche Si-
tuation erneut durchleben, und andererseits doch so deutlich von selbigem unterscheid-
bar, dass Menschen im Allgemeinen sehr gut zwischen einer Erinnerung an ein vergan-
genes Ereignis und dem Erleben der Gegenwart unterscheiden ko¨nnen. Im Unterschied
dazu a¨ußert sich das Erleben noetischer Bewusstheit, das Tulving zufolge den Abruf
von Wissen aus dem semantischen Geda¨chtnis begleitet, in einem Eindruck von Ver-
trautheit oder Bekanntheit, ohne dass das Selbst in die Erinnerung eingebunden oder
ein Wiedererleben verspu¨rbar wa¨re. Zur Beschreibung dieser beiden Bewusstheitsfor-
men fu¨hrt Tulving (1983) spezifische Termini technici ein: Fu¨r die autonoetische Be-
wusstheit verwendet er den Begriff Remember respektive Remembering, wa¨hrend er
die noetische Bewusstheit mit dem Begriff Know bzw. Knowing belegt.
Diese Fachbegriffe sind es auch, denen das von Tulving (1985b) vorgeschlagene
Remember-Know(RK)-Paradigma seinen Namen verdankt. Im Rahmen dieses Para-
digmas wird die Form des Bewusstheitserlebens durch eine an die Probanden gerich-
tete Nachfrage erfasst: Die Probanden sollen bei erinnerten Reizen a¨ußern, ob sie sich
an die Pra¨sentation des infrage stehenden Reizes in der Lernphase bewusst erinnern
(Remember, R) oder ob sie lediglich wissen, dass der Stimulus in der Lernphase vor-
gekommen ist, ohne sich bewusst an die Lernsituation zu erinnern (Know, K).
Meistens wird das Remember-Know-Paradigma zusammen mit Ja/Nein-
Rekognitionstests respektive Alt-Neu-Rekognitionstests eingesetzt, wobei die Proban-
den nur im Falle von Alt- bzw. Ja-Antworten um ein entsprechendes Bewusstheitsurteil
gebeten werden. Im weiteren Verlauf soll deshalb unter der klassischen ‘Remember-
Know-Prozedur’ ein Geda¨chtnisexperiment verstanden werden, das die folgenden bei-
den Bedingungen erfu¨llt:
1. Die Nachfrage nach dem Erleben der Bewusstheit beim Abruf wurde eingebettet
in einen Rekognitionstest;
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Tabelle 3.1: Aufgelistet werden Eigenschaften des episodischen Geda¨chtnisses nach
Tulving (2005). Im oberen Teil finden sich Eigenschaften, die prima¨r das semantische
Geda¨chtnis charakterisieren, wa¨hrend der untere Teil solche Eigenschaften entha¨lt,
durch die sich das episodische Geda¨chtnis vom semantischen Geda¨chtnis unterschei-
den la¨sst.
Semantisches Geda¨chtnis
• Schlu¨sselfunktion: Registrieren, Speichern und Abrufen nutzbaren Wissens
• Multimodaler Input
• Schnelle Enkodieroperationen ermo¨glichen Single-Trial-Lernen
• Komplexer und hochstrukturierter Speicher
• Speicherinhalt ist gegensta¨ndlich
• Speicherinhalt ist in Propositionen u¨berfu¨hrbar
• Speicherinhalt hat prinzipiell einen Wahrheitswert
• Informationsverarbeitung ist ausgesprochen kontextsensitiv
• Mo¨glichkeit zu flexiblem Abruf
• Symbolische Repra¨sentation gespeicherter Information
• System ist kognitiv – Inhalte ko¨nnen reflektiert werden
• Verhaltensa¨ußerung ist optional und nicht obligatorisch
• Bewusste Beachtung der Zeit ist nicht zwingend erforderlich
• Erleben noetischer Bewusstheit
• System interagiert mit anderen neurokognitiven Systemen
• Abha¨ngig von weit verzweigten kortikalen und subkortikalen neuronalen Systemen
• Bei einer großen Zahl von Tieren zu finden; hoch entwickelt bei Sa¨ugetieren und
Vo¨geln
Episodisches Geda¨chtnis
• Schlu¨sselfunktion: Bewusstes Erinnern von Geschehnissen in subjektiver Zeit
• Ermo¨glicht mentale Zeitreisen in Vergangenheit und Zukunft
• Aktivita¨t wird von autonoetischer Bewusstheit begleitet
• Abha¨ngigkeit von erinnerndem Selbst
• Entwickelte sich in phylogenetisch ju¨ngerer Zeit
• Ontogenetische Entwicklung ist spa¨ter als die anderen Geda¨chtnissystemen
• Anfa¨lliger gegenu¨ber Scha¨digungen
• Operationen bedu¨rfen besonderer neurokognitiver Strukturen
• Operationen sind auf semantisches Geda¨chtnis angewiesen
• Episodische Erinnerung setzt Wissen voraus, Wissen impliziert hingegen nicht Erin-
nerung
• Vergleichsweise stark auf den pra¨frontalen Kortex angewiesen
• Kommt mo¨glicherweise nur beim Menschen vor
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2. Die Abfrage von Rekognitionsurteil und Remember-Know-Urteil erfolgte in
zwei Stufen: Zuerst wurde ein Rekognitionsurteil (Ja/Nein oder Alt/Neu) erbeten
und anschließend wurde im Falle einer Bejahung ein Remember-Know-Urteil
notwendig.
In den zwanzig Jahren seitdem Tulving (1985b) erstmals zeigte, dass Probanden
zwischen den erla¨uterten Bewusstseinsformen unterscheiden und sie in Remember-
und Know-Antworten wiedergeben ko¨nnen, ist die Remember-Know-Prozedur in ei-
ner Vielzahl von Untersuchungen eingesetzt worden, die sich sehr unterschiedlichen
Fragestellungen widmeten. Aus theoretischer Sicht allerdings ko¨nnen drei Fragen in
den Vordergrund geru¨ckt werden, die viele Wissenschaftler bescha¨ftigten. Viele der
fru¨hen Arbeiten mit der Remember-Know-Prozedur zielten darauf ab, Remember-
und Know-Antworten gezielt durch experimentelle Manipulationen zu dissoziieren.
Eine zweite Forschungslinie offenbart sich in Untersuchungen, die danach streben, im
Remember-Know-Paradigma erhaltene Untersuchungsergebnisse mit alternativen Ver-
arbeitungsmodellen in Einklang zu bringen. In diesem Bereich lassen sich zwei Klas-
sen von alternativen Theorien ausmachen. Zum einen werden Zwei-Prozess-Theorien
benutzt, um Remembering auf den einen Prozess und Knowing auf den anderen
zuru¨ckzufu¨hren. Daneben zeichnen sich Bemu¨hungen ab, Ergebnisse von Remember-
Know-Untersuchungen durch einen einheitlichen Prozess abzubilden. So motiviert
sich dann auch eine dritte wichtige Forschungsfrage, die den Zusammenhang zwi-
schen Remember- und Know-Antworten auf der einen Seite und der Konfidenz bei
Rekognitionsurteilen auf der anderen Seite thematisierten.
Einen U¨berblick u¨ber eine Reihe von Untersuchungen, die zusammengenommen
Dissoziationen zwischen Remember- und Know-Antworten aufzeigten, boten Gardi-
ner und Java (1993). Alles in allem deuteten die in dieser U¨berblicksarbeit dargestell-
ten Ergebnisse darauf hin, dass sich Remember- und Know-Antworten doppelt disso-
ziieren lassen: Einerseits konntenManipulationen gefunden werden, die ausschließlich
Remember-Antworten beeinflussten aber keinen Einfluss auf Know-Antworten hatten.
Zu diesen Manipulationen za¨hlten: die Tiefe der Verarbeitung (Gardiner, 1988; vgl.
Graf & Mandler, 1984; Jacoby & Dallas, 1981), das Retentionsintervall (Gardiner,
1988; Gardiner & Java, 1991; vgl. Sloman, Hayman, Ohta, Law & al., 1988) sowie ge-
teilte versus ungeteilte Aufmerksamkeit (Gardiner & Parkin, 1990; vgl. Parkin, Reid &
Russo, 1990). Andererseits konnte gezeigt werden, dass eine andere Gruppe vonMani-
pulationen einen Einfluss auf Know-Antworten, nicht aber auf Remember-Antworten
hatten. Zu diesen Variablen geho¨rte u. a. das maskierte Wiederholungspriming. Das
maskierte Wiederholungspriming ist eine Manipulation, die auf Jacoby undWhitehou-
se (1989) zuru¨ckgeht. Die Autoren konnten zeigen, dass sowohl die Rate der Treffer
als auch die der Falschen Alarme in einfachen Rekognitionsuntersuchungen anstieg,
wenn in der Abrufphase der Pra¨sentation eines Testwortes eine kurze und maskierte
Pra¨sentation des gleichen Wortes vorausging. Genau diesen Effekt hat Rajaram (1993,
Exp. 3) mit der Remember-Know-Prozedur na¨her untersucht. Dabei hat sie feststellen
ko¨nnen, dass sich das maskierte Wiederholungspriming auf die Ha¨ufigkeit von Know-
Antworten, nicht aber die von Remember-Antworten auswirkte.
Weiterhin konnten Variablen identifiziert werden, die eine Dissoziation zwischen
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Remember- und Know-Antworten produzieren, bei der die beiden Antwortmo¨glich-
keiten in entgegengesetzter Richtung beeinflusst wurden. Zu diesen Variablen geho¨rten
der Vergleich zwischen Wo¨rtern und Nonwo¨rtern (Gardiner & Java, 1990), das Alter
der Probanden (Parkin & Walter, 1992) und die Pra¨sentation von Wo¨rtern respektive
Bildern in der Lernphase (Rajaram, 1993, Exp. 2).
Das Gesamtbild dieser Befunde, dass sich Remember- und Know-Antworten von-
einander getrennt beeinflussen lassen, harmoniert gut mit Tulvings SPI-Modell im All-
gemeinen und der in diesem Rahmen formulierten Unabha¨ngigkeitsannahme im Be-
sonderen. Entsprechend ist ein mo¨glicher Schluss, der an dieser Stelle gezogen wer-
den kann, dass die Ha¨ufigkeiten von Remember- und Know-Antworten von zumindest
zwei unterscheidbaren und unabha¨ngigen Entita¨ten abha¨ngen, bei denen es sich dem
SPI-Modell zufolge um das semantische und das episodische Geda¨chtnis handeln soll.
Allerdings ist dies nicht die einzige mo¨gliche Sichtweise. Ein alternatives Rahmen-
modell, das der Tradition einer prozesstheoretischen Betrachtung des Geda¨chtnisses
folgt, stellte Rajaram (1993, 1996) vor. In ihren Arbeiten ging die Autorin anfa¨ng-
lich davon aus, dass konzeptuelle Verarbeitungsprozesse Remembering beeinflussten
und perzeptuelle Prozesse fu¨r Knowing von entscheidender Bedeutung seien. Sie be-
merkte aber bald, dass dieses theoretische Fundament sich empirisch nicht besta¨tigen
ließ. Problematisch fu¨r diese Perzeptuell-Konzeptuell-Theorie sind Untersuchungen,
in denen sich zeigte, dass Remembering auch auf perzeptuelle Manipulationen rea-
gierte sowie dass Knowing durch eine Vera¨nderung der konzeptuellen Verarbeitungs-
prozesse gesteigert werden konnte. In diesem Sinne kritische Befunde wurden u. a.
von Rajaram und Geraci (2000) vorgelegt, die zeigen konnten, dass semantisches Pri-
ming in der Abrufphase – eine Manipulation, die das Konzept betrifft – selektiv die
Ha¨ufigkeit von Know-Antworten beeinflusste. Den Einfluss einer perzeptuellen Mani-
pulation auf Remember-Antworten belegte der von Rajaram (1996) berichtete Effekt
der perzeptuellen Kongruenz zwischen Lern- und Abrufphase auf die Ha¨ufigkeiten von
Remember-Antworten.
In ihren spa¨teren Arbeiten nahm die Autorin (Rajaram, 1996; Rajaram & Gera-
ci, 2000) daher an, dass das Bewusstheitserleben einerseits und die Art der Verarbei-
tung – eher perzeptuell oder eher konzeptuell – andererseits unabha¨ngig voneinan-
der sind. Fu¨r die Erkla¨rung des Bewusstseinserlebens erachtete sie dementsprechend
die Perzeptuell-Konzeptuell-Dichotomie als nebensa¨chlich und ru¨ckte an deren Stelle
eine neue Dichotomie, in der sie Prozesse dahingehend unterschied, inwiefern die-
se auf der einen Seite Distinktheit respektive Verarbeitungsflu¨ssigkeit auf der ande-
ren Seite fo¨rdern. Demnach sollte sich erho¨hte Verarbeitungsflu¨ssigkeit steigernd auf
Know-Antworten auswirken, wa¨hrend sich eine vermehrte Bescha¨ftigung mit distink-
ten Merkmalen von Reizen in einem Mehr an Remembering niederschlagen sollte.
Veranschaulichen la¨sst sich diese Dichotomie an zwei Experimenten, die De-
whurst und Anderson (1999) durchgefu¨hrt haben. Wa¨hrend in dem ersten dieser bei-
den Remember-Know-Experimente die zu lernenden Wo¨rter in der Lernphase einmal,
viermal oder achtmal wiederholt wurden (exakte Wortwiederholung), wurden in der
Lernphase des anderen Experiments ein, vier oder acht Wo¨rter, die der gleichen se-
mantischen Kategorie angeho¨rten, dargeboten (kategoriale Wiederholung). In der Zu-
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sammenschau dieser beiden Experimente zeigte sich, dass eine exakte Wortwiederho-
lung die Ha¨ufigkeit von Remember-Antworten erho¨hte. Dieses Pha¨nomen trat aller-
dings nur solange auf, wie zwischen den Wiederholungen der Wo¨rter andere Wo¨rter
pra¨sentiert wurden. In der Untersuchung von Dewhurst und Anderson lagen bei man-
chen Wo¨rtern insgesamt fu¨nf Durchga¨nge vor der na¨chsten Wortwiederholung (‘lag
6’). Eine massierte Wiederholung, bei der die Reize in der Lernphase in direkter Fol-
ge pra¨sentiert wurden (‘lag 0’), fu¨hrte hingegen zu weniger Remember-Antworten.
Anders verhielt es sich bei der kategorialen Wiederholung. Sie erho¨hte die Anzahl
der Know-Antworten signifikant, wa¨hrend die Remember-Antworten nicht beeinflusst
wurden. Die Art der Wiederholung (‘lag 0’ vs. ‘lag 6’) u¨bte keinen signifikanten Ein-
fluss auf die Anzahl der Know-Antworten aus.
Der Anstieg der Remember-Antworten infolge der exaktenWortwiederholung la¨sst
sich nach der Distinktheits-Flu¨ssigkeits-Hypothese von (Rajaram, 1996) mit der Anla-
ge verschiedener (distinkter) episodischer Geda¨chtnisspuren erkla¨ren. Auf die gleiche
Weise kann auch der Umstand erkla¨rt werden, dass die Remember-Antworten in der
‘lag 6’-Bedingung deutlich ha¨ufiger waren als in der ‘lag 0’-Bedingung: Bei einem
gro¨ßeren Abstand zwischen den einzelnen Ereignissen steigt die Wahrscheinlichkeit
dafu¨r, dass diese in voneinander gut unterscheidbare episodische Repra¨sentationen ein-
gebunden werden. Dies kann z. B. an dem deutlich verschiedenen Kontext liegen, der
dadurch zustande kommt, dass zwischenzeitlich eine Reihe anderer Wo¨rter pra¨sentiert
worden sind. Die Zunahme der Know-Antworten infolge kategorialer Wiederholung
la¨sst sich hingegen mit einer erho¨hten konzeptuellen Flu¨ssigkeit begru¨nden, die aus
der ha¨ufigen Begegnung mit Wo¨rtern aus einer semantischen Kategorie resultiert.
Bei dem Vergleich des Distinktheits-Flu¨ssigkeits-Ansatzes mit dem SPI-Modell
u¨berwiegt die Zahl der Gemeinsamkeiten die Zahl der Unterschiede deutlich; der
Distinktheits-Flu¨ssigkeits-Ansatz wurde dementsprechend als Erga¨nzung zur Theorie
der Geda¨chtnissysteme betrachtet (Gardiner, 2000; Rajaram, 1999). Zwar unterschei-
den die genannten Ansa¨tze sich darin, womit sie Remembering und Knowing erkla¨ren,
gemeinsam ist ihnen jedoch, dass sie erstens beide darauf vertrauen, dass sich die Ei-
genheiten des Abruferlebens in einem Forschungsansatz offenbaren, der auf den sub-
jektiven Berichten der Versuchspersonen aufbaut, und zweitens stimmen die Ansa¨tze
darin u¨berein, dass zwei konzeptuell voneinander zu unterscheidende Komponenten
angenommen werden, um Remembering und Knowing zu erkla¨ren.
Keiner dieser beiden Punkte traf auf ungeteilte Zustimmung. Im Verlaufe der vor-
liegenden Arbeit werden Modelle vorgestellt werden, die bewusst nicht den subjekti-
ven Bericht der Probanden an sich in denMittelpunkt des Forschungsinteresses ru¨cken,
sondern durch geeignete mathematische Methoden versuchen, die geistigen Abla¨ufe,
die hinter diesen Berichten verborgen liegen, zu beschreiben. Vorerst soll jedoch ein
nicht weniger bedeutsamer Kritikpunkt diskutiert werden, der auf der Pra¨misse fußt,
dass die Annahme zweier qualitativ unterschiedlicher theoretischer Konstrukte zur Er-
kla¨rung von Remembering und Knowing unno¨tig sei.
Erstmals wurde dieser Kritikpunkt von Donaldson (1996) vorgebracht und un-
ter dem Namen detection model in eine Form gegossen. Eine grafische Darstellung
der Struktur des Donaldson-Modells, das auch unter dem Titel Eindimensionales
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Kontinuum-Modell firmiert (Erdfelder, 2000), kann Abbildung 3.2 entnommen wer-
den. Es beruht auf der Annahme, dass sich Geda¨chtnisinhalte – in Geda¨chtnisexperi-
menten die zu erinnernden Items – lediglich auf einem eindimensionalen Kontinuum
hinsichtlich des Vertrautheitsgrades oder der Spursta¨rke unterscheiden. Weiter nahm
Donaldson (1996) an, dass Remembering und Knowing sich auf diesem einen Konti-
nuum ausschließlich quantitativ unterscheiden; die Frage, ob eine Remember-Antwort
oder eine Know-Antwort gegeben wird, ist demnach eine Frage der Spursta¨rke des
zu beurteilenden Reizes. Ist die Spursta¨rke ho¨her als ein bestimmtes Kriterium (CR),
so resultiert eine Remember-Antwort, ist sie hingegen niedriger als das Remember-
Kriterium (CR) aber ho¨her als ein zweites Kriterium (CRK), das niedriger als CR liegt,
so erfolgt eine Know-Antwort. Nur wenn das Kriterium CRK nicht u¨berschritten wird,
geben die Probanden ein Neu-Urteil ab. Daru¨ber hinaus wird angenommen, dass die
mittlere Spursta¨rke gelernter Items um einen bestimmten Betrag gro¨ßer ist als die mitt-
lere Spursta¨rke der Distraktoren. Distraktoren sind solche Reize, die im Kontext der
Untersuchung zum Zeitpunkt der Rekognitionsabfrage zum erstenMal pra¨sentiert wer-
den.
Das Ausmaß dieses erfahrungsinduzierten Spursta¨rkezuwachses erfasst man in al-
ler Regel durch das Maß d′; als Sensitivita¨tsmaß kann aber auch A′ verwendet werden,
das den Beinamen ‘nonparametrisches’ Sensitivita¨tsmaß tra¨gt (Grier, 1971). Wa¨hrend
das Maß d′ auf der Annahme beruht, dass sich die Spursta¨rken fu¨r Distraktoren und
gelernte Reize im Gauß’schen Sinne normalverteilen und damit einer parametrischen
Verteilung folgen, kommt die theoretische Basis von A′ ohne eine solche Verteilungs-
annahme aus. Allerdings wiesen Macmillan und Creelman (1996) zu Recht darauf hin,
dass auch die Scha¨tzung von A′ nicht vollkommen auf Verteilungsannahmen verzich-
tet. Vielmehr ist A′ ein hybrides Maß, in dem zwei Sensitivita¨tsmaße miteinander ver-
schmelzen, wovon das eine auf der Annahme einer Rechtecksverteilung beruht und fu¨r
das andere eine logistische Verteilung von No¨ten ist. Dennoch wirdA′ ha¨ufig dann ein-
gesetzt, wenn die Normalverteilungsannahme oder eine a¨quivalente Verteilungsannah-
me fu¨r ungerechtfertigt gehalten wird. Da Donaldson (1996) anders als Hirshman und
Master (1997), die ein verwandtes Modell vorgeschlagen haben, bewusst darauf ver-
zichtete, sein Modell durch eine Annahme u¨ber die Verteilungsform der Spursta¨rken
einzuschra¨nken, bedarf es der Kenntnis des Maßes A′, um die Argumente fu¨r sein Mo-
dell verstehen zu ko¨nnen. Die Formeln zur Berechnung von A′ und eines verwandten
Maßes (B′′D), das Donaldson (1992) vorgeschlagen hat, um Urteilstendenzen zu erfas-
sen, ko¨nnen in den Gleichungen 3.1 und 3.2 gefunden werden. Die Berechnung dieser






1 +H − F
4H(1− F ) (3.1)
B′′D =
(1−H)(1− F )−HF
(1−H)(1− F ) +HF (3.2)
Um die Plausibilita¨t seiner Annahmen zu unterstreichen, u¨berpru¨fte Donaldson
(1996) in einer Metaanalyse von 80 Remember-Know-Datensa¨tzen, die aus 28 Ex-
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perimenten stammten und in 17 verschiedenen Arbeiten gefunden wurden, zwei Vor-
hersagen, die direkt aus den Pra¨missen seines Modells folgten:
1. Wegen der Unidimensionalita¨tsannahme sollten Sensitivita¨tsmaße nicht davon
abha¨ngen, ob sie aus den Gesamt-Treffer- und Gesamt-Falsche-Alarm-Daten
gescha¨tzt werden oder ob zu ihrer Scha¨tzung ausschließlich die Remember-
Antworten verwendet werden;
2. Dem Modell zufolge sollte der Geda¨chtnisanteil an Know-Antworten von der
Strenge des Antwortkriteriums abha¨ngen – je strenger das Antwortkriterium ist,
desto mehr Know-Treffer sollten pro Know-Falschen-Alarm beobachtet werden.
In Donaldsons (1996) Metaanalyse erwies sich der auf den Remember-Antworten
beruhende Sensitivita¨tsindex A′R verglichen mit dem Index A
′
RK , der auf der Basis
aller Alt-Antworten bestimmt wurde, mit A′R = .83 im Vergleich zu A
′
RK = .86 als nur
minimal kleiner. In dieser Beobachtung sah Donaldson (1996) seine erste Hypothese
besta¨tigt. Allerdings sicherte er den Befund nicht inferenzstatistisch ab.
Eine vollsta¨ndig andere Interpretation dieser Ergebnisse lieferten Gardiner und
Gregg (1997). Die Autoren untersuchten den vorgestellten A′-Unterschied na¨her und
stellten fest, dass er zwar gering ausfiel, jedoch durchga¨ngig in vielen Untersuchun-
gen zu finden war: In 60 der 72 Bedingungen, in denen sich der Sensitivita¨tsindex
fu¨r Remember-Antworten von der Gesamt-Sensitivita¨t unterschied, war A′R kleiner als
A′RK . Gardiner und Gregg sicherten diese Beobachtung u¨ber einen Vorzeichentest ab
und konnten so ermitteln, dass der Effekt einem z-Wert von 5.54 entsprach.
Eine Schlussfolgerung aus Donaldsons Metaanalyse ko¨nnte demnach lauten, dass
die Gesamt-Sensitivita¨t u¨berzufa¨llig ha¨ufig gro¨ßer ist als die Sensitivita¨t auf der Basis
der Remember-Antworten. Dies wa¨re konform mit Vorhersagen, die sich aus einem
Zwei-Komponenten-Ansatz ableiten ließen, nicht aber mit denen des eindimensiona-
len Kontinuum-Modells. Fu¨r eine solche Deutung sprachen nach Gardiner und Gregg
(1997) Beobachtungen, die nahe legten, dass die Differenz zwischen A′RK und A
′
R
dann besonders groß war, wenn Manipulationen eingesetzt wurden, die es den Pro-
banden erschwerten, Episoden abzulegen. Als Beispiel fu¨hrten die Autoren eine Ma-
nipulation an, die auf Gregg und Gardiner (1994, Exp. 2) zuru¨ckgeht. Die Probanden
bearbeiteten in der Lernphase dieser Untersuchung eine Liste von einzelnen Wo¨rtern,
die sehr schnell aufeinander folgten: Jedes Wort erschien fu¨r 300 ms auf einem Bild-
schirm, das Zeitintervall zwischen den einzelnen Wo¨rtern betrug 200 ms. Zudem wur-
de die Bedeutung visueller Verarbeitung wa¨hrend der Enkodieraufgabe u¨berbetont,
indem die Probanden dazu angehalten wurden, fehlerhafte Buchstaben in den Wo¨rtern
zu entdecken, um spa¨ter die bloße Anzahl fehlerhafter Wo¨rter zu berichten. Tatsa¨chlich
befand sich kein bescha¨digtes Wort in der Liste, so dass sich in dieser Hinsicht keines
der Wo¨rter von den anderen abhob. Im Anschluss an diese inzidentelle Lernphase sa-
hen die Probanden die Wo¨rter ein zweites Mal in demselben visuellen Format, jedoch
mit dem Unterschied, dass sie diesmal Rekognitions- und Remember-Know-Urteile
abgeben sollten. Die genauen Ergebnisse dieses Experiments sowie die von drei wei-
teren Experimenten, in denen die Ergebnisse von Gregg und Gardiner (1994, Exp. 2)
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Tabelle 3.2: Ergebnisse der Studie von Gregg und Gardiner (1994, Experiment 2; 1)
und von unvero¨ffentlichten Experimenten (2-4), die von Gardiner und Gregg (1997)
berichtet wurden. Angefu¨hrt werden zusammen mit den zugeho¨rigen A′-Werten die
relativen Ha¨ufigkeiten, mit denen bei alten bzw. neuen Reizen mit Remember vs. Alt
(gesamt) geantwortet wurde.
Stimuli
Antworten Alt Neu A′
(1) Remember .11 .03 .66
gesamt .63 .22 .80
(2) Remember .12 .04 .67
gesamt .75 .21 .84
(3) Remember .14 .04 .68
gesamt .65 .22 .80
(4) Remember .06 .04 .60
gesamt .58 .32 .71
repliziert werden konnten, zeigt Tabelle 3.2. In diesen vier Experimenten war A′RK um
einen Betrag, der in der Gro¨ßenordnung zwischen .11 und .17 lag, gro¨ßer als A′R, wo-
mit die Differenz zwischen den beiden Sensitivita¨tswerten um ein Vielfaches gro¨ßer
war als die von Donaldson beobachtete mittlere Differenz von .03.
Da die von Gardiner und Gregg (1997) angefu¨hrten Untersuchungen bewusst dar-
auf abzielten, episodisches Erinnern mo¨glichst unwahrscheinlich zu machen, passten
diese Ergebnisse – genauso wie die Ergebnisse ihrer Reanalyse der von Donaldson
(1996) vorgestellten Metaanalyse – gut zu den Vorhersagen eines Zwei-Komponenten-
Ansatzes. Zudem scheinen diese Resultate auf den ersten Blick gegen das eindi-
mensionale Kontinuum-Modell zu sprechen. Bei einer genaueren Betrachtung erweist
sich diese Vermutung allerdings als falsch: Zwar sind systematische Unterschiede in
den Sensitivita¨ten abha¨ngig von der Datenbasis (Remember-Antworten versus Reko-
gnitionsurteile) tatsa¨chlich problematisch, wenn man die Gu¨ltigkeit des Kontinuum-
Modells annehmen mo¨chte, dies ist allerdings nur solange der Fall, wie die empi-
risch beobachteten Unterschiede zweifelsfrei auf tatsa¨chliche Sensitivita¨tsunterschiede
zuru¨ckgefu¨hrt werden ko¨nnen.
Begru¨ndete Zweifel, wonach der in dem paarweisen Vergleich von A′-Werten be-
obachtete Sensitivita¨tsunterschied ein Artefakt ist, das auf die Wahl des Sensitivita¨ts-
maßes A′ zuru¨ckzufu¨hren ist, a¨ußerte Dunn (2004). Dunn legte fu¨r insgesamt fu¨nf
a¨hnlich geartete Versuche, das eindimensionale Kontinuum-Modell zu falsifizieren,
dar, weshalb die jeweiligen Beobachtungen nicht dazu geeignet waren, das in Frage
stehende Modell zu falsifizieren. In seinen den Sensitivita¨tsunterschied betreffenden
Analysen arbeitete Dunn heraus, dass das Maß A′ – wenn die Spursta¨rken von ge-
lernten Items und Distraktoren Normalverteilungen folgen, die die gleiche Streuung


















Abbildung 3.1: Dargestellt wird der Zusammenhang zwischen A′-Werten und d′ sowie
C nach Dunn (2004). Hervorgehoben wird die Kurve fu¨r d′ = 1.53. Zudem finden sich
gestrichelte Linien fu¨r die beiden Kriterien CRK = 0.96 und CR = 1.75
aufweisen und um d′ zueinander verschoben sind, – nicht nur abha¨ngig von der Sensi-
tivita¨t, in diesem Falle d′, ist, sondern zudem unerwu¨nschterweise von dem angenom-
menen Entscheidungskriterium (c) abha¨ngt. Wieder finden lassen sich diese Zusam-
menha¨nge in Abbildung 3.1, die ausschließlich horizontale Geraden enthalten wu¨rde,
wenn A′ auch unter den oben genannten Umsta¨nden ausschließlich die Sensitivita¨t
erfassen wu¨rde.
Um sein Argument weiter zu untermauern, bestimmte Dunn (2004) aus insgesamt
400 Remember-Know-Bedingungen die mittlere Sensitivita¨t d′, den mittleren Kriteri-
umswert CR, der sich aus der Anzahl der Remember-Antworten ergab, und den mitt-
leren Wert des Kriteriums CRK , das auf der mittleren Ha¨ufigkeit von Alt-Antworten
basierte. Die entsprechenden Werte lagen bei d′ = 1.53, CR = 1.75 sowie CRK = 0.96.
Die durchgezogene Kurve in Abbildung 3.1 beruht auf d′ = 1.53. An die Stelle der
Kriteriumswerte fu¨r die Abgabe einer Rekognitionsentscheidung einerseits und fu¨r
die einer Remember-Entscheidung andererseits sind in die Abbildung vertikale Li-
nien u¨bernommen worden. Wie man sieht, liegt der fu¨r CR = 1.75 erwartete A′-Wert
niedriger als der fu¨r CRK = 0.96 erwartete. Demnach legt auch das eindimensionale
Kontinuum-Modell – zumindest, wenn man von normalverteilten Spursta¨rken sowie
von gleicher Varianz bei Distraktoren und gelernten Reizen ausgeht – nahe, dass fu¨r
Werte, die im Bereich des Erwartungswertes fu¨r d′ liegen, A′RK gro¨ßer sein sollte als
A′R.
Ebenso wie Donaldson (1996) verwendete Dunn (2004) nicht nur A′ als Sensiti-
vita¨tsindex, sondern auch d′. In letzterem Index verschwinden die durchga¨ngig beob-
achteten Unterschiede zwischen der Sensitivita¨t, die auf der Basis der Gesamtdaten
ermittelt wurde, und derjenigen, fu¨r die nur Remember-Antworten herangezogen wur-
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den: d′RK = 1.52 unterschied sich kaum von d
′
R = 1.53. Zudem war d
′
R nur in 46.3 %
der Bedingungen kleiner als d′RK .
Alles in allem scheint der Schluss von den vorgestellten Daten auf die Gu¨ltigkeit
eines der in Frage stehenden Modelle dadurch erschwert, dass die Art und Weise, wie
das zentrale Maß – in obigem Falle die Sensitivita¨t – erfasst wird, selbst auf Annah-
men beruht, die falsch sein ko¨nnen. Leichter wird es, die Gu¨ltigkeit von Modellen
zu u¨berpru¨fen, wenn solche Annahmen nicht mehr als außerhalb des Modells stehend
angenommen werden, sondern in die Modellannahmen u¨bernommen werden. Dieses
Vorgehen entspricht einer Weiterentwicklung der theoretischen Modelle zu Messmo-
dellen, mit deren Hilfe sich die zentralen theoretischen Maße direkt erfassen lassen,
ohne dass eine Notwendigkeit besteht, auf methodische Hilfsannahmen zuru¨ckzugrei-
fen. Diese Thematik wird im kommenden Kapitel besprochen werden. An dieser Stel-
le wird deshalb zuna¨chst auf die zweite von Donaldson (1996) aufgestellte Hypothese
eingegangen.
In seiner Metaanalyse fand Donaldson (1996) eine nicht zu vernachla¨ssigende
Korrelation von r = .57 zwischen dem Urteilskriterium, erfasst durch B′′D, und dem
Geda¨chtnisanteil an den Know-Antworten, der durch A′K , dem auf der Basis von
Know-Treffern und Know-Falschen-Alarmen berechneten A′, bestimmt wurde. Wie
la¨sst sich diese Korrelation erkla¨ren? Mittlerweile gibt es auf diese Frage zwei Ant-
worten. Donaldson zufolge reicht das eindimensionale Kontinuum-Modell, wie es in
Abbildung 3.2 zu finden ist, als Erkla¨rung aus: Da es annimmt, dass die Wahrschein-
lichkeit von korrekten und falschen Know-Antworten anhand derjenigen Fla¨che vor-
hergesagt werden kann, die unter der jeweiligen Spursta¨rke-Verteilung in das Fen-
ster zwischen Rekognitionskriterium und Remember-Kriterium fa¨llt, und weiter davon
ausgeht, dass die Spursta¨rkeverteilung fu¨r Distraktoren im Vergleich zu der Spursta¨rke-
verteilung fu¨r gelernte Items nach links verschoben ist, werden die Wahrscheinlich-
keitsscha¨tzungen fu¨r Know-Treffer und Know-Falsche-Alarme immer ungleicher je
weiter links dieses Fenster zu finden ist. Berechnet man den Quotienten aus diesen
beiden vorhergesagten Wahrscheinlichkeiten, so zeigt sich um den Schnittpunkt der
Dichtefunktionen ein weitgehend ausgewogenes Verha¨ltnis. Je weiter man sich aber
von diesem entfernt, desto ungleicher wird das Verha¨ltnis, wobei ein Verschieben nach
links selbiges zu Gunsten der Falschen Alarme vera¨ndert.
Eine alternative Erkla¨rung, weshalb in Remember-Know-Untersuchungen Urteils-
kriterium und Know-Sensitivita¨t miteinander korrelieren, basiert auf der Annahme,
dass Rateprozesse (Guessing) dazu fu¨hren ko¨nnten, dass die Antwortmo¨glichkeit
Know nicht nur im Sinne der Remember-Know-Prozedur gebraucht wurde, sondern
von den Probanden vielmehr als eine Art Restkategorie verstanden wurde, die sie im-
mer dann wa¨hlten, wenn sie sich nicht im Sinne des Remembering an das Vorkommen
eines Reizes erinnern konnten. Einen Ausweg sahen Gardiner, Java und Richardson-
Klavehn (1996) in der Remember-Know-Guess-Prozedur (RKG-Prozedur). Dass ins-
besondere die Ha¨ufigkeit der Know-Antworten durch die Variation von Antwortten-
denzen systematisch beeinflusst werden kann, belegten einige Arbeiten wie z. B. die
von Strack und Fo¨rster (1995).
In Untersuchungen, die der Remember-Know-Guess-Prozedur folgen, wird den













Abbildung 3.2: Dargestellt wird das Eindimensionale Kontinuum-Modell nach Do-
naldson (1996). Von oben nach unten vera¨ndert sich die Lage der Kriterien CRK
und CR von relativ streng bis zu recht liberal. Damit geht eine Verschlechterung des
Verha¨ltnisses von Know-Treffern (HK) zu Know-Falschen-Alarmen (FAK) einher.
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Probanden neben den bereits bekannten Optionen des Remembering und des Knowing
eine dritte Antwortmo¨glichkeit zur Einscha¨tzung ihres Abruferlebens angeboten: Sie
erhalten die Mo¨glichkeit, eine Guess-Antwort abzugeben, falls sie der Meinung sind,
geraten zu haben. Dadurch, dass den Probanden nun eine extra fu¨r diesen Fall vor-
gesehene Antwortkategorie zur Verfu¨gung steht, soll Gardiner, Java und Richardson-
Klavehn (1996) zufolge der Einfluss von Ratetendenzen auf Know-Antworten elimi-
niert werden. Entsprechend wa¨re zu erwarten, dass die von Donaldson gefundene Kor-
relation zwischen Urteilskriterium und Know-Sensitivita¨t verschwindet, sobald den
Probanden eine solche zusa¨tzliche Antwortkategorie zur Verfu¨gung gestellt wird. In
ein neues Gewand gekleidet sollte der Zusammenhang zwischen Antworttendenz und
Rekognitionsurteil dann allerdings wieder auftauchen in einer Korrelation von Urteil-
stendenz B′′D und der Guess-Sensitivita¨t A
′
G.
Belege fu¨r diese Annahme fanden Gardiner, Ramponi und Richardson-Klavehn
(2002) in einer Metaanalyse mit insgesamt 86 Experimentalbedingungen aus 23 unter-
schiedlichen Remember-Know-Guess-Arbeiten. Zum einen zeigte sich, wie von den
Autoren erwartet, dass die substantielle Korrelation zwischen den IndizesB′′D undA
′
K ,
die in Donaldsons (1996) Metaanalyse u¨ber Remember-Know-Datensa¨tze gefunden
wurde, nicht mehr beobachtet werden konnte. Sie betrug nur noch r = .14. Stattdessen
trat wie erwartet eine signifikante Korrelation zwischen Urteilskriterium und Guess-
Antworten (r = .62) auf. Zudem ist bemerkenswert, dass die Sensitivita¨t fu¨r Guess-
Urteile mit A′ = .498, wie man es fu¨r Antworten auf dem Rateniveau erwartet, nicht
u¨ber dem Zufallsniveau lag, das fu¨r A′ .5 betra¨gt.
In Anbetracht dieser Befunde scheint die von Gardiner, Java und Richardson-
Klavehn (1996) erstmals verwendete Remember-Know-Guess-Prozedur ein Fortschritt
im Bereich der Erforschung des menschlichen Abruferlebens zu sein. Allerdings bleibt
auch bei Anwendung dieses Verfahrens die Frage offen, ob sich das menschliche
Abruferleben nicht doch sparsamer – und damit besser – durch das eindimensiona-
le Kontinuum-Modell erkla¨ren la¨sst als durch ein komplexeres Zwei-Komponenten-
Modell.
Die Ergebnisse von Rekognitionsuntersuchungen werden meistens anhand von
rechnerisch bestimmten Sensitivita¨ts- und Antwortendenzindizes betrachtet. Dieses
Vorgehen ist allerdings nicht die einzige Methode, die zum Zwecke der U¨berpru¨fung
von Annahmen mit theoretischer Bedeutung angewandt werden kann. Eine alternati-
ve Betrachtungsweise von Geda¨chtnisleistungen und Antworttendenzen in Rekogniti-
onsuntersuchungen stellt die Analyse sogenannter Receiver-Operating-Characteristics
(ROCs) dar. ROCs sind Abbildungen, in denen Treffer- und Falsche-Alarm-Raten fu¨r
verschieden strenge Antwortbedingungen u¨bereinander abgetragen werden. Voraus-
setzung dafu¨r, dass sich die so entstehenden Kurven sinnvoll interpretieren lassen, ist,
dass allen Antwortbedingungen die gleiche Geda¨chtnisgu¨te zu Grunde liegt. Deshalb
werden ROCs in der geda¨chtnispsychologischen Forschung auch als Isogeda¨chtnis-
kurven bezeichnet. Aus diesen Kurven ko¨nnen eine Reihe interessanter Information
extrahiert werden, die selbige fu¨r die Geda¨chtnisforschung sehr nu¨tzlich machen.
Beispielsweise beinhaltet die Abweichung der Treffer-Rate von der Falsche-
Alarm-Rate eine Information u¨ber die Sensitivita¨t des Geda¨chtnisapparates. Gleichzei-
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tig lassen sich fu¨r Geda¨chtnismodelle Vorhersagen u¨ber die Form der ROCs treffen, die
bei Gu¨ltigkeit des jeweiligen Modells zu erwarten sind. Besonders gut zu u¨berpru¨fen-
de Vorhersagen lassen sich fu¨r eindimensionale Signalentdeckungsmodelle, die eine
Normalverteilung der Vertrautheit annehmen, ableiten. Entsprechend werden ROCs,
genauer gesagt z-ROC-Kurven, ha¨ufig benutzt, um die Plausibilita¨t dieser Modelle zu
untersuchen.1
Wie Ratcliff, Sheu und Gronlund (1992) zeigten, la¨sst sich aus den Annahmen
signalentdeckungstheoretischer Ein-Prozess-Modelle mit der zusa¨tzlichen Annahme
normalverteilter Spursta¨rken ableiten, dass alle Punkte (zHit|zFA) auf einer Gera-
den liegen mu¨ssen, deren Steigung dem Verha¨ltnis der beiden Varianzen σNeu und
σAlt zueinander entspricht. Unter der Annahme gleicher Varianzen fu¨r Alt- und Neu-
Verteilung betru¨ge die vorhergesagte Steigung im z-ROC-Raum also genau 1.
Fu¨r z-ROCs, die auf Rekognitionsexperimenten mit Konfidenzurteilen basieren,
ermittelten Glanzer, Kim, Hilford und Adams (1999) sowie Ratcliff et al. (1992) in
Metaanalysen die Steigung der bestpassenden Geraden. In beiden Arbeiten betrug die
Steigung im Mittel 0.80. Demnach bela¨uft sich die Streuung der Vertrautheitsvertei-
lung von Distraktoren nur auf 80% der Streuung gelernter Reize.
Ein Test der Vorhersage, dass die z-ROC-Kurve eine Gerade darstellt, ist aller-
dings nur dann mo¨glich, wenn die Daten der Bedingung genu¨gen, dass sie mehr als
zwei Konfidenzbedingungen beinhalten, fu¨r die eine einheitliche Geda¨chtnisleistung
erwartet werden kann. Ist diese Bedingung erfu¨llt, so la¨sst sich die zentrale Vorher-
sage aller eindimensionalen Geda¨chtnismodelle mit normalverteiltem Evidenzmaß im
z-ROC-Raum u¨berpru¨fen.
Remember-Know-Untersuchungen erfu¨llen diese Bedingung jedoch nicht, da mit
Remember-Antworten und Know-Antworten nur zwei Antworttendenzbedingungen
erhoben werden. Dennoch bieten ROC-Analysen auch fu¨r diesen Fall Informatio-
nen, anhand derer sich einzelne Annahmen des Ein-Prozess-Modells u¨berpru¨fen las-
sen: Zum einen la¨sst sich die in Remember-Know-Untersuchungen zu Tage tretende
Steigung der Zwei-Punkt-z-ROC-Geraden bestimmen. Diese Steigung la¨sst sich an-
schließend mit den von Glanzer et al. (1999) ermittelten Werten vergleichen. Zum an-
deren ist es mo¨glich, die ROC-Kurven von Remember-Know-Untersuchungen direkt
mit den anhand von Rekognitionsuntersuchungen mit Konfidenzurteilen bestimmten
ROC-Kurven zu vergleichen.
In der Literatur lassen sich beide Ansa¨tze zur Analyse von ROC-Kurven fu¨r
Remember-Know-Daten finden. So untersuchten Rotello, Macmillan und Reeder
(2004) in einer Metaanalyse, inwiefern sich das Varianzverha¨ltnis, das Glanzer
et al. (1999) in Rekognitionsuntersuchungen beobachteten, auf Remember-Know-
Untersuchungen verallgemeinern la¨sst. Dazu ermittelten Rotello et al. die mittlere
Steigung der z-ROCs, die sie anhand der Proportionen korrekter und falscher Alt-
Antworten sowie der korrekten und falschen Remember-Antworten bestimmten. Die
Analyse von Rotello et al. ergab, dass die mittlere Steigung solcher Zwei-Punkt-ROCs
1Unter z-ROC-Kurven versteht man ROC-Kurven im z-transformierten Raum. In diesem Raum gilt,
dass alle auf normalverteilten Ausgangsvariablen beruhenden Punkte einer ROC-Kurve auf einer Gera-
den liegen.
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einen Wert von 1.01 annahm. Diese Steigung wich deutlich von der von Glanzer et
al. vero¨ffentlichten Scha¨tzung ab. Rotello et al. betrachteten die Unterschiede in den
Steigungen von konfidenzbasierten und abruferlebensbasierten z-ROCs als Argument
gegen eine eindimensionale Interpretation von Remember-Know-Untersuchungen.
NachWixted und Stretch (2004) steht dieses Argument jedoch auf to¨nernen Fu¨ßen.
Diese Autoren fu¨hrten an, dass der Unterschied zwischen den von Glanzer et al.
(1999) und Ratcliff et al. (1992) analysierten Experimenten und den Remember-Know-
Experimenten auch in Besonderheiten der jeweiligen Untersuchungen liegen ko¨nnte,
wie z. B. der Art des Reizmaterials oder den Eigenschaften der Probandenstichprobe.
Um die von Rotello et al. (2004) aufgestellte Vermutung eines systematischen Un-
terschieds zwischen den z-ROCs fu¨r Konfidenzurteile und denen fu¨r Abruferlebensbe-
richte strenger zu pru¨fen, konzentrierten sich Wixted und Stretch (2004) auf Untersu-
chungen, in denen beide Informationen unter identischen Randbedingungen erhoben
wurden. Einen U¨berblick u¨ber die Resultate ihrer Analyse liefert Tabelle 3.3. In den
meisten dieser Untersuchungen ließ sich die Hypothese einheitlicher Steigungen ve-
rifizieren. Allerdings gab es – wie Wixted und Stretch selbst bemerkten – unter den
berichteten Studien einige, die diesen Schluss als voreilig erscheinen ließen. Dabei
handelte es sich um die Ergebnisse von Rotello et al. (2004), Rajaram, Hamilton und
Bolton (2002) sowie Yonelinas (2001, Exp. 1 & 3). In diesen Untersuchungen erwies
sich die Steigung der Remember-Know-Geraden durchweg als steiler als die Steigung
der auf Konfidenzurteilen basierenden Geraden.
Leider erlauben ROCs auf der Basis von Remember-Know-Untersuchungen nur
die Bestimmung von Steigungen, die anschließend mit einem externen Kriterium –
wie z. B. der Steigung von z-ROCs fu¨r Konfidenzurteile – verglichen werden ko¨nnen.
Ein Test der Vorhersagen des eindimensionalen Kontinuum-Modells ist anhand die-
ser Daten nicht mo¨glich, da in Remember-Know-Untersuchungen mit Alt-Urteilen
und Remember-Antworten nur zwei Konfidenzbedingungen erhoben werden und zwei
Punkte immer auf einer Geraden liegen.
Anders stellt sich die Situation in Remember-Know-Guess-Untersuchungen dar.
Fu¨r solche Untersuchungen lassen sich im z-ROC-Raum drei Punkte festlegen: Der
erste ergibt sich, wenn nur Remember-Antworten beru¨cksichtigt werden, der na¨chste
resultiert bei Beru¨cksichtigung von Remember- und Know-Antworten und der letzte
Punkt beruht auf allen Alt-Urteilen. Diese drei Punkte ko¨nnen zwar auf einer Geraden
im z-ROC-Raum liegen, mu¨ssen es aber nicht. Entsprechend ist ein Test der Behaup-
tung, dass alle drei Punkte auf einer Geraden liegen, mo¨glich.
Auf diesen Punkt wird in Kapitel 8 na¨her eingegangen werden. Vorher werden
im na¨chsten Kapitel sechs mathematische Modelle vorgestellt, die dazu genutzt wer-
den ko¨nnen, die Ergebnisse von Remember-Know- sowie Remember-Know-Guess-
Untersuchungen zu erkla¨ren.
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Tabelle 3.3:Dargestellt werden Steigungen von z-ROC-Geraden, die auf der Basis von




Gardiner & Java (1990)
Wo¨rter (Experimente 2 und 3) 0.94 0.60
Nonwo¨rter (Experimente 2 und 3) 0.75 1.08
Rajaram (1993)
wiederholte Primes (Experimente 3 und 4) 0.74 0.68
unspezifische Primes (Experimente 3 und 4) 0.56 0.62
Rajaram et al. (2002)
Experiment 1 0.55 0.97
Experiment 2 0.66 1.20
Rotello et al. (2004)
Experiment 1 0.81 0.85
Experiment 2 0.91 1.03
Stretch & Wixted (1998)
Experiment 1 0.74 0.76
Experiment 2 0.68 0.65
Experiment 3 0.59 0.57
Experiment 4 0.72 0.66
Yonelinas (2001)
Experiment 1
volle Aufmerksamkeit 0.63 0.73
geteilte Aufmerksamkeit 0.76 0.81
Experiment 2A
volle Aufmerksamkeit 0.64 0.60
geteilte Aufmerksamkeit 0.72 0.65
Experiment 2B
volle Aufmerksamkeit 0.79 0.73
geteilte Aufmerksamkeit 0.84 0.82
Experiment 2C
volle Aufmerksamkeit 0.74 0.70
geteilte Aufmerksamkeit 0.85 0.80
Experiment 3
tiefe Verarbeitung 0.65 0.72




Zu Beginn des letzten Kapitels wurden die Besonderheiten des episodischen Geda¨cht-
nisses dargestellt, die es von anderen Geda¨chtnissystemen, insbesondere dem semanti-
schen Geda¨chtnis, unterscheiden. Eine dieser Eigenschaften besteht darin, dass es dem
Menschen nur aufgrund des episodischen Geda¨chtnisses mo¨glich sein soll, mentale
Zeitreisen in die Vergangenheit zu vollfu¨hren. Das episodische Geda¨chtnis ermo¨glicht
damit, einmal Erlebtes vergangener Tage erneut so zu durchleben als befa¨nde man
sich wieder in der gleichen Situation. Wie dargelegt wurde, belegte Tulving (1983)
diese Art des Abruferlebens mit dem Begriff der autonoetischen Bewusstheit, die ei-
nes der zentralen Unterscheidungskriterien zwischen semantischem Abruf (Knowing)
und episodischem Abruf (Remembering) darstellt.
Weiter wurde mit der Remember-Know-(Guess-)Prozedur eine Methode vorge-
stellt, die mit Hilfe einer einfachen, an die Probanden gerichteten Nachfrage Remem-
bering und Knowing in Rekognitionsuntersuchungen erfassbar macht. Sie soll es auf
diese Weise erlauben, die individuellen Beitra¨ge von semantischem und episodischem
Geda¨chtnis zum Rekognitionsgeda¨chtnis zu quantifizieren. Um davon ausgehen zu
ko¨nnen, dass Remembering und Knowing, wie sie in der Remember-Know-(Guess-
)Prozedur erfasst werden, auch wirklich semantisches und episodisches Geda¨cht-
nis wiedergeben, braucht es empirische Evidenz. Wie erla¨utert wurde, lassen sich
Remember- und Know-Antworten durch geeignete experimentelle Manipulationen un-
abha¨ngig voneinander beeinflussen. Diese funktionale Unabha¨ngigkeit kann einerseits
als Indiz dafu¨r interpretiert werden, dass man mit Remembering und Knowing die Lei-
stungen zweier voneinander unabha¨ngiger und autarker Komponenten erfasst. Unklar
bleibt dabei jedoch, ob der entscheidende Unterschied zwischen Remembering und
Knowing tatsa¨chlich in u¨bergeordneten Geda¨chtnissystemen gesucht werden muss,
wie es nach Tulving (1985a) zu erwarten ist, oder ob die wesentliche Unterschei-
dung in der Art der ablaufenden Prozesse liegt, wie Rajaram (1998) im Rahmen des
Distinktheits-Flu¨ssigkeits-Ansatzes postulierte.
Andererseits existiert neben diesen beiden theoretischen Anna¨herungen an die
Konzepte des Abruferlebens eine dritte Sichtweise, die im vorherigen Kapitel darge-
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stellt wurde: Das eindimensionale Kontinuum-Modell von Donaldson (1996) kommt
mit der Annahme einer einzigen Komponente aus und kann somit als sparsame Alter-
native zu komplexeren Zwei-Komponenten-Theorien betrachtet werden. Entsprechend
zentral ist fu¨r die Fu¨rsprecher der komplexeren Modelle die Auseinandersetzung mit
dem eindimensionalen Kontinuum-Modell und das Bestreben, selbiges zu falsifizieren.
Einige Versuche, eine Falsifikation des eindimensionalen Kontinuum-Modells herbei-
zufu¨hren, wurden bereits na¨her betrachtet. Dabei stand eine Reihe von Metaanaly-
sen im Mittelpunkt, die sich u. a. der Frage widmeten, inwiefern sich die Sensitivita¨t
der Remember-Antworten von der Sensitivita¨t unterschied, die aus der Gesamtheit al-
ler Rekognitionsurteile bestimmt wurde. Dies war deshalb von Interesse, da es dem
eindimensionalen Kontinuum-Modell zufolge keinen Unterschied machen sollte, ob
man ausschließlich Remember-Daten oder sowohl Remember-Daten als auch Know-
Daten zur Sensitivita¨tsbestimmung heranzieht. Wie erla¨utert wurde, kann diese Frage
trotz ihrer scheinbaren Einfachheit aus hauptsa¨chlich methodischen Erwa¨gungen her-
aus keineswegs als gekla¨rt gelten. Dieser Umstand stellt, wie Dunn (2004) aufzeigte,
keinen Einzelfall dar. Die argumentativen Schwierigkeiten bei der Falsifikation dieser
einfachen Vorhersage sind vielmehr symptomatisch fu¨r eine ganze Reihe von Versu-
chen, das Donaldson-Modell zu falsifizieren.
In diesem Kapitel werden insgesamt sechs verschiedene mathematische Messmo-
delle zur Remember-Know-Guess-Prozedur vorgestellt, die allesamt einen Versuch
darstellen, Remembering und Knowing theoretisch zu erkla¨ren. Bevor jedoch diese
sehr konkreten Theorien dargelegt werden, sollen zuna¨chst auf allgemeiner Ebene die
Eigenheiten und Vorteile des Arbeitens mit mathematischen Modellen dargestellt wer-
den.
Der Modellierungsansatz als solcher la¨sst sich am besten teleologisch als ein Weg
charakterisieren, auf dem die Kluft zwischen theoretischen Annahmen und empiri-
schen Argumenten u¨berbru¨ckt werden kann. Eine solche U¨berbru¨ckung ist notwendig,
um der Psychologie die Eigenschaft einer empirischen Wissenschaft zu verleihen (vgl.
Erdfelder, 2000). Diese verschiedentlich auch als ‘Theorie-Empirie-U¨berbru¨ckungs-
problem’ bezeichnete Erfordernis liegt in dem Umstand begru¨ndet, dass psychologi-
sche Theorien beobachtbares Verhalten in aller Regel durch latente, d. h. nicht direkt
beobachtbare Konstrukte erkla¨ren, wie z. B. mentale Systeme, Verarbeitungsprozes-
se oder auch interne Zusta¨nde. Grundlegendes Kennzeichen einer empirischen Wis-
senschaft ist aber die U¨berpru¨fbarkeit theoretischer Annahmen anhand von Beobach-
tungen. Demnach wa¨re die Psychologie also nur in den Fa¨llen als eine empirische
Wissenschaft zu betrachten, in denen es Wissenschaftlern gelingt, ”eine methodolo-gisch tragfa¨hige Bru¨cke zwischen theoretischen Konstrukten einerseits und beobacht-
baren Tatbesta¨nden andererseits [. . . ]” herzustellen (Erdfelder, 2000). Betrachtet man
die Geschichte psychologischer Forschung, so la¨sst sich eine Reihe von Versuchen
ausmachen, das Theorie-Empirie-U¨berbru¨ckungsproblem zu lo¨sen. Wa¨hrend Erdfel-
der (2000) insgesamt vier solcher Ansa¨tze auffu¨hrt, soll es fu¨r diese Arbeit genu¨gen,
denModellierungsansatz mit dem klassischen ‘Operationalisierungsansatz’ zu verglei-
chen, dem die meisten Arbeiten der modernen psychologischen Forschung verpflichtet
sind.
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Eine im Sinne des Operationalisierungsansatzes wohl definierte Theorie besteht
aus einer Reihe von Aussagen u¨ber die empirische Manifestation mentaler Zusta¨nde
oder Prozesse unter klar umrissenen Beobachtungsbedingungen. Allerdings gelten die-
se Manifestationsregeln keineswegs als unvera¨nderlich, sondern stellen vielmehr prin-
zipiell revidierbare Hypothesen dar. Man spricht von diesen Regeln deshalb auch als
‘Hilfshypothesen’ (Hager, 1992) oder ‘Korrespondenzregeln’ (Herrmann, 1979). Das
Arbeiten mit dem Operationalisierungsansatz ist unproblematisch, solange Konsens
daru¨ber besteht, welche Korrespondenzregeln geeignet sind, um eine Theorie zu u¨ber-
pru¨fen. Besteht hieru¨ber allerdings Uneinigkeit, so kann es geschehen, dass einem
theoretischen Begriff mehrere empirische Konzepte zugeordnet werden.
Zudem stellt sich wegen der prinzipiellen Revidierbarkeit der Hilfshypothesen die
Frage, in welchem Falle die Theorie durch widersprechende Befunde als falsifiziert
gelten kann bzw. wann die Theorie unbeschadet fortbestehen kann und ausschließ-
lich einzelne Hilfshypothesen verworfen werden mu¨ssen. Diese Problematik ordnet
Erdfelder (2000) als ‘Bedeutsamkeitsproblem’ in eine Trias von Folgeproblemen ein,
mit denen der Operationalisierungsansatz behaftet ist; bei den weiteren Bestandteilen
dieser Problemtrias handelt es sich um das ‘Dekomponierungsproblem’ und das ‘Feh-
lerproblem’. Da der zentrale Vorteil des Modellierens in der Minderung dieser drei
Probleme liegt, wird im Folgenden auf alle na¨her eingegangen werden.
Betrachtet man das Bedeutsamkeitsproblem aus einer etwas anderen Perspektive,
so fa¨llt auf, dass es im Verlaufe dieser Arbeit bereits schon einmal pra¨sent war: Die
von Dunn (2004) gea¨ußerten Zweifel, ob die Sensitivita¨t in den Metaanalysen von Do-
naldson (1996) und der Reanalyse von Gardiner und Gregg (1997) korrekt durch A′
erfasst wurde oder besser u¨ber d′ ha¨tte bestimmt werden sollen, sind nichts anderes als
ein Ausdruck der Unsicherheit daru¨ber, welches der beiden empirischen Konzepte das
bessere ist, um das theoretische Konstrukt ‘Sensitivita¨t des Geda¨chtnisses’ zu erfassen.
Verschiedene Mo¨glichkeiten zu haben, um ein und dasselbe theoretische Konstrukt
zu operationalisieren, ist, wenn auch im Allgemeinen problembelastet (vgl. Erdfelder,
2000, S. 14), nicht unter allen Umsta¨nden unerwu¨nscht; wenn man u¨ber verschiedene
Situationen oder u¨ber verschiedene Maße hinweg konvergierende Evidenz erha¨lt, al-
so wenn die verschiedenen Indikatoren auf dieselbe theoretische Deutung hinweisen,
kann ein solcher Operationalisierungspluralismus sogar positive Konsequenzen haben.
Bedauernswerterweise war erlaubt dies aber in der gegebenen Situation nicht
der Fall; Dunn (2004) wies vielmehr auf widerspru¨chliche Evidenzen hin, da die
Schlussfolgerungen aus den Ergebnissen einzelner Untersuchungen, wie der Meta-
analyse von Donaldson (1996) von der Wahl des Sensitivita¨tsmaßes abhingen. Dieses
Bedeutsamkeitsproblem kann nur dann einer befriedigenden Lo¨sung zugefu¨hrt wer-
den, wenn empirische Kriterien bereitgestellt werden, anhand derer objektiv zwischen
ada¨quaten und inada¨quaten Korrespondenzregeln unterschieden werden kann. Diese
Kriterien wu¨rden dann durch die Elimination inada¨quater Korrespondenzregeln die
Willku¨r bei der Operationalisierung einschra¨nken und so das Bedeutsamkeitsproblem
im gu¨nstigsten Fall sogar gegenstandslos machen.
In der Praxis la¨sst sich dieses durch Messmodelle erreichen, die die Eigenschaft
der T -Theorizita¨t (vgl. Westermann, 1987; Westmeyer, 1989; 1992) erfu¨llen. T -
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Theorizita¨t la¨sst sich nach Stegmu¨ller (1973, S. 47) mit den folgenden Worten um-
schreiben:
Theoretisch in Bezug auf eine Theorie T sind genau diejenigen Gro¨ßen
oder Funktionen, deren Werte sich nicht berechnen lassen, ohne auf diese
Theorie T selbst (genauer auf die erfolgreich angewendete Theorie T )
zuru¨ckzugreifen.
Bezogen auf das eindimensionale Kontinuum-Modell bestu¨nde die notwendige
Konsequenz, die aus dem von Dunn (2004) aufgezeigten Bedeutsamkeitsproblem zu
ziehen ist, in der Entwicklung eines Messmodells, das t-theoretisch in o. g. Sinne
ist. Die ada¨quate Lo¨sung bestu¨nde demnach darin, eine Annahme u¨ber die Form der
Spursta¨rkeverteilung und damit u¨ber das Wesen des korrekten Sensitivita¨tsmaßes in
den Kern der Theorie zu u¨bernehmen und nicht in einer Hilfshypothese zu belassen.
Um das eindimensionale Kontinuum-Modell zu einem Messmodell fortzuentwickeln,
ko¨nnte also postuliert werden, dass sich die Spursta¨rken im Gauß’schen Sinne nor-
malverteilen, weshalb die Sensitivita¨t durch d′ erfasst werden sollte. Formal betrachtet
stellt ein solches Messmodell eine Abbildung f dar, die theoretische Konstrukte (T )
auf empirische Argumente (E) projiziert. Fu¨r Messmodelle von besonderer Bedeu-
tung sind zwei Eigenschaften dieser Abbildung f : T → E, die man unter die Be-
griffe ‘Nicht-Surjektivita¨t’ und ‘Injektivita¨t’ fassen kann. Nicht-surjektiv ist eine Ab-
bildung dann, wenn die Theorie nicht alle empirisch mo¨glichen Beobachtungen zum
Gegenstand hat, sondern einige prinzipiell denkbare Ereignisse gerade nicht vorher-
sagt, so dass Beobachtungen dieser Ereignisse dazu genutzt werden ko¨nnen, die Theo-
rie selbst zu falsifizieren. Injektivita¨t wiederum besagt, dass unterschiedliche theoreti-
sche Zusta¨nde in voneinander unterscheidbare empirische Ausga¨nge mu¨nden, so dass
es – die Gu¨ltigkeit der Theorie vorausgesetzt – mo¨glich wird, von den empirischen
Ausga¨ngen eindeutig auf die dahinter liegenden theoretischen Zusta¨nde zu schließen.
Auch diese beiden Eigenschaften von Messmodellen lassen sich am Beispiel des
eindimensionalen Kontinuum-Modells veranschaulichen. Die empirische Seite dieses
Modells besteht aus Antwortha¨ufigkeiten, die anhand dreier latenter Konstrukte auf
theoretischer Seite erkla¨rt werden. Diese drei Konstrukte lassen sich grob in zwei Ka-
tegorien einteilen: die Geda¨chtnissensitivita¨t d′ einerseits und die Antworttendenz, er-
fasst durch die Antwortkriterien CR und CK , andererseits. Antworttendenz und Sensi-
tivita¨t sind in dem Modell beide unverzichtbare Bestandteile, da auf der Basis von nur
einem dieser beiden Konstrukte spezifische Rekognitions- oder Antwortha¨ufigkeiten
weder verstanden noch erkla¨rt werden ko¨nnen. Durch das entworfene Modell werden
so also die theoretischen Annahmen u¨ber das Zusammenspiel von Antworttendenz und
Geda¨chtnisleistung auf die empirisch zu erhaltenden Antwortha¨ufigkeiten abgebildet.
In der Realita¨t kann sich dann zeigen, ob sich die Antwortha¨ufigkeiten wie vomModell
vorhergesagt gestalten oder ob sich bedeutsame Abweichungen von der Modellvorher-
sage offenbaren.
Diese enge Verzahnung von Antworttendenz und Sensitivita¨t ist keineswegs nur
typisch fu¨r das Kontinuum-Modell, vielmehr wird damit einem Problem Tribut ge-
zollt, das jedes Modell des Rekognitionsgeda¨chtnisses lo¨sen muss. Ein anderer Ansatz,
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dieses Problem zu lo¨sen, besteht darin, die Annahme zu treffen, dass korrekte Alt-
Antworten in Rekognitionstests generell auf einer von zwei mo¨glichen Ursachen beru-
hen: Entweder erinnert die Versuchsperson sich an das Vorkommen eines Reizes oder
sie erra¨t, dass der fragliche Stimulus alt ist. Dieses theoretische Konzept des Zusam-
menwirkens von Geda¨chtnis und Antworttendenz ist typisch fu¨r die Klasse der multi-
nomialen Verarbeitungsbaum-Modelle, die auch unter dem Namen Schwellenmodelle
bekannt geworden sind. Genauso wenig wie mit dem vera¨nderten eindimensionalen
Kontinuum-Modell kann mit einem Schwellenmodell gekla¨rt werden, welcher dieser
beiden Prozesse – Erinnern oder Raten – ursa¨chlich ist fu¨r das Zustandekommen ei-
ner einzelnen Alt-Antwort. Beide Modelle stellen ausschließlich Mittel zur Verfu¨gung,
um Antworttendenzen und Geda¨chtnisleistung in ganzen Rekognitionstests voneinan-
der zu separieren. Dadurch, dass diese Modelle identifizierbare Modellparameter zur
Verfu¨gung stellen, die die beiden Prozesse repra¨sentieren, lo¨sen sie ein fu¨r alle Reko-
gnitionsexperimente typisches Dekomponierungsproblem.
Allgemein besteht ein Dekomponierungsproblem dann, wenn mehrere theoretische
Konstrukte in derselben Weise auf einen empirischen Indikator einwirken. In diesem
Falle liegt die beste Lo¨sung darin, den empirischen Indikator so in seine Bestandteile
zu untergliedern, dass am Ende einzelne Maße fu¨r alle beteiligten Prozesse resultieren.
Auch das Wissen um die Mo¨glichkeiten zur Lo¨sung des Dekomponierungspro-
blems hilft bei einem im vorherigen Kapitel angetroffenen Problem weiter. Wie berich-
tet wurde, wies Donaldson (1996) auf eine substantielle Korrelation zwischen der Ant-
worttendenz und der Know-Sensitivita¨t hin. Erkla¨ren ließ sich dieses Pha¨nomen unter
anderem durch einen Rateprozess, der die Ha¨ufigkeit von Know-Antworten bedeutsam
beeinflusste. In diesem Fall wu¨rden zumindest die Ha¨ufigkeiten der Know-Antworten
von zwei theoretischen Konstrukten profitieren: Neben dem semantischen Geda¨cht-
nis nehmen Rateprozesse Einfluss auf die Anzahl selbiger. Eine solche Kontaminie-
rung mit Rateprozessen muss allerdings keineswegs auf die Ha¨ufigkeiten der Know-
Antworten beschra¨nkt bleiben, vielmehr ko¨nnen auch Remember-Antworten Rateein-
flu¨ssen unterliegen. Entsprechend besteht bei Remember- und Know-Antworten eine
zentrale Dekomponierungsaufgabe darin, zwischen Rateeinflu¨ssen auf der einen Seite
und Geda¨chtniseinflu¨ssen auf der anderen Seite zu trennen.
Einen ersten Versuch, solch eine Separierung herbeizufu¨hren, wurde bereits dar-
gestellt: Gardiner, Java und Richardson-Klavehn (1996) fu¨gten der Abfrage des Ab-
ruferlebens eine Guess-Kategorie hinzu, die von den Probanden immer dann gewa¨hlt
werden sollte, wenn sie geraten haben. Damit ko¨nnte das Separierungsproblem gelo¨st
werden, wenn Probanden durchga¨ngig in der Lage wa¨ren, anhand ihres subjektiven
Erlebens zwischen einem Geda¨chtnisabruf und Raten zu unterscheiden. Remember-
Know-Guess-Experimente, in denen die Antworttendenz alleine manipuliert wurde,
ohne dass sich die Lern- und Abrufumsta¨nde zwischen den Bedingungen vera¨nderten,
sprechen jedoch dagegen, dass das Dekomponierungsproblem auf diese Weise gelo¨st
werden kann. In einer Reihe solcher Untersuchungen konnte na¨mlich gezeigt wer-
den, dass experimentell induzierte Antworttendenzen auch dann die Ha¨ufigkeiten der
Remember- und Know-Urteile systematisch beeinflussten, wenn den Probanden die
Guess-Kategorie als Antwortmo¨glichkeit zur Verfu¨gung stand.
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Erdfelder und Bayen (2002) legten beispielsweise Ergebnisse von zwei Experi-
menten vor, in denen die Antworttendenz u¨ber die Auszahlungsbedingungen manipu-
liert wurde. Hierbei wurden in einer Bedingung richtige Alt-Antworten sta¨rker belohnt
als richtige Neu-Antworten und falsche Neu-Antworten sta¨rker bestraft als falsche Alt-
Antworten, wa¨hrend in einer anderen Bedingung das Gegenteil der Fall war. In diesen
beiden Untersuchungen zeigte sich ein Einfluss der Antworttendenzmanipulation auf
alle Arten von Alt-Antworten. In die gleiche Richtung weist die Arbeit von Xu und
Bellezza (2001). Diese Autoren haben die relative Anzahl alter Stimuli in der Test-
phase variiert und dabei feststellen ko¨nnen, dass sich die Ha¨ufigkeiten korrekter sowie
inkorrekter Remember-Antworten mit der Anzahl aus der Lernphase bekannter Stimuli
im Test erho¨hte.
Diese Befunde legen nahe, dass das Dekomponierungsproblem durch die Aufnah-
me der Guess-Kategorie nicht vollends gelo¨st wurde, da weiterhin in allen Antwort-
bedingungen Rateeinflu¨sse festgestellt werden konnten. Entsprechend bleibt die Frage
bestehen, auf welche Weise die einzelnen Antwortha¨ufigkeiten so dekomponiert wer-
den ko¨nnen, dass letztendlich Maße resultieren, die Geda¨chtnisprozesse und Antwort-
tendenzprozesse getrennt erfassen. Eine vorstellbare Lo¨sungsmo¨glichkeit liegt sicher
in einem Modell, das neben Geda¨chtniseinflu¨ssen, wie zum Beispiel dem semanti-
schen bzw. dem episodischen Geda¨chtnis, fu¨r jede Antwortkategorie spezifische Rate-
prozesse annimmt. Fu¨r den Erfolg dieses Vorgehens von entscheidender Bedeutung ist
die Annahme, dass, wie in Abbildung 4.1 dargestellt, zwar korrekte Remember- und
Know-Antworten durch einen Abruf aus dem Geda¨chtnis verursacht sein ko¨nnen, dies
aber nicht fu¨r die falschen Remember- und Know-Antworten zutrifft. Wenn man an-
nimmt, dass die letztgenannten nur auf Rateprozessen beruhen, so ru¨ckt eine Separie-
rung der Einflu¨sse der beiden Prozessarten in greifbare Na¨he: Anhand der Remember-
und Know-Falschen-Alarme ließe sich das fu¨r diese Antwortkategorien spezifische
Guessing erfassen, welches dann aus den Remember- respektive Know-Treffern her-
ausgerechnet werden kann. Am Ende wu¨rden, wie erwu¨nscht, Indizes resultieren, die
Antworttendenz einerseits und Rateprozesse andererseits getrennt voneinander wieder-
geben. Wie diese Indizes konkret bestimmt werden ko¨nnen, wird aufgezeigt werden,
sobald die einzelnen Modelle zur Remember-Know-Guess-Prozedur vorgestellt wer-
den. An dieser Stelle soll deshalb die grobe Beschreibung des Vorgehens genu¨gen und
auf das na¨chste Problem eingegangen werden.
Dazu empfiehlt sich noch einmal ein Blick auf Abbildung 4.1, in der dargestellt ist,
wie man im Rahmen eines Zwei-Komponenten-Modells Remembering, Knowing und
Guessing konzipieren kann. Zuerst einmal la¨sst sich der Kern der Zwei-Komponenten-
Theorien ausmachen, der darin besteht, dass zwei unterschiedliche Geda¨chtniskompo-
nenten, im Beispiel das episodische und das semantische Geda¨chtnis, als Ursachen fu¨r
korrekte Remember-Antworten einerseits und korrekte Know-Antworten andererseits
postuliert werden. Neben diesen Geda¨chtniseinflu¨ssen mu¨ssen zusa¨tzlich die in ge-
strichelten Ellipsen dargestellten Antworttendenzeinflu¨sse angenommen werden, die
durch eigene Indizes erfasst werden. Weiterhin findet sich mit dem Fehler in der Ab-
bildung eine dritte, bisher vernachla¨ssigte Einflussquelle. Neben den systematischen











Abbildung 4.1: Dargestellt werden mo¨gliche Faktoren, die auf die Ha¨ufigkeiten, mit
denen Remember, Know oder Guess geantwortet wird, Einfluss nehmen. In diesem
Konzept wird davon ausgegangen, dass das semantische Geda¨chtnis ausschließlich
Know-Treffer und das episodische Geda¨chtnis ausschließlich Remember-Treffer be-
einflusst. Fu¨r alle Antwortarten werden zudem Antworttendenzeinflu¨sse und Fehlerein-
flu¨sse angenommen.
rameter repra¨sentiert werden, sind die beobachtbaren Ha¨ufigkeiten auch unsystemati-
schen Fehlereinflu¨ssen unterworfen, die in den Modellen nicht durch eigene Parameter
erfasst werden.
Diese Fehlereinflu¨sse sind es, denen das letzte von Erdfelder (2000) benannte Pro-
blem seinen Namen verdankt. Sie sind insofern problematisch, als durch ihre Pra¨senz
die Widerlegung einer Theorie oder eines Modells deutlich erschwert wird, da Ereig-
nisse, die einem Modell zufolge nicht zugelassen sind, aufgrund von Fehlereinflu¨ssen
zufa¨llig beobachtet werden ko¨nnen. In diesem Falle sollte die Theorie nicht verworfen
werden, sondern erkannt werden, dass die widerspru¨chlichen Beobachtungen Zufalls-
ergebnisse und damit vernachla¨ssigbar sind. Die Lo¨sung des Fehlerproblems besteht
entsprechend in geeigneten statistischen Konzepten, mit deren Hilfe festgestellt wer-
den kann, ob ein Ergebnis dem Zufall geschuldet ist oder als im statistischen Sinne
bedeutsam erachtet werden muss.
Bei der mathematischen Modellierung kann die statistische Absicherung von Er-
gebnissen durch Modellgu¨tetests vorgenommen werden, bei denen die Modellannah-
men mit der Nullhypothese eines statistischen Hypothesentests verknu¨pft werden. Bei
einem derartigen statistischen Test bewa¨hrt sich ein Modell dann, wenn der herangezo-
gene Datenanpassungsindex unter einem kritischen Vergleichswert bleibt. Solche Da-
tenanpassungindizes basieren auf der Berechnung von Abweichungen zwischen den
Modellvorhersagen und den tatsa¨chlich beobachteten Antwortha¨ufigkeiten. Wie diese
statistische Absicherung konkret geschieht, wird im na¨chsten Kapitel vorgestellt wer-
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den.
Zuna¨chst sollen insgesamt sechs Modelle ero¨rtert werden, anhand derer man die
Ergebnisse von Remember-Know-Guess-Untersuchungen erkla¨ren kann. Bei allen die-
sen Modellen handelt es sich um multinomiale Modelle, die eine Reihe der bereits
bekannten Eigenschaften aufweisen: Alle Modelle liefern anhand ihrer Modellglei-
chungen Vorhersagen fu¨r die Ha¨ufigkeiten, mit denen Probanden auf gelernte Reize
bzw. Distraktoren mit Remember-, Know-, Guess- und Neu-Antworten reagieren. Da-
zu werden mit Hilfe von Modellgleichungen und den darin enthaltenen Modellpara-
metern die beobachteten Ha¨ufigkeiten in Indizes dekomponiert, die spezifische latente
Konstrukte repra¨sentieren. Diese theoretischen Konstrukte lassen sich in zwei Klassen
einteilen abha¨ngig davon, ob sie Geda¨chtnisleistung erfassen oder Antworttendenzen
abbilden. Jedes der vorzustellenden Modelle lo¨st also das im vorangegangenen Ab-
schnitt diskutierte Dekomponierungsproblem.
Allgemein lassen sich die zu beschreibenden Modelle anhand von zwei zentralen
Eigenschaften in drei Klassen einteilen. Die zentralen Klassifikationsmerkmale sind
erstens, ob die Modelle ein oder zwei Komponenten annehmen, um Remembering
und Knowing zu erkla¨ren, und zweitens, ob sie die angenommenen Geda¨chtnispro-
zesse signalentdeckungstheoretisch oder als Hochschwelle konzeptualisieren. Fu¨nf
der sechs Modelle nehmen zwei Geda¨chtniskomponenten an. Von diesen vier Mo-
dellen ist eines ein reines Hochschwellenmodell, bei zweien handelt es sich um rein
signalentdeckungstheoretische Modelle und das vierte ist ein hybrides Modell, das
einen Prozess als Hochschwelle konzeptualisiert und den anderen signalentdeckungs-
theoretisch auffasst. Das einzige eindimensionale Erkla¨rungsmodell beruht in weiten
Teilen auf den Annahmen des eindimensionalen Kontinuum-Modells von Donaldson
(1996), die um Zusa¨tze, wie z. B. die bereits angesprochene Normalverteilungsannah-
me erga¨nzt und so zum Signalentdeckungsmodell von Hirshman und Master (1997)
ausgebaut wurden. Dieses bereits gut bekannte Exemplar wird nun als erstes der sechs
vorgeschlagenen Modelle vorgestellt werden. Im Anschluss daran wird das Hoch-
schwellenmodell von Erdfelder, Cu¨pper, Auer und Undorf (Im Druck) behandelt. An
dritter und vierter Stelle folgen dann die signalentdeckungstheoretisch konzipierten
Zwei-Prozess-Modelle, bei denen es sich um das Source-of-Activation-Confusion-
Modell sowie das Sum-Difference-Theory-Of-Remembering-and-Knowing genann-
te Modell handelt. Das zuerst genannte Modell geht auf Arbeiten von Reder et al.
(2000) zuru¨ck, wa¨hrend letzteres von Rotello et al. (2004) vorgeschlagen wurde. Ab-
geschlossen wird dieses Kapitel durch die Darstellung des hybriden Hochschwellen-
Signalentdeckungsmodells von Yonelinas und Jacoby (1995). Im Verlaufe dieses Kapi-
tels werden zwei Varianten des Hochschwellen-Signalentdeckungsmodells vorgestellt
werden. Wa¨hrend die erste Variante direkt auf den Arbeiten von Yonelinas und Mitar-
beitern beruht, behandelt der letzte Abschnitt dieses Kapitels eine Erweiterung dieses
Modells, innerhalb dessen fu¨r den signalentdeckungstheoretischen Zweig Varianzun-




Unabha¨ngig von Donaldson (1996) schlugen auch Hirshman und Master (1997) ein
eindimensionales Signalentdeckungsmodell (SDM) zur Remember-Know-Prozedur
vor. Dieses kann als eine Variante des klassischen Signalentdeckungsmodells fu¨r das
Rekognitionsgeda¨chtnis (Glanzer, Adams, Iverson & Kim, 1993; Green & Swets,
1966) betrachtet werden und basiert auf den folgenden drei Annahmen:
1. Alle Reize lassen sich auf einer Vertrautheits- oder Spursta¨rkedimension anord-
nen. Bei der Vertrautheit handelt es sich um eine kontinuierliche Variable, die,
wie Gillund und Shiffrin (1984) vorgeschlagen haben, der Evidenz dafu¨r ent-
spricht, dass ein Stimulus vorher schon einmal pra¨sentiert worden ist. Als Basis
fu¨r Remember- und Know-Antworten wird demnach ein eindimensionales und
kein zweidimensionales Geda¨chtnismodell angenommen;
2. Die sich u¨berschneidenden Vertrautheitsverteilungen fu¨r alte und neue Items
werden als normalverteilt angenommen. Dabei zeichnet sich jede der beiden
Verteilungen durch einen eigenen Mittelwert und eine eigene Varianz aus. Aller-
dings wird der Einfachheit halber der Mittelwert der Vertrautheitsverteilung fu¨r
die Distraktoren auf 0 gesetzt und deren Streuung auf 1 normiert. Der Mittelwert
alter Reize wird als µAlt und deren Varianz als σAlt bezeichnet;
3. Die Probanden setzen entlang der Vertrautheitsachse zwei Kriterien. Das erste
Kriterium (CO) dient dazu, Alt-Neu-Urteile zu treffen; wenn die Spursta¨rke ei-
nes Items selbiges u¨bersteigt, wird eine Alt-Antwort gegeben. Das strengere
Kriterium (CR) hingegen wird benutzt, um das im Anschluss daran anstehende
Remember-Know-Urteil zu treffen: Liegt die Spursta¨rke eines Items oberhalb
dieses Kriteriums, gibt die Versuchsperson eine Remember-Antwort, bleibt die
Vertrautheit hingegen in dem Bereich zwischen CO und CR, so resultiert eine
Know-Antwort.
Um mit diesem Modell nicht nur Ergebnisse von Remember-Know- sondern auch
solche von Rememember-Know-Guess-Untersuchungen erkla¨ren zu ko¨nnen, bedarf
es einer minimalen Vera¨nderung der unter Punkt 3 skizzierten Annahme. Durch ein
zusa¨tzliches Kriterium CK , das zwischen CO und CR angesiedelt ist, la¨sst sich die
Proportion der Guess-Antworten erfassen. Die Spursta¨rke von Reizen, die mit Know-
Antworten belegt werden, liegt dann nicht nur u¨ber CO sondern zusa¨tzlich u¨ber CK .
Wird nur CO, nicht aber CK u¨berschritten, so resultieren Guess-Antworten, deren
Wahrscheinlichkeit sich aus der Fla¨che ergibt, die zwischen den Kriterien CO und CK
eingeschlossen wird. Diese Zusatzannahme entspricht der von Gardiner et al. (2002)
getroffenen, die aus einem Remember-Know-Signalentdeckungsmodell mit gleichen
Varianzen ein entsprechendes Remember-Know-Guess-Modell entwickelten. In Ab-
bildung 4.2 wird die Erweiterung des von Hirshman und Master (1997) vorgeschlage-
nen Modells dargestellt, das, wie oben geschildert, unterschiedliche Varianzen fu¨r alte
und neue Reize annahm.









Abbildung 4.2: Dargestellt wird das Eindimensionale Signalentdeckungsmodell nach
Hirshman und Master (1997), erweitert um die Annahme eines Kriteriums CK zur Un-
terscheidung zwischen Know- und Guess-Antworten. Daneben entha¨lt das Modell den
Sensitivita¨tsparameter d′, den Streuungsparameter σAlt und zwei weitere Antwortkri-
terien: CO zur Unterscheidung alter Reize von neuen Reizen sowie CR zur Unterschei-
dung zwischen Remember- und Know-Antworten.
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Wie bereits erwa¨hnt, lassen sich anhand der Kriterien und der spezifischen Ver-
trautheitsverteilungen Wahrscheinlichkeiten fu¨r alle beobachtbaren Ereignisse ablei-
ten. Die Wahrscheinlichkeit, mit der auf einen alten Reiz eine Remember-Antwort
folgt, entspricht der Fla¨che unter der Vertrautheitsverteilung fu¨r alte Reize, die u¨ber
CR liegt. Die Wahrscheinlichkeit fu¨r Know-Treffer la¨sst sich analog dazu bestimmen
durch die Fla¨che zwischen CK und CR unter derselben Verteilung. Die unter dieser
Verteilung zwischen CO und CK eingeschlossene Fla¨che repra¨sentiert die Ha¨ufig-
keiten von Guess-Treffern, wa¨hrend der Bereich links von CO die Ha¨ufigkeiten von
Neu-Antworten wiedergibt. Die Ha¨ufigkeiten von Remember-, Know-, und Guess-
Falschen-Alarmen sowie die der korrekten Zuru¨ckweisungen lassen sich in analoger
Weise unter der Vertrautheitsverteilung fu¨r die Distraktoren in den Bereichen u¨ber CR,
zwischen CR und CK bzw. CK und CO sowie unterhalb von CO finden.
Anstatt als Fla¨che unter einer Spursta¨rkeverteilung ko¨nnen die Antwortwahr-
scheinlichkeiten mathematisch auch als das Integral der Normalverteilungsdichtefunk-
tion in den oben genannten Grenzen bezeichnet werden. Die Wahrscheinlichkeitsfunk-
tion der Standardnormalverteilung wird im Verlaufe des Textes mit Φ abgeku¨rzt wer-
den, wa¨hrend die dazu geho¨rige Dichtefunktion φ genannt wird. Die exakten Formeln















Die acht Modellgleichungen, auf denen das an dieser Stelle zu erla¨uternde Mo-
dell beruht, sind in den Gleichungen 4.3 bis 4.10 niedergelegt. Sie beinhalten fu¨r eine
Untersuchung, die aus einer einzigen Lern- und Abrufbedingung besteht, d. h. in der
eine einzige Klasse von Reizen gelernt wurde, zu der in der Testphase genau eine
Distraktorklasse hinzukommt, genau fu¨nf Modellparameter: die drei Kriteriumspara-
meter CR, CK und CO sowie die Verteilungsparameter µAlt und σAlt. Anhand dieser
Modellparameter ko¨nnen auf Basis der Modellannahmen die Antwortwahrscheinlich-
keiten fu¨r Remember-Treffer (p(R|Alt)) Know-Treffer (p(K|Alt)) und Guess-Treffer
(p(G|Alt)), sowie der Falschen Zuru¨ckweisungen (p(N |Alt)) ebenso beschrieben wer-
den wie die entsprechenden Wahrscheinlichkeiten fu¨r die Distraktoren (p(R|Neu),
p(K|Neu), p(G|Neu), p(N |Neu)). Das vorgestellte Gleichungssystem la¨sst sich oh-
ne Schwierigkeit auch auf komplexere Untersuchungsdesigns anwenden; dabei werden
fu¨r jede hinzukommende Reizklasse zusa¨tzliche Gleichungen aufgenommen und, falls
no¨tig, die Menge der Modellparameter erweitert.
p(R|Alt) = Φ((d′ − CR)/σAlt) (4.3)
p(K|Alt) = Φ((d′ − CK)/σAlt)− Φ((d′ − CR)/σAlt) (4.4)
p(G|Alt) = Φ((d′ − CG)/σAlt)− Φ((d′ − CK)/σAlt) (4.5)
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p(N |Alt) = Φ((CG − d′)/σAlt) (4.6)
p(R|Neu) = Φ(−CR) (4.7)
p(K|Neu) = Φ(−CK)− Φ(−CR) (4.8)
p(G|Neu) = Φ(−CG)− Φ(−CK) (4.9)
p(N |Neu) = Φ(CG) (4.10)
4.2 Das Vier-Abrufzusta¨nde-Modell
Das Vier-Abrufzusta¨nde-Modell (4-States-Modell) von Erdfelder und Mitarbeitern
(Erdfelder, 2000; Erdfelder & Bayen, 2002; Erdfelder et al., Im Druck) geho¨rt zu der
allgemeinen Klasse der multinomialen Verarbeitungsbaummodelle und reiht sich dort
in die Familie der Zwei-Hochschwellen-Modelle des Rekognitionsgeda¨chtnisses ein.
Die Basis des Modells erinnert deshalb an das Zwei-Hochschwellen-Modell, dem zu-
folge sich die Sensitivita¨t von Rekognitionsurteilen durch Pr = H − F und die Ant-
worttendenz durch Br = F/(1 − Pr) bestimmen la¨sst (Snodgrass & Corwin, 1988).
Zudem ist das 4-States-Modell eng verwandt mit Modellen, die sich in anderen Para-
digmen der Geda¨chtnisforschung bewa¨hrt haben, wie z. B. dem Modell zum Prozess-
Dissoziations-Paradigma von Erdfelder und Buchner (1995) oder den Modellen zum
Quellengeda¨chtnis von Bayen, Murnane und Erdfelder (1996), von Klauer und Wege-
ner (1998) sowie von Meiser und Bro¨der (2002).
Die zentrale Idee des 4-States-Modells besteht darin, dass bei Geda¨chtnisaufgaben
vier Zusta¨nde unterschieden werden mu¨ssen, bei denen es sich erstens um rekollektives
Erinnern, zweitens um Vertrautheit, drittens um Unsicherheit und viertens um Distrak-
torentdeckung handelt. Die genuin geda¨chtnisbezogenen Zusta¨nde der Vertrautheit und
der rekollektiven Erinnerung resultieren aus zwei unterschiedlichen Geda¨chtnisprozes-
sen und bilden die Basis fu¨r Remember- und Know-Treffer. Das rekollektive Erinnern
fo¨rdert dabei Remember-Antworten, wa¨hrend Know-Antworten von Vertrautheit pro-
fitieren.
Remember- und Know-Antworten ko¨nnen gema¨ß dem 4-States-Modell jedoch
nicht nur durch die beiden erla¨uterten Abrufprozesse zustande kommen. Zusa¨tzlich
wird davon ausgegangen, dass die Probanden aus einem Zustand der Unsicherheit
heraus nicht nur Neu- und Guess-Antworten, sondern auch Remember- sowie Know-
Urteile abgeben ko¨nnen. Zur Modellierung der Antworten auf alte Reize werden
im 4-States-Modell also drei der vier Zusta¨nde beno¨tigt: der Zustand des rekollek-
tiven Erinnerns, der unweigerlich zu Remember-Antworten fu¨hrt, der Zustand der
Vertrautheit, der in Abwesenheit von rekollektiver Erinnerung zu Know-Antworten
fu¨hrt, und der Unsicherheitszustand, der in Guess-Antworten mu¨nden kann, aber
auch zur Nennung einer der anderen Antwortkategorien fu¨hren kann. Der vierte Zu-
stand, die Distraktorentdeckung, ist nur bei neuen Reizen, deren Neuheit dem Mo-
dell zufolge von Probanden entdeckt werden kann, von Bedeutung. Die Neuheits-
entdeckung fu¨hrt dann unweigerlich zu sicheren Neu-Urteilen. Die Annahme eines
solchen Distraktorentdeckungsmechanismus ist definitorischer Bestandteil eines jeden
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Zwei-Hochschwellen-Modells. Bei ausbleibender Neuheitsentdeckung kann der Pro-
band auch bei neuen Reizen unsicher daru¨ber sein, ob der Reiz gelernt worden ist oder
nicht. In diesem Falle kann Raten zu allen Arten von Alt-Antworten fu¨hren. Ansonsten
resultieren aus dem Unsicherheitszustand korrekte Neu-Urteile.
p(R|Alt) = r + (1− r) · (1− k) · gR (4.11)
p(K|Alt) = (1− r) · k + (1− r) · (1− k) · (1− gR) · gK (4.12)
p(G|Alt) = (1− r) · (1− k) · (1− gR) · (1− gK) · gG (4.13)
p(N |Alt) = (1− r) · (1− k) · (1− gR) · (1− gK) · (1− gG) (4.14)
p(R|Neu) = (1− d) · gR (4.15)
p(K|Neu) = (1− d) · (1− gR) · gK (4.16)
p(G|Neu) = (1− d) · (1− gR) · (1− gK) · gG (4.17)
p(N |Neu) = d+ (1− d) · (1− gR) · (1− gK) · (1− gG) (4.18)
Diese Annahmen finden sich sowohl in den Modellgleichungen 4.11 – 4.18 als auch in
der Abbildung 4.3 wieder, in der das 4-States-Modell als Entscheidungsbaum darge-
stellt ist. Fu¨r ein einfaches Einbedingungsexperiment, in dem eine einzige Reizklasse
gelernt worden ist und in der Abrufphase eine Distraktorklasse hinzukommt, besteht
diese Darstellung wie abgebildet aus zwei Ba¨umen; jeweils einer wird beno¨tigt, um
die Reaktionen auf alte Reize bzw. Distraktoren wiederzugeben. Die Stimulusart (Alt
bzw. Neu) ist links an der Wurzel eines jeden Unterbaumes in einem rechteckigen
Kasten notiert. Von der Wurzel ausgehend werden die Wahrscheinlichkeiten, einen be-
stimmten Zustand zu erreichen oder zu verfehlen, in bina¨rer Weise abgebildet. Die
Parameter, die sich an den Wegen zwischen je zwei Zusta¨nden befinden, ko¨nnen als
die Wahrscheinlichkeiten verstanden werden, mit denen das nachfolgende Ereignis
eintritt, gegeben alle vorausgehende Ereignisse sind bereits eingetreten. Jeder Ast des
Baumes mu¨ndet am rechten Rand in eine Beobachtungskategorie, bei der es sich um
Remember-, Know-, Guess- oder Neu-Antworten handeln kann. Die vorhergesagte
Antwortwahrscheinlichkeit fu¨r eine bestimmte Antwortkategorie ergibt sich als Sum-
me der Astwahrscheinlichkeiten, die zu der entsprechenden Beobachtungskategorie
fu¨hren. Die Astwahrscheinlichkeiten ihrerseits lassen sich berechnen als Produkte al-
ler entlang des jeweiligen Astes anzutreffenden U¨bergangswahrscheinlichkeiten.
Die Wahrscheinlichkeit einer Remember-Antwort bei alten Reizen ergibt sich bei
Anwendung dieser Regel als die Summe der Wahrscheinlichkeit r, mit der ein Item
rekollektiv erinnert wird, und dem Produkt (1− r) · (1− k) · gR. Dieser zweite Sum-
mand gibt die Wahrscheinlichkeit wieder, mit der aus dem mit der Wahrscheinlich-
keit (1− r) · (1− k) erreichten Unsicherheitszustand heraus Remember geraten wird
(gR). Know-Antworten ereignen sich mit einer Wahrscheinlichkeit, die der Summe
zweier Produkte entspricht. Diese Produkte sind zum einen (1 − r) · k, das fu¨r Ver-
trautheit (k) in Abwesenheit von rekollektiver Erinnerung (1 − r) steht, und zum an-
deren (1 − r) · (1 − k) · (1 − gR) · gK , das die Wahrscheinlichkeit dafu¨r ausdru¨ckt,
dass aus Unsicherheit heraus und in der Abwesenheit von Remember-Raten (1 − gR)
Know geraten wird (gK). Da in die Guess-Kategorie nur ein Ast mu¨ndet, la¨sst sich






























































Abbildung 4.3: Dargestellt wird das Four-States-Modell nach Erdfelder et al. (2007).
Die beiden Entscheidungsba¨ume veranschaulichen die Annahmen daru¨ber, wie fu¨r
alte bzw. neue Reize Remember-, Know-, Guess- und Neu-Antworten zustandekom-
men. Durch Ovale werden latente kognitive Zusta¨nde gekennzeichnet. Die an den
A¨sten vermerkten Parameter stehen fu¨r die bedingten U¨bergangswahrscheinlichkeiten
(r = Wahrscheinlichkeit, bewusster Erinnerung, k = Wahrscheinlichkeit, eines Ver-
trautheitsabrufes im Falle fehlender bewusster Erinnerung, gR = Wahrscheinlichkeit,
aus einem Zustand der Unsicherheit R zu raten, gK = Wahrscheinlichkeit, aus einem
Zustand der Unsicherheit K zu raten, wenn vorher nicht R geraten wurden, gG =Wahr-
scheinlichkeit, aus einem Zustand der Unsicherheit G zu raten, wenn vorher weder R
noch K geraten wurde, d = Wahrscheinlichkeit, einen Distraktor zu entdecken).
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die Wahrscheinlichkeit einer Guess-Antwort, wie in Gleichung 4.15 zu sehen ist, in
einem einzigen Produkt wiedergeben; dieses entspricht der Wahrscheinlichkeit dafu¨r,
dass sich Probanden im Zustand der Unsicherheit befinden und weder Remember noch
Know raten, aber Guessing berichten ((1− r) · (1− k) · (1− gR) · (1− gK) · gG). Die
Wahrscheinlichkeit dafu¨r, dass auf einen alten Reiz mit einer Neu-Antwort reagiert
wird, gibt der letzte Ast wieder. Dies geschieht demnach mit der Wahrscheinlichkeit
(1− r) · (1− k) · (1− gR) · (1− gK) · (1− gG), also der Gegenwahrscheinlichkeit zur
Summe aller vorgenannten Astwahrscheinlichkeiten.
Die Antwortha¨ufigkeiten fu¨r Distraktoren ko¨nnen den Gleichungen 4.15 bis 4.18
entnommen werden. Distraktoren werden mit der Wahrscheinlichkeit d sicher als neu
erkannt. Geschieht dies nicht, befinden sich die Probanden in einem Zustand der Un-
sicherheit (1 − d). Aus diesem Zustand der Unsicherheit heraus ko¨nnen sie wie bei
alten Reizen Remember, Know oder Guess raten. Geschieht auch dies nicht, wird eine
Neu-Antwort gegeben.
Mit Hilfe des 4-States-Modells lassen sich die acht Antwortwahrscheinlichkeiten
fu¨r diesen einfachen Fall anhand von 6 Zustandsparametern erkla¨ren, wovon drei spe-
zifische Antworttendenzen abbilden – gR, gK und gG –, wa¨hrend die anderen drei – r,
k sowie d – dazu benutzt werden, die Sensitivita¨t des Geda¨chtnisapparates zu erfassen.
Um komplexere Datenmuster analysieren zu ko¨nnen, muss dieses Ursprungsmodell –
ebenso wie das SDM-Modell – lediglich um die dazu no¨tigen Ba¨ume und gegebenen-
falls Modellparameter erweitert werden.
4.3 Sum-difference-Theory-of-Remembering-and-
Knowing
Mit der Sum-Difference-Theory-of-Remembering-and-Knowing (STREAK) haben
Rotello et al. (2004) ein zweidimensionales Signalentdeckungsmodell zur Erkla¨rung
von Ergebnissen aus Remember-Know-Experimenten vorgeschlagen. Um diese Theo-
rie auch auf Remember-Know-Guess-Daten anwenden zu ko¨nnen, mu¨ssen die Annah-
men dieses Modells noch eine entsprechende Erga¨nzung erfahren. Diese Anpassung
des Modells auf die Remember-Know-Guess-Prozedur wird nach der Darstellung des
STREAK-Modells fu¨r die einfache Remember-Know-Prozedur erla¨utert werden.
Die formale Struktur des STREAK-Modells erinnert stark an mehrdimensiona-
le Klassifikationsmodelle, wie den ‘decision bound’-Ansatz von Ashby (1992) sowie
Ashby und Townsend (1986). Die grundlegenden Annahmen, auf denen das STREAK-
Modell beruht, lassen sich wie folgt zusammenfassen:
1. Die Spursta¨rke eines Items variiert auf zwei Dimensionen. Diese beiden Di-
mensionen sind erstens die globale Vertrautheit des Testitems und zweitens
die spezifische Spursta¨rke von Details, die mit den Testitems in Beziehung
stehen. Die globale Vertrautheit eines Reizes entspricht in etwa der im Rah-
men des SDM-Modells vorgestellten Vertrautheit. Das Konzept der spezifischen
Spursta¨rke hingegen hat anderen Ursprung. Hierbei wird angenommen, dass
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auch die Verfu¨gbarkeit spezifischer Information auf einer kontinuierlichen Di-
mension abgebildet werden kann und nicht nach dem Alles-oder-Nichts-Prinzip
entweder vorliegt oder abwesend ist. Diese Annahme stimmt mit der Idee diffe-
renzierter Information u¨berein, wie sie fu¨r das Quellenu¨berwachungsparadigma
formuliert worden ist (Johnson, Hashtroudi & Lindsay, 1993; Mitchell & John-
son, 2000). Demnach beinhalten Erinnerungen Informationen u¨ber qualitative
Eigenschaften der Enkodierungssituation, wie z. B. die perso¨nliche Stimmung,
den sozialen Kontext, in dem ein bestimmtes Ereignis erlebt wurde, oder aber
auch die Schriftgro¨ße oder die Schriftart, mit der ein Wort in einem Rekogni-
tionsexperiment pra¨sentiert worden ist. Die Verfu¨gbarkeit solcher spezifischer
Informationen kann ebenso wie die Vertrautheit des Reizes von Item zu Item
variieren. Selbst innerhalb der Klasse der Distraktoren kann der eine Reiz en-
ger mit manchen qualitativen Eigenschaften der Lernphase in Zusammenhang
stehen als ein anderer.
2. Gelernte Items und Distraktoren unterscheiden sich sowohl auf der Dimen-
sion der globalen Vertrautheit als auch auf der Dimension der spezifischen
Spursta¨rke: Gelernte Reize sind in der Regel vertrauter als neue Reize und akti-
vieren zudemmit ho¨herer Wahrscheinlichkeit spezifische Informationen. Zudem
variieren sowohl globale Vertrautheit als auch spezifische Spursta¨rke sowohl in-
nerhalb der gelernten Items als auch innerhalb der Distraktoren. Rotello et al.
(2004) gehen davon aus, dass sich diese Variation am besten durch eine Nor-
malverteilung beschreiben la¨sst. Demnach ist die Entscheidungssituation durch
die Annahme zweier bivariater Normalverteilungen charakterisiert. Die Vertei-
lung, die die Spursta¨rke der alten Stimuli darstellt, hat den Schwerpunkt in dem
Punkt (dx|dy), wa¨hrend die Verteilung fu¨r Distraktoren um den Nullpunkt des
kartesischen Koordinatensystems (0|0) liegt. Die Werte auf der x-Achse dieses
zweidimensionalen Koordinatensystems, zu denen auch dx geho¨rt, repra¨sentie-
ren die globale Spursta¨rke, wa¨hrend die spezifische Spursta¨rke auf der y-Achse
abgetragen wird. Dadurch, dass der Erwartungswert der Distraktorverteilung auf
den Koordinatenursprung gelegt wird, lassen sich dx und dy auch interpretieren
als den relativen Vorteil, den gelernte Reize auf der jeweiligen Dimension ge-
genu¨ber den neuen Stimuli haben.
3. Die beiden Normalverteilungen sollen sich jedoch nicht nur in der Lage unter-
scheiden: Zusa¨tzlich nehmen die Autoren an, dass sich die Varianzen der beiden
Verteilungen insofern deutlich voneinander unterscheiden, als die Varianz der
Distraktorverteilung kleiner ist als die Varianz der Verteilung fu¨r gelernte Reize.
Aus Gru¨nden der Praktikabilita¨t fixierten die Autoren beide Varianzen, wobei sie
die Varianz fu¨r gelernte Stimuli auf σAlt = 1 normierten und fu¨r die Spursta¨rke-
verteilung der Distraktoren den Wert σNeu = 0.8 annahmen.
4. In Remember-Know-Untersuchungen setzen die Probanden zwei Kriterien, CO
und CR. Das Kriterium CO dient dazu, neue Reize von gelernten Reizen zu un-
terscheiden, wa¨hrendCR benutzt wird, um fu¨r die mutmaßlich alten Stimuli zwi-
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schen Remembering und Knowing zu differenzieren. Aus einer Reihe mo¨glicher
Alternativen entschieden sich Rotello et al. (2004) fu¨r lineare Entscheidungskri-
terien, die sich zueinander orthogonal verhalten.
Das CO-Kriterium wird als eine Gerade mit der Steigung−dy/dx und einem va-
riablen y-Achsenabschnitt, der die Konservativita¨t bzw. Liberalita¨t des angeleg-
ten Kriteriums wiedergibt, konzipiert. Alle Items, die oberhalb dieser Geraden
liegen, werden mit Alt-Antworten belegt, wa¨hrend auf Items, deren Spursta¨rken
diese Gerade nicht u¨berschreiten, mit Neu reagiert wird. Dieses Konzept zeich-
net sich durch zwei Eigenschaften aus, die man unter den Schlagworten der
‘Kompensation’ und der ‘Abha¨ngigkeit vom Erwartungswert’ fassen kann.
Unter Kompensation ist zu verstehen, dass die relative Sta¨rke der globalen
bzw. spezifischen Spursta¨rke das Fehlen von Evidenz auf der jeweils anderen
Spursta¨rkedimension ausgleichen kann. Dies wird erreicht, indem die Evidenz
beider Dimensionen aufsummiert wird, bevor ein Vergleich mit dem Alt-Neu-
Kriterium vorgenommen wird. Die zweite der genannten Eigenschaften besteht
darin, dass die relative Position des CO-Kriteriums auf den Spursta¨rkedimen-
sionen von dem Erwartungswert der Alt-Verteilung auf diesen Dimensionen
abha¨ngt: Je ho¨her die mittlere Spursta¨rke auf einer der beiden Achsen relativ
zu der mittleren Spursta¨rke auf der anderen Achse liegt, desto ho¨her fa¨llt auch
der Spursta¨rkebetrag aus, der auf dieser Dimension erreicht werden muss, damit
Alt-Urteile gefa¨llt werden.
Fu¨r das Remember-Know-Kriterium CR gilt die eben angesprochene kompensa-
torische Verknu¨pfung nicht. Dadurch, dass dieses Kriterium senkrecht auf dem
CO-Kriterium steht, ist es vielmehr sensitiv fu¨r die Differenzen zwischen spezi-
fischer und globaler Spursta¨rke. Das Kriterium CR unterteilt die Items dadurch
in solche, die sich durch eine relativ hohe spezifische Spursta¨rke auszeichnen,
und solche, die sich durch eine relativ hohe globale Spursta¨rke auszeichnen. Auf
diesem Kontrast beruht nach Rotello et al. (2004) die Unterteilung alter Rei-
ze in Items, an deren Enkodierumsta¨nde man sich bewusst erinnert und Items,
von denen man nur weiß, dass sie in der Lernphase pra¨sentiert worden sind.
Eine zentrale Annahme des Modells lautet, dass Remember-Antworten umso
wahrscheinlicher werden, je ho¨her dieser Kontrast zugunsten der spezifischen
Spursta¨rke ausfa¨llt. Know-Antworten resultieren hingegen, wenn die spezifische
Spursta¨rke relativ zur globalen niedrig ausfa¨llt. Aus diesen Annahmen folgt,
dass ein Urteil u¨ber das Abruferleben umso schwerer fa¨llt, je ausgeglichener
das Verha¨ltnis dieser beiden Spursta¨rkeindizes fu¨r ein Item ist.
Nachdem nun das von Rotello et al. (2004) fu¨r die Remember-Know-Prozedur vor-
geschlagene Modell vorgestellt worden ist, soll dessen Anpassung auf das Remember-
Know-Guess-Paradigma ero¨rtert werden. Dazu ist es erforderlich, die Annnahmen
bezu¨glich der von den Probanden gesetzten Kriterien zu erweitern. Durch die Aufnah-
me einer dritten Kriteriumsgeraden, die zwischen solchen Alt-Antworten differenziert,
die als Remembering bzw. Knowing erlebt wurden, und solchen, die die Versuchsper-
sonen als geraten berichten, gelingt die erwu¨nschte Anpassung an das Remember-
























Abbildung 4.4: Dargestellt wird die an die Remember-Know-Guess-Prozedur ange-
passte Version des STREAK-Modells. Gelernte Reize und Distraktoren unterscheiden
sich in ihrer globalen Aktivierung um dx, im Grad ihrer spezifischen Aktivierung um
dy sowie in ihrer Varianz, wobei die Varianz der Spursta¨rkeverteilung fu¨r Distrak-
toren σNeu betra¨gt. Zwischen Reizen, die fu¨r Remember-, Know-, Guess- bzw. Neu-
Antworten in Frage kommen, wird anhand dreier Entscheidungskriterien entschieden:
WennCO u¨berschritten wird, resultieren Alt-Antworten. Liegt die Aktivierung u¨berCO,
bleibt aber unter CG, so werden Guess-Antworten gegeben. Wird CG hingegen u¨ber-
schritten und liegt die Spursta¨rke links von CR, so wird Remember geantwortet, liegt
die Spursta¨rke rechts von CR, so resultieren Know-Antworten.
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Know-Guess-Paradigma. Das einzufu¨hrende Kriterium scheint sinnvoll konzipiert als
eine Gerade, die oberhalb desCO-Kriteriums und parallel zu selbigem verla¨uft, so dass
Guess-Antworten als Alt-Antworten zu verstehen sind, deren summierte Spursta¨rke
besonders niedrig ausfa¨llt. Eine solche Annahme wu¨rde den Befunden von Gardiner et
al. (2002) entgegenkommen, denen zufolge die Sensitivita¨t von Guess-Antworten im
Bereich der Ratewahrscheinlichkeit liegt.
Mit der Entwicklung eines auf dem STREAK-Modell basierenden Remember-
Know-Guess-Modells geht eine Vera¨nderung der Datensituation einher, die es erlaubt,
die willku¨rliche Festsetzung der Varianz neuer Reize auf 0.8 aufzuheben und an deren
Stelle einen zu scha¨tzenden Parameter aufzunehmen. So entha¨lt die Abbildung 4.4 ne-
ben den bereits besprochenen Parametern dx, dy, CO, CR und CG den Parameter σNeu.
Dieser Parameter setzt die Varianz der Distaktorverteilung in Relation zu der Varianz
der Alt-Verteilung, die weiterhin auf 1 normiert bleibt.
Anhand von Abbildung 4.4 lassen sich die in den Gleichungen 4.19 bis 4.26 dar-
gelegten Modellgleichungen besser verstehen, mit denen im STREAK-Ansatz Ant-
wortha¨ufigkeiten bei Distraktoren sowie gelernten Reizen fu¨r die Kategorien, Remem-
ber, Know, Guess und Neu modelliert werden. In der grafischen Darstellung werden
die Spursta¨rkeverteilungen fu¨r Distraktoren und gelernte Reize durch Kreise angedeu-
tet. Diese Verteilungen enden selbstversta¨ndlich nicht an den Grenzen der jeweiligen
Kreise, sondern erfassen prinzipiell die gesamte Ebene. Die Mittelpunkte der Kreise
bilden die Erwartungswerte der Verteilungen (0|0) respektive (dx|dy). Durch den Ra-
dius der Kreise wird die Varianz der Spursta¨rkeverteilungen dargestellt: Je geringer
die Varianz ausfa¨llt, desto kleiner ist der Kreis, der um den Erwartungswert gezogen
wird. Wa¨hrend die Varianz der Alt-Verteilung konstant ist, wird – wie oben angedeutet
– fu¨r die Distraktorverteilung angenommen, dass ihre Varianz σNeu von Datensatz zu
Datensatz variieren kann.
Neben den Spursta¨rkeverteilungen entha¨lt die Abbildung 4.4 insgesamt drei Ge-
raden, die die Urteilskriterien fu¨r die Unterscheidung zwischen Alt und Neu (CO),
Raten respektive Erinnern (CG) sowie Remember versus Know (CR) darstellen. Die
Lage des Kriteriums CO wurde wie auch die Lage der u¨brigen Kriterien in der Ab-
bildung 4.4 willku¨rlich gewa¨hlt. Abha¨ngig von der Strenge des Kriteriums kann die
Urteilsgerade parallel zu der eingezeichneten nach oben oder unten verschoben wer-
den. Unabha¨ngig von der exakten Lage dieser Urteilsgeraden mit der Steigung−dy/dx
entspricht das Volumen, das unter beiden Spursta¨rkeverteilungen links dieses Kriteri-
ums liegt, der Wahrscheinlichkeit fu¨r Neu-Antworten. Die Fla¨che, die oberhalb des
Alt-Neu-Kriteriums liegt, aber unterhalb des CG-Kriteriums zu finden ist, repra¨sen-
tiert die Wahrscheinlichkeit von Guess-Antworten. Der Bereich oberhalb des Guess-
Kriterium wird durch das CR-Kriterium in zwei Teile zerlegt. Links dieser Entschei-
dungsgeraden mit der Steigung dx/dy finden sich jene Items wieder, die verglichen mit
ihrer globalen Spursta¨rke eine ho¨here spezifische Spursta¨rke aufweisen. Dieser Teil der
bivariaten Spursta¨rkeverteilungen entspricht dementsprechend der Wahrscheinlichkeit
von Remember-Antworten, wa¨hrend der Teil, der rechts unter diesem Kriterium liegt,
die Wahrscheinlichkeit von Know-Antworten wiedergibt.
Um aus diesem Geru¨st die Modellgleichungen herzuleiten, ist es hilfreich, Pro-
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jektionen vorzunehmen, bei denen die Spursta¨rkeverteilungen – also entweder die
Distraktorverteilung oder die Alt-Verteilung – auf einer Entscheidungsachse abge-
bildet werden, auf der sich die Entscheidungskriterien linear verschieben lassen. Fu¨r
die Alt-Neu-Entscheidung und das parallele Kriterium CG wa¨re die ideale Projekti-
onsachse die Ursprungsgerade mit der Steigung dx/dy, auf der sowohl CG als auch
CO lotgerecht stehen. Die Distraktorverteilung liegt bereits auf dieser Achse, fu¨r
die Alt-Verteilung muss hingegen eine Transformation vorgenommen werden. Die
Projektion des Mittelpunktes der Alt-Verteilung auf diese Entscheidungsachse ent-
spricht dem Wert 2dxdy/
√
dx2 + dy2 (vgl. Rotello et al., 2004, App. B). Demnach





y − CO), wa¨hrend sich die Wahrscheinlichkeit fu¨r
Falsche Alarme durch die Gleichung p(Alt|Neu) = Φ(−CO/σNeu) vorhersagen la¨sst.
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p(G|Neu) = Φ(−CO/σNeu)− Φ(−CG/σNeu) (4.25)
p(N |Neu) = Φ(CO/σNeu) (4.26)
Wa¨hrend eine Projektion der Alt-Verteilung bei der Alt-Neu- sowie Erinnert-Geraten-
Entscheidung notwendig ist, muss die Distraktorverteilung fu¨r das Remember-Know-
Urteil auf die entsprechende Achse projiziert werden. Die fu¨r dieses Urteil relevante
Entscheidungsachse verla¨uft mit der Steigung −dy
dx
durch den Punkt (dx|dy), also den
Mittelpunkt der Alt-Verteilung. Die Projektion des Mittelwerts der Distraktorvertei-





Rotello et al., 2004, App. B). Da Remember-Treffer ebenso wie Remember-Falsche-
Alarme in dieser Modellfassung als Reize konzipiert werden, deren Spursta¨rke das
Guess-Kriterium u¨berschreitet und die zudem links des Remember-Kriteriums zu fin-
den sind, la¨sst sich ihre Wahrscheinlichkeit als das Produkt aus zwei Einzelwahr-
scheinlichkeiten wiedergeben. Multipliziert wird dazu, wie man den Gleichungen 4.19
und 4.23 entnehmen kann, die Wahrscheinlichkeit eines U¨berschreitens des Guess-
Kriteriums mit der Wahrscheinlichkeit dafu¨r, dass Distraktoren oder gelernte Reize
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links des Remember-Kriteriums wieder gefunden werden ko¨nnen. In analoger Weise
entspricht die Wahrscheinlichkeit von Know-Treffern sowie Know-Falschen-Alarmen
dem Produkt der einzelnen Wahrscheinlichkeiten dafu¨r, dass das Kriterium CG u¨ber-
schritten wird, sowie dafu¨r, dass die Spursta¨rke unterhalb des Remember-Kriteriums
liegt. Guess-Treffer und Guess-Falsche-Alarme ergeben sich als die Wahrscheinlich-
keit dafu¨r, dass zwar das Alt-Kriterium nicht aber das CG-Kriterium u¨berschritten
wird, wa¨hrend sich Neu-Antworten ergeben als die Wahrscheinlichkeit dafu¨r, dass die
Spursta¨rke unterhalb des CO-Kriteriums bleibt.
Es la¨sst sich festhalten, dass das STREAK-Modell Ergebnisse von Remember-
Know-Guess-Untersuchungen anhand zweier Geda¨chtniskomponenten erkla¨rt: Die
erste Komponente ist die globale Vertrautheit von Reizen und die zweite beruht
auf der spezifischen Spursta¨rke von Detailinformation. Wa¨hrend fu¨r die Alt-Neu-
Entscheidung die Summe dieser beiden Spursta¨rken ausschlaggebend ist, wird fu¨r
die Remember-Know-Entscheidung die spezifische Spursta¨rke mit der globalen Ver-
trautheit durch das Bilden einer Differenz kontrastiert: U¨berwiegt die spezifische
Spursta¨rke, so resultieren Remember-Antworten, fa¨llt der Kontrast hingegen zugun-
sten der globalen Spursta¨rke aus, dann geben die Probanden Know-Urteile ab.
4.4 Das Source-of-Activation-Confusion-Modell
Das na¨chste Modell, das fu¨r diese Arbeit von Bedeutung ist, haben Reder und Mit-
arbeiter (Diana, Peterson & Reder, 2004; Reder, Angstadt, Cary, Erickson & Ayers,
2002; Reder et al., 2000) vorgeschlagen und Source-Of-Activation-Confusion-(SAC-
)Modell genannt. Der Ursprung dieses Rahmenmodells liegt in Andersons ACT-R-
Theorie der menschlichen Kognition (Anderson, Bothell, Lebiere & Matessa, 1998;
Anderson & Lebiere, 1998). Reder et al. (2000) beziehen sich auf die mit ACT-R ver-
bundene Geda¨chtnistheorie und bemu¨hen sich, selbige weiter zu konkretisieren.
So wie ACT-R eine Umgebung ist, mit deren Hilfe sich Ergebnisse von kogniti-
onspsychologischen Untersuchungen simulieren lassen, wurde das SAC-Modell von
Reder und ihren Mitarbeitern zur Simulation von Daten und deren Vergleich mit
tatsa¨chlich erhobenen empirischen Daten verwendet. Die theoretische Basis dieser Si-
mulationen liegt in der Annahme eines Netzwerkmodells des Geda¨chtnisses, in dem
Wissen in Informationsknoten abgelegt wird. Diese Knoten sind hierarchisch geglie-
dert: Es werden basale Knoten angenommen, wie z. B. Buchstabenknoten, die in
komplexeren Knoten, wie Wortknoten, zusammenkommen, welche wiederum in noch
komplexere Knoten – wie z. B. Satzknoten eingebettet sein ko¨nnen. Fu¨r das epi-
sodische Geda¨chtnis besonders relevant ist die Annahme, dass Informationen, wie
beispielsweise Items eines Geda¨chtnisexperiments, in dem angenommenen Netzwerk
nicht nur in einem eigenen Itemknoten repra¨sentiert sind, sondern zudem gemeinsam
mit ihrem Kontext einen Episodenknoten formen.
Zur Erkla¨rung von Remember-Know-Ergebnissen gehen Diana et al. (2004) da-
von aus, dass Remember-Antworten dann gegeben werden, wenn die Enkodierepi-
sode abgerufen werden kann, d. h. die Aktivierung der Episodenknoten einen Mini-
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malwert u¨berschreitet. Fu¨r Know-Antworten nehmen sie hingegen an, dass diese eine
u¨berschwellige Aktivierung des Itemknotens widerspiegeln. Evidenz fu¨r diese Annah-
men fanden beispielsweise Cary und Reder (2003). Die Autorinnen zeigten, dass sich
mit dem SAC-Modell der Mirror-Effekt, also das Pha¨nomen gegenla¨ufiger Reaktio-
nen von Treffer- und Falscher-Alarm-Rate, nachbilden ließ, der in Remember-Know-
Untersuchungen in Folge von Variationen der Listenla¨nge und Itemsta¨rke beobachtet
wurde.
Erst ju¨ngst zeigten Rotello et al. (2004) auf, dass sich die Annahmen Reders und
ihrer Mitarbeiter so in Modellannahmen u¨bersetzen lassen, dass das entstehende Mo-
dell als Scha¨tz- und Analysewerkzeug genutzt werden kann. Dazu schlagen sie vor,
das SAC-Modell als zweidimensionales Signalentdeckungsmodell zu begreifen, das
in vielen Bereichen dem STREAK-Modell a¨hnlich ist. So wird auch im Rahmen des
SAC-Modells angenommen, dass sich alte und neue Reize auf zwei Dimensionen un-
terscheiden. Zudem wird ebenso wie im STREAK-Modell davon ausgegangen, dass
die auf diesen Dimensionen erreichten Werte innerhalb der Itemklassen im Sinne ei-
ner Normalverteilung variieren. Ein Unterschied zwischen diesen beiden zweidimen-
sionalen Signalentdeckungsmodellen kann darin gesehen werden, dass die Achsen
des in Abbildung 4.5 dargestellten Koordinatensystems nicht globale und spezifische
Spursta¨rke wiedergeben, sondern, wie von Reder et al. (2000) vorgeschlagen, die Ak-
tivierung des Episodenknotens auf der y-Achse u¨ber der Aktivierung des Itemkno-
tens auf der x-Achse abgetragen wird. Im Modell bleibt es trotz dieses theoretischen
Unterschieds bei der Annahme zweier bivariater Normalverteilungen fu¨r Distrakto-
ren einerseits und fu¨r alte Reize andererseits, die sich in Varianz und Erwartungswert
unterscheiden. Wie bei dem zuvor erla¨uterten STREAK-Modell wird die Varianz der
Distraktorverteilung durch σNeu gescha¨tzt, wa¨hrend die der Alt-Verteilung auf 1 ge-
setzt wird. Der Mittelpunkt der Distraktorverteilung liegt ebenso wie beim STREAK-
Modell im Koordinatenursprung, wa¨hrend der Mittelpunkt der Alt-Verteilung durch
die Koordinaten (dx|dy) gescha¨tzt wird.
Der bedeutendste Unterschied zwischen dem STREAK-Modell von Rotello et
al. (2004) und dem SAC-Modell besteht in der Art der Kriterien, die angenommen
werden, um die einzelnen Antworttypen voneinander zu unterscheiden. Wa¨hrend das
STREAK-Modell Kriterien enthielt, bei denen es sich um Spursta¨rken handelte, die
kompensatorisch oder im Sinne eines Kontrastes miteinander verrechnet wurden, las-
sen sich die Kriterien im SAC-Modell am besten als prozessrein beschreiben (vgl.
Rotello et al., 2004). Aus Reders Darstellung des SAC-Modells la¨sst sich fu¨r den ein-
fachen Remember-Know-Fall die Annahme ableiten, dass Probanden zwei Kriterien
setzen, um Remembering von Knowing zu unterscheiden. Das erste dieser beiden Kri-
terien (CR) orientiert sich entlang der y-Achse. Es stellt einen Minimalwert fu¨r die
Episodenaktivierung dar, der u¨berschritten werden muss, damit sich die Versuchsper-
sonen bewusst an die Enkodierepisode erinnern. Die Probanden geben in diesem Falle
Alt-Urteile ab, die sie als Remembering qualifizieren. Liegt die Aktivierung des Epi-
sodenknoten zwar nicht u¨ber CR, die Itemaktivierung jedoch u¨ber dem Kriterium CK ,
so erfolgt eine Alt-Antwort, die als Knowing berichtet wird. In dem Falle, dass beide
























Abbildung 4.5: Dargestellt wird die auf die Remember-Know-Guess-Prozedur abge-
stimmte Version des SAC-Modells. Gelernte Reize und Distraktoren unterscheiden sich
in ihrer Detailaktivierung um dx, im Grad der Episodenaktivierung um dy und in der
Varianz, wobei die Varianz der Spursta¨rkeverteilung fu¨r Distraktoren σNeu betra¨gt.
Zwischen Reizen, die fu¨r Remember-, Know-, Guess- bzw. Neu-Antworten in Frage
kommen, wird anhand dreier Entscheidungskriterien entschieden: Wenn die Detailak-
tivierung gro¨ßer als CG, nicht aber gro¨ßer als CK ist und die Episodenaktivierung
gleichzeitig unter CR bleibt, so resultieren Guess-Antworten. Bleibt die Episoden-
aktivierung unter CR, wa¨hrend die Detailaktivierung CK u¨berschreitet, so resultie-
ren Know-Antworten, liegt die Episodenaktivierung u¨ber CR, so folgen Remember-
Antworten. Neu-Antworten ergeben sich, wenn weder die Detailaktivierung u¨ber CG
liegt noch die Episodenaktivierung gro¨ßer als CR ausfa¨llt.
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Probanden in Remember-Know-Untersuchungen mit ‘Neu’.
Um im Rahmen des SAC-Modells Ergebnisse von Remember-Know-Guess-
Experimenten behandeln zu ko¨nnen, empfiehlt es sich, ein weiteres Kriterium anzu-
nehmen. Dieses Kriterium CG steht wie CK senkrecht auf der x-Achse und ist links
von letzterem zu finden. Ein Item, dessen Aktivierung dieses Kriterium u¨berschreitet,
nicht aber das ho¨here Kriterium (CK), wird, wenn die Aktivierung der zugeho¨rigen
Enkodierepisode CR nicht u¨bersteigt, mit einer Guess-Antwort versehen.
Dementsprechend lassen sich die relativen Ha¨ufigkeiten von Remember-, Know-,
Guess- und Neu-Antworten darstellen als diejenigen Bereiche unter den Verteilun-
gen, die die Bedingungen erfu¨llen, um mit einem entsprechenden Urteil belegt wer-
den zu ko¨nnen. Die Wahrscheinlichkeit einer Remember-Antwort la¨sst sich also er-
fassen durch den Abschnitt der Verteilungen, der oberhalb des Kriteriums CR liegt.
Know-Antworten setzen voraus, dass das Kriterium CK , nicht aber das Kriterium CR
u¨berschritten wird, so dass sich als relevanter Abschnitt der Verteilungen jener ergibt,
der rechts des Know-Kriteriums, aber unterhalb des Remember-Kriteriums liegt. Die
Wahrscheinlichkeit von Guess-Antworten wiederum kann in dem Areal unter den Ver-
teilungen wieder gefunden werden, das unter dem CR-Kriterium und zwischen den
beiden anderen Kriterien liegt. Zuletzt resultieren Neu-Antworten dann, wenn weder
CR noch CG u¨berschritten werden. Dieser Wahrscheinlichkeit entspricht der Bereich
unter den Verteilungen, der links des Guess-Kriteriums und unterhalb des Remember-
Kriteriums zu finden ist.
Die mathematische Struktur des Modells kann den Gleichungen 4.27 bis 4.34 ent-
nommen werden. Wie auch bei dem zuvor vorgestellten Modell werden zum Vergleich
der Evidenzen mit den zugeho¨rigen Kriterien die Verteilungen auf diejenigen Entschei-
dungsachsen projiziert, auf denen sich die Kriterien bewegen. Bei diesen Achsen han-
delt es sich – wie bereits erla¨utert – fu¨r die Itemaktivierung um die x-Achse und fu¨r die
Episodenaktivierung um die y-Achse, so dass nur die Alt-Verteilung auf die jeweils
relevante Entscheidungsachse projiziert werden muss. Beim SAC-Modell stellen die
Koordinaten des Mittelpunktes der bivariaten Alt-Verteilung die geeigneten Projekti-
onspunkte auf die Entscheidungsachsen dar. Ist es wie im Falle der Know-Antworten
erforderlich, die Lage der Verteilungen zu Kriterien auf beiden Dimensionen in Be-
ziehung zu setzen, so geschieht dies durch die multiplikative Verknu¨pfung der Einzel-
wahrscheinlichkeiten. Am Beispiel der Know-Antworten handelt es sich hierbei, wie
in Gleichung 4.28 und 4.32 dargelegt, erstens um die Wahrscheinlichkeit dafu¨r, dass
die Episoden-Aktivation unter dem fu¨r eine Remember-Antwort notwendigen Kriteri-
um CR bleibt, und zweitens um die Wahrscheinlichkeit dafu¨r, dass die Item-Aktivation
das Kriterium CK u¨berschreitet. Die Wahrscheinlichkeit von Guess-Antworten la¨sst
sich ermitteln, indem die erste dieser beidenWahrscheinlichkeiten mit derWahrschein-
lichkeit dafu¨r multipliziert wird, dass zwar das Guess-Kriterium, nicht aber das Know-
Kriterium u¨berschritten wird, wie den Gleichungen 4.29 bzw. 4.33 entnommen werden
kann. Fu¨r die Ermittlung des Remember-Anteils an den Antworten fu¨r alte und neue
Reize ist, wie in den Gleichungen 4.27 und 4.31 dargestellt, lediglich die Wahrschein-
lichkeit entscheidend, mit der die Episoden-Aktivierung der Items das CR-Kriterium
u¨berschreitet. Die Wahrscheinlichkeit von Neu-Antworten ergibt sich aus der Wahr-
4.5. HTSD-MODELL 57
scheinlichkeit, mit der keines der Kriterien u¨berschritten wird (vgl. Gleichungen 4.30
und 4.34).
Ebenso wie das STREAK-Modell ist das SAC-Modell ein Signalentdeckungsmo-
dell, das auf der Annahme fußt, dass fu¨r Remembering und Knowing zwei verschiede-
ne Evidenzarten entscheidend sind. Anders als Rotello et al. (2004), die von Kompen-
sation und Kontrast der Spursta¨rken ausgehen, wird im Rahmen des SAC-Modells
jedoch angenommen, dass Remembering und Knowing den Grad der Episoden-
Aktivierung bzw. die Sta¨rke der Item-Aktivierung prozessrein erfassen.
p(R|Alt) = Φ(dy − CR) (4.27)
p(K|Alt) = Φ(dx − CK) · Φ(CR − dy) (4.28)
p(G|Alt) = (Φ(dx − CG)− Φ(dx − CK)) · Φ(CR − dy) (4.29)
p(N |Alt) = Φ(CG − dx) · Φ(CR − dy) (4.30)
p(R|Neu) = Φ(− CR
σNeu
) (4.31)
p(K|Neu) = Φ(− CK
σNeu
) · Φ( CR
σNeu
) (4.32)




)) · Φ( CR
σNeu
) (4.33)
p(N |Neu) = Φ( CG
σNeu





Auf der Basis des von Yonelinas, Dobbins, Szymanski, Dhaliwal und King (1996)
vorgeschlagenen dual-process model (DPM) kann ein hybrides Modell zur Remem-
ber-Know-Guess-Prozedur entwickelt werden, das eine der Geda¨chtniskomponenten
signalentdeckungstheoretisch auffasst und einen zweiten Geda¨chtnisprozess annimmt,
der erfolgreich ist, wenn alte Items eine Schwelle u¨berschreiten. Das DPM von Yoneli-
nas et al. (1996) zeichnet sich dadurch aus, dass es dem Versuch entstammt, verwandte
Forschungsfelder mit demselben Modell zu erkla¨ren. So versuchten Yonelinas und Ja-
coby (1994) mit Hilfe des DPMs sowohl Remember-Know-Befunde als auch Befunde,
die im Paradigma der Prozessdissoziation (Jacoby, 1991) erfasst worden sind, in einem
einheitlichen Rahmen versta¨ndlich zu machen. Um eine solche gemeinsame Erkla¨rung
leisten zu ko¨nnen, wurde angenommen, dass sich Remember- und Know-Antworten
auf die Aktivita¨t kontrollierter Geda¨chtnisprozesse einerseits und automatischer Verar-
beitungsprozesse andererseits zuru¨ckfu¨hren lassen. Daru¨ber hinaus gingen Yonelinas
et al. (1996) davon aus, dass sich kontrollierte Abrufprozesse am besten durch eine
Schwellenannahme beschreiben lassen, wa¨hrend automatische Prozesse als kontinu-
ierliches Konstrukt, u¨ber dem sich neue wie alte Reize normalverteilen, beschrieben
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werden sollten. Hinter diesem Vorschlag steckt die Idee, dass die Ergebnisse automa-
tischer Prozesse, wie sie im DPM-Modell angenommen werden, eng verwandt sind
mit dem Konstrukt der globalen Vertrautheit, wie sie im Rahmen des SDM-Modells
angenommen wird.
Die Struktur des DPM-Modells la¨sst sich beschreiben als ein Hochschwellen-
modell, innerhalb dessen davon ausgegangen wird, dass Probanden informiert raten,
wenn sie sich nicht bewusst an das Vorkommen eines Reizes erinnern ko¨nnen. Fu¨r
das informierte Raten von essentieller Bedeutung ist ein Vertrautheitskontinuum, auf
dem sich alle Reize anordnen und miteinander vergleichen lassen, indem ein Krite-
rium angelegt wird, das hilft, zwischen alten Reizen und Distraktoren zu unterschei-
den. Demnach gibt es zwei Wege, wie Probanden zu korrekten Alt-Antworten ge-
langen ko¨nnen: Erstens kann es sein, dass sie sich mit der Wahrscheinlichkeit r an
Items rekollektiv erinnern, und zweitens ist es mo¨glich, dass Items im Falle des Aus-
bleibens einer bewussten Erinnerung (1 − r) eine Vertrautheit aufweisen, die u¨ber
dem Alt-Kriterium CO liegt. Entsprechend ergibt sich die Treffer-Wahrscheinlichkeit
p(Alt|Alt) als Summe der Wahrscheinlichkeiten der beiden genannten Ereignisse, d.
h. p(Alt|Alt) = r+(1−r)·Φ(d′−CO). Die Wahrscheinlichkeit eines Falschen Alarms
la¨sst sich hingegen mit der Gleichung p(Alt|Neu) = Φ(−CO) als die Wahrscheinlich-
keit beschreiben, mit der ein Distraktor das Vertrautheitskriterium fu¨r Alt-Antworten
u¨berschreitet. Im Rahmen des DPM-Modells wird also weder davon ausgegangen, dass
es eine Distraktorentdeckungsschwelle gibt, wie sie im 4-States-Modell angenommen
wird, noch beinhaltet das Modell einen Parameter, anhand dessen sich Unterschiede in
den Varianzen der Vertrautheitsverteilungen fu¨r alte Reize und Distraktoren erfassen
ließen, wie es im SDM-, STREAK- oder SAC-Modell der Fall ist.
Als Modell fu¨r die Remember-Know-Prozedur ist das DPM-Modell insofern inter-
essant, als Yonelinas et al. (1996) belegten, dass sich anhand der Ha¨ufigkeiten von
Remember- und Know-Antworten Indizes fu¨r rekollektive Erinnerung und globale
Vertrautheit berechnen ließen, die dazu genutzt werden konnten, Ergebnisse anderer
Untersuchungen vorherzusagen. Ein Messmodell, das mit Hilfe von Modellgleichun-
gen die Antwortha¨ufigkeiten in Remember-Know- oder Remember-Know-Guess-Un-
tersuchungen vorherzusagen vermag, liegt bis dato nicht vor, kann auf den Annahmen
des DPM-Modells aufbauend aber leicht entwickelt werden. Dieses Modell soll nun
unter dem Namen Hochschwellen-Signalentdeckungsmodell (HTSD-Modell) vorge-
stellt werden.
Im HTSD-Modell sollen die Kernannahmen des DPM-Modells von Yonelinas et
al. (1996) dazu verwendet werden, die Antwortha¨ufigkeiten in Remember-Know- und
Remember-Know-Guess-Untersuchungen vorherzusagen und zu erkla¨ren. Dazu wer-
den zwei zentrale Prozesse angenommen: Zum einen rekollektive Erinnerung, die als
Schwellenprozess konzipiert wird, der mit derWahrscheinlichkeit r erfolgreich ist, und
zum anderen Vertrautheit, die signalentdeckungstheoretisch konzipiert wird. Fu¨r die
Vertrautheit wird davon ausgegangen, dass sich diejenige alter Reize normal um den
Mittelwert d′ verteilt, wa¨hrend sich die Vertrautheit der Distraktoren um den Nullpunkt
normalverteilt. Zudem wird angenommen, dass Probanden bei den Entscheidungen,
fu¨r die sie auf die Vertrautheit der Reize zuru¨ckgreifen, drei Kriterien beru¨cksichtigen:
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1. Das Kriterium CO muss von der Vertrautheit der Items u¨berschreiten werden,
damit Alt-Antworten gegeben werden. Bleibt die Vertrautheit hinter dem Wert
dieses Kriteriums zuru¨ck, so antworten die Probanden mit Neu;
2. Die Vertrautheit der Items, die mit Guess-Antworten versehen werden, liegt dem
HTSD-Modell zufolge zwar u¨ber dem Alt-Kriterium (CO), unterschreitet jedoch
das Know-Kriterium (CK);
3. U¨berschreitet die Vertrautheit des Items das Know-Kriterium (CK), ist entschei-
dend, wie sich die vorliegende Vertrautheit im Vergleich zu dem dritten Kriteri-
um (CR) verha¨lt: Liegt die Vertrautheit u¨ber CK , nicht aber u¨ber CR, dann resul-
tieren Know-Antworten, werden hingegen beide Kriterien u¨berschritten, geben
die Probanden Remember-Antworten.
Die Aufnahme des letztgenannten Kriteriums (CR) bringt zwar eine Abkehr von der
prozessreinen Erfassung rekollektiver Prozesse durch Remember-Ha¨ufigkeiten, wie sie
Yonelinas et al. (1996) vorgesehen haben, mit sich, ermo¨glicht dafu¨r aber eine ada¨qua-
te Modellierung des Zustandekommens von Remember-Falschen-Alarmen. Im Rah-
men des DPM-Modells werden falsche Remember-Antworten nur insofern themati-
siert, als Yonelinas und Mitarbeiter davon ausgehen, dass sie Ergebnis uninformierten
Ratens sind. Diese Annahme scheint, wie Dunn (2004) herausgearbeitet hat, aller-
dings irrefu¨hrend zu sein. Dunn (2004) argumentiert, dass Remember-Falsche-Alarme
als trotz ihrer Neuheit hoch vertraute Distraktoren betrachtet werden sollten. Dieser
Maxime folgt das HTSD-Modell, wie es in Abbildung 4.6 dargestellt wird.
Im unteren Segment der Abbildung 4.6 wird das Zustandekommen von Remember-
, Know-, Guess- und Neu-Antworten fu¨r Distraktoren dargestellt, wa¨hrend im oberen
das Zustandekommen selbiger Antworten fu¨r gelernte Reize skizziert wird. Fu¨r die
gelernten Reize ist aus der Abbildung ersichtlich, dass eine signalentdeckungstheore-
tische Komponente in den Rahmen eines Schwellen-Modells eingebettet wird: Rekol-
lektive Erinnerung fu¨hrt hier mit der Wahrscheinlichkeit r direkt zu einer Remember-
Antwort, wa¨hrend beim Ausbleiben einer rekollektiven Erinnerung die Vertrautheit der
Items entscheidend dafu¨r ist, ob Remember-, Know-, Guess- oder Neu-Antworten ge-
geben werden. Der untere Teil der Abbildung zeigt, dass die Wahrscheinlichkeit, mit
der fu¨r die Distraktoren eine der vier Antwortalternativen gewa¨hlt wird, ausschließ-
lich signalentdeckungstheoretisch modelliert wird. Maßgeblich hierfu¨r ist die Gro¨ße
der Fla¨che unter der Distraktorverteilung, die u¨ber, zwischen bzw. unter den Kriterien
liegt.
Zudem la¨sst sich das HTSD-Modell u¨ber die Gleichungen 4.35 bis 4.42 beschrei-
ben, in die die zuvor dargelegten Annahmen einfließen. Remember-Treffer resultieren
– wie Gleichung 4.35 entnommen werden kann – entweder mit der Wahrscheinlichkeit
r aufgrund einer rekollektiven Erinnerung oder, falls ein rekollektiver Abruf ausbleibt
(1 − r), mit einer Wahrscheinlichkeit, die von der erwarteten Vertrautheit alter Sti-
muli d′ und dem Entscheidungskriterium CR abha¨ngt (Φ(d′ − CR)). Die Wahrschein-
lichkeit von Know-Treffern la¨sst sich durch Gleichung 4.36 modellieren. Ihr liegt die
Annahme zugrunde, dass Know-Treffer dann zu Stande kommen, wenn rekollektive



















Abbildung 4.6: Abgebildet ist das HTSD-Modell zur Remember-Know-Guess-
Prozedur. Mit Wahrscheinlichkeit r fu¨hren fu¨r gelernte Reize rekollektive Prozesse zu
Remember-Antworten. Ist dies nicht der Fall, wird die Vertrautheit der gelernten Reize
genau wie bei neuen Reizen mit den Kriterien CO, CK und CR verglichen: Bleibt die
Vertrautheit unter CO, so wird Neu geantwortet, fa¨llt sie zwischen CO und CK oder
CK und CR, so folgen Guess- bzw. Know-Antworten. U¨bertrifft die Vertrautheit CR,
so resultieren Remember-Antworten. Die Vertrautheit der Reize verteilt sich dabei fu¨r
beide Reizklassen normal, wobei die Vertrautheit der gelernten Reize im Mittel um d′
gro¨ßer ist als die der Distraktoren.
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Prozesse nicht zum Ziel fu¨hren (1 − r), die Vertrautheit des Items jedoch zwischen
den Kriterien CK und CR liegt. Letzteres entspricht der Differenz zwischen den bei-
den Wahrscheinlichkeiten Φ(CR − d′) und Φ(CK − d′). Die Wahrscheinlichkeit von
Guess-Treffern ergibt sich, wie in Gleichung 4.37 dargestellt, aus dem Produkt von
(1− r) und der Gro¨ße der Fla¨che unter der Alt-Verteilung, die zwischen den Kriterien
CO und CK liegt. Neu-Antworten auf alte Reize erfolgen dann, wenn weder rekollek-
tive Abrufprozesse erfolgreich sind (1 − r), noch die Vertrautheit der Reize u¨ber dem
Kriterium CO liegt (1 − Φ(d′ − CO)), wie es in Gleichung 4.38 festgehalten ist. Die
Antwortha¨ufigkeiten fu¨r neue Reize lassen sich entsprechend anhand der Gleichungen
4.39 bis 4.42 verstehen als die Gro¨ße des Bereichs der Distraktorverteilung, der u¨ber
dem CR-Kriterium (Remember, Gleichung 4.39), zwischen dem CK- und dem CR-
Kriterium (Know, Gleichung 4.40), zwischen demCO- und demCK-Kriterium (Guess,
Gleichung 4.41) bzw. unter dem Alt-Kriterium CO liegt (Neu, Gleichung 4.42).
p(R|Alt) = r + (1− r) · Φ(d′ − CR) (4.35)
p(K|Alt) = (1− r) · (Φ(d′ − CK)− Φ(d′ − CR)) (4.36)
p(G|Alt) = (1− r) · (Φ(d′ − CO)− Φ(d′ − CK)) (4.37)
p(N |Alt) = (1− r) · (1− Φ(d′ − CO)) (4.38)
p(R|Neu) = Φ(−CR) (4.39)
p(K|Neu) = Φ(−CK)− Φ(−CR) (4.40)
p(G|Neu) = Φ(−CO)− Φ(−CK) (4.41)
p(N |Neu) = 1− Φ(−CO) (4.42)
4.6 Das Hochschwellen-Signalentdeckungs-
modell ungleicher Varianzen
Das letzte zu diskutierende Modell beruht auf einer Erweiterung des HTSD-Modells
um die Annahme von Varianzunterschieden zwischen der Vertrautheitsverteilung
fu¨r alte und fu¨r neue Reize. Dieses in Abbildung 4.7 dargestellte Hochschwellen-
Signalentdeckungsmodell mit ungleichen Varianzen (HTUVSD) stellt ein gemeinsa-
mes Obermodell fu¨r das HTSD-Modell und das in Abschnitt 4.1 beschriebene SDM-
Modell dar. Dementsprechend entha¨lt das Hochschwellen-Signalentdeckungsmodell
mit ungleichen Varianzen neben den Parametern des HTSD-Modells einen Streuungs-
parameter σAlt, der die Varianz der Vertrautheitsverteilung fu¨r gelernte Reize in Bezie-
hung setzt zu der auf 1 normierten Varianz der Distraktorverteilung.
Da die Annahmen dieses Modells weitgehend mit den Annahmen des vorher dar-
gestellten HTSD-Modell u¨bereinstimmen, kann an dieser Stelle auf die Erla¨uterung
der in den Gleichungen 4.43 bis 4.50 festgehaltenen Modellgleichungen verzichtet
werden.
























Abbildung 4.7: Dargestellt wird das HTUVSD-Modell zur Remember-Know-Guess-
Prozedur. Mit Wahrscheinlichkeit r fu¨hren rekollektive Prozesse fu¨r gelernte Stimuli zu
Remember-Antworten. Wenn dies nicht der Fall ist, wird die Vertrautheit der alten Rei-
ze genau wie bei neuen Reizen mit den Kriterien CO, CK und CR verglichen: Bleibt
die Vertrautheit unter CO, so wird Neu geantwortet, fa¨llt sie zwischen CO und CK
oder CK und CR, folgen Guess- bzw. Know-Antworten. U¨bertrifft die Vertrautheit CR,
so resultieren vertrautheitsbasierte Remember-Antworten. Die Vertrautheit der Reize
verteilt sich dabei fu¨r beide Reizklassen normal, wobei die Vertrautheit der gelernten
Reize im Mittel um d′ gro¨ßer ist als die der Distraktoren. Die Streuuung der Vertraut-
heitsverteilung fu¨r alte Reize betra¨gt σAlt.
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p(R|Neu) = Φ(−CR) (4.47)
p(K|Neu) = Φ(−CK)− Φ(−CR) (4.48)
p(G|Neu) = Φ(−CO)− Φ(−CK) (4.49)
p(N |Neu) = 1− Φ(−CO) (4.50)
An dieser Stelle la¨sst sich sehr gut erkennen, dass sowohl das HTSD-Modell als
auch das SDM-Modell Untermodelle des HTUVSD-Modells darstellen. Dies wird dar-
aus ersichtlich, dass sich das HTUVSD-Modell durch geeignete Parameterrestriktio-
nen in die beiden anderen Modelle u¨berfu¨hren la¨sst: Um das HTSD-Modell zu erstel-
len, ist es notwendig, die Einschra¨nkung σAlt = 1 vorzunehmen, wa¨hrend sich das
HTUVSD-Modell durch die Restriktion r = 0 in das SDM-Modell u¨berfu¨hren la¨sst.
Dieser Umstand ermo¨glicht es, mit einfachen Methoden einen direkten Vergleich der
beiden Untermodelle mit ihrem Obermodell vorzunehmen. Fu¨r den Vergleich der bei-
den Untermodelle untereinander sowie fu¨r den Vergleich aller u¨brigen Modelle gilt





Im letzten Kapitel wurden sechs quantitative Modelle betrachtet, die Kernaussagen
verschiedener Theorien nutzen, um Antwortha¨ufigkeiten in Remember-Know-Guess-
Untersuchungen zu erkla¨ren. Dabei wurde stets auf die fu¨r die jeweilige Theorie re-
levanten Konstrukte zuru¨ckgegriffen. Wie aufgezeigt wurde, erlauben es die vorge-
stellten Messmodelle, drei gewichtigen Problemen der empirischen Forschung in der
kognitiven Psychologie beizukommen, die einer Entscheidung zwischen zu verglei-
chenden Theorien anhand des Operationalisierungsansatzes imWege stehen. Zwei die-
ser drei Probleme – das Bedeutsamkeitsproblem und das Dekomponierungsproblem –
wurden im Rahmen des Modellierungsansatzes gelo¨st, indem die Kernannahmen der
Theorien verschmolzen wurden mit den Annahmen daru¨ber, wie aus empirischen Da-
ten Maße fu¨r die bedeutsamen Konstrukte hergeleitet werden ko¨nnen. Die Lo¨sung des
Fehlerproblems hingegen lag nicht in bestimmten Eigenschaften der Messmodelle an
sich. Eine solche konnte vielmehr in geeigneten statistischen Methoden gefunden wer-
den, die es erlauben, zwischen zufa¨lligen Modellversto¨ßen, die auf Fehlern beruhen,
und ernstzunehmenden Datenanpassungsproblemen, die auf unbrauchbare Modellan-
nahmen schließen lassen, zu unterscheiden. Die Frage danach, wie derartige Metho-
den aussehen, ist bislang genauso offen geblieben wie die weiterfu¨hrende Frage nach
Mo¨glichkeiten, die Gu¨te verschiedener Messmodelle zu demselben Gegenstandsbe-
reich objektiv zu bewerten, um darauf aufbauend einen Vergleich zwischen den Mo-
dellen vornehmen zu ko¨nnen. Diese beiden Fragen werden in diesem Kapitel nachge-
gangen werden.
5.1 Modellgu¨tekriterien
Eine Reihe wichtiger Modellgu¨tekriterien geht auf einen ha¨ufig zitierten Modellver-
gleich von Jacobs und Grainger (1994) zuru¨ck, in dem mehrere Modelle zur visuellen
Wortrekognition hinsichtlich ihrer Gu¨te evaluiert wurden. Da sich in der Arbeit von Ja-
cobs und Grainger keine genaue Auflistung der verwendeten Kriterien findet, variiert
die Anzahl der Kriterien in der auf diese Arbeit Bezug nehmenden Literatur. Wa¨hrend
Pitt, Myung und Zhang (2002) insgesamt sechs Kriterien erwa¨hnten, unterschied Ma-
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cho (2004) nur vier Gu¨tekriterien. Zwischen diesen beiden Arbeiten besteht Einigkeit
u¨ber drei Kriterien, die, wie Pitt et al. (2002) betonten, fu¨r den Vergleich mathemati-
scher Modelle besonders wichtig sind. Bei dem ersten dieser drei Kriterien handelte es
sich um die deskriptive Ada¨quatheit, die sich mit der Frage befasst, ob das Modell eine
gute Beschreibung der beobachteten Daten abgibt. Einigkeit besteht zudem bezu¨glich
der Generalisierbarkeit, also der Fa¨higkeit des Modells, zuku¨nftige Ergebnisse vorher-
zusagen, sowie bezu¨glich der Modellkomplexita¨t, worunter zu verstehen ist, inwieweit
das Modell den Untersuchungsgegenstand auf die einfachste Art und Weise erfasst.
Die Verfahren zur Erfassung dieser Modellgu¨tekriterien ordneten Pitt, Kim, Navar-
ro und Myung (2006) in ein Klassifikationsschema ein, in dem auf der ersten Dimensi-
on quantitative von qualitativen Verfahren unterschieden werden. Quantitative Modell-
selektionsverfahren zeichnen sich dadurch aus, dass bei der Modellevaluation auf die
Fa¨higkeit der Modelle zuru¨ckgegriffen wird, quantitative Aussagen u¨ber den Ausgang
von Untersuchungen zu machen. Da alle Modelle, die in dieser Arbeit im Mittelpunkt
stehen, quantitative Vorhersagen fu¨r Antwortha¨ufigkeiten erlauben, interessieren an
dieser Stelle vorwiegend die quantitativen Verfahren. Pitt et al. (2006) za¨hlten zu die-
sen quantitativen Verfahren Datenanpassungsindizes wie die Likelihood-Quotienten-
Statistik (G2) und Informationskriterien, die neben der Datenanpassungsleistung auch
die Modellkomplexita¨t beru¨cksichtigen, wie das Akaike-Informationskriterium (AIC,
Akaike, 1973) oder das Bayesianische Informationskriterium (BIC, Schwartz, 1978).
Auch der Kreuzvalidierungsindex (CV , Stone, 1974) zur Erfassung der Generalisier-
barkeit sowie das Landscaping-Verfahren (Navarro, Pitt & Myung, 2004) wurden zu
diesen quantitativen Verfahren geza¨hlt.
Auf der zweiten Entscheidungsachse unterteilten Pitt et al. (2006) diese Zuga¨nge in
lokale und globale Verfahren. Mit Ausnahme des Landscapings fielen alle erwa¨hnten
Methoden in die Kategorie der lokalen Verfahren, da sie das Verhalten der Modelle nur
vor dem Hintergrund der aktuell vorhandenen empirischen Daten reflektieren. Diese
Verfahren blicken also lokal auf einen spezifischen Punkt des Parameterraums anstatt
das Modellverhalten global u¨ber weite Teile des Parameterraumes hinweg zu beleuch-
ten (vgl. Pitt et al., 2006). Eine derartige Erfassung des Modellverhaltens in seiner
Ga¨nze ist das zentrale Anliegen der globalen Verfahren.
Wa¨hrend in den Arbeiten zur Modellselektion Einigkeit u¨ber diese drei quantitativ
erfassbaren Kriterien besteht, lassen sich bezu¨glich der Eigenschaften, die diese Gu¨te-
kriterien flankieren, deutliche Unterschiede ausmachen. Nimmt man die Arbeiten von
Pitt et al. (2002) und von Macho (2004) zur Hand, so stellt man fest, dass Pitt et al.
(2002) drei weitere Kriterien unterschieden, die sich allesamt nur qualitativ erfassen
lassen. Bei diesen drei zusa¨tzlichen Kriterien handelte es sich erstens um die Plau-
sibilita¨t, die danach fragt, wie plausibel die Modellannahmen vor dem Hintergrund
wissenschaftlicher Erkenntnisse sind; zweitens um die explanatorische Ada¨quatheit,
die sich damit bescha¨ftigt, ob das Modell eine schlu¨ssige Erkla¨rung liefert, die sich in
bereits vorhandenes Wissen einbetten la¨sst, und drittens um die Interpretierbarkeit, die
dann vorliegt, wenn sich das Modell im Ganzen und die einzelnen Modellparameter
sinnvoll interpretieren lassen.
Im Unterschied dazu griff Macho (2004) ausschließlich das Konzept der expla-
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natorischen Ada¨quatheit auf, unter der er die Plausibilita¨t der dem Modell zugrun-
de liegenden Annahmen versteht. Damit erinnert das Konstrukt der explanatorischen
Ada¨quatheit nach Macho an das von Pitt et al. (2002) angefu¨hrte Kriterium der Plausi-
bilita¨t. Durch den zusa¨tzlichen Vorschlag einer Erfassungsmethode, die darin besteht,
die Plausibilita¨t von Parameterscha¨tzungen zu untersuchen, erweitert Macho die expla-
natorische Ada¨quatheit um Aspekte, die am ehesten dem von Pitt et al. (2002) vorge-
schlagenen Konzept der Interpretierbarkeit entsprechen. Bei der Analyse der explana-
torischen Ada¨quatheit konzentrierte sich Macho (2004) auf qualitative Betrachtungen
von Parameterscha¨tzungen fu¨r experimentell erlangte Datensa¨tze. Dabei interessierten
ihn sowohl die Werte verschiedener Parameter innerhalb einer experimentellen Bedin-
gung, als auch die Unterschiede von Parameterwerten zwischen verschiedenen Bedin-
gungen eines Experiments. Ein explanatorisch ada¨quates Modell zeichnet sich nach
Macho dadurch aus, dass sich seine Parameter in Experimenten genauso verhalten,
wie es aufgrund ihres theoretischen Hintergrundes zu erwarten ist.
In diesem Punkt erinnert das Konzept der explanatorischen Ada¨quatheit an die von
Erdfelder (2000) vorgestellte Methode der Modellvalidierung, die eine systematische
U¨berpru¨fung der Gu¨ltigkeit eines Modells und seiner Teile erlaubt. Das Vorgehen bei
der Validierung eines Messmodells entspricht einer Konstruktvalidierung im Sinne von
Cronbach und Meehl (1955), mit dem Unterschied, dass statt einer korrelativen Erfas-
sung, wie sie bei der diagnostischen Testkonstruktion vorgenommen wird, eine experi-
mentelle Untersuchung der Konstrukte erfolgt. Dabei wird darauf abgezielt, fu¨r jeden
im Modell enthaltenen Parameter Manipulationen zu finden, von denen aufgrund des
theoretischen Hintergrundes des Parameters angenommen werden kann, dass sie einen
spezifischen Effekt auf diesen ausu¨ben. Ko¨nnen derartige Effekte auf die Parameter
nachgewiesen werden, so belegt dies die Konstruktvalidita¨t dieser Parameter im Sin-
ne von konvergenter Validita¨t. Erdfelder (2000) sprach in diesem Zusammenhang von
einem schwachen Nachweis der Konstruktvalidita¨t. Von dieser abheben ließ sich ein
starker Nachweis der Konstruktvalidita¨t, der durch die zusa¨tzliche Beobachtung diskri-
minanter Validita¨t erbracht werden kann (vgl. Klauer & Wegener, 1998). Ein starker
Nachweis der Konstruktvalidita¨t liegt dann vor, wenn die oben angesprochenen ex-
perimentellen Manipulationen nicht nur zu dem angenommenen Effekt auf einen der
Parameter fu¨hren, sondern zugleich keinen der u¨brigen Modellparameter affizieren.
Da die Anzahl der mo¨glichen Manipulationen, die sich in spezifischer Weise auf
einen Parameter auswirken, nicht nach oben begrenzt ist, ist es zwar falsch, einem
Modell endgu¨ltig die Eigenschaft der Konstruktvalidita¨t zuzuschreiben, wiederholte
Belege der Konstruktvalidita¨t eines Modells sprechen jedoch im Sinne einer empi-
rischen Bewa¨hrung fu¨r die Gu¨ltigkeit der Modellannahmen. Leider liefert weder das
Verfahren der Modellvalidierung noch die von Macho (2004) vorgeschlagene Methode
zur Bestimmung der explanatorischen Ada¨quatheit einen exakten Index, der es erlaubt,
verschiedene Modelle direkt miteinander zu vergleichen. Wie in Kapitel 10 zu sehen
sein wird, ist es allerdings mo¨glich, sich einer quantitativen Erfassung der Konstrukt-
validita¨t anzuna¨hern.
Dazu werden die Modelle in einer hypothesenkonformen Variante und einer hy-
potheseninkonformen Variante an Daten verschiedener Experimente angepasst. In der
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theoriekonformen Variante ist das Modell so formuliert, dass sich zwischen den Ex-
perimentalbedingungen die Werte der Parameter vera¨ndern ko¨nnen, fu¨r die ein Effekt
theoretisch vorhergesagt wird, wa¨hrend die Parameter, fu¨r die keine Vera¨nderung er-
wartet wird, zwischen den Bedingungen gleichgesetzt werden. In der hypothesenin-
konformen Modellvariante werden hingegen nur die Parameter frei gelassen, fu¨r die
man theoretisch keinen Effekt erwartet, wohingegen die Parameter, die auf die Ma-
nipulation mit einer Vera¨nderung reagieren sollten, gleichgesetzt werden. In dieser
Art von Test sollten sich konstruktvalide Modelle dadurch auszeichnen, dass sie bei
hypotheseninkonformer Anpassung deutlich ha¨ufiger zuru¨ckgewiesen werden als bei
theoriekonformer Anpassung. In Kapitel 10 wird diese Methode genauer beschrieben
werden.
Grundlegend fu¨r alle vorgestellten Verfahren zur Erfassung der Modellgu¨te sind
sogenannte Maximum-Likelihood-Scha¨tzverfahren. Anhand dieser lassen sich zum
einen fu¨r Datensa¨tze Parameterwerte bestimmen, die, die Modellgu¨ltigkeit vorausge-
setzt, die Daten erzeugt haben ko¨nnten, und zum anderen ergibt sich dabei mit der ma-
ximalen Likelihood ein quantitativer Wert, der wichtige Informationen u¨ber die Daten-
anpassungsgu¨te liefert. Anhand dieses Wertes lassen sich, wie im Anschluss dargelegt
werden wird, Maße fu¨r die deskriptive Ada¨quatheit eines Modells bestimmen. Zudem
kann die maximale Likelihood so erweitert werden, dass der resultierende Index ne-
ben der deskriptiven Ada¨quatheit auch die Modellkomplexita¨t beru¨cksichtigt bzw. es
erlaubt, die Flexibilita¨t des Modells und die Generalisierbarkeit der Modellvorhersa-
gen in jeweils eigenen Maßen zu erfassen.
5.2 Maximum-Likelihood-Parameterscha¨tzung
Das statistische Konzept der maximalen Likelihood geht auf Arbeiten von Ronald
A. Fisher zuru¨ck, der schon mit 22 Jahren argumentiert haben soll, dass der beste
Scha¨tzer fu¨r einen unbekannten Parameter stets derjenige ist, der am wahrscheinlich-
sten ist und damit eine maximale Likelihood aufweist (vgl. Burnham & Anderson,
2003). Um fu¨r kategoriale Daten die Likelihood eines einzelnen Parameters oder ei-
nes Parametervektors zu ermitteln, bedient man sich der Likelihood-Funktion, die in
Gleichung 5.1 dargestellt ist. Die Likelihood-Funktion (L) entspricht dem Produkt
von Potenzen, in denen die erwarteten Kategorienwahrscheinlichkeiten (pii) fu¨r je-
de Kategorie i von insgesamt K unterschiedlichen Kategorien mit den zugeho¨rigen
empirischen Kategorienha¨ufigkeiten (yi) potenziert werden. Diese Funktion la¨sst sich
einfach auf verbundene multinomiale Modelle erweitern (vgl. Erdfelder et al., 2006).
Effiziente Maximum-Likelihood-Scha¨tzer, also Werte, die, wenn sie fu¨r pii eingesetzt
werden, zu einer maximalen Likelihood fu¨hren, sind die relativen Kategorienha¨ufig-
keiten ξi = yi/
∑K
i=1 yi. Setzt man diese Kategorienha¨ufigkeiten an Stelle von pii in die
Likelihood-Funktion ein, so erha¨lt man die in Anbetracht der Daten maximal erreich-
bare Likelihood. Dieser Fall, in dem sich die Daten selbst erkla¨ren, wird auch als Da-
tenanpassung des Null-Modells bezeichnet. Bei der Datenanpassung des Null-Modells
bleibt der Informationsgehalt der Daten in vollem Umfang erhalten, so dass der sich er-
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gebende Anpassungswert als obere Grenze der Likelihood betrachtet werden kann, die
ein theoretisches Modell erreichen kann. Dieser Punkt wird in Ku¨rze beno¨tigt, sobald
Indizes behandelt werden, die es ermo¨glichen, die Datenanpassungsgu¨te zu erfassen.









Bei der Arbeit mit theoretisch fundierten Modellen interessiert in aller Regel weni-
ger, wie gut die Daten sich selbst erkla¨ren. Vielmehr zielen solche Modelle darauf ab,
eine eigene Erkla¨rung fu¨r die beobachteten Daten zu liefern. Dies la¨sst sich dadurch
bewerkstelligen, dass in der Likelihood-Funktion an die Stelle der erwartenden Kate-
gorienwahrscheinlichkeiten (pii) keine konkreten Werte geschrieben werden, sondern
die Vorhersagegleichungen des jeweiligen Modells fu¨r die korrespondierenden Daten-
kategorien eingesetzt werden. Diese Vorhersagegleichungen entsprechen formal Funk-
tionen der Modellparameter θ, wobei θ fu¨r den Parametervektor steht, der alle Modell-
parameter umfasst, die fu¨r das jeweilige Modell relevant sind. Wenn die Modellglei-
chungen pi(θ) an die Stelle der erwarteten Ha¨ufigkeiten in die Likelihood-Funktion
gesetzt worden sind, ist die Likelihood-Funktion eine Funktion der Modellparameter
θ auf der einen und der beobachteten Kategorienha¨ufigkeiten auf der anderen Seite.
Das na¨chste Ziel kann nun darin gesehen werden, genau jene Werte fu¨r θ zu ermit-
teln, die die Likelihood der Daten maximieren. Solche Maximum-Likelihood-Scha¨tzer
θˆ lassen sich fu¨r die jeweils im Zentrum des Modells stehenden Parameter nach Glei-
chung 5.2 ermitteln. Technisch bedeutet dies, dass θˆ dadurch bestimmt wird, dass
der maximale Wert der Likelihood-Funktion L(θ) ermittelt wird. Die an der Stelle
maxL(θ) beobachteten Parameterwerte entsprechen dann den Maximum-Likelihood-
Scha¨tzern θˆ. Der erreichte Likelihood-Funktionswert stellt die maximale Likelihood
(ML) der Modellparameter vor dem Hintergrund der beobachteten Daten sowie der
Modellannahmen dar. Diese Maximierung ist nur in den seltensten Fa¨llen auf analyti-
schemWege mo¨glich, weshalb man sich dazu in der Regel iterativer Verfahren bedient,
die eine effiziente Bestimmung der Optimalwerte ermo¨glichen.
L(θˆ) = maxL(θ) (5.2)
Da der Betrag der Likelihood mit wachsendem Umfang des Datensatzes sehr
schnell gegen Null konvergiert, empfiehlt es sich in der Praxis, nicht mit der Like-
lihood selbst, sondern stattdessen mit dem Logarithmus Naturalis der Likelihood zu





von Art und Umfang des Datensatzes abha¨ngt, und deshalb fu¨r einen gegebenen Da-
tensatz – unabha¨ngig vom zu betrachtenden Modell – konstant ist, in der Regel ver-
nachla¨ssigt. Entsprechend wird das Maximum der Likelihood-Funktion anhand der
Log-Likelihood-Funktion (LL) bestimmt, die in Gleichung 5.3 niedergelegt ist.




yi · ln pi(θ) (5.3)
Der bekannteste Algorithmus, der zum Auffinden des globalen Maximums dieser
Funktion eingesetzt werden kann, ist der EM-Algorithmus (Dempster, Laird & Ru-
bin, 1977). Eben dieser wird in Programmen wie MBT von Hu (1999), Appletree von
Rothkegel (1999) oder HMMTree von Stahl und Klauer (Im Druck), verwendet (vgl.
Erdfelder et al., 2006). Diese Programme sind speziell dazu entwickelt worden, um
Parameterscha¨tzungen und Datenanpassungen fu¨r multinomiale Verarbeitungsbaum-
modelle vorzunehmen. Alternativ ko¨nnen sogenannte Allzweck-Optimierer eingesetzt
werden, um das Maximum der LL-Funktion zu finden. So empfahlen beispielsweise
Macho (2002) sowie Dodson, Prinzmetal und Shimamura (1998) zur Datenanpassung
an multinomiale Modelle allgemeiner Art das Produkt Solver, bei dem es sich um den
in Microsoft-Excel verfu¨gbaren Allzweck-Optimierer handelt.
In der vorliegenden Arbeit wurde zur Maximierung der LL-Funktion auf den
BFGS-Algorithmus zuru¨ckgegriffen. Dieser beruht auf einer gradientenbasierten
Quasi-Newton-Methode, die im Jahre 1970 von Broyden und Fletcher sowie Gold-
farb und Shanno vorgestellt worden ist. Eine genaue Bewertung des BFGS-Verfahrens
kann Nocedal und Wright (2005) entnommen werden.
Wie bei allen hier angesprochenen Algorithmen kann auch bei der BFGS-Methode
das Problem auftreten, dass statt des globalen Maximums ein lokales Maximum der
zu optimierenden Funktion gefunden wird, was dazu fu¨hrt, dass die genannten Algo-
rithmen die Suche fa¨lschlicherweise mit einer Erfolgsmeldung abbrechen. Um dieses
Problem zu umgehen, wurde in der vorliegenden Arbeit jede Maximierung zehnmal
mit unterschiedlichen Startwerten durchgefu¨hrt. Verwendet wurde anschließend die
jeweils beste dieser zehn Lo¨sungen.
Neben den Maximum-Likelihood-Scha¨tzern fu¨r die angenommenen Modellpara-
meter gibt das verwendete Minimierungsprogramm nach zehn erfolgreichen Optimie-
rungsdurchga¨ngen auch den Maximum-Likelihood-Wert1 des Modells zuru¨ck. Dieser
Likelihood-Wert stellt ein Maß dafu¨r dar, wie wahrscheinlich das Modell vor dem Hin-
tergrund der gegebenen empirischen Daten ist. Daher greift eine ganze Reihe von Da-
tenanpassungsindizes auf diesen Wert zuru¨ck, um die Abweichung zwischen den auf-
grund des Modells zu erwartenden und den tatsa¨chlich beobachteten Daten zu quan-
tifizieren. Einige dieser Indizes werden der Familie der Power-Divergenz-Statistiken








j=1 yj · pi(θ)
)λ
− 1
 , f u¨rλ ∈ IR \ [−1; 0]
(5.4)
1Mit Likelihood wird von nun an der nach Formel 5.1 logarithmierte Likelihood-Wert bezeichnet.
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Die zu dieser Familie geho¨rigen Anpassungsmaße lassen sich aus der in Gleichung
5.4 dargelegten Formel entwickeln, indem fu¨r den Scharparameter λ ein fu¨r das je-
weilige Maß charakteristischer Wert eingesetzt wird. Bei λ 7→ 0 ergibt sich beispiels-
weise die im Rahmen der multinomialen Modellierung ha¨ufig verwendete Likelihood-
Quotienten-Statistik G2.
Die Statistik G2 entspricht, wie in Gleichung 5.5 ersichtlich, dem doppelten Wert
der Differenz zwischen der logarithmierten Likelihood des theoretisch fundierten Mo-
dells LL(θˆ|y) und der logarithmierte Likelihood des Null-Modells (LL(ξ|y)).
G2 = 2 · (LL(θˆ|y)− LL(ξ|y)) (5.5)
Wie bereits dargelegt worden ist, entspricht die Likelihood des infrage stehenden
Messmodells im besten Falle der Likelihood des Null-Modells, so dass dieG2-Statistik
mindestens einen Wert von 0 haben muss. Weiter hat die positiv reellwertige G2-
Statistik die Eigenschaft, bei Gu¨ltigkeit des zugrunde liegenden Messmodells einer
χ2(df)-Verteilung zu folgen, deren Freiheitsgrade (df ) bis auf in definierten Ausnah-
mefa¨llen (Bamber & Van Santen, 1985) durch die Zahl der Modellparameter, die das
Null-Modell mehr entha¨lt als das infrage stehende Messmodell, erfasst werden kann.
Dadurch wird es mo¨glich zu u¨berpru¨fen, ob die durch das Modell eingefu¨hrte Informa-
tionsreduktion verglichen mit dem Null-Modell zu einer statistisch bedeutsamen Ver-
schlechterung der Datenanpassung gefu¨hrt hat. Eine signifikante Verschlechterung der
Datenanpassung ist dabei nicht angestrebt oder erwu¨nscht, vielmehr geht man, wenn
der Erkla¨rungswert eines Modells allzu oft hinter dem des Null-Modells zuru¨ckbleibt,
davon aus, dass das Modell entweder fehlspezifiziert ist oder zumindest wichtige Ein-
flussgro¨ßen nicht thematisiert.
Solche Likelihood-Quotienten-Tests ko¨nnen jedoch nicht nur eingesetzt werden,
um ein Messmodell mit einem Null-Modell zu vergleichen, sondern erlauben zudem
den Vergleich von ineinander genesteten Modellen. Unter genesteten Modellen sind
Messmodelle zu verstehen, die sich durch geeignete Parameterrestriktionen ineinander
u¨berfu¨hren lassen. Die Datenanpassungsleistungen dieser Modelle lassen sich anhand
der Differenz zwischen dem G2-Wert des weniger stark restringierten Modells und
demG2-Wert des sta¨rker restringierten Tochtermodells miteinander vergleichen. Stati-
stisch kann dieser Vergleich u¨ber einen χ2(df)-Referenzwert abgesichert werden, wobei
die Freiheitsgrade (df ) dieses Tests der Anzahl von freien Parametern entspricht, die
das weniger restringierte Obermodell mehr entha¨lt als das Tochtermodell.
Wie bereits deutlich geworden ist, stellen die Likelihood-Quotienten-Statistik G2
und verwandte Indizes wichtige Modellgu¨tekriterien dar. Es ist jedoch ebenfalls ange-
klungen, dass diese den direkten Vergleich verschiedener Modelle an einem Datensatz
nur fu¨r ineinander genestete Modelle erlauben (Myung & Pitt, 2002). Dies ist vor al-
lem darauf zuru¨ckzufu¨hren, dass fu¨r den Vergleich nicht genesteter Modelle neben der
Datenanpassungsleistung (im EnglischenGoodness-of-Fit) die Komplexita¨t der einzel-
nen Modelle beru¨cksichtigt werden muss. Letztere kann die Datenanpassungsleistung
eines Modells positiv beeinflussen, ohne einen Erkenntnisfortschritt bereit zu halten.
Wie Roberts und Pashler (2000) betonten, fu¨hrt eine ausschließliche Orientierung
an der Datenanpassungsgu¨te bei der Modellselektion in den meisten Fa¨llen nicht zur
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Auswahl des Modells, das am besten dazu geeignet ist, die Gesetzma¨ßigkeiten zu er-
fassen, die sich in den beobachteten Daten verbergen. Vielmehr fu¨hrt eine solche Ori-
entierung gerade vor dem Hintergrund fehlerbelasteter Daten dazu, dass generell kom-
plexere Modelle weniger komplexen Modellen vorgezogen werden (Pitt et al., 2002).
Modellkomplexita¨t machten die Autoren dabei an zwei verschiedenen Eigenschaften
fest: Erstens ko¨nnen Modelle eine unterschiedliche Anzahl latenter Konstrukte anneh-
men und dadurch von der Parameterzahl her unterschiedlich komplex sein, zweitens
ist es mo¨glich, dass Unterschiede in der mathematischen Struktur der Modelle dazu
fu¨hren, dass ein Modell eine ho¨here Komplexita¨t aufweist als ein anderes.
Unabha¨ngig davon, worin die hohe Komplexita¨t eines Modells begru¨ndet liegt,
fu¨hrt diese zu einem besseren Datenanpassungsverhalten, was darauf beruht, dass
komplexere Modelle nicht nur regelhafte Einflu¨sse auf die Daten modellieren, sondern
auch Fehlereinflu¨sse nachzubilden vermo¨gen. Um zu vermeiden, dass bei der Mo-
dellselektion durchga¨ngig weniger korrekte, komplexere Modelle sparsameren Mo-
dellen vorgezogen werden, zeigten Pitt et al. (2002) zwei Lo¨sungswege auf. Einer
dieser Lo¨sungswege besteht darin, zum Vergleich von Modellen Maße zu verwen-
den, die sowohl die Datenanpassungsleistung als auch die Komplexita¨t der Modelle
beru¨cksichtigen. Als zweiten Zugang schlugen die Autoren vor, den Fokus weniger
auf die deskriptive Ada¨quatheit der Modelle, wie sie durch Goodness-of-Fit-Maße er-
fasst wird, zu richten und stattdessen das Hauptaugenmerk auf die Generalisierbar-
keit zu legen. Anders als auf die deskriptive Ada¨quatheit wirkt sich eine Steigerung
der Modellkomplexita¨t auf die Generalisierbarkeit nicht durchga¨ngig positiv aus. Viel-
mehr steigt die Generalisierbarkeit eines Modells nur solange mit der Komplexita¨t an,
wie durch die hinzukommenden Komponenten Gesetzma¨ßigkeiten abgebildet werden.
Nimmt die Modellkomplexita¨t u¨ber diesen Punkt hinaus weiter zu, so kann das zwar
weiterhin zu einer Verbesserung der Datenanpassungsleistung fu¨hren, die Generalisier-
barkeit sinkt unter diesen Umsta¨nden hingegen, da der Komplexita¨tsu¨berschuss dann
zwangsla¨ufig dazu genutzt wird, tempora¨re Fehlervarianz zu erfassen (Myung & Pitt,
2002).
Verbreitete Modellselektionskriterien, die sowohl den Goodness-Of-Fit als auch
die Modellkomplexita¨t beru¨cksichtigen, ko¨nnen Tabelle 5.1 entnommen werden. Zu
diesen Kriterien geho¨ren unter anderem das Bayesianische Informationskriterium
(BIC), das Akaike-Informationskriterium (AIC) sowie der Kreuzvalidierungsindex
(CV ). Sowohl AIC als auch BIC beru¨cksichtigen die Modellkomplexita¨t insofern,
als sie neben der Datenanpassungsleistung (lnL(y|θˆ)) einen als Penalty-Term bezeich-
neten Strafterm aufnehmen, der die Komplexita¨t erfasst und von der Datenanpassungs-
leistung abgezogen wird. Dieser Strafterm wird in beiden Fa¨llen hauptsa¨chlich durch
die Anzahl der in dem Modell enthaltenen Parameter (k) bestimmt. BIC beru¨cksich-
tigt zudem den Umfang des Datensatzes (n) und gewichtet die Anzahl der Modellpara-
meter in solchen Fa¨llen sta¨rker, in denen n, also die Anzahl der Beobachtungen, groß
ist. Allerdings beziehen weder AIC noch BIC die formale Komplexita¨t des Modells
aufgrund seiner mathematischen Struktur mit ein.
Die Methode der Kreuzvalidierung dagegen beinhaltet auch diese Art der Komple-
xita¨t und unterscheidet sich somit von den zuvor erla¨uterten Methoden. Bei der Kreuz-
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Tabelle 5.1: Aufgelistet werden gela¨ufige Modellselektionsindizes sowie Vorschriften
zu ihrer Berechnung.
Datenanpassungsmaß Berechnungsvorschrift
Akaike-Informationskriteriuma (AIC) AIC = −2 · LL(θˆ|y) + 2 · k
AIC fu¨r kleine Datensa¨tzeb (AICc) AICc = AIC +
2k(k+1)
n−k−1
Kreuzvalidierungc (CV ) CV = −LL(θˆKal|yV al)
Bayesianisches Informationskriteriumd (BIC) BIC = −2 · LL(θˆ|y) · lnn
Anmerkungen. y = Stichprobe der Gro¨ße n; θˆ = Parametervektor, der die Likelihood-
Funktion L(θ|y) maximiert; k = Anzahl der Parameter; n = Stichprobenumfang;
yV al = Validierungsstichprobe; θˆKal = Parameterscha¨tzungen fu¨r die Kalibrierungs-
stichprobe
aAkaike (1973)
bHurvich und Tsai (1989)
cAllen (1974) und Stone (1974)
dSchwartz (1978)
validierung werden die beobachteten Daten zuna¨chst in m Teile unterteilt. Je m − 1
dieser Teile werden bei der Bestimmung des CV-Indexes als sogenannte Kalibrierungs-
stichprobe verwendet, wa¨hrend der u¨brig bleibende Teil als Validierungsstichprobe
eingesetzt wird. In dem dann anstehenden Schritt werden zuerst die Parameterwerte
bestimmt, die an die Kalibrierungsstichproben am besten passen. Anschließend wird
der Kreuzvalidierungsindex berechnet, indem die Datenanpassung der in den m Ka-
librierungsdurchga¨ngen erhaltenen Maximum-Likelihood-Scha¨tzwerte an die m Vali-
dierungsstichproben ermittelt wird. Dieses auf Stone (1974) und Allen (1974) zuru¨ck-
gehende Vorgehen stellt eine in vielen Fa¨llen einfach anzuwendende Methode dar, um
die Generalisierbarkeit von Modellen heuristisch zu erfassen. Zwar liefert die Kreuz-
validierung kein explizites Maß fu¨r die Komplexita¨t eines Modells, aufgrund des stark
auf die Erfassung der Generalisierbarkeit abstellenden Vorgehens kann jedoch ange-
nommen werden, dass die Komplexita¨t implizit beru¨cksichtigt wird.
Neben diesen drei vorgestellten Verfahren existieren noch einige weitere Metho-
den, die einen Modellvergleich auf der Basis empirischer Daten ermo¨glichen. Die-
se erfordern teilweise einen mathematischen Schritt der Integration der Likelihood-
Funktion, wie sie fu¨r die in dieser Arbeit zu vergleichenden Modelle nicht gelei-
stet werden kann. Auf die Vorstellung der entsprechenden Verfahren – das sind die
Bayesianische Modellselektion (Kass & Raftery, 1995) und die Minimale Beschrei-
bungsla¨nge (Gru¨nwald, 2000; Rissanen, 1996) – wird aus diesem Grund verzichtet.
Weitere Methoden bedienen sich sogenannter Resampling-Verfahren, die unter dem
Namen Bootstrapping bekannt geworden sind. Diese ko¨nnen im Rahmen der Modell-
selektion zu verschiedenen Zwecken eingesetzt werden. Wie im folgenden Abschnitt
gezeigt werden wird, erlaubt es das Bootstrapping nicht nur, Vertrauensintervalle fu¨r
Parameterscha¨tzungen zu ermitteln, sondern kann daru¨ber hinaus dazu eingesetzt wer-
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den, um die Generalisierbarkeit von Modellvorhersagen zu ermitteln.
5.3 Bootstrapping und Modellselektion
Obwohl schon vor der ersten Beschreibung des Bootstrapping durch Efron (1979) Me-
thoden verwendet wurden, die dessen Logik folgten, wurden Name und Technik des
Bootstrapping Efron (1979) zugeschrieben, der sie zum ersten Mal systematisch be-
handelt hat. Dabei leitet sich der Name ‘Bootstrapping’ von den beru¨hmten Stiefel-
schlaufen des Baron Mu¨nchhausen ab, an denen dieser sich eigenha¨ndig samt Pferd
aus einem Sumpfloch rettete, in dem beide zu versinken drohten. Zudem folgt der Na-
men dem Vorbild Tukeys (1958), der die von ihm vorgeschlagene Resampling-Technik
‘Jackknifing’ nannte, weil sie seiner Meinung nach fu¨r Statistiker das darstellen sollte,
was fu¨r den Pfadfinder ein Klapptaschenmesser ist. Die Theorie des Bootstraps fin-
det sich gut zusammengefasst in der Arbeit von Efron und Tibshirani (1993) und der
Arbeit von Manly (1997) wieder. Einen sehr umfassenden U¨berblick findet die inter-
essierte Leserin bzw. der interessierte Leser in dem Buch von Davison und Hinkley
(1997).
Die grundlegende Idee des Bootstrappings besteht in der Annahme, dass eine Zu-
fallsstichprobe der Gro¨ße n aus einer Population der beste Scha¨tzer fu¨r die Populati-
onsverteilung ist, wenn außer dieser Zufallsstichprobe selbst keine Informationen zur
Verfu¨gung stehen. Deshalb ist es sinnvoll, wiederholt Stichproben aus der Zufalls-
stichprobe zu ziehen, um sich approximativ der Antwort auf die Frage anzuna¨hern,
was passieren wu¨rde, wenn man wiederholt Stichproben aus der Population zo¨ge. Ziel
des Bootstrappings ist es also, durch wiederholtes Ziehen von Stichproben aus der
beobachteten Zufallsstichprobe Ru¨ckschlu¨sse auf die unbekannte reale Population zu
ziehen. Dazu wird von einer unendlichen Population ausgegangen, die aus den n beob-
achteten Ereignissen besteht. Aus dieser Population werden dann mit Zuru¨cklegen B
Stichproben der Gro¨ße n gezogen. Dabei wird allen Ereignissen die gleiche Sampling-
Wahrscheinlichkeit 1/n zugewiesen. Ko¨nnen die Ereignisse zu Klassen der Sta¨rke j
zusammengefasst werden, entspricht die Sampling-Wahrscheinlichkeit von Ereignis-
sen einer jeden Klasse dem Quotienten aus Klassensta¨rke und der absoluten Anzahl
von Beobachtungen (j/n).
Eines der wichtigsten Themen der Bootstrapping-Forschung war in den letzten
zwanzig Jahren die Entwicklung von Methoden, anhand derer sich verla¨ssliche Konfi-
denzintervalle fu¨r Populationsparameter bestimmen lassen. Daneben wurden in neue-
rer Zeit einige Methoden vorgeschlagen, die den Bootstrap in der Modellselektion
nutzbar machten.
Werden Bootstrapping-Methoden eingesetzt, um Konfidenzintervalle zu ermitteln
oder den Standardfehler eines Merkmals zu scha¨tzen, so steht dabei jeweils die Genau-
igkeit einzelner Parameterscha¨tzungen imMittelpunkt der Betrachtungen. Wie im Fol-
genden dargestellt wird, kann das Bootstrapping auch eingesetzt werden, um die Mess-
genauigkeit eines ganzen Modells zu erfassen. Die Erfassung der Genauigkeit ganzer
Modelle mit Hilfe des Bootstrappings ist das Ziel von Methoden, die unter dem Na-
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men Bootstrap-Modellselektion (BMS) bekannt geworden sind. Im Mittelpunkt dieser
Verfahren steht der sogenannte Vorhersagefehler, anhand dessen quantifiziert werden
kann, wie genau ein Modell zuku¨nftige Ereignisse vorhersagt. Der Vorhersagefehler
stellt also ein Maß fu¨r die Generalisierbarkeit eines Modells dar. Je geringer der Vor-
hersagefehler ausfa¨llt, desto besser eignet sich ein Modell zur Vorhersage zuku¨nftiger
Ereignisse. Entsprechend werden Techniken zur Erfassung dieser Fehlerart ha¨ufig zur
Modellselektion eingesetzt, wobei sich das Modell am besten bewa¨hrt, das den gering-
sten Vorhersagefehler aufweist.
Eine Standardmethode zur Bestimmung des Vorhersagefehlers wurde im vorheri-
gen Abschnitt unter dem Stichwort der Kreuzvalidierung bereits behandelt. An dieser
Stelle soll ein weiteres Verfahren besprochen werden, das unter demNamen Bootstrap-
Modellselektion (BMS) von Efron (1983) und Shao (1996) vorgeschlagen wurde und
darauf abzielt, den Vorhersagefehler zu erfassen. Die BMS-Technik folgt in weiten
Teilen dem gleichen Rational wie die Kreuzvalidierung. Auch bei der BMS geht es
darum, zu u¨berpru¨fen, inwiefern Maximum-Likelihood-Scha¨tzer, die aus einem Ka-
librierungsdatensatz gewonnen worden sind, sich dazu eignen, die Daten eines ver-
wandten Validierungsdatensatzes zu erkla¨ren. Wie bereits erla¨utert, bedient sich die
Kreuzvalidierung dazu der Teile, in die der Originaldatensatz unterteilt wurde: Wenn
der Originaldatensatz zufa¨llig in m Teile zerlegt wurde, wird fu¨r jeden dieser m Tei-
le eine Parameterscha¨tzung an den m − 1 u¨brig bleibenden Teilen vorgenommen und
die Gu¨te der Datenanpassung ermittelt, die die gescha¨tzten Parameterwerte fu¨r die bei
der Kalibrierung nicht herangezogenen Validierungsdaten erreichen. Aus den so er-
langten Daten la¨sst sich anhand der in Tabelle 5.1 festgehaltenen Rechenvorschrift
der Kreuzvalidierungsindex CV bestimmen, der zum Vergleich verschiedener Mo-
delle und damit zur Modellselektion verwendet werden kann. Gegenu¨ber Bootstrap-
Modellselektions-Methoden hat dieses Verfahren jedoch einen Nachteil, der insbe-
sondere bei Datensa¨tzen mit relativ geringem Umfang zum Tragen kommt: Mit der
Notwendigkeit, den Datensatz bei der Kreuzvalidierung in einzelne Teile zerlegen zu
mu¨ssen, geht ein Informationsverlust einher, der nicht ohne weiteres ausgeglichen wer-
den kann. Bei der Bootstrapping-Modellselektion kann in der Validierungsphase hin-
gegen von der gesamten Stichprobe Gebrauch gemacht werden, da diese – wie sich
gleich zeigen wird – nur mittelbar fu¨r die Generierung der Kalibrierungsdatensa¨tze
beno¨tigt wird.
Um mit der BMS-Technik den Vorhersagefehler eines Modells zu bestimmen,
beginnt man mit einem Resampling-Schritt, in dem aus dem Originaldatensatz des
Umfangs n insgesamt B Bootstrap-Replikationen hergestellt werden. Als optimalen
Umfang n∗ der Bootstrap-Replikationen erachten Shao und Tu (1995) einen expli-
zit gewa¨hlten Wert m, der dann optimal ist, wenn m/n 7→ 0 und m 7→ ∞. Efron
und Tibshirani (1993) raten hingegen dazu, den Umfang des Bootstrapdatensatzes so
zu wa¨hlen, dass die ku¨nstlichen Datensa¨tze genauso groß sind wie der Originalda-
tensatz, also n∗ = n gilt. Fu¨r die neu entstandenen Datensa¨tze werden anschließend
Parameterscha¨tzungen vorgenommen und ML-Werte bestimmt. Es resultiert damit fu¨r
jeden der B Datensa¨tze ein Vektor, der aus den fu¨r den jeweiligen Replikationsda-
tensatz i ada¨quaten Maximum-Likelihood-Scha¨tzern (θˆ∗i ) und dem zugeho¨rigen Log-
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Likelihood-Wert (LL(θˆ∗i |x∗i )), der die Datenanpassung des Modells an den jeweiligen
Replikationsdatensatz wiedergibt, besteht.
In den folgenden Schritten la¨sst sich unschwer die A¨hnlichkeit zum vorher skiz-
zierten Kreuzvalidierungsverfahren erkennen. So werden die Bootstrap-Datensa¨tze im
Folgenden als Kalibrierungsstichproben begriffen, wa¨hrend die Originalstichprobe als
Validierungsstichprobe genutzt wird. Das einfachste Bootstrap-Maß fu¨r den Vorher-
sagefehler (PE) entspricht Efron und Tibshirani (1993) zufolge dem arithmetischen
Mittel der B Fehlerwerte, die auftreten, wenn die an den Kalibrierungsstichproben
gescha¨tzten Modelle genutzt werden, um die Originaldaten zu erkla¨ren. Eine Mo¨glich-
keit, PE auf der Basis von Likelihood-Werten zu bestimmen, wird in Gleichung
5.6 vorgeschlagen. Nach dieser Gleichung wird PE durch die mittlere negative LL
gescha¨tzt, die bei der Erkla¨rung der Originaldaten mit den an den Bootstrapstichpro-







Fu¨r Efron und Tibshirani (1993) stellt ein solches einfaches Verfahren zur Bestim-
mung eines BMS-Indexes zwar einen wichtigen Schritt in die richtige Richtung dar,
die Methode selbst ist allerdings noch verbesserungswu¨rdig. Die Autoren schlugen
vor, auf dieser Basis einen Wert zu bestimmen, den sie Optimismus nennen. Dieser
Optimismus-Wert entspricht der Differenz zwischen dem einfachen Vorhersagefehler
und dem Fehler, der bei der Anpassung der Modelle an die Kalibrierungsstichprobe
auftritt. Die wichtigste Idee liegt hierbei in einer Korrektur des einfachen Fehlerma-
ßes um die Variabilita¨t in der Datenanpassung, die auf die Kalibrierungsdatensa¨tze als
solche zuru¨ckgeht.
Im Rahmen des Einsatzes von Maximum-Likelihood-Methoden bietet es sich an,
den PE-Scha¨tzer um die LL(θˆ∗i |x∗i ), die das gescha¨tzte Modell bei der Anpassung
an die Bootstrapdatensa¨tze selbst erreicht, zu bereinigen. Der in Gleichung 5.7 vor-
geschlagene Optimismus-Index (Optim) entspricht damit der mittleren Differenz zwi-
schen den an den Bootstrapstichproben erreichten LL und der LL, die bei der Vorher-








LL(θˆ∗i |x∗i )− LL(θˆ∗i |x)
)
(5.7)
Wie auch der CV-Index beru¨cksichtigt der Optimismus-Index implizit beide Arten
der Modellkomplexita¨t, also sowohl die Zahl freier Parameter als auch die formale
Komplexita¨t der Modelle, wa¨hrend die Informationskriterien AIC und BIC nur die
Anzahl freier Parameter des Modells respektive den Umfang der erhobenen Stichprobe
beru¨cksichtigen. Insofern stellt die BMS-Methode Informationen u¨ber Modelle bereit,
die den Informationskriterien nicht entnommen werden ko¨nnen.
Mit der BMS-Methode wurde das letzte ML-basierte Verfahren geschildert, das in
demModellvergleich, der im Folgenden dargestellt werden wird, eingesetzt wurde. Im
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In dem nun folgenden empirischen Teil der Arbeit wurden die in Kapitel 4 vorgestell-
ten Modelle zur Remember-Know-Guess-Prozedur dahingehend verglichen, inwiefern
sie zentrale Eigenschaften brauchbarer mathematischer Modelle besitzen. In diesem
Teil wird dementsprechend behandelt, inwiefern die Modelle eine ada¨quate Beschrei-
bung der Daten geben ko¨nnen, ob ihre Parameterscha¨tzwerte plausibel erscheinen,
und in welchem Ausmaß die Parameter der Modelle konstruktvalide genannt werden
ko¨nnen. Zusa¨tzlich wurden Vorhersagen der Modelle u¨berpru¨ft, die fu¨r die Form von
ROC-Kurven im z-transformierten Raum ableitbar sind. Fu¨r diese Analysen, die zum
Vergleich der Modelle hinsichtlich ihrer Modellgu¨te dienten, wurden empirische Da-
ten beno¨tigt, zu deren Erkla¨rung die infrage stehenden Modelle prinzipiell geeignet
waren. In dem nun folgenden Kapitel soll deshalb die Datenbasis des durchgefu¨hrten
Modellvergleichs na¨her vorgestellt werden.
Durchga¨ngig bestand die Datenbasis aus Studien, in denen Rekognitionsuntersu-
chungen kombiniert wurden mit einer Remember-Know-Guess-Abfrage. Dabei war es
nachrangig, ob die Alt-Neu-Entscheidung wie allgemein u¨blich vor der Remember-
Know-Guess-Abfrage gefa¨llt werden musste oder ob von den Probanden eine einzige,
vierkategorielle Entscheidung verlangt wurde. Um eine ausreichend umfassende Da-
tenbasis zu erreichen, wurden alle entsprechenden Datensa¨tze verwendet, die in dem
Zeitraum zwischen der ersten Verwendung der infrage stehenden Prozedur im Jahr
1996 und dem Ende des Jahres 2005 in einer Fachzeitschrift erschienen waren, die
entweder in der Datenbank PsycInfo oder im Social Sciences Citation Index (SSCI)
gefu¨hrt wurden.
Zudemmussten die ausgewa¨hlten Experimente die zusa¨tzliche Bedingung erfu¨llen,
dass ihre Daten in ein modellierbares Format u¨berfu¨hrt werden konnten. Da zurModel-
lierung absolute Antwortha¨ufigkeiten u¨ber Personengruppen hinweg zusammengefasst
werden mussten, erfu¨llten fast alle der recherchierten Arbeiten diese Bedingungen. Mit
hinreichender Genauigkeit ließ sich das gewu¨nschte Datenformat immer dann herstel-
len, wenn eine Arbeit folgenden Bedingungen genu¨gte:
• Relative Ha¨ufigkeiten fu¨r Remember-, Know- und Guess-Antworten fu¨r alle im
Experiment realisierten Zielreiz- und Distraktorbedingungen mussten entnehm-
bar sein;
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Abbildung 6.1: Dargestellt wird die absolute Anzahl der Reaktionen nach Itemtyp
(Zielreize vs. Distraktoren). Entnehmbar sind der Median, das 1. und 3. Quartil, das
95%-Konfidenzintervall sowie einzelne Ausreißer.
• Die Anzahl der Reize, die in jeder Bedingung Verwendung fanden, sowie die
Zahl der Probanden, die die Reize bearbeitet hat, mussten berichtet werden.
Zusammen genommen erlaubten diese Informationen einen relativ genauen Ru¨ck-
schluss auf die tatsa¨chlich beobachteten Antwortha¨ufigkeiten, wobei es allerdings auf-
grund von Rundungsungenauigkeiten durchaus zu kleineren Abweichungen von den
Daten, die dem Originalbericht zugrunde lagen, kommen konnte.
Insgesamt konnten in 32 Publikationen 46 Experimente gefunden werden, deren
Ergebnisse sich im Rahmen des Modellvergleichs verwenden ließen. Eine Auflistung
dieser Studien kann in Tabelle 6.1 gefunden werden. Die Experimente wurden, wie in
dieser Tabelle ersichtlich, in zehn Gruppen (A-J) eingeteilt. Diese Gruppen ergaben
sich durch die Beru¨cksichtigung von vier unterschiedlichen Informationen, bei denen
es sich um
1. die Anzahl der experimentellen Faktoren;
2. die Anzahl der Faktorstufen fu¨r jeden experimentellen Faktor;
3. die Vollsta¨ndigkeit des faktoriellen Designs sowie
4. die Parameterklasse, auf die sich der experimentelle Faktor plausibler Weise aus-
wirken sollte, handelte.
Wa¨hrend sich die Anzahl der experimentellen Faktoren sowie die Anzahl der Fak-
torstufen fu¨r jeden Faktor selbst erkla¨ren, bedarf es fu¨r die beiden weiteren Punkte
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einer Erla¨uterung. Die Vollsta¨ndigkeit des faktoriellen Designs ergibt sich aus dem
Verha¨ltnis der Anzahl der Distraktorbedingungen zu der Anzahl der Zielreizbedingun-
gen. War dieses Verha¨ltnis ausgeglichen, d. h. existierte zu jeder Zielreizbedingung
eine Distraktorbedingung, so wird von einem vollsta¨ndigen Design gesprochen. Dies
war allerdings keineswegs bei allen Untersuchungen der Fall. Vielmehr ergaben sich
ha¨ufig Konstellationen, in denen weniger Distraktorbedingungen erhoben wurden als
Zielreizbedingungen. Dies konnte u. a. daran liegen, dass eine Manipulation wa¨hrend
der Lernphase vorgenommen wurde, so dass in der Abrufphase mehrere Listen gelern-
ter Reize zusammen mit nur einer Distraktorliste pra¨sentiert wurden. In diesem Falle
wird das Design als unvollsta¨ndig bezeichnet.
Tabelle 6.1: U¨berblick u¨ber die fu¨r den Modellvergleich verwendeten Studien.
Ku¨rzel Probanden Literaturangabe
Effekt auf Sensitivita¨t
Gruppe A: Unvollsta¨ndiges 1-Faktor-Design (2 Bedingungen)
A1 16 Gardiner, Java und Richardson-Klavehn (1996, Exp. 1)
A2 16 Karayianni und Gardiner (2003)
A3 20 Mantyla (1997, Exp. 1)
A4 24 Nega (2005, Exp. 1)
A5 24 Nega (2005, Exp. 2)
A6 24 Nega (2005, Exp. 3)
A7 24 Nega (2005, Exp. 4)
Gruppe B: Vollsta¨ndiges 1-Faktor-Design (2 Bedingungen)
B1 128 Bastin und Van der Linden (2003)
B2 24 Dewhurst (2001, Exp. 2)
B3 20 Dewhurst und Parry (2000, Exp. 2)
B4 60 Huron und Danion (2002)
B5 24 MacRae et al. (2002)
B6 36 Mantyla (1997, Exp. 3)
B7 54 Propper und Christman (2004)
B8 40 Wehr und Wippich (2004, Fig. 2a)
B9 40 Wehr und Wippich (2004, Fig. 2b)
Gruppe C: Vollsta¨ndiges 1-Faktor-Design (3 Bedingungen)
C1 11 Huron et al. (2002)
C2 36 Huron et al. (2001)
C3 137 Xu und Bellezza (2001, Exp. 1)
Gruppe D: Vollsta¨ndiges 2-Faktor-Design (2*2 Bedingungen)
D1 96 Bastin et al. (2004)
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Ku¨rzel Probanden Literaturangabe
D2 20 Dewhurst und Parry (2000, Exp. 1)
D3 36 Gardiner, Kaminska et al. (1996, Exp. 3)
D4 48 Gardiner et al. (1997)
D5 56 Maylor und Mo (1999)
Gruppe E: Unvollsta¨ndiges 2-Faktor-Design (2*2 Bedingungen)
E1 16 Curran und Hildebrandt (1999)
E2 64 D’Argembeau, Van der Linden, Comblain und Etienne (2003)
E3 64 D’Argembeau und Van der Linden (2004)
E4 48 Gardiner et al. (2005, Exp. 1)
E5 32 Gardiner et al. (1999, Exp. 1)
E6 40 Gardiner et al. (1999, Exp. 2)
E7 48 Huron et al. (2003)
E8 32 Konstantinou und Gardiner (2005)
E9 32 Mantyla (1997, Exp. 4)
E10 42 Sonntag et al. (2003)
E11 40 Wehr und Wippich (2004, Tab. 1)
E12 40 Wehr und Wippich (2004, Tab. 2)
Gruppe F: Vollsta¨ndiges 2-Faktor-Design (2*3 Bedingungen)
F1 40 Comblain et al. (2004)
F2 48 Dewhurst und Anderson (1999, Exp. 1)
Effekt auf Kriterien
Gruppe G: Vollsta¨ndiges 1-Faktor-Design (2 Bedingungen)
G1 24 Dewhurst (2001, Exp. 3)
G2 18 Eldridge et al. (2002)
Gruppe H: Vollsta¨ndiges 1-Faktor-Design (3 Bedingungen)
H1 24 Dewhurst (2001, Exp. 1)
H2 150 Xu und Bellezza (2001, Exp. 2)
H3 24 Dewhurst und Farrand (2004)
Effekte auf Sensitivita¨t und Kriterien
Gruppe I: Unvollst. 2-Faktor-Design (2*2 Bedingungen)
I1 46 D’Argembeau, Van der Linden, Etienne und Comblain (2003)
I2 32 Ramponi et al. (2004)
Gruppe J: Vollst. 2-Faktor-Design (2*3 Bedingungen)



















































Abbildung 6.2: Dargestellt werden die mittleren prozentualen Anteile der Abru-
ferlebensarten an der Gesamtzahl positiver Rekognitionsentscheidungen mit 95%-
Konfidenzintervallen.
Das unter Punkt 4 erwa¨hnte Einteilungskriterium beruhte auf der Art der in den
Untersuchungen realisierten Manipulationen. Diese wurden daraufhin untersucht, in-
wiefern von ihnen Effekte auf bestimmte Parameterklassen erwartet werden konnten.
Eingeteilt wurden die Manipulationen dabei in zwei Gruppen, abha¨ngig davon, ob ein
Effekt auf die Geda¨chtnisleistung (Sensitivita¨t) erwartet werden konnte oder ob fu¨r sie
angenommen werden musste, dass sie die Antworttendenz (Kriterium) beeinflussten.
Diese Einteilung wird in Tabelle 6.2 dargestellt.
Offensichtlich ließen sich deutlich mehr Manipulationen finden, von denen eine
Wirkung auf die Geda¨chtnissensitivita¨t erwartet werden konnte als solche, die einen
Effekt auf Antwortkriterien postuliert werden musste. Insgesamt fanden sich unter den
27 realisierten Manipulationen nur fu¨nf, fu¨r die Auswirkungen auf Antworttendenz-
prozesse behauptet werden konnten. Entsprechend musste auch nur fu¨r acht der 48
analysierten Datensa¨tzen ein Effekt auf Antworttendenzen angenommen werden. Von
diesen acht Untersuchungen waren wiederum nur fu¨nf so konzipiert, dass ausschließ-
lich Antworttendenzeffekte zu erwarten waren.
Die recherchierten Experimente umfassten insgesamt 148 Zielreiz- und 111 Dis-
traktorbedingungen. Die absoluten Umfa¨nge der Bedingungen, d. h. die Zahl von Be-
obachtungen, die in eine Bedingung einflossen, la¨sst sich Abbildung 6.1 entnehmen.
Der Umfang einer Bedingung entspricht dabei dem Produkt der Anzahl der Items, die
ihr zugeordnet werden konnten, und der Anzahl der Versuchspersonen, die diese Rei-
ze bearbeiteten. Abbildung 6.1 verdeutlicht, dass in den realisierten Bedingungen der
Median fu¨r die Anzahl der Distraktoren mit 502 ho¨her lag als der Median fu¨r die Ziel-
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Tabelle 6.2: Die realisierten experimentellen Manipulationen wurden in zwei Gruppen
eingeteilt: Solche, fu¨r die vermutet wurde, dass sie die Sensitivita¨t beeinflussten, und
solche, fu¨r die Effekte auf die Antworttendenz erwartet wurde.
Beeinflusste Parameterklasse
Sensitivita¨t Antworttendenz
Alter der Probanden (B1, D1, E3,
F1)a




























aIn Klammern wird vermerkt bei welchen Untersuchungen die jeweiligen Manipulationen Verwen-
dung fanden.
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Tabelle 6.3: Entnehmbar sind relative Ha¨ufigkeiten, mit denen auf Zielreize respektive
Distraktoren mit Remember(R), Know(K), Guess(G) bzw. Neu(N) reagiert wurde. Be-
richtet werden arithmetisches Mittel (M), Standardabweichung (SD) sowie Minimal-
und Maximalwerte.
Zielreize Distraktoren
R K G N R K G N
Min 0.05 0.07 0.00 0.03 0.00 0.00 0.01 0.20
M 0.40 0.22 0.07 0.31 0.05 0.08 0.08 0.79
SD 0.16 0.08 0.05 0.16 0.06 0.06 0.07 0.14
Max 0.80 0.60 0.31 0.74 0.42 0.33 0.37 0.99
reize (400). Gleiches galt, wenn auch nicht so eindeutig, fu¨r die mittlere Anzahl der
Distraktoren (687.5, SD = 543.23) und die mittlere Anzahl der Zielreize (632.5, SD =
748.62). Minimal- und Maximalumfang von Distraktor- und Zielreizbedingungen hin-
gegen waren nahezu identisch und betrugen fu¨r Zielreize 132 und 4032 respektive 100
sowie 4000 Beobachtungen fu¨r Distraktorbedingungen.
Um aus den berichteten Daten die absoluten Antwortha¨ufigkeiten fu¨r die einzelnen
Antwortkategorien zu ermitteln, wurde in einem ersten Schritt aus den berichteten Da-
ten fu¨r jede Antwortkategorie eine relative Ha¨ufigkeit bestimmt. Anschließend wurden
die relativen Antwortha¨ufigkeiten durch Multiplikation mit der absoluten Anzahl der
Items in der jeweiligen Bedingung in absolute Ha¨ufigkeiten verwandelt. Ergaben sich
dabei Ergebnisse mit Nachkommastelle, wurden diese probehalber zu ganzen Zahlen
auf- bzw. abgerundet. Resultierten daraus Ha¨ufigkeitstabellen, deren Gesamtsumme
exakt die aufgrund von Probanden- und Itemzahl zu erwartenden Ha¨ufigkeiten wider-
spiegelte, so wurden diese Tabellen als Grundlage der spa¨teren Modellierung verwen-
det. Im Falle von Abweichungen wurde das Runden wiederholt, um die aufgetretenen
Ungenauigkeiten zu beseitigen. Dabei wurde per Zufall entschieden, bei welchen der
infrage kommenden Kategorien zusa¨tzlich auf- bzw. abgerundet werden sollte. Das
Ergebnis wurde erst dann als Ausgangspunkt fu¨r die spa¨tere Modellierung akzeptiert,
wenn der Umfang der Ha¨ufigkeitstabelle dem auf der Basis von Probanden- und Item-
zahl erwarteten Umfang genau entsprach. Die auf die geschilderte Weise abgeleiteten
Antwortha¨ufigkeiten ko¨nnen Anhang A entnommen werden.
Ein U¨berblick u¨ber die Ha¨ufigkeiten, mit denen auf Distraktoren respektive Ziel-
reize mit Remember, Know, Guess bzw. Neu reagiert wurde, findet sich in Tabelle 6.3.
Es zeigt sich hier insofern ein deutlicher Unterschied zwischen den beiden Reizklas-
sen, als die Distraktoren mit einer mittleren Wahrscheinlichkeit von 0.79 (SD = 0.14)
u¨beraus ha¨ufig als solche zuru¨ckgewiesen wurden, wa¨hrend Zielreize weitaus ha¨ufiger
zuerst in Alt-Antworten mu¨ndeten (0.69, SD = 0.16) und anschließend mit Remember-
, Know- bzw. Guess-Antworten belegt wurden. Augenfa¨llig ist, dass von diesen drei
Mo¨glichkeiten die Remember-Option mit einer mittleren Wahrscheinlichkeit von 0.40
(SD = 0.16) bei weitem am ha¨ufigsten gewa¨hlt wurde, wa¨hrend Know- (0.22, SD =
0.08) und Guess-Antworten (0.07, SD = 0.05) seltener erfolgten.
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Des Weiteren offenbarten sich zwischen den Bedingungen insofern deutliche Un-
terschiede, als die Treffer-Raten sowie die Raten der Falschen Alarme u¨ber ein relativ
breites Intervall variierten. Die entsprechenden Minimal- und Maximalwerte betrugen
0.26 und 0.97 bei Treffern sowie 0.02 und 0.80 fu¨r die Falschen Alarme. Auch bei den
minimalen und maximalen Wahrscheinlichkeiten von Remember-, Know- und Guess-
Antworten war, wie Tabelle 6.3 entnommen werden kann, die Varianz zwischen den
einzelnen Untersuchungen respektabel. Betrachtet man zusa¨tzlich Abbildung 6.2, die
zeigt, wie sich Treffer und Falsche Alarme auf die drei Abruferlebenskategorien auf-
teilten, so erha¨rtet sich der Eindruck, dass mit 56.27% aller Treffer das Gros selbiger
in die Remember-Kategorie fiel, wa¨hrend sich die Falschen Alarme vorwiegend in der
Know- (40.01%) und in der Guess-Kategorie (38.10%) wiederfanden.
Kapitel 7
Plausibilita¨t der Parameterwerte
Im vorangegangenen Kapitel wurde die Datenbasis vorgestellt, die fu¨r den im Folgen-
den vorzustellenden Modellvergleich verwendet wurde. Wie gesehen werden konnte,
bestanden die Datensa¨tze aus insgesamt 148 Zielwortbedingungen, denen jeweils ei-
ne korrespondierende Distraktorbedingung zugeteilt werden konnte. Bei der Analyse
der Rohdaten, d. h. der in den entsprechenden Arbeiten berichteten Ha¨ufigkeiten, mit
denen von den Probanden Remember-, Know-, Guess- oder Neu-Antworten auf Ziel-
reize oder Distraktoren produziert worden sind, wurde festgestellt, dass diese zwischen
den einzelnen Untersuchungseinheiten deutlich variierten. Dieser Umstand stellt eine
notwendige Bedingung fu¨r die im Folgenden vorzustellende Analyse dar, in der the-
matisiert werden sollte, inwiefern die konkurrierenden Modelle Parameterscha¨tzungen
lieferten, welche im Lichte des theoretischen Rahmens, auf den das Modell zuru¨ck-
geht, plausibel erschienen.
Damit eine ausreichend große Anzahl verschiedener Parameterscha¨tzungen ge-
wonnen werden konnte, bediente sich diese Auswertung der kleinstmo¨glichen Daten-
einheit, die mit Hilfe der zu evaluierenden Modelle analysiert werden konnte. Dabei
handelte es sich um ein Datenfeld, das aus der Kombination der Antwortha¨ufigkei-
ten einer Zielreizbedingung und den Antwortha¨ufigkeiten der dazugeho¨rigen Distrak-
torbedingung besteht. Diese Analyseeinheiten ergaben sich bei den Untersuchungen,
die ein vollsta¨ndiges Design aufwiesen, als diejenigen Zielreize und Distraktoren, die
der gleichen Manipulationsbedingung angeho¨rten. Fu¨r die Daten, die aus einem un-
vollsta¨ndigen Versuchsplan hervorgegangen sind, gilt, dass die Distraktorbedingungen
mehrmals verwendet wurden, damit jeder Zielreizbedingung eine Distraktorbedingung
zur Seite gestellt werden konnte. In diesem Fall war den einander zugewiesenen Be-
dingungen gemeinsam, dass sie in derselben Abrufphase bearbeitet worden sind. Auf
diese Weise ergaben sich insgesamt 148 Analyseeinheiten, bestehend aus insgesamt
acht Reaktionsha¨ufigkeiten: denWahrscheinlichkeiten fu¨r Remember-, Know-, Guess-
und Neu-Antworten fu¨r Zielwo¨rter und fu¨r die jeweils zugeho¨rigen Distraktoren.
An diese Analyseeinheiten wurden in einem na¨chsten Schritt alle sechs Modelle
angepasst. Dabei wurde, wie in Kapitel 5.2 beschrieben, der gro¨ßte aus zehn mit Hilfe
des BFGS-Algorithmus bestimmten LL-Werten als maximaler LL-Wert und die in
diesem Scha¨tzdurchgang ermittelten Parameterwerte alsML-Scha¨tzer festgehalten.
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Außer fu¨r die beiden fu¨nfparametrischen Modellen – SDM und HTSD – eru¨brigt
sich eine Diskussion der Ergebnisse von Modellanpassungstests auf Basis der
Likelihood-Quotienten-Statistik, da die u¨brigen Modelle die Ha¨ufigkeiten in den sechs
freien Datenkategorien mit ebenso vielen Modellparametern beschrieben. Eine Be-
trachtung der Ho¨he der Parameterscha¨tzwerte war hingegen fu¨r alle Modelle interes-
sant und lieferte wichtige Anhaltspunkte fu¨r die Plausibilita¨t der Modellannahmen.
Insbesondere ließ sich fu¨r die Ho¨he der Parameterscha¨tzwerte und deren Spannbreite
feststellen, inwiefern sie Werte einnahmen, die aufgrund ihres theoretischen Hinter-
grunds erwartet werden konnten, oder ob zwischen der Erwartung und den tatsa¨chli-
chen Werten Diskrepanzen auftraten. Diese Fragestellung soll im Folgenden behandelt
werden, indem ein U¨berblick u¨ber die Parameterscha¨tzungen fu¨r alle 148 Analyseein-
heiten gegeben wird. Die bei diesen Datenanpassungen erlangten Parameterscha¨tzwer-
te ko¨nnen Anhang C entnommen werden.
7.1 Scha¨tzungen fu¨r das SDM-Modell
Anders als bei den sechsparametrischen Modellen, bei denen das Verha¨ltnis von freien
Datenkategorien zu der Anzahl der aus den Daten zu scha¨tzenden Parameter ausgegli-
chen war, erlaubte die Datenlage fu¨r die fu¨nfparametrischen Modelle SDM und HTSD
eine Analyse der Datenanpassung anhand von Likelihood-Quotienten-Tests. Daher
werden diese Tests im Rahmen der na¨chsten beiden Abschnitte diskutiert, bevor der
Frage nach der Plausibilita¨t der Parameterwerte nachgegangen wird. Dieses Vorgehen
empfahl sich nicht zuletzt deshalb, weil eine ausreichend gute Datenanpassung durch
das in Frage stehende Modell Voraussetzung dafu¨r war, dass die Parameterscha¨tzun-
gen, die anhand des jeweiligen Modells gewonnen wurden, sinnvoll interpretiert wer-
den konnten.
Bei der Anpassung des SDM-Modells an die Daten der 148 Analyseeinheiten, die
aus den Antwortha¨ufigkeiten je einer Zielreizbedingung und einer dazugeho¨rigen Dis-
traktorbedingung bestanden, fielen insgesamt 47 der Likelihood-Quotienten-Tests auf
einem Signifikanzniveau von α = .05 statistisch bedeutsam aus1. Fu¨r 31.76% aller
Analyseeinheiten konnten also statistisch bedeutsame Abweichungen zwischen den
Modellvorhersagen und den tatsa¨chlich beobachteten Daten festgestellt werden, die
nicht durch Reparametrisierungen behoben werden konnten.
Fu¨r die weiteren Analysen, bei denen die Ho¨he der Parameterscha¨tzwerte im Zen-
trum stand, wurden nur Scha¨tzungen verwendet, die an Daten vorgenommen worden
sind, zu deren Beschreibung sich das SDM-Modell als geeignet erwiesen hat. Die Da-
tenbasis fu¨r die in Abbildung 7.1 dargestellten Parameterscha¨tzwerte bestand also aus
jenen 101 Analyseeinheiten, fu¨r die keine signifikanten Ergebnisse des Likelihood-
Quotienten-Tests berichtet werden konnten. Die fu¨r jeden Parameter existierenden 101
Parameterscha¨tzungen ergaben, wie in dieser Abbildung dargestellt, ein Gesamtbild,
von dem man weitestgehend sagen kann, dass es den fu¨r dieses Modell zu erwartenden
1Bei Annahme eines Signifikanzniveaus von α = .01 vermindert sich die Anzahl der signifikanten
Ergebnisse auf 33 (22.30%).























Abbildung 7.1: Dargestellt wird die Verteilung der anhand des SDM-Modells gewon-
nenen Parameterscha¨tzungen. Beru¨cksichtigt wurden alle 101 Bedingungen, bei denen
der G2-Wert 3.84 betrug oder kleiner war.
Werten entsprach.
Die Kriteriumswerte fu¨gten sich in die von den Modellannahmen vorgeschriebene
Reihenfolge. CR nahm mit 1.93 (SD = 0.48) im Mittel den ho¨chsten Wert ein, darauf
folgte das CK-Kriterium mit 1.24 (SD = 0.46) und zuletzt CG mit 0.97 (SD = 0.49).
Vergleicht man diese Werte mit den mittleren Werten aus Dunns (2004) Metaanalyse
u¨ber Remember-Know-Untersuchungen, die in Kapitel 3 behandelt wurde, so fa¨llt auf,
dass die Kriterien fu¨r die betrachteten Daten etwas konservativer gesetzt wurden als
aufgrund der Daten von Dunn zu erwarten war. Das mittlere Remember-Kriterium
wurde von Dunn bei 1.75 lokalisiert, wa¨hrend das Alt-Neu-Entscheidungskriterium
bei 0.96 lag. Augenfa¨llig ist, dass sich das Alt-Neu-Entscheidungskriterium verglichen
mit dem von Dunn berichteten nur wenig vera¨ndert hat. Das Remember-Kriterium lag
hingegen um einen Vertrautheitswert von 0.18 u¨ber dem von Dunn festgestellten Wert.
Am deutlichsten ist wohl die Verschiebung des Know-Kriteriums, welches fu¨r die von
Dunn behandelten Untersuchungen mit dem Alt-Neu-Kriterium zusammenfiel. Dieses
war in den hier analysierten Daten um einen Betrag von 0.28 gro¨ßer als der von Dunn
ermittelte Wert.
Ein a¨hnlicher Vergleich ließ sich fu¨r die Scha¨tzung der Geda¨chtnissensitivita¨t an-
stellen. Der Wert des fu¨r das SDM-Modell relevanten Sensitivita¨tsparameters d′ wich
mit 1.58 (SD = .72) kaum von der konzeptuell verwandten Overall-Sensitivita¨t d′RK
ab, die von Dunn auf 1.53 gescha¨tzt wurde.
Betrachtet man den fu¨nften Parameter, den das Modell bereithielt, um auf etwaige
Streuungsunterschiede zwischen den Vertrautheitsverteilungen von Distraktoren und
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Zielwo¨rtern reagieren zu ko¨nnen, so wird ersichtlich, dass sich σAlt mit einem Mit-
telwert von 1.30 (SD = .55) in einem Bereich bewegte, der den Erwartungen u¨ber
das Streuungsverha¨ltnis von Distraktoren zu Zielreizen weitgehend entsprach. Bemer-
kenswert ist allerdings, dass immerhin ein Viertel der Scha¨tzungen von σAlt einenWert
annahmen, der kleiner war als 1; insgesamt musste fu¨r 27 der 101 Datensa¨tze davon
ausgegangen werden, dass die Streuung der Distraktorverteilung entgegen der allge-
meinen Erwartung kleiner war als die Streuung der zugeho¨rigen Zielreizverteilung.
7.2 Scha¨tzungen fu¨r das HTSD-Modell
Auch im Rahmen des HTSD-Modells werden, genau wie im zuvor diskutierten SDM-
Modell, nur fu¨nf Parameter genutzt, um das Abruferleben zu erkla¨ren. Dementspre-
chend wurden auch fu¨r das HTSD-Modell Datenanpassungsanalysen durchgefu¨hrt,
um jene Analyseeinheiten zu identifizieren, die nicht mit dem Modell vereinbar wa-
ren. Von den dazu durchgefu¨hrten Likelihood-Quotienten-Tests waren insgesamt 66,
also 44.59% auf einem Signifikanzniveau von α = .05 signifikant2. Genau wie im
vorangegangenen Abschnitt stu¨tzen sich die folgenden Analysen nur auf die Parame-
terscha¨tzungen der 82 Analyseeinheiten, fu¨r die bei α = .05 kein signifikantes Abfal-
len der Datenanpassung beobachtet werden konnte. Einen U¨berblick u¨ber die fu¨r diese
Untersuchungsbedingungen gewonnenen Parameterscha¨tzungen bietet Abbildung 7.2.
Auch fu¨r diese Parameterscha¨tzungen ko¨nnen die Ergebnisse der Metaanalyse von
Dunn (2004) als Vergleichsmaßstab gelten, da sich das HTSD-Modell nur in der An-
nahme des durch den Parameter r erfassten Prozesses kontrollierter Erinnerung von
dem einfachen Signalentdeckungsmodell unterscheidet, das Dunn zur Ermittlung sei-
ner Scha¨tzungen verwendete. Dieser Parameter r wurde im Mittel auf 0.16 gescha¨tzt
(SD = 0.15); demnach konnten Probanden in 16% aller Durchga¨nge mit Zielreiz die
Reizpra¨sentation bewusst abrufen.
Im Vergleich zu dem von Dunn (2004) ermittelten mittleren d′ fiel die auf dem
HTSD-Modell beruhende Scha¨tzung der Vertrautheit geringer aus: Sie lag fu¨r das
HTSD-Modell im Mittel bei 1.20 (SD = 0.54), wa¨hrend Dunn einen Wert von 1.53
ermittelt hatte. Betrachtet man die Lage der Kriterien, so fa¨llt auf, dass diese zu einem
großen Teil konservativer waren als die von Dunn pra¨sentierten Scha¨tzungen. Das mitt-
lere CR lag mit 1.90 (SD = 0.43) u¨ber dem von Dunn berichteten Wert von 1.75 und
das mittlere CK war mit 1.19 (SD = 0.45) gro¨ßer als das mittlere Alt-Neu-Kriterium in
Dunns Arbeit (0.96). Einzig das Alt-Neu-Kriterium CO lag mit einem Wert von 0.92
(SD = 0.45) knapp unter dem von Dunn ermittelten Kriteriumswert.
2Bei einem Signifikanzniveau von α = .01 reduziert sich diese Zahl um 14 Analyseeinheiten auf
35.14%.
























Abbildung 7.2: Dargestellt wird die Verteilung der anhand des HTSD-Modells gewon-
nen Parameterscha¨tzungen. Beru¨cksichtigt wurden jene 82 Bedingungen, bei denen
der G2-Wert bei 3.84 oder darunter lag. Die Scha¨tzungen fu¨r r werden auf der rechten
Ordinatenachse abgetragen, wa¨hrend fu¨r die u¨brigen Parameter die linke Achse zur
Orientierung dient.
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Abbildung 7.3: Fu¨r das HTUVSD-Modell wird die Verteilung vonG2-Werten u¨ber den
Scha¨tzungen fu¨r r dargestellt. Gestrichelte Linien finden sich bei G2 = 0.5 (waage-
recht) und bei r = .01 (senkrecht).
7.3 Scha¨tzungen fu¨r das HTUVSD-Modell
Im Unterschied zu den beiden vorangestellten Modellen sollte das Hochschwellen-
Modell unter Annahme gleicher Varianzen nach der einfachen Za¨hlregel zur Bestim-
mung der Freiheitsgrade optimal dazu geeignet sein, sich an die zu analysierenden
Daten anzupassen. Bei der tatsa¨chlichen Parameterscha¨tzungen zeigten sich allerdings
deutliche Abweichungen der Likelihood-Quotienten-Werte von ihrem Optimum. Die
wahrscheinlichste Erkla¨rung fu¨r dieses Anpassungsverhalten ist der Umstand, dass
im Falle nicht optimaler Datenanpassung die Scha¨tzung mindestens eines Parameters
einen Wert liefert, der am Rand des fu¨r den jeweiligen Parameter geltenden Definiti-
onsbereiches liegt. Von den sechs Parametern des HTUVSD-Modells haben vier einen
Definitionsbereich, der die gesamte Menge aller reellen Zahlen IR umfasst: Das sind
der Vertrautheitsparameter (d′) und die drei Kriterien (CR, CK und CG). Die ande-
ren beiden Parameter weisen engere Definitionsbereiche auf; der Streuungsparameter
σAlt muss positiv reellwertig sein, wa¨hrend der Parameter zur Erfassung kontrollierter
Abrufprozesse (r) in dem Intervall zwischen 0 und 1 liegen muss.
Wenn man, wie in Abbildung 7.3 geschehen, den G2-Wert des Likelihood-
Quotienten-Tests u¨ber den zugeho¨rigen Scha¨tzungen fu¨r den Parameter r abtra¨gt, so
fa¨llt auf, dass hohe G2-Werte zu einem Großteil mit Scha¨tzungen fu¨r r einhergingen,
die nahe bei 0 lagen, und damit am linken Rand von dessen Definitionsbereich zu fin-
den waren. Insgesamt fielen die Scha¨tzungen von r bei 108 Datensa¨tzen kleiner als .01
aus. Wurden diese Datensa¨tze, wie durch die vertikale Linie in Abbildung 7.3 ange-































Abbildung 7.4: Dargestellt wird die Verteilung der anhand des HTUVSD-Modells ge-
wonnen Parameterscha¨tzungen. Beru¨cksichtigt wurden die 38 Bedingungen, bei denen
der G2-Wert kleiner als 0.5 war. Die Scha¨tzungen fu¨r r werden auf der rechten Ordi-
natenachse abgetragen, wa¨hrend fu¨r die u¨brigen Parameter die linke Achse relevant
ist.
deutet, von der Analyse ausgeschlossen, so reduzierte sich das mittlere G2 von 8.17
(SD = 22.23) auf 0.13 (SD = 0.57). Unter den verbleibenden Datensa¨tzen befanden
sich dann nur noch zwei mit einem Wert im Likelihood-Quotienten-Test, der gro¨ßer
war als 0.5.
Bei zusa¨tzlichem Ausschluss dieser beiden Datensa¨tze verblieben 38 Datensa¨tze,
fu¨r die Parameterscha¨tzungen anhand des HTUVSD-Modells gewonnen werden konn-
ten. Das mittlere G2 betrug fu¨r diese Datensa¨tze 0.03 (SD = 0.05). In Abbildung
7.4 findet sich eine Darstellung der fu¨r diese 38 Datensa¨tze durchgefu¨hrten Parame-
terscha¨tzungen. Wie im Falle der beiden vorangegangenen Modelle bot sich auch hier
ein Vergleich der Scha¨tzwerte mit den von Dunn (2004) ermittelten Werten an. Zu-
dem ließen sich die Parameterscha¨tzungen sehr gut mit den beiden unmittelbar zuvor
diskutierten Modellen vergleichen, da es sich bei beiden um Untermodelle dieses um-
fassenderen Modells handelte
Betrachtet man den Parameter r zur Erfassung kontrollierter Abrufprozesse, so fa¨llt
auf, dass dieser mit einem mittleren Wert von .17 (SD = .14) minimal ho¨her ausfiel als
die Scha¨tzung kontrollierter Prozesse, die das HTSD-Modell geliefert hat. Wu¨rde man
zusa¨tzlich die 110 ausgeschlossenen Datensa¨tze beru¨cksichtigen, la¨ge das mittlere r
bei einem sehr kleinen Wert von .04 (SD = 0.10). Mit d′ = 1.50 (SD = 1.07) fiel die
HTUVSD-Scha¨tzung der Sensitivita¨t deutlich ho¨her aus als die des HTSD-Modells.
Mit diesem Wert blieb die Scha¨tzung des HTUVSD-Modells nur minimal hinter der
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des SDM-Modells und derjenigen von Dunn (2004) zuru¨ck.
Deutlich gro¨ßer fielen hingegen die Abweichungen der Kriteriumsscha¨tzer von de-
nen Dunns sowie denen der beiden Tochtermodelle aus. Mit CR = 2.24 (SD = 1.02),
CK = 1.47 (SD = 0.86) und CO = 1.20 (SD = 0.84) erwiesen sich diese im Vergleich
zu den Vergleichsscha¨tzungen der u¨brigen Modelle und zu den Daten der Metaanalyse
von Dunn (2004) als konservativer. Wa¨hrend sich das Verhalten der bisher diskutier-
ten Parameter fu¨r die 38 analysierten Datensa¨tze in dem Rahmen bewegten, den die
anderen Modelle abgesteckt hatten, fiel der Streuungsparameter σAlt mit einem Wert
von 1.17 (SD = 0.52) im Mittel sowohl im Vergleich zu der SDM-Scha¨tzung als auch
verglichen mit der allgemeinen Erwartung sehr hoch aus.
7.4 Scha¨tzungen fu¨r das 4-States-Modell
Auch bei der Behandlung des 4-States-Modells empfiehlt sich vor der eigentlichen
Ero¨rterung der Parameterscha¨tzungen eine Analyse des Datenanpassungsverhaltens.
Dies ist insbesondere deshalb notwendig, da dieses Modell ausschließlich aus Parame-
tern besteht, deren Definitionsbereiche auf das Intervall [0; 1] beschra¨nkt sind. Dieser
Umstand machte es wahrscheinlich, dass Scha¨tzungen fu¨r einzelne Datensa¨tze auf den
Rand des Parameterraumes fielen.
Der an allen 148 Analyseeinheiten gewonnene mittlere G2-Wert von 0.73 (SD =
5.35) deutete auf eine Abweichung der Datenanpassungsleistung vom Optimum hin.
Diese Probleme ließen sich allerdings dadurch beheben, dass alle Datensa¨tze ausge-
schlossen wurden, bei denen mindestens ein Parameter auf .01 oder kleiner gescha¨tzt
wurde. Unter dieses Ausschlusskriterium fielen 21 Analyseeinheiten, so dass fu¨r die
nachfolgenden Betrachtungen noch insgesamt 127 Datensa¨tze zur Verfu¨gung standen.
Sowohl der an diesen Analyseeinheiten gewonnene mittlere G2-Wert als auch die zu-
geho¨rige Standardabweichung verkleinerten sich merklich auf Werte, die ungefa¨hr ei-
nem Zehntausendstel der Ausgangswerte entsprachen. Die auf dieser Basis gewonne-
nen Parameterscha¨tzungen ko¨nnen in Abbildung 7.5 gefunden werden.
Zwischen dem 4-States-Modell und den u¨brigen Modellen konnten merklich we-
niger Parallelen gezogen werden als das fu¨r die bisher besprochenen Modelle mo¨glich
war. Hauptsa¨chlich lag dies darin begru¨ndet, dass es sich bei dem 4-States-Modell, wie
in Kapitel 4 erla¨utert worden ist, um ein reines Schwellenmodell handelt. Dadurch hebt
es sich deutlich von den im Vorlauf diskutierten Modelle ab. Einzig in dem Parameter
r des 4-States-Modells ließ sich eine Parallele zu den beiden Varianten des Yonelinas-
Modells finden. Die Scha¨tzung des ersten fiel allerdings mit einem mittleren Wert von
0.37 (SD = 0.17) ungefa¨hr doppelt so hoch aus wie die Vergleichswerte, die HTSD-
und HTUVSD-Modell lieferten. Fu¨r die u¨brigen beiden Geda¨chtnisparameter lagen
hingegen keine Vergleichswerte vor. Ihre Scha¨tzungen betrugen fu¨r das Wissen ohne
bewusste Erinnerung, die durch den Parameter k gescha¨tzt wurde, 0.25 (SD = 0.16)
und fu¨r die Distraktorentdeckung (d) 0.49 (SD = 0.24).
Augenfa¨llig hoch fielen dabei die Scha¨tzungen des Parameters d aus: Hiernach
wu¨rde nahezu die Ha¨lfte aller unbekannten Reize bewusst als solche entdeckt. Dies





















Abbildung 7.5: Dargestellt wird die Verteilung der anhand des 4-States-Modells ge-
wonnen Parameterscha¨tzungen. Beru¨cksichtigt wurden die 127 Bedingungen, bei de-
nen alle Parameterscha¨tzungen gro¨ßer als 0.1 waren.
steht in einemMissverha¨ltnis zu der theoretischen Annahme, dass bewusste Distrakto-
rentdeckung ein relativ seltenes Pha¨nomen ist. Zudem wich es recht weit ab von dem
oben bereits explizierten Scha¨tzwert fu¨r das bewusste Erinnern, das bei nur 37.07%
aller Zielreize auftrat. Eine Gleichsetzung der Parameter d und r, wie sie in verwand-
ten Modellen ha¨ufig vorgenommen wird, erscheint dadurch fu¨r das 4-States-Modell
unplausibel.
Betrachtet man die Scha¨tzungen der Parameter, die Rateprozesse erfassen, so zeigt
sich eine aufsteigende Funktion: Das mittlere gR betrug 0.10 (SD = 0.07), etwas gro¨ßer
fiel gK mit 0.18 (SD = 0.08) aus. Noch gro¨ßer war nur der Wert fu¨r gG mit 0.23 (SD
= 0.15). Daraus la¨sst sich ableiten, dass die meisten der Items, die als Entscheidun-
gen aus einem Unsicherheitszustand heraus gefa¨llt wurden, mit Neu-Antworten ver-
sehen wurden (57.59%). Zudem wurde in nur 9.54% dieser Fa¨lle Remember geraten.
Die restlichen 32.78% der Entscheidungen, die aus einem Unsicherheitszustand resul-
tierten, teilten sich relativ gleichma¨ßig auf die verbleibenden Antwortkategorien auf;
etwas mehr als die Ha¨lfte dieser, na¨mlich 16.86%, fielen dabei in die Guess-Kategorie.
7.5 Scha¨tzungen fu¨r das Streak-Modell
Bei dem Streak-Modell handelt es sich um das erste der beiden zu behandelnden zwei-
dimensionalen Signalentdeckungsmodelle. Anders als bei den bis zu diesem Zeitpunkt
besprochenen Modellen, erschien es in Anbetracht der Datenanpassungsindizes nicht
notwendig, vorab einzelne Analyseeinheiten von dem weiteren Vorgehen auszuschlie-



























Abbildung 7.6: Dargestellt wird die Verteilung der anhand des Streak-Modells gewon-
nen Parameterscha¨tzungen fu¨r alle 148 Untersuchungsbedingungen.
ßen; selbst der gro¨ßte der an den 148 Analyseeinheiten bestimmten G2-Werte lag mit
0.04 sehr nah bei dem zu erwartenden Optimum von 0. In die durch Abbildung 7.6
veranschaulichten Parameterscha¨tzungen flossen deshalb die Informationen aller 148
Datensa¨tze ein.
Da das Streak-Modell die Geda¨chtnissensitivita¨t in zwei Komponenten aufgliedert,
ließen sich die mit Hilfe dieses Modells gewonnenen Parameterscha¨tzungen nicht di-
rekt mit den Scha¨tzungen vergleichen, die anhand der eindimensionalen Signalent-
deckungsmodelle gewonnen wurden. Damit diese Werte dennoch miteinander vergli-
chen werden konnten, bot sich eine Transformation an, die die beiden Sensitivita¨tsindi-
zes dx und dy, die das Streak-Modell bereitha¨lt, um die Sensitivita¨t des Geda¨chtnisses
zu erfassen, in einen einzigen Wert verwandelte, der dem sonst u¨blichen Sensitivita¨ts-
maß d′ von der Bedeutung anna¨hernd entspricht. Diese Bedingung erfu¨llt am ehesten
die La¨nge der Strecke vom Mittelwert der ZielreizverteilungM = (dx|dy) zum Koor-
dinatenursprung (O). Die La¨nge dieser Strecke ließ sich anhand der in Gleichung 7.1
niedergelegten Rechenvorschrift bestimmen und konnte anschließend mit Scha¨tzungen






Der Wert dieses abgeleiteten eindimensionalen Sensitivita¨tsindexes lag mit einem
mittleren Wert von 1.42 (SD = 0.77) um einen Betrag von 0.11 bzw. 0.15 unter den
Werten der vergleichbaren Scha¨tzungen von Dunn (2004) und der auf der Basis des
SDM-Modells ermittelten d′-Scha¨tzung. Zudem fiel der abgeleitete Sensitivita¨tsindex
zwischen die Scha¨tzungen fu¨r d′, die auf der Basis der beiden diskutierten hybriden
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Signalentdeckungsmodelle HTSD und HTUVSD gewonnen wurden.
Betrachtet man die Sensitivita¨tsscha¨tzungen im einzelnen so fa¨llt auf, dass die
Scha¨tzung der globalen Spursta¨rke dx mit einem mittleren Wert von 0.74 (SD = 0.50)
deutlich geringer ausfiel als die der spezifischen Spursta¨rke dy, die bei 1.19 (SD = 0.63)
lag.
Der dritte prinzipiell von der Geda¨chtnisleistung abha¨ngige Modellparameter σNeu
lag im Mittel bei 0.70 (SD = 0.35). Dieser Wert unterschritt den Wert von 0.80, der als
Standard verwendet wird, wenn fu¨r Daten aus Remember-Know-Experimenten Para-
meter gescha¨tzt werden (vgl. Rotello et al., 2004), um 12.5%.
Auch bei der Analyse der Kriteriumsparameter ist zu beachten, dass sie nicht mit
den Parametern der bisher betrachteten Signalentdeckungsmodelle vergleichbar wa-
ren. Das Kriterium CO, das zur Trennung zwischen alten Stimuli und Distraktoren
verwendet wird, lag bei 0.64 (SD = 0.54), das KriteriumCG, welches Guess-Antworten
von Remember- und Know-Antworten abhebt, bei 0.86 (SD = 0.56) und das Kriterium
CR, anhand dessen zwischen Remember- und Know-Antworten unterschieden wird,
bei 0.34 (SD = 0.39).
7.6 Scha¨tzungen fu¨r das SAC-Modell
Das SAC-Modell stellt das zweite mehrdimensionale Signalentdeckungsmodell unter
den Remember-Know-Guess-Modellen dar. Auch fu¨r dieses Modell musste keine der
148 Analyseeinheiten von den weiteren Betrachtungen ausgeschlossen werden: Der
gro¨ßte G2-Wert war deutlich kleiner als 0.01. Daher bilden die Parameterscha¨tzungen
fu¨r alle 148 Datensa¨tze die Grundlage des in Abbildung 7.7 dargestellten U¨berblicks.
A¨hnlich wie die Scha¨tzungen fu¨r dx und dy, die auf der Basis des Streak-Modells
gewonnen wurden, zeichneten sich die auf der Basis des SAC-Modells gewonnenen
Scha¨tzungen selbiger Parameter dadurch aus, dass die Scha¨tzung fu¨r dy mit einemWert
von 1.23 (SD = 0.90) ho¨her ausfiel als die fu¨r dx, die bei 0.90 (SD = 0.76) lag. Auch die-
se Sensitivita¨tsmaße ließen sich nicht direkt mit den Scha¨tzungen fu¨r d′ vergleichen, da
letzteren – wie bereits erla¨utert – ein eindimensionales Sensitivita¨tskonstrukt zugrun-
de lag. Anhand der in Gleichung 7.1 festgehaltenen Transformation war es allerdings
auch fu¨r die anhand des SAC-Modells bestimmten Sensitivita¨tsmaße mo¨glich, ein ein-
dimensionales A¨quivalent zu bestimmen, das mit dem u¨blichen Sensitivita¨tsmaß d′
verglichen werden konnte. Im Mittel lag dieser eindimensionale Sensitivita¨tswert mit
einem Betrag von 1.62 (SD = 1.06) ho¨her als alle vergleichbarenWerte. Allerdings war
die Differenz zum gro¨ßten der Vergleichswerte – dem d′ des SDM-Modells, das einen
Wert von 1.57 annahm – nur gering.
Der Streuungsparameter σNeu lag mit einem Mittelwert von 0.82 (SD = 0.36) sehr
nahe bei dem Standardwert von 0.8, der ha¨ufig zur Modellierung von Remember-
Know-Daten benutzt wird. Ganz im Gegenteil zu den u¨blicherweise getroffenen An-
nahmen nahm der Streuungsparameter σNeu jedoch bei immerhin einem Viertel der
Analyseeinheiten Werte an, die u¨ber 1 lagen. In diesen Fa¨llen fiel also die Streuung der
Zielreizverteilung deutlich gro¨ßer aus als die der Distraktorverteilung. Dieses Pha¨no-




























Abbildung 7.7:Dargestellt wird die Verteilung der anhand des SAC-Modells gewonnen
Parameterscha¨tzungen fu¨r alle 148 Bedingungen.
men wurde schon bei der Diskussion des SDM-Modells in a¨hnlichem Umfang beob-
achtet.
Die Scha¨tzer der Kriterien lagen bei 1.52 (SD = 0.64) fu¨r das mittlere CR-
Kriterium, u¨ber dem die Episodenaktivierung liegen musste, damit Remember-
Antworten gegeben wurden, 1.21 (SD = 0.61) fu¨r das mittlere CK-Kriterium und 1.19
(SD = 0.36) fu¨r das mittlere CG-Kriterium. Diese Scha¨tzungen ließen sich wegen der
deutlichen Unterschiede hinsichtlich ihrer Konzeptionalisierung nur schwer mit den
Scha¨tzungen der Antworttendenzmaße anderer signalentdeckungstheoretischer Mo-
delle vergleichen.
7.7 Diskussion
In diesem Kapitel sind zwei wichtige Beobachtungen berichtet worden, die fu¨r den
Modellvergleich von Relevanz sind. Zum einen wurden die Scha¨tzungen der Modell-
parameter betrachtet, wie sie auf der Basis der verschiedenen Modelle gewonnen wor-
den sind. Diese Scha¨tzwerte wurden an den Daten der 148 Analyseeinheiten bestimmt,
die aus jeweils vier Antwortha¨ufigkeiten fu¨r eine Gruppe von Zielreizen und den Ant-
wortha¨ufigkeiten einer korrespondierenden Gruppe von Distraktoren bestanden. Bei
der Analyse der Scha¨tzwerte wurde allerdings nicht nur deutlich, wie sich diese u¨ber
die Analyseeinheiten verteilten, zudem zeigte sich, dass sich die Modelle hinsichtlich
ihrer Fa¨higkeit unterscheiden, die Daten der einzelnen Analyseeinheiten zu beschrei-
ben. Wa¨hrend der erste dieser beiden Punkte zentral fu¨r den Inhalt dieses Kapitels war,
weist der zweite Punkt voraus auf das na¨chste Kapitel, das sich mit der deskriptiven
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Ada¨quatheit der Modelle bescha¨ftigen wird. Dennoch sollen bei der Diskussion der in
diesem Kapitel gewonnenen Erkenntnisse beide Punkte beru¨cksichtigt werden.
Betrachtet man die in den durchgefu¨hrten Analysen an den Tag gelegte Datenan-
passungsleistung der Modelle, so fa¨llt auf, dass zwischen den Modellen deutliche Un-
terschiede bestanden. Augenfa¨llig wurde dies an der Anzahl der Datensa¨tze, die bei der
Ermittlung der Scha¨tzwertverteilungen beru¨cksichtigt werden konnten. Wa¨hrend die
beiden zweidimensionalen Signalentdeckungsmodelle durchweg so gute Datenanpas-
sungswerte lieferten, dass fu¨r sie jeder Datensatz in die weiteren Analysen u¨berfu¨hrt
werden konnte, zeigten sich bei den u¨brigen Modelle Defizite hinsichtlich der Daten-
anpassungsleistung. Wie viele Datensa¨tze von den Analysen ausgeschlossen werden
mussten, schwankte zwischen den einzelnen Modellen. Wa¨hrend die Ausschlussrate
fu¨r das 4-States-Modell mit 14.19% noch vergleichsweise gering ausfiel, stieg sie fu¨r
das HTUVSD-Modell auf 74.32%. In beiden Fa¨llen lag die Notwendigkeit fu¨r den
Ausschluss von Datensa¨tzen darin begru¨ndet, dass die Parameterscha¨tzungen auf den
Rand des Parameterraums fielen, was wiederum zur Folge hatte, dass die Datenan-
passungsleistung – gemessen als Wert der Likelihood-Quotienten-Statistik G2 – den
fu¨r sie zu erwartenden Wert von 0 nicht erreichte. Fu¨r die beiden fu¨nfparametrischen
Modelle ließ sich ein klareres Ausschlusskriterium definieren, da die Umsta¨nde der
Modellierung einen statistischen Test der Datenanpassungsleistung zuließen. In diesen
Tests zeigte sich, dass das HTSD-Modell fu¨r die Beschreibung von 44.59% der Da-
tensa¨tze nicht geeignet war, wa¨hrend das SDM-Modell sich in 31.76% der Datensa¨tze
nicht bewa¨hrte.
Wenn man von diesen Ergebnissen vorla¨ufig auf die deskriptive Ada¨quatheit der
Modelle schließen mo¨chte, so nahmen die beiden fu¨nfparametrischen Modelle einen
mittleren Platz ein: Sie lagen zwar hinter den beiden zweidimensionalen Signalent-
deckungsmodellen und dem 4-States-Modell, schnitten aber besser ab als das um die
Annahme ungleicher Varianzen erga¨nzte Yonelinas-Modell.
Eine zentralere Rolle als die Beobachtung, dass die meisten Modelle nicht mit al-
len Datensa¨tzen vereinbar waren, kommt in diesem Kapitel den Parameterscha¨tzungen
zu. Besonders wichtig war es dabei zu betrachten, inwieweit diese Parameter Werte an-
nahmen, die fu¨r plausibel gehalten werden ko¨nnen. Entsprechend wird im Folgenden
auf die Beobachtungen eingegangen werden, bei denen sich die Parameterscha¨tzungen
deutlich von den fu¨r sie formulierbaren Erwartungen unterscheiden. In einem solchen
Sinne auffa¨llige Parameterwerte konnten bei der Anpassung der Modelle verschie-
dentlich beobachtet werden, wobei sich die auftretenden Probleme relativ gleichma¨ßig
u¨ber alle Modelle verteilten. So fielen die Scha¨tzungen der Streuungsparameter, wie
sie von manchen der Modelle mit signalentdeckungstheoretischer Fundierung ange-
nommen wurden, fu¨r die meisten dieser Modelle nur im Mittel so aus, wie es erwartet
wird. Bei einer nicht zu vernachla¨ssigenden Zahl von Datensa¨tzen zeigte sich bei den
Modellen Streak, SAC und SDM, dass das Varianzverha¨ltnis ins Gegenteil verkehrt
war. Aufgrund der von diesen Modellen vorgenommenen Scha¨tzungen mu¨sste also
darauf geschlossen werden, dass in jenen Fa¨llen die Varianz der Distraktorverteilung
gro¨ßer ausfiel als die der Zielreizverteilung.
Auch bei dem HTUVSD-Modell wich der Streuungsparameter von den theo-
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retischen Vorhersagen ab. Hier bestand das Problem darin, dass die mittlere Vari-
anzscha¨tzung sehr groß ausfiel. In der Literatur geht man davon aus, dass das Vari-
anzverha¨ltnis σNeu/σAlt ungefa¨hr 4/5 betra¨gt (vgl. Ratcliff et al., 1992; Rotello et al.,
2004); die mit Hilfe des HTUVSD-Modells erlangte Scha¨tzung des Verha¨ltnisses lag
mit 0.86 u¨ber diesem Wert.
Ebenfalls zu hoch – verglichen mit den allgemeinen Erwartungen – fiel die
Scha¨tzung des Distraktorentdeckunsprozesses d aus, der im Rahmen des 4-States-
Modells angenommen wird. In der Regel wird dieser Prozess verstanden als eine be-
wusste Zuru¨ckweisung von Distraktoren, die recht selten vorkommen sollte. Gleich-
zeitig lag der Scha¨tzwert fu¨r Prozesse der bewussten Erinnerung fu¨r das 4-States-
Modell mit einem Mittelwert von .37 deutlich u¨ber den entsprechenden Scha¨tzungen
der Yonelinas-Modelle. Letztere scha¨tzten kontrollierte Prozesse auf Werte von .16 im
Falle des HTSD-Modells respektive .17 fu¨r das HTUVSD-Modell. Zusammengenom-
men legen diese Beobachtungen die Vermutung nahe, dass die anhand des 4-States-
Modells gewonnenen Scha¨tzungen kontrollierter Prozesse nach oben verzerrt sind. Ei-
ne mo¨gliche Ursache fu¨r diesen Unterschied liegt in dem Umstand begru¨ndet, dass im
Gegensatz zum 4-States-Modell beide Varianten des Yonelinas-Modells Vertrautheits-
einflu¨sse auf Remember-Antworten erlauben.
Weitere Vergleiche von Scha¨tzwerten konzeptuell verwandter Parameter, die in un-
terschiedliche Modelle eingebettet sind, ließen sich bezu¨glich der Sensitivita¨tsparame-
ter anstellen. Hier ermo¨glichte die Transformation der beiden Sensitivita¨tswerte dx
und dy, wie sie von den beiden zweidimensionalen Signalentdeckungsmodellen ange-
nommen werden, in ein eindimensionales Sensitivita¨tsmaß den Vergleich der Sensiti-
vita¨tsscha¨tzwerte untereinander und mit einem Außenkriterium. Als Außenkriterium
dienten dabei die Scha¨tzungen der Geda¨chtnissensitivita¨t, die Dunn (2004) in seiner
Metaanalyse u¨ber Remember-Know-Modelle vorgelegt hat.
Hierbei ließ sich beobachten, dass nahezu alle Scha¨tzwerte in einem engen Bereich
um den Wert von 1.53 lagen, den Dunn (2004) berichtet hat. Einzig das HTSD-Modell
verfehlte diese Marke deutlich.
Die zuletzt geschilderten Vergleiche der Parameterscha¨tzungen untereinander und
mit geeigneten Außenkriterien sind insofern interessant, als sie zeigen, inwiefern die
Bestimmung der Konstrukte, die von mehreren Modellen thematisiert werden, in ver-
gleichbare Ergebnisse mu¨ndeten. Als Argument fu¨r oder gegen die Modellgu¨ltigkeit
ko¨nnen solche Beobachtungen allerdings nicht gewertet werden, da in dieser Hinsicht
ausschließlich Beobachtungen ins Gewicht fallen, die darauf hindeuten, dass Para-
meterscha¨tzungen anders ausfallen, als es aufgrund ihrer theoretischen Einbettung zu
erwarten ist. In diesem Sinne kritisch sind die Beobachtungen, dass sich das Vari-
anzverha¨ltnis bei allen Modellen mit signalentdeckungstheoretischer Fundierung fu¨r
einen substantiellen Teil der Scha¨tzungen umkehrt sowie die Beobachtung sehr hoher
Scha¨tzwerte fu¨r die Distraktorentdeckung, wie sie das 4-States-Modell zu Tage brach-
te.
Es kann an dieser Stelle festgehalten werden, dass sich mindestens ein Parameter
aller fu¨r die Remember-Know-Guess-Prozedur vorgeschlagenen Modelle außerhalb
des fu¨r ihn plausiblen Bereichs bewegte. Dieses Ergebnis muss jedoch nicht unbedingt
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als Ausdruck fehlender Modellplausibilita¨t gewertet werden – es ist auch denkbar, dass
diese Abweichungen von den theoretisch zu erwartenden Parameterscha¨tzungen zu-





Wie bereits in Kapitel 3 deutlich wurde, liefert der Vergleich empirischer ROC-
Kurven mit ROC-Kurven, die auf Modellvorhersagen beruhen, Informationen u¨ber
die Ada¨quatheit der Modelle. Bei der Betrachtung von ROC-Kurven wesentlich ist
die Frage danach, inwiefern die Form empirischer ROC-Kurven mit der Struktur des
Modells vereinbar ist (vgl. bspw.Wixted, 2007). ROC-Analysen werden daher im Rah-
men dieser Arbeit als Methode genutzt, um die deskriptive Ada¨quatheit der Modelle zu
betrachten, ohne auf Maximum-Likelihood-Verfahren zuru¨ckzugreifen. Entsprechend
weisen die in diesem Kapitel erlangten Ergebnisse voraus auf jene, die im folgenden
Kapitel berichtet werden.
Fu¨r die in diesem Kapitel durchgefu¨hrten Vergleiche ist der Umstand von
zentraler Bedeutung, dass sich aus den Ergebnissen von Remember-Know-Guess-
Untersuchungen nicht nur Zwei-Punkt-ROCs ableiten lassen, wie es fu¨r Daten, die
in Remember-Know-Untersuchungen gewonnen wurden, mo¨glich ist, sondern ROC-
Kurven, die aus drei Datenpunkten bestehen. Damit erlauben Remember-Know-
Guess-Daten – wie bereits in Kapitel 3 angeklungen – die Steigungen konfidenz-
und abruferlebensbasierter ROC-Geraden in einer einzigen empirischen Untersuchung
zu thematisieren. Zusa¨tzlich liefern Drei-Punkt-z-ROC-Kurven genug Daten, um ihre
Kru¨mmung feststellen zu ko¨nnen.
Daher la¨sst sich anhand von Remember-Know-Guess-Daten zum einen u¨ber-
pru¨fen, inwiefern sich abruferlebensbasierte z-ROC-Geraden hinsichtlich ihrer Stei-
gung von konfidenzbasierten unterscheiden. Zum anderen erlauben sie, zu untersu-
chen, inwiefern die fu¨r das SDM-Modell zentrale Vorhersage linearer z-ROC-Kurven
von empirischen Daten erfu¨llt wird (vgl. Ratcliff et al., 1992). Diese Vorhersage u¨ber
die Kru¨mmung der z-ROC-Kurven wird im Verlaufe des Kapitels kontrastiert mit ent-
sprechenden Vorhersagen, die aus den Modellgleichungen der u¨brigen Modelle mit
Hilfe eines parametrischen Bootstrap-Verfahrens abgeleitet wurden. Wie gezeigt wird,
lassen sich diese Modelle in zwei weitere Gruppen einteilen: Wa¨hrend die hybriden
Modelle, die auf die Arbeit von Yonelinas et al. (1996) zuru¨ckgehen, umgekehrt u-
fo¨rmige z-ROC-Kurven vorhersagen (vgl. auch Yonelinas, 1999), lassen die u¨brigen
drei Modelle, wie die darzustellenden Simulationen ergaben, positiv beschleunigte z-
ROC-Kurven erwarten.
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Neben einer Diskussion der auf Remember-Know-Guess-Daten basierenden Drei-
Punkt-z-ROC-Kurven unter dem Gesichtspunkt ihrer Kru¨mmung werden die vor-
handenen Daten zusa¨tzlich bezu¨glich etwaiger Steigungsunterschiede zwischen z-
ROC-Kurven, die auf Konfidenzurteilen in einfachen Rekognitionsexperimenten be-
ruhen, und solchen, die auf in Remember-Know-Untersuchungen erhobenen Abru-
ferlebensurteilen basieren, beleuchtet (vgl. Kapitel 3). Hierzu wurden aus den drei
zur Verfu¨gung stehenden ROC-Punkten zwei einzelne ROC-Geraden konstruiert.
Wa¨hrend die eine dieser beiden Geraden auf zwei ROC-Punkten beruht, die sich
hinsichtlich der Sicherheit unterscheiden, mit der Alt-Antworten gegeben wurden,
beruht die andere Gerade auf Punkten, die sich hinsichtlich der Art des berichte-
ten Abruferlebens unterscheiden. Die erste Gerade wird dabei aus korrekten und
falschen Alt-Antworten einerseits und aus korrekten und falschen Remember- und
Know-Antworten andererseits konstruiert und soll als Analog zu Konfidenzurteilen
in Rekognitionsuntersuchungen dienen. Die zweite Gerade hingegen beruht auf Alt-
Antworten einerseits und Remember-Antworten andererseits und soll in Analogie zu
ROC-Kurven auf der Basis von Remember-Know-Daten stehen.
Die Untersuchung der Modellgu¨te mit Hilfe von ROC-Analysen wird in vier Ab-
schnitten vorgestellt. Im ersten dieser Abschnitte wird auf die Analyse von ROC-
Kurven fu¨r Remember-Know-Guess-Datensa¨tze eingegangen, wobei insbesondere die
Interpretation von Drei-Punkt-z-ROC-Kurven im Mittelpunkt stehen wird.
Im zweiten Abschnitt werden die Ergebnisse einer Simulationsstudie geschildert,
die dazu diente, fu¨r alle Modelle Vorhersagen u¨ber die Form der z-ROC-Kurven zu
generieren. Dabei werden zwei Punkte von besonderem Interesse sein: Zum einen ein
Winkelmaß, das in direkter Beziehung zu der Kru¨mmung der z-ROC-Kurven steht
und zum anderen die Steigungswerte, welche sich fu¨r konfidenzbasierte bzw. abrufer-
lebensbasierte Zwei-Punkt-z-ROC-Kurven ergeben.
In einem dritten Abschnitt werden dann die anhand von empirischen Daten er-
mittelten z-ROC-Kurven in einer Weise auf Kru¨mmung und Steigung untersucht, die
einen direkten Vergleich mit den Vorhersagen der einzelnen Modelle erlauben.
Im letzten Abschnitt werden die im zweiten und dritten Abschnitt erlangten Er-
gebnisse diskutiert und dahingehend verglichen, inwiefern sich U¨bereinstimmungen
zwischen den empirischen Resultaten und den Vorhersagen der Modelle zeigten.
8.1 ROC-Kurven fu¨r RKG-Untersuchungen
Die Daten aus Remember-Know-Guess-Experimenten lassen sich, wie bereits
erla¨utert, durch Drei-Punkt-z-ROC-Kurven darstellen. Dabei ergeben sich die einzel-
nen Punkte
1. aus der alleinigen Beru¨cksichtigung von korrekten sowie falschen Remember-
Antworten (R);
2. bei Beru¨cksichtigung von richtigen respektive falschen Remember- und Know-
Antworten (RK) und
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3. unter Beru¨cksichtigung aller Alt-Urteile (A).
Diese drei Punkte lassen sich ohne Informationsverlust durch zwei Geraden wie-
dergeben, die einen der drei Punkte teilen und durch je einen der beiden u¨brigen Punkte
laufen. Anhand dieser Geraden la¨sst sich die Frage nach der Kru¨mmung der z-ROC-
Kurve kla¨ren, indem der Schnittwinkel betrachtet wird, der im Schnittpunkt der Ge-
raden anfa¨llt. Gleichzeitig ist es mo¨glich, die Steigungen dieser beiden Geraden zu
ermitteln.
Wa¨hrend fu¨r die Ermittlung der Kru¨mmung unwesentlich ist, welcher der drei
Punkte als Schnittpunkt der beiden Geraden verwendet wird, ha¨ngt die Interpretier-
barkeit der Steigung von der Wahl des Schnittpunktes ab. Um eine inhaltlich sinnvolle
Interpretation der Steigungswerte zu ermo¨glichen, wurde der Schnittpunkt so gewa¨hlt,
dass die Punkte der einen Gerade sich nur hinsichtlich der Konfidenz – sichere (ZRK)
vs. weniger sichere (ZA) Alt-Antworten – unterscheiden, wa¨hrend sich die Punkte der
zweiten Gerade hinsichtlich des berichteten Abruferlebens – Remember-Antworten
(ZR) versus Alt-Antworten (ZA) – unterscheiden.
Bei der Konstruktion beider Geraden wurde also der aus korrekten und falschen
Alt-Antworten resultierende Punkt (ZA) beru¨cksichtigt. Von dort la¨uft die abruferle-
bensbasierte Gerade durch den ausschließlich auf den Remember-Antworten beruhen-
den Punkt ZR, wa¨hrend die konfidenzbasierte Gerade durch den Punkt ZRK la¨uft, in
dem die Summe der Remember- und Know-Treffer zur Summe der entsprechenden
Falsche-Alarm-Raten in Beziehung gesetzt wird.1
Wie bereits erwa¨hnt, ko¨nnen diese beiden Geraden nicht nur dazu genutzt wer-
den, um Unterschiede zwischen den Steigungen konfidenz- und abruferlebensbasierter
z-ROC-Geraden zu ermitteln. Zusa¨tzlich kann aus der Lage dieser beiden Geraden zu-
einander die Kru¨mmung der gesamten z-ROC-Kurve bestimmt werden. Als ein Maß
fu¨r die Kru¨mmung der aus drei Punkten bestehenden z-ROC-Kurve bietet sich der
Winkel ϕ an, der zwischen der abruferlebensbasierten Geraden ZAZR und der konfi-
denzbasierten Geraden ZAZRK anfa¨llt. Dieser Schnittwinkel (ϕ) la¨sst sich anhand der
in Abbildung 8.1 dargestellten Gro¨ßen bestimmen. Da der Sinus von ϕ dem Verha¨ltnis
aus der La¨nge des Lots ZRZ ′R von ZR auf ZAZRK zu der La¨nge der Strecke ZAZR
multipliziert mit dem Vorzeichen der Differenz der Abszissenwerte von ZR und Z ′R
entspricht, la¨sst sich ϕ wie in Gleichung 8.1 festgehalten bestimmen:
ϕ = sgn(zFAR − zFA′R) · arcsin
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Von den Werten, die ϕ annimmt, la¨sst sich leicht auf die Kru¨mmung der Drei-
Punkt-z-ROC-Kurve schließen. Der Winkel ϕ nimmt na¨mlich den Wert 0 an, wenn
sich die beiden Geraden zu einer einzigen vereinen, wa¨hrend sich eine Kru¨mmung der
1Eine zweite Konstellation wa¨re mit dem Ziel, zwei Geraden zu konstruieren, von denen die eine
ausschließlich auf Konfidenzunterschieden beruht, wa¨hrend die zweite ausschließlich durch Unterschie-
de hinsichtlich des Abruferlebens gekennzeichnet ist, vorstellbar. Diese Fassung wu¨rde sich ergeben,
wenn ZRK als Schnittpunkt gewa¨hlt wu¨rde. Im Allgemeinen wu¨rde sich diese Variante nicht sehr von
der gewa¨hlten unterscheiden.











Abbildung 8.1: Dargestellt werden zwei z-ROC-Geraden – ZAZR sowie ZAZRK–, die
sich im Punkt ZA schneiden. Anhand des zusa¨tzlich eingezeichneten Lots von ZR auf
ZAZRK la¨sst sich der Schnittwinkel (ϕ) der beiden Geraden bestimmen.
Kurve in Abweichungen von Null a¨ußert. Im Falle einer Abweichung der Werte des
Winkels von 0 bedeuten negative Werte, dass die abruferlebensbasierte Gerade ZAZR
rechts des Schnittpunktes (ZA) unterhalb der konfidenzbasierten Geraden (ZAZRK)
verla¨uft. Negative Werte zeigen also einen umgekehrt-u-fo¨rmigen Verlauf der gesam-
ten z-ROC-Kurve an. Aus positiven ϕ-Werten folgt hingegen, dass ZAZR rechts des
Schnittpunkts oberhalb von ZAZRK verla¨uft. Positive ϕ-Werte zeigen also einen u-
fo¨rmigen Verlauf der z-ROC-Kurve an.
Das Verhalten des Winkels ϕ gibt somit die Kru¨mmung der Drei-Punkt-z-ROC-
Kurve direkt wieder. Ein alternativer Ansatz, die Kru¨mmung der ROC-Kurven zu be-
stimmen, liefe darauf hinaus, eine quadratische Funktion an die z-ROC-Punkte an-
zupassen. Dieses Vorgehen ist zwar ga¨ngiger, ha¨tte daru¨ber hinaus aber gegenu¨ber
der vorgeschlagenen Herangehensweise keinen bedeutenden Vorteil und ist außerdem
rechnerisch aufwendiger. Da der eben vorgestellte Ansatz zur Analyse von Drei-Punkt-
z-ROC-Kurven die Mo¨glichkeit bietet, die Frage nach Steigungsunterschieden zwi-
schen konfidenzbasierten und abruferlebensbasierten z-ROC-Kurven einerseits und
die damit verwandte Frage nach der Kru¨mmung der Drei-Punkt-z-ROC-Kurve ande-
rerseits in demselben Rahmen zu kla¨ren, wurde ersterer letzterem vorgezogen.
Deshalb werden im folgenden Abschnitt fu¨r jedes Modell Vorhersagen u¨ber die
bei Gu¨ltigkeit des jeweiligen Modells zu erwartenden Steigungswerte fu¨r konfidenz-
sowie abruferlebensbasierte ROC-Geraden und ϕ-Werte generiert, um diese anschlie-
ßend mit den empirisch ermittelten Daten vergleichen zu ko¨nnen.
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8.2 Ableitung von Vorhersagen fu¨r Schnittwinkel und
Steigungen
Wa¨hrend die Vorhersagen des SDM-Modells fu¨r ROC-Kurven von Remember-Know-
Guess-Untersuchungen identisch sind mit denjenigen, die Ratcliff et al. (1992) fu¨r
Rekognitionsuntersuchungen formuliert haben, ist eine formale Lo¨sung fu¨r die fu¨nf
anderen Modelle nicht leicht zu erreichen.
Wie bereits in Kapitel 3 diskutiert, zeigten Ratcliff et al. (1992), dass eindimen-
sionale Signalentdeckungsmodelle im Allgemeinen und damit auch das SDM-Modell
als Spezialfall selbiger lineare z-ROC-Kurven postulieren. Dabei entspricht die Stei-
gung solcher Geraden – die Gu¨ltigkeit des Modells vorausgesetzt – dem Verha¨ltnis
der Varianzen der Vertrautheitsverteilungen fu¨r alte Stimuli und Distraktoren. Vor dem
Hintergrund dieses Modells muss also erwartet werden, dass der Winkel ϕ einen Wert
von Null annehmen sollte. Entsprechend mu¨ssten die Steigungen der beiden Geraden
ZAZR und ZAZRK gleich groß sein.
Fu¨r die u¨brigen Modelle wurden Vorhersagen u¨ber Form und Verlauf der ROC-
Kurven anhand einer parametrischen Bootstrap-Simulation gewonnen. Dabei wur-
den auf der Basis der Annahmen des jeweils im Mittelpunkt der Betrachtung ste-
henden Modells Vorhersagen bezu¨glich der erwarteten Treffer- und Falsche-Alarm-
Wahrscheinlichkeiten fu¨r die drei Konfidenzbedingungen R, RK und A gewonnen;
die Antwortha¨ufigkeiten bestanden dabei aus korrekten und falschen Remember-
Antworten (R), korrekten sowie falschen Remember- bzw. Know-Antworten (RK)
und korrekten sowie falschen Alt-Antworten (A). Anhand der drei durch Remember-
Antworten, Remember- und Know-Antworten sowie Alt-Antworten resultierenden z-
ROC-Punkte wurden dann die Steigungen der beiden Geraden ZAZR und ZAZRK er-
mittelt, sowie der Winkel ϕ bestimmt, der zwischen den Geraden eingeschlossen wird.
Ziel dieser Simulationsstudie war es, eine mo¨glichst genaue Vorhersage fu¨r die im
na¨chsten Abschnitt dargestellte Analyse der empirischen ROC-Kurven abzuleiten. Es
war deshalb wichtig, dass die erzeugten Datensa¨tze mit den empirischen Daten ver-
wandt waren.
Damit die im Folgenden zu gewinnenden Modellvorhersagen auf die empirischen
ROC-Kurven anwendbar waren, wurden einerseits die spezifischen Parameterwerte,
anhand derer die Modellvorhersagen generiert wurden, aus den in Anhang C wieder-
gegebenen Scha¨tzwerten gezogen, die anhand der Daten aus den einzelnen experimen-
tellen Bedingungen bestimmt worden waren. Zusa¨tzlich wurden in jedem einzelnen
Simulationsdurchgang 148 ROC-Kurven erzeugt, die auf je drei Paaren von Wahr-
scheinlichkeiten beruhten, so dass jeder einzelne Simulationsschritt genauso viele Da-
ten umfasste, wie die spa¨ter zu analysierenden empirischen Daten.
Innerhalb der erzeugten Paare von Wahrscheinlichkeiten wurden Treffer-
Wahrscheinlichkeiten zu den zugeho¨rigen Falsche-Alarm-Raten in Bezug gesetzt. Dies
geschah erstens auf der Ebene aller Alt-Antworten, zweitens auf der Ebene einer Sam-
melkategorie, in die Remember- und Know-Antworten einflossen, sowie drittens auf
der Ebene einer Kategorie, die ausschließlich Remember-Antworten umfasste.
Die Vorhersage der Wahrscheinlichkeiten wurde fu¨r jedes Modell auf Basis der
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in Kapitel 4 dargestellten Modellgleichungen vorgenommen. Um spezifische Vorher-
sagen zu erreichen, wurden die in den Modellgleichungen enthaltenen Parameter mit
konkreten Werten versehen. Wie bereits erwa¨hnt, wurden die einzusetzenden Parame-
terwerte aus den Scha¨tzungen gewonnen, die sich, wie im vorangegangenen Kapitel
beschrieben, fu¨r die 148 experimentellen Bedingungen ergeben hatten. Die einzel-
nen Werte wurden zufa¨llig und weitgehend unabha¨ngig voneinander gezogen und zu
neuen Kombinationen zusammengesetzt, um die rekombinierten Parametervektoren
mo¨glichst unabha¨ngig von den empirischen Parametersa¨tzen zu gestalten. Eine Aus-
nahme von dieser Regel stellten Parametergruppen dar, die aufgrund der Modellannah-
men durch Gro¨ßer-Kleiner-Relationen zu Gruppen verbunden waren. Gruppen von auf
diese Weise verbundenen Parametern existieren fu¨r alle Modelle, die ganz oder teil-
weise auf signalentdeckungstheoretischen Annahmen aufbauen. Bei den betroffenen
Parametern handelt es sich ausnahmslos um Kriteriumsparameter. Fu¨r einige dieser
Parameter muss, wie in Kapitel 4 verdeutlicht, gelten, dass das auf einer Dimension
strengere Kriterium jeweils einen gro¨ßeren Wert erha¨lt als die auf der gleichen Di-
mension verankerten, aber laxeren Kriterien. Diese durch Gro¨ßer-Kleiner-Relationen
verbundenen Parametergruppen wurden gemeinsam aus einem der empirischen Para-
metersa¨tze gezogen. So wurde sichergestellt, dass die relationalen Restriktionen stets
gewahrt blieben.
Abha¨ngig von der Form des jeweiligen Modells galten solche Abha¨ngigkeitsregeln
fu¨r einige oder alle der bereitgehaltenen Kriteriumsparameter, wobei jeweils nur sol-
che Kriteriumsparameter betroffen waren, die auf derselben Dimension liegen. Fu¨r und
die beiden hybriden Signalentdeckungsmodelle HTSD sowie HTUVSD mussten alle
angenommenen Kriterien gemeinsam gezogen werden: Da die Kriterien auf einer ge-
meinsamen Vertrautheitsdimension variieren, muss das Kriterium CR gro¨ßer sein als
das Kriterium CK und dieses wiederum gro¨ßer als das Kriterium CO. Bei den Mo-
dellen Streak und SAC ist das Remember-Kriterium CR auf einer von den beiden
anderen Kriterien abgehobenen Ebene lokalisiert. Deshalb bildeten bei diesen zwei-
dimensionalen Signalentdeckungsmodellen jeweils zwei Kriteriumsparameter eine re-
lational verknu¨pfte Gruppe. Im Falle des Streak-Modells waren dies die Kriterien CO
und CG, wa¨hrend aus den Annahmen des SAC-Modells folgte, dass die Kriterien CO
und CK auf der Dimension der Detailaktivierung eine Gruppe relational verknu¨pfter
Parameter bilden. Entsprechend wurden die jeweiligen Parameterpaare CO und CG fu¨r
das Streak-Modell bzw. CO und CK fu¨r das SAC-Modell beim Sampling der Parame-
terwerte aus Parameterscha¨tzungen gezogen, die an derselben Analyseeinheit gewon-
nen worden waren. Die verbundenen Parametergruppen und die Parameter, fu¨r die die
Werte unabha¨ngig von den u¨brigen ermittelt wurden, ko¨nnen Tabelle 8.1 entnommen
werden.
Durch Einsetzen der unter den oben geschilderten Randbedingungen zufa¨llig aus-
gewa¨hlten Parameterwerte in die in Kapitel 4 dargelegten Modellgleichungen ließen
sich zuna¨chst fu¨r alle Modelle Vorhersagen fu¨r Treffer- und Falsche-Alarm-Raten in
den einzelnen Antwortkategorien generieren. Diese Antwortha¨ufigkeiten wurden in
zwei weiteren Schritten in z-ROC-Kurven verwandelt: Um die den ROC-Kurven zu-
grunde liegenden Wahrscheinlichkeiten zu erhalten, wurden im ersten Schritt alle auf
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Tabelle 8.1: U¨berblick u¨ber das in den modellbasierten Simulationen angewandte
Samplingschema. In Klammern zusammengefasste Parameter wurden gemeinsam ge-
zogen.
Modelle
4-States SAC Streak HTUVSD HTSD
r dx dx r r
k dy dy d
′ d′
d σ σ σ (CR,CK ,CO)
gR CR CR (CR,CK ,CO)
gK (CK ,CO) (CG,CO)
gG
dem jeweiligen Konfidenzniveau zu beru¨cksichtigenden Wahrscheinlichkeiten sum-
miert. Anschließend wurden dieseWahrscheinlichkeiten z-transformiert. Das Ergebnis
dieser Transformation bestand aus denjenigen z-Werten, die am oberen Ende der Stan-
dardnormalverteilung eine Fla¨che abschnitten, die den zu transformierenden Wahr-
scheinlichkeiten entsprachen.
Zur Ermittlung der Modellvorhersagen wurden fu¨r jedes Modell insgesamt 400
Replikationen des Originaldatensatzes generiert. Die Replikationsdatensa¨tze bestan-
den wie die Originaldatensa¨tze aus 148 Drei-Punkt-z-ROC-Kurven. Bei der Erzeu-
gung der einzelnen ROC-Tripel wurde Sorge dafu¨r getragen, dass sich die Treffer- und
die Falsche-Alarm-Raten zwischen den Konfidenzstufen R sowie RK einerseits und
A andererseits um mindestens .001 unterschieden. Durch diese Maßnahme sollte dem
Problem entgegengewirkt werden, dass die Steigungen der ROC-Geraden gegen Null
oder unendlich konvergierten.
Fu¨r jede einzelne ROC-Gerade wurden zudem Werte fu¨r den Winkel ϕ und die
Steigungen der konfidenzbasierten Geraden (sRK), sowie der abruferlebensbasierten
Geraden (sR) bestimmt. Auf der Ebene der Replikationsdatensa¨tze (n = 148) wurden
zusa¨tzlich Aggregate berechnet, die die Basis fu¨r die in Tabelle 8.2 wiedergegebenen
Ergebnisse bilden. Hier finden sich die mittleren vorhergesagten Steigungen sRK und
sR sowie der mittlere Schnittwinkel ϕ. Zudem wird die mittlere Wahrscheinlichkeit
pϕ>0 berichtet, mit der ϕ in den Replikationsdatensa¨tzen gro¨ßer als 0 war.
Betrachtet man die mittleren Steigungen sR und sRK , so fa¨llt auf, dass bei drei-
en der fu¨nf Modelle die abruferlebensbasierten Geraden im Mittel steiler ausfielen als
die konfidenzbasierten Geraden: Die anhand des SAC-Modell generierten Vorhersa-
gen fu¨r sR und sRK betrugen 1.44 respektive 0.92, fu¨r das Streak-Modell beliefen sich
die Steigungen auf 1.16 sowie 0.75 und fu¨r das 4-States-Modell auf 1.06 respektive
0.75. Anders verhielt es sich bei den beiden Varianten des Yonelinas-Modells. Bei bei-
den Modellvarianten war sR kleiner als sRK : Fu¨r das HTSD-Modell belief sich die
Steigung der abruferlebensbasierten z-ROC-Geraden auf 0.84, wa¨hrend die der konfi-
denzbasierten Geraden bei 0.88 lag. Fu¨r das HTUVSD-Modell betrugen die Steigun-
gen 0.98 respektive 0.99.
112 KAPITEL 8. ROC-ANALYSE
Tabelle 8.2: U¨berblick u¨ber die Ergebnisse von insgesamt 400 Replikationen des Ori-
ginaldatensatzes. Dargestellt werden die vorhergesagten mittleren Steigungen der Ge-
raden ZAZR (sR) und ZAZRK (sRK), ihr mittlerer Schnittwinkel (ϕ) sowie die relative
Ha¨ufigkeit pϕ>0, mit der in den einzelnen Simulationsdurchga¨ngen positive ϕ-Werte
beobachtet wurden.
SAC Streak
sR sRK ϕ pϕ>0
a sA,R sA,RK ϕ pϕ>0
MIN 0.09 0.11 -9.99 .58 0.10 0.18 -15.35 .43
M 1.44 0.92 2.83 .69 1.16 0.75 2.23 .55
SD(M) 0.27 0.09 0.44 .04 0.14 0.03 0.71 .04
MAX 24.83 8.82 18.23 .82 13.19 2.23 27.83 .67
HTSD HTUVSD
sA,R sA,RK ϕ pϕ>0 sA,R sA,RK ϕ pϕ>0
MIN 0.11 0.19 -6.04 .00 0.15 0.22 -6.17 .00
M 0.84 0.88 -0.88 .00 0.98 0.99 -0.31 .00
SD(M) 0.02 0.01 0.09 .00 0.04 0.03 0.07 .00
MAX 1.00 1.00 0.00 .00 2.51 2.52 0.00 .00
4-States
sA,R sA,RK ϕ pϕ>0
MIN 0.25 0.20 -8.80 .62
M 1.06 0.70 4.60 .74
SD(M) 0.05 0.02 0.55 .04
MAX 4.62 1.93 26.47 .83
aDie Basis fu¨r die Berechnung von Durchschnittswerten, Streuungen sowie Minimal- und Maxi-
malwerten bildeten 400 relative Ha¨ufigkeiten, mit denen das angegebene Ereignis in den einzelnen
Simulationsdurchga¨ngen auftrat.
Obwohl die Differenzen zwischen den Gesamtmittelwerten insbesondere bei dem
HTUVSD-Modell recht klein ausfielen, erwiesen sie sich allesamt als statistisch be-
deutsam, wie der paarweise Vergleich der jeweiligen Steigungsmittelwerte zeigte,
SAC: t399 = 56.16, Streak: t399 = 59.03, 4-States: t399 = 138.94, HTSD: t399 = -217.37,
HTUVSD: t399 = -89.23.
Wie zu erwarten war, ließ sich das bei den mittleren Steigungswerten auftretende
Muster von A¨hnlichkeiten und Unterschieden zwischen den Modellen bei der Analyse
der Schnittwinkel wiederfinden. Der mittlere Schnittwinkel ϕ fiel bei den drei Mo-
dellen, die im Mittel eine gro¨ßere Steigung der abruferlebensbasierten ROC-Geraden
vorhergesagt hatten, positiv aus, wa¨hrend er fu¨r die Yonelinas-Modelle negativ ausfiel.
Am augenfa¨lligsten von Null verschieden zeigte sich dabei der vor dem Hintergrund
des 4-States-Modells ermittelte ϕ-Wert mit 4.60. Diesem folgten diejenigen des SAC-
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Modells mit 2.83 und des Streak-Modells mit 2.23. Die auf der Basis der beiden hy-
briden Modelle HTSD und HTUVSD vorhergesagten ϕ-Werte beliefen sich auf -0.88
respektive -0.31 und lagen damit moderat unter Null.
Um zu u¨berpru¨fen, inwiefern aus den Modellen auf das Vorzeichen der ϕ-Werte
geschlossen werden kann, wenn – wie fu¨r die empirische Analyse geplant – 148 ROC-
Tripel analysiert werden, wurden fu¨r jeden der 400 Replikationsdatensa¨tze einzeln die
statistischen Tests durchgefu¨hrt, die fu¨r die empirischen Datensa¨tze verwendet werden
sollten.
So wurde zuna¨chst fu¨r jedesModell in 400 t-Tests auf einem Signifikanzniveau von
α = .05 u¨berpru¨ft, ob die ϕ-Werte der Replikationsdatensa¨tze von Null verschieden
waren. Bei dieser Analyse fielen bei fu¨nf Modellen 100% der Tests signifikant aus.
Einzige Ausnahme blieb hier das Streak-Modell, fu¨r das 356 der 400 Tests signifikant
ausfielen und durchga¨ngig in positiven t-Werten resultierten, wa¨hrend die restlichen 44
Tests nicht signifikant waren. Fu¨r das SAC-Modell und das 4-States-Modell ergaben
sich durchweg positive t-Werte, wa¨hrend die t-Werte fu¨r die beiden Yonelinas-Modelle
durchweg kleiner als 0 waren.
Dieses Befundmuster ließ sich in 400 anschließend durchgefu¨hrten Vorzeichen-
tests besta¨tigen, in denen u¨berpru¨ft wurde, ob die ϕ-Werte der einzelnen Simulati-
onsdurchga¨nge u¨berzufa¨llig ha¨ufig von Null verschieden waren. Abgesehen von einer
ho¨heren Zahl insignifikanter Testergebnisse bekra¨ftigten die Vorzeichentests die auf
der Basis der t-Tests gewonnenen Eindru¨cke. Die Zahl signifikanter Ergebnisse ver-
ringerte sich fu¨r das SAC-Modell von 400 auf 398 und fu¨r das Streak-Modell von 356
auf 64 signifikante Ergebnisse. Fu¨r das 4-States-Modell wiesen alle 400 Tests darauf
hin, dass die ϕ-Werte in mehr als der Ha¨lfte der Fa¨lle gro¨ßer als Null waren. Auch alle
Vorzeichentests, die fu¨r vor dem Hintergrund der Yonelinas-Modelle erzeugter Daten
durchgefu¨hrt wurden, fielen signifikant aus. Dabei waren die ϕ-Werte immer kleiner
als Null.
Gleiches wird deutlich, wenn man die in Tabelle 8.2 dargestellten relativen Ha¨ufig-
keiten, mit denen ϕ in den 400 Simulationsdurchga¨ngen im Mittel positiv ausfiel, be-
trachtet. Hier zeigt sich, dass dies fu¨r die beiden hybriden Modelle nie der Fall war.
Beim Streak-Modell lag dieser Wert mit einer mittleren relativen Ha¨ufigkeit von .55
nur knapp u¨ber dem Zufallsniveau von .50, wa¨hrend die relativen Ha¨ufigkeiten fu¨r
das SAC-Modell und das 4-States-Modell mit .69 respektive .74 vergleichsweise hoch
ausfielen.
Die in den bis hierhin berichteten Analysen erzielten Resultate lassen sich als
Vorhersagen der Modelle fu¨r empirische ROC-Geraden auffassen. Diese Vorhersa-
gen ko¨nnen im Folgenden anhand der empirischen ROC-Kurven u¨berpru¨ft werden,
die im Anschluss behandelt werden. Daher sollen die wesentlichen Erkenntnisse aus
der durchgefu¨hrten Simulation an dieser Stelle noch einmal zusammengefasst werden.
Fu¨r die folgende Analyse besonders beachtenswert scheint, dass sich die Model-
le darin unterscheiden, ob sie positiv oder negativ beschleunigte z-ROC-Kurven er-
warten lassen. Drei der Modelle – das sind das Streak-, das SAC-, und das 4-States-
Modell, – sagen fu¨r die empirischen Daten ein positives mittleres ϕ vorher, wa¨hrend
das HTSD- und das HTUVSD-Modell ein negatives ϕ erwarten lassen. In gleicher
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Weise unterscheiden sich die Modelle hinsichtlich der vorhergesagten Steigungen: Vor
dem Hintergrund beider Versionen des Yonelinas-Modells sollte die Steigung der abru-
ferlebensbasierten Geraden geringer ausfallen als die der konfidenzbasierten Geraden,
wa¨hrend den drei u¨brigen Mehr-Prozess-Modellen zufolge die abruferlebensbasierte
Gerade gro¨ßer sein sollte als die konfidenzbasierte.
8.3 Analyse der empirischen ROC-Kurven
An dieser Stelle sollen die empirischen Antwortha¨ufigkeiten in ROC-Kurven u¨berfu¨hrt
und analysiert werden. Als Daten wurden dazu jene Daten verwendet, die in den 148
einzelnen experimentellen Bedingungen berichtet wurden. Die Auswertung der em-
pirischen ROC-Kurven verlief dabei analog zu der Auswertung, die im Rahmen der
im vorhergehenden Abschnitt geschilderten Simulationsstudie durchgefu¨hrt wurde. Im
Folgenden werden also die Steigungen der abruferlebensbasierten und der konfidenz-
basierten Geraden sowie der zwischen diesen Geraden eingeschlossene Schnittwinkel
ϕ im Mittelpunkt des Interesses stehen.
Bei der Analyse der empirischen ROC-Kurven stellen sich zwei zentrale Fragen,
die in den folgenden Betrachtungen einer Beantwortung zugefu¨hrt werden sollen: Zum
einen muss u¨berpru¨ft werden, inwiefern die Drei-Punkt-z-ROC-Kurven mehrheitlich
positiv respektive negativ beschleunigt sind, und zum anderen ist zu untersuchen, wel-
che Werte die Steigungen sRK und sR in den empirischen Daten annehmen.
Diese Fragen stellen sich insbesondere deshalb, weil die Antworten dazu beitragen
ko¨nnen zwischen – im Sinne von deskriptiver Ada¨quatheit – besseren und schlech-
teren Modellen zu diskriminieren. Diese Mo¨glichkeit ist dem Umstand zu verdan-
ken, dass sich aus den Modellen mehr oder minder klare Vorhersagen u¨ber den Aus-
gang dieser Analysen ableiten ließen: Aus den Annahmen des eindimensionalen Si-
gnalentdeckungsmodells la¨sst sich, wie geschildert, die Hypothese ableiten, dass ϕ
gleich Null oder zumindest nicht u¨berzufa¨llig ha¨ufig von Null verschieden sein soll-
te. Aufgrund der im vorangegangenen Abschnitt beschriebenen Simulationen ließen
sich fu¨r die u¨brigen Modelle a¨hnliche Hypothesen konstruieren. Bei Gu¨ltigkeit eines
der Yonelinas-Modelle wa¨re beispielsweise zu erwarten, dass ϕ mehrheitlich negative
Werte annimmt, wa¨hrend die u¨brigen Modelle mehrheitlich positive ϕ-Werte vorher-
sagten. Ebenso wa¨re vor dem Hintergrund der Yonelinas-Modelle ein negatives mitt-
leres ϕ zu erwarten, wa¨hrend die u¨brigen Modelle ein mittleres ϕ vorhersagten, das
gro¨ßer als Null sein sollte. Da die Untersuchung von ϕ und die Ermittlung globa-
ler Steigungsunterschiede insofern eng miteinander verzahnt sind, als sR immer dann
gro¨ßer als sRK ausfa¨llt, wenn ϕ gro¨ßer als 0 ist, und im gegenteiligen Falle kleiner
als sRK ist, genu¨gt es festzustellen, welche Werte die Steigungen annehmen. Die fu¨r
die einzelnen experimentellen ermittelten ROC-Indizes ko¨nnen Anhang B entnommen
werden.
Ein U¨berblick u¨ber die Ergebnisse liefert Tabelle 8.3. Man sieht hier, dass die mitt-
lere Steigung der abruferlebensbasierten Geraden sR mit einemWert von 0.98 deutlich
u¨ber der mittleren Steigung der konfidenzbasierten Geraden sRK lag, die 0.70 betrug.
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Tabelle 8.3: U¨berblick u¨ber die Ergebnisse der Analyse von 148 empirisch gewonnen
ROC-Datensa¨tzen. Dargestellt werden die mittleren Steigungen der Geraden ZAZR
(sR) und ZAZRK (sRK), ihr mittlerer Schnittwinkel (ϕ) sowie die relative Ha¨ufigkeit
pϕ>0, mit der positive ϕ-Werte beobachtet wurden.
Steigung Winkel
sR sRK ϕ pϕ<0
Min 0.29 0.02 -6.49 –
M 0.98 0.70 4.56 .83
SD 0.43 0.35 5.68 –
Max 2.68 2.43 21.57 –
Dieser Gro¨ßenunterschied setzte sich im mittleren Schnittwinkel der beiden ROC-
Geraden fort; mit einem mittleren Wert von 4.56 fiel ϕ positiv aus und erwies sich
als statistisch von Null verschieden, t147 = 9.77. Zudem war ϕ fu¨r 123 der 148 Bedin-
gungen gro¨ßer als 0. Damit fielen die ϕ-Werte in 83% der Bedingungen positiv. Dies
war mehr als aufgrund des bloßen Zufalls erwartet werden konnte, pbinom(123, 148) ¡
.01.
8.4 Diskussion
Die in diesem Kapitel vorgestellten Resultate ko¨nnen aus zwei Perspektiven heraus
betrachtet werden. Zuna¨chst lassen sich die hier festgestellten Eigenschaften der empi-
rischen ROC-Kurven in einen Zusammenhang bringen mit den in Kapitel 3 vorgestell-
ten Untersuchungen, in denen ROC-Geraden aus Remember-Know-Untersuchungen
verglichen wurden mit ROC-Kurven aus Rekognitionsuntersuchungen, in denen Kon-
fidenzurteile erfragt wurden. Daru¨ber hinaus liefern die empirischen ROC-Kurven
wichtige Hinweise daru¨ber, welche der in Kapitel 4 vorgestellten Modelle von den
empirischen Daten gestu¨tzt werden. Um diesen zweiten Punkt na¨her zu beleuchten,
braucht es eine Zusammenschau der in den beiden vorigen Abschnitten gelieferten
Daten bezu¨glich der abgeleiteten bzw. simulierten Modellvorhersagen einerseits und
die empirischen ROC-Kurven betreffend andererseits.
Dadurch, dass sich die aus Remember-Know-Guess-Untersuchungen konstruier-
baren Drei-Punkt-ROC-Kurven in zwei Geraden unterteilen lassen, von denen eine
den ROC-Kurven a¨hnlich ist, die in Rekognitionsuntersuchungen erhoben werden,
wa¨hrend die andere enger mit herko¨mmlichen Remember-Know-ROC-Geraden in Be-
ziehung steht, lassen sich Fragen aus der Literatur aufgreifen, die bis dahin schwer
zu beantworten waren. Dabei handelt es sich insbesondere um die von Rotello et al.
(2004) aufgeworfene und von Wixted und Stretch (2004) aufgegriffene Frage nach
Unterschieden in den Steigungen zwischen konfidenzbasierten ROC-Kurven einerseits
und Remember-Know-ROC-Geraden andererseits.
Die im vorhergehenden Abschnitt pra¨sentierten Resultate weisen auf deutliche Un-
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terschiede zwischen den Steigungen dieser beiden Arten von ROC-Kurven hin. Dabei
sind diese Unterschiede anders als in der Arbeit von Wixted und Stretch (2004) inso-
fern durchga¨ngig, als sie nicht nur in den mittleren Steigungen wiedergefunden werden
ko¨nnen, sondern zusa¨tzlich auch in den Ha¨ufigkeiten aufscheinen, mit denen abrufer-
lebensbasierte ROC-Geraden steiler waren als ihre konfidenzbasierten Gegenstu¨cke.
Der Unterschied zwischen den Steigungen der beiden Geraden trat in den Ergeb-
nissen deutlich zu Tage: Wa¨hrend abruferlebensbasierte ROC-Geraden im Mittel eine
Steigung von 0.98 aufwiesen, lag die mittlere Steigung der konfidenzbasierten ROC-
Geraden nur bei 0.70. Dieser Unterschied ist insofern interessant, als sich in diesen
Ergebnissen die Werte wiederfinden lassen, die Rotello et al. (2004) fu¨r ROC-Geraden
auf der Basis von Remember-Know-Daten berichtet haben. Wie in Kapitel 3 erla¨utert,
stellten die genannten Autoren fest, dass ROC-Kurven, die auf Abruferlebensberich-
ten fußten, eine Steigung von ungefa¨hr 1 aufwiesen. Dies steht im Widerspruch zu den
Resultaten von ROC-Analysen fu¨r Rekognitionsexperimente, in denen ROC-Kurven
anhand von Konfidenzurteilen gewonnen wurden. Glanzer et al. (1999) ermittelten
fu¨r solche Untersuchungen eine deutlich geringere Steigung. Wa¨hrend, wie Wixted
und Stretch (2004) ausfu¨hrten, gegen den direkten Vergleich von Steigungswerten aus
unterschiedlichen Arten von Untersuchungen spricht, dass Unterschiede in der mitt-
leren Steigung auch auf Unterschiede im Untersuchungsdesign zuru¨ckgefu¨hrt werden
ko¨nnen, gilt dieses Argument fu¨r die vorliegenden Daten nicht. Da allen Scha¨tzungen
die gleichen Daten zugrunde lagen, muss die Erkla¨rung fu¨r die gefundenen Steigungs-
unterschiede in der Natur des Abruferlebens selbst bzw. in den dem Abruferleben zu-
grunde liegenden Prozessen gesucht werden.
Fu¨r sich genommen stellt dieser Befund bereits eine interessante Beobachtung dar.
Fu¨r den Vergleich der in Kapitel 4 vorgestellten Modelle bot es sich allerdings an, noch
einen Schritt weiter zu gehen und die empirischen ROC-Daten mit den auf der Basis
der Modelle abgeleiteten bzw. simulierten ROC-Kurven zu vergleichen. Bei einem
solchen Vergleich fa¨llt auf, dass die empirischen ROC-Kurven weder den Vorhersagen
entsprachen, die vor dem Hintergrund des eindimensionalen Signalentdeckungsmo-
dell zu erwarten waren, noch mit den Vorhersagen der Yonelinas-Modelle kompati-
bel waren. Die Ergebnisse sprechen dabei sowohl bezu¨glich der Steigungsdifferenzen
als auch bezu¨glich des Schnittwinkels eine klare Sprache: Die alleinige Analyse von
Remember-Antworten fu¨hrte verglichen mit der Analyse von Remember- und Know-
Antworten zu einem Effizienzverlust, der sich darin ausdru¨ckt, dass mehr Falsche Alar-
me in die Remember-Kategorie fielen als es zu erwarten gewesen wa¨re, wenn die An-
nahmen des eindimensionalen Signalentdeckungsmodells gu¨ltig wa¨ren.
Dieses Datenmuster ist prinzipiell mit allen drei u¨brigen Modellen kompatibel. Ein
Ausbleiben dieses Resultates ha¨tte fu¨r das SAC- sowie das 4-States-Modell allerdings
schwerer gewogen als fu¨r das Streak-Modell, da fu¨r die ersteren alle bzw. nahezu alle
400 Simulationen zu signifikanten Unterschieden in die gegebene Richtung gefu¨hrt
hatten, das Streak-Modell hingegen zusa¨tzlich mit Daten vereinbar gewesen wa¨re, die
den Vorhersagen des eindimensionalen Signalentdeckungsmodells entsprochen ha¨tten.
Betrachtet man die ermittelten Steigungswerte sowie den mittleren Schnittwinkel
und vergleicht diese mit den simulierten Werten, so lagen die empirischen Daten am
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na¨chsten an den Vorhersagen des 4-States-Modells. Dessen Vorhersagen wichen mit
1.06 fu¨r die Steigung der abruferlebensbasierten ROC-Geraden und 0.70 fu¨r die konfi-
denzbasierte Gerade nur wenig bzw. gar nicht von den empirisch ermittelten Daten ab.
Genauso lag der empirische Winkelwert mit 4.56 nur knapp unter dem vor dem Hinter-
grund des multinomialen Berarbeitungsbaummodells zu erwartenden mittleren ϕ von
4.60. In allen Maßen wichen die Vorhersagen der beiden anderen infrage kommenden
Modelle weiter von den empirisch erhaltenen Werten ab.
Diese Ergebnisse weisen auf die im na¨chsten Kapitel zu behandelnde deskriptive
Ada¨quatheit der zu vergleichenden Modelle hin. Darin wird jedoch insofern u¨ber die
hier betrachtete U¨bereinstimmung zwischen theoretisch vorhergesagten und empiri-
schen Datenmustern hinausgegangen, als Maximum-Likelihood-Verfahren eingesetzt





In den beiden vorausgegangen Kapiteln sind die Daten der in den Modellvergleich
aufgenommenen Studien in einzelne Bedingungen dekomponiert und auf dieser Basis
analysiert worden. In den nun folgenden Teilen wurden die in der Literatur berichteten
Experimente jeweils als Ganzes betrachtet und analysiert. In diesem Kapitel wird es
dabei um die deskriptive Ada¨quatheit der Modelle gehen, also um die Frage, inwie-
fern die Modelle in der Lage waren, die empirisch erlangten Daten zu beschreiben.
Verwendet wurden hierzu – wie in Kapitel 5 vorgeschlagen – ML-basierte Maße, die
zur Bestimmung der deskriptiven Ada¨quatheit geeignet sind. Dabei handelte es sich
vor allem um die Likelihood-Quotienten-StatistikG2 sowie das Informationskriterium
AICc.
Das folgende Kapitel gliedert sich in zwei Teile. In dem ersten der beiden Teile
wird der Vergleich der Modelle hinsichtlich ihrer Datenanpassungsleistung behandelt,
wobei auf die oben genannten Indizes zuru¨ckgegriffen wurde. Im zweiten Teil wurden
diese Indizes erweitert um eine bootstrappingbasierte Abscha¨tzung des Modellopti-
mismus. Der Modelloptimismus, der als Ausdruck des Vorhersagefehlers betrachtet
werden kann, wurde, wie von Efron und Tibshirani (1993) vorgeschlagen, mit der Me-
thode der Bootstrap-Modellselektion bestimmt. Anhand des Vorhersagefehlers sollte
zusa¨tzlich zu der Untersuchung der deskriptiven Ada¨quatheit festgestellt werden, ob
die in der ersten Analyse beobachtete Datenanpassungsleistung unabha¨ngig von der
Komplexita¨t der einzelnen Modelle ist. Dies war, wie bereits erla¨utert, unerla¨sslich,
um feststellen zu ko¨nnen, inwiefern die Komplexita¨t eines Modells der Generalisier-
barkeit seiner Vorhersagen im Wege steht. Sollten die Ergebnisse der beiden Analysen
keine U¨bereinstimmung zeigen, so steht zu befu¨rchten, dass die Parameterscha¨tzun-
gen der betroffenen Modelle sta¨rker durch Messfehler verzerrt waren als die Parame-
terscha¨tzungen der anderen Modelle.
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9.1 Likelihood-Quotienten-Tests und AIC-basierte
Analysen
Der nun folgende Abschnitt befasst sich mit dem Vergleich der Modelle hinsichtlich
der Datenanpassungsleistung, die sie bei der Anpassung an komplexere Datensa¨tze
erreichen. Die Dateneinheiten waren hierbei insofern komplexer, als die Ausga¨nge
vollsta¨ndiger Experimente modelliert wurden. Anhand dieser Daten wurden Para-
meterscha¨tzungen vorgenommen und Datenanpassungsindizes bestimmt, die den an-
schließend durchgefu¨hrten Modellvergleichen zugrunde liegen. Die Parameterscha¨tz-
methode entsprach dabei dem in Kapitel 7 dargestellten Vorgehen: Wie auch bei den
dort geschilderten Scha¨tzungen wurden fu¨r jedes Modell insgesamt zehn Scha¨tzungen
vorgenommen; berichtet werden jeweils die Daten des Durchgangs, der den gro¨ßten
LL-Wert aufwies. Dieser maximale LL-Wert wurde anschließend anhand der in Glei-
chung 5.5 festgehaltenen Rechenvorschrift in einen G2-Wert transformiert. Zusa¨tzlich
wurde entsprechend der in Tabelle 5.1 niedergelegten Formel der auf die Verwendung
kleiner Stichproben angepasste AIC-Wert1 berechnet.
Anders als bei der Analyse der einzelnen Bedingungen wurde bei der Bestim-
mung der deskriptiven Ada¨quatheit auf der Basis ganzer Experimente darauf verzich-
tet, das Fehlen von Distraktorbedingungen durch mehrmaliges Verwenden einzelner
Antwortha¨ufigkeiten aufzufangen. Diese Maßnahme eru¨brigte sich bei der angestreb-
ten Analyse, da sich die Modelle durch das Gleichsetzen von Parametern in Varianten
u¨berfu¨hren ließen, die sich dazu eigneten, die Daten der Experimente so wiederzuge-
ben, wie sie erhoben wurden. Die Modellvarianten, mit denen aus Untersuchungen,
die ein unvollsta¨ndiges Design aufwiesen, – bei denen also zu einer einzigen Distrak-
torklasse zwei oder mehr Gruppen alter Reize geho¨rten – Parameterwerte gescha¨tzt
wurden, wurden dadurch erzeugt, dass alle Parameter gleich gesetzt wurden, die so-
wohl in den Modellgleichungen der miteinander verbundenen Gruppen alter Stimuli
als auch in den Gleichungen fu¨r die jeweils verbindenden Distraktoren auftauchen.
Die Anpassung an unvollsta¨ndige Designs bedeutete fu¨r SDM-, HTSD- und
HTUVSD-Modell sowie SAC-Modell, dass zwischen den verbundenen Zielreizklas-
sen alle Kriteriumsparameter CR, CK und CO bzw. CR, CK und CG paarweise gleich-
gesetzt wurden. Entsprechend wurden fu¨r das 4-States-Modell die Rateparameter gR,
gK und gG zwischen den verbundenen Reizklassen gleichgesetzt.
Fu¨r das Streak-Modell musste allerdings von diesem generellen Verfahren abgewi-
chen werden. Da in den Modellgleichungen dieses Modells alle Parameter – von dem
Streuungsparameter einmal abgesehen – sowohl in den fu¨r die Zielreize relevanten
Gleichungen als auch in den Gleichungen fu¨r Distraktoren vorhanden sind, wa¨re eine
Gleichheitsrestriktion nach oben geschildertem Muster gleichbedeutend mit der Be-
hauptung, dass es keine Unterschiede zwischen den verschiedenen Zielreizbedingun-
gen geben du¨rfe. Um die deskriptive Ada¨quatheit dieses Modells vergleichbar streng
zu erfassen wie die der u¨brigen Modelle, wurden daher auch fu¨r das Streak-Modell
1Im Folgenden werden die Begriffe AIC und AICc synonym verwendet. Bei den Werten, auf die
damit Bezug genommen wird, handelt es sich durchga¨ngig um AICc-Werte.
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Abbildung 9.1: Dargestellt werden die relativen Ha¨ufigkeiten, mit denen G2-
Anpassungstests fu¨r die zu vergleichenden Modelle bei α = .05 in signifikante Er-
gebnisse mu¨ndeten. Relativiert wurde dabei an der Anzahl von Datensa¨tzen, die mehr
freie Datenkategorien bereithielten als fu¨r die Scha¨tzung der Parameter des jeweiligen
Modells erforderlich waren.
nur die Kriteriumsparameter CR, CG und CO zwischen den verbundenen Kategori-
en gleichgesetzt. Die Sensitivita¨tsparameter dx und dy durften hingegen zwischen den
Zielwortbedingungen variieren. Fu¨r die Modellierung der Antwortha¨ufigkeiten in den
Distraktorklassen wurden die beno¨tigten Sensitivita¨tsparameter von der jeweils ersten
der zugeho¨rigen Zielreizklassen u¨bernommen. Die Sensitivita¨tsscha¨tzer der u¨brigen
Zielreizklassen konnten frei variieren.
Im ersten Schritt zur Bestimmung der deskriptiven Ada¨quatheit wurden fu¨r jedes
Modell G2-Datenanpassungstests auf einem Signifikanzniveau von α = .05 durch-
gefu¨hrt. Dies war fu¨r die fu¨nfparametrischen Modelle, also fu¨r das HTSD- und das
SDM -Modell, fu¨r alle 46 Untersuchungen mo¨glich, da die Anzahl der frei variie-
renden Datenkategorien durchga¨ngig die Anzahl der aus den Daten zu scha¨tzenden
Modellparameter u¨bertraf. Fu¨r die vier sechsparametrischen Modelle entsprach die
Anzahl der freien Datenkategorien in der Regel der Anzahl der aus den Datensa¨tzen
zu scha¨tzenden Parameter. Nur fu¨r die Experimente, die zu den unvollsta¨ndigen Desi-
gns za¨hlten, standen auch fu¨r diese Modelle freie Datenkategorien zum Test der Mo-
dellgu¨ltigkeit zur Verfu¨gung.
In Abbildung 9.1 finden sich die relativen Ha¨ufigkeiten, mit denen G2-Tests stati-
stisch bedeutsame Abweichungen der Datenanpassungsgu¨te von der des Null-Modells
anzeigten. Die Anzahl signifikanter Tests wurde dabei relativiert an der Anzahl mo¨gli-
cher Tests; wie oben dargelegt, waren das fu¨r die fu¨nfparametrischen Modelle alle 46
Experimente und fu¨r die sechsparametrischen Modelle jene 21 Untersuchungen mit
unvollsta¨ndigen Designs. Wie man in der Abbildung sieht, schnitt das SAC-Modell mit
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Abbildung 9.2: Dargestellt wird die Ha¨ufigkeit, mit der die verglichenen Modelle als
im Sinne des AIC-Wertes bestpassendes Modell klassifiziert wurden.
19% Zuru¨ckweisungen am besten ab. Die restlichen Modelle wurden teilweise deut-
lich ha¨ufiger zuru¨ckgewiesen. So bewa¨hrte sich das 4-States-Modell am zweitbesten,
wurde aber in 42.86% der Tests zuru¨ckgewiesen. Darauf folgten das SDM-Modell
mit 47.83% Zuru¨ckweisungen und das HTUVSD-Modell mit 57.14%. Die ho¨chsten
Zuru¨ckweisungsraten wiesen das Streak-Modell mit 66.67% und das HTSD-Modell
mit 67.40% auf.2
In einem zweiten Schritt wurden die Modelle hinsichtlich ihrerAIC-Werte mitein-
ander verglichen. DieAIC-Werte lieferten aus drei Perspektiven informative Ausku¨nf-
te u¨ber die deskriptive Ada¨quatheit der Modelle. Zum einen ließ sich mit Hilfe dieses
Indexes feststellen, welches der betrachteten Modelle zu einem gegebenen Datensatz
am besten passte. Dieses AIC-bestpassende Modell zeichnete sich durch den gering-
sten AIC-Wert aus. Zweitens ließ sich feststellen, inwiefern ein Modell in Termini
von AIC nicht bedeutsam schlechter war als das AIC-bestpassende Modell. Drittens
schließlich ließen sich die AIC-Werte der verschiedenen Modelle fu¨r jeden einzel-
nen Datensatz in eine Rangreihe bringen, so dass die Modelle dahingehend verglichen
werden konnten, welche Rangposition sie relativ zu den u¨brigen Modellen im Mittel
einnahmen.
Die Ergebnisse der ersten Analyse finden sich in Abbildung 9.2 wieder. Wie man
dieser Abbildung entnehmen kann, waren zwei Modelle nahezu gleich ha¨ufig das
AIC-bestpassende Modell. Bei diesen beiden Modellen handelte es sich zum einen
um das eindimensionale Signalentdeckungsmodell SDM und zum anderen um das
2Eine U¨bersicht u¨ber die Datenanpassungsindizes, die fu¨r die hier berichteten Analysen ermittelt
wurden, findet sich in Anhang F.
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Abbildung 9.3: Dargestellt wird die Ha¨ufigkeit, mit der die einzelnen Modelle
im Sinne von AIC-Differenzwerten (∆AIC) als nicht bedeutsam von dem AIC-
bestpassenden Modell verschieden klassifiziert wurden. Als Bedeutsamkeitskriterium
wurde ein ∆AIC-Wert von 10 oder gro¨ßer verwendet.
zweidimensionale Signalentdeckungsmodell SAC. Dabei war das SDM-Modell bei 17
der 46 Experimente – also bei 36.96% aller Experimente – dasAIC-bestpassende Mo-
dell. Das SAC-Modell hingegen erreichte bei 34.78% aller Experimente den geringsten
AIC-Wert und war damit fu¨r 16 der 46 Datensa¨tze das bestpassende Modell. Bei nur
noch 7 der 46 Experimente erwies sich das 4-States-Modell als AIC-bestpassendes
Modell. Mit seiner Rate von insgesamt 15.22% u¨bertraf es jedoch das darauf folgende
HTSD-Modell um nahezu das Doppelte. Dieses nahm mit insgesamt 4 der 46 Expe-
rimente, bei denen es als AIC-bestpassendes Modell abschnitt, den vierten Platz ein.
Bei den beiden verbleibenden Datensa¨tzen erwies sich das Streak-Modell als dasAIC-
bestpassende Modell. Anders als das HTSD-Modell, das sich immerhin fu¨r 8.70% der
Experimente alsAIC-bestpassend gezeigt hat, war derAIC-Wert, den das HTUVSD-
Modell erreichte, durchga¨ngig gro¨ßer als der AIC-Wert von mindestens einem der
konkurrierenden Modelle.
Neben der Bestimmung des bestpassenden Modells ließ sich differenzieren zwi-
schen solchen Modellen, deren AIC-Wert sich bedeutsam von dem des bestpassen-
den Modells unterschied, und den Modellen, deren AIC-Wert nicht bedeutsam gro¨ßer
war als der AIC-Wert des bestpassenden Modells. Um eine entsprechenden Analyse
vorzunehmen, wurden in einem ersten Schritt fu¨r jedes Experiment die Differenzen
zwischen dem fu¨r jedes Modell bestimmten AIC-Wert und dem AIC-Wert des best-
passendenModells ermittelt. Auf dieseWeise resultiertenAIC-Differenzwerte, die als
∆AIC-Werte bezeichnet werden. Fu¨r das bestpassende Modell betra¨gt ∆AIC immer
124 KAPITEL 9. DESKRIPTIVE ADA¨QUATHEIT
Null, dieWerte der u¨brigenModelle bewegen sich oberhalb von Null. In einem zweiten
Schritt ließen sich die ∆AIC-Werte der einzelnen Modelle in Analogie zu herko¨mm-
lichen Signifikanztests mit einem kritischen Wert vergleichen, der bei 10 angesiedelt
wurde. Eine Differenz von 10 oder gro¨ßer zeigt erfahrungsgema¨ß einen bedeutsamen
Unterschied zwischen zweiAIC-Werten an (vgl. Burnham&Anderson, 2002). Betrug
also der ∆AIC-Wert eines Modells 10 oder mehr, so wurde davon ausgegangen, dass
dieses Modell bedeutsam schlechter zu den Daten passte als das AIC-bestpassende
Modell. Eine AIC-Differenz, die kleiner als 10 war, wurde hingegen als Hinweis dar-
auf gedeutet, dass das gegebene Modell nicht bedeutsam schlechter abschnitt als das
AIC-bestpassende Modell.
In Abbildung 9.3 wird der Anteil der Experimente dargestellt, bei denen der
∆AIC-Wert eines gegebenenModells weniger als 10 betrug. In dieser Wertung schnitt
das SAC-Modell, das aus der vorherigen Analyse als zweitbestes Modell hervorge-
gangen war, am besten ab. Sein AIC-Wert war fu¨r 45 der 46 Experimente weniger
als zehn Punkte kleiner als der AIC-Wert des AIC-bestpassenden Modells. Dieses
Ergebnis entsprach einer Bewa¨hrungsrate von 97.83%. Als zweitbestes Modell die-
ser Analyse erschien das 4-States-Modell. Es war bei insgesamt 39 Experimenten das
bestpassende Modell oder nicht bedeutsam schlechter als das bestpassende Modell.
Die Bewa¨hrungsrate des 4-States-Modells lag mit 84.78% u¨ber derjenigen des Streak-
Modells, die 78.26% betrug. Damit bewa¨hrte sich das Streak-Modell bei 36 Experi-
menten. An vierter Stelle folgte das SDM-Modell, welches bei insgesamt 34 der 46
Experimente das AIC-beste Modell war oder nicht bedeutsam schlechter als das best-
passende Modell abschnitt. Die Bewa¨hrungsquote des SDM-Modells fiel mit 73.91%
um mehr als 10% gro¨ßer aus als die des HTUVSD-Modells. Die Bewa¨hrungsrate
dieses Modells betrug 63.04%. Von einer Bewa¨hrung des HTUVSD-Modells konn-
te bei 29 der 46 Datensa¨tze ausgegangen werden. Zuletzt folgte die zweite Variante
des Yonelinas-Modells: Das HTSD-Modell war bei 26 Experimenten nicht bedeutsam
schlechter als das jeweils bestpassende Modell und bildete mit einer Bewa¨hrungsquote
von 56.52% das Schlusslicht unter den konkurrierenden Modellen.
In dem folgenden Analyseschritt wurde das Ziel verfolgt, die Modelle hinsichtlich
ihrer Datenanpassungsleistung direkt miteinander zu vergleichen. Einen statistisch ab-
gesicherten Vergleich zwischen denModellen erlauben multiple Vergleiche, die auf der
Basis der von den Modellen gea¨ußerten Datenanpassungsleistung durchgefu¨hrt wer-
den. Da es unu¨blich ist, statistische Tests u¨ber Indizes der Datenanpassungsleistung
durchzufu¨hren, wurden diese – wie im Folgenden beschrieben – in ordinale Daten
u¨berfu¨hrt.
Dazu wurden auf der Basis der von den Modellen erreichten AIC-Werte fu¨r jedes
Experiment Rangpla¨tze vergeben. Das AIC-beste Modell erhielt dabei den Rangplatz
1, das Modell mit dem zweitkleinsten AIC-Wert den Rangplatz 2 und so weiter. Klei-
nere Rangpla¨tze wiesen also auf ein besseres Abschneiden hin.
Der Vergleich der Modelle wurde letztlich in zwei Schritten vorgenommen: Im
ersten Schritt wurde auf globaler Ebene u¨berpru¨ft, ob sich die Modelle systematisch
darin unterschieden, wie ha¨ufig sie einen geringeren AIC-Wert erreichten als die kon-
kurrierenden Modelle. Anschließend wurde, auf diesen globalen Unterschieden zwi-
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Abbildung 9.4: Dargestellt werden die mittleren AIC-Ra¨nge, die die einzelnen Mo-
delle u¨ber alle Datensa¨tze hinweg eingenommen haben. Dabei repra¨sentieren kleinere
Ra¨nge bessere AIC-Werte.
schen den Modellen aufbauend, untersucht, zwischen welchen Modellen im Einzel-
nen statistisch bedeutsame Differenzen in den Ha¨ufigkeiten auftraten, mit denen ein
bestimmtes Modell u¨ber die Experimente hinweg tendenziell einen geringeren AIC-
Wert aufwies als ein zweites Modell, mit dem es verglichen wurde.
Die mittleren Rangpla¨tze, die die einzelnen Modelle u¨ber alle Experimente hin-
weg eingenommen haben, ko¨nnen Abbildung 9.4 entnommen werden. Auch bei der
Betrachtung der Rangpla¨tze schnitt das SAC-Modell mit einem mittleren Rang von
2.15 besser ab als die u¨brigen Modelle. Den zweitbesten Rang nahm das SDM-Modell
ein, das einen mittleren Rangplatz von 2.67 erreichte. Im Mittel auf einen Rang von
3.30 kam das 4-States-Modell. Darauf folgte das Streak-Modell mit einem mittleren
Rang von 3.63. Die Endpositionen belegten die Yonelinas-Modelle: Von diesen bei-
den Modellen erreichte das HTSD-Modell einen mittleren Rangplatz von 4.30 und
das HTUVSD-Modell ein Rangmittel von 4.93. Letzteres erhielt damit von den sechs
konkurrierenden Modellen im Mittel den schlechtesten Rangplatz.
Ob sich die eingenommenen Rangpla¨tze im statistischen Sinne bedeutsam vonein-
ander unterschieden, ließ sich mit Hilfe eines Quade-Tests kla¨ren (vgl. Conover, 1999).
Wesentlicher Bestandteil der Teststatistik des Quade-Tests sind die Differenzen zwi-
schen den jeweils erreichten Ra¨ngen und dem Mittel der mo¨glichen Ra¨nge. Bei sechs
mo¨glichen Ra¨ngen entsprach der letztgenannte Wert genau 31
2
. Die Differenzen zwi-
schen dem tatsa¨chlich erreichten Rang und 3.5 wurden zusa¨tzlich mit der Spannbreite
auf der den Ra¨ngen zugrunde liegenden abha¨ngigen Variable gewichtet. Im Falle der
AIC-Werte bestand die fu¨r jedes einzelne Experiment angewandte Gewichtung aus
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Tabelle 9.1: Dargestellt werden multiple Vergleiche hinsichtlich der Rangpositionen,
die den Modellen anhand der in den einzelnen Experimenten erlangten AIC-Werte
zugeteilt wurden. Berichtet werden, wie von Conover (1999) vorgeschlagen, Quadrat-
summendifferenzen. Ein signifikantes Ergebnis lag dann vor, wenn diese Werte den
kritischen Wert von 822.34 u¨berschritten. Statistisch bedeutsame Abweichungen zwi-
schen den Modellen werden durch ? angezeigt.
Modelle
Modelle SAC SDM 4-States Streak HTUVSD
SDM 921?
4-States 1492? 571
Streak 1660? 739 168
HTUVSD 3060? 2139? 1568? 1400?
HTSD 3112? 2191? 1620? 1452? 52
der Differenz zwischen dem maximal erreichten AIC-Wert und dem AIC-Wert des
bestpassenden Modells. Der Schritt der Gewichtung stellt den wichtigsten Unterschied
zwischen dem Quade-Test und der Friedman-Varianzanalyse u¨ber Rangdaten dar, die
zum gleichen Zweck eingesetzt werden kann, aber gemeinhin als weniger teststark
gilt. Eine genaue Beschreibung des Vorgehens bei der Durchfu¨hrung eines Quade-
Tests kann bei Conover (1999, S. 373 ff.) gefunden werden. Das Vorgehen, das dem
im Folgenden zu berichtenden Quade-Test sowie den weiterfu¨hrenden multiplen Ver-
gleichen zu Grunde lag, folgte den von Conover explizierten Anweisungen.
Die Unterschiede zwischen den Modellen hinsichtlich der von ihnen eingenom-
menen Rangpositionen erwiesen sich in einem entsprechenden Test als statistisch be-
deutsam (F5,225 = 16.96). Entsprechend ließen sich in einem zweiten Schritt multiple
Vergleiche u¨ber die Rangpositionen durchfu¨hren, die die Modelle bei der Anpassung
an die jeweiligen Experimente erreicht haben. In Tabelle 9.1 werden die Ergebnisse
dieser multiplen Vergleiche berichtet. Festgehalten werden in dieser Tabelle die fu¨r
jeweils zwei Modelle paarweise voneinander subtrahierten Summen der gewichteten
Rangdifferenzen. Der Betrag dieser Differenzen ist in der oben genannten Tabelle fest-
gehalten worden und konnte mit einem kritischen Testwert verglichen werden, der sich
auf der Basis der t-Statistik berechnen ließ (vgl. Conover, 1999, S. 375). Bei einem α-
Fehler-Niveau von 5% betrug der kritische Testwert fu¨r die anstehenden Tests 822.34.
In der Ergebnistabelle werden alle Differenzbetra¨ge, die gro¨ßer ausfielen als der kriti-
sche Testwert durch ein Sternchen markiert.
Signifikante Unterschiede ließen sich zwischen dem SAC-Modell und allen u¨bri-
gen Modellen nachweisen. Das SAC-Modell erwies sich in dieser Analyse also als
statistisch bedeutsam besser als alle u¨brigen Modelle. Das SDM-Modell, das Streak-
Modell und das 4-States-Modell unterschieden sich hinsichtlich des von ihnen erreich-
ten Ranges nicht voneinander. Alle drei Modelle schnitten aber signifikant besser ab
als die beiden Hochschwellen-Signalentdeckungsmodelle. Die letzten beiden Model-
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le, das HTSD- und das HTUVSD-Modell belegten zwar signifikant schlechtere Rang-
pla¨tze als die u¨brigen Modelle, untereinander waren ihre Rangpositionen hingegen
vergleichbar.
9.2 Bootstrap-Modellselektion
Im vorherigen Abschnitt wurde die Datenanpassungsleistung anhand zweier Da-
tenanpassungsindizes – der Likelihood-Quotienten-Statistik G2 und dem Informati-
onskriterium AICc – analysiert. Sowohl bei der Auswertung der Datenanpassung
anhand der Likelihood-Quotienten-Statistik als auch bei der Analyse des Akaike-
Informationskriteriums wurde dabei fu¨r die Modellkomplexita¨t nur durch die Beru¨ck-
sichtigung der Anzahl freier Parameter korrigiert. Bei den vorgestellten G2-Tests ge-
schah dies durch die Wahl der geeigneten Vergleichsstatistik. Als solche wird im All-
gemeinen die χ2-Verteilung angesehen, wobei die Freiheitsgrade von der Zahl der aus
den Daten zu scha¨tzenden Parameter abha¨ngen. Bei der AIC-Statistik floss die Zahl
der zu scha¨tzenden Parameter in den Strafterm ein, um den die ML korrigiert wurde.
Weitere denkbare Quellen, die dazu beitragen, dass ein Modell komplexer ist als ein
anderes, wie z. B. Unterschiede in der mathematischen Form, wurden in keinem dieser
Indizes beru¨cksichtigt.
Inwiefern es solchen anderen Formen der Modellkomplexita¨t zugeschrieben wer-
den muss, dass einzelne der Modelle besser abschnitten als andere, sollte in den nun
folgenden Analysen na¨her betrachtet werden. Dazu war zuna¨chst ein Maß erforderlich,
das jene Modellkomplexita¨t erfasst, die nicht in der Anzahl freier Parameter begru¨ndet
liegt. Wie in Kapitel 5 aufgezeigt wurde, la¨sst sich die Modellkomplexita¨t indirekt u¨ber
Verfahren der Bootstrap-Modell-Selektion erfassen. Die Bootstrap-Modell-Selektion
zielt darauf ab, durch iterative Verfahren ein Maß fu¨r den Optimismus eines Modells
zu bestimmen, das umso gro¨ßer ausfa¨llt, je flexibler das Modell bei der Datenanpas-
sung auf oberfla¨chliche Vera¨nderungen der Daten reagiert. Da die Flexibilita¨t eines
Modells direkt durch seine Komplexita¨t bedingt ist, la¨sst sich der gescha¨tzte Optimis-
mus eines Modells als Ausdruck seiner Komplexita¨t interpretieren.
Damit fu¨r jedes der 46 Experimente eine Scha¨tzung des Optimismus vorgenommen
werden konnte, wurde durch zufa¨lliges Ziehen der Beobachtungen mit Zuru¨cklegen
entsprechend ihrer Auftretenswahrscheinlichkeit in den Originaldaten insgesamt 300
Replikationen eines jeden Datensatzes gewonnen. Anhand der Replikationsdatensa¨tze
wurden ML-Scha¨tzer bestimmt. Die resultierenden Parameterscha¨tzwerte wurden an-
schließend daraufhin untersucht, in welchem Umfang sie mit den Originaldaten ver-
einbar waren. Als Maß fu¨r den Grad dieser Vereinbarkeit wurde die rechnerisch er-
mittelte LL verwendet, die die so bestimmten Parameterscha¨tzwerte bei den Origi-
naldaten erreichten. Wie in Kapitel 5 vorgestellt, wurde als Optimimusindex das Mit-
tel der Differenzen zwischen dem logarithmierten Maximum-Likelihood-Wert, der bei
der Scha¨tzung der Bootstrap-Parameterscha¨tzungen ermittelt worden ist, und der LL,
mit der die Originaldaten anhand der Bootstrap-Parameterscha¨tzungen erkla¨rt werden
konnten, verwendet.
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Abbildung 9.5: Dargestellt wird der mittlere Modelloptimismus.
Abbildung 9.5 liefert einen U¨berblick u¨ber die mittleren Optimismus-Werte der zu
vergleichenden Modelle. Insgesamt bewegte sich der mittlere Optimismus zwischen
17.35 fu¨r das fu¨nfparametrische SDM-Modell und 23.64 fu¨r das sechsparametrische
SAC-Modell. Dazwischen lagen das 4-States-Modell mit 17.82, das Streak-Modell mit
21.84 sowie die beiden Yonelinas-Modelle mit 22.42 (HTSD) und 22.57 (HTUVSD).
An den Korrekturwerten ist erkennbar, dass die Anzahl der freien Parameter zwar
einen Einfluss auf die Vorhersagegenauigkeit der Modelle hatte, dass die parametri-
sche Komplexita¨t jedoch nicht die einzige Quelle fu¨r Vorhersageungenauigkeiten ge-
wesen zu sein scheint. So war zwar der Optimismus-Index des fu¨nfparametrischen
SDM-Modells der beste aller Modelle, das zweite fu¨nfparametrische Modell HTSD
hingegen folgte erst an vierter Stelle nach den beiden sechsparametrischen Modellen
4-States und Streak. Ein weiterer Einfluss kann in der mathematischen Komplexita¨t
der Modelle vermutet werden, die bei den Modellen, die auf die signalentdeckungs-
theoretische Basisannahmen eines normalverteilten Evidenzmaßes zuru¨ckgreifen, au-
genscheinlich ho¨her ist als die Komplexita¨t des reinen Schwellenmodells 4-States.
In der im Folgenden dargestellten Auswertung wurde der Optimismus-Wert von
dem Maximum-Likelihood-Wert abgezogen, der bei der Datenanpassung der jeweili-
gen Modelle an die empirischen Daten ermittelt wurde. Damit wird der offensichtli-
che Fehler, der verhindert, dass das Modell die Daten perfekt wiedergeben kann, um
das Ausmaß der auf die Modellkomplexita¨t zuru¨ckzufu¨hrenden Verzerrung korrigiert
(Efron & Tibshirani, 1993, S. 252). Auf der Basis dieser um die Modellkomplexita¨t
bereinigte Scha¨tzung der Datenanpassungsleistung wurden die Modelle erneut hin-
sichtlich ihrer deskriptiven Ada¨quatheit verglichen.
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Abbildung 9.6:Dargestellt werden die mittleren Ra¨nge, die die einzelnen Modelle u¨ber
alle Datensa¨tze hinweg eingenommen haben. Die Ra¨nge wurden dabei anhand der um
den Modelloptimismus korrigierten Likelihood ermittelt; kleinere Ra¨nge deuten ein
besseres Abschneiden an.
bestimmten Verteilungsfunktion folgt, wie es fu¨r die G2-Statistik galt, noch bekannt
ist, ob er geeignet ist, die Ada¨quatheit verschiedener Modelle direkt miteinander zu
vergleichen, wie es fu¨r die AIC-Statistik angenommen werden konnte, waren un-
ter Beru¨cksichtigung des Optimismus weniger Analysen durchfu¨hrbar als es bei Ver-
nachla¨ssigung der mathematischen Komplexita¨t der Modelle mo¨glich war. Bei einem
solchen Verzicht auf die quantitative Interpretation der durch die BMS-Technik erga¨nz-
ten Datenanpassungsindizes ist jedoch nach wie vor die Analyse der ordinalen Struktur
der Datenanpassungsleistung mo¨glich. Wie bei der Analyse der AIC-Rangpositionen
wurde dabei auch fu¨r die um den Optimismus korrigierte Datenanpassungsleistung fu¨r
jedes Experiment ermittelt, wie gut die einzelnen Modelle hinsichtlich dieses Maßes
abgeschnitten haben.
Abbildung 9.6 gibt die mittlere Rangposition der Modelle wieder. In der Abbil-
dung wird deutlich, dass das Zwei-Hochschwellen-Modell 4-States mit einem mitt-
leren Wert von 2.78 den besten Rang einnahm. An zweiter Stelle folgte das eindi-
mensionale Signalentdeckungsmodell SDM mit 2.89, an das sich mit 3.17 (SAC) und
3.41 (Streak) die beiden zweidimensionalen Signalentdeckungsmodelle anschlossen.
Die letzten Positionen nahmen die beiden Varianten des Yonelinas-Modells ein. Von
diesen beiden erreichte das sechsparametrische HTUVSD-Modell mit einem mittleren
Rang von 4.17 einen besseren Platz als das nur fu¨nf Parameter umfassende HTSD-
Modell, das einen mittleren Rangwert von 4.54 aufwies. Diese Rangpla¨tze erwiesen
sich in einem Quade-Test auf globaler Ebene signifikant von einer Lo¨sung verschie-
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Tabelle 9.2: Dargestellt werden multiple Vergleiche hinsichtlich der Rangpositionen,
die den Modellen anhand der den Modelloptimismus umfassenden Datenanpassungs-
werte, die sie in den einzelnen Experimenten erlangt haben, zugewiesen wurden. Be-
richtet werden, wie von Conover (1999) vorgeschlagen, Quadratsummendifferenzen.
Ein signifikantes Ergebnis liegt dann vor, wenn diese Werte den kritischen Wert von
887.39 u¨berschreiten. Statistisch bedeutsame Abweichungen zwischen den Modellen
werden durch ? angezeigt.
Modelle
Modelle 4-States SDM SAC Streak HTUVSD
SDM 22
SAC 445 423
Streak 539 517 94
HTUVSD 1747? 1725? 1302? 1208?
HTSD 2152? 2130? 1707? 1613? 405
den, bei der alle Modelle im Mittel denselben Rang einnahmen (F (5, 225) = 8.21).
Entsprechend wurde in multiplen Vergleichen genauer analysiert, welche der Modelle
sich signifikant voneinander unterschieden
Die Ergebnisse der durchgefu¨hrten multiplen Vergleiche auf der Basis des Quade-
Tests werden in Tabelle 9.2 wiedergegeben. Anhand der dort dargestellten Testergeb-
nisse ließ sich feststellen, dass sich die besten vier Modelle nicht bedeutsam vonein-
ander unterschieden. Weiter zeigte sich, dass die Rangpositionen dieser Gruppe von
Modellen statistisch bedeutsam kleiner war als die Ra¨nge der beiden Varianten des
Yonelinas-Modells. Fu¨r diese beiden Modelle hingegen gilt, dass sie eine zweite Grup-
pe bildeten, deren Rangpositionen sich nicht bedeutsam voneinander unterschieden.
9.3 Diskussion
In diesem Kapitel wurden verschiedene Wege genutzt, um die deskriptive Ada¨quatheit
der konkurrierenden Modelle zu quantifizieren. Verwendet wurden dazu zum einen
Likelihood-Quotienten-Tests und zum anderen AIC-basierte Tests. Auf der Basis des
letzteren Maßes wurden neben den Ha¨ufigkeiten, mit denen ein Modell das AIC-
bestpassende Modell war und der Anzahl der Untersuchungen, fu¨r die das Modell
nicht bedeutsam schlechter abschnitt als das bestpassende Modell, AIC-Rangreihen
bestimmt.
Anhand der AIC-Rangreihen ließ sich ein genaueres Bild von dem Gefu¨ge der
Modelle zeichnen, indem bestimmt wurde, wie hoch der Rangplatz eines jeden Mo-
dells im Mittel ausfiel. Als Basis fu¨r solche Rangreihenanalysen wurden im ersten
Abschnitt dieses Kapitels AIC-Werte verwendet, in denen die Komplexita¨t der Mo-
delle nur im Sinne der parametrischen Komplexita¨t beru¨cksichtigt wurde. Im zwei-
ten Abschnitt wurden vergleichbare Rangreihenanalysen durchgefu¨hrt, bei denen die
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Datenanpassung um den fu¨r jeden Datensatz und fu¨r jedes Modell spezifischen Opti-
mismus korrigiert wurde. Auf der Annahme aufbauend, dass der Modelloptimismus
umso gro¨ßer ist, je flexibler ein Modell ist, ließ sich vermuten, dass auf diese Weise
die generelle Komplexita¨t der Modelle beru¨cksichtigt werden konnte.
Alles in allem la¨sst sich festhalten, dass die durchgefu¨hrten Tests zu einem
vergleichsweise klaren Ergebnismuster gefu¨hrt haben. Von der Analyse der AIC-
Differenzen einmal abgesehen, in der das Streak-Modell den dritten Platz und das
SDM-Modell den vierten Platz eingenommen hat, schnitt die eine Ha¨lfte der Modelle
durchga¨ngig besser ab als die andere: Hinsichtlich der deskriptiven Ada¨quatheit schie-
nen das SAC-Modell, das 4-States-Modell und das SDM-Modell den u¨brigen Model-
len u¨berlegen zu sein.
Betrachtet man ausschließlich die Daten der Analysen, bei denen herko¨mmliche
Datenanpassungsindizes verwendet wurden, so schien sich das SAC-Modell noch ein-
mal von den beiden anderen Modellen abzusetzen. Es war zwar nur am zweitha¨ufig-
sten das AIC-bestpassende Modell, hinsichtlich der anderen drei Kriterien schnitt es
jedoch durchga¨ngig am besten ab; es wurde also von allen Modellen am seltensten
in G2-Tests als nicht passend zuru¨ckgewiesen, war unter ihnen im Sinne von AIC-
Differenzen am ha¨ufigsten nicht bedeutsam schlechter als das jeweilige bestpassende
Modell und wies den kleinsten und damit besten mittleren AIC-Rangplatz auf.
Das SDM-Modell und das 4-States-Modell hoben sich in diesem Sinne nicht deut-
lich voneinander ab. Wa¨hrend das SDM-Modell von allen Modellen am ha¨ufigsten
als AIC-bestpassendes Modell abschnitt und den zweitniedrigsten AIC-Rangplatz
einnahm, wurde es in G2-Tests ha¨ufiger als das 4-States-Modell zuru¨ckgewiesen und
bewa¨hrte sich in AIC-Differenztests seltener als das Zwei-Hochschwellen-Modell.
Letzteres schnitt in G2-Tests und hinsichtlich der Bewa¨hrungsrate im Sinne von AIC-
Differenzen als zweitbestes Modell ab und war von allen Modellen am drittha¨ufigsten
dasAIC-bestpassende Modell. Zudem erreichte es den drittkleinstenAIC-Rangplatz,
als die Modellkomplexita¨t ausschließlich durch die Zahl freier Modellparameter er-
fasst wurde.
Diese vermutete Rangreihe fand sich auch in den statistischen Tests auf Unter-
schiede zwischen den Modellen hinsichtlich der von ihnen eingenommenen AIC-
Rangpla¨tze wieder. Es zeigte sich hier, dass das SAC-Modell nicht nur von allen Mo-
dellen den kleinsten mittleren Rangplatz belegte, sondern sich zudem bedeutsam von
allen anderen Modellen unterschied. Eine zweite Gruppe bildeten die Modelle SDM,
4-States und Streak, die sich ihrerseits nicht nur von dem u¨berlegenen SAC-Modell un-
terschieden, sondern zugleich bedeutsam besser abschnitten als das HTUVSD-Modell
und das HTSD-Modell.
Die Korrektur der Modellkomplexita¨t durch den Modelloptimismus brachte eine
deutliche Vera¨nderung der Rangpositionen mit sich. Wa¨hrend das SDM- und das 4-
States-Modell von allen Modellen die geringsten Optimismus-Werte aufwiesen, war
das SAC-Modell durch den gro¨ßten Modelloptimismus gekennzeichnet; es produzier-
te also den gro¨ßten Vorhersagefehler aller Modelle. Entsprechend verschlechterte sich
die Rangposition des SAC-Modells bei Beru¨cksichtigung des Vorhersagefehlers; sie
sank unter diesen Bedingungen auf den drittbestenWert ab. Vor ihm lagen das 4-States-
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Modell und das SDM-Modell. Statistisch bedeutsam unterschieden sich die Rangpo-
sitionen dieser drei Modelle jedoch weder voneinander noch von der Rangposition
des viertplazierten Streak-Modells. Andererseits unterschieden sich diese vier Modelle
hinsichtlich der von ihnen eingenommenen Rangpositionen bedeutsam von den beiden
Varianten des Yonelinas-Modells. Wie auch bei der Analyse derAIC-Rangpla¨tze nah-
men HTSD- und HTUVSD-Modell den letzten respektive vorletzten mittleren Rang
ein.
Alles in allem schnitten die Yonelinas-Modelle hinsichtlich der deskriptiven
Ada¨quatheit besonders schlecht ab, wa¨hrend sich die anderen Modelle recht gut
bewa¨hrten. In vielen Tests zeichnet sich das SAC-Modell durch eine besonders gute
Leistung aus. Allerdings wies dieses Modell auch einen besonders hohen Modellop-
timismus auf. Anders verhielt es sich bei dem 4-States- und dem SDM-Modell; diese
agierten ebenso wie das Streak-Modell bei Beru¨cksichtigung des Modelloptimismus
nicht mehr bedeutsam schlechter als das SAC-Modell.
Diese Ergebnisse machen deutlich, dass weitere Vergleichsschritte unentbehrlich
sind, um die Ada¨quatheit der Modelle umfassend bewerten zu ko¨nnen. Im na¨chsten
Kapitel wird deshalb die Konstruktvalidita¨t der Modelle, die eine wichtige Eigenschaft
brauchbarer Modelle darstellt, na¨her betrachtet.
Kapitel 10
Konstruktvalidita¨t
Wa¨hrend sich die vorherigen Kapitel damit bescha¨ftigten, inwiefern die zu verglei-
chenden Modelle dazu geeignet waren, die vorhandenen empirischen Daten zu be-
schreiben, wird sich dieses Kapitel mit der den Modellparametern zugeschriebenen
Bedeutung auseinandersetzen. Im Rahmen der Konstruktvalidierung interessiert da-
bei im Wesentlichen, inwiefern die Parameter der einzelnen Modelle tatsa¨chlich jene
theoretischen Entita¨ten erfassen, zu deren Erfassung sie gedacht sind.
In der Regel geschieht eine solche Konstruktvalidierung experimentell, indem ge-
zeigt wird, dass die Modellparameter dem Einfluss solcher Manipulationen unterlie-
gen, fu¨r die begru¨ndet erwartet werden kann, dass sie sich auf genau jene theoretischen
Gro¨ßen auswirken, zu deren Erfassung die entsprechenden Modellparameter bestimmt
sind. Zugleich sollten Modellparameter, die zur Erfassung einer bestimmten theore-
tischen Gro¨ße vorgesehen sind, nicht durch Manipulationen beeinflusst werden, fu¨r
die begru¨ndet angenommen werden kann, dass sie theoretische Gro¨ßen betreffen, zu
deren Erfassung im Modell andere Parameter dienen sollen. Bei der Konstruktvalidie-
rung einzelner Modellparameter steht also neben der konvergenten Validita¨t, das ist die
Frage danach, inwiefern Parameter durch theoretisch verbundene Manipulationen be-
einflusst werden, die diskriminante Validita¨t, also die Frage, ob die Parameter nur von
theoretisch verbundenen Manipulationen affiziert werden, im Zentrum des Interesses.
Im Rahmen der vorliegenden Arbeit ist die Validierung der einzelnen Modellpara-
meter nicht geeignet, um die Modelle hinsichtlich ihrer Konstruktvalidita¨t miteinander
zu vergleichen. Gegen ein solches Vorgehen sprechen zum einen praktische Erwa¨gun-
gen: Eine derartige Konstruktvalidierung erfordert die Planung von Experimenten, die
spezifisch auf die Parameter eines Modells zugeschnitten sind. Entsprechend findet
man Experimente, die dazu geeignet sind, die Konstruktvalidita¨t eines einzelnen Mo-
dells zu pru¨fen, nicht in einer Auswahl von Experimenten, die, wie die vorliegenden,
im Hinblick auf andere, meist inhaltliche Fragestellungen entworfen worden sind. Zum
anderen spricht ein inhaltlicher Punkt gegen eine Konstruktvalidierung einzelner Mo-
dellparameter im Rahmen des Modellvergleichs: Ein Vergleich zwischen verschiede-
nen Modellen ist immer dann gut vorzunehmen, wenn die Testbedingungen fu¨r die
konkurrierenden Modelle konstant gehalten werden. Dies ist bisher dadurch gewa¨hr-
leistet worden, dass die Modelle vor dem Hintergrund einer einheitlichen Datenbasis
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Tabelle 10.1: Festgehalten wird, welche Modellparameter beno¨tigt werden, um Ant-
wortha¨ufigkeiten fu¨r Distraktorklassen, Zielreizklassen bzw. Distraktor- und Zielreiz-
klassen zu erkla¨ren.
Modelle
Theoret. Konstrukt 4-States SAC Streak
Sensitivita¨t r, k, d dx/dy, σ dx/dy,σ
Antworttendenz gr/gk/gg CR/CK /CO CR/CG/CO
Modelle
Theoret. Konstrukt HTSD HTUVSD SDM
Sensitivita¨t r/d′ r/d′/σ d′/σ
Antworttendenz CR/CK /CO CR/CK /CO CR/CK /CO
miteinander verglichen wurden. In einer Arbeit, die sich mit der Konstruktvalidierung
von Modellen u¨ber einzelne Modellparameter bescha¨ftigen wu¨rde, mu¨sste man sich
hingegen zwangsla¨ufig davon abwenden, alle Modelle an denselben Daten zu erpro-
ben. Vielmehr wa¨re es notwendig, fu¨r jedes Modell einen eigenen Satz kritischer Expe-
rimente zu entwerfen, falls sich – wie es bei den hier zu vergleichenden Modellen der
Fall ist – die theoretische Einbettung der Modellkomponenten zwischen den Modellen
unterscheidet.
Es la¨sst sich jedoch ein Ausweg aus dem Dilemma zwischen der Notwendigkeit
zur Modellspezifita¨t bei der Bestimmung der Konstruktvalidita¨t einzelner Modellkom-
ponenten und dem Bedu¨rfnis nach mo¨glichst einheitlichen Testbedingungen, die einen
Vergleich verschiedener Modelle hinsichtlich ihrer Konstruktvalidita¨ten ermo¨glichen,
finden: Solange sich einzelne Teile der Modelle hinreichend a¨hnlich sind, um den Ein-
flu¨ssen desselben Satzes an Manipulationen unterworfen zu sein, la¨sst sich auch an
einem einzigen Satz von Experimenten u¨berpru¨fen, bis zu welchem Grad die einzel-
nen Modelle das Kriterium der Konstruktvalidita¨t erfu¨llen.
In dem vorliegenden Modellvergleich wird es deshalb nicht so sehr um die Kon-
struktvalidierung einzelner Modellparameter gehen, sondern vielmehr darum, wie die
Konstruktvalidita¨t der Modelle anhand der bekannten Datensa¨tze festgestellt werden
konnte. Dazu musste jedoch eine Betrachtungsebene gefunden werden, auf der die
Modellkomponenten aller Modelle so zusammengefasst waren, dass sie einheitliche
theoretische Entita¨ten erfassten. Fu¨r die sechs in dieser Arbeit betrachteten Modelle
war die niedrigste Ebene, fu¨r die das zutraf, eine Klassifikation der Modellparameter
in zwei Gruppen. Fu¨r alle Modelle ließ sich eine Gruppe von Parametern identifizie-
ren, die dazu dienen, die Geda¨chtnissensitivita¨t zu erfassen, und eine zweite Klasse,
der alle Parameter zugeschrieben werden konnten, die Antworttendenzen erfassen. Je-
der Modellparameter eines jeden Modells konnte, wie in Tabelle 10.1 dargestellt, in
genau eine dieser beiden Klassen eingeordnet werden. Gemeinsam liefern die beiden
Klassen damit eine erscho¨pfende Beschreibung der Bestandteile aller Modelle.
Analog zu diesem Vorgehen ließen sich, wie in Kapitel 6 gezeigt wurde, auch die in
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den Untersuchungen verwendeten Manipulationen in zwei Klassen einteilen: Fu¨r eine
Klasse von Manipulation konnte vermutet werden, dass sie das Erinnern erleichter-
ten oder schwerer machten und damit die Geda¨chtnissensitivita¨t affizierten, wa¨hrend
fu¨r eine zweite Klasse von Manipulationen Einflu¨sse auf die Antworttendenz, die die
Probanden ihren Urteilen zugrunde legen, erwartet wurden.
Zusammengenommen ermo¨glichten es diese komplementa¨ren Einteilungen der
Modellparameter einerseits und der Manipulationen andererseits, dass die Modelle
hinsichtlich ihrer Konstruktvalidita¨t miteinander verglichen werden konnten. Wie sich
auf der Basis dieser Einteilungen ein Konstruktvalidita¨tsindex bestimmen ließ und die
einzelnen Modelle hinsichtlich dieses Kriteriums bewertet werden konnten, wird in
den na¨chsten beiden Abschnitten behandelt werden.
10.1 Konstruktvalidita¨tsindex
Durch die klare Zuordnung aller Manipulationen zu einer von zwei Klassen ließen sich
– wie im vorherigen Abschnitt angedeutet – alle Modelle durch Parameterrestriktionen
in Submodelle u¨berfu¨hren, anhand derer sich die konvergente sowie die diskriminante
Validita¨t der Modelle untersuchen ließen. Zum Test der diskriminanten Validita¨t wur-
den dabei Vera¨nderungen zwischen den einzelnen Bedingungen nur fu¨r die Parameter
zugelassen, die zu der jeweiligen Manipulation in Beziehung standen, wa¨hrend die zur
anderen Klasse geho¨renden Parameter zwischen den Bedingungen gleichgesetzt wur-
den. Dadurch entstand fu¨r jedes Modell genau ein Submodell, das zu den Daten passen
sollte, wenn die Annahme zutraf, dass die beiden Parameterklassen nur den Einflu¨ssen
der ihr zugeordneten Manipulationen, nicht aber den Einflu¨ssen von Manipulationen
der anderen Klasse unterliegen.
Die so spezifizierten Submodelle ließen ausschließlich Unterschiede zwischen je-
nen Maßen zu, die zu den mutmaßlich manipulierten theoretischen Konstrukten korre-
spondierten. Anhand dieser Untermodelle ließ sich also feststellen, inwiefern Manipu-
lationen ausschließlich diejenigen Parameter beeinflussten, zu denen sie vermittels des
verbindenden theoretischen Konstruktes der Sensitivita¨t bzw. der Antworttendenz in
Beziehung standen. Diese Fragestellung wiederum ist gleichbedeutend mit der Frage
danach, inwiefern die Modelle sich im Sinne der diskriminanten Validita¨t als kon-
struktvalide erwiesen.
Neben einer Restriktion der Modelle anhand derer sich ihre diskriminante Validita¨t
erfassen ließ, konnten die Modelle auch so restringiert werden, dass sich Submodelle
ergaben, mit deren Hilfe die konvergente Validita¨t der Modelle erfasst werden konnte.
Die Frage nach der konvergenten Validita¨t eines Modells ließ sich, wie zuvor bereits
ero¨rtert wurde, so umformulieren, dass zu kla¨ren war, ob eine experimentelle Manipu-
lation in Vera¨nderungen genau jener Parameter resultierte, auf die sie den theoretischen
Vorhersagen gema¨ß Einfluss nehmen sollte.
Submodelle, die diese Hypothese pru¨fen konnten, mussten derart gestaltet sein,
dass sie fu¨r ein gegebenes Experiment keine Unterschiede zwischen den Parametern
erlaubten, die dem Einfluss der im jeweiligen Experiment vorgenommenen Manipula-
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tionen unterliegen sollten. Das heißt, dass in den entsprechenden Modellen die sen-
sitivita¨tserfassenden Parameter mehrerer Bedingungen gleichgesetzt wurden, wenn
sich die Bedingungen in einer Variable unterschieden, fu¨r die eine Wirkung auf die
Geda¨chtnissensitivita¨t erwartet wurde. Wurde hingegen von der zwischen den Bedin-
gungen vera¨nderten Variable eine Auswirkung auf die Antworttendenz erwartet, so
wurden gerade die antworttendenzerfassenden Parameter auf Gleichheit restringiert.
In beiden Fa¨llen war eine Vera¨nderung der Parameter, die der jeweils anderen Klasse
zugerechnet werden, erlaubt.
Als Maß fu¨r die Konstruktvalidita¨t einzelner Modelle im Sinne der konvergenten
Validita¨t sprach in diesem Aufbau, wie ha¨ufig die derart restringierten Submodelle in
geeigneten Tests zuru¨ckgewiesen wurden. Eine schlechte Datenanpassung und damit
eine Modellzuru¨ckweisung zeigte an, dass das restringierte Modell nicht zu den ver-
wendeten Daten. Dies konnte jedoch zwei Ursachen haben: Einerseits war es mo¨glich,
dass das Modell an sich nicht in der Lage war, die Daten zu beschreiben; andererseits
konnte es sein, dass nur die eingefu¨hrte Restriktion unzula¨ssig war, wa¨hrend das Mo-
dell als solches grundsa¨tzlich in der Lage war, die Daten zu beschreiben. Von diesen
Ursachen ist nur die letztgenannte Ausdruck konvergenter Validita¨t. Das Modell ist in
diesem Fall in der Lage, die Daten zu beschreiben, und der Effekt ist genau bei jenen
Modellparametern zu finden, fu¨r die seine Wirkung vorhergesagt wurde. Die erstge-
nannte Ursache mangelnder Datenanpassungsleistung hingegen ist kein Ausdruck kon-
vergenter Validita¨t, sondern vielmehr die Folge unzureichender deskriptiver Ada¨quat-
heit des jeweils im Fokus der Analysen stehenden Modells.
Fehlt einem Modell die deskriptive Ada¨quatheit, so wirkt sich dies zusa¨tzlich auf
die Ergebnisse der Tests zur Feststellung der diskriminanten Validita¨t aus, da auch in
diesen Tests ein Mangel an deskriptiver Ada¨quatheit zu signifikanten Testergebnissen
fu¨hrt: Die Submodelle werden nicht wegen der Restriktion zuru¨ckgewiesen, die sie
vom Ursprungsmodell unterscheidet, sondern wegen fehlender Ada¨quatheit des Ur-
sprungsmodells an sich. Hierbei stellt sich die Lage allerdings anders dar als im Falle
der konvergenten Validita¨t, da Zuru¨ckweisungen des Submodells gegen die diskrimi-
nante Validita¨t des jeweiligen Modells sprechen, wa¨hrend die Modellbewa¨hrung als
Anzeichen fu¨r die Modellgu¨te gewertet wird. Ein Mangel an deskriptiver Ada¨quatheit
fu¨hrt also zu einer ins Positive verzerrten Scha¨tzung der konvergenten Validita¨t und
gleichzeitig zu einer ins Negative verzerrten Scha¨tzung der diskriminanten Validita¨t.
Dieses Dilemma ist gleichzeitig grundlegendes Problem und Teil der im Folgenden
vorzuschlagenden Lo¨sung desselben: Betrachtet man konvergente und diskriminante
Validita¨t na¨mlich nicht als zwei unabha¨ngige Maße, sondern als Ausdruck des Gu¨te-
kriteriums der Konstruktvalidita¨t, so la¨sst sich in der Verrechnung dieser beiden Maße
ein Ausweg finden.
Wie eingangs erwa¨hnt, sollte sich ein konstruktvalides Modell durch konvergente
und diskriminante Validita¨t auszeichnen. Bisher wurde herausgearbeitet, dass signifi-
kant ausfallende Datenanpassungstests fu¨r eine Klasse von Submodellen mit fehlen-
der diskriminanter Validita¨t oder fehlender deskriptiver Ada¨quatheit erkla¨rt werden
mu¨ssen, wa¨hrend sie fu¨r eine zweite Klasse von Submodellen konvergente Validita¨t
anzeigen oder aus der fehlenden deskriptiven Ada¨quatheit des Modells folgen. So-
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lange man annehmen kann, dass sich das Fehlen deskriptiver Ada¨quatheit in beiden
Analysen im gleichen Maße manifestiert, kann die Kontamination der einzelnen Maße
durch die Bildung ihrer Differenz unscha¨dlich gemacht werden. Die Differenz zwi-
schen den Ha¨ufigkeiten, mit denen hypothesendiskonform bzw. hypothesenkonform
spezifizierte Modelle zuru¨ckgewiesen werden, beinhaltet unter diesen Umsta¨nden aus-
schließlich Informationen u¨ber die Validita¨t der Modelle: Es handelt sich bei ihr um
die Differenz zwischen konvergenter Validita¨t und fehlender diskriminanter Validita¨t.
Eine alternative Auswertungsform, bei der darauf verzichtet werden konnte, die
Daten betreffend der konvergenten und der diskriminanten Validita¨t zu einem einzi-
gen Validita¨tsmaß zusammenzufassen, stellt der Einsatz von G2-Differenztests dar. In
diesen Tests wurde die Verschlechterung von LL-Werten genutzt, um die Zula¨ssig-
keit von Restriktionen zu u¨berpru¨fen. Dazu wurde, wie in Kapitel 5 beschrieben, die
doppelte Differenz zwischen den LL-Werten eines sta¨rker restringierten Modells und
denen eines Obermodells, das das sta¨rker restringierte Modell beinhaltet, gebildet und
auf Signifikanz u¨berpru¨ft. Als Teststatistik wurde dabei die χ2-Statistik herangezogen,
wobei deren Freiheitsgrade der Anzahl der Parameter entspricht, die das Obermodell
mehr enthielt als das restringierte Modell. Zula¨ssig sind solche Tests allerdings nur
dann, wenn das Ausgangsmodell, welches in diesem Falle dem verwendeten Obermo-
dell entspricht, selbst gu¨ltig ist. Dies hatte zur Folge, dass zum Test der konvergenten
und diskriminanten Validita¨t nur jene Datensa¨tze aufgenommen werden konnten, fu¨r
die das jeweils in Frage stehende Modell eine ada¨quate Datenanpassung aufwies.
10.2 Ergebnisse
Um die Modelle daraufhin zu untersuchen, inwiefern sie unter der hypothesenkon-
formen und der hypothesendiskonformen Restriktionsbedingung in der Lage waren,
sich an die Daten anzupassen, wurden Tests auf Basis der Likelihood-Quotienten-
Statistik vorgenommen. Diese Tests wurden jeweils fu¨r α-Niveaus von .05 und .01
durchgefu¨hrt, um zu u¨berpru¨fen, inwiefern die erhaltenen Ergebnisse von der Wahl
des Fehlerniveaus abhingen, auf dem getestet wurde.1
Damit die Daten fu¨r jedes Experiment so viele freie Datenkategorien aufwiesen,
dass fu¨r jedes der Modelle eine Anpassung der entsprechenden Submodelle mo¨glich
wurde, erfuhren die Datensa¨tze, die aus unvollsta¨ndigen Designs stammten, eine be-
sondere Behandlung. Fu¨r diese Datensa¨tze war es erneut notwendig, die Zahl der Dis-
traktorbedingungen der Zahl der Zielreizbedingungen anzupassen. Anders als bei den
in Kapitel 7 geschilderten Analysen, in denen die Betrachtung der Parameterscha¨tzun-
gen im Vordergrund stand, war in diesem Analyseabschnitt die Datenanpassungslei-
stung von prima¨rer Bedeutung. Daher wurde bei der nun zu diskutierenden Analyse
darauf verzichtet, einzelne Beobachtungen mehrmals zu verwenden, um eine ku¨nst-
liche Erho¨hung der Teststa¨rke zu vermeiden. Stattdessen wurden die in den betref-
fenden Experimenten auf Distraktoren anfallenden Reaktionen so zu gleichen Teilen
1Die Datenanpassungsindizes, die bei der Anpassung hypothesenkonformer und -diskonformer Mo-
dellvarianten resultierten, liefern Anhang D und Anhang E.



































4-States HTSD HTUVSD SAC SDM Streak
Abbildung 10.1:Dargestellt wird die Differenz der Ha¨ufigkeiten von Modellzuru¨ckwei-
sungen zwischen hypothesendiskonform und hypothesenkonform spezifizierten Submo-
dellen. Getestet wurde die Datenanpassungsgu¨te anhand von G2-Tests unter Verwen-
dung der α-Niveaus von .01 (oben) und .05 (unten).
aufgeteilt, dass in der Analyse fu¨r jede Zielreizbedingung eine Gruppe von Distrakto-
ren existierte. Durch dieses Verfahren blieb die absolute Zahl der modellierten Beob-
achtungen konstant, so dass eine ku¨nstliche Erho¨hung der Teststa¨rke ausgeschlossen
werden konnte.
In Abbildung 10.1 werden die Ergebnisse dieser Tests wiedergegeben. Berichtet
wird die Differenz der Ha¨ufigkeiten fu¨r signifikante G2-Tests zwischen den beiden
oben beschriebenen Subtestklassen. Dabei wurde die relative Zahl unerwu¨nscht positi-
ver Tests von der relativen Zahl an Tests mit erwu¨nscht positivem Ausgang abgezogen.
Die Konstruktvalidita¨t eines Modells kann also als umso ho¨her eingescha¨tzt werden,
je gro¨ßer die in dieser Abbildung dargestellte Differenz ausfiel.
Wie Abbildung 10.1 entnommen werden kann, hatte das Signifikanzniveau nur
einen geringen Einfluss auf die Ergebnisse des Modelltests: Einzig das Ergebnis des
SAC-Modells fiel unter den strengeren Testbedingungen augenfa¨llig besser aus als un-
ter den laxeren Testbedingungen. Fu¨r die u¨brigen Modelle vera¨nderte sich der Diffe-
renzwert nur minimal.
Insgesamt schnitt das 4-States-Modell unter beiden Testbedingungen mit Diffe-
renzwerten von .392 respektive .35 am besten ab. Bei Verwendung eines α-Niveaus
von .01 folgte darauf mit einem Differenzwert von .30 das SAC-Modell. Bei Verwen-
2Die erstgenannten Werte beziehen sich, falls nichts anderes mitgeteilt wird, auf die laxere Testbe-
dingung mit einem α-Niveau von α = .05, wa¨hrend sich die an zweiter Stelle genannten Werte auf die
strengere Testbedingung mit α = .01 beziehen.
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dung des 5%-α-Fehlerniveaus lag der Differenzwert des SAC-Modells hingegen nur
bei .17. Wa¨hrend das SAC-Modell bei strengeren Tests also den zweitho¨chsten Vali-
dita¨tsindex aufwies, nahm es unter den laxeren Testbedingungen lediglich den dritten
Rang ein; hier erreichte das HTUVSD-Modell mit .20 den zweitho¨chsten Wert. Der
Validita¨tswert des HTUVSD-Modells vera¨nderte sich zwischen den Testbedingungen
nicht, er betrug auch unter der strengeren Testbedingung .20. Auf einem α-Niveau von
.01 erreichte das HTSD-Modell mit .20 den gleichen Wert wie die um die Annah-
me ungleicher Varianzen erga¨nzte Variante des Yonelinas-Modells, wohingegen erste-
res auf dem 5%-Niveau nur einen Wert von .15 annahm. Damit schnitt es auf beiden
α-Niveaus etwas besser ab als das SDM-Modell (.13, .17). Das schlechteste Verha¨lt-
nis von erwu¨nschten zu unerwu¨nschten Zuru¨ckweisungen wies das Streak-Modell mit
Differenzwerten von .04 respektive .07 auf.
Als Alternative zu dem Differenzwert, der die Konstruktvalidita¨t der Modelle be-
stimmbar macht, wurden G2-Differenz-Tests vorgeschlagen. Diese haben allerdings
den Nachteil, dass sie nur dann anwendbar sind, wenn die Modelle in unrestringierter
Form zu den Daten passen.
Wie im vorausgegangenen Kapitel deutlich geworden ist, unterschieden sich die
Modelle vor dem Hintergrund der vorhandenen Daten hinsichtlich ihrer deskriptiven
Ada¨quatheit. Folglich war zu erwarten, dass die Anzahl der Datensa¨tze, die bei der
anstehenden Analyse beru¨cksichtigt werden konnten, zwischen den einzelnen Model-
len variieren wu¨rde. Um u¨berpru¨fen zu ko¨nnen, ob die Modelle in ihrer Ausgangsform
eine ada¨quate Beschreibung der Daten darstellten, wurden fu¨r die fu¨nfparametrischen
Modelle Likelihood-Quotienten-Tests durchgefu¨hrt. Die deskriptive Ada¨quatheit der
sechsparametrischen Modelle konnte hingegen lediglich dadurch u¨berpru¨ft werden,
dass ermittelt wurde, ob ihr G2-Wert nahe bei Null lag. Da diesen Modellen ebenso
viele Parameter zur Verfu¨gung standen wie die Daten freie Kategorien bereithielten,
sollten diese Modelle die Daten perfekt wiedergeben ko¨nnen und entsprechend einen
Datenanpassungswert von anna¨hernd Null aufweisen. Durch die Verwendung eines
Vergleichswertes von 0.01 wurde dafu¨r Sorge getragen, dass Scha¨tzungenauigkeiten
in der Analyse unberu¨cksichtigt blieben.
Wie Tabelle 10.2 entnommen werden kann, schwankte die Anzahl der nach dieser
Pru¨fung der deskriptiven Ada¨quatheit verwendbaren Datensa¨tze abha¨ngig von dem je-
weils betrachteten Modell zwischen 2 fu¨r das HTUVSD-Modell und 45 fu¨r das Streak-
Modell. Dazwischen lagen das HTSD-Modell mit 17, das SDM-Modell mit 26, das
4-States-Modell mit 36, sowie das SAC-Modell mit 44 Datensa¨tzen, bei denen G2-
Differenztests mo¨glich waren.
Wegen der geringen Anzahl von Datensa¨tzen, fu¨r die sich das HTUVSD-Modell
als passend erwiesen hat, wurde dieses von den weiteren Analysen ausgenommen.
Fu¨r die restlichen Modelle wurde ermittelt, inwiefern jene Restriktionen, die zu im
oben dargelegten Sinne hypothesenkonformen bzw. -diskonformen Submodellen fu¨hr-
ten, in statistisch bedeutsame Verschlechterungen der Datenanpassung mu¨ndeten. Die
Zahl der Datensa¨tze, fu¨r die die durchgefu¨hrten Tests zu signifikanten Verschlechte-
rungen fu¨hrten, kann ebenfalls Tabelle 10.2 entnommen werden. Zudem findet sich
dort das Verha¨ltnis von signifikanten Ergebnissen bei hypothesendiskonformen Re-
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Tabelle 10.2: U¨berblick u¨ber die Ergebnisse von G2-Differenztests zur Analyse der
Konstruktvalidita¨t. Berichtet wird die Zahl zula¨ssiger G2-Differenztests (NTests),
die Zahl signifikanter G2-Differenztests bei hypothesenkonformer Parameterrestrikti-
on (Nkonform) sowie bei hypothesendiskonformer Parameterrestriktion (Ndiskonform).
Zusa¨tzlich werden Wettquotienten aufgefu¨hrt, die angeben, wie viele erwu¨nschte si-





Modell NTests Nkonform Ndiskonform
Ndiskonform
Nkonform
SDM 26 14 18 1.29
HTSD 17 8 12 1.5
HTUVSD 2 -/-a -/- -/-
SAC 44 19 26 1.37
Streak 45 30 32 1.07
4-States 34 12 26 2.17
aFu¨r dieses Modell sind G2-Differenztests fu¨r zu wenige Datensa¨tze mo¨glich,
als die Ergebnisse interpretierbar wa¨ren.
striktionen zu der Zahl signifikanter Ergebnissen bei hypothesenkonformen Restrik-
tionen. Wie bereits erla¨utert wurde, sprechen erstere fu¨r die konvergente Validita¨t des
Modells, wa¨hrend das Auftreten letzterer gegen die diskriminante Validita¨t des je-
weiligen Modells spricht. Entsprechend la¨sst sich das berichtete Maß deuten als die
Anzahl erwu¨nschter Effekte relativiert an der Anzahl statistisch bedeutsamer aber un-
erwu¨nschter Effekte. Entsprechend gilt, dass gro¨ßere Werte in sta¨rkerem Maße fu¨r die
Konstruktvalidita¨t des Modells sprechen als kleinere Werte. Problematisch an der Be-
trachtung dieser Wettquotienten ist jedoch, dass die Anzahl der mo¨glichen Tests in
ihnen keine Beru¨cksichtigung findet.
Die erhaltenen Ergebnisse wiesen dennoch in dieselbe Richtung wie die Befun-
de der vorhergehenden Analyse zum Vergleich der Konstruktvalidita¨ten: Der ho¨chste
Quotient ließ sich mit 2.17 fu¨r das 4-States-Modell beobachten. Darauf folgten das
HTSD-Modell mit einem Quotienten von 1.5 und das SAC-Modell mit einem von
1.37. Die kleinsten Quotienten wiesen auch in diesem Test das SDM-Modell mit 1.29
sowie das Streak-Modell mit 1.07 auf. Diese Reihenfolge entsprach damit weitgehend
der Reihenfolge, die bei der zuvor berichteten Analyse der Differenzwerte beobachtet
wurden.
10.3 Diskussion
In diesem Kapitel wurde die Frage danach gestellt, inwiefern sich die sechs Modelle
hinsichtlich ihrer Konstruktvalidita¨t unterschieden. Dazu wurden in Anlehnung an das
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Vorgehen bei der experimentellen Konstruktvalidierung einzelner Modelle Indizes fu¨r
konvergente und diskriminante Validita¨t bestimmt. Damit ein Vergleich der Modelle
mo¨glich werden konnte, war es notwendig, eine Betrachtungsebene zu finden, auf der
sich die Modellbestandteile der einzelnen Modelle so zusammenfassen ließen, dass die
resultierenden Parametergruppen erstens fu¨r alle Modelle gleichbedeutend waren und
zweitens ein Bezug zu den in der Literatur realisierten Manipulationen hergestellt wer-
den konnte. Beides gelang auf einer Ebene, auf der eine Klasse sensitivita¨tserfassender
Parameter von einer zweiten Klasse antworttendenzerfassender Parameter unterschie-
den wurde: Da sich eine analoge Einteilung fu¨r alle Manipulationen vornehmen ließ,
konnte diese Unterscheidung dazu genutzt werden, um konvergente und diskriminante
Validita¨t der Modelle zu bestimmen.
Zur Erfassung der konvergenten sowie der diskriminanten Validita¨t wurden ver-
schiedene Parametrisierungsvarianten der Modelle an die einzelnen Datensa¨tze an-
gepasst. Dabei wurde beobachtet, wie ha¨ufig korrekt spezifizierte Modelle fa¨lschli-
cherweise zuru¨ckgewiesen wurden bzw. wie ha¨ufig fehlspezifizierte Modelle zu Recht
zuru¨ckgewiesen wurden. Das erste Datum wurde dabei als mangelnde konvergente Va-
lidita¨t gedeutet, wa¨hrend letzteres als Hinweis diskriminanter Validita¨t gewertet wurde.
Diese beiden Datenanpassungsdurchga¨nge wurden auf zwei Arten dazu eingesetzt,
um Konstruktvalidita¨tsindizes zu bestimmen, die einen Vergleich der Modelle erlaub-
ten. Da beiden Ansa¨tzen spezifische Vor- und Nachteilen zu Eigen sind, ist es umso
interessanter, dass sich die Ergebnisse der Analysen weitgehend entsprachen.
Unabha¨ngig von der zu ihrer Bestimmung eingesetzten Methode schnitt das 4-
States-Modell besser ab als die u¨brigen Modelle. Ebenfalls eine positive Bilanz wies
das SAC-Modell auf, das abha¨ngig von der eingesetzten Methode sowie von dem an-
gelegten Signifikanzniveau den zweitho¨chsten bzw. drittho¨chsten Validita¨tsindex auf-
wies. In den beiden Fa¨llen, in denen das SAC-Modell als drittbestes Modell abschloss,
lag es in hinter dem HTSD-Modell bzw. dem HTUVSD-Modell.
In den u¨brigen Fa¨llen erreichten die beiden Yonelinas-Modelle unauffa¨llige Kon-
struktvalidita¨tswerte, die es ihnen erlaubten, einen mittleren Platz zwischen den Mo-
dellen einzunehmen. Allerdings konnte fu¨r das HTUVSD-Modell nur eine der Analy-
sen durchgefu¨hrt werden, da aufgrund seiner mangelnden deskriptiven Ada¨quatheit zu
viele Datensa¨tze von den G2-Differenztests ausgeschlossen werden mussten.
Das SDM-Modell sowie das Streak-Modell wiesen unter den Modellen die gering-
sten Konstruktvalidita¨tswerte auf, wobei das Streak-Modell durchga¨ngig die kleinsten
Werte erzielte, wa¨hrend das eindimensionale Signalentdeckungsmodell durchga¨ngig
die zweitkleinsten Werte produzierte.
Zusa¨tzlich wa¨re an dieser Stelle eine statistische Absicherung der zwischen den
Modellen festgestellten Unterschieden wu¨nschenswert. Eine solche la¨sst sich mit den
heutzutage zur Verfu¨gung stehendenMethoden jedoch nicht erreichen. An dieser Stelle




In den vorherigen Kapiteln sind die in Kapitel 4 vorgestellten Modelle hinsichtlich
zentraler Modellgu¨tekriterien verglichen worden. Neben der Plausibilita¨t der Parame-
terscha¨tzwerte wurde dabei die deskriptive Ada¨quatheit der Modelle untersucht. Zu-
dem wurde die Konstruktvalidita¨t der Modelle na¨her beleuchtet und in ROC-Analysen
beobachtet, inwiefern die empirischen ROC-Kurven mit den Vorhersagen der Modelle
u¨bereinstimmten. In diesem Kapitel sollen zuna¨chst die Ergebnisse dieses Modellver-
gleichs zusammengefasst und kritisch bewertet werden. Anschließend wird ein Aus-
blick auf die Fragen geliefert, die sich vor dem Hintergrund der erlangten Erkenntnisse
fu¨r zuku¨nftige Forschungsbemu¨hungen stellen.
Wie in Kapitel 7 festgestellt, schienen die Parameterscha¨tzwerte, die die Modelle
lieferten, im Allgemeinen mit den theoretisch begru¨ndeten Erwartungen u¨bereinzu-
stimmen. In einigen Bedingungen allerdings wichen die Scha¨tzungen von den erwar-
teten Werten ab. Besonders betroffen waren davon die Streuungsparameter, die die
meisten der zu vergleichenden Modelle mit signalentdeckungstheoretischer Fundie-
rung annehmen, sowie der Distraktorentdeckungsparameter des Zwei-Hochschwellen-
Modells.
Unter den Streuungsparametern fiel besonders die Scha¨tzung des HTUVSD-
Modells aus dem Rahmen. Wa¨hrend man gemeinhin von einem moderaten Unter-
schied zwischen den Varianzkennwerten der Zielreizverteilung auf der einen Seite und
der Distraktorverteilung auf der anderen Seite ausgeht, fiel der Unterschied zwischen
diesen beiden Maßen fu¨r das HTUVSD-Modell mit einem mittleren Verha¨ltnis von
etwa 5/4 allzu groß aus.
Bei den u¨brigen signalentdeckungstheoretischen Modellen, die Varianzunterschie-
de zulassen, fiel ein jeweils substantieller Anteil der Scha¨tzungen so aus, dass die Va-
rianz der Distraktorverteilung entgegen der allgemeinen Erwartung gro¨ßer war als die
Varianz der Zielreizverteilung. Anders als bei dem HTUVSD-Modell bewegten sich
jedoch die mittleren Streuungsverha¨ltnisse im erwarteten Bereich.
Wie bereits erwa¨hnt, wich die mittlere Scha¨tzung der Distraktorentdeckung, die im
Rahmen des 4-States-Modells postuliert wird, deutlich von den u¨blichen Erwartungen
ab; vor dem Hintergrund, dass gemeinhin angenommen wird, dass es sich bei der be-
wussten Zuru¨ckweisung von Distraktoren um ein seltenes Pha¨nomen handelt, fielen
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die Scha¨tzwerte u¨beraus hoch aus. Ob, wie vermutet, das 4-States-Modell dazu neigt,
bewusste Geda¨chtnisprozesse generell zu u¨berscha¨tzen, ist eine Frage, die an dieser
Stelle nicht beantwortet werden kann. Fu¨r diese Vermutung spricht jedoch, dass auch
die auf Basis des 4-States-Modells gewonnene Scha¨tzung des r-Parameters im Mittel
ho¨her ausfiel als diejenigen Scha¨tzwerte fu¨r rekollektive Geda¨chtnisprozesse, die die
beiden Varianten des Yonelinas-Modells lieferten.
Generell ist bei dieser Form der Betrachtung jedoch unklar, ob die Besonderheiten
einzelner Scha¨tzwerte auf mangelnde Plausibilita¨t der Modellannahmen zuru¨ckgefu¨hrt
werden kann oder vielmehr mit besonderen Eigenschaften der analysierten Daten er-
kla¨rt werden muss. Festgehalten werden kann hier allerdings, dass die Abweichungen
der Scha¨tzwerte von den allgemeinen Erwartungen fu¨r das HTUVSD-Modell und das
4-States-Modell am auffa¨lligsten waren. Andererseits ging auch keines der u¨brigen
Modelle vollkommen unbeschadet aus dieser Analyse hervor.
Im Sinne des Modellvergleichs erhellender sind die mit der Analyse von ROC-
Kurven verbundenen Resultate. In Kapitel 8 konnte festgestellt werden, dass die Form
der empirisch beobachteten ROC-Kurven am besten den Vorhersagen der beiden zwei-
dimensionalen Signalentdeckungsmodelle SAC und Streak sowie denen des 4-States-
Modells entsprach. Im Gegensatz zu den u¨brigen Modellen sind die Annahmen dieser
Modelle vereinbar mit der Beobachtung, dass der auf Remember-Antworten beruhen-
de z-ROC-Punkt u¨berzufa¨llig ha¨ufig oberhalb der z-ROC-Geraden zu finden war, die
durch die Punkte fu¨r Alt-Antworten einerseits und Remember-/Know-Antworten an-
dererseits verlief.
Beru¨cksichtigt man zusa¨tzlich, inwiefern die Modelle anhand empirischer Daten
ha¨tten falsifiziert werden ko¨nnen, so schneiden das SAC-Modell und das 4-States-
Modell besser ab als das Streak-Modell. Letzteres erwies sich in Simulationen als
ebenfalls mit Daten vereinbar, in denen kein systematischer Unterschied hinsicht-
lich der Steigungen von abruferlebensbasierten ROC-Geraden und konfidenzbasier-
ten ROC-Geraden bestand. Fu¨r die erstgenannten Modelle geho¨rt diese Beobachtung
hingegen genauso wie diejenige eines negativen Schnittwinkels der beiden z-ROC-
Geraden zu der Gruppe von Beobachtungen, die nicht mit den Modellen vereinbar
sind. Aus diesen Gru¨nden ist die Beobachtung eines positiven mittleren Schnittwin-
kels fu¨r das SAC- und das 4-States-Modell bedeutsamer als fu¨r das Streak-Modell.
Als auf der Basis der ROC-Geraden falsifiziert gelten ko¨nnen die beiden hybri-
den Modelle und das SDM-Modell. Wa¨hrend aus ersteren ein negativer Schnittwinkel
abgeleitet wurde, entspra¨che es den Vorhersagen des letzteren, wenn die beiden ROC-
Geraden kollinear wa¨ren. Der Schnittwinkel ha¨tte demnach also im Mittel Null ent-
sprechen mu¨ssen bzw. nicht u¨berzufa¨llig ha¨ufig positiv oder negativ ausfallen du¨rfen.
Eine genauere Betrachtung der ermittelten ROC-Kennwerte wies weiterhin eine
u¨berraschend hohe U¨bereinstimmung mit den auf Basis des 4-States-Modells ermit-
telten Vorhersagen auf. Das 4-States-Modell hob sich also in dieser Hinsicht positiv
von den beiden zweidimensionalen Signalentdeckungsmodellen ab. Dieser Umstand
wiederholt sich in manchen der folgenden Analysen. So fand sich das 4-States-Modell
bezu¨glich der deskriptiven Ada¨quatheit unter den bestabschneidenden Modellen wie-
der, als die Modellkomplexita¨t in der Analyse durch den Modelloptimismus erfasst
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wurde. In den Analysen der AIC-Rangpla¨tze hingegen schnitt das SAC-Modell signi-
fikant besser ab als das 4-States-Modell, das SDM-Modell und das Streak-Modell.
In beiden Fa¨llen schnitten die Yonelinas-Modelle bedeutsam schlechter ab als die
anderen Modelle. Die u¨brigen Analysen der deskriptiven Ada¨quatheit anhand von
herko¨mmlichen Datenanpassungstests besta¨tigten diese Reihenfolge: Ihnen zufolge
weisen das SAC-Modell, das SDM-Modell und das 4-States-Modell eine ho¨here de-
skriptive Ada¨quatheit auf als die restlichen Modelle.
Allerdings war gerade das SAC-Modell durch einen besonders hohen Modellop-
timismus gekennzeichnet, der zu der Annahme veranlasste, dass diesem Modell eine
besonders hohe Komplexita¨t zu Eigen ist, die nicht ga¨nzlich durch die Anzahl der
freien Parameter des Modells erfasst wird. Dieser Verdacht ließ sich an den Daten
bezu¨glich der Konstruktvalidita¨t der Modellbestandteile insofern besta¨tigen, als das
SAC-Modell nicht nur dann an Daten passte, wenn es in hypothesenkonformer Weise
restringiert wurde, sondern auch ha¨ufig mit den Daten vereinbar war, wenn ein hypo-
theseninkonformes Submodell an die Daten angepasst wurde. Dadurch erreichte dieses
zweidimensionale Signalentdeckungsmodell hinsichtlich des Konstruktvalidita¨tsinde-
xes, in dem konvergente und diskriminante Validita¨t zusammengefasst wurden, nur
ein mittleres Ergebnis. Im Vergleich dazu schnitt das 4-States-Modell deutlich besser
ab. Auffa¨llig ist, dass sich in den Analysen der Konstruktvalidita¨t das eindimensio-
nale Signalentdeckungsmodell und das Streak-Modell deutlich schlechtere Ergebnisse
zeigten als die u¨brigen Modelle.
Betrachtet man diese Ergebnisse im U¨berblick, so bewa¨hrten sich nur das SAC-
Modell und das 4-States-Modell in allen Analysen. Die u¨brigen Modelle wiesen spezi-
fische Defizite auf, die sie in einzelnen Kriterien schlechter agieren ließen als die kon-
kurrierenden Modelle. So demonstrierten die Yonelinas-Modelle insbesondere im Be-
reich der deskriptiven Ada¨quatheit Ma¨ngel. Das Streak-Modell und das SDM-Modell
schnitten hingegen in der Analyse der Konstruktvalidita¨t durchga¨ngig schlechter ab
als die u¨brigen Modelle. Besondere Beachtung verdient der Punkt, dass sich diese Be-
funde nicht nur anhand parametrischer Methoden finden ließen, sondern – wie zuvor
dargestellt – ebenfalls in der Analyse der ROC-Kurven durchschienen.
Offen bleibt allerdings die Frage, welches der beiden Modelle das bessere ist:
Wa¨hrend das SAC-Modell bei der Analyse der deskriptiven Ada¨quatheit anhand
herko¨mmlicher Datenanpassungsindizes besser abschnitt als das 4-States-Modell,
zeichnete sich das letztere durch eine ho¨here Konstruktvalidita¨t aus.
Eine klare Entscheidung zwischen diesen beiden Modelle erfordert gezielte Kon-
struktvalidierungsstudien, bei denen die theoretische Basis der beiden Modelle na¨her
beleuchtet und auf ihre Gu¨ltigkeit hin untersucht wird. Hierzu bieten sich abha¨ngig von
dem jeweils im Zentrum der Untersuchung stehenden Modells verschiedene Herange-
hensweisen an. Fu¨r das SAC-Modell empfehlen sich vor allem solche Untersuchungen,
in denen die Natur der Geda¨chtnisparameter dx und dy na¨her beleuchtet wird. Ein An-
satz, der aus diesem Blickwinkel in den Vordergrund ru¨ckt, besteht in der Verwendung
von Manipulationen, die die Salienz der Enkodierepisode einerseits bzw. die Verar-
beitung der Iteminformation andererseits erho¨hen. Solche Manipulationen sollten sich
den Annahmen des Modells gema¨ß auf dy respektive dx auswirken. Eine Orientie-
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rung fu¨r den Entwurf solcher Untersuchungen bieten die Arbeiten zum kontextuellen
Fa¨cher-(Fan-)Effekt (vgl. Anderson, 1974) von Reder und Mitarbeitern. Diana et al.
(2004) haben beispielsweise festgestellt, dass Wo¨rter, die wa¨hrend der Lern- und Ab-
rufphase in einer Schriftart standen, die fu¨r viele Reize verwendet wurde, korrekte Alt-
Antworten seltener waren als bei Reizen, die in einer weniger ha¨ufig vorkommenden
Schriftart pra¨sentiert wurden. Fu¨r Distraktoren ergab sich ein gegenteiliges Bild: Hier
traten dann mehr Fehler auf, wenn Distraktoren in der Schriftart pra¨sentiert wurden,
die mit mehr Zielreizen assoziiert war. Dieser kontextuelle Fa¨cher-Effekt la¨sst sich,
wie Diana, Reder, Arndt und Park (2006) erla¨utern, sehr gut mit dem SAC-Modell er-
kla¨ren, da fu¨r die Schriftart als Kontextinformation angenommen werden kann, dass
sie mit dem Episodenknoten verbunden wird, und daru¨ber hinaus davon ausgegan-
gen werden kann, dass sich die Aktivierung der Kontextinformation entsprechend der
Gro¨ße ihres Fa¨chers auf die mit ihr verbundenen Episodenknoten aufteilt. Aus die-
sen beiden Annahmen folgt, dass die Episodenaktivierung fu¨r Episoden, die mit einer
Vielzahl anderer Reize in Beziehung stehen, geringer sein muss als fu¨r sehr auffa¨llige
Reize, die ihre Merkmale nur mit wenigen anderen Episoden teilen. In den Parame-
terscha¨tzungen des SAC-Modells sollte sich diese Manipulation also in einem Abfall
der Scha¨tzungen fu¨r die Episodenaktivierung dy auswirken. Entsprechend la¨sst sich
mit dieser Aufgabe die Vertrauenswu¨rdigkeit des SAC-Modells empirisch u¨berpru¨fen
Fu¨r das 4-States-Modell lassen sich drei unterschiedliche Wege erkennen, die wei-
ter verfolgt werden ko¨nnen, um seine theoretische Basis na¨her zu beleuchten. Der er-
ste Ansatz besteht in der Durchfu¨hrung von Untersuchungen, die sich mit der Na-
tur des Distraktorentdeckungsprozesses auseinandersetzen. In diesem Rahmen sollte
insbesondere nach einer Antwort auf die Frage gesucht werden, weshalb die Parame-
terscha¨tzungen fu¨r diesen Prozess in den hier verwendeten Untersuchungen ho¨her aus-
fielen als erwartet. Damit verbunden stellt sich die Frage, ob innerhalb dieses Modells
unter Distraktorentdeckung tatsa¨chlich eine bewusste Entdeckung von Distraktoren zu
verstehen ist, oder ob in diesem Parameter zusa¨tzlich die Funktion eines Neuheitsde-
tektorprozesses erfasst wird, wie er beispielsweise von Tulving, Markowitsch, Kapur,
Habib und Houle (1994) vorgeschlagen wurde.
Evidenz fu¨r einen solchen Neuheitsdetektorprozess fanden Habib, Nyberg und Tul-
ving (2003) in Untersuchungen zum Novelty-Effekt. In solchen Studien wird der Zu-
sammenhang zwischen der relativen Neuheit von Reizen und ihrer Enkodierbarkeit un-
tersucht, indem der eigentlichen Lernphase eines Geda¨chtnisexperiments eine Familia-
risierungsphase vorgeschaltet wird. In dieser Phase werden die Probanden mit einem
Teil der im Experiment zu lernenden Reize vertraut gemacht. Ein spa¨terer Geda¨cht-
nistest offenbart fu¨r die Reize, die in der Familiarisierungsphase pra¨sentiert worden
sind, in der Regel eine schlechtere Geda¨chtnisleistung als fu¨r die im Kontext des nach-
folgenden Experiments vollkommen neuen Items. Dieses Befundmuster deuteten die
Autoren als Beleg fu¨r die Existenz eines Geda¨chtnissystems, das der Entdeckung von
Neuheit dient und sich zusa¨tzlich auf die Enkodierung von Reizen auswirkt.
Untermauert wurde diese Annahme von Habib et al. (2003) zusa¨tzlich durch neuro-
psychologische Untersuchungen, in denen anhand von bildgebenden Verfahren gezeigt
werden konnte, dass die Neuheitsdiskrimination auf der Aktivita¨t umfassender neuro-
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naler Netzwerke basiert, in denen der Hippocampus nur einen Teil ausmacht. Da dem
Hippocampus in einer Vielzahl von Untersuchungen eine wichtige Funktion beim re-
kollektiven Abruf von Informationen zugeschrieben wurde (fu¨r einen U¨berblick siehe
Yonelinas, 2002), erscheint es mo¨glich, dass Neuheitsentdeckung nicht nur auf kon-
trollierten Prozessen beruht, sondern auch durch vertrautheitsa¨hnliche, automatische
Prozesse vermittelt werden kann. Habib (2001) ging sogar soweit, Neuheits- und Ver-
trautheitserfassung als zwei Seiten einer Medaille zu betrachten.
Entsprechend kann eine wichtige Frage fu¨r zuku¨nftige Forschungsanstrengungen
darin gesehen werden, zu ermitteln, inwiefern die Leistung dieses Neuheitserfassungs-
systems im Rahmen des 4-States-Modells reflektiert wird. Sicher ließe sich durch die
Annahme solch eines Systems erkla¨ren, weshalb die Scha¨tzungen fu¨r den Distrakto-
rentdeckungsparameter d ho¨her ausfielen als erwartet.
Um dieser Frage auf den Grund zu gehen, wa¨ren Untersuchungen dienlich, in de-
nen den Probanden wie in den Untersuchungen von Habib et al. (2003) in einer vorge-
lagerten Familiarisierungsphase Distraktoren gezeigt werden. Wenn der Distraktorent-
deckungsparameter sensitiv fu¨r die Funktionsweise des vermuteten Neuheitsdetekti-
onssystems ist, sollte die Scha¨tzung der Distraktorentdeckung unter dem Eindruck der
Familiarisierung kleiner werden. Auf diese Weise ko¨nnte ein Beleg dafu¨r gewonnen
werden, dass der Parameter d des 4-States-Modells neben den Prozessen bewusster
Distraktorentdeckung eine als vertrautheitsbasiert zu betrachtende Form der Neuheits-
entdeckung erfasst.
Weitere Fragestellungen, die dazu geeignet sind, die Verallgemeinerbarkeit des 4-
States-Modells zu u¨berpru¨fen, ergeben sich aus dessen enger Verwandtschaft mit wei-
teren Zwei-Hochschwellen-Modellen. Zwei-Hochschwellen-Modelle wurden in ande-
ren Bereichen der Geda¨chtnisforschung beispielsweise dazu genutzt, um Daten aus
Untersuchungen, die der Prozess-Dissoziations-Prozedur folgen, zu analysieren. Auch
einige Modelle zum Quellengeda¨chtnis sind von ihrer mathematischen Struktur her
dem 4-States-Modell sehr a¨hnlich. Um die theoretische Basis des 4-States-Modells ei-
ner eingehenderen Pru¨fung zu unterziehen, ist es sinnvoll, dieses mit den verwandten
Modellen der genannten Themengebiete zu vergleichen.
Betrachtet man das Zwei-Hochschwellen-Modell zur Prozess-Dissoziations-
Prozedur, das Erdfelder und Buchner (1995) vorgeschlagen haben, so fa¨llt zuna¨chst
auf, dass dieses mit dem 4-States-Modell nicht nur die Annahmen teilt, die allen Zwei-
Hochschwellen-Modellen gemeinsam sind, sondern ihm auch dahingehend a¨hnlich ist,
dass beide Modelle zwei verschiedene Geda¨chtnisprozesse annehmen. Entsprechend
erscheint es auf den ersten Blick reizvoll, der Frage nachzugehen, inwiefern sich die
in den unterschiedlichen Modellen angenommen Geda¨chtnisprozesse entsprechen.
Die Antwort auf diese Frage la¨sst sich meiner Ansicht nach nur empirisch be-
antworten. Allerdings werfen die Annahmen, die der Remember-Know-Prozedur ei-
nerseits und der Prozess-Dissoziations-Prozedur andererseits zugrunde liegen, einen
Schatten auf die skizzierte Fragestellung. Da die Trennung zwischen automatischen
und kontrollierten Prozessen in der Prozess-Dissoziations-Prozedur darauf abzielt,
implizite Geda¨chtnisprozesse von expliziten zu unterscheiden (vgl. Jacoby, 1991),
muss bei einer U¨bereinstimmung zwischen Remembering und kontrollierter Erinne-
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rung auch dem Zustand des Rememberings der Status der Explizitheit zugeschrieben
werden. Wa¨hrend diese Annahme unproblematisch erscheint, ist strittig, ob sich der
Zustand des Wissens als implizit charakterisieren la¨sst. Gegen eine solche Annahme,
die sich beispielsweise in einer Arbeit von Yonelinas, Kroll, Dobbins, Lazzara und
Knight (1998) wieder finden la¨sst, argumentierte Gardiner (2002; s. a. Gardiner, 2000;
Gardiner & Richardson-Klavehn, 2000; Richardson-Klavehn, Gardiner & Java, 1996).
Dabei stu¨tzte Gardiner sich auf Befunde, die belegen, dass sowohl Remember- als auch
Know-Antworten mit dem Grad an kognitiver Kontrolle ansteigen, wie es Ergebnisse
von Untersuchungen nahe legen, in denen die Probanden gehalten waren, ihr Rekogni-
tionsurteil in einer Bedingung sehr schnell, d. h. innerhalb der ersten 500 ms nach der
Reizpra¨sentation, abzugeben, wa¨hrend ihnen in einer zweiten Bedingung mit 1500 ms
deutlich mehr Zeit fu¨r ihre Reaktion zur Verfu¨gung standen (z. B. Toth, 1996; Gardiner
et al., 1999, Exp. 1).
Ein weiterer Hinweis darauf, dass in den beiden Aufgaben tatsa¨chlich unterschied-
liche Prozesse wirksam werden, kann darin gesehen werden, dass sich das Yonelinas-
Modell, das sich im Rahmen der Analyse von Prozess-Dissoziations-Untersuchungen
bewa¨hrte (vgl. Yonelinas, 1994), in der vorliegenden Untersuchung als nicht ada¨quat
erwiesen hat.
Eine weniger umstrittene Parallele la¨sst sich zwischen Remember-Know-Modellen
einerseits und Modellen des Quellengeda¨chtnisses andererseits ziehen. Dass ein Zu-
sammenhang zwischen dem Quellengeda¨chtnis und dem Abruferleben bestehen sollte,
deutete sich bereits in der von Tulving (1985a) gegebenen theoretischen Einfu¨hrung
zum Abruferleben an. Das episodische Geda¨chtnissystem soll, wie in Kapitel 3 dar-
gelegt, dazu befa¨higen, Episoden des ta¨glichen Lebens als Ganzes abzurufen, so dass
neben der zentralen Information auch spezifische Detailinformationen u¨ber die Enko-
dierung erinnert werden ko¨nnen. Zu diesen spezifischen Detailinformationen ist auch
die Quelleninformation zu za¨hlen. Dieser Argumentation zufolge sollten im Zustand
des Remembering Quelleninformationen ha¨ufiger verfu¨gbar sein als bei einem anderen
Abruferleben.
Einen eindru¨cklichen Beleg fu¨r den Zusammenhang zwischen bewusstem Abru-
ferleben und dem Quellengeda¨chtnis lieferten Meiser und Bro¨der (2002). Die Autoren
konnten zeigen, dass im Falle von Remember-Antworten ha¨ufiger alle dargebotenen
Quelleninformationen wiedergegeben werden konnten als das bei Know-Antworten
mo¨glich war. Aus diesen Ergebnissen schlossen die Autoren darauf, dass im Falle
von Remember-Antworten komplette Episoden abgerufen wurden, in denen Inhalt und
Kontext eine Einheit bildeten. Neben bei sei bemerkt, dass diese Schlussfolgerung an
die Annahmen des SAC-Modells erinnert, denen zufolge die theoretische Basis fu¨r
Remember-Antworten in der u¨berschwelligen Aktivierung eines Episodenknotens be-
ruht.
Gleichzeitig verwendeten Meiser und Bro¨der (2002) ein Zwei-Hochschwellen-
Modell fu¨r multidimensionale Quelleninformationen zur Auswertung ihrer Daten. Al-
lerdings blieb in diesem Modell die Trennung zwischen Remembering und Knowing
unberu¨cksichtigt. Fu¨r die beiden beru¨cksichtigten Abruferlebensarten fu¨hrten die Au-
toren vielmehr einzelne Parameterscha¨tzungen durch. Fu¨r weitere Arbeiten in diesem
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Bereich scheint es unerla¨sslich, Modelle zu entwickeln, die zusa¨tzlich in der Lage sind,
jene Prozesse ada¨quat zu erfassen, die dem Abruferleben zugrunde liegen. Pra¨desti-
niert fu¨r diesen Einsatz erscheint das 4-States-Modell, da es nicht nur in dem berichte-
ten Modellvergleich gut abgeschnitten hat, sondern zusa¨tzlich, wie oben erla¨utert, eine
große A¨hnlichkeit mit dem Modell von Meiser und Bro¨der (2002) aufweist.
Neben diesen spezifischen Schlussfolgerungen, die sich vor dem Hintergrund der
dargelegten Ergebnisse ziehen lassen, und jenen Fragen, mit denen man sich im wei-
teren Verlauf der Erforschung des Abruferlebens auseinandersetzen muss, sollte ein
besonders wichtiger Punkt nicht aus dem Auge verloren werden. Dieser besteht dar-
in, dass in den vorgelegten Analysen einige Zwei-Prozess-Modelle deutlich besser ab-
schnitten als das einfachere Ein-Prozess-Modell. Damit scheint Dunns (2004) Behaup-
tung, dass die Ein-Prozess-Sicht ausreicht, um das Abruferleben erkla¨ren zu ko¨nnen,
widerlegt. Diese Erkenntnis verdankt die vorliegende Arbeit dem Modellierungsan-
satz, durch den jene spezifischen Probleme behoben werden konnten, unter denen
fru¨here Versuche, das Ein-Prozess-Modell zu falsifizieren, wie z. B. die Metaanaly-
se von Gardiner et al. (2002) noch litten.
Dass das erhaltene Resultat nicht der Methodenwahl an sich zuzuschreiben ist, be-
legten die Analysen der ROC-Daten, die fu¨r die gleichen Modelle positiv ausgefallen
sind wie die Maximum-Likelihood-basierten Analysen. Dementsprechend kann da-
von ausgegangen werden, dass das bessere empirische Abschneiden der beiden Zwei-









In der folgenden Tabelle werden die absoluten Antwortha¨ufigkeiten wiedergegeben,
mit denen Probanden in den einzelnen Untersuchungen auf alte respektive neue Rei-
ze Remember (R), Know (K), Guess (G) oder Neu (N) antworteten. Die absoluten
Ha¨ufigkeiten wurden nach dem in Kapitel 6 beschriebenen Vorgehen aus den in der
Datenbasis enthaltenen Arbeiten ermittelt. Die Antwortha¨ufigkeiten werden nach dem
Experiment, in dem sie erhoben wurden, und nach der Bedingung, zu der sie geho¨rten,
unterteilt berichtet. Bei zweifaktoriellen Designs sind die einzelnen Faktorstufen sepa-
rat nummeriert. Die den ersten Faktor betreffende Ordnungsnummer wird durch einen
Punkt von der den zweiten Faktor betreffenden Nummer getrennt. Zusa¨tzlich wird die
erwartete Auswirkung der experimentellen Manipulation (Effekt) aufgefu¨hrt, die ent-
weder fu¨r die Sensitivita¨t des Geda¨chtnisses (S) oder die Antworttendenz (A) erwartet
wurde. Bei zweifaktoriellen Designs werden zwei Angaben so durch einen Punkt ge-
trennt, dass die Zuordnung des erwarteten Effektes zu der auslo¨senden Manipulation
direkt entnommen werden kann.
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Alt Neu
Experiment Effekt Bedingung R K G N R K G N
A1 S 1 115 29 8 8
2 24 32 38 66
10 36 76 198
A2 S 1 91 173 38 178
2 84 131 44 221
67 106 96 691
A3 S 1 203 126 63 58
2 243 95 49 63
26 36 72 766
A4 S 1 29 104 75 368
2 40 92 58 386
69 104 138 841
A5 S 1 46 144 52 334
2 52 127 29 368
35 69 69 979
A6 S 1 127 161 69 219
2 109 104 63 300
69 81 115 887
A7 S 1 242 81 63 190
2 184 81 69 242
35 46 69 1002
B1 S 1 231 167 7 161 23 63 12 478
2 179 190 0 207 57 98 6 415
B2 S 1 264 102 48 186 60 84 78 378
2 306 66 24 204 6 42 18 534
B3 S 1 550 190 50 210 60 120 90 730
2 510 180 50 260 30 110 70 790
B4 S 1 475 274 201 490 209 98 146 987
2 677 259 144 360 228 98 156 958
B5 S 1 310 122 79 209 43 123 86 468
2 288 130 108 194 50 72 87 511
B6 S 1 297 270 72 261 63 153 72 612
2 378 234 63 225 90 153 90 567
B7 S 1 473 355 22 266 11 22 57 1026
2 490 148 2 188 12 20 43 753
B8 S 1 153 104 5 138 12 35 32 321
2 100 150 4 146 8 32 16 344
B9 S 1 310 52 12 26 6 2 5 387
2 248 114 14 24 1 1 4 394
C1 S 1 143 48 5 24 2 0 2 216
2 110 37 16 57 0 0 2 218
3 72 42 20 86 2 0 2 216
C2 S 1 357 81 52 86 84 28 55 410
2 282 115 69 110 93 52 79 352
3 228 113 79 156 60 24 65 427
C3 S 1 1474 396 110 220 132 66 308 1694
2 792 506 506 396 176 264 770 990
3 550 616 572 462 220 374 814 792
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Alt Neu
Experiment Effekt Bedingung R K G N R K G N
D1 S.S 1.1 2177 1532 81 242 5 18 53 1688
1.2 1331 2137 121 443 35 53 88 1588
2.1 1371 2218 161 282 3 18 106 1637
2.2 897 2429 252 454 18 88 194 1464
D2 S.S 1.1 290 80 25 105 15 35 35 415
1.2 180 105 20 195 5 20 10 465
2.1 215 105 20 160 30 40 30 400
2.2 145 110 20 225 0 30 20 450
D3 S.S 1.1 62 57 84 67 11 32 89 138
1.2 100 92 51 27 11 35 86 138
2.1 57 89 62 62 11 38 73 148
2.2 121 84 38 27 16 35 57 162
D4 S.S 1.1 173 127 69 207 17 52 104 403
1.2 150 121 69 236 12 63 58 443
2.1 236 132 52 156 12 52 63 449
2.2 213 127 52 184 17 69 64 426
D5 S.S 1.1 517 376 24 259 24 18 3 123
1.2 400 306 23 447 35 30 5 98
2.1 306 294 12 564 67 45 7 49
2.2 306 259 23 588 71 55 8 34
E1 S.S 1.1 52 36 16 88
1.2 44 38 10 100
0 8 16 360
2.1 100 42 10 40
2.2 68 40 16 68
8 24 32 320
E2 S.S 1.1 79 46 8 59
1.2 90 40 8 54
12 38 12 322
2.1 100 44 10 38
2.2 84 42 8 58
12 34 20 318
E3 S.S 1.1 104 38 5 45
1.2 85 48 2 57
30 42 10 301
2.1 82 39 6 65
2.2 71 47 4 70
56 64 12 252
E4 S.S 1.1 123 86 36 15
1.2 97 79 36 148
29 43 58 590
2.1 234 79 14 33
2.2 187 79 18 76
58 58 50 554
E5 S.S 1.1 165 35 15 169
1.2 108 38 38 200
8 38 46 676
2.1 227 58 11 88
2.2 123 81 23 157
16 54 30 668
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Alt Neu
Experiment Effekt Bedingung R K G N R K G N
E6 S.S 1.1 76 56 12 256
1.2 32 56 16 296
24 72 24 680
2.1 92 88 12 192
2.2 52 76 20 252
16 64 32 688
E7 S.S 1.1 403 115 51 151
1.2 101 50 43 526
8 8 8 696
2.1 533 79 29 79
2.2 122 72 94 432
6 8 36 670
E8 S.S 1.1 154 51 22 93
1.2 93 45 25 157
26 45 19 550
2.1 202 86 10 22
2.2 131 86 29 74
32 57 45 506
E9 S.S 1.1 320 272 16 192
1.2 120 200 8 472
32 160 16 1392
2.1 448 184 8 168
2.2 136 176 8 480
32 176 16 1376
E10 S.S 1.1 181 71 45 207
1.2 126 56 50 207
10 20 71 907
2.1 131 96 35 242
2.2 121 71 35 277
40 51 40 877
E11 S.S 1.1 146 128 22 94
1.2 124 126 50 90
2.1 154 126 28 92
4 11 12 373
2.2 204 127 18 51
E12 S.S 1.1 280 95 14 11
1.2 260 100 14 26
2.1 155 125 28 92
10 12 8 370
2.2 176 119 18 87
F1 S.S 1.1 180 84 32 104 20 32 28 320
1.2 108 112 40 140 16 40 28 316
1.3 112 96 44 148 4 24 28 344
2.1 320 44 12 24 4 12 12 372
2.2 200 116 36 48 4 28 20 52
2.3 164 120 36 80 0 8 16 376
F2 S.S 1.1 173 35 11 69 1 7 10 274
1.2 196 32 8 52 3 6 11 268
1.3 207 29 9 43 6 6 14 262
2.1 130 49 17 92 1 13 12 266
2.2 213 37 9 29 3 17 12 256
2.3 219 34 3 32 6 6 14 262
G1 A 1.1 155 65 36 104 43 61 47 209
1.2 151 58 32 119 18 39 29 274
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Alt Neu
Experiment Effekt Bedingung R K G N R K G N
G2 A 1.1 343 117 71 117 26 58 117 447
1.2 298 123 52 175 13 13 45 577
H1 A 1.1 121 55 6 106 6 23 14 245
1.2 112 69 6 101 20 55 23 190
1.3 112 81 9 86 26 69 20 173
H2 A 1.1 400 160 150 290 400 360 800 2440
1.2 1150 450 450 450 375 300 725 1100
1.3 2120 800 680 400 180 120 300 400
H3 A 1.1 91 25 11 161 3 20 9 256
1.2 112 35 9 132 19 19 14 236
1.3 102 50 15 121 26 32 17 213
I1 S.A 1.1 57 42 9 36
2.1 55 37 7 45
8 24 14 242
1.2 83 20 3 26
2.2 59 26 7 40
14 28 14 208
I2 S.A 1.1 64 32 6 58
2.1 19 35 10 96
10 22 6 282
1.2 100 27 3 30
2.2 43 31 3 83
19 26 6 269
J1 S.A 1.1 104 43 14 127 14 12 14 248
1.2 101 46 23 118 20 40 32 196
1.3 89 75 23 101 26 57 29 176
2.1 95 52 20 121 1 21 18 252
2.2 86 63 32 107 11 35 17 225




Im Folgenden werden die in Kapitel 8 na¨her analysierten empirischen ROC-Parameter
aufgefu¨hrt. Fu¨r jede einzelne Untersuchungsbedingung ist das Kru¨mmungsmaß ϕ, die
Steigung der abruferlebensbasierten ROC-Geraden (sR) sowie die Steigung der konfi-
denzbasierten ROC-Geraden (sRK) aufgefu¨hrt. In der Tabelle wird zusa¨tzlich festge-
halten, in welchem Experiment (Exp.) und in welcher Bedingung (Bed.) die jeweiligen
ROC-Parameter erhoben wurden.
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ROC-Parameter ROC-Parameter
Exp. Bed. ϕ sR sRK Exp. Bed. ϕ sR sRK
A1 1 4.41 0.68 0.48 2.1 17.42 1.29 0.31
2 0.16 0.81 0.80 2.2 15.24 1.45 0.46
A2 1 10.97 1.35 0.61 D2 1.1 3.32 0.65 0.50
2 7.20 1.16 0.69 1.2 2.76 0.75 0.61
A3 1 3.18 1.47 1.16 2.1 8.75 0.90 0.46
2 3.30 1.14 0.91 2.2 1.22 0.42 0.37
A4 1 5.89 1.36 0.90 D3 1.1 -0.45 0.83 0.86
2 6.16 1.10 0.71 1.2 2.58 0.94 0.78
A5 1 8.46 1.43 0.79 2.1 2.31 0.95 0.81
2 12.51 1.17 0.46 2.2 2.31 1.08 0.92
A6 1 7.26 1.32 0.79 D4 1.1 3.83 0.65 0.47
2 4.74 1.01 0.72 1.2 -2.02 0.67 0.78
A7 1 0.51 0.86 0.83 2.1 2.00 0.66 0.57
2 0.44 0.89 0.87 2.2 0.76 0.64 0.61
B1 1 11.17 1.01 0.42 D5 1.1 6.76 2.06 1.22
2 21.12 1.22 0.15 1.2 8.24 1.19 0.66
B2 1 2.11 0.68 0.58 2.1 14.25 0.86 0.22
2 -5.76 0.35 0.60 2.2 7.41 0.63 0.31
B3 1 3.77 0.72 0.54 E1 1.1 2.19 0.54 0.45
2 0.81 0.58 0.54 1.2 5.95 0.52 0.28
B4 1 3.43 1.48 1.16 2.1 6.57 0.71 0.41
2 5.39 1.30 0.89 2.2 3.71 0.70 0.52
B5 1 -4.28 0.62 0.85 E2 1.1 -0.18 0.83 0.84
2 -1.21 0.94 1.02 1.2 -2.09 0.75 0.87
B6 1 0.85 0.99 0.93 2.1 1.86 0.87 0.76
2 3.17 0.92 0.74 2.2 4.77 0.74 0.51
B7 1 18.42 0.97 0.13 E3 1.1 1.63 0.99 0.89
2 15.16 0.61 0.02 1.2 14.78 1.09 0.32
B8 1 14.20 0.68 0.10 2.1 -0.77 0.92 0.97
2 19.41 1.05 0.13 2.2 6.86 1.04 0.64
B9 1 11.26 2.34 0.98 E4 1.1 0.10 1.97 1.95
2 15.97 1.96 0.60 1.2 5.37 1.01 0.69
C1 1 20.93 2.40 0.48 2.1 7.81 1.42 0.82
2 8.22 1.06 0.59 2.2 7.93 1.13 0.64
3 9.92 2.06 0.97 E5 1.1 0.79 0.29 0.26
C2 1 4.29 1.47 1.08 1.2 -4.37 0.46 0.67
2 3.68 1.27 0.98 2.1 2.79 0.56 0.44
3 6.11 1.43 0.93 2.2 0.64 0.77 0.73
C3 1 11.87 1.03 0.41 E6 1.1 0.57 0.62 0.59
2 2.18 0.83 0.71 1.2 -0.43 0.90 0.93
3 2.56 0.90 0.75 2.1 7.36 0.73 0.39
D1 1.1 18.86 1.38 0.30 2.2 2.60 0.82 0.68
1.2 21.57 2.15 0.40 E7 1.1 1.66 1.45 1.29
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ROC-Parameter ROC-Parameter
Exp. Bed. ϕ sR sRK Exp. Bed. ϕ sR sRK
1.2 -0.94 1.03 1.10 1.3 7.80 0.66 0.32
2.1 7.22 0.64 0.33 2.1 -1.55 0.44 0.50
2.2 2.95 0.77 0.62 2.2 -0.75 0.58 0.62
E8 1.1 -5.55 0.90 1.33 2.3 14.30 0.74 0.14
1.2 -6.49 0.86 1.37 G1 1.1 -0.47 0.75 0.78
2.1 8.78 1.38 0.74 1.2 -2.21 0.69 0.81
2.2 2.22 1.15 0.99 G2 1.1 8.61 0.87 0.44
E9 1.1 -3.18 1.03 1.30 1.2 2.08 0.67 0.57
1.2 6.57 0.87 0.53 H1 1.1 7.71 0.54 0.23
2.1 -0.84 0.70 0.74 1.2 9.18 0.62 0.24
2.2 3.17 0.72 0.56 1.3 5.67 0.75 0.48
E10 1.1 4.36 0.56 0.37 H2 1.1 2.46 0.80 0.67
1.2 2.85 0.60 0.48 1.2 2.22 0.86 0.73
2.1 4.23 1.10 0.82 1.3 2.61 1.03 0.86
2.2 1.40 0.93 0.84 H3 1.1 -5.46 0.30 0.53
E11 1.1 9.99 1.23 0.60 1.2 6.03 0.65 0.38
1.2 1.40 1.45 1.31 1.3 2.72 0.83 0.68
2.1 7.12 1.24 0.75 I1 1.1 3.04 1.02 0.83
2.2 9.54 1.34 0.68 2.1 5.01 0.86 0.59
E12 1.1 0.97 2.68 2.43 1.2 5.48 0.64 0.40
1.2 4.78 2.17 1.47 2.2 1.04 0.79 0.74
2.1 4.79 1.97 1.35 I2 1.1 -1.43 0.89 0.98
2.2 9.19 1.79 0.91 2.1 -2.57 1.36 1.65
F1 1.1 2.36 0.96 0.81 1.2 2.62 1.01 0.84
1.2 1.56 1.06 0.95 2.2 7.49 1.01 0.59
1.3 0.41 0.73 0.71 J1 1.1 7.79 0.88 0.48
2.1 1.04 0.84 0.78 1.2 0.33 0.61 0.59
2.2 -1.33 0.66 0.73 1.3 1.41 0.83 0.75
2.3 3.69 0.82 0.62 2.1 -2.67 0.40 0.51
F2 1.1 1.98 0.39 0.31 2.2 -5.84 0.86 1.30




In diesem Abschnitt werden fu¨r jedes Modell die Parameterwerte wiedergegeben,
die anhand der in den einzelnen experimentellen Bedingungen beobachteten Daten
gescha¨tzt wurden. In Klammern stehen jene Parametersa¨tze, die wegen mangelnder
Datenanpassungsgu¨te von den in Kapitel 7 beschriebenen Analysen ausgeschlossen
wurden. Fu¨r alle Parametervektoren wird festgehalten, aus welchem Experiment und
welcher Bedingung die Daten stammten, auf denen die Scha¨tzungen basierten. Bei
zweifaktoriellen Designs sind die einzelnen Faktorstufen separat nummeriert. Die den
ersten Faktor betreffende Ordnungsnummer wird durch einen Punkt von der den zwei-
ten Faktor betreffenden Nummer getrennt. Zusa¨tzlich wird die erwartete Auswirkung
der experimentellen Manipulation (Effekt) aufgefu¨hrt, die entweder fu¨r die Sensitivita¨t
des Geda¨chtnisses (S) oder die Antworttendenz (A) erwartet wurde. Bei zweifaktoriel-
len Designs werden zwei Angaben so durch einen Punkt getrennt, dass die Zuordnung
des erwarteten Effektes zu der auslo¨senden Manipulation direkt entnommen werden
kann.
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Parameter
Experiment Effekt Bedingung d′ CR CK CG σAlt
SDM-Modell
A1 S 1 2.74 1.91 1.03 0.31 1.42
2 0.58 1.87 1.06 0.30 1.24
A2 S 1 (0.87 1.53 0.84 0.59 0.78)
2 (0.69 1.51 0.87 0.59 0.90)
A3 S 1 1.85 1.94 1.44 1.04 0.70
2 2.03 1.93 1.45 1.04 0.90
A4 S 1 (0.34 1.59 0.99 0.62 0.80)
2 (0.20 1.59 0.99 0.62 0.98)
A5 S 1 (0.90 1.93 1.27 1.04 0.76)
2 (0.71 1.95 1.26 1.04 0.95)
A6 S 1 (1.00 1.60 1.06 0.74 0.80)
2 (0.70 1.58 1.09 0.74 1.03)
A7 S 1 1.64 1.88 1.47 1.13 1.17
2 1.35 1.88 1.47 1.13 1.12
B1 S 1 1.54 1.77 1.01 0.96 1.01
2 (0.89 1.29 0.60 0.59 0.83)
B2 S 1 1.07 1.29 0.69 0.33 1.48
2 2.31 2.25 1.45 1.22 2.66
B3 S 1 (1.76 1.58 0.89 0.62 1.40)
2 1.93 1.89 1.07 0.81 1.75
B4 S 1 (0.77 1.07 0.76 0.49 0.69)
2 (0.97 1.02 0.70 0.43 0.78)
B5 S 1 (1.23 1.52 0.78 0.38 1.58)
2 1.20 1.47 0.97 0.55 1.06
B6 S 1 1.03 1.48 0.70 0.47 1.02
2 1.08 1.29 0.59 0.34 1.09
B7 S 1 (2.46 2.72 1.63 1.41 1.43)
2 (2.93 2.44 1.55 1.35 2.06)
B8 S 1 (1.55 2.02 1.06 0.86 1.64)
2 (1.47 2.18 1.18 1.09 1.07)
B9 S 1 2.56 2.21 1.96 1.85 0.47
2 3.28 3.06 2.37 2.17 0.70
C1 S 1 (2.47 2.28 1.94 1.87 0.49)
2 2.73 2.73 2.26 2.01 1.11
3 2.02 2.26 2.00 1.86 0.55
C2 S 1 (1.28 1.07 0.82 0.56 0.68)
2 (0.99 1.00 0.63 0.29 0.79)
3 (1.11 1.29 0.97 0.65 0.73)
C3 S 1 (2.12 1.66 1.18 0.75 1.02)
2 (1.03 1.45 0.80 -0.12 1.22)
3 (0.59 1.33 0.56 -0.34 1.13)
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Parameter
Experiment Effekt Bedingung d′ CR CK CG σAlt
D1 S.S 1.1 (3.61 3.49 1.97 1.73 1.19)
1.2 (2.02 2.28 1.42 1.30 0.58)
2.1 (3.93 4.60 1.97 1.48 1.63)
2.2 (2.18 2.91 1.33 0.98 0.96)
D2 S.S 1.1 2.23 1.91 1.25 0.96 1.57
1.2 1.86 2.35 1.63 1.48 1.37
2.1 (1.39 1.59 1.02 0.85 1.15)
2.2 1.57 2.94 1.52 1.25 2.49
D3 S.S 1.1 0.84 1.73 1.01 0.03 1.20
1.2 1.47 1.82 0.91 0.04 1.09
2.1 0.95 1.80 0.87 0.13 1.08
2.2 1.48 1.60 0.85 0.26 0.94
D4 S.S 1.1 (1.14 1.98 1.11 0.53 1.64)
1.2 1.06 2.00 1.15 0.73 1.45
2.1 1.73 2.07 1.20 0.77 1.55
2.2 1.38 1.90 1.03 0.64 1.57
D5 S.S 1.1 1.00 1.07 0.66 0.62 0.49
1.2 0.47 0.82 0.26 0.21 0.84
2.1 (-0.47 0.27 -0.49 -0.53 1.15)
2.2 -0.81 0.20 -0.72 -0.81 1.58
E1 S.S 1.1 1.69 2.89 1.92 1.48 1.98
1.2 1.37 3.08 1.87 1.48 2.33
2.1 2.19 2.11 1.33 0.97 1.47
2.2 1.54 2.08 1.35 0.97 1.48
E2 S.S 1.1 1.59 1.86 1.13 0.99 1.20
1.2 1.75 1.86 1.13 0.99 1.32
2.1 1.93 1.87 1.17 0.95 1.16
2.2 1.67 1.88 1.15 0.95 1.38
E3 S.S 1.1 1.52 1.42 0.88 0.79 1.01
1.2 1.30 1.43 0.86 0.79 0.93
2.1 0.85 1.05 0.49 0.40 1.09
2.2 0.74 1.06 0.48 0.40 0.96
E4 S.S 1.1 1.71 1.75 1.28 0.91 0.51
1.2 (1.16 1.78 1.23 0.92 1.04)
2.1 (1.69 1.42 0.96 0.74 0.69)
2.2 (1.47 1.42 0.95 0.74 0.89)
E5 S.S 1.1 1.71 2.33 1.55 1.18 3.51
1.2 1.06 2.23 1.60 1.17 2.00
2.1 2.47 2.05 1.32 1.13 1.80
2.2 1.43 2.04 1.33 1.13 1.31
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Parameter
Experiment Effekt Bedingung d′ CR CK CG σAlt
E6 S.S 1.1 0.45 1.88 1.17 1.04 1.63
1.2 0.32 1.88 1.18 1.04 1.11
2.1 (1.09 2.09 1.25 1.08 1.43)
2.2 0.67 2.07 1.27 1.08 1.25
E7 S.S 1.1 2.40 2.30 1.99 1.83 0.70
1.2 1.24 2.28 2.02 1.83 0.96
2.1 (3.78 2.58 1.93 1.48 1.85)
2.2 1.13 2.47 2.01 1.48 1.41
E8 S.S 1.1 1.67 1.73 1.25 1.08 1.09
1.2 1.10 1.72 1.26 1.08 1.12
2.1 (1.92 1.67 1.05 0.81 0.71)
2.2 1.46 1.66 1.07 0.81 0.87
E9 S.S 1.1 1.80 2.05 1.18 1.13 0.96
1.2 0.86 2.06 1.17 1.13 1.16
2.1 2.25 2.05 1.13 1.08 1.44
2.2 0.73 2.06 1.12 1.08 1.40
E10 S.S 1.1 (1.74 2.44 1.81 1.28 1.98)
1.2 1.42 2.40 1.84 1.28 1.77
2.1 1.18 1.77 1.31 1.13 0.93
2.2 0.99 1.76 1.33 1.13 1.09
E11 S.S 1.1 (2.16 2.45 1.69 1.50 0.92)
1.2 2.02 2.35 1.76 1.50 0.70
2.1 2.16 2.42 1.71 1.50 0.89
2.2 2.46 2.44 1.69 1.50 0.83
E12 S.S 1.1 2.16 1.97 1.59 1.44 0.37
1.2 2.16 1.98 1.56 1.44 0.47
2.1 1.83 1.98 1.56 1.44 0.53
2.2 1.91 1.99 1.54 1.44 0.59
F1 S.S 1.1 1.53 1.66 1.10 0.84 1.06
1.2 1.18 1.76 1.07 0.81 0.96
1.3 1.54 2.34 1.47 1.08 1.37
2.1 3.35 2.34 1.74 1.48 1.20
2.2 1.73 1.74 0.52 -0.01 1.49
2.3 2.67 2.98 1.92 1.50 1.38
F2 S.S 1.1 3.49 2.78 1.89 1.54 2.74
1.2 3.42 2.43 1.77 1.48 2.10
1.3 (3.08 2.12 1.63 1.34 1.65)
2.1 2.38 2.65 1.68 1.35 2.20
2.2 3.40 2.30 1.49 1.22 1.70
2.3 (3.25 2.16 1.58 1.35 1.53)
G1 A 1.1 0.94 1.18 0.56 0.20 1.33
1.2 1.33 1.63 1.02 0.71 1.44
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Parameter
Experiment Effekt Bedingung d′ CR CK CG σAlt
G2 A 1.1 (2.07 2.19 1.61 1.24 1.33)
1.2 1.90 1.79 1.10 0.50 1.52
H1 A 1.1 1.72 2.11 1.22 1.04 1.97
1.2 (1.06 1.52 0.59 0.42 1.64)
1.3 0.98 1.35 0.42 0.26 1.35
H2 A 1.1 (0.99 1.29 0.86 0.28 1.25)
1.2 (0.95 1.06 0.57 -0.14 1.17)
1.3 (1.03 0.95 0.45 -0.24 0.98)
H3 A 1.1 0.76 2.24 1.45 1.22 3.07
1.2 1.08 1.52 1.08 0.92 1.58
1.3 0.89 1.35 0.82 0.64 1.22
I1 S.A 1.1 1.67 1.93 1.20 1.00 0.99
2.1 1.59 1.94 1.19 1.00 1.19
1.2 2.15 1.63 0.98 0.80 1.56
2.2 1.45 1.62 0.99 0.80 1.26
I2 S.A 1.1 1.57 1.86 1.29 1.18 1.12
2.1 1.00 1.85 1.29 1.18 0.72
1.2 1.88 1.56 1.07 1.00 0.99
2.2 0.95 1.57 1.06 1.00 1.00
J1 S.A 1.1 1.27 1.69 1.27 1.09 1.20
1.2 0.85 1.48 0.81 0.47 1.66
1.3 0.75 1.35 0.55 0.28 1.20
2.1 1.56 2.59 1.47 1.09 2.33
2.2 1.13 1.72 1.05 0.77 1.11
2.3 (1.00 1.62 0.81 0.45 1.29)
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG
HTSD-Modell
A1 S 1 .47 1.80 1.89 1.02 0.31
2 .08 0.47 1.87 1.04 0.31
A2 S 1 (.00 0.86 1.63 0.85 0.57)
2 (.00 0.67 1.55 0.87 0.58)
A3 S 1 (.00 2.06 2.13 1.49 1.02)
2 .00 2.10 1.98 1.46 1.04
A4 S 1 (.00 0.22 1.66 1.01 0.60)
2 (.00 0.18 1.60 0.99 0.62)
A5 S 1 (.00 0.79 2.06 1.29 1.02)
2 (.00 0.69 1.97 1.26 1.04)
A6 S 1 (.00 1.00 1.69 1.07 0.72)
2 (.00 0.70 1.57 1.08 0.74)
A7 S 1 .14 1.43 1.88 1.46 1.13
2 .08 1.24 1.88 1.46 1.13
B1 S 1 .00 1.53 1.77 1.01 0.96
2 (.00 0.90 1.36 0.58 0.56)
B2 S 1 .27 0.55 1.28 0.67 0.34
2 .47 0.85 2.32 1.42 1.22
B3 S 1 (.32 1.14 1.56 0.88 0.62)
2 .40 1.00 1.89 1.05 0.81
B4 S 1 (.00 0.80 1.18 0.78 0.44)
2 (.00 1.05 1.08 0.71 0.40)
B5 S 1 .33 0.54 1.55 0.76 0.38
2 .08 1.09 1.48 0.97 0.55
B6 S 1 .01 1.02 1.48 0.70 0.47
2 .07 0.97 1.29 0.59 0.34
B7 S 1 (.11 2.10 2.48 1.60 1.43)
2 (.44 1.66 2.27 1.52 1.36)
B8 S 1 (.23 1.06 1.91 1.05 0.88)
2 (.00 1.46 2.13 1.18 1.09)
B9 S 1 (.00 3.28 2.51 2.02 1.81)
2 (.00 3.71 3.40 2.43 2.16)
C1 S 1 (.00 3.03 2.63 1.97 1.83)
2 .04 2.63 2.68 2.24 2.01
3 .00 2.10 2.53 2.07 1.84
C2 S 1 (.00 1.50 1.16 0.84 0.52)
2 (.00 1.09 1.07 0.64 0.26)
3 (.00 1.19 1.41 1.01 0.62)
C3 S 1 (.00 2.10 1.65 1.18 0.75)
2 (.13 0.78 1.42 0.77 -0.10)
3 (.04 0.52 1.29 0.55 -0.32)
169
Parameter
Experiment Effekt Bedingung r d′ CR CK CG
D1 S.S 1.1 (.00 3.32 3.23 1.94 1.74)
1.2 (.00 2.46 2.88 1.44 1.25)
2.1 (.06 3.01 3.54 1.84 1.50)
2.2 (.00 2.23 2.97 1.33 0.97)
D2 S.S 1.1 .40 1.36 1.90 1.23 0.96
1.2 .19 1.53 2.34 1.62 1.48
2.1 (.08 1.26 1.57 1.02 0.85)
2.2 (.27 0.99 2.92 1.46 1.27)
D3 S.S 1.1 .11 0.63 1.75 0.98 0.04
1.2 .03 1.38 1.77 0.89 0.05
2.1 .02 0.90 1.76 0.86 0.14
2.2 .00 1.52 1.64 0.85 0.25
D4 S.S 1.1 (.21 0.72 1.91 1.06 0.55)
1.2 .18 0.74 2.04 1.12 0.74
2.1 (.29 1.12 2.06 1.16 0.78)
2.2 .26 0.84 1.90 1.00 0.65
D5 S.S 1.1 (.00 1.25 1.38 0.57 0.50)
1.2 .00 0.48 0.88 0.23 0.18
2.1 (.06 -0.54 0.25 -0.48 -0.52)
2.2 (.17 -1.05 0.19 -0.72 -0.79)
E1 S.S 1.1 .23 1.28 2.86 1.85 1.49
1.2 (.20 1.16 2.88 1.79 1.50)
2.1 (.31 1.55 2.07 1.31 0.98)
2.2 .21 1.13 2.05 1.33 0.98
E2 S.S 1.1 .16 1.33 1.86 1.12 0.99
1.2 .26 1.30 1.86 1.13 0.99
2.1 .17 1.67 1.87 1.16 0.95
2.2 .24 1.24 1.87 1.15 0.95
E3 S.S 1.1 .00 1.52 1.42 0.88 0.79
1.2 .00 1.32 1.45 0.86 0.79
2.1 .08 0.73 1.05 0.49 0.40
2.2 .00 0.74 1.07 0.48 0.40
E4 S.S 1.1 (.00 2.08 2.02 1.31 0.87)
1.2 (.00 1.16 1.77 1.23 0.92)
2.1 (.00 1.95 1.51 0.96 0.72)
2.2 (.00 1.52 1.45 0.95 0.73)
E5 S.S 1.1 (.41 0.56 2.32 1.51 1.18)
1.2 .24 0.68 2.31 1.57 1.17
2.1 .46 1.33 2.04 1.31 1.13
2.2 .16 1.17 2.04 1.32 1.13
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG
E6 S.S 1.1 .13 0.42 1.88 1.17 1.04
1.2 .02 0.35 1.88 1.17 1.04
2.1 (.13 0.92 2.06 1.24 1.09)
2.2 .05 0.67 2.06 1.26 1.08
E7 S.S 1.1 .00 2.61 2.45 2.03 1.82
1.2 .00 1.21 2.30 2.02 1.83
2.1 (.59 2.17 2.49 1.88 1.49)
2.2 .09 1.09 2.43 1.96 1.49
E8 S.S 1.1 .13 1.49 1.74 1.25 1.07
1.2 .09 0.96 1.74 1.25 1.07
2.1 (.00 2.18 1.79 1.05 0.79)
2.2 .00 1.51 1.71 1.07 0.80
E9 S.S 1.1 .00 1.82 2.07 1.18 1.12
1.2 .04 0.83 2.06 1.17 1.13
2.1 .36 1.53 2.05 1.13 1.08
2.2 .10 0.66 2.05 1.12 1.08
E10 S.S 1.1 (.28 1.16 2.38 1.75 1.30)
1.2 (.21 1.07 2.36 1.79 1.29)
2.1 .00 1.17 1.79 1.32 1.12
2.2 .04 0.95 1.76 1.33 1.13
E11 S.S 1.1 (.00 2.20 2.51 1.69 1.49)
1.2 .00 2.18 2.63 1.82 1.47
2.1 .00 2.23 2.51 1.72 1.49
2.2 (.00 2.62 2.59 1.71 1.49)
E12 S.S 1.1 (.00 3.03 2.47 1.62 1.37)
1.2 (.00 2.79 2.37 1.58 1.39)
2.1 (.00 2.08 2.33 1.59 1.39)
2.2 (.00 2.15 2.27 1.55 1.40)
F1 S.S 1.1 .04 1.46 1.65 1.10 0.85
1.2 .00 1.18 1.79 1.07 0.80
1.3 .17 1.23 2.34 1.44 1.09
2.1 .40 2.76 2.34 1.74 1.48
2.2 .39 0.88 1.77 0.48 0.01
2.3 .24 2.16 2.91 1.87 1.51
F2 S.S 1.1 .56 1.47 2.76 1.83 1.55
1.2 (.57 1.73 2.36 1.73 1.49)
1.3 (.51 1.89 2.08 1.61 1.35)
2.1 .41 1.26 2.73 1.63 1.35
2.2 .61 1.87 2.32 1.47 1.22
2.3 (.47 2.21 2.10 1.56 1.35)
G1 A 1.1 .23 0.52 1.18 0.55 0.21
1.2 .27 0.83 1.64 1.01 0.71
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG
G2 A 1.1 (.17 1.73 2.11 1.58 1.25)
1.2 (.36 1.12 1.77 1.06 0.51)
H1 A 1.1 (.33 0.96 2.06 1.20 1.05)
1.2 (.27 0.52 1.49 0.59 0.43)
1.3 .21 0.60 1.34 0.41 0.27
H2 A 1.1 (.16 0.73 1.28 0.86 0.29)
1.2 (.14 0.72 1.04 0.56 -0.13)
1.3 (.00 1.05 0.97 0.45 -0.24)
H3 A 1.1 .30 0.39 2.31 1.42 1.22
1.2 .23 0.69 1.51 1.07 0.92
1.3 .13 0.70 1.34 0.82 0.65
I1 S.A 1.1 .00 1.67 1.94 1.20 1.00
2.1 .12 1.39 1.92 1.19 1.00
1.2 .44 1.22 1.62 0.98 0.80
2.2 .20 1.11 1.62 0.99 0.80
I2 S.A 1.1 .11 1.42 1.86 1.28 1.18
2.1 .00 0.87 1.98 1.29 1.16
1.2 .00 1.88 1.56 1.07 1.00
2.2 .00 0.95 1.57 1.06 1.00
J1 S.A 1.1 .09 1.15 1.67 1.27 1.09
1.2 .25 0.37 1.48 0.79 0.48
1.3 .12 0.56 1.34 0.54 0.29
2.1 .31 0.84 2.72 1.40 1.10
2.2 .11 0.96 1.76 1.04 0.77
2.3 ( .12 0.79 1.58 0.79 0.46)
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG σAlt
HTUVSD-Modell
A1 S 1 (.00 1.93 1.35 0.73 0.22 0.71)
2 (.00 0.46 1.50 0.85 0.24 0.80)
A2 S 1 (.00 1.12 1.96 1.08 0.76 1.28)
2 (.00 0.77 1.67 0.96 0.65 1.11)
A3 S 1 (.00 2.64 2.76 2.05 1.49 1.42)
2 (.00 2.26 2.16 1.62 1.17 1.12)
A4 S 1 (.00 0.43 2.00 1.24 0.78 1.25)
2 (.00 0.20 1.63 1.01 0.63 1.02)
A5 S 1 (.00 1.18 2.54 1.67 1.37 1.31)
2 (.00 0.75 2.04 1.32 1.09 1.05)
A6 S 1 (.00 1.25 2.00 1.32 0.93 1.25)
2 (.00 0.68 1.54 1.06 0.72 0.97)
A7 S 1 .01 1.40 1.62 1.26 0.97 0.86
2 (.00 1.21 1.68 1.31 1.01 0.89)
B1 S 1 (.00 1.52 1.75 1.00 0.94 0.99)
2 (.00 1.07 1.57 0.73 0.71 1.21)
B2 S 1 (.00 0.72 0.88 0.47 0.23 0.68)
2 .50 1.15 3.04 1.84 1.60 1.31
B3 S 1 (.00 1.25 1.13 0.63 0.44 0.71)
2 .02 1.09 1.10 0.62 0.47 0.58
B4 S 1 (.00 1.13 1.56 1.10 0.71 1.46)
2 (.00 1.24 1.31 0.90 0.56 1.29)
B5 S 1 .39 0.57 2.03 0.96 0.50 1.30
2 .22 1.07 1.80 1.16 0.67 1.21
B6 S 1 (.01 1.01 1.47 0.69 0.46 0.99)
2 (.00 0.99 1.19 0.54 0.31 0.92)
B7 S 1 (.00 1.73 1.91 1.14 0.99 0.70)
2 (.00 1.42 1.18 0.75 0.65 0.48)
B8 S 1 (.00 0.94 1.23 0.65 0.52 0.61)
2 (.00 1.38 2.04 1.11 1.02 0.94)
B9 S 1 (.02 5.52 4.78 4.25 4.01 2.17)
2 (.00 4.66 4.36 3.37 3.09 1.42)
C1 S 1 (.00 5.06 4.68 3.97 3.82 2.05)
2 (.01 2.46 2.47 2.04 1.82 0.90)
3 (.00 3.71 4.15 3.67 3.43 1.84)
C2 S 1 (.00 1.87 1.56 1.20 0.82 1.46)
2 (.00 1.25 1.27 0.80 0.36 1.27)
3 (.00 1.52 1.78 1.34 0.90 1.38)
C3 S 1 (.00 2.08 1.63 1.16 0.74 0.98)
2 (.00 0.84 1.19 0.65 -0.09 0.82)
3 (.00 0.53 1.18 0.50 -0.30 0.89)
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG σAlt
D1 S.S 1.1 (.00 3.03 2.93 1.65 1.45 0.84)
1.2 (.00 3.50 3.93 2.45 2.24 .73)
2.1 (.00 2.41 2.82 1.21 0.91 0.61)
2.2 (.00 2.27 3.02 1.38 1.02 1.04)
D2 S.S 1.1 (.00 1.42 1.22 0.80 0.61 0.64)
1.2 (.01 1.36 1.73 1.19 1.08 0.73)
2.1 (.00 1.21 1.38 0.89 0.74 0.87)
2.2 (.01 0.63 1.19 0.61 0.51 0.41)
D3 S.S 1.1 .06 0.66 1.56 0.89 0.02 0.90
1.2 (.00 1.35 1.67 0.83 0.03 0.92)
2.1 (.00 0.87 1.66 0.80 0.12 0.92)
2.2 (.00 1.58 1.71 0.91 0.28 1.07)
D4 S.S 1.1 (.00 0.69 1.21 0.68 0.32 0.61)
1.2 .16 0.72 1.91 1.05 0.69 0.94
2.1 (.00 1.11 1.34 0.77 0.50 0.65)
2.2 (.00 0.88 1.21 0.66 0.41 0.64)
D5 S.S 1.1 (.03 2.05 2.25 1.37 1.30 2.09)
1.2 (.00 0.56 0.97 0.31 0.25 1.19)
2.1 (.00 -0.41 0.23 -0.43 -0.46 0.87)
2.2 (.00 -0.52 0.13 -0.46 -0.52 0.63)
E1 S.S 1.1 (.00 0.86 1.46 0.97 0.75 0.51)
1.2 (.00 0.59 1.32 0.80 0.64 0.43)
2.1 (.00 1.49 1.43 0.91 0.66 0.68)
2.2 (.00 1.04 1.40 0.91 0.65 0.67)
E2 S.S 1.1 .07 1.32 1.66 1.00 0.88 0.89
1.2 .32 1.34 2.11 1.27 1.12 1.13
2.1 (.00 1.67 1.62 1.01 0.82 0.87)
2.2 (.00 1.21 1.37 0.84 0.69 0.72)
E3 S.S 1.1 .05 1.50 1.45 0.90 0.81 1.02
1.2 (.00 1.40 1.54 0.93 0.86 1.08)
2.1 .17 0.68 1.18 0.55 0.45 1.12
2.2 (.00 0.77 1.10 0.50 0.42 1.04)
E4 S.S 1.1 .02 3.38 3.47 2.54 1.81 1.98
1.2 (.00 1.12 1.72 1.19 0.88 0.96)
2.1 (.00 2.44 2.05 1.38 1.07 1.45)
2.2 (.00 1.66 1.60 1.07 0.83 1.13)
E5 S.S 1.1 .01 0.48 0.67 0.45 0.34 0.29
1.2 .26 0.85 2.71 1.83 1.38 1.17
2.1 (.01 1.37 1.14 0.74 0.63 0.56)
2.2 (.00 1.09 1.56 1.02 0.86 0.76)
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG σAlt
E6 S.S 1.1 (.00 0.28 1.17 0.73 0.64 0.62)
1.2 .01 0.33 1.81 1.13 1.00 0.96
2.1 (.00 0.76 1.46 0.87 0.75 0.70)
2.2 (.00 0.54 1.66 1.02 0.87 0.80)
E7 S.S 1.1 .04 3.47 3.36 2.92 2.69 1.47
1.2 .06 1.67 3.03 2.66 2.43 1.33
2.1 (.00 2.05 1.40 1.05 0.81 0.54)
2.2 (.00 0.80 1.75 1.42 1.05 0.71)
E8 S.S 1.1 .45 2.34 3.89 2.73 2.41 2.23
1.2 .27 1.99 3.95 2.77 2.44 2.26
2.1 (.00 2.68 2.34 1.47 1.14 1.40)
2.2 (.00 1.67 1.89 1.22 0.93 1.14)
E9 S.S 1.1 .30 2.18 3.23 1.85 1.77 1.57
1.2 (.00 0.75 1.78 1.01 0.97 0.86)
2.1 .27 1.51 1.79 0.98 0.94 0.87
2.2 (.00 0.52 1.48 0.81 0.78 0.72)
E10 S.S 1.1 (.00 0.88 1.23 0.91 0.65 0.50)
1.2 (.00 0.80 1.36 1.04 0.73 0.57)
2.1 (.00 1.27 1.91 1.41 1.21 1.08)
2.2 (.00 0.91 1.62 1.22 1.04 0.92)
E11 S.S 1.1 (.00 2.34 2.66 1.83 1.63 1.08)
1.2 .01 2.88 3.37 2.53 2.15 1.44)
2.1 (.00 2.43 2.72 1.92 1.68 1.12
2.2 (.00 2.95 2.93 2.03 1.80 1.20)
E12 S.S 1.1 .07 5.81 5.35 4.32 3.91 2.72
1.2 (.00 4.58 4.20 3.32 3.05 2.12)
2.1 (.00 3.48 3.77 2.97 2.74 1.90)
2.2 (.00 3.24 3.39 2.62 2.45 1.70)
F1 S.S 1.1 (.00 1.44 1.57 1.04 0.80 0.94)
1.2 (.00 1.23 1.84 1.11 0.84 1.05)
1.3 .02 1.12 1.74 1.09 0.80 0.74
2.1 .19 2.76 2.07 1.54 1.31 0.89
2.2 .28 0.97 1.47 0.42 0.00 0.83
2.3 (.01 1.94 2.17 1.40 1.09 0.73)
F2 S.S 1.1 (.01 1.27 1.02 0.69 0.57 0.37)
1.2 (.00 1.62 1.16 0.84 0.71 0.48)
1.3 (.00 1.86 1.28 0.99 0.81 0.61)
2.1 .31 1.00 1.82 1.12 0.91 0.67
2.2 .43 1.85 1.73 1.11 0.91 0.75
2.3 (.00 2.13 1.42 1.03 0.88 0.65)
G1 A 1.1 .12 0.61 1.00 0.47 0.17 0.85
1.2 .31 0.85 1.83 1.11 0.79 1.11
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Parameter
Experiment Effekt Bedingung r d′ CR CK CG σAlt
G2 A 1.1 (.00 1.55 1.65 1.21 0.93 0.75)
1.2 (.00 1.25 1.17 0.72 0.33 0.66)
H1 A 1.1 (.00 0.87 1.07 0.62 0.53 0.51)
1.2 (.00 0.65 0.92 0.36 0.26 0.61)
1.3 (.00 0.73 1.01 0.31 0.19 0.74)
H2 A 1.1 (.00 0.79 1.04 0.69 0.23 0.80)
1.2 (.00 0.81 0.90 0.49 -0.12 0.85)
1.3 (.00 1.05 0.98 0.46 -0.24 1.02)
H3 A 1.1 .31 0.59 2.74 1.67 1.45 1.19
1.2 (.00 0.69 0.97 0.68 0.58 0.63)
1.3 (.00 0.73 1.10 0.67 0.53 0.82)
I1 S.A 1.1 (.00 1.69 1.95 1.21 1.01 1.01)
2.1 (.00 1.33 1.63 1.00 0.84 0.84)
1.2 (.01 1.37 1.05 0.63 0.51 0.64)
2.2 .01 1.15 1.30 0.80 0.64 0.80
I2 S.A 1.1 .21 1.51 2.22 1.53 1.41 1.19
2.1 .08 1.86 3.53 2.43 2.24 1.89
1.2 .03 1.89 1.60 1.10 1.02 1.02
2.2 (.00 0.95 1.57 1.06 1.00 1.00)
J1 S.A 1.1 (.00 1.06 1.41 1.06 0.91 0.84)
1.2 .03 0.49 0.92 0.50 0.29 0.62
1.3 (.00 0.62 1.12 0.46 0.24 0.83)
2.1 .26 0.61 1.95 1.04 0.79 0.72
2.2 .27 1.37 3.20 1.80 1.40 1.81
2.3 (.00 0.78 1.26 0.63 0.35 0.78)
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Parameter
Experiment Effekt Bedingung r k d gR gK gG
4-States-Modell
A1 S 1 .71 .55 .38 .05 .19 .50
2 .12 .10 .21 .04 .15 .37
A2 S 1 .13 .32 .25 .09 .16 .18
2 .11 .19 .22 .09 .15 .17
A3 S 1 .40 .35 .78 .13 .21 .52
2 .50 .31 .75 .11 .18 .44
A4 S 1 (.00 .09 .09 .06 .11 .16)
2 (.02 .08 .00 .06 .10 .14)
A5 S 1 .03 .17 .47 .06 .12 .13
2 .06 .18 .09 .03 .07 .07
A6 S 1 .15 .23 .45 .11 .14 .24
2 .12 .12 .29 .08 .11 .17
A7 S 1 .36 .11 .69 .10 .14 .25
2 .26 .08 .66 .09 .13 .22
B1 S 1 .38 .37 .35 .06 .18 .04
2 (.26 .33 .00 .10 .19 .01)
B2 S 1 .38 .13 .13 .11 .18 .21
2 .50 .03 .63 .03 .20 .11
B3 S 1 .52 .26 .35 .09 .20 .19
2 .49 .20 .43 .05 .20 .16
B4 S 1 .13 .11 .44 .26 .16 .29
2 .32 .17 .39 .26 .15 .29
B5 S 1 .38 .02 .33 .09 .28 .27
2 .31 .08 .49 .14 .23 .36
B6 S 1 .26 .18 .39 .11 .31 .22
2 .35 .22 .27 .14 .27 .22
B7 S 1 .42 .54 .30 .01 .03 .08
2 (.59 .42 .00 .01 .02 .05)
B8 S 1 (.37 .36 .00 .03 .09 .07)
2 (.24 .45 .00 .02 .08 .04)
B9 S 1 .74 .45 .94 .25 .11 .32
2 .61 .71 .97 .08 .08 .37
C1 S 1 .63 .57 .90 .14 .05 .17
2 .48 .27 .93 .06 .07 .22
3 .24 .21 .91 .15 .06 .19
C2 S 1 .48 .18 .55 .33 .16 .38
2 .35 .19 .39 .27 .20 .39
3 .27 .20 .52 .22 .11 .34
C3 S 1 .65 .48 .49 .12 .07 .33
2 .31 .22 .18 .10 .16 .56
3 .18 .20 .06 .11 .20 .55
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Parameter
Experiment Effekt Bedingung r k d gR gK gG
D1 S.S 1.1 .54 .81 .87 .02 .08 .25
1.2 .32 .75 .72 .07 .11 .21
2.1 (.34 .82 .82 .01 .06 .36)
2.2 .22 .73 .63 .03 .14 .36
D2 S.S 1.1 .56 .25 .54 .06 .16 .19
1.2 .34 .20 .73 .04 .16 .09
2.1 .39 .26 .32 .09 .13 .11
2.2 (.29 .23 .43 .00 .11 .08)
D3 S.S 1.1 .19 .12 .25 .05 .17 .56
1.2 .35 .40 .34 .06 .21 .65
2.1 .18 .26 .28 .06 .21 .50
2.2 .41 .38 .45 .11 .26 .58
D4 S.S 1.1 .28 .22 .16 .04 .11 .25
1.2 .24 .10 .42 .04 .20 .23
2.1 .39 .25 .45 .04 .17 .25
2.2 .35 .19 .35 .05 .19 .22
D5 S.S 1.1 .28 .27 .54 .31 .34 .08
1.2 .20 .18 .01 .21 .23 .05
2.1 (.00 .00 .00 .28 .35 .03)
2.2 (.00 .00 .00 .28 .32 .05)
E1 S.S 1.1 (.27 .20 .69 .01 .08 .15)
1.2 (.23 .22 .49 .01 .05 .09)
2.1 .51 .37 .50 .04 .13 .20
2.2 .33 .22 .48 .04 .12 .19
E2 S.S 1.1 .37 .17 .61 .08 .27 .12
1.2 .43 .13 .63 .08 .29 .13
2.1 .49 .28 .63 .08 .26 .21
2.2 .41 .25 .45 .06 .17 .12
E3 S.S 1.1 .46 .17 .55 .17 .30 .10
1.2 .41 .35 .04 .08 .12 .03
2.1 .28 .05 .32 .21 .31 .08
2.2 .27 .18 .11 .16 .22 .05
E4 S.S 1.1 .40 .38 .79 .19 .34 .71
1.2 .22 .19 .49 .08 .13 .20
2.1 .60 .44 .61 .20 .26 .30
2.2 .46 .30 .48 .15 .18 .19
E5 S.S 1.1 .42 .10 .21 .01 .06 .08
1.2 .26 .02 .56 .02 .12 .16
2.1 .58 .23 .56 .05 .17 .11
2.2 .29 .14 .60 .05 .19 .13
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Parameter
Experiment Effekt Bedingung r k d gR gK gG
E6 S.S 1.1 .16 .06 .21 .04 .12 .04
1.2 .04 .02 .29 .04 .13 .05
2.1 .22 .21 .22 .03 .11 .06
2.2 .11 .10 .36 .03 .13 .07
E7 S.S 1.1 .49 .17 .93 .17 .20 .25
1.2 .08 .01 .83 .07 .07 .08
2.1 .73 .38 .79 .04 .06 .27
2.2 .15 .08 .70 .03 .04 .18
E8 S.S 1.1 (.39 .00 .73 .15 .31 .19)
1.2 (.20 .00 .64 .11 .21 .13)
2.1 .61 .59 .64 .14 .28 .31
2.2 .34 .24 .61 .13 .26 .28
E9 S.S 1.1 .36 .22 .75 .08 .43 .08
1.2 .13 .17 .28 .03 .14 .02
2.1 .53 .26 .65 .06 .33 .05
2.2 .15 .13 .26 .03 .15 .02
E10 S.S 1.1 .35 .18 .58 .02 .05 .18
1.2 .27 .13 .61 .03 .05 .19
2.1 .19 .13 .60 .10 .14 .13
2.2 .17 .06 .56 .09 .13 .11
E11 S.S 1.1 .36 .43 .80 .05 .15 .19
1.2 .28 .28 .88 .08 .25 .36
2.1 .36 .39 .83 .06 .18 .23
2.2 .50 .55 .85 .07 .19 .26
E12 S.S 1.1 .66 .54 .91 .28 .46 .56
1.2 .61 .50 .89 .22 .34 .35
2.1 .30 .30 .86 .18 .26 .23
2.2 .38 .37 .83 .15 .20 .17
F1 S.S 1.1 .39 .20 .57 .12 .21 .24
1.2 .21 .17 .54 .09 .24 .22
1.3 .26 .20 .62 .03 .16 .23
2.1 .79 .38 .87 .08 .25 .33
2.2 .48 .32 .24 .05 .38 .43
2.3 .40 .42 .84 .02 .14 .31
F2 S.S 1.1 .60 .24 .72 .01 .09 .14
1.2 .67 .29 .68 .03 .07 .13
1.3 .71 .30 .68 .06 .07 .17
2.1 .45 .19 .69 .01 .14 .16
2.2 .73 .31 .75 .04 .25 .24
2.3 .76 .47 .39 .03 .04 .09
G1 A 1.1 .34 .08 .20 .15 .25 .26
1.2 .36 .07 .46 .09 .22 .21
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Parameter
Experiment Effekt Bedingung r k d gR gK gG
G2 A 1.1 .44 .30 .66 .06 .06 .23
1.2 .50 .26 .39 .07 .16 .38
H1 A 1.1 (.41 .27 .00 .02 .08 .05)
1.2 (.35 .22 .00 .07 .21 .09)
1.3 (.34 .25 .00 .09 .26 .10)
H2 A 1.1 .33 .14 .22 .13 .13 .34
1.2 .37 .17 .15 .18 .17 .50
1.3 .43 .23 .22 .23 .20 .63
H3 A 1.1 (.30 .00 .43 .02 .12 .06)
1.2 .35 .12 .11 .07 .08 .06
1.3 .27 .10 .26 .12 .17 .11
I1 S.A 1.1 .36 .29 .65 .08 .26 .20
2.1 .35 .27 .53 .06 .19 .13
1.2 .61 .27 .33 .08 .17 .10
2.2 .39 .15 .48 .10 .23 .15
I2 S.A 1.1 .34 .09 .70 .10 .26 .09
2.1 (.02 .00 .69 .10 .25 .09)
1.2 .57 .20 .65 .17 .28 .09
2.2 .21 .14 .32 .09 .13 .03
J1 S.A 1.1 .31 .16 .42 .08 .08 .10
1.2 .30 .09 .11 .08 .17 .16
1.3 .24 .14 .17 .11 .27 .19
2.1 (.33 .15 .49 .01 .14 .14)
2.2 (.23 .00 .58 .09 .31 .23)
2.3 .28 .27 .08 .06 .15 .19
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Parameter
Experiment Effekt Bedingung dx dy CR CG CO σNeu
Streak-Modell
A1 S 1 1.01 1.91 0.84 0.51 0.14 0.48
2 0.25 0.59 -0.18 0.85 0.24 0.80
A2 S 1 0.58 0.42 -0.40 0.56 0.36 0.61
2 0.39 0.33 -0.28 0.63 0.40 0.69
A3 S 1 1.50 1.88 0.30 1.73 1.21 1.16
2 1.23 1.78 0.58 1.35 0.95 0.91
A4 S 1 0.57 0.10 -0.78 0.93 0.55 0.90
2 0.33 0.00 -0.52 0.74 0.44 0.71
A5 S 1 0.62 0.35 -0.70 1.05 0.82 0.79
2 0.37 0.06 -0.55 0.61 0.47 0.46
A6 S 1 0.65 0.60 -0.15 0.89 0.58 0.79
2 0.31 0.38 0.03 0.82 0.54 0.72
A7 S 1 0.79 1.38 0.67 1.22 0.93 0.83
2 0.68 1.16 0.51 1.28 0.98 0.87
B1 S 1 0.57 0.91 0.20 0.44 0.40 0.42
2 0.32 0.33 -0.04 0.10 0.09 0.16
B2 S 1 0.37 0.91 0.59 0.41 0.19 0.58
2 0.60 1.89 0.93 0.84 0.73 0.60
B3 S 1 0.63 1.29 0.65 0.49 0.33 0.54
2 0.58 1.40 0.64 0.58 0.43 0.54
B4 S 1 0.77 0.63 0.34 0.92 0.56 1.16
2 0.71 0.80 0.59 0.67 0.38 0.89
B5 S 1 0.47 1.35 0.58 0.63 0.33 0.85
2 0.67 1.21 0.49 0.97 0.56 1.02
B6 S 1 0.57 0.99 0.06 0.66 0.43 0.93
2 0.53 0.93 0.30 0.45 0.24 0.74
B7 S 1 0.56 0.73 0.18 0.24 0.18 0.13
2 0.42 0.99 0.73 0.04 0.03 0.02
B8 S 1 0.28 0.50 0.24 0.12 0.09 0.10
2 0.41 0.30 -0.25 0.17 0.14 0.13
B9 S 1 2.21 2.50 1.06 2.00 1.80 0.98
2 1.87 2.22 0.48 1.55 1.31 0.60
C1 S 1 1.39 1.64 0.67 1.00 0.89 0.48
2 1.11 1.59 0.67 1.39 1.18 0.59
3 1.61 1.38 0.34 2.05 1.82 0.97
C2 S 1 1.10 1.22 0.90 0.93 0.60 1.08
2 0.75 0.89 0.55 0.66 0.28 0.98
3 0.89 0.83 0.44 0.98 0.60 0.93
C3 S 1 0.96 1.41 0.80 0.55 0.30 0.41
2 0.48 0.82 0.28 0.60 -0.09 0.71
3 0.33 0.46 -0.07 0.46 -0.27 0.75
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Parameter
Experiment Effekt Bedingung dx dy CR CG CO σNeu
D1 S.S 1.1 1.32 1.64 0.22 0.66 0.51 0.30
1.2 1.31 1.17 -0.30 0.66 0.52 0.40
2.1 1.35 1.38 -0.30 0.70 0.46 0.31
2.2 1.24 1.12 -0.61 0.72 0.44 0.46
D2 S.S 1.1 0.71 1.49 0.79 0.64 0.48 0.50
1.2 0.66 1.29 0.34 1.00 0.90 0.61
2.1 0.49 0.88 0.45 0.49 0.39 0.46
2.2 0.31 0.99 0.17 0.56 0.46 0.37
D3 S.S 1.1 0.39 0.85 0.05 0.85 0.02 0.86
1.2 0.77 1.21 0.05 0.75 0.02 0.78
2.1 0.51 0.75 -0.28 0.74 0.10 0.81
2.2 0.90 1.39 0.23 0.81 0.23 0.92
D4 S.S 1.1 0.33 0.72 0.19 0.55 0.25 0.47
1.2 0.43 1.13 0.13 0.87 0.57 0.78
2.1 0.58 1.23 0.36 0.69 0.44 0.57
2.2 0.47 1.11 0.32 0.63 0.39 0.61
D5 S.S 1.1 1.09 1.07 0.20 0.82 0.75 1.22
1.2 0.28 0.36 0.17 0.19 0.14 0.66
2.1 -0.06 0.04 0.03 -0.09 -0.12 0.22
2.2 0.17 -0.20 0.10 -0.21 -0.26 0.31
E1 S.S 1.1 0.41 1.03 0.23 0.87 0.66 0.45
1.2 0.19 0.55 0.09 0.55 0.42 0.28
2.1 0.68 1.29 0.54 0.57 0.40 0.41
2.2 0.49 1.00 0.33 0.72 0.50 0.52
E2 S.S 1.1 0.75 1.45 0.34 0.95 0.83 0.84
1.2 0.80 1.64 0.50 0.98 0.86 0.87
2.1 0.90 1.63 0.51 0.90 0.72 0.76
2.2 0.56 1.12 0.43 0.60 0.48 0.51
E3 S.S 1.1 0.83 1.42 0.62 0.78 0.70 0.89
1.2 0.46 0.77 0.36 0.28 0.25 0.32
2.1 0.46 0.86 0.46 0.47 0.39 0.97
2.2 0.35 0.58 0.26 0.31 0.26 0.64
E4 S.S 1.1 2.16 2.66 0.22 2.50 1.78 1.95
1.2 0.52 0.74 0.13 0.88 0.63 0.69
2.1 1.19 1.67 0.67 0.81 0.60 0.82
2.2 0.77 1.15 0.53 0.64 0.47 0.64
E5 S.S 1.1 0.23 1.24 0.93 0.40 0.31 0.26
1.2 0.38 1.41 0.64 1.04 0.78 0.67
2.1 0.67 1.55 0.83 0.59 0.49 0.44
2.2 0.59 1.19 0.26 0.97 0.82 0.73
182 ANHANG C. PARAMETERSCHA¨TZWERTE
Parameter
Experiment Effekt Bedingung dx dy CR CG CO σNeu
E6 S.S 1.1 0.13 0.63 0.19 0.69 0.61 0.59
1.2 0.18 0.39 -0.35 1.09 0.96 0.93
2.1 0.23 0.50 0.03 0.50 0.42 0.39
2.2 0.22 0.47 -0.24 0.87 0.73 0.68
E7 S.S 1.1 2.01 2.56 0.77 2.58 2.36 1.29
1.2 0.87 1.18 0.44 2.20 2.01 1.10
2.1 0.97 1.85 1.13 0.68 0.48 0.33
2.2 0.37 0.70 0.33 1.27 0.91 0.62
E8 S.S 1.1 1.15 1.98 0.68 1.62 1.43 1.33
1.2 0.86 1.53 0.45 1.67 1.47 1.37
2.1 1.26 1.83 0.53 0.80 0.60 0.74
2.2 0.92 1.37 0.26 1.07 0.80 0.99
E9 S.S 1.1 1.24 2.24 0.10 1.52 1.46 1.30
1.2 0.22 0.36 -0.32 0.62 0.60 0.53
2.1 0.89 1.87 0.55 0.83 0.80 0.74
2.2 0.19 0.51 -0.16 0.64 0.61 0.56
E10 S.S 1.1 0.38 0.95 0.58 0.70 0.48 0.37
1.2 0.37 0.91 0.50 0.90 0.61 0.48
2.1 0.60 0.83 0.19 1.10 0.92 0.82
2.2 0.48 0.81 0.33 1.12 0.95 0.84
E11 S.S 1.1 1.00 1.33 0.08 1.07 0.90 0.60
1.2 1.68 2.26 -0.01 2.34 1.96 1.31
2.1 1.15 1.58 0.13 1.34 1.12 0.75
2.2 1.33 1.84 0.30 1.21 1.01 0.68
E12 S.S 1.1 3.53 4.20 0.66 3.88 3.49 2.42
1.2 2.34 2.87 0.59 2.34 2.11 1.47
2.1 1.80 2.01 0.13 2.16 1.95 1.35
2.2 1.37 1.62 0.24 1.46 1.32 0.91
F1 S.S 1.1 0.77 1.29 0.47 0.91 0.68 0.81
1.2 0.69 1.06 -0.02 1.02 0.76 0.95
1.3 0.61 1.25 0.10 1.05 0.77 0.71
2.1 1.54 2.79 1.17 1.36 1.15 0.78
2.2 0.64 1.54 0.34 0.37 0.00 0.73
2.3 1.03 1.75 0.20 1.22 0.93 0.62
F2 S.S 1.1 0.64 1.66 0.96 0.60 0.48 0.31
1.2 0.71 1.62 1.08 0.49 0.39 0.26
1.3 0.82 1.69 1.16 0.56 0.43 0.32
2.1 0.61 1.65 0.60 0.84 0.68 0.50
2.2 1.12 2.39 1.05 0.92 0.75 0.62
2.3 0.78 1.61 1.11 0.24 0.18 0.14
G1 A 1.1 0.39 0.93 0.54 0.43 0.16 0.78
1.2 0.55 1.29 0.59 0.81 0.57 0.81
183
Parameter
Experiment Effekt Bedingung dx dy CR CG CO σNeu
G2 A 1.1 0.68 1.08 0.55 0.77 0.54 0.44
1.2 0.66 1.37 0.66 0.64 0.28 0.57
H1 A 1.1 0.31 0.83 0.49 0.29 0.24 0.23
1.2 0.26 0.61 0.30 0.16 0.10 0.24
1.3 0.36 0.73 0.20 0.21 0.12 0.48
H2 A 1.1 0.42 0.80 0.57 0.59 0.19 0.67
1.2 0.46 0.81 0.58 0.45 -0.11 0.73
1.3 0.65 0.92 0.60 0.45 -0.22 0.86
H3 A 1.1 0.25 1.44 0.79 0.74 0.64 0.53
1.2 0.24 0.81 0.71 0.43 0.35 0.38
1.3 0.35 0.75 0.44 0.57 0.44 0.68
I1 S.A 1.1 0.88 1.42 0.19 1.01 0.82 0.83
2.1 0.62 1.09 0.25 0.72 0.59 0.59
1.2 0.64 1.42 0.86 0.40 0.32 0.40
2.2 0.62 1.23 0.51 0.74 0.59 0.74
I2 S.A 1.1 0.87 1.54 0.43 1.26 1.16 0.98
2.1 1.08 1.38 -0.38 2.12 1.95 1.65
1.2 1.00 1.70 0.80 0.91 0.84 0.84
2.2 0.31 0.54 0.20 0.63 0.58 0.59
J1 S.A 1.1 0.38 0.75 0.55 0.65 0.52 0.48
1.2 0.26 0.86 0.49 0.48 0.28 0.59
1.3 0.33 0.69 0.11 0.42 0.21 0.75
2.1 0.40 1.40 0.38 0.73 0.56 0.51
2.2 0.74 1.58 0.19 1.29 1.01 1.30
2.3 0.37 0.60 0.08 0.42 0.21 0.48
184 ANHANG C. PARAMETERSCHA¨TZWERTE
Parameter
Experiment Effekt Bedingung dx dy CR CK CO σNeu
SAC-Modell
A1 S 1 1.16 1.81 1.23 0.79 0.23 0.66
2 0.36 0.65 1.68 1.08 0.32 0.90
A2 S 1 0.54 -0.04 0.84 0.67 0.43 0.57
2 0.36 0.07 1.00 0.80 0.51 0.68
A3 S 1 2.12 2.16 2.28 2.09 1.39 1.20
2 1.74 2.11 2.01 1.84 1.23 1.06
A4 S 1 0.15 -0.41 1.23 1.03 0.60 0.79
2 -0.07 -0.44 1.04 0.87 0.51 0.67
A5 S 1 0.50 -0.06 1.35 1.11 0.83 0.72
2 -0.02 -0.52 0.82 0.68 0.51 0.44
A6 S 1 0.71 0.38 1.15 1.07 0.68 0.74
2 0.32 0.29 1.17 1.08 0.69 0.75
A7 S 1 1.23 1.88 2.08 1.93 1.41 1.11
2 1.09 1.59 2.06 1.91 1.39 1.10
B1 S 1 0.59 0.64 0.87 0.60 0.55 0.50
2 0.08 -0.29 0.20 0.14 0.13 0.16
B2 S 1 0.27 0.84 1.00 0.79 0.41 0.78
2 1.13 3.01 2.99 1.89 1.64 1.29
B3 S 1 0.65 1.28 1.15 0.84 0.57 0.74
2 0.67 1.59 1.57 1.01 0.75 0.83
B4 S 1 0.82 0.60 1.04 1.39 0.84 0.99
2 0.73 0.75 0.82 1.15 0.66 0.82
B5 S 1 0.59 1.75 1.93 1.13 0.62 1.24
2 1.01 1.58 1.83 1.53 0.88 1.24
B6 S 1 0.81 1.10 1.54 0.94 0.64 1.04
2 0.62 0.89 1.09 0.75 0.45 0.85
B7 S 1 0.43 0.15 0.34 0.30 0.22 0.15
2 -0.10 0.30 0.06 0.06 0.04 0.03
B8 S 1 -0.02 -0.05 0.24 0.17 0.12 0.13
2 0.20 -0.38 0.30 0.20 0.17 0.14
B9 S 1 2.17 2.43 1.67 1.98 1.62 0.77
2 2.30 1.94 1.63 1.63 1.30 0.58
C1 S 1 1.21 1.14 0.76 0.89 0.72 0.34
2 1.49 1.91 1.91 1.91 1.54 0.73
3 1.29 1.13 1.58 1.86 1.49 0.71
C2 S 1 1.21 1.33 1.03 1.54 0.93 0.97
2 0.90 0.91 0.94 1.17 0.58 0.95
3 0.88 0.74 1.00 1.34 0.75 0.80
C3 S 1 0.90 1.10 0.66 0.79 0.39 0.43
2 0.56 0.79 1.15 0.92 -0.02 0.82
3 0.38 0.35 1.02 0.70 -0.20 0.80
185
Parameter
Experiment Effekt Bedingung dx dy CR CK CO σNeu
D1 S.S 1.1 1.69 1.00 0.90 0.76 0.57 0.33
1.2 1.47 0.28 0.72 0.66 0.49 0.35
2.1 1.74 0.56 0.97 0.77 0.49 0.33
2.2 1.52 0.32 1.08 0.76 0.46 0.47
D2 S.S 1.1 0.81 1.63 1.43 1.11 0.81 0.76
1.2 1.04 1.63 1.98 1.49 1.32 0.85
2.1 0.42 0.68 0.85 0.75 0.57 0.55
2.2 0.36 1.04 1.59 0.85 0.70 0.55
D3 S.S 1.1 0.54 0.98 1.72 1.14 0.08 0.99
1.2 1.07 1.20 1.53 0.97 0.07 0.88
2.1 0.71 0.71 1.52 0.91 0.16 0.87
2.2 1.27 1.46 1.59 1.11 0.36 1.02
D4 S.S 1.1 0.32 0.62 1.15 0.80 0.36 0.61
1.2 0.67 1.43 2.08 1.24 0.81 1.02
2.1 0.75 1.35 1.58 1.03 0.64 0.78
2.2 0.57 1.23 1.56 0.96 0.59 0.83
D5 S.S 1.1 1.30 0.89 1.04 1.12 1.03 0.98
1.2 0.21 0.10 0.52 0.48 0.40 0.64
2.1 -0.39 -0.59 0.06 0.03 -0.01 0.22
2.2 -0.59 -0.57 0.07 -0.06 -0.13 0.35
E1 S.S 1.1 0.65 1.23 1.84 1.31 0.98 0.66
1.2 0.14 0.38 1.12 0.80 0.60 0.40
2.1 0.75 1.21 1.15 0.86 0.59 0.57
2.2 0.61 1.06 1.43 1.07 0.73 0.70
E2 S.S 1.1 1.16 1.82 2.04 1.39 1.21 1.10
1.2 1.28 2.20 2.28 1.55 1.35 1.22
2.1 1.28 1.91 1.86 1.33 1.06 1.00
2.2 0.64 1.13 1.28 0.92 0.73 0.69
E3 S.S 1.1 1.11 1.64 1.54 1.28 1.14 1.08
1.2 0.29 0.36 0.51 0.42 0.37 0.36
2.1 0.60 1.02 1.20 0.98 0.83 1.14
2.2 0.30 0.38 0.71 0.58 0.50 0.68
E4 S.S 1.1 3.20 3.20 3.27 2.87 1.97 1.87
1.2 0.64 0.71 1.32 1.16 0.80 0.76
2.1 1.46 1.56 1.18 1.14 0.82 0.84
2.2 0.84 1.03 0.98 0.95 0.69 0.70
E5 S.S 1.1 -0.02 1.20 1.38 0.98 0.73 0.60
1.2 0.84 2.13 2.71 1.93 1.44 1.17
2.1 0.75 1.74 1.51 1.08 0.90 0.74
2.2 0.92 1.51 1.98 1.42 1.18 0.97
186 ANHANG C. PARAMETERSCHA¨TZWERTE
Parameter
Experiment Effekt Bedingung dx dy CR CK CO σNeu
E6 S.S 1.1 0.14 0.65 1.53 1.08 0.94 0.81
1.2 0.32 0.51 1.91 1.35 1.18 1.02
2.1 0.17 0.31 1.02 0.69 0.58 0.50
2.2 0.32 0.49 1.62 1.10 0.92 0.79
E7 S.S 1.1 3.03 3.54 3.39 3.38 2.97 1.48
1.2 1.60 1.93 3.01 3.00 2.64 1.32
2.1 1.01 1.91 1.26 1.20 0.81 0.53
2.2 0.62 0.92 1.88 1.79 1.21 0.79
E8 S.S 1.1 2.13 3.12 3.17 2.64 2.28 1.82
1.2 1.75 2.57 3.12 2.60 2.25 1.79
2.1 1.66 1.64 1.31 1.05 0.76 0.79
2.2 1.33 1.57 1.80 1.44 1.05 1.09
E9 S.S 1.1 2.13 2.92 3.17 1.96 1.88 1.54
1.2 0.24 0.22 1.26 0.78 0.74 0.61
2.1 1.34 2.35 2.21 1.31 1.25 1.08
2.2 0.23 0.49 1.44 0.85 0.82 0.70
E10 S.S 1.1 0.40 0.97 1.33 1.18 0.76 0.57
1.2 0.52 1.07 1.63 1.44 0.93 0.70
2.1 0.79 0.92 1.56 1.44 1.17 0.89
2.2 0.72 1.05 1.75 1.62 1.32 1.00
E11 S.S 1.1 1.34 1.24 1.56 1.28 1.05 0.67
1.2 2.63 2.80 3.27 2.69 2.21 1.41
2.1 1.65 1.68 1.97 1.62 1.33 0.85
2.2 1.85 1.81 1.78 1.47 1.20 0.77
E12 S.S 1.1 4.90 4.81 4.29 4.09 3.57 2.19
1.2 3.15 3.10 2.71 2.59 2.26 1.38
2.1 2.33 2.13 2.41 2.30 2.01 1.23
2.2 1.70 1.54 1.70 1.62 1.41 0.87
F1 S.S 1.1 1.06 1.50 1.62 1.36 0.99 0.99
1.2 1.02 1.22 1.84 1.32 0.97 1.05
1.3 1.00 1.56 2.14 1.43 1.03 0.92
2.1 2.42 3.68 2.84 2.29 1.89 1.22
2.2 0.75 1.67 1.67 0.55 0.05 0.95
2.3 1.64 2.03 2.26 1.61 1.22 0.80
F2 S.S 1.1 0.74 1.97 1.71 1.25 0.99 0.63
1.2 0.58 1.57 1.10 0.97 0.74 0.48
1.3 0.67 1.62 1.04 1.04 0.75 0.51
2.1 0.97 2.22 2.34 1.47 1.18 0.87
2.2 1.64 3.10 2.46 1.66 1.35 1.07
2.3 0.38 1.11 0.40 0.40 0.29 0.20
G1 A 1.1 0.39 1.00 1.18 0.87 0.41 1.00
1.2 0.80 1.70 1.90 1.39 0.98 1.16
187
Parameter
Experiment Effekt Bedingung dx dy CR CK CO σNeu
G2 A 1.1 0.71 1.00 1.10 1.10 0.71 0.54
1.2 0.76 1.47 1.40 1.05 0.46 0.80
H1 A 1.1 0.05 0.52 0.72 0.50 0.40 0.36
1.2 -0.01 0.19 0.48 0.26 0.18 0.32
1.3 0.27 0.50 0.78 0.37 0.24 0.58
H2 A 1.1 0.42 0.79 1.04 1.04 0.37 0.81
1.2 0.47 0.77 0.87 0.90 0.04 0.84
1.3 0.77 0.91 0.83 0.96 -0.03 0.91
H3 A 1.1 0.58 2.21 2.69 1.72 1.48 1.16
1.2 -0.03 0.55 0.83 0.81 0.64 0.55
1.3 0.35 0.74 1.12 0.97 0.74 0.83
I1 S.A 1.1 1.29 1.60 1.87 1.33 1.07 0.97
2.1 0.80 1.12 1.42 1.01 0.82 0.74
1.2 0.51 1.32 0.99 0.74 0.59 0.61
2.2 0.82 1.45 1.58 1.19 0.94 0.98
I2 S.A 1.1 1.45 2.14 2.39 1.88 1.72 1.28
2.1 1.70 1.83 3.01 2.38 2.17 1.62
1.2 1.34 1.99 1.68 1.46 1.34 1.07
2.2 0.26 0.40 1.02 0.89 0.82 0.65
J1 S.A 1.1 0.26 0.61 0.96 0.99 0.76 0.58
1.2 0.18 0.85 1.23 0.87 0.51 0.83
1.3 0.37 0.68 1.18 0.69 0.39 0.88
2.1 0.59 1.79 2.23 1.20 0.91 0.83
2.2 1.36 2.33 2.86 1.85 1.43 1.62






Im Folgenden werden die Datenanpassungsindizes berichtet, die bei der Anpassung
hypothesenkonform spezifizierter Modellvarianten an die Daten der einzelnen Experi-
mente erreicht wurden. NNeben der logarithmierten Likelihood (LL) und dem Baye-
sianischen Informationskriterium (BIC) werden G2-Werte mit Freiheitsgraden (df ),
AICc-Werte und AICc-Differenzwerte (∆AICc) berichtet. In der Tabelle wird ge-
sondert festgehalten, fu¨r welches Modell und Experiment die jeweiligen Datenanpas-
sungsindizes ermittelt wurden.
189
190 ANHANG D. DATENANPASSUNG: HYPOTHESENKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
A1 SDM -664.27 1373.76 2.21 5 1342.71 0.00
HTSD -664.99 1375.21 3.66 5 1344.16 1.45
HTUVSD -664.41 1386.97 2.50 3 1347.10 4.39
SAC -663.59 1385.34 0.87 3 1345.47 2.76
Streak -676.70 1411.54 27.07 3 1371.68 28.97
4-States -663.68 1385.51 1.04 3 1345.65 2.94
A2 SDM -2064.68 4182.28 25.87 5 4143.42 21.75
HTSD -2068.70 4190.31 33.90 5 4151.45 29.78
HTUVSD -2065.39 4198.82 27.28 3 4148.87 27.20
SAC -2052.08 4172.20 0.67 3 4122.26 0.59
Streak -2052.45 4172.94 1.41 3 4122.99 1.32
4-States -2051.79 4171.62 0.08 3 4121.67 0.00
A3 SDM -1609.83 3272.13 3.51 5 3233.72 0.00
HTSD -1615.11 3282.68 14.07 5 3244.28 10.56
HTUVSD -1610.49 3288.43 4.83 3 3239.07 5.36
SAC -1608.35 3284.15 0.55 3 3234.79 1.07
Streak -1612.97 3293.40 9.80 3 3244.04 10.32
4-States -1608.88 3285.22 1.61 3 3235.86 2.14
A4 SDM -2158.00 4370.20 16.25 5 4330.05 11.20
HTSD -2161.89 4377.98 24.04 5 4337.84 18.98
HTUVSD -2159.79 4389.26 19.83 3 4337.65 18.80
SAC -2150.39 4370.46 1.02 3 4318.85 0.00
Streak -2152.13 4373.94 4.51 3 4322.34 3.49
4-States -2151.35 4372.39 2.96 3 4320.79 1.94
A5 SDM -1872.37 3798.94 25.43 5 3758.80 16.25
HTSD -1877.14 3808.47 34.96 5 3768.32 25.78
HTUVSD -1874.52 3818.72 29.72 3 3767.11 24.57
SAC -1862.23 3794.14 5.15 3 3742.54 0.00
Streak -1863.32 3796.32 7.32 3 3744.72 2.17
4-States -1863.71 3797.11 8.11 3 3745.51 2.97
A6 SDM -2366.78 4787.76 17.47 5 4747.61 13.43
HTSD -2370.21 4794.61 24.31 5 4754.46 20.28
HTUVSD -2367.77 4805.23 19.45 3 4753.63 19.45
SAC -2358.05 4785.79 0.01 3 4734.18 0.00
Streak -2359.41 4788.50 2.72 3 4736.90 2.72
4-States -2360.20 4790.09 4.31 3 4738.48 4.30
A7 SDM -2049.19 4152.57 0.07 5 4112.43 0.00
HTSD -2049.28 4152.76 0.26 5 4112.62 0.19
HTUVSD -2049.21 4168.09 0.11 3 4116.49 4.06
SAC -2049.16 4167.99 0.00 3 4116.39 3.96
Streak -2050.29 4170.27 2.28 3 4118.67 6.24
4-States -2049.44 4168.56 0.57 3 4116.96 4.53
191
Experiment Modell LL BIC G2 df AICc ∆AICc
B1 SDM -2126.26 4306.70 43.75 5 4266.57 31.76
HTSD -2127.73 4309.65 46.69 5 4269.52 34.71
HTUVSD -2114.76 4299.18 20.74 3 4247.60 12.79
SAC -2108.37 4286.39 7.96 3 4234.81 0.00
Streak -2111.31 4292.28 13.85 3 4240.70 5.89
4-States -2112.39 4294.44 16.01 3 4242.86 8.05
B2 SDM -2354.25 4762.98 133.76 5 4722.54 103.94
HTSD -2355.93 4766.35 137.13 5 4725.91 107.31
HTUVSD -2315.74 4701.53 56.75 3 4649.56 30.95
SAC -2313.24 4696.53 51.75 3 4644.56 25.95
Streak -2323.98 4718.02 73.23 3 4666.04 47.43
4-States -2300.27 4670.58 25.79 3 4618.61 0.00
B3 SDM -3873.37 7804.80 18.70 5 7760.77 10.51
HTSD -3876.43 7810.91 24.81 5 7766.88 16.62
HTUVSD -3867.67 7809.99 7.29 3 7753.38 3.12
SAC -3866.75 7808.15 5.46 3 7751.55 1.29
Streak -3866.11 7806.86 4.17 3 7750.26 0.00
4-States -3867.30 7809.25 6.55 3 7752.64 2.38
B4 SDM -6501.28 13063.17 30.86 5 13016.58 26.55
HTSD -6524.04 13108.69 76.38 5 13062.10 72.07
HTUVSD -6502.23 13082.40 32.77 3 13022.50 32.48
SAC -6487.11 13052.15 2.53 3 12992.26 2.23
Streak -6496.26 13070.44 20.82 3 13010.54 20.52
4-States -6486.00 13049.92 0.30 3 12990.02 0.00
B5 SDM -3250.07 6555.89 24.72 5 6514.17 13.65
HTSD -3248.46 6552.69 21.51 5 6510.97 10.45
HTUVSD -3247.23 6566.16 19.05 3 6512.53 12.01
SAC -3245.51 6562.70 15.60 3 6509.07 8.56
Streak -3241.23 6554.14 7.04 3 6500.52 0.00
4-States -3245.08 6561.86 14.75 3 6508.23 7.71
B6 SDM -4091.42 8240.16 10.97 5 8196.87 3.42
HTSD -4091.68 8240.67 11.49 5 8197.38 3.93
HTUVSD -4089.70 8253.10 7.53 3 8197.45 4.00
SAC -4088.38 8250.46 4.90 3 8194.81 1.36
Streak -4093.55 8260.81 15.24 3 8205.16 11.71
4-States -4087.70 8249.10 3.54 3 8193.45 0.00
B7 SDM -2878.05 5813.95 155.90 5 5770.12 142.38
HTSD -2887.41 5832.68 174.62 5 5788.85 161.10
HTUVSD -2881.62 5837.63 163.04 3 5781.28 153.54
SAC -2804.85 5684.09 9.50 3 5627.74 0.00
Streak -2838.60 5751.59 77.01 3 5695.25 67.50
4-States -2806.98 5688.35 13.76 3 5632.00 4.26
192 ANHANG D. DATENANPASSUNG: HYPOTHESENKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
B8 SDM -1430.74 2913.12 58.42 5 2875.54 48.54
HTSD -1432.85 2917.35 62.66 5 2879.78 52.77
HTUVSD -1431.27 2928.93 59.49 3 2880.65 53.64
SAC -1404.45 2875.29 5.84 3 2827.00 0.00
Streak -1414.04 2894.48 25.03 3 2846.19 19.19
4-States -1407.10 2880.59 11.14 3 2832.30 5.30
B9 SDM -788.33 1628.31 14.24 5 1590.73 8.83
HTSD -797.02 1645.69 31.62 5 1608.12 26.21
HTUVSD -786.36 1639.12 10.29 3 1590.83 8.92
SAC -781.90 1630.19 1.37 3 1581.91 0.00
Streak -796.91 1660.22 31.40 3 1611.94 30.03
4-States -782.22 1630.83 2.01 3 1582.55 0.64
C1 SDM -858.67 1782.09 14 9 1735.47 6.63
HTSD -861.17 1787.08 18.99 9 1740.47 11.62
HTUVSD -857.94 1802.21 12.54 6 1740.12 11.27
SAC -853.69 1793.71 4.03 6 1731.61 2.77
Streak -855.85 1798.03 8.35 6 1735.93 7.09
4-States -852.30 1790.94 1.27 6 1728.84 0.00
C2 SDM -3738.84 7551.02 53.55 9 7495.74 39.73
HTSD -3753.41 7580.16 82.69 9 7524.88 68.87
HTUVSD -3734.70 7567.19 45.27 6 7493.50 37.49
SAC -3715.96 7529.69 7.78 6 7456.01 0.00
Streak -3730.48 7558.73 36.81 6 7485.04 29.04
4-States -3716.67 7531.11 9.19 6 7457.42 1.42
C3 SDM -15711.76 31508.92 1101.19 9 31441.54 973.39
HTSD -15743.07 31571.53 1163.81 9 31504.16 1036.01
HTUVSD -15738.28 31590.41 1154.22 6 31500.58 1032.43
SAC -15603.95 31321.76 885.57 6 31231.93 763.78
Streak -15835.75 31785.35 1349.15 6 31695.51 1227.36
4-States -15222.06 30557.98 121.79 6 30468.15 0.00
D1 SDM -19442.15 38994.86 696.87 13 38906.31 591.75
HTSD -19473.95 39058.46 760.46 13 38969.91 655.35
HTUVSD -19373.34 38897.46 559.26 9 38776.71 462.15
SAC -19149.00 38448.76 110.56 9 38328.01 13.46
Streak -19532.80 39216.36 878.16 9 39095.61 781.05
4-States -19142.27 38435.31 97.10 9 38314.56 0.00
D2 SDM -3411.73 6914.71 91.18 13 6845.53 52.50
HTSD -3414.54 6920.33 96.80 13 6851.15 58.13
HTUVSD -3383.55 6891.52 34.81 9 6797.21 4.19
SAC -3381.45 6887.33 30.62 9 6793.03 0.00
Streak -3391.64 6907.71 51.00 9 6813.41 20.38
4-States -3384.15 6892.73 36.02 9 6798.43 5.40
193
Experiment Modell LL BIC G2 df AICc ∆AICc
D3 SDM -2607.71 5299.88 28.43 13 5237.55 8.07
HTSD -2606.88 5298.22 26.77 13 5235.89 6.41
HTUVSD -2604.23 5323.62 21.46 9 5238.68 9.20
SAC -2602.09 5319.36 17.19 9 5234.41 4.93
Streak -2606.76 5328.68 26.51 9 5243.74 14.25
4-States -2599.63 5314.43 12.26 9 5229.48 0.00
D4 SDM -4834.19 9761.17 29.93 13 9690.43 6.64
HTSD -4841.00 9774.79 43.55 13 9704.05 20.26
HTUVSD -4832.98 9792.49 27.51 9 9696.06 12.27
SAC -4831.15 9788.83 23.85 9 9692.40 8.61
Streak -4834.02 9794.57 29.58 9 9698.14 14.34
4-States -4826.85 9780.23 15.25 9 9683.80 0.00
D5 SDM -6087.75 12269.99 145.38 13 12197.56 89.16
HTSD -6097.30 12289.08 164.46 13 12216.64 108.24
HTUVSD -6084.71 12298.26 139.28 9 12199.50 91.10
SAC -6039.16 12207.16 48.18 9 12108.40 0.00
Streak -6057.17 12243.19 84.21 9 12144.43 36.03
4-States -6065.81 12260.46 101.48 9 12161.70 53.30
E1 SDM -1301.73 2684.23 24.09 13 2625.64 12.20
HTSD -1304.47 2689.71 29.58 13 2631.12 17.69
HTUVSD -1294.33 2698.79 9.29 9 2618.97 5.53
SAC -1291.56 2693.25 3.75 9 2613.44 0.00
Streak -1294.80 2699.73 10.23 9 2619.91 6.48
4-States -1292.95 2696.04 6.54 9 2616.22 2.79
E2 SDM -1377.52 2835.75 3.17 13 2777.22 0.00
HTSD -1377.85 2836.41 3.83 13 2777.88 0.66
HTUVSD -1377.66 2865.38 3.45 9 2785.64 8.42
SAC -1377.58 2865.22 3.29 9 2785.48 8.26
Streak -1378.31 2866.68 4.75 9 2786.94 9.72
4-States -1378.08 2866.21 4.29 9 2786.48 9.26
E3 SDM -1528.70 3138.11 22.02 13 3079.58 10.42
HTSD -1528.85 3138.41 22.31 13 3079.87 10.71
HTUVSD -1523.62 3157.30 11.86 9 3077.57 8.41
SAC -1519.42 3148.90 3.45 9 3069.16 0.00
Streak -1522.46 3154.98 9.53 9 3075.24 6.08
4-States -1519.46 3148.97 3.52 9 3069.23 0.07
E4 SDM -2588.36 5263.95 36.26 13 5198.82 0.00
HTSD -2613.11 5313.45 85.76 13 5248.32 49.50
HTUVSD -2590.26 5299.48 40.07 9 5210.70 11.88
SAC -2584.99 5288.92 29.51 9 5200.14 1.33
Streak -2601.52 5322.00 62.59 9 5233.22 34.40
4-States -2599.99 5318.93 59.52 9 5230.15 31.33
194 ANHANG D. DATENANPASSUNG: HYPOTHESENKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
E5 SDM -2499.29 5086.92 28.54 13 5020.67 5.71
HTSD -2498.67 5085.67 27.29 13 5019.43 4.46
HTUVSD -2496.34 5113.14 22.64 9 5022.85 7.88
SAC -2494.96 5110.38 19.88 9 5020.09 5.12
Streak -2511.18 5142.81 52.31 9 5052.51 37.55
4-States -2492.41 5105.26 14.76 9 5014.97 0.00
E6 SDM -2455.23 4999.19 6.78 13 4932.55 0.00
HTSD -2456.42 5001.57 9.16 13 4934.93 2.38
HTUVSD -2454.81 5030.61 5.93 9 4939.77 7.22
SAC -2453.71 5028.41 3.73 9 4937.57 5.02
Streak -2461.13 5043.24 18.57 9 4952.40 19.85
4-States -2455.01 5031.01 6.33 9 4940.17 7.62
E7 SDM -3202.33 6496.75 38.40 13 6426.73 3.54
HTSD -3203.69 6499.45 41.11 13 6429.43 6.24
HTUVSD -3202.13 6529.82 38.00 9 6434.37 11.18
SAC -3196.54 6518.64 26.82 9 6423.19 0.00
Streak -3233.56 6592.69 100.86 9 6497.24 74.05
4-States -3216.61 6558.78 66.95 9 6463.32 40.14
E8 SDM -2312.52 4711.39 20.05 13 4647.15 0.68
HTSD -2318.73 4723.81 32.47 13 4659.57 13.11
HTUVSD -2310.11 4737.96 15.22 9 4650.40 3.94
SAC -2308.14 4734.02 11.28 9 4646.47 0.00
Streak -2314.59 4746.91 24.18 9 4659.36 12.90
4-States -2310.52 4738.77 16.03 9 4651.22 4.75
E9 SDM -4899.14 9894.69 4.64 13 9820.32 0.00
HTSD -4899.93 9896.28 6.22 13 9821.90 1.58
HTUVSD -4899.78 9931.05 5.93 9 9829.64 9.32
SAC -4900.22 9931.92 6.80 9 9830.52 10.20
Streak -4961.49 10054.46 129.34 9 9953.05 132.74
4-States -4906.67 9944.81 19.69 9 9843.41 23.09
E10 SDM -3310.42 6711.98 64.34 13 6642.90 22.99
HTSD -3311.86 6714.86 67.22 13 6645.79 25.87
HTUVSD -3298.59 6721.46 40.68 9 6627.29 7.38
SAC -3294.89 6714.08 33.29 9 6619.91 0.00
Streak -3298.51 6721.30 40.52 9 6627.14 7.23
4-States -3303.11 6730.51 49.73 9 6636.34 16.43
E11 SDM -2084.44 4252.37 13.06 13 4191.01 0.00
HTSD -2085.85 4255.21 15.90 13 4193.84 2.83
HTUVSD -2085.27 4284.41 14.74 9 4200.79 9.78
SAC -2084.19 4282.25 12.58 9 4198.63 7.62
Streak -2089.44 4292.74 23.07 9 4209.12 18.12
4-States -2082.90 4279.67 10.00 9 4196.05 5.05
195
Experiment Modell LL BIC G2 df AICc ∆AICc
E12 SDM -1804.87 3693.36 4.71 13 3631.88 0.00
HTSD -1812.65 3708.91 20.27 13 3647.43 15.55
HTUVSD -1806.07 3726.16 7.11 9 3642.39 10.51
SAC -1806.14 3726.29 7.24 9 3642.52 10.64
Streak -1825.43 3764.86 45.81 9 3681.09 49.21
4-States -1810.88 3735.77 16.72 9 3652.00 20.12
F1 SDM -4039.13 8204.47 163.11 21 8108.38 112.73
HTSD -4041.03 8208.26 166.90 21 8112.16 116.52
HTUVSD -3989.36 8155.40 63.56 15 8020.92 25.28
SAC -3981.48 8139.64 47.80 15 8005.16 9.52
Streak -4047.63 8271.94 180.10 15 8137.46 141.82
4-States -3976.72 8130.12 38.28 15 7995.64 0.00
F2 SDM -2264.05 4650.36 33.70 21 4558.24 3.99
HTSD -2267.59 4657.44 40.78 21 4565.33 11.08
HTUVSD -2261.06 4693.26 27.70 15 4564.38 10.13
SAC -2255.99 4683.14 17.58 15 4554.25 0.00
Streak -2260.06 4691.28 25.72 15 4562.39 8.14
4-States -2256.57 4684.29 18.73 15 4555.41 1.16
G1 SDM -1600.89 3259.96 6.55 4 3217.88 0.29
HTSD -1600.75 3259.67 6.27 4 3217.59 0.00
HTUVSD -1600.68 3266.81 6.14 3 3219.49 1.90
SAC -1602.51 3270.48 9.80 3 3223.15 5.56
Streak -1600.80 3267.05 6.37 3 3219.72 2.13
4-States -1600.65 3266.74 6.07 3 3219.42 1.83
G2 SDM -2461.23 4985.33 21.75 4 4938.51 12.29
HTSD -2467.84 4998.56 34.97 4 4951.73 25.52
HTUVSD -2461.23 4993.19 21.75 3 4940.52 14.31
SAC -2454.83 4980.40 8.96 3 4927.73 1.51
Streak -2454.07 4978.89 7.44 3 4926.22 0.00
4-States -2458.09 4986.92 15.48 3 4934.25 8.03
H1 SDM -1762.86 3607.72 26.19 7 3547.87 18.41
HTSD -1765.88 3613.76 32.23 7 3553.91 24.44
HTUVSD -1762.86 3615.18 26.19 6 3549.90 20.44
SAC -1754.92 3599.29 10.31 6 3534.02 4.56
Streak -1753.91 3597.27 8.29 6 3532.00 2.54
4-States -1752.64 3594.74 5.75 6 3529.46 0.00
H2 SDM -18028.21 36162.19 74.23 7 36078.43 41.76
HTSD -18032.05 36169.87 81.92 7 36086.12 49.44
HTUVSD -18028.21 36171.80 74.23 6 36080.43 43.76
SAC -18006.33 36128.04 30.47 6 36036.67 0.00
Streak -18010.52 36136.43 38.85 6 36045.06 8.38
4-States -18008.64 36132.67 35.10 6 36041.31 4.63
196 ANHANG D. DATENANPASSUNG: HYPOTHESENKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
H3 SDM -1525.54 3133.07 14.88 7 3073.22 8.15
HTSD -1522.70 3127.39 9.20 7 3067.55 2.47
HTUVSD -1521.94 3133.34 7.70 6 3068.07 2.99
SAC -1525.05 3139.56 13.91 6 3074.28 9.20
Streak -1525.16 3139.78 14.13 6 3074.50 9.43
4-States -1520.45 3130.35 4.71 6 3065.08 0.00
I1 SDM -1014.74 2099.54 6.52 14 2049.67 0.00
HTSD -1015.11 2100.30 7.28 14 2050.43 0.76
HTUVSD -1014.71 2113.49 6.47 12 2053.70 4.03
SAC -1015.47 2115.02 7.99 12 2055.23 5.56
Streak -1015.09 2114.25 7.23 12 2054.46 4.79
4-States -1019.99 2124.06 17.03 12 2064.26 14.59
I2 SDM -1033.33 2138.21 6.69 14 2086.83 0.00
HTSD -1033.84 2139.22 7.71 14 2087.85 1.02
HTUVSD -1033.09 2152.05 6.22 12 2090.44 3.60
SAC -1031.70 2149.27 3.44 12 2087.66 0.82
Streak -1044.35 2174.55 28.73 12 2112.95 26.11
4-States -1036.90 2159.65 13.82 12 2098.04 11.20
J1 SDM -3575.76 7257.45 62.08 23 7177.62 9.59
HTSD -3578.16 7262.25 66.89 23 7182.42 14.39
HTUVSD -3569.78 7261.80 50.14 21 7169.71 1.68
SAC -3569.77 7261.77 50.11 21 7169.68 1.65
Streak -3569.84 7261.91 50.25 21 7169.81 1.79





Im Folgenden werden die Datenanpassungsindizes berichtet, die bei der Anpassung
hypotheseninkonform spezifizierter Modellvarianten an die Daten der einzelnen Expe-
rimente erreicht wurden. Neben der logarithmierten Likelihood (LL) und dem Baye-
sianischen Informationskriterium (BIC) werden G2-Werte mit Freiheitsgraden (df ),
AICc-Werte und AICc-Differenzwerte (∆AICc) berichtet. In der Tabelle wird geson-
dert festgehalten fu¨r welches Modell und Experiment die jeweiligen Datenanpassungs-
indizes ermittelt wurden.
197
198 ANHANG E. DATENANPASSUNG: HYPOTHESENDISKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
A1 SDM -700.88 1453.45 75.44 4 1417.99 34.66
HTSD -700.93 1453.55 75.54 4 1418.09 34.77
HTUVSD -700.88 1459.91 75.44 3 1420.05 36.72
SAC -682.52 1423.19 38.72 3 1383.32 0.00
Streak -696.74 1451.64 67.16 3 1411.77 28.45
4-States -715.55 1489.25 104.77 3 1449.38 66.06
A2 SDM -2065.75 4191.97 28.00 4 4147.57 19.00
HTSD -2068.39 4197.26 33.28 4 4152.85 24.29
HTUVSD -2065.75 4199.53 28.00 3 4149.58 21.02
SAC -2055.41 4178.87 7.34 3 4128.92 0.36
Streak -2055.23 4178.51 6.98 3 4128.56 0.00
4-States -2055.64 4179.33 7.79 3 4129.38 0.82
A3 SDM -1610.55 3281.06 4.95 4 3237.18 1.52
HTSD -1613.22 3286.41 10.30 4 3242.53 6.87
HTUVSD -1610.55 3288.56 4.95 3 3239.20 3.54
SAC -1609.33 3286.12 2.51 3 3236.76 1.10
Streak -1608.78 3285.01 1.41 3 3235.65 0.00
4-States -1611.63 3290.73 7.13 3 3241.37 5.72
A4 SDM -2159.00 4379.95 18.26 4 4334.07 13.52
HTSD -2160.69 4383.33 21.64 4 4337.45 16.90
HTUVSD -2159.00 4387.69 18.26 3 4336.09 15.54
SAC -2151.46 4372.61 3.18 3 4321.00 0.46
Streak -2151.24 4372.17 2.74 3 4320.57 0.02
4-States -2151.24 4372.15 2.72 3 4320.55 0.00
A5 SDM -1873.06 3808.06 26.81 4 3762.18 20.07
HTSD -1875.16 3812.26 31.00 4 3766.38 24.27
HTUVSD -1873.06 3815.80 26.81 3 3764.20 22.08
SAC -1862.51 3794.71 5.71 3 3743.11 0.99
Streak -1862.22 3794.12 5.12 3 3742.51 0.40
4-States -1862.02 3793.72 4.72 3 3742.12 0.00
A6 SDM -2371.14 4804.23 26.19 4 4758.35 9.63
HTSD -2372.24 4806.41 28.38 4 4760.54 11.81
HTUVSD -2371.14 4811.97 26.19 3 4760.37 11.65
SAC -2365.67 4801.01 15.23 3 4749.41 0.69
Streak -2365.32 4800.33 14.55 3 4748.72 0.00
4-States -2365.49 4800.66 14.88 3 4749.06 0.34
A7 SDM -2051.82 4165.57 5.32 4 4119.70 0.44
HTSD -2051.88 4165.69 5.45 4 4119.82 0.56
HTUVSD -2051.82 4173.33 5.34 3 4121.73 2.47
SAC -2050.59 4170.86 2.87 3 4119.25 0.00
Streak -2051.84 4173.37 5.38 3 4121.77 2.51
4-States -2053.36 4176.40 8.42 3 4124.80 5.55
199
Experiment Modell LL BIC G2 df AICc ∆AICc
B1 SDM -2127.44 4316.80 46.11 4 4270.95 20.74
HTSD -2128.53 4318.98 48.29 4 4273.13 22.92
HTUVSD -2127.44 4324.54 46.11 3 4272.96 22.75
SAC -2117.01 4303.69 25.25 3 4252.11 1.90
Streak -2116.07 4301.79 23.36 3 4250.21 0.00
4-States -2116.43 4302.52 24.08 3 4250.94 0.73
B2 SDM -2311.91 4686.09 49.09 4 4639.89 19.58
HTSD -2309.17 4680.60 43.60 4 4634.39 14.08
HTUVSD -2309.16 4688.37 43.58 3 4636.39 16.08
SAC -2316.45 4702.95 58.17 3 4650.98 30.67
Streak -2310.04 4690.13 45.34 3 4638.15 17.84
4-States -2301.12 4672.29 27.50 3 4620.31 0.00
B3 SDM -3867.58 7801.52 7.12 4 7751.20 3.32
HTSD -3869.48 7805.31 10.91 4 7754.99 7.11
HTUVSD -3867.60 7809.84 7.15 3 7753.24 5.36
SAC -3865.66 7805.97 3.28 3 7749.37 1.48
Streak -3865.79 7806.23 3.54 3 7749.63 1.74
4-States -3864.92 7804.49 1.79 3 7747.89 0.00
B4 SDM -6505.77 13080.81 39.84 4 13027.56 19.65
HTSD -6529.22 13127.70 86.73 4 13074.46 66.55
HTUVSD -6505.77 13089.47 39.84 3 13029.57 21.66
SAC -6496.76 13071.44 21.82 3 13011.55 3.64
Streak -6494.94 13067.80 18.18 3 13007.91 0.00
4-States -6500.44 13078.81 29.18 3 13018.91 11.00
B5 SDM -3246.52 6556.77 17.63 4 6509.09 2.73
HTSD -3245.23 6554.19 15.05 4 6506.52 0.16
HTUVSD -3244.85 6561.40 14.29 3 6507.77 1.41
SAC -3244.65 6560.98 13.88 3 6507.35 0.99
Streak -3244.15 6559.99 12.88 3 6506.36 0.00
4-States -3244.68 6561.06 13.96 3 6507.43 1.07
B6 SDM -4087.57 8240.65 3.28 4 8191.18 0.00
HTSD -4087.84 8241.19 3.82 4 8191.72 0.54
HTUVSD -4087.57 8248.84 3.28 3 8193.20 2.01
SAC -4086.69 8247.07 1.51 3 8191.43 0.24
Streak -4086.67 8247.05 1.48 3 8191.40 0.21
4-States -4090.26 8254.22 8.66 3 8198.58 7.39
B7 SDM -2878.93 5823.99 157.67 4 5773.90 98.01
HTSD -2889.92 5845.96 179.64 4 5795.87 119.97
HTUVSD -2878.93 5832.26 157.67 3 5775.91 100.01
SAC -2833.55 5741.48 66.90 3 5685.14 9.24
Streak -2828.93 5732.24 57.66 3 5675.90 0.00
4-States -2838.29 5750.97 76.38 3 5694.62 18.72
200 ANHANG E. DATENANPASSUNG: HYPOTHESENDISKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
B8 SDM -1426.63 2912.29 50.22 4 2869.35 32.40
HTSD -1429.81 2918.65 56.58 4 2875.72 38.76
HTUVSD -1426.63 2919.66 50.22 3 2871.38 34.42
SAC -1409.84 2886.09 16.64 3 2837.80 0.84
Streak -1409.42 2885.25 15.80 3 2836.96 0.00
4-States -1414.08 2894.56 25.12 3 2846.28 9.32
B9 SDM -786.68 1632.39 10.94 4 1589.46 5.98
HTSD -789.53 1638.08 16.63 4 1595.14 11.67
HTUVSD -786.68 1639.77 10.94 3 1591.48 8.00
SAC -783.90 1634.19 5.37 3 1585.91 2.43
Streak -782.68 1631.77 2.94 3 1583.48 0.00
4-States -789.51 1645.42 16.60 3 1597.14 13.66
C1 SDM -858.70 1796.54 14.06 7 1739.60 0.21
HTSD -864.25 1807.63 25.15 7 1750.69 11.31
HTUVSD -858.70 1803.74 14.06 6 1741.64 2.26
SAC -857.89 1802.11 12.43 6 1740.01 0.63
Streak -857.57 1801.48 11.81 6 1739.39 0.00
4-States -859.59 1805.52 15.85 6 1743.43 4.04
C2 SDM -3731.86 7553.35 39.58 7 7485.79 17.56
HTSD -3743.77 7577.18 63.41 7 7509.62 41.39
HTUVSD -3731.86 7561.49 39.58 6 7487.81 19.58
SAC -3722.60 7542.98 21.07 6 7469.30 1.07
Streak -3722.07 7541.92 20.00 6 7468.23 0.00
4-States -3729.51 7556.81 34.89 6 7483.12 14.89
C3 SDM -15705.11 31514.59 1087.89 7 31432.24 239.55
HTSD -15722.71 31549.78 1123.07 7 31467.43 274.74
HTUVSD -15705.11 31524.08 1087.89 6 31434.25 241.56
SAC -15584.33 31282.52 846.33 6 31192.69 0.00
Streak -15613.39 31340.64 904.45 6 31250.81 58.12
4-States -15707.15 31528.15 1091.96 6 31438.32 245.63
D1 SDM -19467.16 39075.03 746.88 10 38962.33 429.40
HTSD -19481.86 39104.44 776.29 10 38991.74 458.81
HTUVSD -19467.16 39085.08 746.88 9 38964.33 431.40
SAC -19288.79 38728.34 390.14 9 38607.59 74.66
Streak -19251.46 38653.68 315.48 9 38532.93 0.00
4-States -19582.26 39315.29 977.09 9 39194.54 661.61
D2 SDM -3391.26 6898.64 50.23 10 6810.62 17.04
HTSD -3391.10 6898.34 49.92 10 6810.31 16.74
HTUVSD -3390.88 6906.18 49.47 9 6811.87 18.30
SAC -3381.73 6887.88 31.17 9 6793.58 0.00
Streak -3390.06 6904.55 47.84 9 6810.24 16.67
4-States -3403.98 6932.39 75.68 9 6838.09 44.51
201
Experiment Modell LL BIC G2 df AICc ∆AICc
D3 SDM -2616.36 5340.20 45.71 10 5260.91 9.06
HTSD -2616.78 5341.06 46.57 10 5261.76 9.91
HTUVSD -2616.36 5347.88 45.71 9 5262.94 11.09
SAC -2610.81 5336.79 34.63 9 5251.85 0.00
Streak -2615.76 5346.69 44.53 9 5261.75 9.90
4-States -2626.17 5367.52 65.35 9 5282.57 30.72
D4 SDM -4838.82 9795.74 39.20 10 9705.74 10.93
HTSD -4846.28 9810.65 54.11 10 9720.65 25.84
HTUVSD -4838.82 9804.18 39.20 9 9707.75 12.94
SAC -4832.35 9791.23 26.25 9 9694.81 0.00
Streak -4837.90 9802.34 37.35 9 9705.91 11.10
4-States -4844.12 9814.77 49.79 9 9718.34 23.54
D5 SDM -6139.28 12398.81 248.42 10 12306.63 29.47
HTSD -6153.68 12427.61 277.22 10 12335.43 58.27
HTUVSD -6130.68 12390.21 231.24 9 12291.46 14.30
SAC -6123.59 12376.03 217.05 9 12277.27 0.12
Streak -6123.53 12375.91 216.94 9 12277.16 0.00
4-States -6141.88 12412.61 253.64 9 12313.86 36.70
E1 SDM -1299.55 2701.89 19.73 10 2627.38 9.06
HTSD -1300.62 2704.04 21.88 10 2629.52 11.20
HTUVSD -1299.55 2709.24 19.74 9 2629.42 11.10
SAC -1294.00 2698.14 8.64 9 2618.32 0.00
Streak -1299.20 2708.53 19.03 9 2628.71 10.39
4-States -1306.20 2722.53 33.03 9 2642.71 24.39
E2 SDM -1378.62 2859.96 5.37 10 2785.52 0.00
HTSD -1378.74 2860.20 5.61 10 2785.76 0.24
HTUVSD -1378.63 2867.32 5.39 9 2787.58 2.06
SAC -1377.80 2865.65 3.72 9 2785.91 0.39
Streak -1378.58 2867.22 5.29 9 2787.48 1.96
4-States -1379.24 2868.54 6.62 9 2788.81 3.29
E3 SDM -1532.66 3168.03 29.92 10 3093.59 3.13
HTSD -1532.66 3168.04 29.93 10 3093.59 3.14
HTUVSD -1532.66 3175.37 29.92 9 3095.63 5.17
SAC -1531.55 3173.15 27.71 9 3093.42 2.96
Streak -1530.07 3170.20 24.75 9 3090.46 0.00
4-States -1531.14 3172.34 26.89 9 3092.60 2.14
E4 SDM -2603.37 5317.76 66.28 10 5234.89 3.35
HTSD -2617.65 5346.33 94.85 10 5263.46 31.91
HTUVSD -2602.90 5324.75 65.33 9 5235.97 4.42
SAC -2600.68 5320.32 60.91 9 5231.54 0.00
Streak -2603.66 5326.27 66.86 9 5237.50 5.95
4-States -2613.43 5345.80 86.39 9 5257.02 25.48
202 ANHANG E. DATENANPASSUNG: HYPOTHESENDISKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
E5 SDM -2519.80 5152.03 69.56 10 5067.74 40.28
HTSD -2519.11 5150.64 68.17 10 5066.35 38.88
HTUVSD -2519.05 5158.56 68.06 9 5068.27 40.80
SAC -2498.66 5117.76 27.26 9 5027.47 0.00
Streak -2514.03 5148.52 58.02 9 5058.22 30.75
4-States -2524.59 5169.63 79.13 9 5079.34 51.87
E6 SDM -2472.58 5058.09 41.48 10 4973.30 7.98
HTSD -2473.35 5059.62 43.01 10 4974.83 9.51
HTUVSD -2472.58 5066.15 41.48 9 4975.31 10.00
SAC -2467.58 5056.15 31.48 9 4965.31 0.00
Streak -2471.65 5064.28 39.61 9 4973.44 8.13
4-States -2476.87 5074.72 50.05 9 4983.89 18.57
E7 SDM -3231.02 6579.23 95.78 10 6490.14 31.49
HTSD -3260.75 6638.69 155.24 10 6549.59 90.95
HTUVSD -3228.94 6583.45 91.63 9 6488.00 29.36
SAC -3214.27 6554.10 62.27 9 6458.64 0.00
Streak -3229.13 6583.82 91.99 9 6488.36 29.72
4-States -3241.89 6609.35 117.53 9 6513.90 55.26
E8 SDM -2328.86 4767.60 52.72 10 4685.88 20.83
HTSD -2334.82 4779.53 64.65 10 4697.81 32.76
HTUVSD -2325.98 4769.70 46.97 9 4682.15 17.10
SAC -2317.43 4752.60 29.87 9 4665.05 0.00
Streak -2321.80 4761.33 38.60 9 4673.78 8.73
4-States -2334.26 4786.27 63.53 9 4698.71 33.66
E9 SDM -786.68 1632.39 10.94 4 1589.46 156.77
HTSD -789.53 1638.08 16.63 4 1595.14 170.90
HTUVSD -786.68 1639.77 10.94 3 1591.48 143.46
SAC -783.90 1634.19 5.37 3 1585.91 0.00
Streak -782.68 1631.77 2.94 3 1583.48 31.63
4-States -789.51 1645.42 16.60 3 1597.14 154.84
E10 SDM -3304.94 6725.88 53.38 10 6637.98 10.84
HTSD -3306.69 6729.39 56.89 10 6641.50 14.36
HTUVSD -3304.94 6734.16 53.38 9 6640.00 12.86
SAC -3299.93 6724.15 43.37 9 6629.99 2.85
Streak -3298.58 6721.44 40.66 9 6627.28 0.14
4-States -3298.51 6721.30 40.52 9 6627.14 0.00
E11 SDM -2080.44 4267.16 5.08 10 4189.10 0.00
HTSD -2081.35 4268.98 6.90 10 4190.92 1.82
HTUVSD -2080.45 4274.77 5.10 9 4191.15 2.05
SAC -2079.58 4273.02 3.35 9 4189.40 0.30
Streak -2080.27 4274.41 4.74 9 4190.79 1.70
4-States -2082.65 4279.16 9.49 9 4195.54 6.44
203
Experiment Modell LL BIC G2 df AICc ∆AICc
E12 SDM -1806.14 3718.70 7.25 10 3640.50 0.00
HTSD -1818.76 3743.93 32.48 10 3665.73 25.23
HTUVSD -1805.95 3725.92 6.87 9 3642.14 1.64
SAC -1805.64 3725.30 6.25 9 3641.53 1.03
Streak -1806.29 3726.60 7.55 9 3642.83 2.33
4-States -1809.03 3732.08 13.03 9 3648.31 7.80
F1 SDM -4075.49 8319.26 235.83 16 8191.18 49.17
HTSD -4075.51 8319.28 235.86 16 8191.20 49.19
HTUVSD -4075.49 8327.67 235.83 15 8193.19 51.18
SAC -4049.90 8276.49 184.65 15 8142.01 0.00
Streak -4075.42 8327.53 235.69 15 8193.05 51.04
4-States -4106.63 8389.95 298.11 15 8255.47 113.46
F2 SDM -2277.78 4718.56 61.15 16 4595.80 40.42
HTSD -2278.42 4719.84 62.43 16 4597.08 41.71
HTUVSD -2277.74 4726.63 61.07 15 4597.75 42.38
SAC -2256.55 4684.26 18.70 15 4555.37 0.00
Streak -2277.35 4725.86 60.30 15 4596.97 41.60
4-States -2289.75 4750.65 85.09 15 4621.76 66.39
G1 SDM -1612.07 3275.04 28.91 5 3238.21 22.35
HTSD -1611.92 3274.75 28.62 5 3237.92 22.06
HTUVSD -1606.12 3277.69 17.01 3 3230.36 14.50
SAC -1602.39 3270.24 9.56 3 3222.91 7.05
Streak -1605.16 3275.77 15.09 3 3228.44 12.58
4-States -1598.87 3263.19 2.51 3 3215.86 0.00
G2 SDM -2501.31 5057.65 101.93 5 5016.67 83.38
HTSD -2506.62 5068.27 112.54 5 5027.29 94.00
HTUVSD -2484.88 5040.50 69.06 3 4987.83 54.54
SAC -2470.34 5011.42 39.97 3 4958.74 25.45
Streak -2468.72 5008.18 36.73 3 4955.51 22.21
4-States -2457.61 4985.96 14.52 3 4933.29 0.00
H1 SDM -1782.35 3631.78 65.16 9 3582.80 49.20
HTSD -1785.05 3637.18 70.56 9 3588.20 54.60
HTUVSD -1767.39 3624.24 35.26 6 3558.97 25.38
SAC -1754.70 3598.87 9.88 6 3533.59 0.00
Streak -1756.76 3602.97 13.99 6 3537.70 4.11
4-States -1756.46 3602.37 13.39 6 3537.10 3.51
H2 SDM -18138.11 36362.76 294.03 9 36294.23 171.98
HTSD -18153.91 36394.36 325.64 9 36325.83 203.58
HTUVSD -18146.28 36407.94 310.37 6 36316.57 194.32
SAC -18105.21 36325.82 228.25 6 36234.45 112.20
Streak -18138.23 36391.86 294.29 6 36300.49 178.24
4-States -18049.12 36213.62 116.05 6 36122.25 0.00
204 ANHANG E. DATENANPASSUNG: HYPOTHESENDISKONFORM
Experiment Modell LL BIC G2 df AICc ∆AICc
H3 SDM -1535.07 3137.23 33.95 9 3088.24 20.21
HTSD -1535.55 3138.18 34.90 9 3089.20 21.17
HTUVSD -1521.92 3133.30 7.66 6 3068.03 0.00
SAC -1522.88 3135.22 9.58 6 3069.95 1.92
Streak -1522.75 3134.95 9.31 6 3069.68 1.65
4-States -1524.81 3139.07 13.42 6 3073.79 5.76
I1 SDM -1018.09 2106.25 13.23 14 2056.38 1.98
HTSD -1018.49 2107.05 14.03 14 2057.18 2.78
HTUVSD -1016.78 2117.64 10.62 12 2057.85 3.45
SAC -1015.06 2114.19 7.16 12 2054.40 0.00
Streak -1022.16 2128.41 21.38 12 2068.61 14.22
4-States -1017.10 2118.29 11.26 12 2058.49 4.09
I2 SDM -1045.68 2162.91 31.40 14 2111.54 13.47
HTSD -1049.93 2171.41 39.90 14 2120.04 21.97
HTUVSD -1044.10 2174.05 28.23 12 2112.44 14.37
SAC -1036.91 2159.68 13.85 12 2098.07 0.00
Streak -1044.75 2175.35 29.52 12 2113.74 15.67
4-States -1047.23 2180.32 34.50 12 2118.72 20.65
J1 SDM -3603.05 7303.89 116.67 24 7230.19 71.75
HTSD -3605.03 7307.85 120.63 24 7234.15 75.71
HTUVSD -3584.31 7290.86 79.20 21 7198.76 40.32
SAC -3573.65 7269.54 57.88 21 7177.45 19.01
Streak -3579.44 7281.11 69.45 21 7189.01 30.57




Im Folgenden werden die Datenanpassungsindizes berichtet, die bei der freien Anpas-
sung der Modelle an die Daten der einzelnen Experimente erreicht wurden. Neben der
logarithmierten Likelihood wird der Korrekturfaktor fu¨r den Vorhersagefehler Optim
berichtet. Außerdem werden G2-Werte mit Freiheitsgraden (df ), der AICc-Wert und
AICc-Differenzwerte (∆AICc) berichtet. In der Tabelle wird gesondert festgehalten,
fu¨r welches Modell und Experiment die jeweiligen Datenanpassungsindizes ermittelt
wurden.
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206 ANHANG F. DATENANPASSUNG: UNRESTRINGIERT
Experiment Modell LL Optim BIC G2 df AICc ∆AICc
A1 SDM -664.27 6.96 1373.76 2.21 2 1342.71 1.34
HTSD -664.99 6.71 1375.21 3.66 2 1344.16 2.79
HTUVSD -664.41 7.20 1380.51 2.50 1 1345.05 1.63
SAC -663.59 7.85 1378.88 0.87 1 1343.42 0.00
Streak -676.70 6.88 1405.08 27.07 1 1369.62 26.20
4-States -663.68 7.62 1379.05 1.04 1 1343.59 0.17
A2 SDM -2067.13 7.79 4187.19 26.09 2 4148.33 26.01
HTSD -2071.32 5.95 4195.56 34.47 2 4156.70 34.38
HTUVSD -2067.85 7.77 4196.18 27.52 1 4151.77 27.44
SAC -2054.42 8.14 4169.33 0.67 1 4124.92 0.59
Streak -2054.79 7.05 4170.06 1.41 1 4125.66 1.32
4-States -2054.13 8.13 4168.74 0.08 1 4124.33 0.00
A3 SDM -1609.83 8.58 3272.13 3.51 2 3233.72 2.97
HTSD -1615.11 7.66 3282.68 14.07 2 3244.28 13.52
HTUVSD -1610.49 8.65 3280.94 4.83 1 3237.05 4.28
SAC -1608.35 9.63 3276.65 0.55 1 3232.77 0.00
Streak -1612.97 8.95 3285.90 9.80 1 3242.02 9.25
4-States -1608.88 9.74 3277.72 1.61 1 3233.84 1.06
A4 SDM -2155.41 11.60 4365.01 16.05 2 4324.86 15.02
HTSD -2159.18 9.96 4372.57 23.61 2 4332.42 22.58
HTUVSD -2157.19 11.49 4376.32 19.61 1 4330.44 18.59
SAC -2147.89 13.13 4357.73 1.02 1 4311.85 0.00
Streak -2149.64 11.97 4361.21 4.51 1 4315.34 3.49
4-States -2148.83 11.83 4359.60 2.89 1 4313.72 1.87
A5 SDM -1874.24 11.45 3802.67 25.15 2 3762.52 20.00
HTSD -1878.57 10.03 3811.33 33.81 2 3771.18 28.66
HTUVSD -1876.38 11.41 3814.70 29.44 1 3768.82 24.29
SAC -1864.23 12.23 3790.41 5.15 1 3744.53 0.00
Streak -1865.32 11.19 3792.58 7.32 1 3746.71 2.17
4-States -1865.72 12.10 3793.37 8.11 1 3747.50 2.97
A6 SDM -2365.08 3.34 4784.36 17.79 2 4744.21 17.79
HTSD -2368.83 2.06 4791.86 25.29 2 4751.71 25.28
HTUVSD -2366.08 3.42 4794.11 19.80 1 4748.23 19.79
SAC -2356.19 4.44 4774.31 0.01 1 4728.44 0.00
Streak -2357.55 3.37 4777.03 2.72 1 4731.16 2.72
4-States -2358.34 4.48 4778.61 4.31 1 4732.74 4.30
A7 SDM -2048.54 9.15 4151.27 0.08 2 4111.12 0.08
HTSD -2048.65 8.88 4151.51 0.32 2 4111.36 0.31
HTUVSD -2048.56 9.54 4159.05 0.12 1 4113.18 0.12
SAC -2048.50 10.31 4158.94 0.00 1 4113.06 0.00
Streak -2049.64 9.21 4161.21 2.28 1 4115.33 2.28
4-States -2048.78 10.34 4159.50 0.57 1 4113.63 0.57
207
Experiment Modell LL Optim BIC G2 df AICc ∆AICc
B1 SDM -2109.18 10.14 4295.76 9.59 2 4238.46 9.58
HTSD -2110.77 8.51 4298.94 12.77 2 4241.64 12.77
HTUVSD -2109.18 10.09 4311.24 9.59 0 4242.50 9.59
SAC -2104.39 11.94 4301.66 0.00 0 4232.91 0.00
Streak -2104.39 11.89 4301.66 0.01 0 4232.92 0.00
4-States -2105.05 11.04 4302.97 1.31 0 4234.23 1.31
B2 SDM -2289.65 14.58 4657.14 4.57 2 4599.40 4.57
HTSD -2289.35 28.10 4656.53 3.96 2 4598.79 3.96
HTUVSD -2287.99 16.20 4669.38 1.24 0 4600.11 1.24
SAC -2287.37 16.92 4668.14 0.00 0 4598.87 0.00
Streak -2287.37 17.07 4668.14 0.00 0 4598.87 0.00
4-States -2287.37 16.45 4668.14 0.00 0 4598.87 0.00
B3 SDM -3866.03 8.95 7815.00 4.02 2 7752.12 4.02
HTSD -3868.76 8.90 7820.46 9.47 2 7757.57 9.47
HTUVSD -3866.05 9.31 7831.63 4.05 0 7756.18 4.05
SAC -3864.02 11.15 7827.57 0.00 0 7752.12 0.00
Streak -3864.02 11.15 7827.57 0.00 0 7752.12 0.00
4-States -3864.02 11.15 7827.57 0.00 0 7752.12 0.00
B4 SDM -6500.52 7.22 13087.63 29.35 2 13021.09 29.35
HTSD -6521.76 5.14 13130.10 71.81 2 13063.55 71.81
HTUVSD -6500.52 7.22 13104.95 29.35 0 13025.10 29.35
SAC -6485.85 9.31 13075.60 0.00 0 12995.75 0.00
Streak -6485.85 9.31 13075.60 0.00 0 12995.75 0.00
4-States -6485.85 9.31 13075.60 0.00 0 12995.75 0.00
B5 SDM -3241.01 11.20 6561.67 6.60 2 6502.09 6.60
HTSD -3238.51 11.11 6556.68 1.61 2 6497.10 1.61
HTUVSD -3237.71 13.05 6571.00 0.00 0 6499.52 0.00
SAC -3237.71 13.24 6571.00 0.00 0 6499.52 0.00
Streak -3237.71 13.24 6571.00 0.00 0 6499.52 0.00
4-States -3237.71 12.85 6571.00 0.00 0 6499.52 0.00
B6 SDM -4087.32 9.71 8256.52 2.77 2 8194.70 2.77
HTSD -4087.65 8.98 8257.20 3.44 2 8195.37 3.44
HTUVSD -4087.32 10.04 8272.90 2.77 0 8198.73 2.77
SAC -4085.93 11.67 8270.13 0.00 0 8195.95 0.00
Streak -4085.93 11.67 8270.13 0.00 0 8195.95 0.00
4-States -4085.93 11.67 8270.13 0.00 0 8195.95 0.00
B7 SDM -2821.05 10.24 5724.70 202.33 2 5662.15 202.27
HTSD -2830.44 7.59 5743.48 221.11 2 5680.93 221.05
HTUVSD -2821.05 10.24 5741.23 202.33 0 5666.18 202.27
SAC -2719.93 10.90 5538.98 0.09 0 5463.93 0.03
Streak -2719.91 15.55 5538.96 0.06 0 5463.91 0.00
4-States -2724.35 12.95 5547.83 8.93 0 5472.77 8.87
208 ANHANG F. DATENANPASSUNG: UNRESTRINGIERT
Experiment Modell LL Optim BIC G2 df AICc ∆AICc
B8 SDM -1424.45 12.53 2922.67 45.84 2 2869.03 45.84
HTSD -1427.52 11.32 2928.82 51.99 2 2875.18 51.99
HTUVSD -1424.45 12.53 2937.43 45.84 0 2873.09 45.84
SAC -1401.52 14.23 2891.58 0.00 0 2827.24 0.00
Streak -1401.52 14.22 2891.58 0.00 0 2827.24 0.00
4-States -1404.62 12.45 2897.77 6.19 0 2833.44 6.19
B9 SDM -784.83 70.48 1643.44 7.24 2 1589.80 7.24
HTSD -787.74 42.54 1649.26 13.05 2 1595.62 13.05
HTUVSD -784.84 75.36 1658.21 7.25 0 1593.87 7.25
SAC -781.21 73.26 1650.96 0.00 0 1586.62 0.00
Streak -781.21 63.86 1650.96 0.00 0 1586.62 0.00
4-States -781.21 29.03 1650.96 0.00 0 1586.62 0.00
C1 SDM -855.67 96.02 1819.26 8.00 3 1741.71 8.00
HTSD -858.03 103.34 1823.98 12.72 3 1746.43 12.72
HTUVSD -855.67 112.73 1840.85 8.00 0 1747.87 8.00
SAC -851.67 111.75 1832.84 0.00 0 1739.86 0.00
Streak -851.67 89.68 1832.84 0.00 0 1739.86 0.00
4-States -851.67 56.80 1832.84 0.00 0 1739.86 0.00
C2 SDM -3723.71 15.25 7569.64 23.28 3 7477.56 23.28
HTSD -3735.05 12.03 7592.32 45.96 3 7500.24 45.96
HTUVSD -3723.71 15.26 7594.08 23.28 0 7483.62 23.28
SAC -3712.07 18.49 7570.80 0.00 0 7460.34 0.00
Streak -3712.07 18.49 7570.80 0.00 0 7460.34 0.00
4-States -3712.07 18.49 7570.80 0.00 0 7460.34 0.00
C3 SDM -15258.13 19.84 30658.57 193.91 3 30546.29 193.91
HTSD -15271.60 18.87 30685.52 220.86 3 30573.23 220.86
HTUVSD -15258.13 19.85 30687.04 193.91 0 30552.30 193.91
SAC -15161.17 23.91 30493.12 0.00 0 30358.39 0.00
Streak -15161.17 23.91 30493.12 0.00 0 30358.39 0.00
4-States -15161.17 23.90 30493.12 0.00 0 30358.39 0.00
D1 SDM -3190.38 28.03 6497.95 14.50 4 6408.86 9.67
HTSD -3192.32 25.81 6501.84 18.38 4 6412.74 13.55
HTUVSD -3190.46 39.36 6514.85 14.65 2 6413.04 9.82
SAC -3185.54 45.85 6505.03 4.83 2 6403.22 0.00
Streak -3217.86 25.46 6569.66 69.46 2 6467.85 64.64
4-States -3204.79 23.84 6543.52 43.33 2 6441.72 38.5
D2 SDM -1376.53 20.02 2855.77 1.18 4 2781.33 0.46
HTSD -1376.83 81.22 2856.38 1.79 4 2781.94 1.07
HTUVSD -1376.62 61.63 2870.64 1.38 2 2785.61 0.65
SAC -1376.30 54.46 2869.98 0.72 2 2784.95 0.00
Streak -1376.97 45.65 2871.33 2.07 2 2786.30 1.34
4-States -1376.73 27.24 2870.86 1.59 2 2785.82 0.87
209
Experiment Modell LL Optim BIC G2 df AICc ∆AICc
D3 SDM -2081.21 20.41 4245.91 13.56 4 4184.54 3.56
HTSD -2082.65 18.68 4248.80 16.45 4 4187.44 6.45
HTUVSD -2082.05 21.57 4255.19 15.25 3 4188.26 5.25
SAC -2080.71 24.58 4252.52 12.58 3 4185.59 2.58
Streak -2085.96 24.58 4263.01 23.07 3 4196.08 13.07
4-States -2079.43 24.71 4249.94 10.00 3 4183.01 0.00
D4 SDM -1812.45 23.47 3708.50 4.97 4 3647.03 0.00
HTSD -1822.66 23.59 3728.92 25.39 4 3667.44 20.42
HTUVSD -1813.67 25.19 3718.55 7.42 3 3651.50 2.45
SAC -1813.58 27.71 3718.38 7.24 3 3651.32 2.27
Streak -1832.87 27.71 3756.95 45.81 3 3689.89 40.84
4-States -1818.32 27.57 3727.85 16.72 3 3660.80 11.75
D5 SDM -1280.33 16.49 2663.42 6.24 4 2588.94 4.23
HTSD -1283.53 14.50 2669.81 12.63 4 2595.33 10.62
HTUVSD -1280.38 17.32 2678.19 6.34 2 2593.11 4.32
SAC -1278.22 21.48 2673.87 2.02 2 2588.80 0.01
Streak -1279.16 21.58 2675.75 3.90 2 2590.68 1.89
4-States -1278.22 13.76 2673.87 2.01 2 2588.79 0.00
E1 SDM -1519.85 15.50 3142.40 4.78 4 3067.97 2.26
HTSD -1519.92 52.17 3142.55 4.94 4 3068.12 2.41
HTUVSD -1519.79 37.97 3156.96 4.67 2 3071.93 2.14
SAC -1518.83 62.94 3155.03 2.74 2 3070.01 0.22
Streak -1520.66 44.43 3158.71 6.41 2 3073.68 3.89
4-States -1518.72 23.22 3154.82 2.53 2 3069.79 0.00
E2 SDM -1033.09 13.39 2166.35 0.86 4 2094.52 0.26
HTSD -1034.22 12.92 2168.60 3.12 4 2096.77 2.52
HTUVSD -1033.15 14.32 2180.77 0.97 2 2098.73 0.37
SAC -1032.96 15.34 2180.40 0.60 2 2098.36 0.00
Streak -1045.05 13.13 2204.58 24.78 2 2122.54 24.19
4-States -1033.37 14.95 2181.21 1.41 2 2099.17 0.81
E3 SDM -2488.03 17.46 5088.47 6.01 4 5004.19 0.00
HTSD -2489.14 15.58 5090.71 8.24 4 5006.43 2.23
HTUVSD -2488.49 17.90 5105.46 6.93 2 5009.16 0.93
SAC -2488.36 19.64 5105.20 6.67 2 5008.89 0.66
Streak -2504.43 17.67 5137.35 38.82 2 5041.04 32.81
4-States -2488.11 19.08 5104.69 6.17 2 5008.39 0.16
E4 SDM -2453.94 14.52 5020.81 4.20 4 4936.02 0.00
HTSD -2456.75 12.20 5026.43 9.82 4 4941.64 5.62
HTUVSD -2455.46 14.44 5039.97 7.23 2 4943.09 3.03
SAC -2454.52 16.54 5038.09 5.35 2 4941.21 1.15
Streak -2481.71 14.46 5092.48 59.74 2 4995.59 55.54
4-States -2513.11 16.60 5155.28 122.54 2 5058.39 118.34
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E5 SDM -1012.29 9.18 2122.66 1.62 4 2052.96 0.77
HTSD -1012.65 16.85 2123.40 2.35 4 2053.69 1.51
HTUVSD -1012.50 13.96 2137.10 2.04 2 2057.49 1.2
SAC -1011.90 13.41 2135.90 0.85 2 2056.30 0.00
Streak -1013.77 17.21 2139.64 4.58 2 2060.03 3.74
4-States -1012.02 10.96 2136.14 1.08 2 2056.53 0.23
E6 SDM -3277.17 12.95 6670.34 8.59 4 6582.44 8.09
HTSD -3281.65 11.33 6679.31 17.56 4 6591.41 17.06
HTUVSD -3277.29 13.74 6687.15 8.83 2 6586.72 8.34
SAC -3273.56 14.87 6679.69 1.37 2 6579.25 0.87
Streak -3274.42 13.37 6681.41 3.10 2 6580.98 2.60
4-States -3273.12 9.23 6678.81 0.50 2 6578.38 0.00
E7 SDM -2578.27 16.72 5267.57 15.25 4 5184.70 0.00
HTSD -2596.94 16.38 5304.90 52.58 4 5222.03 37.33
HTUVSD -2584.86 18.63 5296.61 28.42 2 5201.92 13.18
SAC -2579.24 19.81 5285.36 17.17 2 5190.67 1.92
Streak -2582.40 18.33 5291.68 23.50 2 5197.00 8.25
4-States -2594.59 17.72 5316.05 47.87 2 5221.37 32.62
E8 SDM -6021.45 18.31 12214.69 12.76 4 12083.05 12.76
HTSD -6031.09 16.56 12233.98 32.05 4 12102.34 32.05
HTUVSD -6021.48 19.36 12249.11 12.83 0 12091.18 12.83
SAC -6015.07 20.27 12236.28 0.00 0 12078.35 0.00
Streak -6015.07 17.96 12236.28 0.00 0 12078.35 0.00
4-States -6058.52 19.33 12323.19 86.90 0 12165.26 86.90
E9 SDM -2295.60 13.08 4701.06 8.59 4 4619.36 7.68
HTSD -2298.75 12.67 4707.36 14.89 4 4625.66 13.98
HTUVSD -2293.94 13.66 4713.44 5.27 2 4620.09 4.36
SAC -2291.76 15.06 4709.08 0.91 2 4615.73 0.00
Streak -2295.49 12.19 4716.55 8.38 2 4623.20 7.48
4-States -2292.85 14.68 4711.26 3.09 2 4617.91 2.19
E10 SDM -4823.16 13.27 9815.04 7.88 4 9686.51 7.88
HTSD -4830.38 12.16 9829.48 22.32 4 9700.95 22.32
HTUVSD -4822.73 13.23 9847.91 7.01 0 9693.72 7.01
SAC -4819.22 15.07 9840.90 0.00 0 9686.71 0.00
Streak -4819.22 13.16 9840.90 0.00 0 9686.71 0.00
4-States -4819.22 14.86 9840.90 0.00 0 9686.71 0.00
E11 SDM -19216.35 10.99 38633.68 384.96 4 38472.73 384.96
HTSD -19257.75 12.92 38716.48 467.76 4 38555.53 467.76
HTUVSD -19216.35 17.66 38673.88 384.96 0 38480.74 384.96
SAC -19023.86 14.12 38288.92 0.00 0 38095.78 0.00
Streak -19023.86 11.20 38288.92 0.00 0 38095.78 0.00
4-States -19023.86 12.73 38288.92 0.00 0 38095.78 0.00
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E12 SDM -3370.68 10.68 6907.26 9.07 4 6781.57 9.07
HTSD -3374.09 8.54 6914.07 15.89 4 6788.38 15.89
HTUVSD -3370.71 10.62 6940.50 9.13 0 6789.72 9.13
SAC -3366.14 11.42 6931.37 0.00 0 6780.59 0.00
Streak -3366.14 9.05 6931.37 0.00 0 6780.59 0.00
4-States -3366.14 11.39 6931.37 0.00 0 6780.59 0.00
F1 SDM -3958.44 30.56 8169.29 1.73 6 7977.30 1.73
HTSD -3959.36 59.94 8171.12 3.56 6 7979.13 3.56
HTUVSD -3958.48 63.61 8219.86 1.81 0 7989.57 1.81
SAC -3957.58 50.90 8218.05 0.00 0 7987.75 0.00
Streak -3957.58 48.30 8218.05 0.00 0 7987.75 0.00
4-States -3957.58 44.96 8218.05 0.00 0 7987.75 0.00
F2 SDM -2257.19 33.28 4758.89 19.98 6 4574.93 19.98
HTSD -2260.09 155.29 4764.69 25.78 6 4580.73 25.78
HTUVSD -2257.36 92.84 4808.12 20.30 0 4587.49 20.30
SAC -2247.20 72.63 4787.81 0.00 0 4567.19 0.00
Streak -2247.23 94.59 4787.87 0.06 0 4567.24 0.06
4-States -2247.20 48.72 4787.81 0.00 0 4567.19 0.00
G1 SDM -1597.91 10.83 3268.54 0.60 2 3215.97 0.60
HTSD -1597.68 10.86 3268.09 0.14 2 3215.52 0.14
HTUVSD -1597.61 12.21 3282.49 0.00 0 3219.44 0.00
SAC -1597.61 12.88 3282.49 0.00 0 3219.44 0.00
Streak -1597.61 12.88 3282.49 0.00 0 3219.44 0.00
4-States -1597.61 12.53 3282.49 0.00 0 3219.44 0.00
G2 SDM -2458.97 9.25 4996.54 17.23 2 4938.02 17.23
HTSD -2462.56 8.68 5003.72 24.42 2 4945.20 24.42
HTUVSD -2458.97 9.33 5012.26 17.23 0 4942.06 17.23
SAC -2450.35 10.94 4995.03 0.00 0 4924.82 0.00
Streak -2450.35 10.94 4995.03 0.00 0 4924.82 0.00
4-States -2450.35 10.94 4995.03 0.00 0 4924.82 0.00
H1 SDM -1755.33 15.82 3622.49 11.14 3 3540.95 11.14
HTSD -1758.52 15.45 3628.86 17.51 3 3547.32 17.51
HTUVSD -1755.34 16.00 3644.86 11.14 0 3547.07 11.14
SAC -1749.76 18.67 3633.71 0.00 0 3535.93 0.00
Streak -1749.76 18.66 3633.71 0.00 0 3535.93 0.00
4-States -1751.05 16.56 3636.28 2.57 0 3538.50 2.57
H2 SDM -18013.60 10.51 36171.44 45.02 3 36057.23 45.02
HTSD -18021.31 9.64 36186.86 60.44 3 36072.65 60.44
HTUVSD -18013.60 10.52 36200.29 45.02 0 36063.25 45.02
SAC -17991.09 13.13 36155.27 0.00 0 36018.23 0.00
Streak -17991.09 13.13 36155.27 0.00 0 36018.23 0.00
4-States -17991.09 13.13 36155.27 0.00 0 36018.23 0.00
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H3 SDM -1520.19 13.10 3152.19 4.18 3 3070.65 4.18
HTSD -1519.92 20.32 3151.66 3.65 3 3070.12 3.65
HTUVSD -1519.32 16.03 3172.82 2.45 0 3075.04 2.45
SAC -1518.09 22.39 3170.37 0.00 0 3072.59 0.00
Streak -1518.09 23.37 3170.37 0.00 0 3072.59 0.00
4-States -1518.10 16.49 3170.38 0.00 0 3072.59 0.00
I1 SDM -2595.79 16.13 5345.13 4.57 4 5231.97 4.57
HTSD -2596.57 15.37 5346.69 6.13 4 5233.53 6.13
HTUVSD -2595.75 16.41 5375.76 4.49 0 5240.05 4.49
SAC -2593.50 18.18 5371.27 0.00 0 5235.56 0.00
Streak -2593.50 16.22 5371.27 0.00 0 5235.56 0.00
4-States -2593.50 17.81 5371.27 0.00 0 5235.56 0.00
I2 SDM -4898.64 10.85 9920.00 3.65 4 9825.35 0.00
HTSD -4899.36 8.88 9921.44 5.09 4 9826.79 1.44
HTUVSD -4899.09 11.83 9938.43 4.54 2 9830.27 0.90
SAC -4899.70 13.17 9939.64 5.76 2 9831.48 2.11
Streak -4943.38 11.29 10027.00 93.12 2 9918.84 89.47
4-States -4906.02 11.94 9952.29 18.41 2 9844.13 14.76
J1 SDM -3550.75 28.07 7345.97 12.07 6 7162.04 12.07
HTSD -3552.19 44.81 7348.86 14.96 6 7164.93 14.96
HTUVSD -3549.43 47.60 7392.22 9.43 0 7171.63 9.43
SAC -3544.71 49.49 7382.79 0.00 0 7162.20 0.00
Streak -3544.71 49.42 7382.79 0.00 0 7162.20 0.00
4-States -3546.82 36.44 7387.01 4.22 0 7166.42 4.22
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