Hamilton Jacobi Bellman PDEs
Consider the optimal control problem of minimizing the integral
of a Lagrangian l(x, u) subject to the controlled dynamicṡ
where f, l are smooth and l is strictly convex in u ∈ IR m for all x ∈ IR n . Suppose the dynamics and Lagrangian have Taylor series expansions about x = 0, u = 0 of the forṁ
where [d] indicates terms of degree d in the power series. We shall say that the optimal control problem is nice if F, G is stabilizable and Q 1 2 , F is detectable. A special case of this optimal control problem is the linear quadratic regulator (LQR) where one seeks to minimize a quadratic cost C. Navasca and A.J. Krener subject to linear dynamicsẋ
If this is nice then there is a unique nonnegative definite solution to the algebraic Riccati equation
that gives the optimal cost
Furthermore the optimal control is given in feedback form
where
and the closed loop dynamicsẋ
is exponentially stable. Returning to the nonlinear problem, it is well-known that if it admits a smooth optimal cost π(x) and a smooth optimal feedback u = κ(x) locally around x = 0 then they must satisfy the Hamilton Jacobi Bellman (HJB) PDE
We shall assume that
is strictly convex in u locally around x = 0, u = 0 then the HJB PDE can be rewritten as
Al'brecht [1] has shown that for nice optimal control problems, the Hamilton Jacobi Bellman PDE can be approximately solved by Taylor series methods locally around the origin. Lukes [14] showed that under suitable conditions this series expansion converges to the true solution. The method has been implemented on examples by Garrard and Jordan [7] , Yoshida and Loparo [22] , Spencer, Timlin, Sain and Dyke [20] 
