The main objective of any modeling exercise is to provide a rationale for effective decision making during drug development. The aim of the current simulation experiment was to evaluate the properties of predictive check as a covariate model qualification technique and, more importantly, to introduce and evaluate alternative criteria to qualify models.
Original concentration-time profiles (y od ) were simulated using a 1-compartment model for an intravenous drug administered to 25 men and 25 women. The typical clearance for male subjects (TVCLm) was assumed to be 5-fold higher than that for female subjects (TVCLf). Fifty such trials under the same design were generated randomly. Predictive check was used as the model qualification tool to study predictive performance of true (males " females) and false (males 5 females) models in the context of maximum likelihood estimation. For each y od , 200 replications were generated to study the properties of a discrepancy variable, a statistic that depends on the model, and a test statistic, a statistic that does not depend on the model. Several qualification criteria were evaluated in assessing predictive performance, such as, predictive p-value (Pp), probability of equivalence (p eqv ), and probability of rejecting the null hypothesis (data 5 model) using the Kolmogorov-Smirnov test (p ks ).
The Pp value was calculated using sum of squared errors as a discrepancy variable. For both of the models, the Pp values uniformly ranged between 0 and 1. The pattern of Pp values suggests that qualification of the false model is unlikely. For both of the models, the range of p eqv is about 0.95 to 1.0 for concentration at 0.5 hours. However, this is not the case for the concentration at 4 hours, which is primarily dependent on the clearance. The false model (0.35 to 0.50) has poor predictive performance compared with the true model (0.65 to 0.80) using p eqv . The p ks suggests no difference in the distributions of replicated and original concentrations at all of the time points for both of the models.
Discrepancy variables cannot aid in rejecting false models, whereas the use of a test statistic can aid in rejecting false models. However, selection of an informative test statistic is challenging. As far as the qualification criteria are considered, the equivalence-based comparison of a test statistic is more informative than a significance-based comparison. No convincing evidence exists in the literature demonstrating the added advantages of predictive check as a routine model qualification tool over the existing tools, such as diagnostic plots or mechanistic reasoning. However, when a model is to be used for designing a trial, it should at least be able to regenerate the data used to build the model. In such cases, predictive check might offer insights into potential inconsistencies.
INTRODUCTION
Modeling and simulation are well-recognized tools for effective decision making during drug development. Models are used to describe data by estimation of model parameters, to evaluate mechanistic hypotheses about how the data arose, to describe and understand sources of variability, to make go-no-go decisions, for dose selection, to optimize clinical trial designs, and for making various regulatory decisions. [1] [2] [3] Despite the widespread use of modeling, model validation (or, more accurately, qualification or checking) is still a challenge to pharmacometricians. No acceptable consensus exists within the pharmacometrics community on the role of the various model qualification criteria.
Broadly, model validation or qualification methods can be used to provide the following: (1) feedback on how to improve the current population model (learn), and/or (2) some reassurance that the model can at the least regenerate the data that were used to build the model (confirm).
The latter is believed to be particularly important if the model is intended to perform stochastic simulations.
Graphical inspections, likelihood ratio (LR) testing and mechanistic reasoning, are routinely used as model building tools. By and large, the LR (defined as the difference between the minus twice log-likelihood of 2 models) test is the most frequently used metric to compare 2 models, additionally supported by graphical inspection. 4 Likelihood testing and the comparison of unexplained variability for model selection requires at least 2 competing models. Informative graphs can be used when a single model is being assessed. Although graphical interpretations are subjective, they are one of the most convincing ways of evaluating how well a model describes the data. Other approaches, such as internal and external validations and sensitivity analysis, are hardly considered during model building. 5 Posterior predictive check (PPC) [6] [7] [8] is a new approach that is proposed to check whether the posited model should be excluded, because the model fails to provide a reasonable summary of the data used for modeling. PPC has received some attention but is still not well understood in the context of maximum likelihood (ML) estimation. If used in the context of ML estimation, PPC could be called a ÔÔpre-dictive check,ÕÕ because ML estimation does not take into account the posterior distribution, per se. There has been only 1 attempt to evaluate PPC for its application in pharmacokinetic (PK) and pharmacodynamic (PD) modeling. 9 However, the work was limited to a single-subject setting. The application of PPC to population PK and PD analyses involving covariates is not obvious. Also, no clear distinction was made between the properties of a test statistic, which is independent of the model (at least for the reference data) and a discrepancy variable, which depends on the model.
PPC and Predictive Check: Theory
The PPC was originally developed for checking fully Bayesian models. To appreciate the application of PPC to model checking, it is important to understand the principles of Bayesian modeling. A brief description is provided here, and more detailed reports are available elsewhere. 6, [8] [9] [10] The fully Bayesian modeling uses prior distributions of parameters and the current data to project the posterior parameter distribution. The posterior distribution, a reflection of the uncertainty of a parameter, is influenced by the strength of the prior knowledge. If the current data are relatively uninformative, the posterior resembles the prior distribution. When the prior is relatively uninformative, the posterior resembles the current data more. Researchers 6,10-12 were interested in evaluating how close the posterior distribution was to the current data. Ideally, the posterior distribution should not be far removed from the data. According to PPC, a summary feature, called a statistic, calculated from the current data, are compared with the same statistic calculated under the posterior distribution. If this comparison failed to meet a prespecified criterion, the model might be rejected. It is important to note that the interaction between the prior and the current data are critical in this comparison.
ML methods are predominantly used in population PK and PD analyses. Population parameters, such as the mean and interindividual variability (IIV) of clearance, are estimated using either the 1-stage or standard 2-stage analyses. In contrast to the fully Bayesian analysis, ML methods do not use priors. Also, the ML approach yields only the point estimates of the parameters (called the ML estimates) and the asymptotic standard errors, and not a posterior distribution. Hence, PPC as applied to ML problems can be more appropriately called a predictive check, which is the focus of the current report.
Briefly, similar to PPC, the ML estimates (means and variances) are used to recreate several replicates of the data from which the model was built. Statistics of interest for the original and simulated datasets are compared. Specifically, predictive check includes three main steps as described below. 
I. Estimation Step
Let y od be the original data and Q be the vector of the estimated population model parameters. In this step, the model under evaluation is fitted to the original data to obtain the estimates for Q, using either 1-stage or 2-stage analysis. For example, Q for a drug given intravenously (IV) that follows a 1-compartment model would consist of means and variances of the clearance and the volume of distribution, along with the variance of the residual error, and y od would be the drug concentrations.
II. Simulation Step
Several replications (y 1 rep , . . ., y n rep ) are generated using Q. In addition to the population parameters, most mixedeffects modeling software also provide estimates of the individual parameters (iQ). The iQ, called the maximum a posteriori or empirical Bayesian estimates, are estimated using the Q as the prior and the individualÕs data. It is important to note that the generalizability of a population model can be tested only when the simulations are based on Q and not iQ.
III. Evaluation Step
In this step, a test statistic 13 for the original T(y od ) and simulated T(y i rep ) data are compared. Alternatively, a discrepancy variable for the original T(y od , u) and simulated
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T(y i rep , u) can also be used for evaluation. A test statistic is independent of the model, at least for the reference data (y od ), whereas a discrepancy variable depends on the model. For example, mean concentration at time ÔÔtÕÕ and area under the curve (determined empirically) are test statistics, whereas a quantity, such as sum of squared errors (SSE), determined using the observed and model-predicted variables (eg, concentrations), is a discrepancy variable. Similarly, mean prediction and mean absolute prediction errors are examples of discrepancy variables.
Objectives
The overall objectives of the present work were to evaluate the properties of predictive check and, more importantly, to introduce and evaluate a new criteria to qualify models. For this purpose, data generated using a 1-compartment model after IV administration with an obvious effect of gender on clearance were used. Using predictive check as the only model qualification tool, the following questions were evaluated: (1) what are the consequences of applying the predictive check based on a discrepancy variable to reject a false model? and (2) what are the consequences of applying the predictive check based on a test statistic to reject a false model?
It should be noted that although the term ÔÔrejectÕÕ is used, we do not intend to claim that the predictive check can be used as a model ÔÔselectionÕÕ tool. The predictive performance of each model is assessed independently. However, given the approach we have used to evaluate the predictive check, the comparison of the 2 models is warranted to understand the properties of the statistic and the criteria.
MATERIALS AND METHODS

Nominal Design
A single IV dose of 100 mg of a hypothetical drug was given to 50 subjects (25 men and 25 women). A total of 5 samples at 0.5, 1, 1.5, 2, and 4 hours were collected. It was assumed that no data were missing, and the samples were collected according to the planned schedule. These 50 concentration-time profiles constituted 1 original dataset (OD). Fifty such ODs under the same design were generated randomly.
Simulation Setting
Input-Output Model
Original concentration-time profiles (y od ) were simulated using a 1-compartment model parameterized in terms of clearance (CL) and volume of distribution of the central compartment (V). The typical CL for male subjects (TVCLm) was assumed to be 5-fold higher than that for female subjects (TVCLf). The true parameter values used for the simulations are shown in Table 1 .
Random Effects
The IIV of the model parameters was described using a lognormal variance model. Simulations assume IIV with a coefficient of variation of 30% for clearance and volume, as shown in Table 1 .
Residual Error
The residual error in the concentrations was assumed to be log-normally distributed and was modeled using exponential error model with a coefficient of variation of 10%, as shown in Table 1 .
Predictive Check
Estimation Step
True (typical CL different for male subjects and female subjects) and false (typical CL not different for male subjects and female subjects) models were fitted to the concentration-time profiles simulated using the true model, for each of the 50 ODs. The false model was fitted to the data without attention to the LR or graphical display. The objective was to evaluate the performance of predictive check. The use of 2 models with a case of obvious difference allows us to demonstrate false-positive predictive performance results. Nevertheless, the LR was determined to ascertain whether the false model would be rejected or not.
Simulation Step
For each of the ODs, the true and false model parameters were used to simulate 200 (Nrep) y i rep sets. S-PLUS (version 6.0 professional release 2, Insightful Corp, Seattle, WA) was used for simulation and estimation purposes. 
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Evaluation
Step
The agreement between y od and y i rep was assessed using the following 4 criteria: (1) graphical assessment of the 95% prediction interval, (2) predictive p-value (Pp), (3) probability of equivalence (p eqv ), and (4) probability of difference tested using the Kolmogorov-Smirnov (KS) test (p ks ).
The latter 2 are new approaches introduced in the current report. As an essential component of predictive check, the domain of interest needs to be specified a priori. Sum of squared errors (SSE), a discrepancy variable, was used as a measure of predictive performance to calculate Pp. For p eqv and p ks , the log concentrations at 0.5 hours and 4 hours (test statistic) were used. It should be noted that these choices were based on PK expectations (discussed later), and less attention was paid toward statistical ÔÔsufficiency.ÕÕ where I() is the indicator function that takes the value of 1 when its argument is true and zero otherwise, and N rep is the total number of replications.
According to the equivalence approach, first, the ratio of T(y od ) and T(y i rep ) was determined for each subject. Next, subjects having the ratio between 0.8 and 1.25 were assigned 1, and 0 otherwise, as shown in equation 2. This proportion was defined as the probability of equivalence (p eqv ). where N sub is the total number of subjects in a study, and y ij is a test statistic for the j th patient in the i th replication.
The predictive probability (p ks ) is the proportion of replications rejecting the null hypothesis that T(y od ) and T(y i rep ) are sampled from the same distribution, with an a of 5%. The hypothesis testing was conducted using the nonparametric KS test.
Iðp < 0:05Þ ð 3Þ p ks denotes the number of times the null hypothesis was rejected.
In summary, each OD generated using the true model was fitted to the true and false models. The estimated model parameters were used to simulate 200 datasets for each OD and model. The Pp, p eqv , and p ks were determined per OD and model. The distributions of these metrics across the 50 ODs were assessed. Figure 1 illustrates the distribution of clearances for 1 OD. Evidently, the clearances for the male subjects are higher than that for female subjects. Figure 2 illustrates the distribution of LRs, comparing false and true models, for the 50 ODs. Based on the x 2 distribution, an LR of 10.83 is needed to reject the false model with a significance of 0.001. The LR ranges between 70 and 120, indicating that the false model would have been rejected based on the routine model selection criteria always. Table 2 lists the mean parameters obtained by fitting the simulated data to the true and false models across the 50 original data sets. As expected, the estimates are reasonably accurate when the true model was fitted to the original data. Also not surprisingly, when the gender effect on CL is ignored (false model), the unexplained variability on clearance is about 85% compared with the true value of 30%. Graphical display (data not shown), log-likelihood testing, and decrease in the unexplained variability would have helped us to conclude poor performance of the false model, only if 
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compared with the true model. However, our main aim was to assess the performance of predictive check.
What Are the Consequences of Applying the Predictive Check Based on a Discrepancy Variable to Reject a False Model?
As explained earlier, the Pp value was calculated using SSE as a discrepancy variable. Figure 3 shows the distribution of Pp for the 50 ODs analyzed using the true and false models. For both the models, Pp values between 0 and 1 seem to be equally likely, most probably because of the limited number of ODs. However, the pattern of Pp values suggests that rejection of the false model is unlikely. If the identities of the models are not known, and conventional model selection criteria are not considered, the predictive check would suggest that both models have similar predictive performance.
In addition, 95% prediction intervals are usually relied on for rejecting false models. Figure 4 illustrates the 95% prediction intervals for 1 OD using true and false models. Clearly, the scatters for both models are not visually different. Figure 5 illustrates the distribution of p eqv for the 2 test statistics, concentrations at 0.5 and 4 hours, across the 50 ODs. Evidently, for both the true and false models, the range of p eqv is about 0.95 to 1.0 ( Figures 5A and 5B ). The false model cannot be rejected if the only objective of the analysis is to describe the concentration at 0.5 hours as per the specified criterion. However, this is not the case for the concentration at 4 hours. Based on the range of p eqv , the false model (0.35 to 0.5; Figure 5C ) can be rejected over the true model (0.65 to 0.8; Figure 5D ).
What Are the Consequences of Applying the Predictive Check Based on a Test Statistic to Reject a False Model?
We also implemented the KS test to assess whether the distribution of replicated concentrations is the same as the distribution of its equivalent for OD. Figure 6 compares the distribution of p ks values for the 2 models and the 2 test 
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statistics. It is evident that the false model cannot be rejected even at the 4-hour time point ( Figure 6C and 6 days). The KS test suggests no difference in the distributions of replicated and original concentrations.
DISCUSSION
What Are the Consequences of Applying the Predictive Check Based on a Discrepancy Variable to Reject a False Model?
True and false models were fitted to the ODs. The ML estimates of the model parameters were used to regenerate the original data for each model. Fundamentally, the model predictions for the original data should be one instance of the datasets regenerated for predictive check. In fact, the model predictions for the original data would be the instance with the maximum probability. Hence, about half of the SSE rep are expected to be greater than SSE od and half lesser, yielding an ideal Pp of about 0.5. Figure 3 for the true model suggests a mean Pp of about 0.5. However, contrary to the expectation, the Pp of 0.5 does not seem to have the maximum probability. It is likely an artifact of having only 50 ODs. More ODs were not considered because of computational limitations. What is not so intuitive is a similar distribution for the false model. We offer the following explanation for this ÔÔunexpectedÕÕ result. The SSE od and SSE rep for the false model would be numerically higher than those for the true model. Figure 7 illustrates the distribution of 200 SSE rep determined for the true and false models for one of the 50 ODs. Also, the equivalent SSE od and Pp are shown in Figure 7 . Essentially, SSE od together with the distribution of SSE rep for the false model are right shifted relative to the true model. Hence, the Pp values for true and false models may not be very different. In this case, the Pp is 0.6 for the true model and 0.64 for the false model. Thus, in our opinion, discrepancy variables are less useful in rejecting false models for predictive check. It should be noted that a statistic that fails to account for the changes in response as a function of independent variable (eg, time in our example) would be less meaningful. This is consistent with the observation by Gelman and Meng 8 where a statistic averaged over all of the data was found to be less meaningful in evaluating the predictive properties of models.
On similar lines, it should be noted that the 95% prediction intervals also do not assist in consistently rejecting false models (Figure 4) . Clearly, the scatters for both models are not visually different. However, considerable scatter beyond the 95% prediction interval could indicate a poor model, but the converse may not be valid.
It is, however, possible that certain types of structural model misspecifications might be identified using a test statistic or a discrepancy variable. For example, consider a response that truly decreases over time, and the model falsely assumes it to be constant. If the mean response measured at the end time point is of interest, then the Pp for the false model would be the one signifying overestimation. Conventional model checks might also identify such a misfit. In the current work, the structural model was always a 1-compartment model. The true and false models differ in the random effects of CL. Each subjectÕs data can be independently described by a 1-compartment model. Gender explains a major portion of the total unexplained variability of CL. If the gender information was not collected in this trial, then Pp does not allow appreciation of the degree of misfit for the false model.
The Pp measures whether the observed statistic is different from that simulated. An extreme Pp is possible even if all of the T(y i rep ) are within 5% or some practically insignificant fraction of T(y od ). This is particularly important to note, because predictive check considers each model inde- 
What Are the Consequences of Applying the Predictive Check Based on a Test Statistic to Reject a False Model?
We did not attempt to determine the Pp for test statistics for the following reason. It is unlikely to expect that a model should predict, say, the concentration at 0.5 hours to be as high as or as low as the observed. In our opinion, Pp is more relevant to statistics that reflect deviance from observed values.
The model with better predictive performance would yield higher p eqv . According to the equivalence criteria, the model predictions should be within a reasonable range (20%, in our case) of the observed concentrations. Both the true and false models satisfied the equivalence criteria > 95% of the time at 0.5 hours ( Figure 5) . If the only purpose of developing a model is to describe the concentration at 0.5 hours, the false model cannot be rejected, possibly because the initial concentrations after IV bolus administration are dependent on the volume of distribution, to a large extent, which is the same for male subjects and female subjects. In contrast, when using the concentrations at 4 hours as the test statistic, the false model might be rejected, because the p eqv is < 0.5. A p eqv of 0.5 signifies that only 50% of the simulated statistics meet the equivalence criterion. The p eqv for the same statistic was between 0.65 and 0.8 even for the true model. It is not obvious why the p eqv is not as high as 0.95, like for the concentration at 0.5 hours. It is important to note that the p eqv for the false and true models should be evaluated, in reality, independently. Irrespective of the p eqv for the true model, a probability of <0.5 to meet a desired target seems low enough to warrant additional explorations. The use of a test statistic can aid in rejecting false models more reliably.
Additional comments on the properties of p eqv are necessary. This criterion, unlike others, preserves the identity of the individual. It ensures that misspecified population models are identified. Consider a hypothetical case where for some reason the modeler erroneously swaps the gender only during the simulation step (transcriptional error), that is, the modeler assumes that the CL for female subjects is 5 times that for male subjects. The overall distribution of the statistic, such as area under the curve or concentration at 4 hours, would still be the same. However, the male and female subjects would be swapped under the modelderived distribution. The range of the concentrations would be similar and so would be the cumulative density. If the ratio of T(y od ) and T(y i rep ) is determined for each individual, then p eqv is likely to be low. In general, comparing population characteristics when known subpopulations exist should be avoided to guard against false-negative (incorrectly rejecting a true model) conclusions. For the same example, use of p eqv would have exposed the inability of the model to describe the response at the last time point. Even if the gender data were not collected in the trial, p eqv based on the concentration at 4 hours would have led to the appreciation of the degree of misfit. Of course, the major challenge is to propose a meaningful statistic and criteria, a priori.
Another property of p eqv is worth noting. Broadly, there are 2 approaches for calculating the ratio of the simulated and observed statistics and 2 approaches for summarizing them across the replications. The ratio of the simulated and observed statistics for each subject can be determined (ÔÔindividual p eqv ÕÕ). Also, the ratio of the means of the simulated and observed statistics can be determined (ÔÔpop-ulation p eqv ÕÕ). The individual or population ratios can be tested using some criteria for each replication. The fraction of replications that meet the criteria is the p eqv . For example, p eqv could be the fraction of replications with 75% of subjects, in each replication, having the ratio between 0.8 and 1.25 (2 stages). Alternatively, p eqv could also be determined, for instance, by na€ ıvely pooling ratios across the replications (1 stage). The individual p eqv derived using the 2-stage method is sensitive to the sample size of the OD and, to some extent, to the number of replications, whereas the individual p eqv derived using the 1-stage method is mostly sensitive to the number of replications. A true model can result in a smaller individual p eqv merely because the sample size of the OD was not adequate to demonstrate equivalence. The sample size, unexplained variability, and the equivalence criterion influence the individual p eqv considerably. A lower individual p eqv should be additionally investigated with respect to these properties before accepting or rejecting the model.
For the KS test-based criterion, a smaller p ks is expected for the model with better predictive performance. It would indicate that the observed and replicated concentrations do not arise from different distributions. Figure 6 illustrates the predictive performance of both models. For the true, as well as false, models, the p ks values exhibit similar predictive performance. Although the KS test has been used in the evaluation of structural models, 14, 15 it might reveal prominent deficiencies in the structural model. But use of the KS test to qualify covariate models, as described here, does not seem to be informative. In the current work, although the false model ignores the gender effect, the range of clearances is similar to that for the true model. Hence, the range of concentrations at any time point for both models would not be very different. Thus, the KS test cannot be useful in rejecting false models while dealing with covariate models.
The overall aim of model qualification exercises is to explore, at the very least, whether or not the proposed 
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model would be able to regenerate data that were used to build the model. 3 Clearly, the 95% prediction intervals, Pp using T(y, u) and p ks , would not allow the rejection of false models and/or differentiation between true and false models. One metric that was able to reject false models relatively well was p eqv . In reality, identifying an informative statistic and meaningful equivalence criterion is challenging. The equivalence criterion is flexible enough to allow one-sided testing or asymmetric intervals. This criterion should be tailored for each problem. Although the simulations used a discrete covariate (gender), the results can be extended to a continuous covariate. One might consider stratification of such covariates for purposes of model qualification.
A brief review of the current applications of predictive check might be worthwhile. The report by Gelman et al 13 on the utility of PPC to evaluate a model for discrete data is perhaps a convincing example. The fact that these data were discrete renders graphical inspection challenging. In addition, the authors carefully assessed the modeling results to formulate meaningful criteria. Similar examples to the more common PKPD data are, unfortunately, not available. Gelman and Meng 8 used PPC to evaluate a model to describe the reaction times of individuals with and without schizophrenia. These authors used PPC to expand a preliminary model based on a disagreement between the statistic (minimum and maximum SD of reaction times) for observed and simulated datasets. According to the authors, the above disagreement was attributable to the misspecified model for the individuals with delayed reaction times. We suspect that a similar inference could have been derived by comparing the distribution of reaction times across the individuals, without needing PPC. Researchers also 14, 15 used predictive check (although they called it PPC) to evaluate the overall fit of the model. These authors used the KS test to quantitatively assess whether the simulated data were significantly different from the observed data. It is not clear how the correlations within a subject were handled and what the implications of ignoring the time component were. Friberg et al 16 used predictive check (although they called it PPC) to compare the 90% prediction intervals for some test statistics with the observed data. Inferences from the graphical inspection of the population predictions and the predictive check seem to be similar. In essence, an adequate number of convincing applications of predictive check (or PPC) are not available in current literature.
CONCLUSIONS
In summary, we have evaluated the properties of predictive check to offer some insights into the use of the proposed technique for qualifying mixed-effects models. The properties of 3 potential quantitative measures of comparison, Pp, p eqv , p ks , and the 95% prediction interval have been systematically assessed (Table 3 ). The choice of applying a useful statistic to real data is challenging. The following are the overall conclusions, based on the results presented: (1) the most appealing feature of predictive check, if used appropriately, is its ability to quantitatively assess a model without requiring competing models; (2) the 95% prediction intervals are not necessarily sensitive to poor models, especially if the covariate model is misspecified; (3) the discrepancy variables do not appear to be useful for model qualification; (4) intuitively, Pp for test statistic might be useful for identifying structural model deficiencies, but other than that, Pp does not seem to be necessarily useful for providing feedback for model improvement; (5) p eqv is useful in rejecting false models relatively more efficiently, but more importantly, p eqv can be used to determine the degree of agreement between the observed data and a model based on a prespecified criteria; in addition, it preserves the identity of the individuals; (6) p ks suffers from the same drawbacks as Pp; (7) identification of informative statistic(s) and formulating meaningful and sensitive criterion are challenging; and (8) we think that application of predictive check to a variety of real data problems is required before it can be accepted as a routine diagnostic tool. 
