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Chapitre 1 : Introduction 






1.1 Introduction  
 
Les cristaux de glace ne sont pas un sujet d’étude nouveau dans la science moderne. 
Au XVII
ème
 siècle, deux essais dédiés aux formes complexes des cristaux de glaces ont été 
publiés. En 1611, Johannes Kepler écrit un traité sur les origines possibles des formes com-
plexes des cristaux et sur leurs symétries. Puis en 1637, René Descartes dans son traité « Les 
Météores » donne un aperçu des différentes formes des cristaux de glace observés.  
Avec l’apparition de la photographie à la fin du XIXème siècle, Wilson Bentley fournit 
un premier catalogue de photographies des cristaux de glace. Puis au début des années 30, 
Ukishiro Nakaya produit la première classification des cristaux de glace en fonction des con-
ditions thermodynamiques de l’atmosphère. Il réalise notamment le premier cristal de glace 
artificiel en 1936. Depuis, d’autres classifications des cristaux de glace ont vu le jour au fur et 
à mesure de que les connaissances sur leurs conditions d’existence et de formation se sont 
affinées (Magono and Lee 1966 ; Pruppacher and Klett 1997 ; Bailey and Hallet 2009). 
La première observation des cristaux de glace dans les nuages de haute altitude eu 
lieux en Allemagne durant l’année 1945 (Weickmann 1945). L’auteur vola dans des cirrus 
avec le cockpit ouvert et il plaça une plaque enduite de laque à l’extérieur de l’avion afin de 
capturer les cristaux de glace. Cette expérience lui permit d’étudier leurs caractéristiques en 
fonction de la température. Weickmann (1945) fournit les premiers résultats acquis lors de 
mesures aéroportées pour y décrire les conditions de présence des cristaux de glace (hydromé-
téores en phase glace).  L’observation des hydrométéores (glace ou liquide) dans les nuages se 
développe à partir des années 70, avec l’apparition d’instruments optiques étant capables de 
prendre des photos en noir et blanc des hydrométéores (Knollenberg 1970 ; 1976). Les ins-
truments optiques permettent d’évaluer la concentration des hydrométéores dans les nuages, 
tout en ayant un aperçu de leurs caractéristiques géométriques. Depuis, des instruments de 
plus en plus précis se sont développés afin d’améliorer la précision des photos des hydromé-
téores et le calcul de leurs concentrations au sein des nuages dans lesquels ces cristaux de 
glace se développent.  
Les systèmes convectifs nuageux de moyennes échelles (MCS ; Mesoscale Convective 
Systems) sont composés en grande partie de cristaux de glace et ont une extension verticale 
d’une dizaine de kilomètres et une extension horizontale de plusieurs centaines de kilomètres. 
D’un point de vue météorologique les MCS ont un impact considérable sur le bilan énergé-






tique (radiatif et thermique) de l’atmosphère ainsi que sur le cycle de l’eau. Ils sont en géné-
rales responsables d’évènements précipitants importants créant parfois des glissements de 
terrain et des crues éclaires pouvant entrainer des dégâts matériels et la perte de vies hu-
maines. Dans les zones les plus convectives des MCS, les vitesses verticales peuvent dépasser 
les 20 m/s apportant de grande quantité de glace dans la haute troposphère à l’altitude de vol 
des avions de ligne. Ces grandes quantités de glaces affectent le bon fonctionnement des mo-
teurs d’avions pouvant entrainer leurs arrêts brutaux et dans certains cas la chute des avions.  
Les MCS sont largement observés et étudiés par le biais de la télédétection active et 
passive dans les micro-ondes. La télédétection passive mesure l’émission de micro-ondes par 
les molécules d’eau via les radiomètres embarqués sur les satellites : températures de brillance 
des nuages. En revanche, la télédétection active mesure la diffusion des micro-ondes par les 
molécules d’eau via les radars implantés au sol, embarqués dans les avions et sur les satel-
lites : facteurs de réflectivité radar. A partir des mesures des températures de brillance et des 
facteurs de réflectivité, les propriétés nuageuses sont restituées à l’aide des algorithmes 
d’inversion, qui cherchent à restituer les propriétés physiques des nuages par le biais de mo-
dèles de transfert radiatif, les températures de brillance et les facteurs de réflectivités. Les taux 
de précipitations engendrés par les MCS sont restitués à partir de leurs températures de bril-
lance (Viltard et al. 2006) par l’intermédiaire d’algorithmes qui font appel à des simulations 
de température de brillance et des bases de données de taux de précipitations. La principale 
source d’erreur des modèles de transfert radiatif est dû à la paramétrisation de la masse des 
hydrométéores en fonction de leurs tailles (relation masse-diamètre : m(D)), ce qui implique 
donc des erreurs sur les restitutions des taux de précipitations.  
Les radars fournissent des informations très détaillées de la structure 3D des MCS et 
de leurs évolutions spatio-temporelles. Ainsi ils permettent l’amélioration des connaissances 
scientifiques sur la physique et la dynamiques des MCS (Houze 2004 ; Gosset et al. 2008). 
Cependant l’interprétation des propriétés microphysiques à partir des facteurs de réflectivité 
pour les particules de glace est dépendante des hypothèses qui sont utilisées pour décrire la 
masse et la forme des hydrométéores ainsi que sur la manière dont sont simulés les facteurs de 
réflectivités. Les contenus massiques de glace (CWC : Condensed Water Content) des MCS 
sont souvent déduits à partir de relation m(D) constante et comparés aux facteurs de réflectivi-
tés (Hogan et al. 2006 ; Protat et al. 2007).  






La relation m(D) des hydrométéores en phase glace est un paramètre important pour 
décrire les processus microphysique au sein des MCS. Cette relation intervient dans le calcul 
des CWC, des taux de précipitations et des échanges de chaleur latente. Cependant la variabi-
lité de la relation m(D) est encore mal comprise et n’est pas assimilée dans les modèles de 
transfert radiatif et les modèles de prévisions météorologiques.  
Cette thèse s’intéresse à la variabilité des propriétés microphysiques des MCS, et plus 
précisément à la variabilité de la relation m(D) et de la forme des hydrométéores au sein des 
MCS. Elle établit le lien entre la variation de la relation m(D) et les facteurs de réflectivité par 
l’étude de simulations numériques de la forme des cristaux de glace en 3D et en 2D, ainsi que 
par le biais de simulations des facteurs de réflectivité des hydrométéores en phase glace. Pour 
cela cette thèse s’appuie sur un grand jeu de données obtenu durant quatre campagnes 
d’observations des MCS auxquelles a participé le Laboratoire de Météorologie Physique. Il 
s’agit de campagnes de mesures aéroportées pour lesquels des images d’hydrométéores ont 
été collectées avec des imageurs optiques ainsi que les facteurs de réflectivités simultanément 
mesurés à l’aide d’un radar à bord du même avion de recherche. Ces 4 campagnes de mesure 
se sont déroulées dans le cadre de projets suivants :  
Le projet Megha-Tropiques est un projet Franco-Indien destiné à améliorer les con-
naissances scientifiques liées à la météorologie en région tropicale et ses processus clima-
tiques. Pour parvenir à ses objectifs, deux campagnes de mesures ont été réalisées en aout 
2010 à Niamey (Niger ; nommé plus tard MT2010) ainsi qu’en novembre-décembre 2011 à 
Gan (Iles Maldives ; nommé plus tard MT2011). Ces deux cadres d’expérimentations diffé-
rents apportent la possibilité de différencier les systèmes convectifs continentaux des sys-
tèmes convectifs océaniques. La campagne MT2010 concerne l’échantillonnage des systèmes 
convectifs de moyenne échelle liés à la mousson Africaine. La campagne MT2011 concerne 
l’échantillonnage des systèmes convectifs liés à la Zone de Convergence Inter Tropicale au-
dessus de l’océan Indien. La campagne d’observation HyMeX s’est déroulée durant les mois 
de septembre et octobre 2012 (Hydrological cycle in the Mediterranean eXperiment). HyMeX 
est un programme international dédié à l’étude du cycle hydrologique dans le bassin méditer-
ranéen. Son objectif est d’améliorer les prévisions concernant les événements extrêmes tels 
que les fortes précipitations et les crues-éclairs engendrées par les MCS qui se forment en 
automne (Drobinski et al. 2014 ; Ducroq et al. 2014).  






La campagne internationale HAIC-HIWC (High Altitude Ice Crystals ; High Ice Water 
Content) a pour objectif de mesurer les fortes concentrations de cristaux de glace et des con-
tenus très élevés en masse de glace associés qui peuvent provoquer l’endommagement et 
l’arrêt des moteurs d’avion (Protat et al. 2014 ; Gryzsh and Mason 2011). Cette campagne 
s’est déroulée pendant les mois de janvier, février et mars 2014 à  Darwin (Australie) durant 
la mousson Nord-Australienne (connue aussi en tant que mousson d’Asie du sud et 
d’Océanie).   
Cette thèse se découpe en 4 chapitres pour présenter les travaux sur la variabilité de la 
relation m(D), de ses origines jusqu’aux conséquences microphysiques, à partir des facteurs 
de réflectivité et des images des hydrométéores enregistrées au cours des 4 campagnes de 
mesures présentées ci-dessus. 
 Le chapitre 2 fournit des éléments théoriques sur la formation des hydrométéores en 
phase glace. Puis il présente les méthodes adoptées par des études antérieures pour calculer 
les relations m (D) des hydrométéores en phase glace. Ensuite la formation des nuages con-
vectifs est abordée ainsi que la formation des MCS. Le chapitre se termine avec un bilan des 
connaissances des cristaux de glaces qui y sont présent. 
 Le chapitre 3 présente les 4 types de systèmes convectifs observés dans leurs diffé-
rentes régions de formation. A cela s’ajoute une description des instruments de mesures qui 
ont été utilisés durant les quatre campagnes et les paramètres microphysiques mesurés par ces 
instruments. 
 Le chapitre 4 décrit la méthode adoptée pour calculer les CWC des MCS à partir de 
simulations des facteurs de réflectivité à l’aide de la méthode de la T-matrice. Ensuite est pré-
sentée la méthode adoptée pour contraindre la relation m(D) à partir de simulations 3D de la 
forme des cristaux de glace. Pour finir, les résultats obtenus à partir des simulations 3D des 
formes de cristaux de glace sont alliés aux simulations des facteurs de réflectivité pour être 
appliqués aux 4 jeux de données ayant comme objectif de calculer le plus précisément pos-
sible les relations m(D) des hydrométéores présents dans les MCS. 
 Le chapitre 5 présente les résultats obtenus à partir des paramètres microphysiques 
mesurés et calculés. Les propriétés microphysiques des systèmes convectifs sont étudiés, no-
tamment en fonction de la température afin d’illustrer leurs variabilités verticales. Ensuite des 
paramétrisations du pré-facteur α et de l’exposant β de la loi puissance décrivant la relation 






m(D) dans les 4 types de MCS sont déduites. Pour finir, les CWC contraints par les simula-
tions des facteurs de réflectivité et les images des hydrométéores ainsi que les CWC calculés à 
partir des paramétrisations de m(D) de ce chapitre, sont comparés aux facteurs de réflectivité 
mesurés, dans l’objectif d’étudier l’impact de ces différentes paramétrisations m(D) sur la 
restitution de CWC par les relations entre réflectivité Z et CWC.  
 Le dernier chapitre apporte les conclusions de ces travaux de thèse ainsi que des pers-









Chapitre 2 : Les hydrométéores en phase 
glace dans les systèmes convectifs 















 Ce chapitre a pour vocation de fournir les concepts sur les connaissances acquises 
concernant les hydrométéores en phase glace dans les nuages, en particulier dans les sys-
tèmes nuageux convectifs. La première partie se concentre sur les hydrométéores et plus spé-
cifiquement sur les hydrométéores en phase glace. Tout d’abord, les notions thermodyna-
miques de la condensation de la vapeur sont expliquées, puis l’initialisation de la formation 
des cristaux de glace. Ensuite, les processus de croissance, comme la diffusion de vapeur, 
l’agrégation et le givrage sont brièvement abordés, pour expliquer les différentes formes de 
cristaux observés dans les nuages glacés. Cette première partie s’achève sur un historique 
des recherches menées sur la quantification de la masse des cristaux à partir de différentes 
mesures. 
 La seconde partie de ce chapitre, présente les notions des processus dynamique et 
thermodynamique qui amènent à la formation de systèmes convectifs nuageux de grande en-
vergure. Dans un premier temps les principes de formation d’un nuage convectif sont détail-
lés tel que les cumulonimbus. Puis, les systèmes convectifs de moyenne échelle sont abordés 
avec leurs particularités.  






2.1 Les hydrométéores en phase glace 
2.1.1 Condensation de la vapeur d’eau 
 
L’atmosphère terrestre, et en particulier la troposphère, est constituée en une petite 
partie de vapeur d’eau (~1%). Cette quantité de vapeur d’eau est représentée par sa pression 
partielle pv par rapport aux autres gaz, où la somme des pressions partielles de tout les gaz 
présents dans la troposphère est égale à la pression atmosphérique P. Lorsqu’une parcelle 
d’air est saturée en vapeur d’eau, il y a formation d’un nuage. La vapeur d’eau se condense 
soit sous forme de gouttelettes (eau liquide), soit sous forme de cristaux de glace (eau solide). 
La saturation de la vapeur d’eau se définie par rapport à sa pression partielle pour laquelle il y 
a équilibre entre la phase vapeur et la phase condensée liquide ou glace mise en jeu. Cette 
pression est appelée pression de vapeur saturante par rapport à l’eau liquide Psat, vapeur-liquide ou 
respectivement par rapport à la glace Psat, vapeur glace. Ainsi les humidités relatives Rh (pour la 
phase liquide) ou Rhi (pour la phase glace) déterminent la position de la pression de vapeur 














100[%]         ou                          100[%]            II. 1 
Quand l’humidité relative de la parcelle d’air est supérieure à 100%, les conditions 
thermodynamiques sont favorables à la condensation de la vapeur. Si Rh > 100%, il peut y 
avoir formation d’un nuage avec des gouttelettes d’eau liquide. Et si Rhi > 100%, il peut y 
avoir formation d’un nuage avec des cristaux de glace pour des températures négatives. Il est 
possible que Rh et Rhi soient toutes deux supérieures à 100%, dans lequel cas le nuage pour-
rait être composé de cristaux de glace et de gouttelettes d’eau liquide (nuage mixte).  
Lors du changement de phase de la vapeur en eau liquide ou en glace, les enthalpies 
libre des 2 systèmes sont égales : 
vsl dGdG /                                                                  II. 2 
où Gl/s est l’enthalpie libre de la glace ou de l’eau liquide et Gv l’enthalpie de la vapeur. En 
s’appuyant sur la loi des gaz parfaits, on arrive à la relation de Clausius-Clapeyron qui permet 
de calculer la pression de vapeur saturante en fonction de la température, tel que : 












                                                                II. 3 
où R
1
 est la constante des gaz parfait, et L l’enthalpie de changement de phase soit vapeur-
liquide ou vapeur-glace. Connaissant la pression de vapeur saturante (glace ou liquide) et la 
pression partielle de vapeur de l’air environnant pv ainsi que sa température, on en déduit 
l’humidité relative par rapport à l’eau liquide Rh et l’humidité relative par rapport à la glace 
Rhi.  
 
2.1.2 Formation des hydrométéores 
 
La formation de gouttelettes d’eau dans une parcelle d’air nécessite la présence de 
noyaux de condensation (CCN ; aérosols qui permettent à l’eau liquide de se déposer à leur 
surface) qui agissent comme support pour la condensation de la vapeur d’eau. Une atmos-
phère exempte de toutes particules en suspension (aérosols), doit avoir une pression partielle 
de vapeur tel que Rh ≈ 1000% pour former des gouttelettes uniquement composées de molé-
cules d’eau. 
Lorsque le Rhi d’une parcelle nuageuse dépasse les 100% et que la température est in-
férieure à 0°C (≈273,15K), des cristaux de glaces peuvent commencer à se former. Il existe 
plusieurs mécanismes pour amorcer la solidification de l’eau (vapeur et/ou liquide) dans un 
nuage, et ils se divisent en deux types : (i) la nucléation homogène, et (ii) la nucléation hété-
rogène (Figure II. 1). 
La nucléation homogène caractérise la formation d’un cristal de glace par solidifica-
tion d’une goutte d’eau surfondue (goutte d’eau liquide à température < 0°C). Tout d’abord la 
gouttelette s’est formée autour d’un CCN, puis ce dernier s’est dissout pour former une gout-
telette de solution aqueuse. La température qui définit l’apparition de ce processus est nom-
mée Tf, et dépend de la taille de la goutte d’eau surfondue. Par exemple à Tf ≈ -40°C, une 
goutte d’eau surfondue de 5µm de diamètre gèle instantanément. 
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 La nucléation hétérogène définit les hydrométéores en phase glace qui se forment à 
l’aide d’un noyau glaçogène (IN).  
 Si Rh < 100% et Rhi > 100%, la glace se dépose à la surface du noyau glaçogène, et le 
cristal de glace se forme directement par dépôt de vapeur. 
 Si Rh > 100% et qu’une goutte d’eau surfondue entre en contact avec un noyau glaço-
gène, la goutte d’eau gèle pour former un cristal de glace. 
 Si Rhi  > 100% et qu’un IN était immergé dans un CCN, l’IN entraine la congélation 
de la goutte. 
 Si Rh > 100%, une gouttelette s’est formée autour d’un aérosol ayant les propriétés 
d’un CCN et IN (condensation). 
 
 
Figure II. 1 : Schéma représentant les différents types de formation des hydrométéores en phase glace. T est la tempé-
rature environnante, Tf est la température de nucléation homogène, Rh l’humidité relative par rapport à l’eau liquide 
et Rhi l’humidité relative par rapport à la glace. 
 
2.1.3 Croissance par diffusion de vapeur  
 
Une fois la formation de la glace enclenchée, les cristaux de glace commencent leurs 
processus de croissance par déposition de vapeur. Soit 
vJ le vecteur qui exprime la densité de 
courant de la vapeur d’eau autour du cristal de glace qui se développe. Il est la somme de 






deux vecteurs décrivant le processus de diffusion de la vapeur 
dJ  et celui de la convection cJ . 
Le flux de diffusion est inversement proportionnel au gradient de la quantité de vapeur 
nv(x,y,z,t) et tend  à homogénéiser la quantité de vapeur dans l’espace considéré. 
vvd nDJ                                                              II. 4 




 et nv le nombre de molécule de vapeur d’eau. 
Tandis que le processus de convection traduit le mouvement de l’air qui transporte la vapeur 
d’eau autour de la particule. 
unJ vc                                                                 II. 5 
où u  est la vitesse relative de l’air par rapport au cristal en croissance.  
La loi de la conservation implique que l’opposé de la variation de la concentration de 
vapeur d’eau dans le volume V entourant le cristal est égal aux flux sortants2 (soit par conden-








v ..   

                                     II. 6 
Finalement, en faisant l’hypothèse que le gaz est incompressible et que Dv est isotrope et in-
dépendant de la concentration, l’équation de diffusion-convection de la quantité de vapeur 








                                                        II. 7 
Il n’existe pas de valeur expérimentale de Dv en-dessous de 0°C, cependant Hall and Pruppa-
cher (1976) ont déterminé par extrapolation Dv pour des températures comprises entre -40°C 
et +40°C. 
                                                 
2
 : surface une  traversà  particule deflux  le : rappel   
S
dSJ  
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Pour décrire la croissance du cristal, il est nécessaire d’établir les conditions limites, et 
résoudre l’équation de la convection-diffusion. Loin du cristal ( r ) la pression de vapeur 
est pv. Aux abords du cristal, la pression de vapeur pv,s est déterminée par les processus de 
surface cinétique (condensation et évaporation de molécules d’eau ; Figure II. 2). La crois-
sance du cristal se traduit par l’augmentation de son volume v  durant la période t . Cela 
correspond à l’intégration de incn  molécule d’eau de volume 
3
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La fonction f module la quantité de matière incorporée dans le cristal, donc elle traduit : 













 La croissance du cristal : si pv,s > Psat, vapeur-glace alors le processus de condensation est 
dominant, et le cristal augmente sa masse. 
 La décroissance du cristal : si pv,s < Psat, vapeur-glace alors le processus d’évaporation est 
prépondérant, et le cristal perd de la masse. 
 L’absence de croissance : si pv,s = Psat, vapeur-glace, il y a équilibre entre évaporation et 
condensation (dans ce cas 0dJ ). 
 L’anisotropie du cristal, la plupart des cristaux ne sont pas sphériques. Ce qui se tra-
duit par des préférences de croissance selon certains axes. 
 La rugosité du cristal, qui dépend de la température selon Burton et al. (1951). 
D’autre part, la loi de conservation implique que les flux de matières qui entrent et qui 
sortent à la surface du cristal soient égaux : 












incinc                                 II. 11 
L’équation II. 11 décrit les conditions limites de la croissance par diffusion de vapeur d’un 
cristal de glace soumis à un champ de vapeur quelconque. La variation de température du à la 
condensation (ou évaporation) des molécules d’eau est implicite dans l’équation de la diffu-
sion-convection de la pression de vapeur, car le changement de phase entraine un flux de cha-
leur, décrit par la loi de Fourrier (Figure II. 2): 
sT TkJ                                                                    II. 12 











                                                             II. 13 
où les paramètres k, ρ et Cp sont respectivement la conductivité thermique, la densité et la 
capacité calorifique de l’air autour du cristal. 
Yokohama and Kuroda (1990) se sont intéressés à la croissance par diffusion de va-
peur de cristaux de glace dans un espace 2D. Tout d’abord l’équation de diffusion-convection 
de la vapeur saturante (II. 7) est simplifiée en s’appuyant sur l’hypothèse de quasi-
stationnarité du champ de vapeur et sans transport de vapeur d’eau ( u =0). Ainsi la quantité de 
vapeur d’eau vérifie l’équation de Laplace : 






0 vn                                                                   II. 14 
A partir des travaux de Burton et al. (1951), Yokohama and Kuroda (1990) établissent une 
expression de la fonction f (II. 10), dépendante de  φ et de la sursaturation si ainsi que la tem-
pérature : f(T, φ, si) (Figure II. 3). 
 
Figure II. 3 : Représentation de la croissance d’un cristal de glace, et des paramètres de la fonction f. D’après Yoko-
hama and Kuroda (1990). 
 
















tan                                                              II. 16 
Où h est la hauteur de la marche et l la longueur de la marche, ils représentent 
l’agrandissement de la surface. f(T,φ,si) permet de simuler différentes croissances de cristaux 
en 2D : sphériques, hexagonales et dendritiques. A partir de ces différents résultats, ils ont 
établi un diagramme de croissance en fonction d’un paramètre adimensionnel qu’est la lon-
gueur caractéristique L et la sursaturation si (Figure II. 4). 
 La longueur caractéristique L, est calculée à partir de la taille du cristal Rc, du coeffi-
cient d’efficacité de collection ce, du coefficient de diffusion Dv et de la vitesse moyenne 
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Figure II. 4 : Diagramme de croissance de cristaux de glace en 2D. Les formes de cristaux sont obtenues à l’aide de 
simulations numériques. D’après Yokohama and Kuroda (1990). 
 
La Figure II. 5 montre les résultats obtenus par Bailey and Hallet (2009) à partir 
d’expériences en laboratoire et de mesures aéroportées. Les cristaux y sont classés en fonction 
de la température et de la sursaturation par rapport à la glace où les cristaux se sont formés. 
Cette classification montre des cristaux qui se sont développés selon le processus de dépôt de 
vapeur.  
Certaines similitudes peuvent être remarquées, entre les Figure II. 4 et Figure II. 5. 
Dans les deux cas les cristaux de type dendrite et « sector-plates » sont obtenus avec les plus 
grandes sursaturations, avec d’abord des « sector-plates » puis des dendrites. A l’inverse, les 
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plaques sont obtenues avec de faibles taux de sursaturation. La Figure II. 5 présente plus de 
formes complexes, mais les simulations de Yokohama et Kuroda sont effectuées dans des 
conditions largement simplifiées comparées aux conditions réelles qui existent dans les 
nuages. 
 
Figure II. 5 : Diagramme représentant les types de cristaux en fonction de la température et de la sursaturation par 
rapport à la glace. Images CPI, d’après Bailey and Hallet (2009). 
 
Il existe d’autres types de formes de cristaux observés dans les nuages résultant de la 
croissance par diffusion de vapeur. La Figure II. 6 montre des cristaux nommés « capped co-
lumn », ces cristaux ont connu une croissance de type colonne au début, puis des cristaux de 
types plaques ou dendritiques se sont développés aux extrémités des colonnes. Ning and Rei-






ter (2007) ont simulé la croissance de ce type de cristaux avec un changement brusque des 
conditions thermodynamiques qui entourent le cristal, tel que la sursaturation par rapport à la 
glace (Figure II. 6).  
 
Figure II. 6 : A gauche, exemples de « capped-column » photographiées durant la campagne MEGHA-TROPIQUES 
2011 du vol 50. Images CPI. A droite, exemples de simulation d’une « capped-column » d’après Ning et Reiter (2007). 
 
 Rappelons que l’eau liquide sous forme de gouttelettes existe aussi pour des tempéra-
tures inférieures à 0°C (eau surfondue). Par conséquent, il peut y avoir des nuages composés 
de cristaux de glace et de gouttelettes, on parle alors de nuage mixte. Dans ces conditions il 
n’y a pas réellement cohabitation entre les deux espèces d’hydrométéores. En général, les 
cristaux de glace se développent au détriment des gouttelettes d’eau surfondues (quand elles 
ne se transforment pas elles-mêmes en cristaux de glace), c’est le processus de Wegener-
Bergeron-Findeisen mis en évidence par Wegener en 1911. Etant donné que l’eau liquide 
existe pour des températures inférieures à 0°C, il convient de prolonger la courbe qui repré-
sente Psat, vapeur-liquide en-dessous de 0°C (Figure II. 7). Il faut remarquer, que la pression de 
saturation par rapport à la glace est inférieure à la pression de saturation par rapport à l’eau 
liquide pour les températures négatives, et pour une même pression de vapeur pv on aura tou-
jours Rhi > Rh (haut de la Figure II. 5).  







Figure II. 7 : Diagramme de phase pression-température, pour des températures en dessous de 0°C, valable pour les 
changements de phases dans les nuages. 
 
2.1.4 Croissance par agrégation 
 
Des agrégats de cristaux de glaces sont aussi observés dans les nuages. Les cristaux de 
glace chutent dans l’atmosphère, cependant ils ne chutent pas tous à la même vitesse. Les dif-
férences de vitesses de sédimentation des cristaux de glace dans les nuages, entrainent des 
contacts entre les cristaux de glace. Lors de ces contacts, deux issues sont possibles ; soit les 
cristaux restent collés pour n’en former plus qu’un seul (un champ électrique favorise 
l’agrégation de cristaux de formes allongées), soit les cristaux continuent leurs chutes respec-
tives individuellement. Dans un autre contexte, le choc entre cristaux de glaces peut entrainer 
le bris des cristaux fragile (aiguilles) et ainsi augmenter la concentration des cristaux (Vardi-
man 1978 ; Yano and Phillips 2011). Le processus d’agrégation des cristaux de glace a pour 
conséquence d’augmenter la taille des cristaux et de complexifier leurs formes. La compré-
hension du processus d’agrégation est un enjeu important pour la prédiction de l’évolution des 
nuages et des précipitations. Les études de Field and Heymsfield (2003) et Westbrook et al. 
(2004) se sont intéressées à ce processus afin de décrire et modéliser l’évolution de la distri-
bution en taille des hydrométéores. Cependant, le processus d’agrégation est encore mal com-
pris, surtout sur les forces qui régissent l’efficacité de collection des cristaux entre eux. La 
Figure II. 8 présente des agrégats de cristaux de plaques hexagonales et de « sector-plates » 
observés dans des nuages de types cirrus au dessus de la Floride aux Etats-Unis (Schmitt and 
Heymsfield 2010). 







Figure II. 8 : Exemple d’agrégats de cristaux de types plaques et « sector plates ». Images CPI, d’après Schmitt and 
Heymsfield (2010). 
 
2.1.5 Croissance par givrage  
 
Le givrage des cristaux de glace est un processus qui a lieu dans les nuages mixtes. Le 
givrage des hydrométéores se produit lors du contact des cristaux de glace avec des goutte-
lettes d’eau surfondues. Au contact, les gouttelettes se solidifient instantanément et alourdis-
sent les cristaux, augmentant leur vitesse de chute (Zikmunda et Vali 1972). Comme pour le 
processus d’agrégation, le givrage se produit quand les vitesses de sédimentation des cristaux 
et des gouttelettes d’eau surfondues sont différentes. L’efficacité de collection des gouttelettes 
d’eau surfondues par les cristaux dépend de la forme des cristaux, ainsi que du spectre des 
gouttelettes agrégées (Harimaya 1975). De plus, il existe un diamètre minimum de ~5µm, en-
dessous duquel on ne trouve plus de gouttelettes d’eau surfondue sur les cristaux (Pitter and 
Pruppacher 1974). De même il existe une taille minimum pour les cristaux de ~150µm, en-
dessous de laquelle l’efficacité de collection est nulle (Pitter 1977 ; Harimaya 1975 ; Wilkins 
and Auer 1970 et Ono 1969). Lorsque la forme du cristal d’origine n’est plus identifiable, on 
parle alors de graupels. Le givrage concerne aussi l’agrégation de gouttelettes d’eau surfon-
dues entre elles. Ce dernier résulte de la nucléation homogène vers -37°C, où de nombreuses 
gouttelettes d’eau surfondues sont apportées par des vents verticaux importants. La Figure II. 
9 montre des exemples de particules givrées. A gauche, des exemples de chaines de goutte-
lettes observées dans un système convectif au dessus de l’Europe de l’ouest (Gayet et al. 
2012) et à droite, des exemples de cristaux de glace givrés précipités (graupels, dendrites, 






« sector-plates » et colonnes) au nord-est du continent Nord-Américain (Locatelli et Hobbs 
1974).   
 
Figure II. 9 : Exemples de chaines de gouttelettes givrées à gauche ; images CPI d’après Gayet et al (2012). A droite, 
exemple de cristaux givrés et de grêlons ; microphotographies d’après Locatelli et Hobbs (1974). Les barres d’échelles 
représentent 1mm. 
 
2.1.6 Masse des hydrométéores à partir des mesures sols et avions 
 
Les sections précédentes montrent des exemples de la diversité géométrique possible 
des cristaux de glace dans les nuages, causée principalement par leur processus de formation 
et de croissance complexes, qui ont un impact sur la taille, la masse et le rayonnement des 
hydrométéores en phase glace.  
Nombre d’études préalables à celle-ci, se sont intéressées à la compréhension et à la 
description de la masse des hydrométéores en phase glace en fonction de leur taille. Bien que 
les cristaux de glace sont des objets en 3 dimensions, leurs observations se limitent principa-
lement à une représentation en 2 dimensions (image ou photo ; cf. Chapitre 3) de leurs géomé-
trie. La relation empirique la plus souvent utilisée pour décrire l’évolution de la masse en 
fonction de la taille des hydrométéores est une loi de puissance (Locatelli and Hobbs 1974; 
Mitchell 1996;  Heymsfield and Westbrook 2010; McFarquhar et al. 2007 ; liste non exhaus-
tive) : 

 maxmax )( DDm                                                             II. 17 
où m est la masse en gramme et Dmax la taille maximale de l’hydrométéore en cm. Une des-
cription plus précise du paramètre Dmax est fournie dans le chapitre suivant (chapitre 3). 






L’équation II. 18 sera par la suite appelé relation m(D). Les coefficients α et β caractérisent un 
type d’hydrométéores et sont l’objet de plusieurs études dont notamment celle-ci. 
 Locatelli and Hobbs (1974) et Mitchell et al. (1990), ont par exemple pris des micro-
photographies de cristaux de glaces précipités au sol dans des boite de Petri. Après avoir me-
suré leurs tailles, les cristaux ont été fondus et leurs masses calculées à partir des gouttes ob-
tenues. D’autres études (Heymsfield et al. 2010a ; Brown and Francis 1995) mesurent direc-
tement la concentration massique de la glace présente dans les nuages. Ce qui permet, en con-
naissant le nombre et la taille des hydrométéores contenus dans ce même volume, de déduire 
la relation m(D). Brown and Francis (1995) utilisent en simultané un hygromètre d’absorption 
Lyman-α (Nicholls et al. 1990) et des instruments optiques pour mesurer la taille des hydro-
météores. Ils déterminent ainsi une relation m(D) pour des nuages de type cirrus, avec les 
coefficients α et β (α=0,00294 et β=1,9)5. Cependant cette expression doit être prise avec pré-
caution car la taille des hydrométéores n’est pas considérée de la même façon que la plupart 
des études sur ce sujet
6
.  
 Heymsfield et al. (2010a) ont calculé les coefficients de la relation m(D), afin que 
l’erreur entre la concentration massique déduite à partir des images des hydrométéores et celle 
mesurée, soit la plus petite possible. Le calcul des coefficients est effectué vol par vol regrou-
pant plusieurs campagne de mesures aéroportées différentes. Heymsfield et al. (2010) calcu-
lent deux relations entre les coefficients α et β de la relation m(D) ; la première pour des 
nuages convectifs et la seconde pour des nuages stratiformes. Ces relations sont démontrées 
mathématiquement avec l’hypothèse, que la loi de probabilité qui représente la distribution 
des hydrométéores en fonction de leur taille soit une loi « Gamma ». Il en est conclu que la 
relation développée par Brown and Francis (1995) surestime le coefficient α pour des nuages 
de type stratiforme, et sous-estime le coefficient α pour des nuages de type convectif. 
 McFarquhar et al. (2007) ont calculé la variation des relations m(D) pour différents 
vols autour de la couche de fonte
7
 des hydrométéores glacés. Les nuages échantillonnés sont 
des systèmes convectifs de moyenne échelle développés sur le Continent Nord-Américain. 
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  ; cf. Chapitre 3.3.1.1 
7
 Couche d’altitude où les hydrométéores passent de la phase glace à la phase liquide. 






Dans cette étude, le calcul des coefficients α et β de la relation m(D) est contraint par les fac-
teurs de réflectivité Radar et les distributions en taille des hydrométéores mesurés. 
 Bouniol et al. (2010) utilisent aussi la méthode indirecte, qui consiste à simuler les 
facteurs de réflectivités Radar pour estimer la masse des hydrométéores. Leurs observations 
ont eu lieux dans les parties stratiforme et cirriforme des MCS de la mousson Africaine durant 
la campagne AMMA (African Monsoon Multidisciplinary Analysis). Les coefficients α et β y 
sont calculés par tranche de vol en minimisant la différence entre les facteurs de réflectivités 
simulés et ceux observés. 
 Le Tableau II. 1 montre des exemples de coefficients α et β pour divers types 
d’hydrométéores observés au sol et dans les nuages. Ces relations m(D) peuvent être utilisées 
quand les types de cristaux et leurs concentrations sont connus. 








Tableau II. 1 : Coefficients de la relation m(D) en fonction du type de cristal de glace. D’après Mitchell (1996). 
    
 






2.2 Les systèmes nuageux convectifs 
2.2.1  Formation des cumulonimbus 
 
Les nuages se forment lorsque la vapeur se condense en eau liquide ou/et en cristaux de 
glace. Lorsqu’une masse d’air est soulevée et que durant son ascension sa température dimi-
nue, la parcelle d’air va atteindre un stade où sa pression de vapeur sera égale ou supérieure à 
sa pression de saturation. Il y aura alors condensation. Une parcelle d’air s’élève lorsqu’elle 
est plus légère que son environnement (flottabilité) ou parce qu’elle rencontre un obstacle qui 
l’oblige à s’élever. Le second cas peut être causé par l’orographie du terrain sur laquelle elle 
se déplace (chaine de montagne, colline…) ou par la rencontre entre une masse d’air chaude 
et une masse d’air plus froide (front-froid ou front-chaud). Il existe plusieurs types de nuages, 
qui dépendent de leurs élévations et de leurs tailles (Figure II. 10). 
 
Figure II. 10 : Types de nuages observés dans la troposphère. Source web : http://www.justaflight.fr/les-bases-du-
pilotage/meteorologie/les-nuages.html 
 
 Les nuages auxquels nous nous intéressons sont de types convectifs, formés à partir de 
cumulonimbus. La convection est une réponse à un déséquilibre énergétique vertical et joue 
un rôle crucial à toutes les échelles. Pour créer un cumulonimbus (Figure II. 11), il faut tout 
d’abord que le déséquilibre qui a permis le soulèvement de cette parcelle d’air soit assez 






fort pour permettre à cette masse d’air d’atteindre son niveau de convection libre (LFC : Level 
of Free Convection). A partir du niveau de convection libre cette masse d’air est plus chaude 
que son environnement grâce à la libération de sa chaleur latente. Il se situe au-dessus du ni-
veau de condensation de la parcelle d’air (LCL : Lifting Condensation Level). Le travail créé 
par le soulèvement de la masse d’air doit être plus grand que l’énergie d’inhibition de la con-
vection (CIN : Convection Inhibition ; Colby 1983). Tant que la masse d’air est plus chaude 
que son environnement elle continue de monter. La parcelle d’air arrête son ascension lors-
qu’elle a atteint l’équilibre thermique avec son environnement (ETL : Equilibrium Tempera-
ture Level). La hauteur des cumulonimbus qui composent les MCS dans les régions tropicales, 
peut atteindre celle de la tropopause (~12 à 16 km) et parfois la dépasser, créant un transfert 
d’eau de la troposphère vers la stratosphère (Frey, thèse 2011).  
 L’état d’instabilité de l’atmosphère peut être évalué à partir du calcul de l’énergie po-
tentielle utile pour la convection CAPE (Figure II. 11 ; Convective Available Potentiel Ener-
gy ; Montcrieff and Miller 1976). Elle est l’intégrale de la différence relative entre la tempéra-
ture potentielle virtuelle θ de la masse d’air et celle de son environnement   entre les niveaux 
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D’autre part, la CIN s’intègre entre le niveau de départ de la parcelle d’air (DPL ; Departure 
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où g est la gravité terrestre. 







Figure II. 11 : Emagramme des conditions thermodynamique de l’atmosphère à Parakou (Bénin) le 27 juillet 2006 à 
21H38 (UTC) (sondage). D’après Lamrani (2011, Thèse). 
 
2.2.2 Systèmes convectifs de moyenne échelle (MCS)  
 
Plusieurs Cumulonimbus peuvent se regrouper pour former des systèmes multicellu-
laires (dizaines de kilomètres). Les MCS sont le regroupement de cumulonimbus et/ ou de 
systèmes multicellulaires à l’échelle de centaines de kilomètres. Les superpositions de circula-
tion synoptique et de moyenne échelle aux instabilités qui ont permis le développement de 
cumulonimbus, permettent le développement de MCS, ainsi que leur maintien sur plusieurs 
heures ; voir des jours ou des semaines. La forme et la formation des MCS dépendent de la 
région où ils se forment et des conditions synoptiques présentes, ligne de grains, forme 
en « V », amas. Les MCS et leurs précipitations se caractérisent par une partie convective et 
une partie stratiforme (Figure II. 12 ; Houze 2004). 
La partie stratiforme est caractérisée par une longue étendue horizontale de nuage et 
ces précipitations sont produites par la dissipation de vieilles cellules convectives. Tandis que 
la partie convective a une extension verticale sur quasiment toute la tropopause, elle est carac-
térisée par de forts courants ascendants et descendants. Les précipitations sous la partie con-
vective sont plus intenses que sous la partie stratiforme. 







Figure II. 12 : Schéma simplifié d’échos Radar, délimitant la partie convective et la partie stratiforme d’un MCS. 
D’après Houze (1997). 
 
 
Figure II. 13 : Schéma de formation des cellules convectives en amont d’un MCS. D’après Browning et al. (1976) 
  
 La Figure II. 13 décrit la formation des cellules convectives en avant du MCS 
(par rapport au sens de déplacement). La cellule n-1 est dans son stade mature et est au centre 
du système, alors que la cellule n-2 commence sa phase de dissipation et va former la partie 
stratiforme du système. La cellule n, est en stade de développement. Le front froid en avant du 
système permet un soulèvement de masse d’air et active la convection ; la protubérance nua-
geuse en amont avec sa base plane indique une forte activité convective. 
La dynamique et l’étendue spatiale des MCS implique des processus microphysiques 
complexes, où la croissance et l’évaporation des cristaux et des gouttelettes (surfondue ou 
pas) vont être différentes selon la zone où les hydrométéores se trouvent. Les cristaux peuvent 
connaitre plusieurs cycles de croissance différents avant de chuter totalement ou d’être en-
traines dans la partie stratiforme. La Figure II. 14 montre un exemple de répartition des pro-






cessus microphysiques liés à la croissance des hydrométéores dans une ligne de grains. Ce 
type de MCS se rencontre sur les continents, notamment durant la mousson Ouest-Africaine 
(Houze 2004). Cependant, les MCS n’étant pas tous identiques d’une région à une autre (Ce-
trone et Houze 2009), les processus microphysiques et la répartition des types 
d’hydrométéores peuvent différer selon le type de système convectif que l’on étudie.  
 
 
Figure II. 14 : Schéma de répartition des différents types de croissance des hydrométéores dans un MCS de type ligne 
de grains. D’après Houze (1989) et Noel (2010, Thèse). 
 
Ainsi les mesure in-situ à l’aide d’avion équipé d’instruments dédiés à la mesure des 
paramètres microphysiques, comme la forme et la concentration des cristaux, est primordiale 
pour affiner notre compréhension des MCS d’une manière générale. La Figure II. 15 s’inspire 
des observations de MCS formées au dessus de l’océan près des cotes du Costa Rica (Amé-
rique centrale) et des cotes du Sénégal (Afrique de l’ouest ; Lawson et al. (2012), ainsi que 
des observations effectuées dans un MCS formés au dessus du continent Nord-Américain 
(Stith et al. 2014) et d’un MCS formés au dessus de l’Allemagne (Gayet et al. 2012).  
 







Figure II. 15 : Exemples d’hydrométéores observés dans les différentes parties nuageuses des MCS. Synthèse des 
travaux de Lawson et al. 2012 ; Stith et al. 2014 ; Gayet et al. 2012. Echelle de température et des facteurs de réflecti-
vité qualitative.   
 
  
Les zones convectives montrent (de 0°C à ~ -47°C) la présence de gouttelettes d’eau 
surfondues, de graupels, de colonnes et des particules givrées, puis de petits cristaux et des 
gouttelettes congelées mélangées à des graupels (givrage,  nucléation homogène, et diffusion 
de vapeur). Ensuite la partie stratiforme proche de la zone convective montre (de bas en haut) 
la présence de plaque et d’agrégats de plaques, puis des « capped-columns », et des colonnes 
(diffusion de vapeur et processus d’agrégation). En s’éloignant de la partie convective, la par-
tie stratiforme est composée essentiellement de plaques et d’agrégats de plaques dont la taille 
augmente lorsqu’on se rapproche du niveau 0°C. Les cirrus qui entourent les MCS sont com-
posés majoritairement de bullet-rosettes (Lawson et al. 2012 ; Gayet et al. 2012). Des chaines 
de gouttelettes congelés sont présentes en haut de la partie stratiforme proche de la zone con-
vective (Stith et al. 2014) et dans les « overshoot » (haut de la partie convective qui pénètre la 
tropopause ; Gayet et al. 2012). Enfin dans les MCS de la mousson Africaine, au dessus de 
l’isotherme 0°C les hydrométéores qui précipitent sont principalement composés d’agrégats 










Chapitre 3 : Observations des nuages 
convectifs dans le cadre de cette étude 


















Ce chapitre décrit l’expérience, c'est-à-dire les systèmes convectifs observés et utilisés 
pour cette étude, les moyens d’observation et les paramètres des systèmes observés. Il com-
mence par la description des environnements dans lesquels les 4 types de systèmes convectifs 
étudiés se développent, afin de pouvoir les différencier. Ainsi 4 types de systèmes convectifs se 
dessinent : (i) tropical continental, (ii) tropical océanique, (iii) tropical côtier et (iv) côtier de 
moyenne latitude. La seconde partie de ce chapitre présente la plateforme aéroportée implé-
mentée pour les 4 systèmes convectifs observés et les instruments d’intérêt pour cette étude 
avec leur utilité. Ce chapitre se termine sur la présentation des paramètres microphysiques 
mesurés qui vont servir de base à cette étude.  






3.1 Les systèmes nuageux convectifs étudiés dans le cadre des campagnes 
de mesures 
3.1.1 Système convectif tropical continental de la mousson Africaine (MT2010) 
 
La campagne MT2010 s’est déroulée durant le mois d’août 2010 à Niamey au Niger, 
pendant la saison de la mousson africaine. Les systèmes qui y ont été observés sont formés à 
partir de l’interaction de différentes masses d’air (Figure III. 1). Le déplacement vers le nord 
de l’ITCZ pendant l’été boréal, crée une remontée des vents alizés sur le continent Africain. 
Ce flux de mousson (sud-ouest) apporte l’humidité de l’océan dans les basses couches de la 
troposphère, et rejoint le flux d’Harmattan (nord-est) plus chaud et sec pour créer une zone de 
convergence nommée Front Inter Tropical (FIT) (Eltahir and Gong 1996 ; Janicot and Sultan 
2001). En altitude 3 jets entretiennent et influencent la création de systèmes convectifs : le Jet 
d’Est Africain (AEJ ; est-ouest à 650hPa), le Jet d’Est Tropical (TEJ ; est-ouest à 150hPa) et 
le Jet d’Ouest Subtropical (JOST ; ouest-est à 200hPa) (Fink and Reiner 2003; Mathon et al. 
2002; Roca et al. 2005).  
L’humidité des basses couches associées à d’importants cisaillements verticaux et ho-
rizontaux favorise la création de cumulonimbus (Houze 2004). Les cumulonimbus se regrou-
pent en amas circulaire ou en ligne (ligne de grains). Un flux subsident froid (courant de den-
sité) entraine le soulèvement de masses d’air à l’avant du système. Un front froid se crée per-
mettant le maintien de la convection et renouvelle les parties convectives du système (Lafore 
and Moncrieff 1989), tandis que les anciennes cellules convectives se retrouvent à l’arrière du 
système créant ainsi la partie stratiforme du système (Figure II. 13). Le MCS avance d’est en 
ouest, lorsqu’il n’est plus alimenté par la convection, sa partie stratiforme peut exister encore 
plusieurs heures. 







Figure III. 1 : Schéma 3D de la mousson Africaine (source : Lafore and France 2007). 
 
3.1.2 Système convectif tropical océanique de la ZCIT 
 
La campagne MT2011, s’est réalisée au centre de l’océan Indien au sud des Îles Mal-
dives situées à l’équateur. Ici, l’atmosphère tropicale est marquée par un bilan radiatif excé-
dentaire (au sommet de l’atmosphère), contrairement aux latitudes plus élevées (moyennes 
latitudes et régions polaires). Les systèmes convectifs qui s’y forment sont la base des cellules 
de Hadley, qui tendent à redistribuer l’énergie thermique accumulée dans les tropiques vers 
les plus hautes latitudes déficitaires en énergie (Figure III. 2). Par exemple, en condition d’été  
boréal, la ZCIT se trouve vers 10°Nord, pour compenser le fort déséquilibre thermique pré-
sent dans l’hémisphère Sud (hiver Austral), la cellule de Hadley au sud de la ZCIT  augmente 
la surface perpendiculaire au flux d’Est (Alizés) créant ainsi une circulation 10 fois plus éle-
vée, comparée à la circulation qui y existe durant l’été austral. De plus, dans les régions 
proches de l’équateur, il existe un fort déséquilibre thermique entre la surface (+140 W/m2) et  
le sommet de l’atmosphère (+60 W/m2) créant de fortes ascendances de masses d’air (chaud 
et humide). La ZCIT se situe au niveau de ces ascendances où plusieurs causes permettent la 
formation de MCS pouvant atteindre la tropopause.  







Figure III. 2 : Coupe latitudinale d’un modèle 2D, montrant l’évolution des cellules de Hadley nord et sud, ainsi que 
leur interaction avec les JOST. A gauche coupe lors de la transition hiver-été boréal, à droite en condition d’été bo-
réal. Source Météo-France, Modèle 2D méridien. 
 
En basse troposphère, la réunion des deux cellules de Hadley est marquée par une 
zone de convergence des vents Alizés, alors qu’en haute troposphère, se trouve une zone de 
divergence évacuant l’énergie de la région tropicale vers les régions subtropicales. Les cel-
lules de Hadley sont à l’origine des JOST situés à 30° sud et 30° nord. La ZCIT marque la 
présence de l’équateur météorologique en fonction des saisons, elle est mise en évidence par 
une bande nuageuse composée de Cumulonimbus et de leur partie cirriforme faisant le tour de 
la terre. Dans l’océan Indien et l’ouest de l’océan Pacifique l’activité de la convection est mo-
dulé par les phase de l’oscillation de Madden and Julian (MJO ; Madden and Julian 1971; 
Madden and Julian 1994). La MJO peut-être décrite comme une combinaison des ondes de 
Rossby avec les ondes de Kelvin. La circulation de grande échelle produit un environnement 
favorable à la convection et la convection relâche de la chaleur latente qui renforce la circula-
tion de grande échelle (Barnes and Houze 2013 ; Gill 1980 ; Lindzen 1974). La MJO se pro-
page vers l’Est et est divisée en plusieurs phases : les phases humides favorisent la convection 
et les phases sèches empêchent le développement des cellules convectives. La campagne 
MT2011 se découpe en deux parties, la première où la convection était favorisée (phase hu-
mide de la MJO) permettant le développement de MCS, ainsi que la seconde où la formation 
des systèmes convectifs était plus difficile (phase sèche). Dans cette seconde partie les sys-
tèmes observés étaient des cellules convectives isolées les unes des autres. 
 






3.1.3 Système convectif côtier de la mer méditerranée 
 
A la fin de l’été, des épisodes de précipitation intense et de crues éclair font leur appa-
rition aux alentours de la mer Méditerranée. C’est dans ce contexte que la campagne HyMeX 
s’est déroulée. En majorité, ces épisodes sont le résultat de systèmes convectifs quasi-
stationnaires. Durant l’automne, la température de surface de la mer Méditerranée est encore 
chaude. Son taux d’évaporation reste important, et la quantité de vapeur d’eau produite con-
tribue entre 40 à 60%  à l’alimentation des MCS (Mariotti et al. 2002 ; Duffourg et Ducrocq 
2011, 2013 ; Ducrocq et al. 2014). Le soulèvement orographique est l’un des moteurs princi-
pal de la convection qui alimente les MCS qui se forme dans cette région (Rotunno and Fer-
retti 2001 ; Bousquet and Smull 2006). Lorsque les flux marins de basse couche rencontrent 
les reliefs aux abords de la mer Méditerranée, la convection se déclenche par soulèvement de 
la masse d’air humide. Tant que le flux d’air humide est maintenu, le système convectif est 
entretenu. La forme typique de la partie stratiforme des MCS durant cette saison, est en forme 
de « V » et la régénération du système se trouve en pointe du « V ». La distribution spatiale de 
l’humidité et du taux de chauffage dans la couche limite dépend des forçages atmosphériques 
et de la circulation dans la couche de mélange océan-atmosphère. Cette distribution affecte les 
flux marins de basse couche, et finalement l’évolution des MCS. 
La Figure III. 3 montre un exemple des systèmes convectifs observés durant la cam-
pagne HyMeX. Il s’agit des températures de brillance dans l’infrarouge, observées le 28 sep-
tembre 2012. On observe un MCS en forme de « V » avec une partie stratiforme qui recouvre 
quasiment l’intégralité de l’Espagne. Ce système se développe à partir d’une ligne de conver-
gence entre deux flux de masse d’air de basse couche, dont le premier flux est chaud et hu-
mide provenant de l’Est ainsi qu’un second flux plus rapide provenant de l’ouest (entre 
l’Afrique du Nord  et le sud de l’Espagne). La zone de convergence associée à une zone de 
dépression s’est déplacée vers l’Est, créant des maxima de taux de précipitations cumulées de 
230 à 240 mm (Ducrocq et al. 2014). 







Figure III. 3 : Image satellite des Températures de Brillance dans l’infrarouge le 28 septembre à 12h00 UTC. D’après 
Ducrocq et al. (2014). 
 
3.1.4 Système convectif tropical côtier de la mousson Nord-Australienne 
 
La campagne HAIC-HIWC a été implémentée pour se dérouler durant la mousson 
Nord-Australienne, qui s’étend sur la période de Novembre au mois de Mars (été austral). Le 
front de mousson à 850, 700 et 200 hPa (Figure III. 4-a, b), apparait entre le flux de mousson 
venant de l’ouest et le flux d’est subtropical. De là, un creux barométrique s’installe en y fai-
sant converger l’humidité. La mousson Nord-Australienne est caractérisée par de fortes inte-
ractions entre la circulation locale, et les flux de plus grande échelle.  
Le forçage local diurne et le contraste terre-mer de la région impactent les circulations 
de grande échelle ayant comme conséquence des oscillations diurnes de différentes intensités. 
Le flux de la côte ouest Australienne atteint son maximum en début de matinée et le flux d’est 
tropical devient plus important entre le soir et le matin. D’autre part, les vents du flux de 
mousson observés près de côtes de Darwin atteignent leurs maxima durant la nuit. A 200 hPa, 
une accélération des vents d’est au dessus du nord de l’Australie durant l’après midi, coïncide 
avec la période du maximum de la convection continentale (Figure III. 4-c ; Protat et al. 
2014 ; Keenan et al. 1989). Le développement et le renforcement des systèmes nuageux ont 
lieu principalement au-dessus de l’océan. Cependant, le cycle diurne influence la couverture 
nuageuse, où elle est maximale d’une part le matin au-dessus de l’océan et de l’autre part sur 
les côtes et les terres du nord de l’Australie en fin d’après-midi (Keenan et al 1989 ; Gunn et 
al. 1989 ; Franck and McBride 1989 ; Davidson 1995).  






La formation des MCS de la mousson Nord-Australienne est aussi modulée par les ré-
gimes de grandes échelles tel que la MJO (paragraphe 3.1.2 ; Protat et.al 2014 ; Protat et al. 
2011). La mousson peut être interrompue pendant quelques jours à cause d’un flux d’est très 
humide qui s’étend sur toute la troposphère. Dans ce cas, les dépressions se localisent princi-
palement le long des cotes sur des surfaces limitées (May et al. 2008 ; Protat et al. 2014).  
 
 
Figure III. 4 : Moyenne des champs de vents durant la campagne Australian Monsoon EXperiment, d’après Gunn et 











3.2 La plateforme aéroportée pour les mesures des paramètres microphy-
siques des systèmes convectifs 
3.2.1 La plateforme de mesure aéroportée : Falcon-20 et son instrumentation scienti-
fique 
 
Le Falcon-20 du Service des Avions Français Instrumentés pour la Recherche en En-
vironnement (SAFIRE) à servi de plateforme de mesure durant les campagnes MT2010, 
MT2011, HyMeX et HAIC-HIWC. A bord du Falcon-20, un certain nombre d’instruments 
étaient embarqués, permettant la mesure de différents paramètres microphysiques des nuages 
convectifs. Cette étude s’intéresse principalement aux données acquises avec les sondes op-
tiques à barrettes de diodes (OAP : Optical Array Probe) 2D-S de Straton Park Engineering 
Company (SPEC) Inc., et PIP (Precipitation Imaging Probe) de Droplet Measurement Tech-
nologies (DMT). Ces sondes permettent de calculer la concentration des hydrométéores, mais 
aussi les caractéristiques géométriques individuelles des hydrométéores. En plus, le Radar-
Doppler RASTA (Radar Aéroporté et Sol de Télédétection des propriétés nuAgeuse ; Protat et 
al.2009) mesure les facteurs de réflectivités des nuages, et les vitesses de chutes des hydromé-
téores contenus dans le volume sondé. Finalement, lors de la campagne HAIC-HIWC, un ins-
trument « isokinetic evaporator probe », a pu être embarqué pour mesurer la concentration 
massique de la glace présente dans les nuages. Le Falcon-20 mesure de façon continue la 
pression (P), la température (T) et l’humidité relative (Rh) par rapport à la position de l’avion 
(latitude, longitude altitude). 
 
3.2.2 Les sondes optiques à barrettes de diodes 2D-S et PIP 
 
Les OAP permettent d’enregistrer une image en noir et blanc des hydrométéores ren-
contrés durant les vols scientifiques. Ils fournissent un échantillon d’images caractérisant les 
nuages échantillonnés. Leur principe de mesure est exposé dans la Figure III.5. Une barrette 
de diode est éclairée par un laser, lorsqu’un hydrométéore passe entre le laser et les diodes, 
certaines de ces diodes ne sont plus éclairées. Au fur et à mesure du passage de la particule, 
les diodes non éclairées ont une valeur binaire de 0 tandis que les diodes éclairées ont une 
valeur binaire de 1. Les valeurs des diodes sont actualisées toutes les 500 nanosecondes pour 






la PIP pour une vitesse d’échantillonnage de 200 m/s et 60 nanosecondes pour la 2DS pour 
une vitesse d’échantillonnage de 170 m/s, ce qui donne comme résultat une image en noir et 
blanc représentant l’ombre de la particule. 
Durant les 4 campagnes, 2 sondes ont été utilisées afin de couvrir l’ensemble de la 
gamme de taille des hydrométéores présents dans l’atmosphère (nuage + précipitation). La 
première sonde est appelée 2D-S (Lawson et al. 2006). Elle est composée de 2 couples laser-
barrette de diodes, placés perpendiculairement l’un par rapport à l’autre. Les barrettes sont 
composées de 128 diodes, dont la taille est de 10µm par 10µm (résolution de 10µm). On peut 
ainsi mesurer les hydrométéores dont la taille varie entre 10µm et 1280 µm (±5µm). 
La seconde sonde utilisée est la sonde PIP. Elle est composée d’un laser et d’une bar-
rette de diodes qui comprend 64 diodes. Sa résolution est de 100µm. Elle permet 
d’échantillonner des hydrométéores dont la gamme de taille est comprise entre 100µm et 
6400µm (±50µm). 
 
Figure III.5 : Schéma fonctionnel des imagers d’hydrométéores d’après Baumgardner and Korolev 1997. 
 
En associant les 2 sondes, on couvre environ 3 ordres de grandeurs ; la taille des hy-
drométéores ainsi échantillonnés varie entre 10 µm et 6400µm. De plus, durant MT2010, une 
sonde supplémentaire Cloud Imaging Probe (CIP), également construite par DMT, équipait le 
Falcon-20. Son principe de fonctionnement est le même que la sonde PIP, à la différence que 
sa résolution est de 25µm et que sa gamme de mesure est comprise entre 25µm et 1600µm 
(±12,5µm). 






3.2.3 Le radar nuage RASTA 
 
Le radar RASTA (Figure III. 6 ; Protat et al. 2007 ; Bouniol et al. 2010) a été construit 
par le Laboratoire Atmosphères, Milieux, Observations Spatiales (LATMOS) où ses données 
y sont analysées. RASTA est un radar Doppler qui émet à la fréquence de 94 GHz (bande W). 
Pour un volume de nuage échantillonné, il restitue son facteur de réflectivité et sa vitesse de 
déplacement avec une résolution de 60 m le long de la visée. RASTA est constitué de 6 an-
tennes, 3 visant vers le bas et 3 visant vers le haut (pour MT2010 seulement deux antennes 
visaient vers le haut). Cette configuration lui permet de restituer les champs de vent du nuage, 
ainsi que la vitesse de chute des hydrométéores. 
 
Figure III. 6 : Schéma du Radar RASTA embarqué dans le Falcon de SAFIRE.   
 
3.2.4 La sonde “isokinetic evaporator probe (IKP)” 
 
Cette sonde permet de mesurer directement les CWC des nuages observés. Elle a été 
construite en collaboration par Science Engineering Associates (SEA) et National Research 
Council Canada (NRC), et a été financée par la NASA (National Aeronautics and Space Ad-
ministration) et la Federal Aviation Administration (FAA). La mesure est divisée en 2 étapes. 
D’abord le volume nuageux est prélevé au devant de la sonde et tous les hydrométéores (glace 
+ liquide) sont évaporés à l’intérieur de l’instrument. Ensuite, un hygromètre mesure la quan-
tité de vapeur d’eau totale obtenue. La sonde est iso-cinétique (les vitesses de l’air à 






l’intérieur et à l’extérieur de la sonde sont égales), ce qui permet d’éviter l’enrichissement ou 
l’appauvrissement du contenu mesuré. 
 
 
Figure III. 7 : Schéma de la sonde IKP. 
 
3.3 Les paramètres microphysiques des systèmes convectifs 
3.3.1 Concentration, taille, masse et géométrie des hydrométéores en phase glace 
3.3.1.1 Les paramètres géométriques des images en noir et blanc des hydrométéores en 
phase glace 
 
Comme il a été dit précédemment, les images enregistrées des hydrométéores sont des 
images en noir et blanc (images binaires composées de 0 et de 1). La Figure III. 8 schématise 
une image d’hydrométéores enregistrée par l’une des sondes. A partir de ces images, sont 
déduits des paramètres géométriques permettant de décrire chaque particule enregistrée. Ainsi 
le périmètre (P) d’un hydrométéore est la somme de tous les pixels qui forment le contour de 
l’image. La surface projetée de l’hydrométéore ( iS ) est la somme de tous les pixels qui 
constituent l’image. La longueur maximum (Dmax) est le diamètre maximum des rayons qui 
partent du barycentre de l’image et joignent les pixels qui forment le périmètre de la particule. 
La largeur (W) est le rayon à 90° du rayon maximum.  
Il existe des algorithmes de reconnaissance de forme pour classer les hydrométéores et 
ainsi appliquer les relations m(D) qui leur sont appropriées (Thèse Lefèvre 2007 ; Thèse 
Mioche 2010). Cependant, ces algorithmes sont utilisés avec des images en nuances de gris et 
de résolutions plus grande (par exemples 2,5 µm  2,5 µm) que celle de la 2D-S et de la PIP. 
Ces algorithmes permettent de répertorier une dizaine de classes d’hydrométéores. Korolev 
and Sussman (2000) ont développé une technique de classification pour les images en noir et 
blanc enregistrés par des sondes comme la 2D-S et la PIP, cependant elle permet de différen-






cier 4 types de forme : dendrites, aiguilles, sphériques et irrégulières.  La technique de classi-
fication des hydrométéores ne sera pas appliquée dans cette étude, car le nombre de classes 
des hydrométéores est beaucoup trop restreint. 
 
 
Figure III. 8 : Schématisation d’une image binaire enregistrée par les sondes 2DS, CIP et PIP. La valeur 0 définit un 
pixel ne constituant pas l’hydrométéore tandis que la valeur 1 définit un pixel représentant la particule nuageuse. Les 
pixels représentant le contour de la particule sont entourés de lignes rouges. 
  
3.3.1.2 Calcul du volume d’échantillonnage et de la distribution en nombre en fonction 
de la taille des hydrométéores 
 
Lors des vols, pour échantillonner les nuages, des milliers d’images d’hydrométéores 
sont enregistrées à la seconde, et des millions par vols. Afin d’analyser les caractéristiques des 
nuages et leurs propriétés microphysiques, des statistiques sont faites sur les propriétés des 
ces images. Premièrement, des histogrammes sont calculés en fonction de la taille des images 





) dans le nuage, et seront appelés plus tard PSD (Particle Size Distribution). n(D) désigne 











                                                                    III. 1 
Le volume V (en L) du nuage échantillonné (III. 2) se calcule à l’aide du temps 
d’échantillonnage Δt (en s), de la longueur de la barrette de diode qui est le produit de la réso-






lution de la sonde ΔD (en µm), du nombre de diodes NbD, de la vitesse de l’air par rapport à 
l’avion (TAS : True Air Speed)  en m s-1 et de la profondeur de champ Dof (en µm).  
TASNbDDDoftDV  9max 10)(                                               III. 2 
La profondeur de champ (III. 3) est une fonction de la taille de l’hydrométéore Dmax et de la 
longueur d’onde du laser λ en µm (0.660µm pour la CIP et la PIP). Les PSD sont normalisés 
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Cependant les mesures sont biaisées par des processus non naturels. Afin de réduire la 
contribution des artefacts sur la valeur des concentrations des hydrométéores, des corrections 
doivent être apportées. La concentration des petites particules est influencée par les débris des 
grosses particules qui se fragmentent au contact de la sonde. Une analyse du temps d’arrivée 
entre chaque particule permet de différencier les hydrométéores naturels des morceaux de 
glace issue de la fragmentation des plus gros hydrométéores (Field, Heymsfield, and Banse-
mer 2006; A. Korolev and Isaac 2005). Le temps d’arrivée qui permet de séparer les parti-
cules naturelles des artefacts est déterminé toutes les 2000 particules afin de prendre en 
compte l’hétérogénéité des nuages. La concentration des grosses particules est aussi influen-
cée par les explosions des particules. La différenciation de ces deux types de particules se fait 
en calculant le ratio entre S┴ et la surface de la boite qui inclue la particule. Pour la PIP (et la 
CIP) un ratio limite de 0.25 permet de démarquer les 2 types de population, les particules avec 
un ratio inférieur ne sont pas prises en compte pour le calcul de la concentration.  
Lors de l’acquisition des données, la vitesse de l’avion est considérée constante pour 
les instruments optiques. En réalité la vitesse de l’avion par rapport à l’air n’est pas constante, 
elle fluctue à altitude constante du fait du vent réel et varie en fonction de l’altitude. Cela im-
pacte la taille des pixels et donc la taille des images des hydrométéores mesurés. Il faut donc 
corriger les images par le rapport de la vitesse donnée aux instruments et la TAS (Baumgard-
ner and Korolev 1997). Afin d’augmenter le nombre de particules échantillonnées, les parti-
cules tronquées sont prises en compte (Heymsfield and Parrish 1978). Ces images ont au 
moins un pixel qui constitue la particule nuageuse enregistrée par la première diode ou la der-
nière diode de la barrette, dans ce cas-ci, il est fort probable que la taille de la particule soit 






sous-estimée. Plus une particule est grosse et plus elle a de chances d’être tronquée, ce qui 
entraine un biais sur la mesure de la concentration réelle des particules et surtout des grosses 
particules.  
La sonde PIP (et CIP) est sujette à un phénomène d’« overload » ; pour des concentra-
tions volumiques importantes la sonde n’a pas le temps d’enregistrer les images de tous les 
hydrométéores. Lors de l’acquisition, les images sont compressées et enregistrées par paquets. 
Un paquet peut contenir plusieurs images de particules et chaque image de particule est pré-
cédée d’un entête comportant toutes les informations nécessaires, par exemple le temps 
d’arrivée. En même temps le logiciel PADS (logiciel fournis par DMT pour l’acquisition des 
données) compte le nombre d’hydrométéores qui ont croisé le laser de la sonde. La comparai-
son du nombre de headers (entêtes) enregistrés par seconde (décompression des images) avec 
le nombre de particules vues par le logiciel PADS concorde le plus souvent (Figure III. 9). 
Cependant dans certaines zones, les deux comptes diffèrent, c’est l’effet d’ « overload ». Il 
apparait à partir d’environ 11000 images par seconde quand l’enregistrement des images est 
saturé (moins de 10000 pour la CIP). Ce phénomène ne semble pas dépendant du diamètre 
des hydrométéores, car les images sont enregistrées au fur et à mesure de leur croisement avec 
le laser de la sonde, lorsque le phénomène d’ « overload » se produit, ce sont certains paquets 
qui ne sont pas enregistrés. Cet effet entraine la sous-estimation des concentrations volu-
miques calculées pour la sonde PIP (et CIP), comme il est montré par les PSD de la Figure III. 
10a-c. Si la sonde PIP est la seule à connaitre une situation d’overload (Figure III. 10a), les 
concentrations déduites de ses mesures sont sous-estimées par rapport à la 2D-S et la CIP. La 
Figure III. 10b montre que lorsque les sondes CIP et PIP ne sont pas en condition d’overload 
alors les concentrations entre les trois sondes sont cohérentes. La Figure III. 10c, montre qu’il 
faut apporter une correction au PSD individuel des sondes CIP et PIP pour que les concentra-
tions calculées pour chaque sonde soient en accord les unes avec les autres. Les concentra-
tions calculées NPIP(Dmax) pour la sonde PIP (et NCIP(Dmax) pour la sonde CIP, respectivement) 
sont le résultat de la multiplication de la valeur des concentrations calculées initialement à 
partir des images Ni-PIP(Dmax) par le rapport entre le nombre de particules vues par le logiciels 
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Figure III. 9 : Nombre de particules enregistrées par seconde sur l’axe des y, en fonction du temps de vol  en secondes 
sur l’axe des x. En gris, est représenté le nombre d’images enregistrées par secondes. En noir, est représenté le 
nombre de particules comptées par le logiciel PADS. Les digrammes du haut et du bas concernent la sonde CIP et la 




Figure III. 10 : Concentration des hydrométéores (en L-1 µm-1) en fonction de leurs diamètres (PSD) (en µm). La 
courbe en noir représente les PSD calculées à partir des images vues par la 2D-S. La courbe rouge représente les PSD 
de la CIP après correction de l’overload. La courbe rouge discontinue désigne les PSD de la CIP avant correction de 
l’overload.  La courbe bleue représente les PSD de la PIP après correction de l’overload. La courbe bleue discontinue 
désigne les PSD de la PIP avant la correction de l’overload. a) exemple lorsque la PIP est en condition d’overload. b) 
exemple lorsque la  CIP et la PIP ne sont pas en condition d’overload. c) exemple lorsque les sondes CIP et PIP sont 











3.3.1.3 Masse des hydrométéores à partir d’informations géométriques de leurs images 
en noir et blanc. 
 
Heymsfield et al. (2002) ont établi des relations théoriques pour calculer la masse d’un 
hydrométéore à partir de son image. Elle est développée sur la base des informations géomé-
triques d’images de cristaux de glace de types plaques, colonnes et bullet-rosettes. Ainsi la 
densité volumique effective du cristal ρe est calculée en fonction de iS et de Dmax  
n
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Ar est le ratio entre la surface de l’image projeté de l’hydrométéore et la surface du disque qui 
englobe l’image ; k et n sont calculés théoriquement pour chaque type de forme 
d’hydrométéores (Tableau III. 1). Ensuite ces relations ont été appliquées à un jeu de donnés 
échantillonnés dans des cirrus pour y calculer la concentration massique de la glace (ou CWC 
pour Condensed Water Content). Les CWC calculés théoriquement sont similaires aux CWC 
mesurés à l’aide de la sonde Counterflow Virtual Impactor (CVI ; Ogren et al. 1985). Bien 
que cette étude montre de bons résultats, elle nécessite une reconnaissance de forme des cris-
taux de glace, et des nuages composés essentiellement de plaques, colonnes et bullet-Rosette 
comme les cirrus (Figure II.15).  
 







Tableau III. 1 : Relations densité volumique effective et ratio de surface, développée par Heymsfield and al. (2002). 
 
Afin de s’affranchir de la reconnaissance de formes de cristaux pour calculer les 
CWC, Baker and Lawson (2006) et Lawson and Baker (2006) ont développé une méthode 
pour calculer la masse d’un cristal en fonction de données géométriques déduites de l’image 
du cristal. Cette  méthode généralise les résultats de Heymsfield et al. (2002) pour une plus 
grande variété de cristaux de glace présents dans les nuages. Elle est basée sur 17 types de 
cristaux de glace précipitant et récoltés dans des boites de pétri au sols (Mitchell et al. 1990). 
La méthode permet de calculer une masse mL&B en mg m
-3 
(III. 7) pour chaque image à partir 
de ses paramètres géométriques qui sont iS , Dmax, W, et P en µm (III.8), où X est un para-
mètre de taille en mm
3
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La masse totale des hydrométéores pour un certain diamètre Dmax calculé à partir de la 
méthode de Baker and Lawson (2006) est calculée en sommant la masse des hydrométéores 
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3.3.1.4 Regroupement des concentrations volumiques des paramètres microphysiques 
des sondes 2DS et PIP 
 
A partir des distributions individuelles de la 2D-S et de la PIP, des distributions dites 
composites sont calculées. Pour garder un jeu de données équivalent pour les 4 campagnes de 
mesure, les données de la CIP ne sont pas utilisées pour créer les données composites. Elles 
ont cependant servi à détecter et corriger le phénomène d’ « overload ». La distribution com-
posite permet de réunir les deux distributions en une seule sur l’ensemble des mesures et ainsi 
de mieux définir les attributs globaux des nuages mesurés. L’équation (III. 10) décrit le calcul 
effectué pour la concentration des hydrométéores en fonction de Dmax. La concentration com-
posite est notée N, tandis que celle de la 2D-S est notée N2DS et celle de la PIP est notée NPIP. 




. Pour les distributions composites la résolution 
est ΔDmax =10µm. Pour ce faire les distributions de la PIP avec une résolution de 100µm sont 
























































              III. 10 
  
Les fonctions C1 et C2 sont sans dimensions, et sont tel que : 
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La Figure III. 11a montre un exemple de PSD composite en fonction de Dmax  avec les 
deux PSD originaux des sondes 2D-S et PIP. Dans les but de calculer une concentration vo-
lumique de la masse de glace avec la méthode de Baker and Lawson (2006), un composite de 
la masse totale en fonction de la taille est aussi produit selon le même schéma que la concen-
tration en nombre (PSD ; III. 10 ; Figure III. 11b). 
A partir des distributions composites, la concentration totale en nombre NT (III. 12) en 
L
-1
 et en masse CWCL&B en g m
-3
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Figure III. 11 : a) Concentrations des hydrométéores en L-1 µm-1 en fonction du Dmax des hydrométéores.  Est figuré 
en noir le PSD composite calculé à partir du PSD de la 2D-S (en vert) et du PSD de la PIP (en rouge). b) Exemple de 
distribution de la masse selon Baker and Lawson 2006 en g L-1 µm-1, en fonction de la taille des hydrométéores selon 
Dmax en µm. En noir le PMD composite, en vert le PMD de la 2D-S et en rouge le PMD de la PIP. 
 
L’aspect ratio des hydrométéores As est définit comme étant le ratio entre la largeur W 
et la longueur maximum de l’hydrométéore Dmax. Pour chaque sonde un aspect ratio moyen 
est calculé pour chaque gamme de taille As(Dmax). Un composite de ce paramètre est égale-






ment construit en analogie du schéma décrit par l’équation III. 10 (Figure III. 12). Cependant 
As(Dmax) des hydrométéores de la 2DS et de la PIP est différent entre 500µm et 1mm, ce qui 
est lié à la résolution différente de ces deux instruments. L’As(Dmax) de la 2DS diminue trop 
rapidement, et la résolution de la PIP  n’est pas suffisante en dessous de 1mm pour permettre 
une meilleure jonction des 2 distributions mesurées. Cependant la fonction de transition (III. 
11) permettant de passer de la distribution de la 2D-S à celle de la PIP semble assez bien cor-
riger cette discordance. 
 
Figure III. 12 : Exemple de l’aspect ratio moyen As(Dmax) des images 2D en fonction du diamètre des hydrométéores 
en µm. En noir As(Dmax) composite, à partir de As(Dmax) de la 2D-S en vert et de As(Dmax) de la PIP en rouge. 
 
3.3.1.5 Relation surface-diamètre des hydrométéores 
 
La relation surface-diamètre (nommée plus tard S(D)), est une relation géométrique 
qui lie la surface moyenne des images des hydrométéores et leurs longueurs maximales 
(Figure III. 13). La surface moyenne S(Dmax) est calculée par gamme de diamètre, afin de 
s’affranchir de l’influence de la concentration. Ce calcul est appliqué aux données de chaque 
sonde. Il s’avère que la relation entre S(Dmax) et Dmax se modélise par une loi de puis-
sance pour chaque instrument: 
 maxmax )( DDS                                                                    III. 14 
Afin de garder une homogénéité avec la relation m(D) de forme similaire, S(Dmax) est en cm
2
 
et Dmax en cm. Les images des d’hydrométéores utilisées pour le calcul de la relation S(D) 
sont les mêmes que celles pour calculer les PSD, à l’exception des particules tronquées. Ces 
images ne représentent qu’une vue partielle de l’hydrométéore et biaise la surface moyenne 
calculée par gamme de taille. Comme la relation S(D) n’est pas calculée par unité de volume, 






cela ne pose pas de problème. Ainsi les coefficients σ et γ sont calculés pour chaque pas de 
temps et varient durant le déplacement de l’avion dans le nuage. 
La Figure III. 13 montre qu’en moyenne, les surfaces mesurées par les deux sondes 
entre 300 µm et 1mm sont similaires. La relation S(D) pour la 2DS est calculée pour les 
images avec un Dmax > 250µm et pour la PIP pour des Dmax > 1500µm. En dessous de 250µm, 
les images de la 2DS sont sujettes à un effet qui minimise la surface projetée des hydromé-
téores par un effet de diffraction du laser par les petites particules (Lawson et al. 2006 ; Koro-
lev2007). Il est observé une rupture de pente autour de 250 µm, qui semble séparer la popula-
tion des images des hydrométéores fortement impactés par les effets de la diffraction et celle 
des hydrométéores qui sont peu ou pas impactés par cet effet. En-dessous de 250 µm la rela-
tion S(D) varie peu et σ > 2. Par conséquent la relation S(D) pour les images enregistrées par 
la 2D-S commence à partir de 250µm.  
Le calcul des relations S(D) ne donne pas toujours des résultats pour les 2 sondes pour 
un même volume de nuage échantillonné. Cela dépend de la taille des hydrométéores qui 
composent le volume du nuage. De plus, dans l’exemple de la Figure III. 13, les deux rela-
tions surface-diamètre déduites pour les deux sondes sont différentes (pentes différentes entre 
le fit 2D-S et le fit de la PIP). Pour que la différence entre la relation S(D) des petits hydromé-
téores et la relation S(D) des gros hydrométéores apparaissent bien le calcul de la relation 
S(D) pour les gros hydrométéores commence à partir de 1,5 mm.  
 
Figure III. 13 : Exemple de détermination de la relation surface-diamètre. La surface en cm2 est tracée en fonction de 
la taille des hydrométéores. Les croix noires représentent la surface moyenne déduite en fonction de Dmax pour la 2D-
S. Les croix rouges représentent la surface moyenne en fonction de Dmax de la PIP. La courbe grise désigne la relation 
surface-diamètre pour un disque. La courbe jaune représente le fit  par une loi de puissance de la surface en fonction 
du diamètre pour la 2D-S. La courbe bleue indique le fit par une loi puissance de la surface en fonction du diamètre 
pour la PIP. 






 La Figure III. 14 montre l’ensemble des coefficients σ et γ calculés pour les 4 cam-
pagnes. A droite de la Figure III. 14 les coefficients de la relation S(D) pour les hydromé-
téores enregistrés par la sonde 2D-S et à gauche de la Figure III. 14 les coefficients de la rela-
tion S(D) pour les hydrométéores enregistrés par la sonde PIP. Pour les deux sondes les coef-
ficients γ et σ sont corrélés l’un par rapport à l’autre (coefficient de corrélation = 0,81 pour la 
2D-S et coefficient de corrélation = 0,91 pour la PIP). La différence de résolution entre les 
deux sondes (10µm pour la 2D-S et 100µm pour la PIP) impacte le calcul des coefficients γ 
(γ2D-S et γPIP), c’est pour cela que les pentes dans l’espace semi-logarithmique sont différentes. 
La corrélation entre les deux coefficients σ et γ simplifie l’étude de la variation de la relation 
S(D), ainsi les variations des coefficients de la relation S(D) peuvent-être décrites par les va-
riations d’un des deux coefficients. Etant donné que le coefficient σ n’est pas impacté par la 
résolution des sondes il sera utilisé pour décrire la relation S(D).  
 
 
Figure III. 14 : Coefficients de la relation S(D) calculé pour les campagnes HAIC-HIWC (croix bleu), pour les cam-
pagnes MT2010 et MT2011 (cercles rouge) et pour la campagne HyMeX (points vert). A gauche : les coefficients cal-
culés pour les hydrométéores enregistrés par la sonde 2D-S. A droite : les coefficients calculés pour les hydrométéores 
enregistrés par la sonde PIP. Le coefficient γ est sur l’axe des y et le coefficient σ est sur l’axe des x.  
 
 Pour illustrer les variations du coefficient σ de la relation S(D), deux extraits (Figure 
III. 15 et Figure III. 16) de vols d’observations des MCS ont été choisis. Les Figure III. 15-a 
et Figure III. 16-a montrent les PSD des hydrométéores en fonction de leurs tailles le long du 






trajet du Falcon-20 dans les MCS. En plus, les Figure III. 15-b et Figure III. 16-b montrent les 
variations du coefficient σ2D-S et σPIP. Pour les deux exemples les PSD et les coefficients σ 
sont calculés pour une résolution temporelle de 5 secondes. Les cadres en bas des deux fi-
gures montrent des exemples d’hydrométéores enregistrés par les sondes 2D-S et PIP associés 
aux segments noirs dans la Figure III. 15-a et la Figure III. 16-a. Pour ces deux exemples il a 
été observé des vitesses verticales importantes (updraft) associées à des variations des coeffi-
cients σ calculés pour les images des hydrométéores enregistrées par la sonde 2D-S et la 
sonde PIP. Les σ2D-S oscillent autour d’une valeur moyenne entre 1,5 et 1,8 et les amplitudes 
des oscillations augmentent lors de la traversée des « updrafts ». Les σPIP connaissent des va-
riations plus importantes avec tantôt des σPIP supérieurs au σ2D-S et tantôt des σPIP inférieurs 
aux σ2D-S. Dans les exemples choisis les « updrafts » montrent des augmentations importantes 
et discontinues de la concentration des hydrométéores de taille inférieure à ~600µm, en 




, avec des pics de concentrations 





 Le premier exemple (Figure III. 15) montre un extrait du vol 17 de MT2010. Dans cet 
exemple, le premier « updraft » est observé vers 9h01 (UTC ; cadre 2) et le second vers 9h15 
(UTC ; cadre 5) de la Figure III. 15). Concernant la 2D-S (voir les 5 cadres en bas de la Fi-
gure III. 15, colonne de gauche), les images d’hydrométéores avec une taille supérieure à 
500µm montrent des hydrométéores compacts et arrondis avec ce qui semble ressembler à 
une « crossed-plate » (3
ème
 image en partant du haut dans le cadre 1). Les images des hydro-
météores avec une taille inférieur à 500 µm représentent des hydrométéores de formes allon-
gés (colonnes), des hydrométéores fins et transparents de forme ovale ou ronde (plaques ou 
gouttelettes d’eau surfondues) et des hydrométéores de formes irrégulières compactes aux 
angles arrondis (petits graupels ou autres). Concernant la PIP (voir les 5 cadres en bas de la 
Figure III. 15, colonne de droite) les images d’hydrométéores montrent principalement des 
hydrométéores de type agrégats (de plaques et ou colonnes ; cadre 1, 3 et 4 de la Figure III. 
15)  et des particules givrés et des graupels (cadre 2 et 5 de la Figure III. 15). 
 Pour la sonde 2DS les variations de σ2D-S semblent dépendre de la proportion de 
chaque espèce d’hydrométéores, colonnes, plaques et formes irrégulières. On observe des 
variations de σPIP avec la forme des cristaux de types agrégats (surface plus ou moins grande 
pour une même taille) et lorsqu’il y a la présence de graupels et de grosse goutte d’eau sur-
fondues. 








Figure III. 15 : a) Concentration en nombre des hydrométéores (PSD) en L-1 µm-1, en fonction de la taille des hydro-
météores en µm sur l’axe y à gauche. La courbe grise représente la température in-situ en °C.  b)  Coefficient σ de la 
relation S(D). En rouge les coefficients σ pour les hydrométéores enregistrés par la sonde 2D-S, en bleu les coefficients 
σ pour les hydrométéores enregistrés par la sonde PIP. Pour chaque cadre en bas les images de la sonde 2D-S et de la 
sonde PIP sont séparées par une ligne grise : à gauche exemples d’hydrométéores enregistrés par la sonde 2D-S, à 
droite exemples d’hydrométéores enregistrés par la sonde PIP. 
 
 Le second exemple est extrait du vol 23 de la campagne HAIC-HIWC (Figure III. 16) 
et montre la variation des exposants σ2D-S et σPIP en fonction des images observées durant 
l’échantillonnage du MCS. Les images d’hydrométéores de la 2D-S (voir les 5 cadres en bas 
de la Figure III. 16, colonne de gauche) dont la taille est inférieure à 500 µm montrent des 
hydrométéores de types colonnes, des hydrométéores sphériques et quelques hydrométéores 
de formes irrégulières. En revanche, les images d’hydrométéores de taille supérieure à 500 
µm sont principalement composées d’hydrométéores de formes irrégulières. Dans les cadres 1 
et 4 de la Figure III. 16, des images d’hydrométéores de type colonnes sont aussi présentes 
avec une taille supérieure à 500µm. Les images d’hydrométéores enregistrées par la sonde 
PIP montrent des hydrométéores de types agrégats de plaques.  






 Les variations de σ2D-S sont liées aux proportions d’hydrométéores de types colonnes, 
de gouttes surfondues et d’hydrométéores de formes irrégulières, alors que les variations de 
σPIP sont essentiellement liées à l’aspect des agrégats. 
 
Figure III. 16 : De même que la Figure III. 15. Extrait du vol 23 de la campagne HAIC-HIWC. 
 
 Pour les deux figures (Figure III. 15 et Figure III. 16), les zones où σ2D-S < σPIP, les 
agrégats montrent un aspect beaucoup plus massique (ou moins filandreux et rugueux). A 
priori, dans ces zones il existe un processus microphysique pour lequel les hydrométéores 
croissent plus vite quand ils sont plus grands. Le processus de givrage pourrait expliquer ce 
phénomène avec l’hypothèse que plus la surface du cristal est grande et plus la probabilité de 
collecter des gouttes d’eau surfondues est importante, le taux de croissance (surfacique ou 
massique) augmente avec la taille des hydrométéores. 
 Les variations des exposants des relations S(D) sont donc originaires des variations de 
la forme des hydrométéores dans les MCS. Ces variations ne permettent pas de décrire préci-






sément quel est le type d’hydrométéores qui sont présents dans une parcelle nuageuse échan-
tillonnés. Néanmoins, ces variations illustrent la façon dont la surface d’une population (mé-
langée) d’hydrométéores croit en moyenne en fonction de la taille des hydrométéores.  
 
3.3.2 Les facteurs de réflectivité Radar des hydrométéores en phase glace 
 
Les radars (RAdio Detection And Ranging) sont utilisés depuis la fin de la seconde 
guerre mondiale à l’observation des nuages et des précipitations : radar météorologique. Ce 
sont des instruments de télédétection active, conçus pour émettre une onde électromagnétique 
(OEM) et recevoir une OEM rétrodiffusée après l’interaction de l’OEM émise avec le milieu 
sondé. La mesure des variations de l’énergie, de la phase, et de la fréquence de l’onde reçue 
par rapport à l’OEM émise, permet de remonter à des informations qui caractérisent le milieu 
sondé. Le radar émet une impulsion d’OEM pendant une courte période, et lorsqu’il n’émet 
















                                                                       III. 16 
La puissance renvoyée Pr au radar est inversement proportionnelle au carré de la dis-
tance qui sépare la cible et le radar rn, que multiplie la réflectivité radar moyenne de la cible η. 
Cette distance est déterminée par le temps d’aller-retour de l’OEM Δt en s et 8c en m.s-1 qui 
est la célérité de la lumière dans le milieu (III. 16). A cela s’ajoute les effets de l’atténuation 
ka de l’OEM lorsqu’elle traverse un milieu qui n’est pas du vide, cette atténuation est comptée 
2 fois lorsqu’on prend en compte l’aller et le retour de l’OEM. La constante du radar CR prend 
en compte les caractéristiques intrinsèques du radar telles que : puissance émise, forme de 
l’antenne, période d’émission, gain de l’antenne, volume d’échantillonnage, etc. 
                                                 
8
 c = 299792458 m s
-1
 






Pour les radars météorologiques la cible est une portion volumique du nuage ou de la 
précipitation. Ainsi l’équation (III. 15) relie la puissance rétrodiffusée à une propriété phy-
sique du nuage ou de la précipitation qui est sa réflectivité radar moyenne η en m2 m-3. Cette 
réflectivité radar moyenne, est la somme de toutes les sections de rétro-diffusion radar des 
hydrométéores Qback,j en m
2
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Ensuite, le facteur de réflectivité radar Z pour une parcelle nuageuse par rapport à une 
OEM polarisée verticalement (v) ou horizontalement (h), est défini par :  
ou v  25
4
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où λ est la longueur d’onde d’émission du radar, et m l’indice complexe de réfraction de la 
cible (eau liquide ou glace). De manière générale Z s’exprime en mm6.m-3, il est donc néces-
saire d’exprimer λ en mm et Qback,j  en mm
2
 (unité plus représentative des gouttes et cristaux 
de glaces). Etant donné que le facteur de réflectivité radar se mesure sur plusieurs ordres de 
grandeur, il est pratique d’exprimer les facteurs de réflectivité radar en dBZ :  
 ][log10][ 36ou v  ou  v   mmmZdBZZ hh                                                   III. 20 
Les facteurs de réflectivité radar, sont mesurés au-dessus et en-dessous de l’avion du-
rant son vol et les premiers facteurs de réflectivité à environ 300 m. Une étude statistique a 
montré que la différence moyenne entre les facteurs de réflectivité mesurés au dessus et en 
dessous de l’avion est de l’ordre de 3 dBZ. Ramenée à l’altitude de vol de l’avion, cette diffé-
rence s’évalue à 1,5 dBZ en moyenne entre le facteur de réflectivité mesuré au-dessus et en-
dessous. De là, les facteurs de réflectivité mesurés par RASTA sont interpolés linéairement à 
l’altitude de vol de l’avion. Or il faut compter une  incertitude de 2 dBZ sur les valeurs des 
facteurs de réflectivité radar mesurés qui comprend l’erreur sur la mesure et l’impact de la 
calibration de RASTA. Cette dernière étant plus grande, elle sera prise comme incertitude sur 
la mesure des facteurs de réflectivité. 







Figure III. 17 : Réflectivités mesurées en dBZ par RASTA durant le vol 43 de MT2011 (l’échelle de couleurs à droite). 
Sur l’axe des y l’altitude est donnée en km, et sur l’axe des x la distance parcourue par l’avion est donnée en km. La 
bande blanche représente l’altitude de vol de l’avion et à une épaisseur d’environ 600m (300m au dessus et au dessous 
de l’avion). 
 
3.3.3 Concentration massique totale des hydrométéores depuis l’IKP 
 
L’hygrométrie est mesurée suivant le principe de la loi de Beer-Lambert : 
xmk weII
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Le flux d’ondes électromagnétiques (OEM) monochromatiques de longueur d’onde λ et 
d’intensité I0, traverse une enceinte d’épaisseur x contenant une masse mw de vapeur d’eau 
avec un coefficient d’absorption k (fonction de λ)9. A la sortie de l’enceinte, I est l’intensité 
finale du flux d’OEM émis. Connaissant I, I0, k et x, la quantité de vapeur d’eau ρw peut-être 
calculée. La longueur d’onde choisie est la raie de l’hydrogène Lyman-α (λ=121.56nm ; ultra-
violet), qui se produit facilement à l’aide de décharges électriques. La vapeur d’eau absorbe 
beaucoup à cette longueur d’onde, ce qui fait qu’une enceinte de quelques millimètres est suf-
fisante pour quantifier la quantité de vapeur d’eau. Pour revenir à la quantité d’eau condensée 
(appelé plus tard CWCIKP), il faut retrancher la quantité de vapeur d’eau qui ne provient pas 
de l’évaporation des hydrométéores (humidité relative). 
                                                 
9
 Dans la nature le problème est plus complexe, l’OEM n’est pas monochromatique. De plus, il faut prendre en 
compte le fait que le dioxygène absorbe aussi à cette longueur. Et pour les mesures qui se rapprochent de la tro-












Dans le deuxième chapitre, les hydrométéores en phase glace sont présentés ainsi que 
les systèmes convectifs dans lesquels ils se développent. Les systèmes convectifs mettent en 
jeux tous les processus de croissance que peuvent connaitre les cristaux de glace. Les sys-
tèmes convectifs de moyenne échelle ont tendance à s’organiser avec d’une part une zone ou 
la convection y est dominante et d’autre part une zone dite stratiforme qui est composée 
d’anciennes cellules et de particules dé-trainées par les flux d’air présents dans de tels sys-
tèmes nuageux. Les différentes relations établies pour décrire l’évolution de la masse des 
hydrométéores en fonction de leurs tailles sont souvent différentes selon les types de cristaux 
mais aussi selon les types de nuages observés.  
Dans le  Chapitre 3, il est fait mention des paramètres mesurés au sein des 4 types de 
systèmes nuageux qui sont la base de cette étude : concentration en nombre, en surface et en 
masse, aspect ratio des hydrométéores ainsi que la relation géométrique surface-diamètre. 
Les 4 systèmes sont présentés brièvement, pour souligner leurs différences.  
Comme les CWC ne sont pas mesurés directement dans toutes les campagnes de me-
sure, il est nécessaire de le calculer à partir des images 2D et du facteur de réflectivité radar 






Chapitre 4 : Calcul de la masse des 
cristaux de glace ; méthodes 











 Ce chapitre commence par décrire la méthode utilisée pour calculer les CWC à partir 
des facteurs de réflectivité radar. Pour ce faire, il faut simuler les facteurs de réflectivité pour 
une distribution d’hydrométéores connue par l’intermédiaire des mesures aéroportées. Dans 
un premier temps, les simulations de facteurs de réflectivités sont effectuées à partir de toutes 
les relations masse-diamètre qui permettent de calculer le même facteur de réflectivité mesu-
ré. Cette étude ne s’intéresse pas seulement au contenu en glace, mais particulièrement à la 
variabilité des relations entre masse et diamètre des hydrométéores.  
Par les mesures effectuées auparavant (Heymsfield et al. 2010, Mitchell 1996) et celles-
ci (cette étude), il est montré que la relation masse-diamètre et la relation surface-diamètre se 
modélisent toutes les deux avec une loi puissance. Ainsi, à l’aide de simulations numériques 
3D de forme de cristaux de glace, les deux types de relations sont étudiés pour chaque type de 
cristaux simulés. Cette étude de simulation 3D permet par la suite pour des données issues 
des OAP de type 2D-S et PIP de contraindre l’un des coefficients de la relation m(D) et d’en 
déduire le second par une comparaison d’un paramètre intégré (facteur de réflectivité, CWC) 
mesuré et simulé en parallèle. 
Pour finir, cette contrainte est utilisée sur les 4 jeux de données et les 2 méthodes de 
calcul des CWC (Baker and Lawson (2006) et T-matrice-image 2D-facteur de réflectivité) 
sont confrontées l’une à l’autre pour les 4 campagnes de mesures. A cela s’ajoute la compa-
raison des deux méthodes aux mesures directes du CWC effectuées uniquement durant la 
campagne HAIC-HIWC. 
  






4.1 Calcul du CWC depuis les propriétés microphysiques des hydromé-
téores et de leur facteur de réflectivité radar 
4.1.1 Simulations des facteurs de réflectivité radar à 94GHz 
 
Le facteur de réflectivité d’une parcelle nuageuse est une information globale de tous 
les hydrométéores présents dans le volume sondé (III. 15 et III 17). Les hydrométéores sont 
composés de molécules d’eau, qui se comportent comme des dipôles. Lorsqu’une OEM ren-
contre un hydrométéore, elle impose son champ électrique aux dipôles de l’hydrométéore. Les 
dipôles réagissent au champ électrique et diffusent l’OEM dans tout l’espace. La quantité 
d’énergie renvoyée (vers le radar) est mesurée par le radar (III. 15), il s’agit de l’OEM rétro-
diffusée. L’OEM rétrodiffusée dépend des sections de rétrodiffusion Qback, j des hydromé-
téores et donc des dipôles qui les composent. Les sections de rétrodiffusion de chaque hydro-
météore contenu dans un volume vont principalement dépendre : 
 de l’éloignement des dipôles les uns par rapport aux autres : taille et  forme de 
l’hydrométéore et densité 
 de leurs nombres : masse de l’hydrométéore  
 de leurs hétérogénéités: corps pur ou non 
Le paramètre de taille X (où D est le diamètre de la particule), permet de définir le  
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avec c vitesse de l’OEM dans l’air. Lorsque le paramètre de taille X  << 1,  on  se pose dans 
un cas limite où la diffusion est élastique et elle peut être décrite par l’approximation de Ray-
leigh
10
. Dans le cas contraire, il est nécessaire de résoudre les équations de Maxwell pour dé-
crire les interactions entre les hydrométéores et l’OEM. A la fréquence d’émission de RASTA 
(ν = 94GHz), on a X = 0,2 pour D ≈ 200 µm,  X ≈ 0,5 pour D = 500µm et X ≈ 1 pour D = 
1mm. Finalement cette étude ne se situe pas dans ce dernier cas de figure.  
                                                 
10
 Voir Annexe A 






Il existe plusieurs méthodes ou solutions proposées pour calculer la section de rétro-
diffusion d’un objet soumis à une OEM (voir Annexe A). Hogan et al. (2011) ont simulé les 
facteurs de réflectivité des hydrométéores en phase glace à l’aide de la méthode de Rayleigh-
Ganz (Bohren and Huffman 1983). Dans leur étude, les hydrométéores sont considérés 
comme des sphéroïdes oblates (Figure IV 1) dont l’aspect ratio est 0,6, et leurs masses sont 
calculées à l’aide de la relation m(D) de Brown and Francis (1995). Les facteurs de réflectivi-
té simulés dans leurs études sont similaires aux facteurs de réflectivité observés à 10 et 94 
GHz. Dans leurs études les auteurs supposent en outre, que les différences entre les facteurs 
de réflectivité simulés et les facteurs de réflectivité mesurés sont dues à un aspect ratio non 
adéquat pour la simulation. 
Dans la suite de cette étude, la réflectivité des hydrométéores est assimilée (approxi-
mée),  à  celle de sphéroïdes oblates (Figure IV 1). Ensuite la méthode de la T-matrice (Spurr 
et al. 2012 ; Mishchenko et al. 1996) est utilisée pour calculer leurs sections de rétrodiffusion.  
 
Figure IV 1 : Schéma d’un sphéroïde oblate. 
 
De plus, le calcul de la réflectivité radar moyenne est simplifié. Ici les sections de ré-
trodiffusion pour un Dmax donné sont considérées comme égales. De plus, elles dépendent de 
l’aplatissement du sphéroïde (définit par As ) et de sa masse (définie par la fraction de glace 
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où Qback  en m
2
 est calculé par l’intermédiaire de la méthode de la T-matrice pour  des sphé-
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où refwK  =0.93, est  utilisé pour normaliser la réflectivité radar simulée avec celle de l’eau 
liquide. 
L’aplatissement des sphéroïdes oblates (petit axe divisé par le grand axe) est assimilé à 
l’aspect ratio des images des hydrométéores mesurées par l’instrumentation (OAP 2D-S et 
PIP). Pour des raisons de simplicité de calcul, lors du calcul de la réflectivité d’une parcelle 
nuageuse, il est considéré que tous les sphéroïdes oblates ont le même aplatissement (en fonc-
tion du temps). Ci-après dans ce chapitre, le calcul d’un aspect ratio moyen ( As ) depuis la 
distribution de l’aspect ratio As(Dmax) est présenté (équation IV. 5).  
La Figure IV 2 montre les facteurs de réflectivité intégrés Zaccu(Dmax) (Equation IV. 2) 
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Zaccu est un facteur de réflectivité partielle pour lequel l’intégration ne se fait pas sur tout le 
PSD. Il est utilisé pour déterminer à partir de quel diamètre le facteur de réflectivité calculé 
n’augmente plus. Le résultat des simulations, pour des As qui varie entre 0,5 et 1, est montré 
pour évaluer l’impact de As  sur les simulations des facteurs de réflectivité, en même temps 
que l’impact de la taille des hydrométéores. 
 Les courbes continues sont représentées par l’axe des y à gauche et donne la 
valeur des facteurs de réflectivité intégrés en dBZ. L’axe y à droite représente les facteurs de 
réflectivité  par rapport au facteur de réflectivité intégré sur tout le spectre Ze. Pour calculer 
les réflectivités présentées sur cette figure, un PSD et une relation m(D) moyennée sur 1 mi-
nute sont utilisés. De là, il est montré que les particules en dessous de 2 mm contribuent à 
~95% de la réflectivité totale qui est simulée quelque soit la valeur de l’aplatissement des 
sphéroïdes oblates appliqués pour le calcul de la  réflectivité. La décroissance de la concentra-
tion des hydrométéores (N(Dmax)) au dessus de 2 mm est plus importante que l’augmentation 
de la section de rétrodiffusion Qback(Dmax icefAs,, ). Il convient donc, de calculer l’aspect ratio 
moyen (par la suite As ) sur la gamme de taille des hydrométéores la plus représentative 
(<2000µm) pour le facteur de réflectivité qui sera simulée par ma méthode de la T-matrice: 
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Figure IV 2: Les courbes continues sont représentées par l’axe des  y à gauche qui donne la valeur de la réflectivité 
(Zaccu) en dBZ, intégrée jusqu’au Dmax donné par l’axe des x en µm. Les courbes discontinues sont représentées par 
l’axe y à droite qui représente la réflectivité intégrée par rapport à la réflectivité intégrée sur tout le spectre (Zaccu/Ze) 
en %. En bleu foncé les simulations avec la méthode de la T-matrice pour un As =0,5, en vert pour un As  =0,6, en 
rouge pour un As =0,7, en bleu clair pour un As =0,8, en violet pour un As =0,9 et en jaune des simulations utilisant 
la solution de Mie (sphère As =1). 
 
Etant donné que As doit décrire la représentation volumique des hydrométéores, et 
que As  est utilisé pour calculer le facteur de réflectivité contenu par un volume de nuage, la 
fonction de pondération Pi (IV. 6) est calculée en fonction de la proportion du volume 
qu’occupent les hydrométéores d’une taille donnée par rapport au volume total occupé par 
























                                      IV.  6 
L’utilisation de sphéroïdes plus ou moins aplatis permet de moduler Qback pour un 
même diamètre à l’aide des mesures effectuées, contrairement à l’utilisation de la solution de 
Mie qui ne s’applique que pour des sphères. Pour calculer Qback à partir de As , il faut calculer 
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La Figure IV 2, montre que pour une concentration d’hydrométéores donnée, le fac-
teur de réflectivité va augmenter quand As  diminue. Ainsi des particules de même taille et 
même masse n’auront pas des sections de rétrodiffusion identiques si leurs As est différent. Il 
faut noter que pour As  =1, les oblates sphéroïdes deviennent des sphères, et cela revient à 
utiliser la solution de Mie pour calculer les facteurs de réflectivité des hydrométéores. 
La masse du sphéroïde est aussi déterminante pour calculer son facteur de réflectivité. 
Pour faire varier la masse d’un sphéroïde pour une taille donnée, il faut faire varier sa densité 
de glace comprise dans son volume ou encore la fraction de glace que le volume contient par 
rapport à son volume total. Les oblates sphéroïdes ont des propriétés diélectriques qui varient 
en fonction de la fraction de glace qu’ils contiennent, l’autre fraction étant occupée par de 
l’air. L’indice de réfraction est calculé selon la méthode de Maxwell Garnet (1904), à partir de 
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fice est majorée de façon à ce que la fraction de glace ne dépasse pas 1.  L’indice de réfraction 
est relié aux coefficients de la relation masse-diamètre α et β, et est donc fonction du dia-
mètre. Cependant, les coefficients α et β qui caractérisent les hydrométéores pour lesquels il 
faut calculer la réflectivité, ne sont pas connus.  
Il n’est pas possible de retrouver directement les coefficients α et β de la relation m(D) 
depuis le facteur de réflectivité mesurée à 94GHz par RASTA.  
Dans un premier temps, des simulations de facteur de réflectivité sont effectuées con-
naissant les PSD et les As . L’inconnue β est définie dans l’intervalle [1 ; 3] par pas de 0,01, et 
la solution α est recherchée dans l’intervalle [αmin ; αmax] pour chaque valeur de β, où αmin est 
déterminé de façon à ce que les hydrométéores ne soient pas plus légers qu’une sphère consti-






tuée totalement d’air (IV. 9) et  αmax est déterminé tel que l’hydrométéore ne soit pas plus 
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Soit 3] ; [1        01,01 i   ii , alors ];[  maxmin  i  est la solution tel que le fac-
teur de réflectivité simulé à un instant donné est égale au facteur de réflectivité mesurée à 
94GHz. Pour déterminer αi, des simulations de facteur de réflectivité sont effectuées en fai-
sant varier α dans l’intervalle  [αmin ; αmax]. Ainsi pour un βi donné, on obtient une fonction 
Ze(α) (Figure IV 3). Cette  fonction Ze(α) est  strictement croissante en fonction de α, et lors-
que la solution αi existe, elle est unique car les sections de rétrodiffusion Qback(Dmax) sont soit 
positives soit nulles.  
 
Figure IV 3 : Facteurs de réflectivité simulée Ze en dBZ en fonction de α. En rouge réflectivités simulées pour un 
βi=2,00. En noir le facteur de réflectivité mesurée par RASTA. Le coefficient αi correspond à la valeur de α où Ze 
égale le facteur de réflectivité simulée. 
 
4.1.2 Calcul des CWC à partir des solutions des simulations de facteurs de réflectivité 
 
Pour chaque parcelle de nuage échantillonnée, où il a été mesuré un facteur de réflec-
tivité, un PSD, et un As , des simulations de facteurs de réflectivité sont effectuées pour les 






201 valeurs de βi possibles, afin d’en déduire le αi qui correspond. Pour chaque couple de so-
lutions (αi, βi),  il est possible de calculer un CWC (CWC(αi, βi) ; IV. 11) et pour l’ensemble 
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où Ntot est le nombre de couples solutions disponibles à un instant donné, tel que Ntot ≤ 201. 
 Pour les campagnes MT2010, MT2011 et HAIC-HIWC, PSD, As  et les facteurs de 
réflectivité sont calculés et synchronisés pour une résolution temporelle de 5 secondes. Pour 
HyMeX il est apparu des problèmes statistiques sur les PSD (discontinuité et bruit important), 
nous obligeant à doubler la résolution temporelle et de moyenner les données sur 10 secondes. 
 La Figure IV 4, est un exemple des résultats calculés pour le vol 17 de MT2010. Il faut 
noter une forte variabilité des paramètres microphysiques (PSD, facteurs de réflectivité, As  et 
CWCs). Les valeurs des As  se situent principalement dans l’intervalle [0,5 ; 0,6] (Figure IV 
4-b). Les As  augmentent lorsque la concentration des hydrométéores en dessous de 1mm 
augmente. La Figure IV 4-c montre l’ensemble des couples solutions (αi, βi), ainsi pour un 
même βi, le αi varie au fur et à mesure que l’avion se déplace dans le MCS. Ceci montre la 
variabilité des relations m(D) des hydrométéores au sein du MCS. Il est aussi montré que pour 
un temps donné, si βi augmente alors αi augmente. Si l’unité de Dmax avait été en mètre 
l’augmentation de l’un aurait entrainé la diminution de l’autre pour un facteur de réflectivité 
simulé identique, cependant Dmax est en cm et les diamètres des hydrométéores sont inférieurs 
à 1 cm. Dans la Figure IV 4–d) la bande bleu représente l’ensemble des CWC(αi, βi), la lar-
geur de cette bande est variable et n’est pas reliée à la valeur du CWC . Les CWCs restitués 
pour le vol 17 de MT2010 par la méthode de la T-matrice, présentent une variabilité qui 
s’étend sur trois ordres de grandeur, allant de 0,01 g m-3 à plus de 5 g m-3. Ce vol présente 2 
types de fort CWC, le premier type est porté par 2 « updrafts » (le premier à ≈9h (UTC) et le 
second à 9h15 (UTC) avec un pic de la vitesse verticale à 11 m s
-1
 pour le second). Le second 
type est apparenté à la présence de petits cristaux de glace (poche de formations 
d’hydrométéores) sur la période 10h45 (UTC) à 11h00 (UTC). 







Figure IV 4 : a) Concentration des hydrométéores (PSD composites) données par le code couleur à gauche en L-1 µm-1, 
en fonction de la taille des hydrométéores représentées par l’axe des y à droite. La courbe noire représente la réflecti-
vité radar mesurée par RASTA à 94GHz donnée en dBZ par l’axe des y à droite. b) As  utilisé pour les simulations des 
réflectivités Ze et la restitution de αi. c) αi donné par le code couleur à gauche en fonction de βi sur l’axe des y. d) CWC 
en g m-3 sur l’axe y. La bande bleue représente les valeurs de tous les CWC(αi, βi), et la courbe noire CWC . L’axe des 
x, commun à toutes les sous-figures donne le temps UTC en secondes. 
 
4.1.3 Incertitudes liées à la méthode et aux mesures 
 
La section précédente montre que pour un même PSD, un même As  et un même fac-
teur de réflectivité, l’ensemble des CWC(αi, βi) calculés ne sont pas égaux. La méthode de 
restitution des CWCs à l’aide de la T-matrice possède donc une incertitude. Pour qualifier 
cette incertitude, la différence maximum entre les CWC(αi, βi) et le CWC est calculée en 
pourcent par rapport au CWC lui-même. 
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Il s’agit en fait d’estimer la largeur moyenne de la bande bleue présentée par la Figure 
IV 4–d, pour l’ensemble des campagnes de mesure que sont MT2010, MT2011, HyMeX et 
HAIC. 
D’après le Tableau IV. 1 et la Figure IV 5, l’incertitude sur  les valeurs des CWC resti-
tuées à l’aide de la Tmatrice est en moyenne de 27%, avec 9/10 du jeu de données qui a une 













10% 17% 28% 37% 43% 27% 34784 
Tableau IV. 1 : 10ème percentile, 1er quartile, médiane, 3ème quartile et 90éme percentile des incertitudes sur la restitu-
tion du CWC, ainsi que sa valeur moyenne. Statistique évaluée sur 34784 où un CWC a pu être calculé en utilisant 
une résolution temporelle de 5 secondes pour calculer les PSD, As  et le facteur de réflectivité radar de RASTA. 
 
 
Figure IV 5: Fonction de distribution de probabilité (PDF) de l’incertitude en % sur la restitution du CWC à partir 
de la méthode de la T-matrice. 
 
Cependant ces incertitude liées à la méthode de restitution de la T-matrice, ne pren-
nent pas en compte les incertitudes liées aux mesures des paramètres qui sont à la base de 
cette méthode, c'est-à-dire celles qui sont liées à la mesure de la concentration des hydromé-
téores, à la mesure du facteur de réflectivité et au calcul de As .  






Par l’intermédiaire de simulations, en utilisant les facteurs de réflectivité radar dimi-
nuées ou augmentées de 2dBZ, il a été calculé que pour un accroissement de 2dBZ de la ré-
flectivité radar, le CWC  augmente de ≈21%, et qu’il diminue de ≈26% pour une diminution 
de 2dBZ. L’impact sur CWC de l’incertitude liée à la concentration des cristaux mesurée par 
les OAP, peut être déterminé théoriquement. Sous l’hypothèse que le facteur de réflectivité 
radar représente la mesure du CWC, cette mesure est indépendante de la mesure de N(Dmax). 
Donc si N1(Dmax) est la mesure avec son incertitude 
N
N
(=0.2) et N2(Dmax) la valeur réelle 
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Ainsi l’incertitude liée à la concentration n’impacte pas le CWC restitué en lui-même, 
mais la valeur des αi déduits de la simulation des réflectivités mesurées pour un βi donné. 
Pour finir, l’aspect ratio est un élément important lors des simulations de la réflectivité 
avec la T-matrice. Il a été décidé que l’espace occupé par les hydrométéores devait pondérer 
le calcul de As . Cependant il est possible, que cette hypothèse soit erronée. Pour estimer 
l’impact de cette hypothèse, l’aspect ratio moyen  a été calculé lorsque la moyenne est faite 
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où Nice est le nombre de cristaux dans l’intervalle de temps considérée et Asi l’aspect ratio de 
chaque image d’hydrométéores enregistrée. Comparée à la méthode de calcul présentée par 
l’équation IV. 5, en moyenne cette méthode augmente As  d’environ 20%, ce qui entraine une 
augmentation moyenne des CWC(αi, βi) de 12%. De la même manière, l’aspect ratio moyen a 
été calculé en pondérant As(Dmax) par la surface projetée des hydrométéores de taille donnée 
par rapport à la surface projetée totale de tous les hydrométéores avec : 
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Ceci implique une augmentation moyenne de 10% de As , et donc une augmentation moyenne 
de 6% du CWC . 
 
4.1.4 Comparaison entre CWC calculés depuis les facteurs de réflectivité et les CWC 
calculés avec la méthode Baker and Lawson (2006), comparaison avec les me-
sures de la sonde IKP 
 
Tout d’abord, les CWC moyens calculés à l’aide de la méthode de la Tmatrice et des 
images 2D sont confrontés aux mesures fournies par la sonde IKP pour la campagne HAIC-
HIWC (Figure IV 6). La méthode de restitution des CWC à partir des facteurs de réflectivités 
mesurées présente des résultats satisfaisants. En effet 80% des données montrent un rapport 
entre les mesures de la sonde IKP (CWC de référence) et la méthode de restitution tel que : 
0,55<CWC /CWCIKP<1,48 (Tableau IV. 2) pour les CWC > 0,001 g m
-3
. Ceci peut se traduire 
par une majorité des erreurs inférieures à 50%, avec en moyenne, un rapport entre la mesure 
et l’estimation  de 1,02 et une valeur médiane de ce rapport de 0,91. Les erreurs diminuent 
avec les CWC qui augmentent. Pour les CWC > 0,1 g m
-3
, 80% des données montrent un rap-
port entre les mesures de la sonde IKP et la méthode de restitution tel que : 0,66<CWC
/CWCIKP<1,27 , et un rapport moyen de 0,95 et une valeur médiane de ce rapport de 0,91.  
Bien que la méthode de restitution des CWC à partir des facteurs de réflectivité tend à sous-
estimer légèrement les CWC mesurés, la Figure IV 6-a montre que pour les grandes valeurs 
de CWC la méthode de restitution des CWC surestime les mesures de la sonde IKP.  
En analogie avec la Figure IV 6-a, la Figure IV 6-b, présente la comparaison des CWC 
mesurés par l’IKP et les CWC d’après la méthode de calcul de Baker and Lawson (2006). 
Graphiquement, la méthode de Baker and Lawson (2006) montre une surestimation des CWC 
par rapport aux mesures de la sonde IKP. Cette tendance est confirmée statistiquement, avec 
un rapport moyen CWCB&L/CWCIKP=1.75 et un rapport médian très différent de 1,26. Ce rap-










La diminution du rapport entre CWC calculé est plus prononcé pour le calcul du CWC 
selon la méthode de Baker and Lawson (2006 ; CWCB&L) que pour le calcul des CWC selon la 
restitution des CWC en fonction des facteurs de réflectivité ( CWC ). La méthode de Baker 
and Lawson (2006) semble être moins adaptée pour les hydrométéores présents dans les MCS 
échantillonnés durant la campagne de mesure HAIC-HIWC.  
 
 
Figure IV 6: En noir les données HAIC calculées sur 5 secondes. La droite rouge représente la relation linéaire y=x. 
Sur l’axe y, le CWC mesuré par la sonde IKP. Sur l’axe x, a) le CWC  calculé à partir des réflectivités mesurées par 
RASTA et simulées avec la méthode de la T-matrice,  b) le CWC calculé avec la méthode de Baker and Lawson 
(2006). 
 
De la même façon, les CWC  sont comparés avec les CWCB&L pour toutes les cam-
pagnes (Figure IV 7 et Tableau IV. 2). Pour les campagnes HAIC et HyMeX, les CWCB&L 
sont plus grands que les CWC : en moyenne CWCB&L/ CWC  = 1,45 et 1,54 (pour des CWC > 
0.01 g m
-3
, Tableau IV. 2 et Figure IV 7-a et b, respectivement). Pour la campagne MT2011 
(Figure IV 7-c et Tableau IV. 2) les CWCL&B sont en moyenne plus grands que les CWC  : 
CWCB&L/ CWC  = 1,18 avec un rapport médian de 1,02 (CWC >0.01 g m
-3
). La tendance est 
inversée pour la campagne MT2010 (Figure IV 7-d et Tableau IV. 2), avec des CWC  ~5% 
plus grands que les CWCB&L. 
 





































HAIC : CWC  / CWCIKP 0.55 0.73 0.91 1.11 1.48 1.02 0.90 
HAIC : CWCB&L / CWCIKP 0.73 0.96 1.26 1.56 2.18 1.75 0.93 
HAIC : CWCB&L / CWC  0.95 1.16 1.40 1.68 2.05 1.51 0.93 
HyMeX : CWCB&L / 
CWC  
0.84 1.03 1.32 1.92 2.63 1.62 0.94 
MT2011 : CWCB&L / 
CWC  
0.62 0.83 1.02 1.32 1.74 1.18 0.91 
MT2010 : CWCB&L / 
CWC  
0.60 0.78 0.92 1.09 1.29 0.98 0.90 
                  
CWC>0.01 
HAIC : CWC  / CWCIKP 0.58 0.74 0.91 1.10 1.41 0.98 0.89 
HAIC : CWCB&L / CWCIKP 0.75 0.97 1.25 1.53 2.00 1.44 0.93 
HAIC : CWCB&L / CWC  0.95 1.16 1.39 1.65 1.96 1.45 0.93 
HyMeX : CWCB&L / 
CWC  
0.85 1.03 1.29 1.79 2.43 1.54 0.93 
MT2011 : CWCB&L / 
CWC  
0.64 0.84 1.02 1.29 1.63 1.13 0.90 
MT2010 : CWCB&L / 
CWC  
0.60 0.78 0.92 1.09 1.28 0.96 0.90 
                  
CWC>0.1 
HAIC : CWC  / CWCIKP 0.66 0.77 0.91 1.06 1.27 0.95 0.87 
HAIC : CWCB&L / CWCIKP 0.77 0.95 1.21 1.41 1.62 1.21 0.90 
HAIC : CWCB&L / CWC  0.92 1.09 1.30 1.50 1.69 1.31 0.91 
HyMeX : CWCB&L / 
CWC  
0.83 0.97 1.16 1.44 1.94 1.29 0.89 
MT2011 : CWCB&L / 
CWC  
0.63 0.81 0.96 1.15 1.41 1.01 0.87 
MT2010 : CWCB&L / 
CWC  
0.61 0.78 0.92 1.07 1.23 0.93 0.89 
Tableau IV. 2 : Percentile (10ème, 1er quartile, médiane, 3ème quartile, 90ème), moyenne et coefficients de corrélation (cc) 
des rapports entre les 2 différentes méthodes de calcul des CWCs (T-matrice et Baker and Lawson 2006) et les CWC 
mesurés par la sonde IKP. 
 
Les résultats de la comparaison entre les CWC calculés avec la méthode de Baker and 
Lawson (2006) et les CWC calculés avec la méthode de restitution des CWC depuis les fac-
teurs de réflectivité par la T-matrice, montrent des tendances différentes selon les campagnes, 
et donc selon le types de MCS. Selon le type de MCS les CWCB&L et les CWC  sont plus ou 
moins en désaccord. Comme les CWCB&L sont déduis seulement à partir des paramètres géo-
métriques des images des hydrométéores, le désaccord entre les deux méthodes souligne le 






fait, que globalement la réponse électromagnétiques des hydrométéores est différente par rap-
port à leur caractéristiques géométriques dans les 4 types de systèmes convectifs observés. 
 
 
Figure IV 7: CWC , sur l’axe y, calculé à partir des simulations des facteurs de réflectivité mesurés par RASTA et 
CWC calculé à partir de la méthode de Baker and Lawson 2006 sur l’axe x. Les points noirs représentent un calcul 
pour un pas de temps de 5 secondes. La droite rouge représente la relation linéaire y=x. a) comparaison sur les don-
nées de la campagne HAIC. b) comparaison sur les données de la campagne HyMeX. c) comparaison sur les données 
de la campagne MT2011 et d) comparaison sur les données de la campagne MT2010. 
  
4.2 Calcul de l’exposant de la relation masse-diamètre 
4.2.1 Modélisation 3D des formes de cristaux de glace 
4.2.1.1 Principe 
 
Afin de comprendre la mesure 2D des imageurs de photodiodes et les relations m(D) 
déduites des images par la méthode de la T-matrice, un modèle 3D de simulation de formes 
d’hydrométéores proches de ceux que l’on peut rencontrer dans les nuages a été implémenté. 






Dans ce modèle, le cristal est créé et orienté aléatoirement dans l’espace selon une loi uni-
forme pour ne pas privilégier d’orientation. Ensuite une image similaire à celles fournies par 
les imagers est déduite par projection orthogonale de l’objet 3D sur un plan 2D. Ce processus 
est répété autant de fois souhaité, en faisant varier la taille des objets. Cinq formes fondamen-
tales sont étudiées dans ces simulations : les plaques (Figure IV 8), les colonnes (Figure IV 9), 
les dendrites (Figure IV 10), les capped columns (Figure IV 11) et les rosettes (Figure IV 12). 
Ces formes correspondent aux cristaux formés par le processus de diffusion de vapeur. Pour 
chaque forme il est possible d’appliquer différentes caractéristiques géométriques ou con-
traintes de formation. Ainsi chaque forme est étudiée plusieurs fois, avec à chaque fois 1000 
simulations d’objets de taille différentes, avec des caractéristiques variables. Ces caractéris-
tiques sont décrites dans les sections suivantes. Des agrégats de ces formes élémentaires, sont 
aussi construits dans l’espace 3D, afin d’étudier l’impact du processus d’agrégation des cris-
taux sur les relations surface projetée-Dmax et masse-Dmax. Faute de temps le processus de gi-
vrage n’est pas étudié. 
 
4.2.1.2 Les plaques 
 
 
Figure IV 8: Schéma indiquant les paramètres L et H 
utilisés pour simuler les cristaux de type plaque. 
Propriétés géo-
métriques 
Intervalle de L en [µm] 
H = 0,2.L (1) 200< L<2000 
H=0,1.L (2) 200< L<2000 
H=40µm (3) 200< L<2000 
LH 
(4)
 200< L<2000 
Tableau IV. 3: Les 4 types de simulation de plaques avec 
l’intervalle dans laquelle L est imposé pour les 1000 cris-
taux simulés. Entre parenthèses la référence pour les 













4.2.1.3 Les colonnes 
 
 
Figure IV 9 : Schéma indiquant les paramètres L et H utilisés pour 




Intervalle de L en 
[µm] 
H = 5.L (1) 100< L <1000 
H=10.L (2) 100< L <1000 
H=160µm (3) 100< L <1000 
HL 
(4)
 100< L <1000 
Tableau IV. 4 : Les 4 types de simulation de co-
lonnes avec l’intervalle dans laquelle L est imposé 
pour les 1000 cristaux simulés par types. Entre 






4.2.1.4 Les étoiles (dendrites) à branches épaisses ou fines 
 
 
Figure IV 10 : Schéma indiquant les paramètres L et H 
utilisés pour simuler les cristaux de type étoiles à 




Intervalle de L en 
[µm] 
H = 0,2.L (1) 
200< L<1200 (1) 
 
H=0,1.L (2) 200< L<1200 (1) 
 
H=40µm (3) 





200< L<1200 (1) 
 
Tableau IV. 5 : Les 4 types de simulation d’étoiles à 
branches épaisses et étoiles à branches fines avec 
l’intervalle dans laquelle L est imposé pour les 1000 cris-
taux simulés par types. Entre parenthèses la référence 
pour les graphiques et les tableaux. 
 
 






4.2.1.5 Les capped-Columns (tables) 
 
 
Figure IV 11: Schéma indiquant les paramètres L1, L2 et 
H utilisés pour simuler les cristaux de type capped co-





Intervalle de L1 en 
[µm] 
2 étoiles à branches 
épaisses L2=2.5L1et 
H= L1 (1) 
150<L1<1400µm 
2 plaques : L2=2.5L1et 
H= L1 (2) 
150<L1<1400µm 
Tableau IV. 6 : Les 2 types de simulations capped co-
lumn avec 2 étoiles à branches  et capped column avec 2 
plaques. Avec l’intervalle dans laquelle L1 est imposé 
pour les 1000 cristaux simulés par types. Entre paren-
thèses la référence pour les graphiques et les tableaux. 
 
4.2.1.6 Les rosettes 
 
 
Figure IV 12 : Schémas indiquant les paramètres L et 
H utilisés pour simuler les cristaux de type Rosettes. 
Et N est le nombre de Bullet qui forment le cristal. 
Propriétés géométriques 
Intervalle en H 
en [µm] 
Rosettes : L= 50µm ; N=3 (1) 50<H<500µm 
Rosettes : HL   ; N=3 (2) 50<H<500µm 
Rosettes : L=100µm ; N=4 (3) 100<H<1000µm 
Rosettes : HL  ; N=4 (4) 100<H<1000µm 
Rosettes : L=0.5H ; N=5 (5) 500<H<2000µm 
Rosettes : L=0.25H ; N=6 (6) 500<H<2500µm 
Rosettes : L=100µm ; N=6 (7) 100<H<1000µm 
Rosettes : HL  ; N=6 (8) 100<H<1000µm 
Tableau IV. 7 : Les 8 types de simulation de rosettes avec 
l’intervalle dans laquelle L est imposé pour les 1000 cristaux 










4.2.1.7 Les agrégats de cristaux 3D 
 
Enfin pour chaque type de simulation, des agrégats sont construits à partir de cristaux 
élémentaires présentés ci-dessus. Les agrégats sont formés de Nagg cristaux identiques (mêmes 
caractéristiques et de mêmes tailles). Orientés aléatoirement, ils sont ensuite collés les uns aux 
autres en minimisant le rayon qui les sépare jusqu’au contact. Pour limiter les temps de cal-
culs du modèle, les processus physiques liés à l’agrégation ne sont pas intégrés dans le mo-
dèle 3D (tel que leur orientation durant leurs chutes ou encore le taux d’agrégation en fonction 
du nombre de contact entre cristaux ; Westbrook et al. 2004a,b). En effet ces processus étant 
complexes, les intégrer dans le modèle impliquerait une réduction de la taille du domaine de 
simulation et la taille des agrégats simulés. De plus, les agrégats ayant besoin de domaine de 
simulation assez grand, il a fallut trouver un compromis entre le nombre de cristaux par agré-
gats et la taille des cristaux qui les forment. 
 
4.2.2 Masse contre surface projetée 
 
Dans les simulations, les objets sont composés de voxels (volume unitaire dans 
l’espace discrétisé ; résolution 10µm×10µm×10µm). Lorsque le voxel constitue une partie de 
l’objet, il prend la valeur 1 et dans le cas contraire la valeur 0. Ainsi dans l’espace 3D la 
masse des cristaux simulés se calcule en sommant tous les voxels qui ont la valeur 1. Le vo-






), sa masse mvox est alors la suivante : 
gVm voxicevox
910.917,0                                                 IV.  19 
     
 
Ainsi la masse totale du cristal simulé est : 
voxv mNm                                                                       IV.  20 
où Nv est le nombre de voxels formant le cristal.  
Les images obtenues par projection sur un plan des cristaux 3D sont analysées avec les 
mêmes algorithmes utilisés pour les images des hydrométéores mesurées avec les OAP, ceci 
afin de calculer les paramètres géométriques tels que la surface projetée et le Dmax pour 






chaque image de cristal obtenu. Ensuite pour des cristaux issus du même type de simulation 
les surfaces projetées des cristaux sont tracées en fonction des Dmax (Figure IV 13-a) ainsi que 
les masses en fonction des Dmax (Figure IV 13-b). Les relations entre surface projetée et Dmax, 
ainsi que les relations entre la masse et Dmax, sont modélisées par des lois puissance comme 
pour les cristaux de glace naturelle.  
Il s’avère que l’orientation des cristaux durant leurs projections (de même que pour 
l’enregistrement de leurs ombres par les OAP) est un paramètre important pour estimer au 
mieux les relations qui modélisent la surface projetée en fonction de Dmax, ainsi que la masse 
en fonction de Dmax. Ainsi pour une même surface (ou même masse) l’orientation du cristal 
durant sa projection peut minimiser Dmax (Figure IV 13-c) par rapport à la réalité, ou rendre le 
Dmax proche de la réalité (Figure IV 13-d). Des études sur la chute des hydrométéores ont 
montré que les colonnes ont tendance à chuter avec un Dmax maximisé perpendiculaire au flux 
de l’air et que les plaques tombent avec une surface maximisée contre le flux de l’air (Zik-
munda and Vali 1972).  
Les flux turbulents font osciller légèrement les orientations autour des positions 
d’équilibre, mais en moyenne ils ne changent pas l’orientation des cristaux lorsqu’elle est 
établie (Cho et al. 1981). A partir d’observations radar de systèmes orageux, Hendry and 
McCormick 1976 ont déterminé 2 types de position d’équilibre pour les cristaux. La première 
avec des cristaux de glace orientés verticalement sous l’effet du champ électrostatique, et le 
second où les cristaux sont orientés horizontalement en opposition aux flux de l’air.  
Etant donné que l’orientation des cristaux est un sujet complexe et qu’elle n’est pas 
modélisée dans le modèle 3D pour prendre en compte l’effet de l’orientation des cristaux sur 
les lois de puissance qui modélisent les relations S(D) (voir équation III. 14) et m(D) (voir 
équation II.17), les lois de puissance sont modélisées en fonction des extrema (courbes rouges 
dans les Figure IV 13-a et b). Une relation moyenne (ligne noire en pointillés) est obtenue à 
partir des 2 lois de puissance qui englobent les nuages de points : en moyenne l’incertitude Δσ 
= ± 0,10 et l’incertitude Δβ = ± 0,21. 







Figure IV 13 : a) Surface projetée sur l’axe des y, en fonction du Dmax sur l’axe des x. b) Sur l’axe des y la masse des 
cristaux 3D, en fonction de leurs Dmax sur l’axe des x. Les points bleus sont obtenus pour chaque simulation 
d’hydrométéores. Les courbes rouges montrent les lois puissance qui modélisent les relations S(D) et m(D) lorsque 
Dmax est sous-estimé (c), ou lorsque Dmax n’est pas sous-estimé (d). La courbe pointillée noire représente les lois puis-
sance moyennes déduites des 2 orientations extrêmes. 
 
La Figure IV 14 montre les exposants des lois de puissance (moyennes) modélisant les 
relations S(D) et m(D), avec σ en abscisse et β en ordonnée.  Les symboles et les valeurs des 






exposants sont rapportés dans le Tableau IV. 8, ainsi que les valeurs de σ et β fournies par 
Mitchell (1996) et leurs symboles correspondant qui se rapportent à la Figure IV 14. A partir 
du modèle 3D de formes de cristaux, une relation linéaire (nommée pour la suite : relation β-
σ) entre les deux coefficients est déduite (droite noire) : 
       02,193,10.16)(                                             IV.  21 
    
 
  
Figure IV 14 : Exposants des relations masse-Dmax sur l’axe y, en fonction de l’exposant des relations surface-Dmax sur 
l’axe x. Les symboles sans contours représentent des cristaux simples simulés en 3D. Les symboles avec contours 
rouges représentent les agrégats de cristaux simulés en 3D, et les symboles avec contours noirs  représentent les va-
leurs fournies par Mitchell 1996. La légende des symboles est donnée par le Tableau IV. 8. 
  
Les simulations 3D étudient 3 types de ratio entre les paramètres L et H : un ratio 
constant, un ratio en L/1  et un ratio en 1/L. Ces simulations montrent que plus le ratio di-
minue avec la taille des hydrométéores, plus les exposants σ et β diminuent et se rapprochent 
de 1, pour tout type de cristal étudié. Par exemple, les plaques avec un ratio constant donnent 






un exposant σ = 1,95  et β = 2,96, lorsque le ratio est en L/1 , σ = 1,86 et β = 2,49, et finale-
ment lorsque le ratio est en 1/L on trouve σ = 1,65 et β = 2,03. 
Le processus d’agrégation des cristaux montre deux tendances : Pour les formes 
d’hydrométéore ayant un exposant σ > 1,5, le processus d’agrégation entraine une diminution 
des exposants σ et β. Dans le cas contraire (σ < 1.5), le processus d’agrégation augmente les 
deux exposants σ et β. Il existe une exception avec les colonnes ayant un rapport en L/1 où 
l’exposant σ diminue et l’exposant β augmente. De plus les simulations 3D de plaques hexa-
gonales avec un ratio en L/1 montrent des exposants σ et β proches des résultats montrés par 
Mitchell (1996) avec : σ = 1,86 et β = 2,49 pour les simulations et σ = 1,85 et β = 2,45 pour 
les résultats de Mitchell (1996). De même pour les colonnes hexagonales où les simulations 
donnent σ = 1,48 et β = 1,78, tandis que Mitchell (1996) obtient σ = 1,41 et β = 1,74. Parmi 
tous les résultats obtenus par Mitchell, plus de 50% (12 symboles sur 8) vérifient la relation β-
σ de cette étude en prenant en compte son incertitude. 
Les cristaux simulés en 3 dimensions ont pour objectif d’être similaires à ceux qui sont 
observés dans les campagnes de mesure, afin d’en déduire des relations valides pour les ap-
pliquer aux hydrométéores mesurés dans les 4 types de systèmes convectifs. La Figure IV 15 
montre des exemples des cristaux simulés par le modèle 3D dans la colonne de gauche (forme 
individuelle) et la colonne centrale (agrégats de ces formes) et des exemples de cristaux de 



















Cristaux élémentaires Agrégats de cristaux Mitchell 1996 
légende Cristal habits σ β légende Cristal habits σ β légende Cristal habits σ β 
 
columns (1) 186 2.53 
     
hexagonal plates 1.85 2.45 
 
columns (2) 1.87 2.44 
     
hexagonal plates 2 2.45 
 
columns (3) 1.06 1.04 
 
2<Nagg<4 ; 400 < H < 600µm 1.26 1.75  hexagonal columns 2 2.91 
 
columns (4) 1.48 1.78 
 
2<Nagg<4 ; 400 < H < 600µm 1.45 2.07  hexagonal columns 1.5 1.91 
 
thick star (1) 1.98 2.89 
 
2<Nagg<4 ; 400 < L < 600µm 1.82 2.62  hexagonal columns 1.41 1.74 
 
thick star (2) 1.99 2.86 
 
2<Nagg<4 ; 400 < L < 600µm 1.63 2.62  rimed long columns 1.41 1.8 
 
thick stars (3) 1.49 2.06 
 





thick stars(4) 1.76 2.48 
 





thin Stars (1) 1.96 2.89 
 





thin Stars (2) 1.94 2.75 
 





thin Stars (3) 1.39 2.06 
 
2<Nagg<4 ; 300 < L < 500µm 1.46 2.14  
stellar crystals with 
broad  arms (P1d) 
1.85 2.42 
 
thin Stars (4) 1.74 2.51 
 
2<Nagg<4 ; 300 < L < 500µm 1.53 2.37  
stellar crystals with 
broad  arms (P1d) 
1.63 1.67 
 
plates (1) 1.95 2.96 
 





plates (2) 1.92 2.91 
 
2<Nagg<4 ; 300 < L < 500µm 1.61 2.37  
side planes (S1) 1.88 2.3 
 
plates (3) 1.65 2.03 
 
2<Nagg<4; 300 < L < 500µm 1.64 1.99  
bullet rosettes, 5 
branches at -42°C 
1.57 2.26 
 
plates (4) 1.86 2.49 
 
2<Nagg<4; 300 < L < 500µm 1.76 2.29  




rosettes (1) 1.38 1.04 
     
aggregates of side 




rosettes (2) 1.73 2.21 
 
3 < Nagg < 20 ; spheres:  
D = 60µm ; 
1.45 1.74 
 
assemblies of planar 




rosettes (3) 1.35 1.26 
 
3 < Nagg < 50 ; spheres : 
D = 150µm ; 
1.54 1.84 
 
lump graupel (R4b) 2 2.8 
 
rosettes(4) 1.69 2.16  
Etoiles épaisses (4) 




hail 2 3 
 
rosettes (5) 1.83 2.9 
 
Plaques (2) 
8<Nagg<30 ;  
200 < L < 300µm 
1.8 1.81 
    
 
rosettes (6) 1.97 2.97 
 
Plaques(4) 
8<Nagg<30 ;  
200 < L < 300µm 
1.59 1.69 
    
 
rosettes(7) 1.33 1.25 
        
 
rosettes (8) 1.73 2.16 
        
 
capped columns (1) 1.79 2.21 
        
 
capped columns (2) 1.92 2.43 
        
Tableau IV. 8 : Types de cristaux, ainsi que leurs exposants σ et β calculés pour les relations S(D) et m(D). Les symboles sont utilisés dans 
la Figure IV 14 et la Figure IV 15. A gauche, les résultats obtenus pour des simulations 3D de cristaux individuels. Au centre, les résultats 
obtenus pour des simulations de cristaux agrégés. A droite, les résultats montrés par Mitchell 1996. Les indices entre parenthèses corres-
pondent aux types de paramètres utilisés pour les simulations : (1) et (2) rapport constant (3) rapport en 1/L ou 1/H, et (4) rapport en 
1/√L ou 1/√H (cf. 4.2.1). 










Figure IV 15 : de gauche à droite, symboles utilisés pour décrire les hydrométéores, exemples de projections de cris-
taux simulés, exemples d’agrégats de cristaux simulés et extraits d’images d’hydrométéores enregistrés par les sondes 
2D-S, PIP et par le Cloud Particle Imager (CPI ; Gayet et al. 2012).  
 






4.3 Calcul de la relation masse-diamètre des hydrométéores au sein des 
systèmes convectifs 
4.3.1 Exposant moyen de la relation Surface-Diamètre des hydrométéores 
 
Dans le chapitre 3.3.1.5 il est montré que les exposants σ calculés pour les particules 
submillimétriques et les particules millimétriques peuvent différer et ne suivent pas les mêmes 
relations S(D). Ceci amène à poser l’hypothèse que les coefficients de la relation m(D) ne 
sont pas les mêmes pour les deux catégories d’hydrométéores. Pour calculer le CWC, il fallait 
donc appliquer une relation m(D) aux hydrométéores submillimétriques, et une relation m(D) 
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où Dc est le diamètre de croisement des deux relations m(D). β2D-S et βPIP sont déduits depuis 
la relation β-σ (IV. 21). Il faut donc résoudre un système à 1 équation et 2 inconnues : α2D-S et 
αPIP.  
La séparation entre les deux catégories de type hydrométéores vers 1mm est détermi-
née grossièrement au vue des graphiques et ne peut pas être appliquée quantitativement tel 
que Dc = 1mm. De plus, il est possible que la limite entre les deux types d’hydrométéores 
(autant pour la relation m(D) que pour la relation S(D)) ne soit pas un point fixe et fluctue 
selon le stade d’évolution de la parcelle nuageuse, ainsi que des espèces d’hydrométéores qui 
y sont présentes, en lien avec des processus de croissance en jeu.  
Pour simplifier le problème, cette étude se concentre sur la variabilité d’une relation 
m(D) unique appliquée sur toute la gamme de taille des hydrométéores. Pour cela, un expo-
sant σ moyen est calculé à partir des exposants mesurés à partir des 2 sondes, tel que : 
PIPPIPSDSD CC    22 ,                                        IV.  23 
avec :  
(i) C2D-S qui représente le rapport entre la surface mesurée dans l’intervalle [250 1500 
µm], utilisé pour déterminer le coefficient σ2DS  depuis la relation S(D) de la sonde 
2DS, et la surface totale mesurée des hydrométéores de taille supérieure à 250µm: 
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(ii) et CPIP,  qui représente le rapport entre la surface totale mesurée dans l’intervalle 
[950 ; 6450 µm], où est calculé le coefficient σPIP, et la surface totale mesurée des 
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Ce σ moyen est considéré comme étant représentatif de la population d’hydrométéore pré-
sente à un instant donné, avec C2D-S + CPIP = 1.  
 
4.3.2 Application de la relation β-σ 
 
A partir de l’exposant σ moyen qui est calculé pour l’ensemble du domaine de mesure 
des hydrométéores et la relation β-σ (IV. 21), l’exposant βσ de la relation m(D) est calculé. Le 
pré-facteur ασ est déduit de telle sorte que le facteur de réflectivité simulée par la méthode de 
la T-matrice soit égal au facteur de réflectivité mesurée par RASTA (pour la suite cette mé-
thode est nommée Z-2D et concerne les restitutions des CWC à partir des simulations des 
facteurs de réflectivité où β est contraint par la relation S(D)). En fait, le couple (ασ, βσ) est 
extrait des couples de solutions (αi, βi) calculés précédemment, tel que βi = βσ. La Figure IV 
16 montre les résultats obtenus pour le vol 14 de la campagne HAIC-HIWC. La Figure IV 16-
a) représente les concentrations et les facteurs de réflectivité mesurés pendant ce vol et la Fi-
gure IV 16-b) illustre l’aspect ratio moyen As .  
Les coefficients ασ et βσ de la relation m(D) calculés à partir de la relation β-σ (IV. 21) 
sont présentés avec la Figure IV 16-c. Il y est montré que la variation des coefficients de la 
relation m(D) durant ce vol (temps et espace confondus) est importante. Dans la Figure IV 
16–d, la courbe noire décrit les CWC(ασ, βσ) et la courbe rouge les CWCIKP mesurés par la 






sonde IKP. La courbe bleue montre les CWC calculés en utilisant une paramétrisation des 
coefficients de la relation m(D) établis par Heymsfield et al. (2010a), tel que α = 0,0063 et β = 
2,1.  
 
Figure IV 16 : a) Concentration des hydrométéores (PSD composites) données par le code couleur à gauche en L-1 µm-
1, en fonction de la taille des hydrométéores représentée par l’axe des y à droite. La courbe noire représente la réflec-
tivité radar mesurée par RASTA à 94GHz donnée en dBZ par l’axe des y à droite. b) As  utilisé pour les simulations 
des réflectivités Ze. c) Coefficients de la relation m(D). En noir les exposants βσ (axe des y à gauche). En gris les pré-
facteurs ασ (axe des y à droite). d) La bande grise montre les CWC(αi, βi), la courbe noire le CWC(ασ, βσ), la courbe 
rouge les CWC mesurés par la sonde IKP, et la courbe bleue les CWC obtenus à partir de la paramétrisation de 
Heymsfield et al. 2010 pour des nuages formés par convection (cv-gt). L’axe des x, commun à toutes les sous-figures 
donne le temps UTC en secondes.  
 
Cette paramétrisation est calculée pour des nuages de types convectifs formés près des 
cotes du Costa Rica et dans le sud de la Floride aux Etats-Unis à partir des jeux de données de 
CRYSTAL-FACE (Cirrus Regional Study of Tropical Anvils and Cirrus Layers–Florida Area 
Cirrus Experiment ; Jensen et al. 2004) et de TC4 (Tropical Composition, Cloud and Climate 
Coupling ; Toon et al. 2010 ; Heymsfield et al. 2010b). Les CWC calculés par la méthode Z-
2D (CWC(ασ, βσ)) sont similaires au CWC mesuré par la sonde IKP (CWCIKP) et suivent bien 
les variations de ce dernier. En revanche à un CWC calculé à partir d’une paramétrisation où 
les coefficients de la relation m(D) sont constants (CWC(0,0063 ; 2,1)) a plus de difficulté à 
reproduire les résultats obtenus par la mesures directe (CWCIKP). Cela montre que la variation 
du CWC dans les nuages tropicaux n’est pas seulement une fonction de la variabilité des PSD, 
mais est aussi une fonction de la variabilité de la relation m(D) des hydrométéores. 






Le Tableau IV. 9 montre que la relation m(D) contrainte par σ (CWC(ασ, βσ)) change peu les 
résultats par rapport aux résultats obtenus avec les CWC(αi, βi). Pour la campagne HAIC le 
rapport moyen de CWC(ασ, βσ) / CWCIKP = 0.98 (0,91 pour la médiane) est identique aux ré-
sultats montrés pour les rapports CWC / CWCIKP. Globalement, pour toutes les campagnes, 
80% des rapports CWC(ασ, βσ) /CWC sont compris dans l’intervalle [0.95 ; 1.18] avec un rap-
port médian de 1,02 et un rapport moyen de 1,04. 
  














HAIC : CWC(ασ, βσ) / CWCIKP 0,58 0,74 0,91 1,10 1,41 0,98 0,89 
Toutes campagnes confon-
dues      CWC(ασ, βσ) / CWC  
0,95 0,98 1,02 1,10 1,18 1,04 0,99 
Tableau IV. 9 : Rapport entre CWC calculés depuis la méthode de la T-matrice (CWC(ασ, βσ) ; CWC ) et les CWCIKP 







Chapitre 5 : Variations des paramètres 
microphysiques des systèmes Convectifs 












 Les images des hydrométéores et les facteurs de réflectivité ont permis de calculer les 
relations masse-diamètre des hydrométéores et les contenus massiques de glace des systèmes 
convectifs. Les relations masse diamètre sont donc variables dans le nuage et les contenus 
massiques qui en sont déduis sont proches des contenus massique mesurés lors de la cam-
pagne HAIC-HIWC par un instrument de référence (IKP). Dans ce chapitre la variabilité 
verticale des propriétés microphysiques est analysée et comparée entre les 4 catégories de 
systèmes convectifs observés : systèmes convectifs du continent Africain (MT2010), systèmes 
convectifs océaniques de l’océan Indien (MT2011), systèmes convectifs côtier de la mer Médi-
terranée (HyMeX) et les systèmes convectifs côtiers du Nord de l’Australie (HAIC-HIWC). 
Dans une première partie de ce chapitre est réalisée une analyse sur la variation des 
coefficients des relations masse-diamètre calculés, ainsi qu’une comparaison mutuelle de 
leurs variabilités pour les 4 types de systèmes convectifs. Une seconde partie, s’intéresse à 
l’impact de la température sur la concentration des hydrométéores et les relations masse-
diamètre dans les systèmes convectifs. Ensuite des paramétrisations de la relation masse-
diamètre en fonction de la température sont déduites.  
 Enfin, une section est dédiée à l’étude des paramétrisations de type Z-CWC et Z-
CWC-T, ainsi que l’impact de la méthode de calcul des contenu massique de glace sur ces 
relations Z-CWC et Z-CWC-T. Puis la variabilité de l’aspect ratio des hydrométéores en 
fonction de la température est comparée aux erreurs des relations Z-CWC et Z-CWC-T.  
Ce chapitre se termine sur une synthèse des résultats présentés dans ce chapitre. 
  






5.1 Coefficients des relations masse-diamètre calculés à partir des facteurs 
de réflectivité et des propriétés géométriques des images 2D 
 
La méthode Z-2D permet de calculer les relations m(D) et de calculer ainsi les CWC 
dans les systèmes convectifs. Les coefficients de cette relation montrent des variations telles 
que ασ varie sur 3 ordres de grandeurs entre 2.10
-4
 et 0,1 (g cm
-βσ
) et βσ varie entre les valeurs 
1 et 3. La Figure V. 1 compare les coefficients de la relation m(D) obtenus pour les 4 types de 
systèmes observés. La variation du coefficient ασ est corrélée à la variation du coefficient βσ et 
peut être modélisé (ou paramétré) par une fonction exponentielle de βσ. Les paramétrisations 
suivantes sont obtenues tel que αβ est paramétré en fonction de βσ. 
Pour la partie stratiforme des MCS continentales Africaines (MT2010 ; Figure V. 1a) : 


  11,2510.7 e                                                            V. 1 
Pour les systèmes océaniques présents dans l’Océan Indien (MT2011 ; Figure V. 1b) : 


  65,2510.2 e                                                            V. 2 
Pour les MCS de moyenne latitudes (HyMeX ; Figure V. 1c) :  


  51,2510.2 e                                                            V. 3 
Et pour les MCS côtiers liés à la mousson Australienne (HAIC-HIWC ; Figure V. 1d): 


 41,2510.5,2 e                                                           V. 4 
  







Figure V. 1 : Coefficients des relations m(D) calculés pour les jeux de données : a) MT2010, b) MT2011, c) HyMeX et 
d) HAIC-HIWC.  ασ est sur l’axe des y et βσ sur l’axe des x. Les courbes noires représentent les modèles logarith-
miques. Les points sont colorés en fonction de la température T mesurée in-situ. 
 
Une telle relation entre l’exposant et le pré-facteur de la relation m(D) a été déjà ob-
servée pour d’autres types de nuages convectifs et stratiformes. Elle a été obtenue avec une 
approche différente par Heymsfield et al. (2010a). Dans l’étude de Heymsfield et al. (2010a), 
pour chaque vol, l’exposant de la relation m(D) est constant et un pré-facteur moyen est cal-
culé de telle sorte que l’erreur entre les CWC calculés (paramétrisation) et les CWC mesurés 






simultanément soit minimale. Ils obtiennent 2 types de relations entre α et β, une pour les cir-




750,2510.31,1 e                                                        V. 5 
  066,3510.17,1 e                                                        V. 6 
 La Figure V. 2, compare ainsi les relations obtenues pour les systèmes convectifs ob-
servés durant les 4 campagnes (MT2010, MT2011, HyMeX et HAIC) et celles déterminées 
par Heymsfield et al. (2010a) pour les 2 types de cirrus : stratiformes et convectifs. Les MCS 
de HAIC et de HyMeX présentent des tendances similaires à celle de Heymsfield et al. 
(2010a) pour des cirrus stratiformes, alors que les MCS de MT2011 ont une pente plus forte 
(dans un espace semi-logarithmique) et restituent des pré-facteurs ασ entre les deux tendances 
rapportées par Heymsfield et al. (2010a). La pente la plus faible est obtenue pour les MCS de 
MT2010. Les plus petites valeurs des pré-facteurs ασ en fonction de βσ sont restituées par les 
relations calculées pour les MCS de HAIC-HIWC et de HyMeX. Ces deux paramétrisations 
présentent des relations entre ασ et βσ similaires. 
 
Figure V. 2 : Relations entre pré-facteur et exposant de la relation m(D). Sur l’axe des x l’exposant de la relation m(D) 
et sur l’axe des y le pré-facteur de la relation m(D).  






5.2 Influence de la température sur les paramétrisations des relations 
masse-diamètre, et les distributions en taille des hydrométéores en 
phase glace 
5.2.1 Les relations masse-diamètre en fonction de la température 
 
La Figure V. 1, montre que pour un βσ donné, ασ augmente avec la température. Ceci 
montre que la température impacte la relation m(D). Les équations V. 1 à V. 4 peuvent être 
réécrites pour inclure l’effet de la température, où αβ,T est paramétré en fonction de βσ et la 
température. 














                           V. 7 














                                         V. 8 
Pour les MCS de moyennes latitudes près des côtes de la mer Méditerranée (HyMeX): 
5569,00022,0











                                         V. 9 
Pour les MCS côtiers liés à la mousson Australienne (HAIC-HIWC): 
 TTT eee   00223,004187,0541.,25, 03881.010.31,110.47,2                     V. 10 
Ensuite la Figure V. 3 montre la variabilité moyenne et médiane, en fonction de la tem-
pérature, de la concentration totale des hydrométéores
11
 (NT), des coefficients ασ et βσ de la 
relation m(D) et de CWC(ασ, βσ). Les moyennes et les médianes sont calculées par tranche de 
5 K, entre 212,5 K et 272,5 K. Les discussions qui vont suivre décriront le comportement des 
paramètres par rapport aux valeurs médianes dans des intervalles de température respectives : 
                                                 
11
 Concentration totales à partir de 50µm, cf. III. 12 du chapitre 3.3.1.4 






par exemple par rapport à T= 270 K, la température est incluse dans T ϵ [267,5 ; 272,5] K. La 
tranche au dessus de 272,5 K (T ϵ [272,5 ; 277,5[ K) comprend la couche de fonte (T=273.15 
K) et n’est pas incluse dans les statistiques de cette étude. Les 1ers percentiles et 99ème percen-
tiles sont calculés sur les mêmes intervalles de température que les médianes et les moyennes 
et servent d’estimation de l’intervalle de variabilité de chaque paramètre.  
 
Figure V. 3 : Profils verticaux des paramètres microphysiques des hydrométéores en phase glace pour les 4 catégories 
de systèmes convectifs observés. Sur l’axe de x : a) la concentration totale des hydrométéores NT, b) ασ, c) βσ et d) 






 percentiles de chaque paramètre sont similaires pour tous les types de 
systèmes convectifs, et montrent qu’en général ces paramètres (NT, ασ, βσ, CWC(ασ, βσ)) va-
rient sur des intervalles respectivement identiques. Cependant il faut noter quelques excep-
tions. Pour les systèmes convectifs de MT2010, le 1
er
 percentile de NT pour T ϵ [242,5 ; 252,5[ 
K, est supérieur à celui des 3 autres MCS (Figure V. 3a). De même pour le 1
er
 et le 99
ème
 per-
centile du CWC(ασ, βσ) de MT2010 (Figure V. 3c) avec un 99
ème
 percentile compris entre 2 g 
m
-3
 et 4 g m
-3
.  Les MCS de HAIC ont le 99
ème
 percentile du CWC(ασ, βσ) élevé : 2 g m
-3
 < 
CWC(ασ, βσ) < 4 g m
-3
 pour T < 240 K. Enfin, pour les MCS de HyMeX, le 99
ème
 percentile 
atteint 2 g m
-3
 pour T = 235 K et est compris ente 1 g m
-3
 et 2 g m
-3
 pour des températures 
inférieures. Pour les systèmes convectifs de MT2011 les 99
èmes
 percentiles de ασ et βσ sont 
supérieurs aux 3 autres MCS observés (Figure V. 3b et c).  








 percentiles de NT augmentent avec la température (Figure V. 3a), cependant 





 percentiles.  
 Pour toutes les campagnes, les moyennes de ασ (ainsi que les médianes et les 99
èmes
 
percentiles) décroissent avec la température (Figure V. 3b). Pour les MCS de MT2010 ασ est 
supérieur aux trois autres. Les moyennes du coefficient βσ varient peu en fonction de la tem-




 percentiles de chaque MCS. A basse alti-
tude (T>260K) les coefficients βσ moyens obtenus pour les MCS de HyMeX et de MT2010 
sont supérieurs à ceux obtenus pour les MCS de HAIC et de MT2011. Au dessus du niveau 
représenté par T ≈ 240K, les βσ de HAIC sont similaires à ceux de HyMeX et montrent une 
augmentation avec l’altitude.  
 Le profil moyen des CWC(ασ, βσ) des MCS de MT2010 sont supérieurs aux CWC(ασ, 
βσ) moyens des autres systèmes (MT2011, HYMEX , HAIC-HIWC), avec en moyenne un 
CWC(ασ, βσ) compris entre 0,8 g m
-3
 et 1,5 g m
-3
 sur tout le profil (Figure V. 3d). Pour les 
MCS de MT2011 et les MCS de HyMeX les CWC(ασ, βσ) moyens diminuent avec la tempéra-
ture. Pour les MCS de MT2011 la moyenne du CWC(ασ, βσ) ≈ 0,8 g m
-3
 à T =265 K, et la 
moyenne du CWC(ασ, βσ) ≈ 0,2 g m
-3
 à T = 235 K. Pour les MCS de HyMeX la moyenne du 
CWC(ασ, βσ) ≈ 0,8 g m
-3
 à T =270 K, et  la moyenne du CWC(ασ, βσ) ≈ 0,4 g m
-3
 à T = 215 K. 
Les CWC(ασ, βσ) moyens calculés pour les MCS de HAIC varient peu avec la température et 
sont proches de 0,5 g m
-3
 avec en moyenne CWC(ασ, βσ) ≈ 0,4 g m
-3
 à T =270 K, et  CWC(ασ, 
βσ) ≈ 0,6 g m
-3
 à T = 220 K.  
 Les équations V. 7 à V. 10 montrent comment ασ peut être paramétré par une fonction 
de la température et de βσ. Les Figure V. 3-b) et c), montrent l’évolution des coefficients de la 
relation m(D) en fonction de la température. A partir de ces profils une paramétrisation dis-
jointe des 2 coefficients est possible en faisant seulement intervenir la température, bien que 
la moyenne de βσ varie peu avec l’altitude. Toutefois, la modélisation des variations de la 
moyenne de βσ en fonction de T permet de ne pas biaiser les calculs des CWC en fonction de 
T. Si les CWC sont calculés à partir d’un β constant (égal à la moyenne des βσ par types de 
systèmes convectifs), il est nécessaire d’ajouter une fonction de la température pour corriger 
les CWC. 
En moyenne, pour les MCS de MT2010 βσ montre une nette décroissance en fonction 
de la température de 270 K jusqu’à 255K. Pour les MCS de HyMeX βσ diminue avec la tem-






pérature de 270K jusqu’à 240K. Et pour les MCS de MT2011 βσ diminue avec la température 
de 260K jusqu’à 235 K. En-dessous de la température de 240 K les systèmes convectifs de 
HAIC et les MCS de HyMeX montrent une légère augmentation moyenne de βσ en fonction 
de l’altitude. Les paramétrisations (αT et βT) en fonction de la température sont les suivantes. 
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5.2.2 Erreurs des paramétrisations de la relation masse-diamètre 
 
Dans les sections précédentes, ont été présentées plusieurs possibilités de modéliser les 
coefficients de la relation m(D) :  
i. Le premier type de modèle, pour calculer les CWC (CWC(αβ ; βσ)) des MCS  
avec les PSD mesurés, utilise les équations V. 1 à V .4, où le coefficient αβ est 
une fonction du coefficient βσ. 






ii. Le second type de modèle, pour calculer les CWC (CWC(αβ,T ; βσ)) des MCS 
avec les PSD mesurés, utilise les équations V. 7 à V. 10, où le coefficient αβ,T est 
une fonction du coefficient βσ et de la température in-situ T en K. 
iii. Le troisième type de modèle, pour calculer les CWC (CWC(αT ; βT)) des MCS 
avec les PSD mesurés, utilise les équations V. 11 à V. 14, où αT et βT sont calcu-
lés seulement en fonction de la température in-situ. 
Ces paramétrisations sont destinées à reproduire, le plus précisément possible, les varia-
tions observées des coefficients moyens de la relation m(D) par tranche de 5K au sein des 
différents types de MCS observés et présentés dans cette étude. Cette section compare et éva-
lue les différents modèles avec répartition des erreurs et erreurs moyennes (modèles par rap-
port à la méthode Z-2D). Afin de compléter les comparaisons, une relation m(D) moyenne est 
calculée pour chaque type de MCS (Tableau V. 1). Ces relations m(D) moyennes calculées 
pour les 4 systèmes convectifs seront considérées comme le quatrième type de modèle, dont 
les coefficients α et β restent constants tout le long du vol. Dans ce dernier modèle, la variabi-
lité du CWC dans les MCS, dépend essentiellement de la variabilité des PSD mesurées pen-
dant les 4 campagnes. 
 
Types de MCS m(D) 
Stratiforme continentale : mousson Africaine m = 0,0078.Dmax
2,23
 
Tropicale Océanique : ITCZ m = 0,0064.Dmax
2,14
 
Tropicale côtier : mousson Australienne m = 0,0038.Dmax
2,08
 (IKP : m = 0,0041.Dmax
2,08
) 
Côtier de Moyenne latitude : Bassin méditerranéen m = 0,0049.Dmax
2,19
 
Tableau V. 1 : relations m(D) moyennes en fonction du type de MCS observé. 
 
L’erreur de chaque paramétrisation (ou modèle) est calculée en comparant les CWC 
donnés par les paramétrisations et les CWC depuis la méthode Z-2D. L’erreur relative en % 
entre le CWC(αX ; βX) calculé depuis les 4 types de paramétrisations et le CWC(ασ ; βσ) de la 
méthode Z-2D est calculé de la façon suivant : 

















                                     V. 15 
où les variables αX et βX représentent les différentes paramétrisations décrites précédemment 
(Tableau V. 1).  
La Figure V. 4 présente les erreurs relatives moyennes en fonction de la température, 
pour les 4 types de MCS. Ces moyennes sont calculées sur des intervalles de température de 
5K. Globalement deux tendances ressortent :  
(i) Lorsque les modèles ne prennent pas en compte l’influence de la température (soit 
α est calculé en fonction de β, soit α et β sont des constantes pour chaque cam-
pagne ; voir équations V. 1 à V. 4 et Tableau V. 1 pour relation m(D) moyenne par 
campagne), les erreurs relatives diminuent avec la température qui augmente. Pour 
les températures les plus froides les CWC modélisés sont plus grands que les 
CWC(ασ ; βσ). En revanche ces tendances entre CWC modélisés et CWC(ασ ; βσ) 
s’inversent pour les températures les plus chaudes. Les résultats calculés avec des 
coefficients non constants, où α est une fonction de β présente des résultats simi-
laires à la paramétrisation où α et β sont constant. 
(ii) (ii) Les erreurs relatives qui correspondent aux CWC calculés depuis des paramé-
trisations qui intègrent la température (CWC(αβ,T ; βσ) et CWC(αT ; βT)) sont en 
moyennes proches de 0% et ne montrent pas de tendance significative avec la tem-
pérature. Les tendances moyennes pour ces deux modèles sont identiques. Alors 
que les CWC(αβ,T ; βσ) sont censés être plus précis, car ils sont calculés avec des α 
et β qui varient à altitude constante (variation horizontale).  
Les espaces entre les erreurs moyennes et les 1
er
 quartiles (et 3
ème
 quartile) sont plus 
grand pour les MCS des campagnes MT2011 et HyMeX comparé à ceux des MCS des cam-
pagnes MT2010 et HAIC. La variabilité des coefficients à altitude constante est moins bien 
appréhendée pour les MCS de MT2011 et HyMeX. Sur les 4 types de systèmes convectifs 
observés, la variabilité horizontale des coefficients α et β est encore mal comprise, cette va-
riabilité horizontale semble être plus importante pour les systèmes convectifs de MT2011 et 
HyMeX. La relation entre α et β à altitude constante devrait être paramétrée par un autre pa-
ramètre (indicateur de région convective/stratiforme).   







Figure V. 4 : Erreur relative sur l’axe des 
y en fonction de la température sur l’axe 
des x. Les lignes pleines représentent la 
moyenne des erreurs relatives sur un 
intervalle de température de 5K. Les 
lignes pointillées représentent le premier 
quartile et le 3ème quartile sur le même 
intervalle de température. En rouge pour 
la paramétrisation de type CWC(αβ ,βσ). 
En vert pour la paramétrisation de type 
CWC(αβ,T ; βσ). En bleu pour la paramé-
trisation de type CWC(αT ; βT). En gris 
pour une paramétrisation où α et β sont 
constants et déterminés pour chaque 
campagne. a) Campagne MT2010. b) 
Campagne MT2011. c) Campagne Hy-
MeX. d) Campagne HAIC. 






5.2.3 Les distributions en taille des hydrométéores (PSD) et la température 
 
Cette section s’intéresse tout d’abord à l’impact de la température sur les PSD. Dans 
les Figure V. 5a-d, les PSD sont moyennées sur un intervalle de 5 K comme pour les profils 
présentés par la Figure V. 3. Tout d’abord, les PSD moyens montrent que les concentrations 
des hydrométéores au dessus de ~1 mm augmentent avec la température, cela pour les 4 types 
de MCS observés. La variation des PSD en fonction de la température est moins importante 
pour les MCS de MT2010 (Figure V. 5a) que pour les autres types de MCS. Cependant, la 
concentration des hydrométéores autour de 250µm, est dix fois plus importante pour les 
courbes moyennes calculées à 240 K, 245 K et 250 K, que pour les PSD moyens calculées à 
265 K et 270 K. Concernant les MCS de MT2011 (Figure V. 5b), les concentrations 
d’hydrométéores avec un Dmax > 2 mm sont plus petites comparées aux concentrations des 
autres types de MCS pour les mêmes températures. Ceci peut être expliqué par un processus 
de croissance des hydrométéores par l’agrégation moins efficace pour les systèmes convectifs 
observés durant MT2011. De plus, les PSD moyennes calculées à 235 K et 240K ne montrent 
pas d’hydrométéores plus grands que 4 mm. Pour les MCS de HyMeX (Figure V. 5c) les con-
centrations des hydrométéores, avec un Dmax < ~700µm, augmentent avec l’altitude. Les MCS 
de HAIC affichent les mêmes tendances que les MCS de HyMeX, cependant les PSD 
moyennes des hydrométéores observées autour de  220 K, 255 K et 250K sont inférieures en 
concentration à celles calculées pour les MCS de HyMeX. Une prospection sur les différences 
des concentrations des CCN et IN entre les deux régions (les côtes Méditerranéennes et les 
côtes du Nord de l’Australie) peut aider à expliquer les différences de concentrations des hy-
drométéores de petites tailles (Dmax < 700µm). 
Les Figure V. 5e-h montrent l’impact de la température sur les relations m(D) déjà 
discutés dans les sections précédentes. Ici, la masse des hydrométéores est représentée en 
fonction du Dmax. Pour les 4 catégories de MCS la température influence particulièrement la 
masse des gros (Dmax > ~700-800 µm) hydrométéores, où leurs masses diminuent avec 
l’altitude.  Pour les MCS de HyMeX (Figure V. 5g) et les MCS de HAIC (Figure V. 5h) la 
gamme des températures observées est plus importante. Pour ces deus derniers types de sys-
tèmes convectifs, il est aussi observé une décroissance de la masse des petits hydrométéores 
avec la température.  






 Les Figure V. 5i-l, affichent la masse cumulée (V. 16) des hydrométéores en dessous 
















                                V. 16 
 
 
Figure V. 5 : a-d) Concentration des hydrométéores sur l’axe y en fonction de la taille des hydrométéores sur l’axe des 
x. e- h) Masse des hydrométéores sur l’axe y en fonction de la taille des hydrométéores sur l’axe x. i-l) Ratio de la 
masse cumulée sur la masse totale sur l’axe y en fonction de la taille des hydrométéores sur l’axe x. Les courbes sont 
moyennées sur un intervalle de température de 5K et colorées en fonction de la température. De gauche à droite : les 
campagnes MT2010, MT2011, HyMeX et HAIC, respectivement. 
 
La limite 0,5 (ligne noire) indique le diamètre massique médian Dmed pour lequel 50% 
de la masse totale se situe au dessus et en dessous de ce diamètre. Globalement Dmed aug-






mente avec la température. Pour les MCS de MT2010 (Figure V. 5i), 50% du CWC en 
moyenne est contenu par les hydrométéores dont la taille est inférieure à ~500 µm pour T = 
240 K. A T = 270 K, 50% de la masse totale est contenue par les hydrométéores dont la taille 
est inférieure à 1,5 mm. De plus, les hydrométéores avec une taille inférieure à 300µm repré-
sentent moins de 10% des CWC calculés en moyenne.  
Concernant les MCS de MT2011 (Figure V. 5j), à T = 235 K, 50% de la masse totale 
est contenue par les hydrométéores dont la taille est inférieure à ~300µm, alors qu’à T = 
270K, 50% de la masse est contenue par les hydrométéores dont la taille est inférieure à ~1 
mm. Les hydrométéores avec une taille inférieure à 200µm représentent moins de 10% des 
CWC calculés en moyenne. Et pour T <245 K, les hydrométéores de tailles inférieures à 
~800µm détiennent plus de 90% de la masse totale. 
Pour les MCS de HyMeX (Figure V. 5k), 50% de la masse totale est contenue dans les 
hydrométéores dont la taille est inférieure à ~300µm à T = 210 K. Et 50% du CWC est conte-
nu dans les hydrométéores dont la taille est inférieure à 1mm pour T ≈ 270K. Les hydromé-
téores avec une taille inférieure à 200µm à T = 235 K et inférieure à 300µm à T = 270 K, re-
présentent moins de 10% des CWC calculés en moyenne.  
En ce qui concerne les MCS de HAIC, 50% de la masse est contenu par les hydromé-
téores dont la taille est inférieure à ≈250µm et 90% pour les hydrométéores dont la taille est 
inférieure à 500 µm pour T = 220K. Et 50% de la masse totale est contenue par les hydromé-
téores dont la taille est inférieure à 2 mm à T = 270K. 
 
5.3 Paramétrisation des CWC en fonction des facteurs de réflectivité  
5.3.1 Relations Z-CWC et relations Z-CWC-T 
 
Tout d’abord on s’intéresse au CWC calculé à partir de la méthode Z-2D (CWC(ασ, βσ)). 
Des paramétrisations par des lois puissances entre facteurs de réflectivité à 94GHz et les 
CWC peuvent être calculées, pour permettre ainsi d’estimer un CWC à partir des facteurs de 
réflectivité mesurés, sans avoir recours à des méthodes de simulation tel que la T-matrice. 
Dans la littérature, plusieurs études s’intéressent à ce type de paramétrisations Z-CWC (Sas-
sen 1987 ; Matrosov 1997 ; Liu and Illingworth 2000 ; Hogan et al. 2006 ; Protat et al. 2007 ; 






Heymsfield et al. 2005). Les paramétrisations fournies dans ces études sont différentes, et 
dépendent du type de nuages observés et des méthodes utilisées pour estimer les CWC (me-
sures, paramétrisations de la relation m(D)).  
La Figure V. 6 montre les paramétrisations Z-CWC déduites pour les 4 types de MCS 
observés. Habituellement, les paramétrisations sont établies pour des CWC en g m
-3
 et des 




, cependant les graphiques affichent les facteurs de réflecti-
vité en dBZ pour plus de commodités.  
La fonction de distribution des probabilités (PDF ; Probability Distribution Function) 
montre que pour la campagne MT2010 (Figure V. 6a), les facteurs de réflectivité compris 
entre 10 dBZ et 15 dBZ ont été majoritairement mesurés et correspondent à ~1 g m
-3
 < CWC 
< ~2 g m
-3
. De plus, très peu de mesures ont été effectuées dans des zones où les facteurs de 
réflectivité sont inférieurs à 0dBZ.  
Pour la campagne MT2011 (Figure V. 6b), les mesures sont plus équitablement répar-
ties, comparées à MT2010. Le plus souvent, les zones nuageuses échantillonnées ont des fac-
teurs de réflectivité compris entre 5dBZ et 15dBZ, pour des CWC compris entre 0,1 g m
-3
 et 2 
g m
-3. Les zones inférieures à 0dBZ jusqu’à -10dBZ sont statistiquement mieux représentées 
par rapport à MT2010, même si leurs probabilités sont inférieures à celles des facteurs de ré-
flectivité supérieures à 0dBZ.  
 







Figure V. 6 : Occurrence des CWC(ασ ; βσ) sur l’axe des y en fonction du facteur de réflectivité sur l’axe des x. La 
fonction de distribution des probabilités est normalisée par rapport au nombre total de points contenus dans chaque 
base de données. La courbe noire, représente le fit par une loi puissance et les courbes grises en pointillées la déviation 
standard. a) MT2010. b) MT2011. c) HyMeX. d) HAIC. 
 
Les mesures obtenues lors de la campagne HyMeX (Figure V. 6-c) montrent principa-
lement des facteurs de réflectivité compris entre 5dBZ et 15dBZ, avec des CWC compris ente 
0,4 g m
-3
 et 2 g m 
-3
, avec une majorité des mesures autour de 10 dBZ (CWC≈1,5 g m-3). Le 
reste des mesures où les facteurs de réflectivité sont inférieurs à 5dBZ est équitablement ré-
partis avec une déviation standard plus importante que pour le reste du jeu de données et 
comparés aux autres campagnes. 
La campagne HAIC montre des données (Figure V. 6-d), où les facteurs de réflectivité 






 Les quatre relations Z-CWC montrées dans la Figure V. 6 sont comparées dans la Fi-
gure V. 7. En plus, les relations Z-CWC déterminés par Protat et al. (2007) sont ajoutées à la 






comparaison. Protat et al. (2007) utilisent 2 types de base de données, l’une où les mesures 
sont effectuées dans les systèmes nuageux de moyennes latitudes, et l’autre où les mesures 
sont effectuées dans les systèmes nuageux tropicaux. De là, 3 types de relation Z-CWC sont 
déduites, une pour chaque type de régions (« tropics » et  « mid latitude ») et une troisième 
relation qui réunit les 2 types de données récoltées (« global »). De plus dans cette étude le 
calcul des CWC s’effectue à l’aide de la paramétrisation de la relation m(D) fournie par 
Brown and Francis (1995). 
 
Figure V. 7 : Relations Z-CWC obtenues pour les jeux de données des quatre campagnes et relations Z-CWC restituée 
par Protat et al. (2007). Le CWC est sur l’axe y et le facteur de réflectivité en dBZ sur l’axe x. 
  
Les relations Z-CWC obtenues pour les quatre types de MCS et celles fournies par 
Protat et al. (2007) diffèrent les unes des autres, à l’exception de la relation obtenue pour la 
campagne HyMeX (rouge) et de celle obtenue pour une base de donnée globale (gris) qui 
montrent des CWC proches (voir quasi-identiques) pour le même facteur de réflectivité.  
Pour un facteur de réflectivité donné, les plus grands CWC sont obtenus avec la rela-
tion Z-CWC de Protat et al. (2007) pour des MCS formés dans les tropiques (côtes du Costa 
Rica et golf du Mexiques + Nord de l’Australie). Et les plus petits CWC sont obtenus avec la 






relation Z-CWC obtenue avec les MCS de MT2011. Le gradient le plus fort (ΔCWC/ΔZ) est 
obtenu pour les MCS de MT2010, et le plus faible est obtenu pour les MCS de MT2011. 
Cependant, les études qui fournissent une paramétrisation des CWC en fonction du 
facteur de réflectivité avec une loi de puissance, montrent que le pré-facteur et l’exposant dé-
pendent de la température (Hogan et al. 2006 ; Protat et al. 2007). De cette façon, les relations 
Z-CWC deviennent des relations Z-CWC-T, et améliorent les paramétrisations en diminuant 
les erreurs sur les CWC calculés depuis les facteurs de réflectivité par rapport aux CWC dé-
duits directement depuis les PSD et les relations m(D) utilisées. Pour cette étude, les relations 
Z-CWC-T sont calculées pour chaque type de MCS et sont présentées dans le Tableau V. 2. 
campagne Relation Z-CWC-T 





MT2011 CWCZ,T = 177,2575.e
(-0,02973.T)
.Z
(0,0053559.T  - 0,57194)
 





HAIC CWCZ,T = 86,9117.e
(-0,027068.T)
.Z
(0,0017T +  0,37756)
 
Tableau V. 2 : Relations Z-CWC-T calculées pour les campagnes MT2010, MT2011, HyMeX et HAIC. 
  
L’erreur absolue par rapport aux CWC calculés depuis la méthode Z-2D se nomme er-
reurZ lorsque les CWC (CWCZ) calculés proviennent de la paramétrisation de type Z-CWC et 

































                                       V. 18 
 Le Tableau V. 3 montre les coefficients de corrélations entre les CWCZ (et CWCZ,T 
respectivement) et les CWC(ασ ; βσ), ainsi que la moyenne des erreurZ (première partie du 
tableau) et  erreurZ,T (seconde partie du tableau) avec leur premier quartile, médiane, troi-
sième quartile et 90
ème
 percentile pour les quatre types de nuages observés. La troisième partie 






du Tableau V. 3 montre la différence entre l’erreur avec l’intégration de la température dans 
la paramétrisation et l’erreur sans l’intégration de la température (erreurZ,T - erreurZ).  
A l’exception des résultats obtenus pour les MCS de MT2010, les 1ers quartiles, mé-
dianes et 3
èmes
  quartile des erreurZ et erreurZ,T sont similaires pour les MCS de HyMeX, de 
MT2011 et de HAIC. Il faut noter que l’intégration de la température, dans la paramétrisation 
du CWC en fonction du facteur de réflectivité, apporte peu d’améliorations aux moyennes, 
1
ers
 quartiles, médianes et 3
èmes
  quartile des erreurs (erreurZ,T - erreurZ), avec une diminution 
maximale de l’erreur de 9% pour la moyenne et 10% pour le 3ème quartile en ce qui concerne 
les MCS de HAIC. Ceci s’explique par le fait que la température est déjà implicitement prise 
en compte dans le calcul des CWC(ασ, βσ). Cependant les relations Z-CWC-T tendent à ré-
duire les grosses erreurs avec une diminution de 16% des 90
èmes
 percentiles pour les MCS de 
HyMeX et HAIC. 
Les MCS de MT2010 se démarquent des autres campagnes, car la température a un ef-
fet négligeable sur les paramétrisations de type Z-CWC-T, où les erreurZ et les erreurZ,T sont 
similaires et sont inférieures aux autres erreurs obtenues pour les trois autres MCS, avec un 
3
èmes
 quartile de l’ordre de 28%. Cela peut se traduire par une homogénéité horizontale et ver-
ticale plus importantes des propriétés microphysiques (PSD, relation m(D) et types 
d’hydrométéores) dans les systèmes convectifs de MT2010.  
Campagne cc moyenne 1
er










erreurZ (CWCZ) en % 
MT2010 0,85 24 7 15 28 53 
MT2011 0,92 39 14 29 48 71 
HyMeX 0,87 43 13 27 50 96 
HAIC 0,83 36 13 29 49 69 
erreurZ,T (CWCZ,T) en % 
MT2010 0,90 22 7 14 25 47 
MT2011 0,93 35 11 24 43 69 
HyMeX 0,88 36 10 23 43 80 
HAIC 0,88 28 11 23 39 54 
erreurZ,T - erreurZ en % 
MT2010 +0,05 -2 0 -1 -3 -6 
MT2011 +0,01 -4 -3 -5 -4 -2 
HyMeX +0,01 -8 -3 -3 -7 -16 
HAIC +0,05 -9 -3 -6 -10 -16 
Tableau V. 3 : erreurs absolues : erreurZ et erreurZ,T. 






5.3.2 Impact de la paramétrisation des relations masse-diamètre sur les relations Z-
CWC et Z-CWC-T 
 
Hogan et al. (2006) ainsi que Protat et al. (2007) ont montré que les paramétrisations 
Z-CWC-T prédisent mieux les CWC que les relations Z-CWC. Cependant, en utilisant les 
CWC(ασ, βσ) de la méthode Z-2D, la diminution de l’erreur moyenne avec l’ajout de la tem-
pérature varie en fonction du type de MCS observé avec  -2% d’erreur moyenne pour les 
MCS de MT2010 à -9% pour les MCS de HAIC. Hogan et al. (2006) et Protat et al. (2007) 
utilisent la relation m(D) de Brown and Francis (1995) pour calculer les CWC, où α et β sont 
constants.  
Dans cette section, les 4 types de paramétrisation des relations m(D), déduites dans 
cette thèse pour les 4 catégories de systèmes observés, sont utilisés pour calculer les CWC. A 
partir des différents CWC calculés des paramétrisations Z-CWC et Z-CWC-T sont déduites, 
ainsi que les erreurZ et les erreurZ,T. Pour les erreurZ et les erreurZ,T le CWC de référence est 
toujours celui déduit depuis la paramétrisation de la relation m(D) utilisée (méthode Z-2D). 
Les 4 types de paramétrisations de la relation m(D) avec les CWC calculés sont : CWC(αβ , 
βσ), CWC(αβ,T , βσ), CWC(αT , βT),  et les CWC à partir des valeurs moyenne de ασ et βσ (voir 
Tableau V. 1).  
Le Tableau V. 4 montre les erreurZ et le Tableau V. 5 montre les erreurZ,T calculées 
pour les 4 types de MCS et les différentes paramétrisations. Le Tableau V. 6 montre la dimi-
nution des erreurs absolues quand la température est intégrée dans les paramétrisations du 
CWC en fonction du facteur de réflectivité mesuré (erreurZ,T - erreurZ).  
Comparées aux erreurZ et erreurZ,T calculées pour les CWC(ασ, βσ) de la méthode Z-
2D, les erreurZ et erreurZ,T moyennes calculées aves les paramétrisations de la relation m(D) 
ont quasiment doublées. Alors que l’augmentation des 1er percentiles, médianes et 3ème per-
centiles des erreurZ (et erreurZ,T, respectivement) est de l’ordre de la dizaine de pourcent, les 
90
ème
 percentiles des erreurZ (et erreurZ,T, respectivement) montrent une augmentation 
d’environ 50% par rapport aux 90ème percentiles des erreurZ (et erreurZ,T respectivement) cal-
culés avec les CWC(ασ, βσ) de la méthode Z-2D. En fait les moyennes des erreurs absolues 
sont toutes supérieures à leurs 3
èmes 
quartiles, ce qui montre que les plus grandes erreurs abso-
lues ont fortement augmentées, ce qui fait augmenter les erreurs absolues moyennes. De ma-
nière générale, les dispersions des points autours des valeurs moyennes se sont élargies. 






Les erreurZ moyennes et médianes calculées pour les paramétrisations de la relation 
m(D) qui intègrent une variation en fonction de la température, sont inférieures à celles calcu-
lées pour des paramétrisations indépendantes de la température, alors que les erreurZ,T 
moyennes et médianes sont similaires quelque soit le type de paramétrisation de la relation 
m(D) utilisée. Pour finir, les diminutions des erreurs absolues, en utilisant des relations de 
type Z-CWC-T par rapport à des relations Z-CWC, sont plus importantes lorsque les relations 
m(D) ne sont pas modélisées en fonction de la température. Ainsi, le type de paramétrisation 
de la relation m(D) (avec ou sans température) impacte les relations Z-CWC et les relations Z-















CWC(αβ ; βσ) 0,64 49 13 27 46 103 
CWC(αβ,T ; βσ) 0,70 42 11 22 40 88 
CWC(αT ; βT) 0,76 40 12 22 40 87 
CWC(0,0078 ; 2,23) 0,70 49 15 29 48 103 
MT2011 
CWC(αβ ; βσ) 0,78 80 20 42 64 117 
CWC(αβ,T ; βσ) 0,80 75 18 38 61 112 
CWC(αT ; βT) 0,82 72 18 37 60 110 
CWC(0,0064 ; 2,14) 0,80 75 20 41 62 110 
HyMeX 
CWC(αβ ; βσ) 0,70 86 19 39 66 178 
CWC(αβ,T ; βσ) 0,77 73 17 36 60 142 
CWC(αT ; βT) 0,79 69 16 35 58 140 
CWC(0,0049 ; 2,19) 0,72 84 19 39 66 175 
HAIC 
CWC(αβ ; βσ) 0,73 54 16 33 58 107 
CWC(αβ,T ; βσ) 0,79 42 12 27 49 78 
CWC(αT ; βT) 0,86 39 12 26 44 72 
CWC(0,0038 ; 2,08) 0,80 52 17 32 53 102 

























CWC(αβ ; βσ) 0,76 40 10 21 40 84 
CWC(αβ,T ; βσ) 0,75 40 10 21 41 84 
CWC(αT ; βT) 0,79 38 10 21 40 83 
CWC(0,0078 ; 2,23) 0,81 39 10 22 40 83 
MT2011 
CWC (αβ ; βσ) 0,82 73 16 35 62 114 
CWC(αβ,T ; βσ) 0,81 73 16 35 62 114 
CWC(αT ; βT) 0,83 72 17 35 62 122 
CWC(0,0064 ; 2,14) 0,84 69 16 35 60 113 
HyMeX 
CWC(αβ ; βσ) 0,74 69 16 34 60 133 
CWC(αβ,T ; βσ) 0,77 69 16 34 60 133 
CWC(αT ; βT) 0,79 65 15 33 58 130 
CWC(0,0049 ; 2,19) 0,77 64 15 32 56 130 
HAIC 
CWC(αβ ; βσ) 0,84 34 10 23 42 65 
CWC(αβ,T ; βσ) 0,83 34 11 23 42 65 
CWC(αT ; βT) 0,89 31 10 21 37 60 
CWC(0,0038 ; 2,08) 0,89 31 10 21 37 58 




paramétrisations  moyenne 1
er






CWC(αβ ; βσ)  -9 -3 -5 -6 -18 
CWC(αβ,T ; βσ)  -2 -1 -1 1 -5 
CWC(αT ; βT)  -2 -2 -1 0 -3 
CWC(0,0078 ; 2,23)  -11 -5 -7 -8 -20 
MT2011 
CWC(αβ ; βσ)  -7 -3 -7 -2 -3 
CWC(αβ,T ; βσ)  -2 -2 -2 1 3 
CWC(αT ; βT)  0 -1 -1 2 12 
CWC(0,0064 ; 2,14)  -6 -4 -6 -1 3 
HyMeX 
CWC(αβ ; βσ)  -18 -3 -5 -7 -45 
CWC(αβ,T ; βσ)  -4 -1 -2 0 -8 
CWC(αT ; βT)  -4 -1 -2 0 -10 
CWC(0,0049 ; 2,19)  -20 -4 -6 -10 -46 
HAIC 
CWC(αβ ; βσ)  -20 -6 -10 -16 -42 
CWC(αβ,T ; βσ)  -8 -1 -4 -7 -13 
CWC(αT ; βT)  -8 -2 -5 -7 -13 
CWC(0,0038 ; 2,08)  -21 -7 -12 -16 -44 
Tableau V. 6 : différences entre erreurZ,T et erreurZ en fonction des paramétrisation des relations m(D). 
 
 






5.3.3 Impact de l’aspect ratio moyen sur les relations Z-CWC et Z-CWC-T 
 
Les résultats du Tableau V. 3 montrent que la prise en compte de la température dans 
des paramétrisations Z-CWC-T par rapport à Z-CWC génère des erreurZ,T - erreurZ différentes 
pour les 4 différentes systèmes convectifs. La température diminue de 2% les erreurs sur les 
CWC(ασ, βσ) pour les MCS de MT2010, de 4% pour les MCS de MT2011, de 8% pour les 
MCS de HyMeX et de 9% pour les MCS de HAIC.  
Pour les MCS de MT2010 la tendance moyenne montre que pour un facteur de réflec-
tivité mesuré, le CWC calculé varie peu ; ce qui se traduit par des erreurZ et des erreurZ,T 
moyennes similaires. Pour les MCS de MT2011 l’impact de la température est plus prononcé, 
mais reste faible. La température a plus d’effet sur les MCS de HyMeX et les MCS de HAIC.  
Le chapitre 4.1.1 stipule que l’aspect ratio moyen As  des hydrométéores est utilisé 
pour contraindre la simulation des facteurs de réflectivité. La Figure V. 8a montre une statis-
tique de l’aspect ratio moyen As , qui a été utilisé pour calculer les CWC contenus dans les 




 percentile décrivent les intervalles 
de variabilité de As  : 
- Pour les MCS de MT2010 la moyenne de As  est constante en fonction de T ( As ≈ 
0,55), pour un intervalle de variabilité [0,5 ; 0,65].  
- Pour les MT2011 la moyenne de As  augmente avec l’altitude : As  ≈ 0,55 avec As  ϵ 
[0,5 ; 0,75] à T = 270 K, et As  ≈ 0,6 avec As  ϵ [0,5 ; 0,65] à T = 235 K.  
- Pour les MCS de HyMeX la moyenne de As  ainsi que son intervalle de variabilité (1er 
et 99
ème
 percentiles) diminuent avec la température : As  ≈ 0,6 et As  ϵ [0,5 ; 0,8] à T = 
270 K, As  ≈ 0,5 et As  ϵ [0,45 ; 0,6] à T = 215 K.  
- Enfin pour les MCS de HAIC As  diminue avec l’altitude : As  ≈ 0,6 avec As  ϵ [0,45 ; 
0,73] à T = 265 K, et As  ≈ 0,55 avec As  ϵ [0,55 ; 0,62] à T = 220 K 
 De plus, les fonctions de distribution de probabilité (PDF) de As  montrent des com-
portements différents selon les systèmes convectifs étudiés (Figure V. 8b). Pour les MCS de 
MT2010 la PDF de As  est resserrée sur sa probabilité maximum autour de As  ≈ 0,55, un 
second mode plus négligeable est visible pour As  = 0,8. Pour les MCS de MT2011, les pro-






babilités de As  sont équivalentes entre As  ≈ 0,54 et As  ≈ 0,63. La PDF obtenue pour les 
MCS de HyMeX montre 2 modes, le premier pour As  =0,5 et le second pour As  ≈ 0,58. La 
PDF de As pour les MCS de HAIC est similaire à celle des MCS de MT2010, avec un mode 
moins resserré sur le maximum de la PDF pour As  ≈ 0,54. 
 L’amélioration de l’erreur sur CWC(ασ, βσ) avec un CWC modélisé par une paramétri-
sation Z-CWC-T (comparée a une paramétrisation Z-CWC) semble liée aux variation de As  
avec la température. 
 
Figure V. 8: a) Aspect ratio moyen sur l’axe des x, en fonction de la température sur l’axe des y. b) PDF de l’aspect 
ratio moyen. 
 
5.4 Synthèse des résultats 
 
Cette section présente une synthèse des résultats obtenus à partir des données microphy-
siques calculées pour les systèmes convectifs observés, avec notamment l’observation d’une 
variabilité verticale prononcée et quantifiable, ainsi qu’une variabilité horizontale également 
importante mais moins clairement quantifiable concernant ses tendances des paramètres mi-






crophysiques dans les MCS étudiés dans le cadre de cette thèse. Pour les 4 catégories de MCS 
observés, la concentration totale du nombre d’hydrométéores NT et l’exposant β de la relation 
m(D) varient peu en moyenne verticalement par rapport à leurs variations horizontales. Ce-
pendant, il est observé une décroissance du pré-facteur α de la relation m(D) en fonction de la 
température. En général, la variabilité verticale des coefficients de la relation m(D) peut être 
reproduite en fonction de la température. Cependant la variabilité horizontale ne semble pas 
pouvoir être seulement modélisée par une fonction qui lie les deux coefficients α et β de la 
relation m(D). Pour finir, il est observé une décroissance du diamètre médian massique avec 
la température pour les 4 catégories de MCS observés dans cette thèse. 
Toutefois des différences ont été observées entre les différents profils des 4 types de 
système convectifs étudiés dans ce chapitre.  
Pour le système convectif de la mousson Africaine (MT2010) : 
 Sa fonction qui modélise α en fonction de β permet de calculer de plus grand α pour β 
< 2,2 et l’accroissement Δα/Δβ est plus petit comparé à ceux des autres types de MCS. 
 Ses concentrations moyennes du nombre d’hydrométéores entre T = 240 K et T = 255 
K sont supérieures à celles des autres types de MCS. 
 Son 1er percentile de NT  est plus grand que pour les autres systèmes convectifs. 
 Ses α et ses β moyens sont supérieurs à ceux des autre types de MCS entre T ϵ [270 ; 
240] K. 
 Ses CWC sont supérieurs à ceux des autre types de MCS et varient peu entre T ϵ [270 ; 
240] K. 
 Ses paramétrisation Z-CWC et Z-CWC-T sont similaires en terme d’erreur moyenne, 
avec une erreur moyenne par rapport aux CWC(ασ, βσ) inférieur à 25%. 
 Ses paramétrisations Z-CWC et Z-CWC-T calculées à partir des paramétrisations de la 
relation m(D) sont similaires en termes d’erreur moyenne, avec une erreur moyenne 
inférieure à 40%.  
 Son diamètre massique médian Dmed  ≈ 500µm à T = 240 K et Dm ≈ 1,5 mm à T = 270 
K. 
 Sa moyenne de As est constante en fonction de la température. 
Pour le Système Convectif de l’Océan Indien (MT2011): 






 Sa fonction qui modélise α en fonction de β permet de calculer de plus grand α pour β 
> 2,2. 
 Sa moyenne de β décroit avec la température à partir de T = 260K. 
 Ses CWC moyens diminuent avec la température avec une pente plus importante 
comparée aux MCS de HyMeX. 
 Ses paramétrisations Z-CWC et Z-CWC-T sont proche en terme d’erreur moyenne, 
avec des erreurs moyennes de 39% et 35% par rapport aux CWC(ασ, βσ). 
 Ses paramétrisations Z-CWC et Z-CWC-T calculées à partir des paramétrisations de la 
relation m(D) sont similaires en termes d’erreur moyenne, avec une erreur moyenne 
qui atteint 70%, mais avec une erreur médiane de 37%. 
 Son diamètre massique médian Dmed ≈ 300µm à T = 235 K et Dm ≈ 1 mm à T= 270 K. 
 Sa moyenne de As  diminue en fonction de la température. 
Pour le système convectif des côtes de la mer Méditerranée (HyMeX): 
 Sa fonction qui modélise α en fonction de β fournit des α inférieurs à ceux obser-
vés pour les mêmes valeurs dans les MCS de MT2010 et MT2011. 
 Ses moyennes NT sont supérieurs à celles calculées pour les autres types de sys-
tèmes convectifs entre T = 270 K et T = 255 K.  
 Ses CWC moyens diminuent avec la température 
 Ses paramétrisations Z-CWC et Z-CWC-T sont différentes en termes d’erreur 
moyenne, avec des erreurs moyennes de 43% et 36% par rapport aux CWC(ασ, βσ). 
 Ses paramétrisations Z-CWC et Z-CWC-T calculées à partir des paramétrisations 
de la relation m(D) sont différentes en termes d’erreur moyenne, avec une erreur 
moyenne qui atteint 65%, mais avec une erreur médiane de 35%. 
 Son diamètre massique médian Dmed ≈ 300 µm à T = 210 K et Dm ≈ 1 mm à T = 
270 K. 
 Sa moyenne de As  augmente en fonction de la température. 
Pour le système convectif de la mousson Nord-Australienne (HAIC-HIWC): 
 Sa fonction qui modélise α en fonction de β fournit des α inférieurs à ceux observés 
pour les mêmes valeurs dans les MCS de MT2010 et MT2011 (comme pour les MCS 
de HyMeX). 










 Ses paramétrisations Z-CWC et Z-CWC-T sont différentes en termes d’erreur 
moyenne, avec des erreurs moyennes de 36% et 28% par rapport aux CWC(ασ, βσ). 
 Ses paramétrisations Z-CWC et Z-CWC-T calculées à partir des paramétrisations de la 
relation m(D) sont différentes en termes d’erreur moyenne, avec une erreur moyenne 
qui est ≈ 31%. 
 Son diamètre massique médian Dmed ≈ 250µm à T = 220 K et Dm ≈ 2 mm à T = 270 K. 







Chapitre 6 : Conclusions et Prospectives 








La masse des hydrométéores est un sujet d’étude récurrent dans la physique du nuage 
(Locatelli et Hobbs 1974 ; Mitchell 1996 ; Brown and Francis 1995 ; Heymsfield et al. 2002 ; 
Lawson and Baker 2006 ; McFarquhar et al. 2007 ; Heymsfield et al. 2010a ; Bouniol et al. 
2010 ; Heymsfield et Westbrook 2010 ; pour n’en citer que quelques unes). Elle y est en géné-
rale décrite en fonction de la taille des hydrométéores glacés, et modélisée par une loi puis-
sance : m(Dmax) = α Dmax
β
 (relation m(D)). 
L’objectif de cette étude est aussi la modélisation de la masse des hydrométéores en 
fonction de leur taille, et plus spécifiquement dans les MCS à partir des données récoltées lors 
des campagnes MT2010, MT2011, HyMeX et HAIC-HIWC. Ces 4 campagnes concernent 4 
catégories de système convectif, pour différentes locations sur le globe terrestre. La campagne 
MT2010 s’intéresse au MCS de la mousson Africaine durant les mois de juillet et aout 2010 
(Système Convectifs Tropical Continental), tandis que la campagne MT2011 examine les 
systèmes convectifs de l’océan indien durant les mois de novembre et décembre 2011 (Sys-
tème Convectifs Tropical Océanique). La campagne HyMeX est analyse les systèmes convec-
tifs qui se développent au nord ouest de la mer Méditerranée en début de l’automne 2012 
(Système Convectifs Côtier de moyenne Latitude). Pour finir, la campagne HAIC-HIWC a 
exploré les systèmes convectifs qui se sont développés durant la mousson Nord-Australienne 
de janvier à mars 2014 (Système Convectifs Côtier Tropical). 
 Durant les 4 campagnes de mesures, des données microphysiques ont été mesurées à 
partir d’instruments embarquées sur le Falcon 20 de SAFIRE, tels que des instruments op-
tiques pour enregistrer les images des hydrométéores et un radar nuage pour mesurer les fac-
teurs de réflectivité au-dessus et en-dessous de l’avion. Après analyse, ces instruments ont 
permis de restituer les PSD et des paramètres statistique sur la forme des hydrométéores (rela-
tion surface-diamètre S(D) et aspect-ratio moyen As ), ainsi que les facteurs de réflectivité à 
94GHz à l’altitude de vol de l’avion.  
 Dans un premier temps, des simulations de facteur de réflectivité sont effectuées pour 
calculer un CWC moyen ( CWC ) à partir des PSD, de As  et des facteurs de réflectivité mesu-
rés. La méthode de la T-matrice est utilisée pour simuler les facteurs de réflectivité des hy-
drométéores, où les hydrométéores sont considérés comme des sphéroïdes oblates de même 






aplatissement (égale à As ) mais de taille et de masse variable. La masse des hydrométéores 
est décrite par la relation m(D) et leurs propriétés électromagnétiques découlent de cette rela-
tion. Les coefficients de la relation m(D) étant inconnus, dans un premier temps, toutes les 
solutions possibles sont explorées. Pour de multiples couples de solution (αi et βi), permettant 
de simuler le facteur de réflectivité observé à un instant donné, les CWC(αi , βi) sont calculés. 
Ainsi, pour un même facteur de réflectivité plusieurs CWC(αi , βi) sont déduis, avec leur 
moyenne CWC par pas de temps. Sur l’ensemble des campagnes, la déviation maximum par 
rapport au CWC , est en moyenne de 27% (médiane de 28% et 90ème percentile de 43%).  
Durant la campagne HAIC-HIWC, les CWC ont pu être mesurés directement avec une 
veine de prélèvement iso-cinétique (IKP) liée à un hygromètre, ce qui a permis de comparer 
les résultats depuis les simulations avec une mesure directe. Environs 80% des différences 
entre les CWC mesurés par la IKP et les CWC  calculés à partir des simulations des facteurs 
de réflectivité sont inférieures ou égales à 50%, avec un rapport moyen entre les 2 CWC qui 
est proche de 1 (0,98). Une autre méthode de calcul des CWC est utilisée pour calculer les 
CWC des MCS à partir des données géométriques des images seulement (Lawson and Baker 
2006). Pour cette méthode le rapport moyen entre les CWC mesurés et les CWC calculés est 
de 1,44 avec un biais important qui évolue en fonction des CWC.   
Pour les autres campagnes, le rapport entre les CWC calculés à partir des 2 méthodes 
(T-matrice et Baker and Lawson 2006) varie d’une campagne à l’autre. Pour HyMeX la 
moyenne se situe autour de 1,54. Pour la campagne MT2011, la moyenne de ce rapport est de 
1,13. Pour finir, le rapport moyen pour la campagne MT2010 est de 0,96.  
A l’exception de la campagne MT2010, la méthode de Baker and Lawson (2006) four-
nit des CWC plus grands que les CWC obtenus avec les simulations des facteurs de réflectivi-
té (méthode Z-2D). De  plus, la méthode de Baker and Lawson (2006) surestime les CWC 
mesurés, donc ne semble pas adaptée pour calculer les CWC dans les systèmes convectifs des 
campagnes MT2011, HyMeX et HAIC. En effet cette méthode est une relation empirique 
déterminée à partir de cristaux de glace précipités au sol, qui se sont formés dans une tempête 
hivernale en Californie, Etats Unis. Il est donc possible, malgré la volonté des auteurs de 
prendre en compte un maximum de variétés d’hydrométéores différents, que cette méthode ne 
soit pas appropriée pour tous les types de cristaux de glace dans d’autres systèmes nuageux. 






Cette étude a choisi d’abord de modéliser la surface projetée des hydrométéores en 
fonction de leurs tailles avec une loi puissance de S(Dmax) = γ Dmax
σ
, à partir des images des 
hydrométéores enregistrées par les sondes optiques 2D-S et PIP. Les coefficients de la rela-
tion S(D) varient au cours du déplacement de l’avion dans les MCS. Une étude théorique, 
dédiée aux relations m(D) et S(D) de cristaux obtenues avec des modélisation numériques en 
3D, a ensuite permis d’établir une relation entre l’exposant σ  et l’exposant β : relation β-σ. 
Cependant il existe une incertitude sur les valeurs des exposants σ (±0.1) et β (±0,21), liée à 
l’orientation naturelle des cristaux dans les nuages. 
Schmitt and Heymsfield (2010) ont mené une étude similaire sur les agrégats de 
plaques, de colonnes et les rosettes. Leur étude est portée sur l’exposant fractal en 2 dimen-
sions et en 3 dimensions (Tang and Marangoni 2006) des cristaux de glace de types agrégats. 
Contrairement aux relations S(D) ou m(D) qui sont calculées pour une population d’images 
ou de cristaux, un exposant fractal est calculé image par image et il peut varier selon le types 
de cristal et sa taille. Malheureusement, cette étude manque de précision sur la manière de 
moyenner les exposants fractals pour une population d’image d’hydrométéores différents. 
Pour autant, une relation linéaire entre l’exposant fractal 2D et l’exposant fractal 3D des hy-
drométéores est établie par Schmitt and Heymsfield (2010) pour des cristaux de types agré-
gats. 
Pour les 4 campagnes de cette étude, les relations S(D) sont calculées à partir des 
images enregistrées des hydrométéores. Ceci permet d’appliquer la relation β-σ déduite des 
simulations 3D de cristaux (et leurs projections 2D), donc de calculer l’exposant β de la rela-
tion m(D). De là, le coefficient α est déduit des simulations des facteurs de réflectivités me-
nées précédemment (méthode Z-2D). Ainsi la variabilité de la relation m(D), dans les sys-
tèmes convectifs observés, est associée à la variabilité de la relation S(D) des hydrométéores 
enregistrés. Les relations m(D) calculées traduisent la variabilité des formes de cristaux de 
glace.  
Uniquement pour la campagne HAIC-HIWC, les CWC déduits depuis les PSD et les re-
lations m(D) calculées à partir de la méthode Z-2D, sont comparés aux mesures directes des 
CWC. Les variations des CWC dans les MCS sont mieux représentées lorsque la variation des 
PSD est associée avec une relation m(D) où les coefficients α et β varient, comparé à une rela-
tion m(D) où les coefficients sont constant. Ce qui montre que la variation du contenu en 
glace dans les systèmes convectifs n’est pas seulement impactée par la variabilité des PSD, 






mais aussi par la variabilité des formes des hydrométéores et de leurs masses en fonction de 
leurs tailles. 
Une comparaison entre les coefficients α et β pour les 4 types de systèmes convectifs a 
montré que le coefficient α peut être modélisé en fonction de β. Ce résultat rejoint les résultats 
présentés par Heymsfield et al. (2010a) où α et β ont été calculés selon une autre méthode 
pour des cirrus de systèmes convectifs et des cirrus de type stratiforme. Les 6 relations entre 
pré-facteur α et β montrent toutes des tendances différentes, où pour un même β les α sont 
différents selon le type de MCS pour lesquels les coefficients α et β ont été calculés. Cepen-
dant pour les systèmes convectifs étudiés dans cette thèse, les coefficients de la relation m (D) 
montrent que la température impacte la relation entre α et β. Notamment à β constant, α aug-
mente avec la température. 
A partir de leur étude sur les exposants fractals des hydrométéores, Schmitt and Heyms-
field (2010) montrent une décroissance des paramètres α et β pour des systèmes convectifs 
observés au dessus de la Floride (sud des Etats-Unis) et au dessus du continent Nord Améri-
cain. Pour nos 4 catégories de systèmes convectifs, il est observé une décroissance de la 
moyenne avec l’altitude du coefficient α. Pourtant les variations de la moyenne de β sont peu 
prononcées en fonction de l’altitude et dépendent des types de MCS observés.  
4 types de paramétrisation de la relation masse-diamètre ont été calculés pour chaque 
système convectif. Pour chacune des 4 paramétrisations développées, un CWC est calculé en 
utilisant en plus les PSD mesurés, pour garder notamment la variabilité des PSD.. La première 
paramétrisation (P1) de la relation m(D) est une moyenne des coefficients α et β pour chaque 
campagne : relation m(D) constante. Pour la deuxième paramétrisation (P2), α est calculé en 
fonction de β. Pour la troisième paramétrisation (P3) α est calculé en fonction de β et de la 
température. Enfin dans la quatrième paramétrisation (P4) α et β sont calculés en fonction de 
la température.  
Les résultats fournis par les paramétrisations P1 et P2 sont équivalents, ils surestiment 
les CWC calculés depuis la méthode Z-2D pour les plus froides températures, et sous-
estiment les CWC pour les plus chaudes températures. Les paramétrisations P3 et P4 sont 
aussi équivalentes et ne montrent pas de biais en fonction de la température par rapport aux 
CWC calculés depuis la méthode Z-2D, avec une erreur relative moyenne proche de 0% (1
er
 
quartile  ≥ -30% et 3ème quartile  ≤ +30%). Cependant la surface entre les médianes de l’erreur 
relative et le 1
er
 quartile (et le 3
ème
 quartile respectivement) est plus grand pour les MCS de 






MT2011 et les MCS de HyMeX, comparés à ceux observé pour les MCS de MT2010 et 
HAIC-HIWC. Le manque d’informations sur la variabilité horizontale de la relation m(D) 
dans les MCS de MT2011 et HyMeX est responsable de l’augmentation des 1er et 3ème quar-
tiles des erreurs relatives par rapport aux CWC calculés directement à partir de la méthode Z-
2D. 
P1 et P2 sont équivalentes alors que P1 est constante pour chaque type de MCS et que 
P2 varie en fonction des β qui sont calculés à partir des images des hydrométéores enregis-
trées. Bien que la P2 varie en fonction des images des hydrométéores, P2 n’améliore pas les 
résultats par rapport à P1, l’information de la relation entre α et β est inutile d’un point de vue 
statistique. 
De même, les paramétrisations P3 (P2 améliorée avec la température) et P4 (P1 amélio-
rée avec la température) sont équivalentes. A altitude constante P3 et P4 se différencient par 
le fait que P3 peut varier en fonction des images enregistrées des hydrométéores, alors que P4 
reste constant. Les variations des coefficients en fonction de la température sont bien repré-
sentées, cependant à altitude constante les variations entre β et α sont encore mal définies. La 
contrainte entre α et β n’apporte pas plus de précisions sur les variations de α et β horizonta-
lement, même lorsque β est connue. La relation entre α et β fait intervenir encore d’autres 
paramètres que la température (saturation par rapport à la glace, concentration des hydromé-
téores, noyaux glaçogènes, présence d’eau surfondue, présence d’un champ électrique, vitesse 
de chute…). 
Ensuite ces paramétrisations P1, P2, P3 et P4 sont utilisées pour le calcul des relations 
Z-CWC. Dans la littérature ces relations sont souvent établies à partir de relations m(D) pa-
ramétrées du même type que P1 (α et β constant). Pourtant, la variabilité spatio-temporelle des 
coefficients de la relation m(D) doit être associée à la variabilité des hydrométéores (PSD, 
m(D), forme en 3D/2D) pour décrire convenablement les CWC des MCS. Par conséquent, 
l’utilisation de paramétrisations différentes (plus ou moins adaptées pour différents systèmes 
nuageux) de la relation m(D) pour établir des relations de types Z-CWC et Z-CWC-T peut 
donner des erreurs importantes d’interprétation. Les paramétrisations (de α et β) indépen-
dantes de la température (P1 et P2)  amènent à des erreurs importantes dans les paramétrisa-
tions Z-CWC. Pour P1 et P2  les relations Z-CWC-T réduisent les erreurs des relations Z-
CWC de 10% à 20% sur les CWC déduit. Les paramétrisations (de α et β) qui sont fonction 
de la température (P3 et P4), ont des erreurs sur les CWC moins importantes comparées à 






celles des relations Z-CWC pour les paramétrisations P1 et P2. Au-delà, pour P3 et P4 les 
paramétrisations Z-CWC-T réduisent les erreurs des relations Z-CWC de quelques pourcents 
à une dizaine de pourcents sur les CWC. L’usage des paramétrisations (de α et β) pour ensuite 
paramétrer Z-CWC-T (ou Z-CWC) génère des erreurs erreurZ,T (ou erreurZ) considérables. En 
terme d’erreur erreurZ,T, l’impact des paramétrisations m(D) sur les calculs de CWC depuis 
les paramétrisations Z-CWC-T est plus importantes pour les MCS de MT2011 et de HyMeX, 
avec des erreurZ,T de 70% et 65%, respectivement. Pour les MCS de MT2010 et de HAIC cet 
erreur s’élève à 40% et 31%, respectivement. Dans tout les cas, les paramétrisations ont l’air 
de décrire insuffisamment les variations horizontales de la relation m(D), alors que la variabi-
lité verticale est mieux décrite soit par la paramétrisation de la relation m(D), soit par la rela-
tion Z-CWC-T, ou les deux. Il semble que les MCS de HyMeX et de MT2011 ont des pro-
priétés macro physiques et microphysiques différentes comparées à celles des MCS de 
MT2010 et HAIC. Surtout en ce qui concerne la variation horizontale (plus d’hétérogénéité 
liée à une plus petite échelle spatiale) des paramètres PSD et relation m(D). La rupture du lien 
entre les coefficients α et β (même paramétré en fonction de la température) avec la tempéra-
ture elle-même, due à une hétérogénéité horizontale trop importante désavantage plus les rela-
tions Z-CWC-T (et plus Z-CWC) des systèmes convectifs de MT2011 et HyMeX que les sys-
tèmes convectifs de MT2010 et HAIC. 
Des relations Z-CWC et Z-CWC-T sont aussi calculées à partir des CWC calculés à 
partir de la méthode Z-2D (donc calcul direct en fonction du temps et non pas paramétrisa-
tion). Dans ce cas les erreurs des Z-CWC et Z-CWC-T sont largement inférieures aux erreurs 
des relations Z-CWC et Z-CWC-T calculées avec les paramétrisations des relations m(D) (P1, 
P2, P3 et P4). Les CWC sont calculés à partir des facteurs de réflectivité mesurés ce qui aug-
mente la corrélation entre les CWC et Z. Cependant, la réduction des erreurs avec les relations 
Z-CWC-T par rapport aux relations Z-CWC dépend des variations de As des hydrométéores (
As ) avec T. Les profils de As  en fonction de la température sont différents pour les 4 types 
de MCS, ce qui souligne que les hydrométéores ont des aspects ratios différents et sont distri-
bués différemment selon les MCS. En moyennes les MCS de MT2010 ont des As  qui varient 
peu horizontalement et verticalement ( As ≈ 0,55). Pour les MCS de MT2011 les As  moyens 
décroisent en fonction de la température, avec une gamme de valeurs possibles plus large que 
les autres systèmes (0,54< As  <0,63). Les MCS de HyMeX voient leurs As augmenter en 
moyenne en fonction de la température, avec deux As  équiprobables :  As ≈ 0,5 et As ≈ 0,58. 






Pour les MCS de HAIC l’ As moyen augmente en fonction la température, avec une valeur 
moyenne observée de As ≈ 0,54. 
Les profils moyens des concentrations totales du nombre d’hydrométéores (NT), des 
coefficients α et β, ainsi que des CWC en fonction de la température ne sont pas identiques 
pour tout les MCS. Pour les MCS de MT2010 on observe des 1
er
 quartiles des CWC, α et NT 
plus élevés que pour les autres types de MCS. Et les CWC moyens sont en moyenne proches 
de 1 g m
-3
 sur tout le profil vertical entre 272,5 K et 237,5 K. Pour les MCS de MT2011 et de 
HyMeX on observe une décroissance moyenne des CWC avec l’altitude, pour les MCS de 
MT2011 cette décroissance est encore plus prononcée. Pour HAIC la moyenne des CWC est 
approximativement constante en fonction de la température avec une valeur moyenne de ~0,5 
g m-3. Les profils moyens de β varient peu en fonction de la température, cependant on ob-
serve une variation plus importante de β pour les MCS de MT2010 et de HyMeX entre 
272,5K et 260K (~10K au dessus de la couche de fonte).  
Les petits hydrométéores de tailles inférieures à ~400 µm ont des concentrations (par 
µm et par litre) de 2 ordres de grandeurs supérieures aux hydrométéores de 1 mm. Les obser-
vations montrent une augmentation de la concentration des hydrométéores dont la taille est 
inférieure à ~1 mm avec l’altitude, alors que la concentration des hydrométéores dont la taille 
est supérieure à ~1 mm diminue avec l’altitude. Ceci rejoint les résultats de Heymsfield et al. 
(2002a) présentés pour d’autres systèmes convectifs tropicaux observés au-dessus du Brésil, 
de la Floride (Etats-Unis) et des Îles Marshall (Océan Pacifique).  
Pour des intervalles de température comparables à tous les types de MCS les hydromé-
téores des MCS continentaux de MT2010 ont une masse supérieure à celle des hydrométéores 
de même taille par rapport aux autres MCS (en grande partie océaniques). De manière géné-
rale, la masse des hydrométéores de taille supérieurs à ~1 mm augmente avec la température. 
Pour les MCS de HyMeX et les MCS de HAIC-HIWC la gamme de température explorée est 
plus importante et la croissance de la masse des hydrométéores de taille inférieure à 1 mm est 
aussi remarquable. Les diamètres massique médian
12
 diminuent avec l’altitude, de quelques 
centaines de micromètres à 240 K (et 220 K) à quelques millimètres à 270 K. Les gros hy-
drométéores sont plus lourds et tombent plus vite, ainsi les probabilités de les observer en plus 
grand nombre augmentent avec l’altitude qui diminue.  
                                                 
12
 Taille des hydrométéores pour laquelle 50% du CWC se situe en-dessous et au dessus. 






 Finalement, les parties stratiformes des MCS de la mousson Africaine ont des hydro-
météores plus massiques comparés aux hydrométéores présents dans les autres MCS de cette 
étude. Comme pour les MCS de la mousson Africaine, les MCS de la mousson Nord-
Australienne ont des propriétés microphysiques plus homogènes, comparés aux deux derniers 
systèmes convectifs qui sont les MCS de la mer Méditerranée et les MCS de l’océan Indien. 
Une paramétrisation des coefficients de la relation masse diamètre en fonction de la tempéra-
ture semble suffisante pour représenter les MCS de la mousson Africaine et Nord-
Australienne.  
 Dans les MCS de l’océan Indien, les gros cristaux de glace sont moins fréquents et il 
n’y a pas d’observation d’hydrométéores de tailles supérieures à 4 mm au dessus du niveau 
245 K. Aussi, au dessus de 245 K, la diminution de la concentration des cristaux de glace de 
tailles supérieures à 700 µm est plus importante que dans les autres MCS. Pour ces systèmes 
convectifs de l’océan indien, le processus de croissance par agrégation semble moins efficace, 




La méthode de restitution Z-2D et les données microphysiques récoltées au cours des 4 
campagnes ont permis d’établir des profils moyens des propriétés microphysique des nuages 
convectifs dans différentes régions où peuvent se former des MCS. Cependant, les profils 
verticaux calculés dépendent des plans de vol du Falcon 20 dans les MCS, et des objectifs des 
missions scientifiques. Pour les missions scientifiques Megha-Tropiques et HyMeX les objec-
tifs sont l’amélioration des connaissances des processus microphysiques dans les MCS qui 
sont liés aux rayonnements des hydrométéores dans les micro-ondes et les précipitations. 
Tandis que la mission HAIC-HIWC s’est concentrée sur les forts contenus en glace (en 
nombre et en masse), ce qui a dirigé les observations sur les zones les plus favorables à ce 
genre de phénomène.  
Le radar nuage RASTA, est un atout pour l’extrapolation des résultats in-situ sur le pro-
fil vertical du nuage à chaque instant (Delanoë et al. 2014, 2005 ; Delanoë et Hogan 2008). 
Les paramètres tels que la concentration du nombre d’hydrométéores, la concentration mas-
sique de glace et les coefficients de la relation m(D) calculés à l’altitude de vol du Falcon 20, 






peuvent être mis en relation avec les facteurs de réflectivités et les vitesses de chutes des hy-
drométéores mesurés par RASTA. Ainsi les mesures des facteurs de réflectivité et des vitesses 
de chute des hydrométéores de la base du nuage jusqu’à son sommet permettent 
l’extrapolation des résultats microphysiques sur l’ensemble des MCS observés durant les 4 
campagnes. Cela permettrait de confirmer ou d’infirmer les profils moyens (NT, CWC, α, β et 
PSD) présentés dans cette études, afin d’apporter des conclusions plus générales sur les pro-
priétés et les différences qui existent entre les 4 types de MCS étudiés.  
La campagne HAIC-HIWC offre l’opportunité d’améliorer la méthode Z-2D. Les com-
paraisons entre les CWC mesurés par l’IKP et les CWC restitués par la méthode Z-2D doivent 
être poursuivies avec plus de précision. En effet, il est important d’évaluer l’efficacité de la 
méthode Z-2D pour les forts et les faibles contenus. Les faibles CWC (<0,01 g m
-3
) mesurés 
et restitués montrent un désaccord important, et les différences pour les hauts CWC (>3 g m
-3
) 
varient selon la concentration des plus petits hydrométéores présents. 
L’étude présentée sur les propriétés microphysique de la glace dans les MCS, doit être 
prolongée par des études complémentaires sur la variabilité des différents paramètres observés 
et calculés (NT, α, β, CWC, Dm, Z, T, P et les PSD). Il faut aussi explorer la paramétrisation de 
la relation m(D) en séparant les zones convectives des zones stratiformes des MCS échantil-
lonnés, ceci dans le but d’améliorer la compréhension des processus microphysique au sein 
des MCS. Les modèles de microphysique détaillés DESCAM 3D, et les modèles méso-échelle 
tels que WRF et Méso NH peuvent être des outils d’investigation afin de déterminer 
l’importance de certains paramètres pouvant décrire la variabilité des formes et de la masse 
des cristaux de glace dans les MCS. L’amélioration des modèles de transfert radiatifs tel que 
RTTOV et SHDOM 3D est aussi un axe d’investigation qui pourrait utiliser les résultats 
d’une étude plus aboutie sur les propriétés électromagnétiques des hydrométéores. 
D’un point de vue plus technique, la modélisation 3D des cristaux de glace peut être uti-
lisée pour approfondir les relations entre taille, surface et masse des hydrométéores à partir de 
leurs images et réduire les incertitudes sur les coefficients qui en sont déduis. L’ajout de prin-
cipe physique tel que la chute des hydrométéores est à étudier. De plus la modélisation 3D 
peut aussi servir à évaluer et à améliorer les algorithmes de reconnaissance des formes des 











6.3 A.1. L’approximation de Rayleigh (diffusion élastique) 
 
Tout d’abord on se place dans le cas le plus simple ; c'est-à-dire l’observation d’un 
spectre de gouttelettes d’eau liquide d’un diamètre médian de 1mm, observées par un Radar 
sol (5.5GHz). Les hypothèses se résument à observer des particules sphériques homogènes 
avec un paramètre de taille avoisinant 5,8.10
-2
 (X << 1). Dans ces conditions, les gouttelettes 
sont approximées par un dipôle oscillant soumis à une OEM. Les sections de rétrodiffusion 









                                                       A.  1 
Finalement, d’après l’équation III. 16, le facteur de réflectivité Radar d’une parcelle de nuage 
composée de gouttelettes de pluies peut-être simulé à partir de l’équation suivante connaissant 
la distribution des gouttelettes N(D): 
Annexe A : Autres solutions pour le 
calcul des facteurs de réflectivité des 
hydrométéores 
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6.4  
6.5 A.2 Solution de Mie : diffusion d’OEM par des sphères 
 
Dans le cas où les gouttelettes sont observées avec un radar nuage de type RASTA à 
(ν=94GHz), les gouttelettes ont un paramètre de taille proche de 1 (0.98) ; ici l’approximation 
de Rayleigh n’est pas valable. 
En 1908 Gustave Mie propose une solution aux équations de Maxwell pour décrire la 
variation des couleurs dues à la diffusion de la lumière par de petites particules d’or en sus-
pension dans de l’eau. Cette solution permet de décrire la diffusion d’une onde plane électro-
magnétique par une sphère isotrope et homogène non  magnétique. La démonstration de cette 
solution n’est pas faite ici, cependant il existe une démonstration rigoureuse dans Bohren and 
Huffman (1983, p. 13-123).  
Soit S

 le vecteur d’amplitude de diffusion, qui est une fonction de la taille, de la 
forme et de l’indice complexe de réfraction de la cible de manière générale. L’énergie ren-
voyée par cet objet est fonction de l’énergie qu’il reçoit I modulée par la valeur de S

 à 180° 
(sens inverse de l’émission de l’OEM). Dans le cas d’un objet diffuseur isotrope (sphère), S

 











                                                A.  3 
La solution de Mie permet de calculer Qback 
13
 pour une sphère, avec k le nombre 
d’onde. Le facteur 4π est une convention pour le calcul des sections de rétrodiffusion Radar 
égale à 4π fois la section de rétrodiffusion de la particule. Le code de Borhen et Huffman est 
le plus rependu pour le calcul de Qback selon la solution de Mie, et est utilisé dans les travaux 
présentés ici lorsque l’aspect ratio moyen des hydrométéores est égal à 1.  
                                                 
13
 Le Qback calculée par le code de Borhen et Huffman est normalisée par la surface d’un disque de même dia-
mètre, il convient de multipliée le Qback par la surface du même disque en mm pour avoir une section de rétrodif-
fusion en mm
2 






Cependant les hydrométéores en phase glace mesurés durant les campagnes étudiées, 
et en général présent dans les nuages, ne sont pas sphériques. Dans le chapitre II, on peut voir 
que les formes de cristaux possibles sont infinies, et qu’elles dépendent des modes de crois-
sances successifs (diffusion de vapeur et/ou agrégation et/ou givrage) subit par les hydromé-
téores durant leurs vies. La solution de Mie ne semble pas la plus adaptée pour simuler le fac-
teur de réflectivité des hydrométéores en phase glace. 
6.6 A.3 L’approximation des dipôles discret 
 
L’approximation des dipôles discret (DDA pour Discret-Dipôle Approximation ; 
Draine 1988 ; Draine and Flatau 1994), découpe les cibles en dipôles primaires de taille 
unique (Figure A. 1). La précision du modèle est fonction de la taille des dipôles primaires d, 
de leurs nombres N, de la longueur d’onde (k=2π/λ) sous laquelle la cible est étudiée et de 
l’indice de réfraction complexe m de la matière qui constitue la cible. 
1 dkm                                                             A.  4 
Ceci implique que la taille des dipôles primaires doit être petite comparée à la longueur 
d’onde se propageant dans la cible. Si le rayon effectif aeff de la particule de forme quelconque 
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                                              A.  6 
Avec N(=V/d), donc pour des grands m  il faut que N soit grand. Une fois la discrétisation de 
la cible effectuée, le modèle calcul pour chaque dipôle sa polarisation. Cette polarisation est la 
contribution de l’effet des autres dipôles  influencé par le champ électrique présent dans la 
cible ajouté au champ électrique émis sur la cible. Le modèle DDA permet de calculer en tout 
point de l’espace le champ électrique résultant de l’interaction entre la particule et l’OEM, et 
par conséquent la section de rétrodiffusion Radar Qback. 






A partir du modèle DDA, Liu (2008) a calculé pour différentes formes de cristaux is-
sues du mode de croissance par diffusion de vapeur (colonnes, plaques, Bullet-rosettes et den-
drites) des tables de rétro-diffusion radars, pour plusieurs fréquences d’émission et diamètres 
d’hydrométéores. Cependant leurs utilisation n’est possibles que si les particules enregistrées 
par les sondes sont reconnaissables.  
 
Figure A. 1 : exemple de 4 sphères discrétisées en plusieurs petits dipôles sphériques de tailles différentes.   
   
 
6.7 A.4 Comparaison des modèles de simulations des facteurs de réflectivi-
té Radar à 94 GHz 
 
 Cette section compare les résultats des simulations des sections de rétrodiffusion pour 
différents objets de glace. Les sections de rétrodiffusion calculées selon la méthode de la T-
matrice pour des sphéroïdes oblates de différents aplatissements (ou l’Aspect ratio varie de 
0,5 à 0,9), sont comparées à celles calculées pour des sphères selon l’approximation de Ray-
leigh et selon la solution de Mie et comparées aux calculs des sections de rétrodiffusion avec 
la DDA pour des colonnes hexagonales et des plaques hexagonales. Les simulations avec le 
modèle DDA sont faites sur moins de diamètres car elles sont plus gourmandes en temps de 
calcul.  Dans la Figure A. 2 les sections de rétrodiffusion sont calculées en fonction du dia-
mètre effectif aeff (A. 5) de chaque type de formes. Jusqu’à 2aeff ≈ 1mm toutes les formes sui-






vent le modèle Qback qui est proportionnel à D
6
.  Passer ce seuil l’approximation de Rayleigh 
n’est visiblement pas adapté pour simuler le facteur de réflectivité des hydrométéores à 
94GHz. Les simulations selon la solution de Mie et le modèle DDA pour une sphère sont en 
accord.  
 
Figure A. 2 : sections de rétro-diffusion Qback en mm
2 pour des hydrométéores de types sphériques, oblates sphéroïdes, 
colonnes et plaques, en phase glace en fonction de leurs diamètres effectif aeff en mm. 
  
La méthode de la T-matrice offre la possibilité de moduler la section-de rétrodiffusion en 
changeant l’aplatissement des sphéroïdes, alors que la solution de Mie ne le permet pas. Si on 
s’inspire de l’exemple d’une plaque et d’une colonne hexagonale de aeff = 2mm leurs Qback 
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Résumé :  
Cette thèse s’intéresse à la variabilité de la relation mass-diamètre (m(D)) des hydrométéores en phase 
glace présents dans les systèmes convectif de moyenne échelle (MCS). Elle s’appuie sur une base de données 
acquise pour 4 types de MCS différents durant 4 campagnes de mesure aéroportée : (i) MCS de la mousson Afri-
caine (Continent ; MT2010), (ii) MCS de l’océan Indien (MT2011), (iii) MCS de la Méditerranée (côtes ; Hy-
MeX), (iv) MCS de la mousson Nord-Australienne (côtes ; HAIC-HIWC). La relation m(D) est calculée à partir 
de l’analyse combinée des images des hydrométéores enregistrées par les sondes optiques et les facteurs de ré-
flectivité mesurés à l’aide d’un radar Doppler embarqués sur le même avion de recherche. Il est d’usage que la 
relation m(D) des hydrométéores soit représentée par une loi puissance (avec un pré-facteur et un exposant), qui 
doit être contrainte par des informations supplémentaires sur les hydrométéores. Une étude théorique sur les 
formes des hydrométéores à l’aide de simulations en 3 dimensions dans lesquelles les hydrométéores sont orien-
tés aléatoirement et projeté sur un plan, permet de contraindre l’exposant β de la relation m(D) en fonction de 
l’exposant σ de la relation surface-diamètre (S(D)). La relation S(D) est aussi représentée par une loi puissance, 
et elle peut-être calculée pour une population  d’images d’hydrométéores enregistrés par les sondes optiques. La 
variabilité de l’exposant est finalement calculée à partir de la variabilité de l’exposant σ déduis des images des 
hydrométéores. Ensuite le pré-facteur α est calculé à partir de simulations des facteurs de réflectivité, de sorte 
que les facteurs de réflectivité simulés soient égaux aux facteurs de réflectivité mesurés par le radar nuage le 
long de la trajectoire de l’avion dans les MCS. Des profils moyens en fonction de la température sont calculés 
pour les coefficients de la relation m(D), les distributions en tailles des hydrométéores et les contenus massiques 
de glace dans les MCS (CWC). Les profils moyens pour les quatre types de MCS sont différents les uns des 
autres. Pour les quatre types de MCS, il est montré que les variations des coefficients de la relation m(D) sont 
corrélées avec les variations de la température. Four types de paramétrisations de la relation m(D) sont calculées 
depuis l’analyses des variations des coefficients de la relation m(D). Le bénéfice apporté par l’utilisation de 
relation m(D) non constante contrairement à l’utilisation de relation m(D) avec α et β constant, est démontré en 
étudiant l’impact de toutes les paramétrisations de la relation m(D) sur le calcul des relations Z-CWC et Z-CWC-
T. 
Mots clés : hydrométéores en phase glace, relation masse-diamètre, CWC, facteur de réflectivité, MCS, mesure 
aéroporté, 2D-S, PIP, RASTA, Megha-Tropiques, HyMeX, HAIC-HIWC. 
Abstract : 
This study focuses on the variability of mass-diameter relationships (m(D)) and shape of ice hydrome-
teors in Mesoscale Convective Systems (MCS). It bases on data base which were recorded during four airborne 
measurement campaigns: (i) African monsoon’s MCS (continent; MT2010), (ii) Indian Ocean’s MCS 
(MT2011), (iii) Mediterranean’s MCS (costs; HyMeX), (iv) North-Australian monsoon’s MCS (costs; HAIC-
HIWC). m(D) of ice hydrometeors are derived from a combined analysis of particle images from 2D-array 
probes and associated reflectivity factors measured with a Doppler cloud radar on the same research aircraft. 
Usually, m(D) is formulated as a power law (with one pre-factor and one exponent) that need to be constrained 
from complementary information on hydrometeors. A theoretical study of numerous hydrometeor shapes simu-
lated in 3D and arbitrarily projected on a 2D plan allowed to constrain the exponent β of the m(D) relationship 
from the exponent σ of the surface-diameter S(D) relationship, which is likewise written as a power law. Since 
S(D) always can be determined for real data from 2D optical array probes or other particle imagers, the evolution 
of the m(D) exponent can be calculated. After that, the pre-factor α of m(D) is constrained from theoretical simu-
lations of the radar reflectivity factor matching the measured reflectivity factor along the aircraft trajectory. 
Mean profiles of m(D) coefficients, particles size distributions and Condensed Water Content (CWC) are calcu-
lated in functions of the temperature, and are different for each type of MCS. For the four types of MCS, it is 
shown that the variability of m(D) coefficients is correlated with the variability of the temperature. Four types of 
m(D) parametrisations are calculated since the analysis of the variability of the m(D) coefficients. The signifi-
cant benefit of using variable m(D) relations instead of a single m(D) relationship is demonstrated from the im-
pact of all these m(D) relations on Z-CWC and Z-CWC-T fitted parametrisations. 
 
Keywords : Ice hydrometeors, mass-diameter relationship, CWC, reflectivity factor, MCS, Airborne research 
aircraft, 2D-S, PIP, RASTA, Megha-Tropiques, HyMeX, HAIC-HIWC. 
