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Abstract 
An accurate finite difference approach for computing eigenvalues of Schr6dinger equations is developed in this paper. 
We investigate two cases: (i) the specific case in which the potential V(x) is an even function with respect o x. It is 
assumed, also, that the wave functions tend to zero for x --~ =l=cx~. We investigate the well-known potential of the one- 
dimensional anharmonic oscillator, the symmetric double-well potential, the Razavy potential and the doubly anharmonic 
oscillator potential. (ii) The general case for positive and negative igenvalues and for the well-known cases of the Morse 
potential and Woods-Saxon or optical potential. Numerical and theoretical results show that this new approach is more 
efficient han previously derived methods. (~ 1998 Elsevier Science B.V. All rights reserved. 
AMS classification: 65L05 
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I. Introduction 
In last decade a great activity for the construction of  an efficient method for the numerical solution 
of  the Schr6dinger equation, has been developed (see [1, 3-7, 11, 12, 14-19, 27-29]).  With the term 
efficient we mean a fast and reliable algorithm. 
The one-dimensional Schrrdinger equation has the form 
y"(x) = [V(x) - E]y(x). (l) 
Many problems in theoretical physics and chemistry, for example [10, 21, 26], can be expanded in 
equations of  this type and there is a real need to be able to solve them both efficiently and reliably 
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by numerical methods. In (1) E is a real number denoting the energy and V is a given function 
which denotes the potential. We investigate two cases. 
Case I: In this specific case V(x) is an even function and y(x) ~ 0 for x ~ +oc. As examples of 
potentials which satisfy these properties we present he following potentials, which are well known 
in several areas of physics and chemistry. 
(i) The one-dimensional nharmonic oscillator potential 
)~x 2 
Vi(x) = x 2 + 1 + 7x ~ "  (2) 
(ii) The symmetric double-well potential 
Vii(x) =x  6 - ~x 2, ~ is a parameter (3) 
(iii) The Razavy potential [22] 
Viii(x) = ~ml 2(cosh(4x) - 1 ) - m(n + 1) cosh(2x). (4) 
(iv) The doubly anharmonic oscillator of the type 
Viv (X) = ,~2 ÷ j.lX 4 ÷ nx 6 (5)  
For the numerical solution of the specific eigenvalue Schrrdinger equation (1) the following pro- 
cedures have been obtained: (1) Rayleigh-Ritz methods [23], perturbation methods [2, 13], methods 
using Pad6 approximants [20], direct numerical integration techniques or boundary value techniques 
[4-7] and an operator method based upon the SO(2,1) dynamic group [3]. An analytical approach 
to the Schrrdinger equation (1) has been obtained for Vi(x) given in (2) by Flessas [8, 9], Varma 
[30], and Whitehead et al. [31] and for Viii(x) given in Razavy [25]. 
Fack and Vanden Berghe [7] have shown numerically that their method is the most accurate, 
direct, and finite difference method for the numerical solution of the eigenvalue problem (1). 
Case II: In this case V(x) is a general function. As examples of potentials which satisfy these 
properties we present he following potentials, which are well known in several areas of physics: 
(i) The very well-known Morse Potential (see [1, 24]) 
Vgi(x) = Dt(t - 2), t = exp(aY), (6) 
where X = xe -x ,  xe = 1.9975, a = 0.711248, and D = 188.4355. 
(ii) The very well-known Woods-Saxon potential (see [1]) 
Uo uol 
Vgi i (x )  - -  1 + t a0(1 ÷ l )  2' (7) 
where, t = exp((x - xe)/ao), u0 = -50, xe = 7 and a0 = 0.6. 
In Section 3 a simple finite difference method has been constructed. The application of the de- 
veloped method to problem (1) has been presented in Section 4 and extended numerical results 
based on the potentials Vi, Vii, Vgi and Vgii have been produced to show the efficiency of the new 
approach. 
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2. Der ivat ion  o f  the new method 
In this paper we will develop a higher-order method. In general, this can be realized in two 
different ways: either one increases the number of the points of discretization or one introduces 
some hybrid method in which the solution is evaluated at a number of off-step points. We choose 
the second approach which has been succesfully applied in other contexts. The following method is 
considered: 
Yn+l/2 ----- C8Yn+4 - C7Yn+3 4- c6yn+2 4- CSYn+l 4- C4Yn 
4-c3Yn-I 4- c2Yn-2 4- clYn-3 4- COYn-4, (8 )  
Yn-1/2 = dsYn+4 4- dvyn+3 4- d6Yn+2 4- dsy.+l 4- d4Yn 
+d3y.-i + d2y.-z + dly.-3 4- doy.-4, (9) 
hZYff = a8yn+4 4- avYn+3 4- a6Yn+2 4- asy.+l 4- a4Yn 
hZ , b - ,  - ,  4-a3y.-i 4-a2y.-z4-aly.-34-aoy.-44- ~oy.+l/z4-blyn_l/z), (10) 
where Y"il/2--f(Xn+l/z,Yn±l/2) and f is the right-hand-side function of the equation 
y"= f(x,y) .  (11) 
Methods (8)-(10) can be applied to any equation of the form (11). 
In order to construct a tenth-order hybrid finite difference method of the form (8)-(10) we require 
that the approximations Y.+I/2 and Y.-l/Z have a leading-order term in their expansion of the form 
h9y~ 9). Applying the Taylor series expansions of y.+4, Y.+3, Y.+:, Y.+I, Y., Y.-,, Y.-2, Y.-3, Yn-4, 
Y'n+~/2 and Y'~'1/2 in (8)-(10) and requiring the above, we have, after straightforward manipulation, 
for the values of coefficients given by 
2205 -735 63 35 441 -735 
c5-  4096' c6 -  8192' c7 4096' Co 32 768' c2 8192' c3 4096 
-45 -45 11025 2205 11025 35 
cl 4096 c8-  32 768' c4 ~ 16384' d3 4096' d4 16384' d8 32 768' 
-735 -735 -45 -45 63 441 
ds - 4096' d2 - -  8192' do - 32 76~' d7 - -  4096' d l -  4096' d6 - -  8192' 
664 -3587 -3587 1326 616 -8192 
al 409185' a0 58922 640' a8 58922 640' a3 526 095 b0-  11691' 
-17  603 664 -465719 -8192 -17603 
a2 - -  526095' a7 - -  409 18-----5' a4 - -  93 528 ' b l -  11 69~' a6 - -  526095' 
1326616 
a 5 - -  526095 
the local truncation errors T.+l/2(h), Tn-1/2(h) and T(h) are given by 
35 . (9)/,9 
Tn+l /z (h )  - -  65 536 y" " + - -  
(12) 
7 
262 144 y~10)hlO + O(hll ), (13) 
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7 35 y~9) h 9 -[- __y~lO)  hlO+_O(hll) ' (14) 
Tn-1/2(h) - 65 536 262 144 
11917 7 . (12) L12  _ _  hi2 . tl0) 
T (h )=9722235600 y" " + 187056 Y" +O(h~4)" (15) 
We have thus the following theorem. 
Theorem 1. Let xE  [a,b], yE  CI2[a,b] and -oo  < y < ~.  Then, the local truncation error T(h) 
in (10), with coefficients 9iven by (12), is 9iven by (15), i.e. we have a tenth-order method. 
3. Numerical illustrations 
3.1. Computer implementation 
Case i: We must note that although the solutions of (1) are defined in the interval ( -oo ,+oo) ,  
these solutions are either of even or odd parity, i.e. we have y(x )=zky( -x ) .  So, the numerial solution 
of (1) can be restricted to the region [0, +e~). Furthermore, it is assumed that the wave functions 
satisfy the Dirichlet boundary condition y(x )= 0 at some x = R, which R is a value determined 
numerically. For the numerical integration of (1) the interval [0, R] is divided into N parts of length 
h = R/N, such that Yo = y(0), y~ = y(h) . . . . .  YN = y(Nh)  = y(R). 
Case ii: For the second case we have the numerical integration of (1) into the interval [0,R]. 
This interval is divided into N parts of length h =R/N,  such that Y0 =y(0)=0,  y~--y(h) , . . .  ,YN = 
y(Nh)  = y(R). 
Assuming that y . - -y(nh)  and applying (8)-(10) to (1) we have the following difference quation: 
Yn+l /2  = C8Yn+4 -~ C7Yn+3 -[- C6Yn+2 q- cSYn+l + C4Yn 
+C3Yn-1 q- C2Yn-2 -~- ClYn-3 -~- COYn-4, 
Yn-1/2 = d8Yn+4 jr d7Yn+3 + d6yn+2 4- dsy,+l + d4Yn 
+d3yn-1 -1- d2Yn-2 + dlYn-3 + doYn-4, 
hz(Vn - E)yn = a8yn+4 4- a7yn+3 4- a6yn+2 + asy,+l + a4y, 
+a3yn-l + azyn-2 + alyn-3 + aoYn-4 
+h 2 [bo (V,+,/2 - E)-Y,+,/2 + bl (V , -1 /2 -  E) Y,_,/2 ] , (16) 
where V,= V(nh), V,+l/2 = V[ (n± 1/2)h] and ai, ei, di, i=0(1)8 and bi, i=0,  1 are the coefficients 
defined in (12). 
Based on the above difference quation it is easy to obtain the following discretization of (1): 
A Y = -h2ECalcBy (17) 
with symmetric matrices A and B which have the following nine diagonal form: 
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Case i: Considering even or odd parity wave functions, i.e. yk = +Y-k we have 
(ao, l, ao,2, ao,3, ao,4, ao,5) 
i x4 : ( 49__~;_~89 1225 V ] + h 2 Vo +1-~ 1/2J, O, O, O, 0 
for even parity solutions, 
for odd parity solutions, 
51 
(18) 
(bo,1, bo,2, bo,3, bo,4, bo,5) { (2 24 2 
where 
81 -- _ _  
82- 
33- -  - -  
s4-  
&-  
1960h 2 196h 2 8h 2 
3897 ' 
5h2) 
3897 ' 1299' 11 691 
524h2 O) 
1-5-~, o, o, o, 
465 719 h2 [ 1225 V ] 
93 528 + Vo + ~ 1/2j, 
1326 616 980h 2 ~/2 + 
526 095 3897 
17603 98h2V1/2 
526095 3897 ' 
664 4h2~/2 
409185 1299 ' 
3587 5h2~/2 
58922 640 23 382" 
for even parity solutions, 
for odd parity solutions, 
(19) 
(20) 
al,1, al,2, al,3, al,4, al,5, al,6) 
= ~f ($6, &, $8, $9, &o, &l) 
L (86, 812, 813, 814, Slo, a l l )  
for even parity solutions, 
for odd parity solutions, 
(21) 
(22) 
(bl,l, bl,2, bl,3, bl,4, bl,5, bl,6) 
- -  [ 980h2 2524h2 4- {-98h2"~ 980h2 ± 4h2 98h2 
\ 3- -~'  129-----9 \ 3897 J'  389----~ 129~' 3897 
( 5h2 ] 4h 2 5h2 ) 
± _ 23382 ] '  1299' 233-82 ] 
where the sign + is for even parity solutions and the sign - is for odd parity ones and 
$6 1 326 616 490h 2 VI/2 490h 21/3/2 
526 095 1299 3897 
(23) 
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- 93 52~---8 4- V~ + ~ (V~/2 + V3/2) ± 52609-------~ + 129~--9- ]2-99 ] '  
$8 -- 1326616 490h 2 V3/2 490h 2 V/2 ( 664 14h 2 VII 2 1 Oh 2 V3/2 
526095 + 1299 3897 4- 409185 + 129~--9- 1 -~ }' 
$9 -  17603 49h2Vl/2 245h2V3/2 ± ( 3587 5h2V1/2 
52609~ + 129~ 1299 58922 640 5196 
\ 
664 14h 2 V3/2 lOh 2 V1/2 
S10 - -  + - - ,  
409 185 1299 1299 
3587 5h 2 V3/2 35h 2 V1/2 
Sl~ - + 
58 922 640 5196 46 764 ' 
35h 2 V3/2 ~, 
- - +  ~-76--4 J 
where the + sign is for the even parity solutions and the - sign for the odd parity ones. 
(a2,1, a2,2, 52,3, a2,4, a25, 52,6, a2,7) 
= ~" (515,  S16, 517, 518, S19, 520, 521)  
L (S15,$22, $23, $18, $19, $2o, $21) 
for even parity solutions, 
for odd parity solutions, 
(24) 
(25) 
(26) 
(b2,1, b2,2, b2,3, b2,4, b2,5, b2,6, b2,7) 
-- 3~'  3 -~ 4- 1~-9' ]2~ ± 233-82]' ~ '  3897' 1299' 23382 j '  
where the sign + is for even parity solutions and the sign - is for odd parity ones and 
515 -- _ _  
S16 - -  
S17 - _ _  
Sl  8 - -  
519  - -  _ _  
$2o-  
$21-- 
17 603 49h 2 V5/2 245h 2 V3/2 + 
526 095 1299 1299 ' 
1 326616 490hZV3/2 490hZV5/2 ( 
526095 + 1299 3897 4- 
465719 h 2 9 3  528 ~1225 ] + + (v3/2 + v5/2) 
1 326616 490h2Vs/2 490h2V3/2 + , 
526 095 1299 3897 
17 603 49h 2 V3/2 245h 2 V5/2 
4 - - -  
526 095 1299 
664 14h 2 V5/2 
- -  + - -  
409 185 1299 
3587 5h  2 V5/2 
1299 ' 
lOh2V3/2 
1299 ' 
35h2V3/2 - -  + - -  
58922640 5196 46764 ' 
664 14h 2 V3/2 1 Oh 2 V5/2 ~, 
409 185 + 129--------9-- ~ J 
3587 5h 2 V3/2 + ~ 
+ 58922640 519~ 46 764 ' 
(27) 
(28) 
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where the + sign is for the even parity solutions and the - sign for the odd parity ones. 
(a3,1, a3,2, a3,3, a3,4, a3,5, a3,6, a3,7, a3,8) 
= [ (&4, $25, $26, $27, Szs, &9, $30, $31) for even parity solutions, 
t ($24,$32, $26, $27, $28, $29, $30, S31 for odd parity solutions, 
53 
(29) 
(30) 
(b3,1, b3,2, b3,3, b3,4, b3,5, b3,6, b3,7, b3,8) 
- - (  4h2 --98h2 4- (  5h2 ),  980h2, 2524h2, 980h2, 98h2 4h2 
1299' 3897 23 382 3897 1299 3897 3897' 1299' 
where the sign + is for even parity solutions and the sign - is for odd parity ones and 
824-- 
825- - - -  
$26- 
327- - - -  
$28-- 
$29-- 
$3o- 
$31-- 
664 14h 2 V5/2 1 Oh 2 VT/2 
409 185 1299 1299 
17603 + 49h2V7/2 245h2Vs/2 ± ( 3587 5h2V5/2519~ q- 35h2V7/2 / 
526095 1299 1299 58922640 ] '  
1 326 616 490h 2 V5/2 490h 2 V7/2 + 
526 095 1299 3897 
465719 h2 [ 1225 ] 
93 528 + //3 -~- ~ (1/5/2 4- V7/2) , 
1 326 616 490h 2 V7/2 490h 2 V5/2 + 
526 095 1299 3897 
17603 49h 2 V5/2 245h 2 V7/2 + 
526 095 1299 1299 ' 
664 14h 2 V7/2 1 Oh 2 I75/2 
409 185 1299 1299 ' 
3587 5h 2 V7/2 35h 2 V5/2 
58 922 640 5196 46 764 ' 
where the + sign is for the even parity solutions and the - sign for the odd parity ones. 
an,n-4, an,n-3, an,n-2, an,n-l, ,an,n, an,n+l, an,n+2, an,n+3, an,n+4) 
~-(833 , $34, $35, $36, $37, $38, $39, $40, 341) 
5h 2 x 
233-82 J '  
(31) 
(32) 
(33) 
(bn, n-4, bn.n-3, bn,.-2, bn.n-l, bn,., bn, n+l, bn, n+2, bn.n+3, bn.n+4) 
_ _  ( 5h2 4h 2 98h 2 980h 2 2524h 2 980h 2 98h 2 4h 2 5h 2 
23 382' 1299' 3897' 3897' 1299 ' 3897' 3897' 1299' 23 382 } 
(34) 
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for n = 5(1 )N  - 5. We note that 
$3 3 __ 3587 5h2Vn_l/2 + 35h2V.+l/2, 
58 922 640 5196 46764 
834 664 14h2Vn_l/2 lOh2V,+l/2 
409 185 1299 1299 
$35 -- 17603 + 49hzVn+l/2 245h2Vn_l/2, 
526 095 1299 1299 
490h 2 V~-1/2 490h 2 Vn+l/2 $36- 1326616+ 
526 095 1299 3897 
$37_465719 h2 [ 1225 ] 
93 52~ + Vn + ~ (V,,+~/2 + V,,-1/2) , 
1 326616 490h2Vn+l/2 490h2Vn_l/2 
$38- + 526 095 1299 3897 
$39- 17603 + 49h2V._l/2 245h2Vn+l/2, 
526 095 1299 1299 
664 14h2Vn+u2 lOh2Vn_l/2 
340 -- - -  -~ ~, 
409 185 1299 1299 
3587 5h2V.+m 35h2 l~n_l/2 
841--  -~- 
58 922 640 5196 46 764 
For n = N-  4 (1)N-  1 the formulae are indentical to their symmetric ounterparts. 
Case ii: Considering the general case described above we have 
(ao,1, ao,2, ao,3, ao,4, ao,5)=(O, $2, $3, $4, $5), 
980h 2 98h 2 
(bo,l, bo,2, bo,3, boA, bo,5) = O, 3897' 3897' 
where Si, i = 2(1)5 are given by (20). 
4h 2 5h 2 ) 
1299' 23 382 ' / 
/ 
(bl,1, bl,2, bl,3, bl,4, bt,5, b l ,6 )= ~0, 
where $1o and Sll are given by (24) and 
(at , l ,  al,2, al,3, al,4, al,5, al,6)=(O, 87, 88, 89, Slo, a l l ) ,  
2524h 2
1299 ' 
465719 h2 [ 1225 ] 
$7 - 93 52--------8 + V, + 2 -~ (V~/2 + //'3/2) , 
1 326616 490hZV3/2 490hZVl/2 
$8-  + , 526 095 1299 3897 
17 603 49h 2 V1/2 245h 2 V3/2 
89- - - -  + 
526 095 1299 1299 
980h 2 98h 2 4h 2 
3897' 3897' 1299' 23 382]'  
(35) 
(36) 
(37) 
(38) 
(39) 
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(a2,1, a2,2, a2,3, a2,4, a2,5, a2,6, a2,7)= (0, 816 , 817 , 818 , 819 , 820 , 821), 
(b2.1, b2,2, b2,3, b2.4, b2,5, b2.6, b2.7) 
980h 2 2524h 2 980h 2 98h 2 4h 2 5h ~ ) 
= 0, 3--~-7' 1-2-9-9' 3897' -3897 '  1299' 23382 ' 
where Si, i = 18(1)21 are given by (28) and 
1 326 616 490h 2 V3/2 490h 2 V5/2 
816 -- -~- , 
  609, 
8~7 - 93 52---~ + V2 + ~ (V3/2 + V5/2) , 
(a3,1, a32, a3,3, a3,4, a3,5, a3,6, a33, a3,8)=(0,  825, &6, 827, $28, 829, $30, $31), 
(b3,1, b32, b3,3, b3,4, b3,5, b3,6, b3,7, b3,8) 
98h2 980h 2 2524h 2 980h 2 
= 0, 3897' 3897' 1299 ' 3897' 
where ~, i = 26(1)31 are given by (32) and 
17603 49h2V7/2 245hzVs/2 
$ 2 5 - - - + - -  526095 1299 1299 
98h z 4h 2 5h 2 
3897' 1299' 23 382J '  
The elements 
(40) 
(41) 
(42) 
(43) 
(44) 
(45) 
an,n-4, an,n-3, an, n-2, an, n-l, an, n, an, n+l, an, n+2, an, n+3, an,+4) 
and 
(46) 
(bn, n-4, bn.n-3, bn.n-2, bn,n-1, bn.n, bn,.+l, bn.n+2, bn.n+3, bn.n+4) (47) 
for n = 5(1)N - 5 are given by (33) and (34). 
For n = N-  4(1 )N-  1 the formulae, as in the previous case, are indentical to their symmetric 
counterparts. 
We note that all other matrix elements of A and B are equal to zero and Y = (Y0, Yl,..., YN-l )v. 
Eq. (17) forms the generalised eigenvalue problem. Using the well known QZ algorithm (see [22] 
for details), we obtain the eigenvalues. 
3.2. Numerical results 
To test the validity of the proposed new method, we have applied the new method to the potentials 
(2)-(5) for specific choices of the parameters, for the first case. Based on the work of Fack and 
Vanden Berghe [5], we have chosen the appropriate values of R, which are presented in the tables. 
For the second case we have applied the new method to potentials (6) and (7). For comparison 
purposes we have used the extended Numerov method of Fack and Vanden Berghe [7] which is a 
sixth algebraic order method. 
In Tables 1-3 we present he absolute rrors I Eealculated-Eexact I for the energy values En, n= 1 .... ,4 
for the potential (2). The values of the potential parameters 2 and 7 are 2 = 7 = 0 (Table 1), 
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Table 1 
Comparison of absolute errors  ]E calculated -Eexact [  for the potential (2) with 2 = 7 = 0, produced 
by the extended Numerov method of Fack and Vanden Berghe [7] and the present method for 
h = 0.1. R = 10 (see [5]) 
Exact eigenvalues En Absolute errors 
Extended numerov method [7] Present method 
1 3.4.10 .9 6.6.10 -13 
3 3.0.10 .8 5.1.10 -12 
21 2.8.10 -5 2.4.10 -8 
23 4.0.10 -5 4.3.10 .8 
41 4.0.10 4 1.5.10-6 
43 4.8.10 -4 2.0.10 -6 
61 1.9.10 -3 1.6.10 -5 
63 2.2.10 -3 1.9.10 -5 
77 3.9-10 -3 2.1.10 -5 
79 4.7.10 -3 6.8-10 -5 
Total real time of computation 9.33 6.28 
in seconds required for the same 
accuracy 
Table 2 
Comparison of absolute errors  ]E calculated - Eexact[ for the potential (2) with 2 = 7 = 10, produced 
by the extended Numerov method of Fack and Vanden Berghe [7] and the present method for 
h = 0.2. R = 10 (see [5]). We assume as exact the eigenvalues obtained using the extended 
Numerov method of Fack and Vanden Berghe [7] with R = 10 and h = 0.05 presented in the 
paper of Fack and Vanden Berghe [7] 
Exact eigenvalues E. Absolute errors 
Extended numerov method Present method 
1.580022337 7.5-10 -5 3.3.10 -6 
3.879036829 5.7.10 -5 1.9.10 -6 
5.832767530 1.2.10 -5 2.4.10 6 
7.903154152 1.0.10 5 2.9.10-6 
Total real time of computation 3.25 2.35 
in seconds required for the same accuracy 
2 = 7 = 10 (Table 2) and for Table 3 are given in the first column. The results produced using 
the new method developed in Section 3 (which is presented as the method [b]) and the extended 
Numerov method of Fack and Vanden Berghe [7] (which is presented as the method [a]). The 
numerical integration is obtained in the interval [0,R], R- -  10. The numerical results are produced 
using step size h = R/N = 0.1. In Table 3 by ( j+)  we present he jth even eigenvalue, while by 
( j - )  we present he jth odd eigenvalue. 
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Table 3 
Comparison of absolute errors [E calculated -Eexact[ for the potential (2) for various choices of 2 
and 7, produced by the extended Numerov method of Fack and Vanden Berghe [7] (which is 
presented as [a]) and the present method (which is presented as [b]). R = 10 (see Fack and 
Vanden Berghe [5]) and h =R/N = 0.1 
2 ( J±)  7 Exact eigenvalues Absolute errors 
[a] [b] 
-0 .42 (1+)  0.1 0.8 a 1.4.10 -9 
-0.67 +0.1~ (2+)  0.1 2.3+ 3x/~.05 a 6.8.10 -8 
-0 .46 (1 - )  0.1 2.4 a 1.4.10 -8 
-0.73 + 0.1 4~.~.09 (2 - )  0.1 3 .7+~ a 2.3.10 -7 
Total real time of computation 6.48 
in seconds required for the same accuracy 
1.1.10 13 
4.6.10 12 
1.3.10 12 
7.2.10 -12 
4.45 
aExact eigenvalues presented in the paper of Fack and Vanden Berghe [5]. 
Table 4 
Comparison of absolute errors [E calculated -Eexact[ for the potential (3) for various choices of fl, 
produced by the extended Numerov method of Fack and Vanden Berghe [7] (which is presented 
as [a]) and the present method (which is presented as [b]). R = 4 (see [5]) and h = R/N = 0.08. 
For the exact eigenvalues ee Morse and Stiickelberg [24] and these are presented in the paper 
of Fack and Vanden Berghe [7] 
Parity Exact eigenvalues Absolute errors 
[a] [b] 
11 Even -8  1.5-10 -6 6.5.10 -9 
0 3.0.10 -6 1.1.10 -8 
8 1.8.10 -5 5.4.10 -8 
13 Odd -11.313708500 2.2.10 -6 1.2.10 -8 
0 1.0.10 -5 4.1-10 -8 
11.313708500 4.8.10 -5 1.4-10 -7 
15 Even -15.077508510 2.9.10 -6 1.5.10 -8 
-3.559316943 9.5.10 -6 4.7.10 -8 
3.559316943 2.2-10 -5 8.3.10 -8 
15.077508510 1.1.10 -5 3.0.10 -7 
17 Odd -19.158416010 3.8-10 -6 2.0.10 8 
-5.740652916 1.8-10 -5 9.7-10 -8 
5.740652916 6.0-10 -5 2.3.10 -7 
19.158416010 2.3.10 -4 5.6.10 -7 
Total real time of computation 14.43 11.23 
in seconds required for the same accuracy 
In Table 4 we present the absolute errors [ E calculated -E  exact ] for the energy values E for the 
potential (3). The results produced using the new method developed in Section 3 (which is presented 
as the method [b]) and the extended Numerov method of Fack and Vanden Berghe [7] (which is 
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Table 5 
Comparison of absolute errors [E calculated -Eexact[ for the potential (4) for various choices of 
m and n, produced by the extended Numerov method of Fack and Vanden Berghe [7] (which 
is presented as [a]) and the present method (which is presented as [b]). For R see Fack and 
Vanden Berghe [5], h = R/N and N = 50. For the exact eigenvalues ee Razavy [25] 
n m Exact eigenvalues Absolute errors 
[a] [b] 
1 1 -2  1.1-10 -1° 2.9.10 -13 
0 4.0.10 -1° 9.6.10 -12 
1 10 -11 5.5.10 -9 9.0.10 -13 
9 1.1.10 -7 1.4.10 -9 
2 1 -4.828427124746 6.7.10 10 5.9.10-1t 
--4 1.2.10 -9 1.0.10 -I1 
0.828427124746 2.5.10 -9 1.9.10 -1° 
2 10 -22.099751242242 3.7.10 -9 2.0.10 -8 
-4  7.6.10 -8 5.8.10 -1° 
18.099751242242 7.2.10 -7 6.5.10 -9 
Total real time of computation 
in seconds required for the same accuracy 
10.33 7.21 
presented as the method [a]). The numerical integration is obtained in the interval [0, R], where R = 4 
and h = R/N = 0.04. 
In Table 5 we present he absolute errors ] E calculated -E  exact [ for the energy values E for the 
Razavy potential (4) for various values of m and n. The results produced using the new method 
developed in Section 3 (which is presented as the method [b]) and the extended Numerov method 
of Fack and Vanden Berghe [7] (which is presented as the method [a]). The numerical integration 
is obtained in the interval [0,R], where R is given in [5]. 
In Table 6 we present he calculated eigenvalues by new method for the doubly anharmonic 
oscillator potential (5). For comparison purposes we present also the eigenvalues obtained using the 
method of Fack et al. [4]. Our present method is presented as the method [b] and the method of 
Fack et al. as the method [a]. The numerical integration is obtained in the interval [0,R], where 
R = 4 and h = R/N = 0.02. We note here that the corrected ecimal places have been remarked based 
on the calculated eigenvalues by method [a] with N = 400. 
Finally in Tables 7 and 8 we present he absolute rrors [E  calculated -E  exact I for the energy values 
E for the potentials (6) and (7) using the new method developed in Section 3 (which is presented 
as the method [b]) and the extended Numerov method of Fack and Vanden Berghe [7] (which is 
presented as the method [a]). The numerical integration is obtained in the interval [0, R], R = 10 for 
Table 7 and R = 15 for Table 8. The step size h is equal to 0.125 for Tables 7 and 8. 
In Tables 1-8, also, we present he total time of computation (in seconds) needed by the two 
methods, if equal accuracy is required. In our case we require the accuracy of the method of Fack 
and Vanden Berghe [7] to be equal with the accuracy of our new method. 
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Table 6
Eigenvalues of the potential (5), for various choices of 1, p and n, calculated by the method
of Fack and Vanden Berghe [4] (which is presented as [a]) and the present method (which is
presented as [b]). h =R/N and N = 200
A p n Absolute errors
[al PI
- 2 -2 1
0 0 1
- 2
2
2 1
2 1
2 0 1
Total real time of computation
in seconds required for the same accuracy
- 1 .ooooooooo - 1 .oooooooooooo
-0.154110710 -0.154110709205
3.629826493 3.629826493984
8.007557628 8.007557630439
I. 144802454 1.144802453794
4.338598711 4.338598711514
9.073084560 9.073084560921
14.935169629 14.93516963491
1 .ooooooooo 0.99999999999
4.373001059 4.373001059145
9.743633328 9.743633330210
16.261907108 16.26190711646
1.979161211 1.979161210869
6.721981419 6.721981419058
12.826015977 12.8260159797
19.980995414 19.98099542672
1.697207963 1.697207962730
5.685021128 5.685021128178
10.836459154 10.83645915555
17.025645748 17.02564575480
65.34 48.12
Table 7
Comparison of absolute errors (Eca’c”‘ated - Eexac’ 1 for the potential (6) produced by the extended
Numerov method of Fack and Vanden Berghe [7] and the present method for h = 0.125. R = 10
(see [27]).  For the exact eigenvalues see Ixaru and Micu [I I]
Exact eigenvalues Absolute errors
Extended numerov method [7] Present method
Eo = - 178.798538 3.0.10-5 2.0. lo-’
E4 = - 110.808572 4.9. lo-3 2.5.10-6
Ea = -59.0065647 2.5.10-2 5.5.10-4
El2 = -23.3925 164 4.2.10-2 9.2. 1O-4
El6 = -3.96642701 1.9.10-2 3.8.10-4
Total real time of computation 13.35 6.53
in seconds required for the same accuracy
60 T.E. Simos / Journal oj Computational nd Applied Mathematics 91 (1998) 47~51 
Table 8 
Comparison of absolute rrors ]E calculated -Eexact I for the potential (7) produced by the extended 
Numerov method of Fack and Vanden Berghe [7] and the present method for h = ~. R = 15 (see 
[27]). For the exact eigenvalues see Ixaru and Micu [11] 
Exact eigenvalues Absolute errors 
Extended numerov method [7] Present method 
E0=-49.457788728 
E4= -41.232607772 
Eg= -22.588602257 
El3 = --3.9082324808 
Total real time of computation 
in seconds requi~dfor the same accuracy 
7.2-10 -1° 0 
8.3.10 _6 4.0.10 -9 
7.4.10-4 3.2.10-6 
5.2.10 -3 6.5.10 -5 
19.22 10.13 
From the above-mentioned results, it is easy to see that the new method is a simple method which 
is much more efficient when compared with the extended Numerov method of Fack and Vanden 
Berghe [7]. 
4. Conclusions 
In this paper a new simple procedure to obtain numerical methods for the numerical solution of 
some specific Schrrdinger equations is developed. This approach is based on the hybrid approach 
of the solution, i.e. is based on the approximation of the solution to internal points on the interval 
[x,x+h]. The numerical results indicate that the new method is much more accurate than the extended 
Numerov method of Fack and Vanden Berghe [7] for a variety of potentials. We note here that in 
the paper of Fack and Vanden Berghe [7] it has been proved that their methods are considerably 
more efficient when compared with the well-known Numerov's method and their methods of [5]. 
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