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ABSTRACT 
The focus of this paper is on connections 
between lot sizing and cluster analysis. The 
similarities between integer programming for- 
mulations for minimizing the total within-clus- 
ters sum of squares in cluster analysis, and the 
single item uncapacitated lot sizing problem, 
are discussed. The development of heuristics in 
cluster analysis is expected tobenefit from this 
comparison. 
1. INTRODUCTION 
This paper deals with similarities and dis- 
similarities in mathematical modelling 
between lot sizing and cluster analysis. It adds 
no new results to the development of these 
subjects. It merely attempts to exhibit a strik- 
ing resemblance between them. Hopefully this 
resemblance may stimulate further develop- 
ment of exact algorithms and heuristics, as well 
as the recognition of new applications. 
Both subjects are of considerable impor- 
tance in production planning and inventory 
control. Lot sizing is an extensively studied 
research area. A respectable body of knowl- 
edge and results has been obtained in the past 
three decades. For a survey the reader is 
referred to Gelders and van Wassenhove[ 1]
and Afentakis et al. [ 2 ]. 
On the other hand, cluster analysis, as a well 
established topic in statistics, has been used in 
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a wide variety of fields. It also encompasses 
numerical taxonomy and classification. Appli- 
cations in inventory control, for example, are 
concerned with joint replenishment of items 
[ 3 ] and group forecasting of lead times [ 4 ]. 
Applications in production planning incor- 
porate group technology [ 5 ] and more recently 
the grouping of parts into families in flexible 
manufacturing systems (FMS) [ 6 ], the allo- 
cation of components o assemblies [7], and 
the allocation of tools to machines while min- 
imizing total processing time in FMS [ 8 ]. 
2. CLUSTER ANALYSIS 
Cluster analysis is concerned with the group- 
ing of a number of elements into a number of 
exclusive and exhaustive clusters according to 
some performance measure. Each element is 
represented by a vector of characteristics. Let 
n be the number of elements and let the ele- 
ments be indexed by i. In a one-dimensional 
clustering problem each element i is repre- 
sented by a single characteristic Xi. In a p- 
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dimensional clustering problem, Xi denotes a
vector with components Xil...Xip representing 
the p characteristics of item i. 
Performance measures may be the within- 
cluster sum of squares or the sum of the dis- 
tances of the cluster elements with respect o 
their median. For both measures the sum of the 
contributions of the clusters is minimized. 
Alternatively, one may minimize the maximum 
contribution among the clusters for both meas- 
ures. For a more complete treatment of cluster 
analysis ee ref. [ 9 ]. 
Primarily one-dimensional clustering is con- 
sidered. Let Xj denote the arithmetic mean of 
the single characteristics of the elements of the 
j th cluster. Let xij denote the 0-1 integer vari- 
able defined by 
xij= { i  ifelementibel°ngst°clusterotherwise (2.1) 
Since the allocation of elements to clusters 
should be unique the following constraint holds 
Zin__lXij =1 for allj. (2.2) 
The total within-cluster sum of squares is 
given by 
~iZj Xij (Xi--Xj) 2 (2.3) 
The objective is to minimize eqn. (2.3), at 
least subject to eqns. (2.1) and ( 2.2 ). Note that 
eqn. (2.3) is non-linear and fractional since 
XJ = Z i  Xij X i /Z i  xij 
It is advantageous to order the elements with 
respect to the non-decreasing magnitude oftheir 
characteristics, i.e. 
X1 ~<X2 ~< ...... ~<Xn. 
Let Cj denote the cluster where j is the ele- 
ment with the smallest characteristic Xj. Ele- 
ment j is called the leading element of C i. Note 
the following implications of this definition: 
C i is empty for non-leading element 
xji = 1 for leading element 
xii = 0 for i <j. 
An immediate consequence of the latter 
implication is the following constraint on the 
solution space of x/j 
Zn=l Z?=i+l Xij=O (2.4) 
A second constraint arises from the fact that 
only a prespecified number of clusters m is per- 
mitted, i.e. 
Zjnl Xj]=m (2.5) 
In summary, a zero-one integer program- 
ming formulation for the minimization of the 
total within-clusters sum of squares is given by 
minimizing eqn. (2.3) subject o eqns. (2.1), 
(2.2), (2.4) and (2.5). 
The computation of an optimal one-dimen- 
sional clustering can be simplified by two 
important properties. Both properties are 
related to the notion of contiguity, alterna- 
tively called consecutiveness [3, 10, 11]. A 
clustering is contiguous if for each non-empty 
cluster Cj j=  1 (1) m and elements h,keCj also 
ie C i if h < i < k. The two properties are: 
(1) an optimal clustering is contiguous, and 
(2) the objective function, eqn. (2.3), is equiv- 
alent to a linear one. 
The notion of contiguity is easily generalized 
to higher dimensions. Unfortunately these gen- 
eralizations are not necessary for optimality in 
the multi-dimensional c se [ 12 ]. 
The first property is often called the string 
property since it implies an uninterrupted string 
of ones in the columns of the matrix (xij). The 
string property can be expressed by the follow- 
ing additional constraint 
x~i>~xi+l~>~...>~x,, ~ j= l (1 )n  (2.6) 
In view of the comparison with lot sizing, the 
transpose of the solution matrix (xii) is dis- 
cussed in more detail. Figure 1 depicts the 
structure of this matrix. 
By eqn. (2.4) the lower triangular half of this 
matrix consists merely of zeros. Ones only 
appear in the upper triangular half of the matrix 
and, more specifically, only in rows with main 
diagonal element equal to one. The latter indi- 
cates a leading element of a cluster. With their 
leading element on the main diagonal the ele- 
ments of a cluster form an uninterrupted string 
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Fig. 1. Structure of matrix (xji). 
of ones in such a row. All remaining elements 
of the row equal zero. Rows with main diagonal 
element equal to zero contain only zeros. 
The necessary condition for a contiguous 
clustering to be optimal in the one-dimensional 
case is easily proven. The proof is based on the 
fact that the inclusion of element j + s in cluster 
C~, containing the elements j (1)j + s - 1, implies 
a smaller increment in the performance meas- 
ure than the inclusion of any element with index 
r>j+s in C~. 
The second property states the equivalence 
of eqn. (2.3) to the following linear objective 
function 
~in__l Z;=I dijxij (2.7) 
where di~- is equal to the net increment in the 
performance measure achieved by including 
element i in cluster Cj containing the elements 
j (1) i - 1 already. 
3. DYNAMIC  DETERMIN IST IC  LOT 
S IZ ING 
In a dynamic deterministic lot sizing model a 
planning horizon consisting of n periods is con- 
sidered. Each period t= 1 (1) T of the planning 
horizon corresponds for each item an amount 
of external demand which has to be satisfied 
without backlogging. Usually two types of cost 
are involved: set-up cost per production lot and 
inventory cost per unit in stock per period. In 
addition, variable production cost is occasion- 
ally taken into account. The objective is to find 
a production schedule specifying the periods and 
sizes of the production lots while minimizing 
total cost. 
In a single item model only one item is sub- 
ject to external demand. It is also a single level 
model if there is no need to distinguish its parts. 
In a multi-item single level model the demands 
Djt ofp items j = 1 (1)p are assumed to be given 
for each period t=l(1)T of the planning 
horizon. 
In a single item multi-level model a single end 
item is subject o external demand. This end 
item consists of at least one part. The produc- 
tion lots of the parts have to be scheduled in 
coordination with the production lots of the end 
item. With the single end item, a directed acyclic 
network is associated, specifying its parts 
(nodes) and their precedence r lations (ver- 
tices). Such a network is called a product struc- 
ture or bill of material. The level of a part refers 
to its position in the bill of material of its end 
item. 
In a multi-item multi-level model at least wo 
end items, each consisting of at least one part, 
are subjected to external demand. 
A dynamic lot sizing model may be capaci- 
tated or uncapacitated. It is capacitated if end 
items and parts have to compete with respect 
to available capacity. The optimal production 
schedule has to satisfy certain capacity con- 
straints. Capacity constraints may express 
restrictions on the number of units to be pro- 
duced during a period and/or on the number of 
set-ups during the planning horizon. 
Referring to recent developments in single 
item multi-level uncapacitated dynamic lot siz- 
ing [13], a 0-1 integer program for the single 
item, single level model will be given. It is based 
on a formulation of the single item facility loca- 
t ion problem analyzed by Krarup and Bilde 
[ 14 ]. Contrary to other present developments 
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in multi-level lot sizing, i.e. Afentakis et al. [ 2 ], 
allocation variables are defined which allocate 
demands to production lots. These allocation 
variables are defined by 
f l if demand in period t is allocated to 
xjt= the production lot in periodj 
0 otherwise ( 3.1 ) 
Since demand is to be satisfied without delay 
we have xit=O for t<j. Hence 
~,i=~+, xit =0 (3.2) 
Let cjt denote the accumulated inventory cost 
which can be attributed to the demand in period 
t satisfied by a production lot in period j < t. If 
unit inventory cost is denoted by h and demand 
in period by De, ci~ is given by 
cjt=hDt (t - j )  (3.3) 
forj ~< t and zero otherwise. 
If set-up cost is denoted by K and a 0-1 set- 
up variable yj is introduced the corresponding 
formulation is given by 
min T ~j=l ZT=I CjtXjt+ZT=I gyj (3.4) 
subject o 
~.T=~ xjt=l t= l (1 )T  (3.5) 
x jr ~<yj j=I(1)T,t=I(1)T (3.6) 
xj~,yie{O.1 } j=I(1)T,t=I(1)T (3.7) 
and eqn. (3.2). 
According to Rosling [ 13] this 0-1 integer 
program has the following important properties: 
(1) its LP-relaxation has an all integer solution, 
(2) an optimal solution satisfies 
xit=l~xjh=l k=j(1)t-1 (3.8) 
provided that the following condition holds 
ci~>~cj+~,t j=l(1)t- - I  (3.9) 
which is always atisfied in dynamic lot sizing 
problems. 
The first property is very useful since dual 
algorithms can be developed toobtain optimal' 
solutions. The second property expresses the 
fact that only demands in consecutive periods 
are satisfied by one production lot, i.e. no over- 
lap between demand periods covered by dis- 
tinctive production lots exist. This property is 
well known from observations upon which the 
original development of the dynamic program- 
ming algorithm of Wagner and Whitin [ 15 ] is 
based. 
4. CONCLUSIONS 
In the preceding sections, two 0-1 integer 
programming formulations were discussed. 
Although they correspond to different fields, 
they appear to be intimately related in a math- 
ematical sense. This relationship is now dis- 
cussed in more detail. Also the clustering 
problem stated in section 2 will be translated in
lot sizing terminology. 
Primarily, note the similarity between eqns. 
(3.5) and (2.2), respectively, (3.2) and (2.4). 
Using property 2, eqn. (3.8), and noting that 
yj= xjj in eqn. (3.6) condition (3.6) can be 
replaced by the stronger condition 
Xjj>~X~+I>~...>~XjT, j=I(1)T. (4.1) 
Hence, the sets of feasible solutions of both for- 
mulations are identical if condition (2.5) is 
omitted from the clustering formulation. A fea- 
sible solution to the lot sizing formulation isalso 
characterized bythe matrix structure xhibited 
earlier. 
The objective function of the lot sizing for- 
mulation however, consists of two expressions. 
The expressions for the total within-cluster sum 
of squares and for the inventory costs are sim- 
ilar in both formulations. The expression for the 
set-up cost in the lot sizing formulation has no 
counterpart in the objective function of the 
clustering problem. On the other hand the 
number of ones on the main diagonal of the 
solution matrix equals the number of set-ups in 
the lot sizing formulation. Hence condition 
(2.5) in the clustering formulation states a 
restriction on the number of set-ups in the lot 
sizing formulation. Hence a clustering problem 
with the total within clusters um of squares as 
performance measure can be viewed as a capa- 
citated single-item single-level dynamic lot siz- 
ing problem. Here capacitated means that the 
total number of set-ups during the planning 
horizon is restricted to a prespecified number. 
This statement can be extended to the cluster- 
median problem as well. 
A possible application of this equivalence is 
the generation of heuristic solutions to a one- 
dimensional c ustering problem by parameter- 
izing on the set-up cost in the chosen solution 
method for the corresponding lot sizing 
problem. 
Finally, it is noted that the above similarity 
is not immediate in p-dimensional c ustering 
problems ince a contiguous clustering is not 
necessarily optimal in that case. 
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