Children overgeneralise verbs to ungrammatical structures early in acquisition, but retreat from these overgeneralisations as they learn semantic verb classes. In a large corpus of English locative utterances (e.g., the woman sprayed water onto the wall/wall with water), we found structural biases which changed over development and which could explain overgeneralisation behaviour. Children and adults had similar verb classes and a correspondence analysis suggested that lexical distributional regularities in the adult input could help to explain the acquisition of these classes. A connectionist model provided an explicit account of how structural biases could be learned over development and how these biases could be reduced by learning verb classes from distributional regularities.
Introduction.
To learn a language, children must learn how to link verbs to abstract grammatical structures. For example, they must learn that the locative verb fill can occur in sentence structures such as I filled the salt shaker with salt. However, young children also overgeneralise verbs to structures in which they are ungrammatical (e.g., E(5;0) *Can I fill some salt into the bear [bear-shaped salt shaker], Bowerman, 1982 ; see also Pinker, 1989) . These overgeneralisations show that children understand something about verb meanings and sentence structures but have not fully learned the appropriate pairing of verbs and structures. Over time, children learn to constrain their choice of structure and begin to "retreat" from overgeneralisation (Ambridge, Pine, Rowland, Jones, & Clark, 2009; Pinker, 1989) . This paper examines the nature of the mechanisms that support this retreat in the context of the acquisition of the English locative.
The English locative alternation consists of two structures: the location-theme structure (LT structure, e.g., the woman sprayed the wall with water), and the theme-location structure (TL structure, e.g., the woman sprayed water onto the wall). These structures provide alternative ways of conveying a meaning involving the thematic roles AGENT (e.g., woman) , LOCATION (usually a surface or a location, e.g., wall) and THEME (usually a liquid or an object, e.g., water). The difference between the two structures arises from the mapping of roles to structural positions: the LT structure places the LOCATION noun in object position after the verb, followed by the THEME noun in a prepositional phrase, while the TL structure places the THEME noun in object position, followed by the LOCATION noun in a prepositional phrase.
Work on the locative alternation has been shaped by Pinker's (1989) broad/narrow range rule account of overgeneralisation and retreat. He argued that children's early understanding of how locative verbs map to these structures involves innate "broad range" linking rules (Gropen, Pinker, Hollander, & Goldberg, 1991a) . On this account, the broad range rule for the locative alternation links the two possible construals of a locative action as in (1) and (2). 1) X causes Y to change state by means of moving Z to Y.
2)
X causes Y to move into/onto Z. In these construals, X encodes the animate entity which carries out the action, Y labels the most affected entity and Z labels the remaining entity. Children must learn that the English LT structure -which focuses on the LOCATION (Y) change of state -maps to construal (1) (e.g., the man sprayed the wall with water) and that the TL structure -which focuses on the motion of the THEME (Y) -maps to construal (2) (e.g., the man sprayed the water onto the wall). The fact that these construals are linked by innate linking rules in Pinker's theory explains why children generalise verbs heard in one structure to the other structure early in development (Gropen, Pinker, Hollander & Goldberg, 1989) , producing overgeneralisation errors in which children use verbs in structures that are not licensed by the adult language. For example, *I'm going to cover a screen over me (E(4;5); Bowerman, 1982) is ungrammatical in adult speech, and results from the overgeneralisation of an LT-biased verb into the TL structure.
As they become more experienced language users, children learn to constrain such errors. Pinker (1989) links this retreat from overgeneralisation to the acquisition of "narrow range" rules, which link semantic verb classes (derived from classes developed by Levin, 1985; to particular structures. For example, cover and coat both refer to an action where a LOCATION is obscured by a THEME. Verbs in this class appear only in the LT structure (e.g. the woman coated the car with paint vs. *the woman coated paint onto the car). Other verbs like pour and spill involve actions where the THEME is a liquid that flows into some LOCATION in a certain manner. Verbs in this class appear only in the TL structure (e.g., the woman spilled water onto the floor vs. *the woman spilled the floor with water). Finally, other verbs like spray and squirt involve actions where the THEME is a liquid which both moves in a certain manner and affects the LOCATION in a certain way. Verbs in these "alternating" classes can appear in either structure (e.g., the woman sprayed the wall with water; the woman sprayed water onto the wall). As narrow range rules specify the correct structural properties of these verbs, their acquisition supports the retreat from overgeneralisation and the development of adult-like verb-structure mappings.
Pinker's theory introduced the idea that different kinds of semantics explain changes in the locative alternation across development, and specifically that the retreat from overgeneralisation involves the acquisition of semantic verb classes. In this paper, we contrast two accounts of how these verb classes are acquired, which we call situational and distributional accounts. The following paragraphs describe the nature of the semantics assumed by each account, and the different cues that signal syntactic distinctions. Because we define the problem of learning the locative alternation in different semantic and syntactic terms from previous theories of language acquisition, we conclude this introduction with a discussion of how our account relates to these existing theories.
One broad approach derives from the view that semantic knowledge is learned from cross-situational regularities between linguistic forms and observed events (St Augustine, 397/2001; Pinker, 1994; Smith & Yu, 2008) . On this situational account, locative verb classes are learned from the non-linguistic features of the situations in which locative verbs are heard. For example, a child might hear coat whilst seeing a surface changing state as it becomes obscured by a liquid. Because the LOCATION is saliently changed in this situation, the child infers that coat (and verbs that share its container-statechange semantics) must be used with the LT structure, which places the LOCATION before the THEME. Gropen and colleagues (1991a) offered evidence for the situational account in a verb learning experiment, in which adult and child participants were familiarised with two action/verb pairs. Each pair involved the same LOCATION item and THEME item (e.g., a cloth and a matchbox, E1) and each could be described with a locative sentence. However, one action highlighted the manner in which the THEME moved, while the other highlighted the eventual endstate of the LOCATION. At test, the experimenter acted out the action and asked participants to describe it using the trained verb. Participants generalised the novel verb to the LT or TL structure based on the salience of the LOCATION and the THEME.
Although this study showed that situational meaning can influence structural choice, it did not show that situational meaning assigns verb class: structural choice could be directly signalled by the relative salience of the LOCATION and THEME roles in the test situation without participants having learned verb class information during the familiarisation phase.
In thinking about the situational account, it is important to distinguish different types of situational information. One type of information is thematic roles (Gruber, 1965; Jackendoff, 1983) , for example AGENT, LOCATION, and THEME. Although these roles license a locative, they are compatible with both the LT and TL structure. Another type of information, which we will call lexical semantics, refers to the semantics that is inherent to the verb across different syntactic frames (Pinker, 1994 , calls this root meaning). For example, cover has a similar meaning in both transitives (e.g., I covered the dishes) or locatives (e.g., I covered the dishes with water). Because lexical semantics does not always determine a verb's structural preferences, we distinguish lexical semantics from syntax-related semantics such as change of state (frame meaning; Pinker, 1994) , which includes verb class semantics (Hare, McRae, & Elman, 2003) . It is not trivial to explain how children might isolate these different situational semantic components and link them in appropriate ways to structural choices (Gillette, Gleitman, Gleitman, & Lederer, 1999) .
If verb-structure mappings are shaped by the situational semantics in human experience, there should be similar mappings cross-linguistically. In fact, there is considerable variation. For example, the Korean locative alternation uses two structures to highlight LOCATIONS and THEMES (Kim, Landau, & Phillips, 1999) , but unlike in English, the Korean verb fill can occur in both LT and TL structures (e.g., John-nom water-acc cup-loc fill-pastdecl vs. John-nom cup-acc water-with fill-past-decl) . Kim et al. (1999) found that while English mothers never used the English TL structure to describe a video of a filling event, Korean mothers used the Korean TL structure 57% of the time. Since the video was the same for both groups of mothers, the difference between Korean and English mothers' choice of LT or TL structure suggests that situational verb meaning may not fully explain structural choice. Similarly, Hunter (2008) describes cross-linguistic variation in the structural biases of locative verbs; for example, splash can alternate in English, but only appears in the LT structure in Greek, and only in the TL structure in Hebrew. This variation is hard to explain if, as per the situational account, these verb-structure mappings are mainly constrained by universal situational regularities.
The difficulty of constraining verb class acquisition from situational information has motivated distributional accounts in which children learn verb classes from regularities in their linguistic input (Fisher, Gleitman & Gleitman, 1991; Gleitman, Cassidy, Nappa, Papafragou & Trueswell, 2005; Mintz, 2003; Mintz, Newport & Bever, 2002; Redington, Chater & Finch, 1998) . One type of distributional learning is syntactic bootstrapping (Fisher, Gertner, Scott & Yuan, 2010; Gleitman, 1990; Landau & Gleitman, 1985) , where verbstructure regularities are used to infer verb meaning. For example, if cover occurs frequently in the LT structure (e.g., I covered the table with paper) and never in the TL structure (e.g., *I covered paper onto the table), then cover is assigned to a verb class that only allows the LT structure. Another approach to distributional learning is to assign syntax-relevant semantics using the words that co-occur with the verb (Dorr & Jones, 1996; Dumais & Landauer, 1997; Joanis, Stevenson & James, 2008; Resnik, 1996; Rohde, Gonnerman & Plaut, 2006; Riordan & Jones, 2011; Sun and Korhonen, 2009; Redington et al., 1998) . For example, if a child hears the utterance He is sloshing paint around, the child classifies slosh with other verbs that take paint as an object (e.g., the man poured paint into the bucket; the girl spilled paint on the table), creating a verb class based on word distributional similarities. Models of this process cluster together verbs that co-occur with similar sets of words in a similarity space. Because this similarity space is often thought to be semantic in nature (e.g., Latent Semantic Analysis; Dumais & Landauer, 1997) these clusters of verbs approximate semantic verb classes that could be used to constrain structural choices.
To understand the differences between the situational and distributional accounts, it is important to first distinguish between the learning and testing situations (Figure 1) , a difference which is not always clearly isolated in existing theories. The situational and distributional accounts only apply to verb class learning (also called familiarisation, training). At test -that is, when a child is asked to describe an event with more than one possible construal -all theories and models assume that locative production is supported by semantic and thematic role information. First, the speaker must have lexical semantics for the event they wish to describe, otherwise they will select the wrong verb (e.g., saying eat instead of coat). Second, the speaker must identify the AGENT, LOCATION, and THEME in the event that they want to convey. If these roles are not assigned, then a locative structure is inappropriate. Furthermore, it is thought that the relative salience of arguments can determine structural choices independently of the verb (Bock 1982; Gleitman, January, Nappa & Trueswell, 2007; Goldberg, 1995) . Indeed, Gropen et al. (1991a) demonstrated that changes in the salience of LOCATION and THEME at test did change Figure 1 . Distributional and situational accounts of children's acquisition of the English locative construction the structural choices that children made with novel locative verbs. Thus, the LOCATION and THEME must be equally salient at test, in order to be sure that the child is producing the LT or TL locative structure based on a learned verb class rather than situational test cues. Although the test situation provides children with a range of semantic information that affects their choice of locative verb and structures, they must nonetheless acquire verb classes via either situational or distributional learning in order to know whether a particular verb is LTbiased, TL-biased, or alternating (e.g., coat is LT-biased, spray is alternating).
Thus, children may use all available information when producing locative structures at test, however situational and distributional theories provide different accounts about how learning takes place before the test situation. In the situational account verb bias is inferred from the salience of roles in an event. For example in Figure 1 (top left), if the wall (LOCATION) is more saliently changed than the paint (THEME), then coat belongs to a location-biased verb class.
In the distributional account, children assign verbs to verb classes based on linguistic similarity: coat occurs with similar words to other LT-biased verbs like cover ( Figure  1 , top right). Thus, although both these theories assume that verbs are assigned to classes that predict their structural biases, they differ in the information that is used.
Another important difference between the situational and distributional accounts is the likelihood of a learning episode, and this can have important consequences for low-frequency verbs. For example, the low frequency verb litter is only acceptable in the LT structure (e.g. I littered the table with papers). On a strong situational account, a learning opportunity occurs when the word litter is heard in a situation where littering is visibly taking place. To correctly classify litter as a non-alternating LT-biased verb, some aspect of that situation must make the table more salient than the papers. In contrast, on a strong distributional account a learning opportunity occurs when a child hears any utterance with a verb usage of the word litter. The child can use the fact that litter occurs with a noun (e.g., table) that has appeared with another verb such as cover (e.g., I littered the table, I covered the table) to classify those verbs as more similar in their structural preferences. Because simply hearing an utterance is more likely than hearing that utterance at the same time as seeing a depiction of the action with clear LOCATION/THEME salience cues, learning episodes for the distributional account should be more frequent than those for the situational account.
Thus, according to situational theories, there may be low-frequency locative verbs (e.g., bestrew, cultivate, dribble, encrust, festoon, imbue, lard, mottle, replenish, shroud, wad; Levin, 1993) which are never encountered in an appropriate situational context and hence would not have a verb class.
While the situational and distributional theories discussed here are similar to other theories of language acquisition, they differ in some important ways. As noted, the situational account emphasises the role of semantics in verb class acquisition, which has been interpreted as a type of bootstrapping. It is important to clarify, however, that the situational account as defined here is not a version of Pinker's "semantic bootstrapping", which is a mechanism by which semantics is used to generate hypotheses for learning syntactic rules (Pinker, 1994) .
Pinker clearly distinguishes semantic bootstrapping from his semantic structure theory of linking (broad/narrow rules) in the conclusions of his locative paper (Gropen et al., 1991a) , whereas our situational account relates to how children learn the semantic classes that support the narrow range rules. The distributional account is also different from syntactic bootstrapping theories, which argues that children use abstract syntactic frames to learn about verbs (Gleitman, 1990) . In terms of the locative structure, the frame used with locative verbs consists of the sequence of syntactic categories NP V NP PP.
If syntactic bootstrapping requires that frames consist solely of abstract syntactic categories (without lexical or thematic role distinctions), then children could not learn the locative alternation using this information, because the LT and TL structures both use the same NP V NP PP sequence of syntactic categories. Therefore for syntactic bootstrapping to explain acquisition of locative verb classes, children's frames must employ lexical elements or thematic roles to distinguish the two structures. Because locative acquisition takes place relatively late in development, children may have learned relevant syntactic frames by the time they are learning about the properties of locative verbs; indeed, computational models show that such syntactic frames can be used to learn about properties of locative verbs (Niyogi, 2002) .
In this paper, we use a range of methods to better understand locative verb acquisition. Previous work has looked mostly at overgeneralisation errors in language development. Here, we examined children's normal locative use over development in a large corpus analysis of both high and low frequency verbs. Because it is difficult to characterise the situational input that was available when these verbs were learned, we analysed the degree to which distributional learning can account for verb class acquisition using several correspondence analyses of child-directed speech (Section 2). Finally, we used a connectionist model of language acquisition to better understand how verb classes can be acquired (Section 3).
A Corpus Analysis of the English Locative Construction
Although the English locative has been the focus of a handful of corpus, diary, empirical, elicitation and grammaticality judgment studies Bidgood, Ambridge, Pine, & Rowland, 2014; Bowerman, 1982; Gropen et al., 1991a Gropen et al., , 1991b Laffut & Davidse, 2002) , to our knowledge there exists no in-depth examination of the patterns of locative verbs in the language children hear and use. Of the few previous corpus studies of the English locative, some examine a small set of verbs, others use a small set of corpora, and others use only adult or non-naturalistic data. Laffut and Davidse (2002) , for example, examined eight locative verbs from the adult COBUILD corpus of written text; Iwata (2008) counted occurrences of five locative verbs in the British National Corpus of adult written text and speech; and Bowerman (1982) presented examples of locative overgeneralisations based on a corpus of speech from five children from approximately two to seven years old. In contrast to these smaller studies, we examine the behaviour of a wide range of locative verbs in the 14 UK English corpora in the CHILDES child language database (MacWhinney, 2000) . We extracted all utterances in the UK corpora in CHILDES (Cruttenden, 1978; Fletcher & Garman, 1998; Forrester, 2002; Gathercole, 1986; Henry, 1995; Howe, 1981; Johnson, 1986; Korman, 1992; Lieven, Salomo, & Tomasello, 2009; Rowland & Fletcher, 2006; Theakston, Lieven, Pine & Rowland, 2001; Tommerdahl, 2009; Wells, 1981; Wilson & Henry, 1998; Wooten, 1984) for the 140 locative verbs for which Ambridge et al. (2012) collected grammaticality ratings. We created the full corpus of 38,231 utterances by searching for all possible forms of each of the 140 locative verbs (e.g., stick, sticking, stuck), and found tokens of 103 forms (see Appendix A for details). Utterances came from 1,975 transcribed files of recorded sessions between adults and children ranging from four weeks to seven-and-a-half years old.
Next, we created a handcoded corpus, which we coded for various syntactic structures. Our goal was to have a large sample of locative verbs to allow us to characterise their structural preferences, so we selected utterances from the full corpus which had been tagged as verbs or participles on the CHILDES MOR line. We then coded each utterance for prepositions anywhere postverbally (with, indicating a candidate LT locative; into, onto, or over, indicating a candidate TL locative; or no preposition, indicating some other construction).
We counted the number of utterances separately for each verb in these LT candidate, TL candidate, or Other categories for adults and children. When this count was less than 50, we coded all utterances in that category. When it was more than 50, we coded a random sample of 50 utterances. Because there were very few tagged utterances for children over 40 months, we extracted a further 20% of child utterances and 5% of adult utterances from the untagged data (i.e., no MOR line) for this age group, resulting in 2,685 utterances in our handcoded corpus. Each utterance was coded individually, with no preceding or succeeding conversational context. In addition to coding LT and TL structures we also coded transitive utterances, which were distinguished by plausibility of the post-verbal arguments as LOCATION or a THEME (Table 1) .
Transitives with post-verbal LOCATION nouns (e.g., the man sprayed the wall) were labelled as L transitives and transitives with post-verbal THEME nouns (e.g., the man sprayed the water) were labelled as T transitives. Finally, ambiguous transitives with post-verbal pronouns (e.g. the man sprayed it) and intransitives were coded separately. A further 931 nonverb (miscoded on the MOR line or from untagged data; e.g., nouns: Give me the brush; adjectives: I think it's a bit smeary) or ambiguous utterances were excluded from subsequent analyses. An additional 10% of responses were coded by a second coder. Intercoder reliability was substantial (Cohen's kappa = 0.71; Landis & Koch, 1977) .
Verb Classes and Structural Biases in Children and Adults
To begin to understand how children acquire locative verb classes, we examined whether children's locative verb use in the coded corpus exhibited structural biases similar to those in adults. As the data for some verbs were sparse, we focused on the 15 most frequent verbs and calculated the proportion of location-biased structures (i.e., proportion L transitives and LT locatives out of all transitives and locatives; Figure 2) . Overall, children's locative verb use reflected adults' locative verb use. The verbs cover, fill, and brush appeared almost exclusively in L transitives and LT locatives in both adult and child utterances. Similarly, stick, pour, and dump occurred almost exclusively in T transitives and TL locatives in both adult and child utterances. The verbs rub, spill and splash alternated between the two types of structure, again in both adult and child utterances. This demonstrates that for high frequency verbs, structural biases in parental input can model the biases that children learn. 
The Developmental Trajectory of Structural Choice in the English Locative
Overgeneralisations of locative structures are rare events which illustrate children's ability to extrapolate beyond their input. It has been suggested that these overgeneralisations arise from biases toward particular structures (e.g., one structure is more robust, or one structure is derived from another, more basic structure; Abbot- Smith & Behrens, 2006; Bowerman, 1982; Pinker, 1989) . If so, these biases should also be evident in children's choice of structure, and in this case, the choice between LT and TL locative structures. To examine whether our data provided evidence for such structural biases in development, we calculated the proportion of LT locative structures (out of all locatives) for children and adults at each age in months in the corpora (only 33 verbs were used in the locative). Because the 565 transitive uses of locative verbs outnumbered the 332 locative uses, we also calculated the proportion of L transitive structures out of all transitives (40 verbs were used in the transitive, 26 were in both). Figure  3 displays the proportion of LT locative structures (e.g. the woman sprayed the wall with water), and Figure 4 displays the proportion of L transitive structures (e.g., the woman sprayed the wall), both for adults and children between 20 and 60 months old in the handcoded corpus.
When verbs appeared in locatives early in development, they occurred most frequently in the TL structure ( Figure 3 ).
In contrast, transitive use remained consistent over time, with around 50% of verbs occurring in the L structure ( Figure 4 ). A linear model was fitted to locationbiased structures produced (L or LT = 1, T or TL = 0) with structure type (transitive, locative), child age (months) and speaker group (adult, child) transitive production (beta = -0.91, t(116) = 3.06, p = .003), pointing to a TL bias in locative production. An interaction between child age and structure type (beta = 0.02, t(116) =3.12, p = .002) indicated an increase in LT production over development. This analysis reveals that transitive and locative uses of locative verbs differ in their respective proportion of L and LT structures (in which the LOCATION role occurs directly after the verb).
In Figure 3 , adults' use of full locatives seems to mirror the changes in children's use of locatives over development. Since adults should be able to use both LT and TL structures, the asymmetry in the adult utterances must be explained. One possibility is that it is due to structural priming (Bock, 1986) , but this would mean that adult use of LT depended on being primed by a child LT structure. Another possibility is that adults tend to repeat the same verb-structure pairs that the children use. To test this, we extracted the 207 separate files that contained full locatives to examine how often children use locatives with a particular verb in the same file as an adult use of that verb. We found that only 3.38% (7 files) included both . Proportion L transitives out of all coded transitive utterances in the corpus data separated by age and speaker child and adult uses of the same verb in a locative structure. Thus, it is unlikely that the developmental effect is due to imitation or priming. A more likely explanation is that adults used more TL structures early in children's acquisition as a general adjustment to make their utterances comprehensible to children (motherese; Bohannon & Marquis, 1977; Gleitman, Newport & Gleitman, 1984) . Importantly, the early TL bias shown in Figure 3 suggests that parents' full locatives information for children to learn LT-biased verbs. Instead, the consistency of transitive use over development (Figure 4) suggests that transitive uses of locative verbs may be a more stable basis for learning verbs' structural biases than locative uses of locative verbs. Furthermore, transitive uses are more frequent than locative uses: while 16 verbs appeared more frequently in the locative than in the transitive, 30 verbs appeared more often in the transitive than in the locative. Given the TL bias and sparseness of locatives in the input, it would make sense for a theory of locative verb class acquisition to take advantage of transitive uses of these verbs.
To examine whether transitive use is predictive of locative uses, we used mean adult ratings of locative verbs' LT and TL biases taken from Ambridge et al. (2012) and Bidgood et al. (2014) to create a graded LT preference rating measure for each verb (100% LT preference = 1, 100% TL preference = 0). We correlated this with the proportion of LT and L structures in the adult utterances in the corpora. There was a significant correlation between LT rating and adult LT distribution (r = .53, t(30) = 3.40, p = .002), indicating that the LT bias of verbs in locative structures observed in our childdirected speech data matched adult ratings of those verbs' bias towards LT structures. There was also a significant correlation between LT rating and adult L distribution in the corpus (r = .32, t(38) = 2.11, p = .041), indicating that the biases of verbs in transitive structures in our data also reflect adults' locative preference ratings. These correlations suggest that distributional regularities in transitives could be used to learn locative verb biases.
As noted above, young children significantly preferred post-verbal THEMES in the locative construction (e.g., the woman sprayed water into the bucket) but not in the transitive construction (e.g., the woman sprayed water). In children under 30 months old, 75% of the locative utterances were TL structures, but only 44% of the transitive utterances were T structures. The TL bias is mirrored in existing empirical, diary and corpus studies (Bidgood et al., 2014; Bowerman, 1982; Gropen et al., 1991a Gropen et al., , 1991b Laffut & Davidse, 2002) . For example, Bidgood et al. (2014) found in a novel verb ratings task that five-to six-year-old children accepted novel verbs in the TL locative structure but not the LT locative structure. Further, Gropen et al. (1991b, E1) found that 3;4 -4;5-year-old children placed the THEME in the post-verbal position 60% of the time even when describing an endstate event that emphasised the location and prompted with a location-biased question. Critically, the TL bias may be the basis for locative overgeneralisations: if a child hears an LT-biased verb in a LT structure (e.g., I will cover the fireplace with a screen), but they themselves have an overall TL bias, this broader bias could prompt them to use an LT-biased verb in a TL structure. Bowerman (1982) found that 79% of her locative overgeneralisation errors were of exactly this type (e.g., E(4;5) "I'm going to cover a screen over me"). Thus, the TL bias for normal utterances in our corpus data could be a metric of the structural bias that creates these TL overgeneralisation errors, and the significant increase in LT use over development suggests a retreat from these structural biases. Later, we explore whether biases in normal production can explain errors using a computational model (Section 3).
A Corpus-Based Test of the Distributional Learning Hypothesis
The distributional account of locative verb class acquisition poses several as-yet unanswered questions: what kind of distributional regularities might children use to learn verb classes? Is there sufficient information in the linguistic input to support verb class acquisition? If so, can these verb classes predict whether adults will use an LT or a TL structure? To address these questions, we implemented the distributional account in a series of correspondence analyses (CA; Greenacre, 2007) .
Our CAs clustered target verbs based on the words that they co-occurred with, generating multiple components akin to those produced by principal component analysis. The CAs created a low-dimensional similarity space that accounted for the variance in the higher dimensional space of word-to-word co-occurrences (a contingency table). For example, spray and splash might both be followed by some water and the paint, while dappled might be only followed by some paint. Because spray and splash share four post-verbal words, they would be classified as more similar to each other than to dappled, with which they share two post-verbal words.
We prepared the input for the CA in two stages. First, to ensure we were classifying locative verbs, we selected target verbs from the 140 verbs which had an LT rating (see Section 2.1) and which occurred in our handcoded data at least 25 times in a locative structure (Sun & Korhonen, 2009) . This is important because many locative verbs also occur in non-locative forms. For example, although blanket is a locative verb, it only occurred as a noun in our hand-coded data. In an analysis based on co-occurrence, it is possible that blanket and cover, for example, might be classified as similar if their noun uses shared adjacent words (e.g., the cover on the bed; the blanket on the bed). Although these noun uses could help support verb class assignment, we focused here on those verbs that occurred frequently in the locative structure in the full corpus to ensure that our analysis directly reflected the acquisition of locative verb classes. This generated a target set of 21 verbs.
Next, we generated our input data by extracting all utterances that contained any form of the word (e.g., first person present cover, third person singular nails, progressive aspect rubbing, past participle dumped, irregular spilt) for each of our 21 target verbs. We used the full dataset (not just the hand-coded subset) and discarded any hand-coded syntactic information, so that input consisted solely of the words of each utterance. Importantly, although we selected target verbs which occurred frequently as locative verbs, our CAs were based on the entire dataset. For example, cover was classified using the words which co-occurred with both verb uses (e.g., like Mummy covers you up) and noun uses (e.g., here's the covers for your dolly). The input to these CAs therefore simulated how a child could learn verb classes from heterogeneous input where non-locative uses are not filtered out.
To investigate what kind of distributional information might be useful in learning verb classes, we constructed multiple CAs with different inputs and evaluated their ability to predict adult LT ratings . The first analysis (Full CA) clustered verbs based on all other words in the utterance. Because the locative alternation occurs post-verbally, the second analysis used all post-verbal words (Post-verbal CA) . A third, Preposition-only CA used only post-verbal prepositions (at, in, into, on, onto, over, with) , as these are specific cues for LT and TL forms. The fourth, Two Postverbal Words CA used only the two post-verbal words because adjacent word statistics are commonly used in computational models (e.g., trigrams, Chang et al., 2008; Redington et al., 1998; Mintz et al., 2002) . Because our corpus analysis identified transitives as a possible source of locative verb class information, our final CA (Transitive CA) explored whether there was sufficient information in post-verbal articles and nouns (that is, in transitive but not locative utterances) to correctly classify locative verbs (Levin & Rappaport Hovav, 1991) . This analysis therefore used the same input as the Two Post-verbal Words CA, but excluded prepositions as well as any words following these prepositions.
Finally, to examine whether children could learn locative verb classes via syntactic bootstrapping, in a sixth analysis we used proportion LT in the handcoded input to predict LT rating (Proportion LT analysis), simulating a child learning verb classes from the occurrence of locative verbs in adult-like LT or TL structures.
To determine which of the five CAs best predicted our LT rating measure, we used the first six factor scores in each CA in a regression to predict LT rating. For each regression, we selected the factor which most reliably predicted LT Rating and submitted it to a further regression to obtain a measure of variance accounted for (R 2 ). As can be seen in , the Two Post-verbal Words analysis best accounted for LT rating: Factor 4 significantly predicted LT Rating and explained 47% of the variance. Figure 5 depicts this relationship, showing that verbs rated as more grammatical in TL structures (e.g., pour and spill) were positive on Factor 4, and verbs rated as more grammatical in LT structures (e.g., cover and fill) were negative on Factor 4. Further, some verb clusters reflect Pinker's (1989) narrow semantic verb classes; for example, spray and splash were similar on Factor 4 and are both members of Pinker's spray-type class. In line with existing studies (e.g., Ambridge et al., 2012 ) not all classes generated by our data conform to these narrow verb classes. For example, spread and spill were close on Factor 4, despite being members of different classes according to Pinker's classification.
As well as supporting existing models which used word-based distributional information, our CAs demonstrated that there is lexical information in the input from which children can learn aspects of the adult-like syntax-relevant semantics necessary to constrain their choice of locative structure. The Full and Post-verbal CA explained less variance than the 47% in the Two Post-verbal Words CA, accounting for 21% and 38% respectively. This is likely because the Full CA and Post-verbal CA treated all postverbal words as equivalent, leading to a loss of sentence position information. In contrast, the Two Post-verbal Words CA only received the two adjacent, post-verbal words, which made these words position-specific. Because prepositions are useful cues for verb class identification, the Preposition Only CA accounted for a significant amount of variance (35%). Nonetheless, this was 12% less than the Two Post-verbal Words CA, in part because the Preposition Only CA used only 2,239 word tokens, while the Two Post-verbal Words CA used 8,776 due to the frequent transitives in the input. Even without the clear cues provided by the prepositions, the Transitive analysis explained 30% of the variance in the ratings, demonstrating that the distribution of post-verbal articles and nouns was a reliable cue to verb class. Finally, to investigate whether a learner could use syntactic bootstrapping to identify a verb's semantic class, the Proportion LT analysis used the proportion of LT structures in the hand-coded corpus to predict LT ratings. This analysis explained only 24% of the variance -about half of the variance explained by the best Two Post-verbal Words CA. The weakness of this result could be due to in part to the smaller input set (1,680 utterances, around a fifth of the size of the input to the Two Post-verbal Words CA). This sparse input simulated the fact that young children may not correctly parse every single utterance that they hear, just as adults also do not always correctly parse utterances (Ferreira, 2003) . In addition, our adult input was TL-biased, which may have weakened its predictive power with respect to learning LT-biased verbs. The TL bias in particular poses a problem for accounts like syntactic bootstrapping, which must explain how children learn LT-biased verb meaning from structurally-inappropriate input. While the Proportion LT and Full CA models yielded only medium effect sizes (Cohen, 1992) , the effects sizes for the other lexical CAs were large. This suggests that word-based distributional learning would be a more efficient than a structure-based approach to learning verb classes that predict structural choices.
The best, Two Post-verbal Words CA explained nearly half of the variance associated with 21 verbs in adult ratings. This is a striking result given that adults' ratings were based on years of experience with locative verbs' syntax and semantics, whereas this CA used a much smaller, heterogeneous child-directed corpus that did not filter out non-verb uses. While prepositions were expected to predict locative structures, we found that post-verbal words without prepositions also predicted 30% of the variance associated with verb class ratings. This usefulness of transitive input in locative verb bias acquisition poses a challenge for one particular version of syntactic bootstrapping, which argues that children use the number of arguments, rather than a formal syntactic structure, to bootstrap the meaning of verbs (Fisher, Gertner, Scott & Yuan, 2010) . This argument-counting mechanism would only use three-argument input when learning about locative verbs. Since transitive structures have one fewer argument than locative structures, this mechanism would be unable to take advantage of locative verbs in transitive utterances. For theories of syntactic bootstrapping to assign locative verb meanings from transitive structures (e.g., assign different verb classes for the boy is gorping the blanket and the boy is pilking the bed), they would need to incorporate a lexical distributional mechanism like the CA that we have used here, because LOCATION and THEME transitives have the same structure and number of nouns. Since many structures that are used in syntactic bootstrapping studies also differ in words (e.g., the boy is gorping the girl, the boy and girl are gorping, the boy is gorping with the girl, he is gorping her), this lexical distributional account of verb class assignment could explain a wide range of syntactic bootstrapping results without using structurebased heuristics.
A Connectionist Model of Acquisition of the English Locative Alternation
Our corpus analysis documented how locative verbs and structures are used over development, and the correspondence analyses showed that there is sufficient information in the input for children to acquire verb classes from word co-occurrence regularities. However, there is more to verb class acquisition than simply acquiring verb classes: children must simultaneously learn structures and map them to meanings in order to generate grammatical sentences. In the next section we examine computational models of syntax acquisition to better understand how these multiple representations might be learned and integrated.
Existing computational models of verb-structure acquisition assume that children have a limited set of verb class hypotheses and use adult-like syntactic structures and rich semantic features to learn verb classes. For example, Niyogi (2002) developed a Bayesian model of locative verb class acquisition which assigned verbs to a small set of innate verb classes based on pre-existing syntax-relevant semantic features (e.g., container is full) or structural information (e.g., X verbed Y with Z). In contrast, Perfors, Tenenbaum and Wonnacott's (2010) Bayesian model did not assume innate verb classes. Instead, it specified hyper-parameters that constrained the types of hypotheses that were entertained and used adultlike syntactic structures and verb class semantic features to set these parameters. Alishahi and Stevenson's (2008) Bayesian model of verb argument structure acquisition extended these assumptions by enriching their syntactic structures with a large number of fine-grained semantic features (e.g., change of state) for learning. Because there is no automated way to label corpora for syntactic structure or fine-grained semantics, these models all took corpora that had been manually labelled with structural or semantic features by adult linguists. Children, however, learn language from utterances without syntactic category labels, and situational semantic features may not be available for low-frequency verbs (e.g., litter; see Section 1). Based on these models, it is not clear how verbstructure regularities are learned if children do not have input that approximates these adult syntactic/semantic codings. Furthermore, no existing model has predicted the main finding in our corpus work: that children initially have a strong bias towards the TL structure which gradually diminishes as they acquire verb classes.
To develop an explicit model of locative acquisition, we adapted a connectionist model of sentence production and acquisition called the Dual-path model (Chang, 2002) . This model lends itself well to the current work because it has been shown to acquire the locative alternation and can explain structural priming with this alternation (Chang, Bock & Goldberg, 2003; Chang, Dell & Bock, 2006) . In addition, the model can explain syntactic bootstrapping findings in preferential looking studies (e.g., Naigles, 1990) . For example early in development, the model was able to map causative meanings to transitive sentences and non-causative meanings to with-intransitives (Chang et al., 2006) . Furthermore, its predictions about early structural biases in preferential looking, namely that causative-transitive mappings are learned earlier than non-causativeintransitive mappings, have been confirmed in several syntactic bootstrapping studies in different languages (Gertner & Fisher, 2012; Matsuo, Kita, Shinya, Wood, & Naigles, 2012; Noble, Rowland, & Pine, 2011) . More broadly, the model provides a general account of language acquisition and sentence production, learning typologically-different languages such as English, Japanese, and German (Chang, 2009; Chang, Baumann, Pappert, & Fitz, 2014 ) and successfully models a range of findings from the child and adult production literature, for example structural priming, conceptual/lexical accessibility, heavy NP shift and the accessibility hierarchy (Chang, 2009; Chang et al., 2006; Fitz, Chang, & Christiansen, 2011; Rowland, Chang, Ambridge, Pine, & Lieven, 2012) .
In our simulations, the Dual-path model learned syntactic representations from input pairs consisting of a message (which simulated the meaning that is being conveyed) and the heard sentence.
An example of a LT locative message-sentence pair is shown in (3). The message contained role-concept links that encoded message-specific mappings between the thematic roles (e.g., ACTION, AGENT, LOCATION, THEME) and concepts (e.g., SPRAY, MAN, WALL, WATER) in an event. Because the same message can correspond to both the LT and TL structures (3,4), thematic roles do not determine grammatical function. For example, the syntactic object is the LOCATION wall in the LT locative (3) and the THEME water in the TL locative (4). Likewise, the oblique object (the noun in the prepositional phrase, e.g., the man sprays the wall with water) could be either the LOCATION or the THEME dependent on structure. In addition to the role information, the message also contained event-semantic information that signalled the number of roles involved in an event. For example, if the event-semantics signalled an AGENT, LOCATION and THEME role, then the model learned that either a LT or TL structure was possible. Critically, the message information did not provide the fine-grained verb class semantics that is sometimes assumed to support the acquisition of verb-specific biases for locative structures (e.g., change of state; Levin, 1993; Pinker, 1989) . To test whether distributional regularities in the model's input could support locative verb class acquisition, we created a grammar in which groups of verbs occurred systematically in LOCATION-or THEMEbiased structures. Verbs were grouped into five classes. Nonalternating class A verbs occurred in the LT structure only and nonalternating class E verbs appeared in the TL structure only. The other three classes B, C and D alternated between the L and T transitive structures in intermediate degrees (75%, 50%, and 25% respectively). Since these three classes were never experienced in a full locative, the model had to learn how these verbs were biased in the locative from the distributional word regularities in transitives. To instantiate the idea that verb biases must be learnable without clearly biased situational semantics, the thematic roles AGENT/LOCATION/THEME for utterances with class B, C and D verbs were left empty in training. Thus the structural knowledge of the locative could only be learned from class A and E verbs, and verbstructure biases for B, C and D could only be acquired from distributional analysis of transitives (as in the correspondence analyses described in Section 2.2).
Model Architecture
The Dual-path architecture had two separate processing pathways: the sequencing system and the meaning system (bottom and top parts of Figure 6 , respectively). The sequencing system learned syntactic categories and ordering constraints among those categories. The meaning system activated thematic roles which in turn triggered concepts specific to particular messages. The sequencing system is depicted in the bottom part of Figure 6 and consisted of a Simple Recurrent Network (SRN; Elman, 1993) . The SRN had a feed-forward architecture that mapped from the Previous Word layer via a Hidden layer to the Produced Word layer. The model used the previous word to activate Hidden unit representations which helped it to predict the next word in a sentence (centre of Sequencing System panel, Figure 6 ). Between the Hidden and the Previous Word / Produced Word layers were Compress layers: smaller layers that forced the model to cluster words into syntactic categories based on distributional regularities (Elman, 1993) . In addition, a Context layer held a copy of the previous Hidden layer representation, allowing the model to encode longer-distance regularities (Elman, 1990; . To learn the language, the SRN generated a prediction for the next word in its Produced Word layer and compared that output with the next word in the "heard" utterance. The mismatch between the two generated error, which was backpropagated through the network to change the weights (Rumelhart, Hinton, & Williams, 1986) , so that these weights were better able to support next word prediction.
The SRN therefore learned syntactic categories and structures because these representations were useful for next word prediction.
The meaning system is depicted in the top panel of Figure 6 . Unlike the learned weights in the rest of the model, the message was instantiated with fast-changing weights between the Role layer and the Concept layer (bottom right of Meaning System panel, Figure  6 ).
The meaning system assumed that when a speaker generates a message (e.g., the man sprays the wall with water), the Role-Concept links are set before sentence production begins in order to encode the intended message (e.g., ACTION=SPRAY, AGENT=MAN, THEME=WATER, LOCATION=WALL). The Concept layer was connected to the Produced Word layer by weights which the model learned gradually through crosssituational learning (Smith & Yu, 2008) . The Hidden layer was connected to the Role layer to enable the model to learn to activate roles at particular positions in sentences. The RoleConcept message allowed the model to generalise its knowledge in order to generate novel sentences. For example after learning to produce sentences like the the man sprays the wall with water from a message, if the message was changed to ACTION=SPRAY, AGENT=FAIRY, THEME=COFFEE, LOCATION=UNICORN, the same sequence of role activations would produce the novel sentence the fairy sprays the unicorn with coffee (see Chang, 2002 , for a discussion of how the fast-binding message addresses the issue of compositionality in connectionist models; Fodor & Pylyshyn, 1988; Marcus, 2003) .
In structures with several alternative word orders, multiple role units could become activated at the choice point where the structures diverge. In the locative, the choice point occurs at the post-verbal noun, where the model chooses to activate the LOCATION or THEME role. For example at the post-verbal position depicted in Figure  6 , the model has learned that spray can be followed by either a LOCATION or a THEME, and consequently activates both roles after the verb. This leads to competition between the concepts which fill those roles (e.g., WALL and WATER), which spreads to the corresponding word units (e.g., wall and water). Because the word layer used a winner-take-all mechanism, a small difference in activation could lead one unit to be selected over another. Thus, this part of the architecture instantiated the competition between referents and learned concept-word associations specified by both theories of word learning (McMurray, Horst, & Samuelson, 2012) and word production (Gordon & Dell, 2003) .
Because lexical competition at the choice point can influence structural choice (Bock, 1982; Chang, 2009) , the model had to relay information about its lexical choices back to the sequencing system. It did this by passing back the winning Produced Word output as the next Previous Word input. To influence structural choice, however, the model needed to know the role of this winning word (Chang, 2002) . For example in order to produce a full locative after starting with the fragment the man spray the wall, the model had to determine that wall mapped to LOCATION in the present message in order to activate the word with and the THEME (e.g., with water). The role of the previous word was provided by the CConcept-CRole bindings (bottom left, Meaning System panel, Figure 6 ; the "C" specified that this layer operated in the "comprehension" direction). In the above example, when the wall unit was activated in the Previous Word layer, the model used learned links to activate the WALL concept in the CConcept layer. Because the wall was a location in this particular message, the LOCATION unit was activated in the CRole layer. This signalled to the sequencing system that the next word should be with and that the LT structure should be produced. In addition, a CRole Copy layer averaged activation of its own previous state and the previous CRole state, extending the model's memory for the roles produced earlier in the sentence (top centre-left, Meaning System panel, Figure 6 ).
Finally, in order to produce a correct sentence the sequencing system needed to know how many arguments the sentence requires. For example, the man spray the wall could be a complete transitive sentence, or it could continue (e.g., the man spray the wall with water). To provide the model with this information, Event-Semantics units encoded the number of arguments in the message (top centre-right, Meaning System panel, Figure 6 . Architecture of the Dual-path model at the post-verbal position (e.g., the man spray the…). The Role-Concept bindings activate the LOCATION-WALL and THEME-WATER mappings, and via a winner-takes-all mechanism, the word wall is selected at the post-verbal position, which eventually leads to production of the LT locative structure. Learned links are indicated by solid arrows, copy links are indicated by dashed arrows, and links set by the message at the beginning of sentence production are indicated by bold lines. Figure 6 ). For example in an LT locative sentence, the Event Semantics units for the AGENT (AG), THEME (TH), and LOCATION (LO) were activated. Details of model parameters and inputs are provided in Appendix B.
In summary, the model learned its representations through error-driven learning based on its next word predictions using weights from both meaning and sequencing systems. We think that the model's sequencing system developed abstract syntactic representations, because the model can account for a wide range of structural priming effects (Chang et al. 2006) , in particular priming effects between structures that differ in words and thematic roles (Bock & Loebell, 1990; Bock 1989) . The same message-based prediction system supported production of the model's own messages (Dell & Chang, 2014) . The event-semantics signalled which alternative structures were available and the "comprehension" message allowed the model to alternate between structures based on the words that were produced at choice points (e.g., the post-verbal position in locatives).
Comparison of models of locative acquisition
The goal of our simulations was to understand how interactions between the input and the architecture of a language learner could explain three patterns that we found in our corpus analysis. First, we found an early bias towards the TL locative structure. Second, the TL bias diminished over development as verb classes were acquired. Third, the larger and more balanced nature of transitive uses in the input suggested that these structures were an important source of information about locative verb biases.
Our main simulation, the Transitive Generalisation model, captured these three patterns. To understand which features of the input or architecture contributed to the success of this model, we developed several variants. The No Post-verbal Theme model showed that the TL bias early in development was due to frequent input structures with post-verbal THEMES (e.g., transitives).
Next, the No-Article Omission model demonstrated that verb class acquisition depended on utterances which omitted mass noun articles (e.g., spray water on the wall). Finally, the No CCompress model highlighted the role of the model's architecture in creating verb classes. Together, these simulations showed that the patterns in our corpus analysis could be explained by the interaction of the model's architecture and features of the input. The input to the Transitive Generalisation model formed the basis for all the models that will be compared in this section. We generated the input using a training grammar with five locative verb classes (A, B, C, D, E; Table 3 ) that appeared in LOCATION or THEME structures (i.e. LT locative, TL locative, L transitive, or T transitive) with varying frequency. Class A verbs only occurred in LT locative structures; for example the class A verb fill appeared in sentences such as the woman fill the cup with water. Class E verbs only occurred in TL locative structures; for example the class E verb pour appeared in sentences such as the woman pour water into the cup. Classes B, C and D simulated alternating locative verbs. Our corpus data suggested that children may not encounter all locative verbs in locative structures, and may therefore have to learn verbs' biases from their more frequent transitive uses. For example, in our corpus data the verb shake never appeared in a locative structure, making it impossible to learn its bias from locatives. However, shake did appear in transitive structures: 15 times in the T structure and three times in the L structure. The transitive distribution of shake (e.g., you just shake your head) suggested that it is a TL-biased alternating verb (class D). To examine whether the Dual-path model can use the distribution of locative verbs in transitive structures to infer verb class, verbs in classes B, C and D only occurred in transitive structures: class B occurred in the L structure 75% of the time (and the T structure 25% of the time), class C 50% of the time, and class D 25% of the time. To ensure that the model learned to assign verbs to verb classes based on distributional input alone, we removed all AGENT, LOCATION and THEME thematic role and concept information for these three alternating locative verb classes.
The model's small vocabulary meant that it could learn word-to-word constraints that could support structural choice at test. For example, encountering the man dripped water in training increased the likelihood of the model producing, say, the boy dripped water onto the table at test. This point is critical: learning word-to-word regularities would allow the model to produce the appropriate locative structure for each individual verb without needing to learn verb classes. To ensure that the model's performance was not purely lexical in nature, transitive training and locative test items included different nouns for each verb class so that at test, the noun/verb combinations the model encountered for a given alternating class were completely novel. Thus, classes B, C, and D occurred with half of the eight LOCATION nouns in training and the other half at test, and likewise for the THEME nouns (note, each verb class contained different combinations of nouns). In verb classes A and E, all eight LOCATION and eight THEME nouns occurred together in training, enhancing generalisation in classes B, C and D. Thus, rather than learning lexical constraints like "dripped is followed by water", the model learned that dripped was frequently followed by THEME nouns.
The model's input language included several features which made it closer to English language input. First, because mass noun THEMES can appear without articles in English (e.g., the man sprayed water onto the wall), we deleted 25% of THEME noun determiners in the input. Since 75% of the time these nouns occurred with determiners, determiner production was still the default option. A similar rate of determiner omission (22%) was found in a corpus analysis of all the tokens of 10 CDI mass nouns (bread, cake, cheese, coffee, food, juice, milk, pasta, toast, water; Hamilton, Plunkett & Schafer, 2001) in the CHILDES Manchester corpus (Theakston et al., 2001) . Second, half the LOCATION nouns in TL sentences were treated as containers and occurred with the preposition into, while the other half were treated as surfaces and occurred with the preposition onto. Third, in addition to class A and E locatives and B, C and D transitives, the training grammar also included intransitive, transitive, double object dative, and prepositional dative structures. None of these structures contained verbs from classes A -E. We labelled these transitive structures non-locative transitives to distinguish them from the "locative" transitives which included verbs from classes B, C, and D. For simplicity, intransitives, double object datives, and prepositional datives were equally frequent as either class A or class E locatives. Since locative verbs occurred as transitives more frequently than locatives in our corpus, class B, C and D verbs were four times as frequent as class A locatives. The non-locative transitives were 12 times as frequent as class A locatives given that they are the most frequent structure in corpus studies (Roland, Dick & Elman, 2007) . All sentences in training and test grammars only used the article the and contained no tense or aspect variation.
The test grammar included verb classes A -E, but only included locative message-sentence pairs. Each verb was paired with both LT and TL structures, and the model's accuracy in producing these structures was used to calculate the proportion of LT structures out of all correct utterances. This measure was used as an index of verbs' structural biases. For example, if the model learned that fill is LT-biased, then it should correctly produce LT sentences such the man fill the bucket with water, but struggle with TL sentences such as the man fill water into the bucket. Thirty training sets were created to simulate the variability in the input across different participants, resulting in 30 model subjects. Each training set consisted of 40,000 randomly-generated messagesentence pairs. Test sets consisted of 1,000 randomlygenerated message-sentence pairs.
The model was trained for a total of 40,000 epochs (weights updates after each sentence) and tested every 4,000 epochs. As children do not always hear sentences with a matching situation, a randomly-selected 50% of the training sentences appeared without a message.
To obtain a measure of overall structural bias for each verb class we compared the sentence the model produced to the target in the test set. Sentences were scored correct if the produced and target sentence were the same word sequence. We calculated the proportion LT out of all LT and TL structures for each verb class at each testing point in each model. This proportion was transformed using the empirical logit transform (Agresti, 2002) , which then served as the dependent measure for a mixed effect model with verb class (numerically coded, B = 1, C = 0, D = -1) crossed with epoch (divided by 4000) as predictors, model subject as a random variable and by-subject slopes for verb class and epoch main effect (the maximal model for our dataset; Barr, Levy, Scheepers & Tily, 2013) . All simulations use the same grammar, model parameters, and mixed model analysis, except when specified. Figure 7 shows that the model correctly distinguished classes B, C and D in the predicted direction (B > C > D; main effect of verb class, beta = 0.12, χ 2 (1) = 42.79, p < .001) and these verb classes separated over development (significant interaction between epoch and verb class; beta = 0.010, χ 2 (1) = 13.64, p < .001). The model exhibited the early TL bias that we found in our corpus analysis (Figure 7 ; negative logit intercept coefficient beta = -0.74). There was also a significant effect of epoch (beta = 0.030, χ 2 (1) = 14.06, p < .001), which indicated that, like children, the model recovered from this early bias, producing more LT locatives over development. However, early in learning at epoch 8,000, 87% of all correct utterances were TL locatives. Importantly, the model linked the TL bias in our corpus study with the TL overgeneralisation errors in Bowerman's (1982) data. Class E verbs only appeared in the TL structure in training, and the model produced class E verbs exclusively in TL structures at epoch 8,000 (proportion LT = 0). However, although class A verbs always appeared in the LT structure in the input, the model overgeneralised these verbs 10% of the time at epoch 8000 to the TL structure (e.g, the man fill the chair into the house; the father fill the apple onto the apartment). These overgeneralisation errors mirrored those in Bowerman's (1982) data, and showed that children's overgeneralisation errors could have arisen from the early TL bias. The model therefore provided an explicit account of how a general bias towards one structure can lead to overgeneralisation of that structure, and how those errors decreased as the TL bias reduced alongside the acquisition of verb classes.
Transitive Generalisation Results

The No Post-verbal Theme simulation
The TL bias in the Transitive Generalisation model could not have been due to the thematic roles in the locative input as LT and TL structures with thematic roles occurred equally often in verb classes A and E. Instead, Figure 7 . Results of Transitive Generalisation simulation: proportion LT locatives by epoch and verb class the post-verbal THEME roles in the frequent non-locative transitives and prepositional datives may have biased the model towards post-verbal themes.
To test this possibility, we designed a No Post-verbal Theme grammar, which was identical to the Transitive Generalisation grammar (Section 3.2.1) except that we removed all non-locative transitives and prepositional datives. Since this model had B, C and D locative transitives in its input, this simulation differentiated verb classes (Figure 8 ; main effect of verb class: beta = 0.059, χ 2 (1) = 57.66, p < .001), and this differentiation increased over development (verb class by epoch interaction: beta = 0.024, χ 2 (1) = 52.24, p < .001). Unlike the Transitive Generalisation simulation, however, this simulation did not exhibit an early TL bias (intercept greater than 0.5; logit beta = 0.49) and therefore did not overgeneralise LT-biased class A verbs into the TL structure. This demonstrated that the TL bias in the Transitive Generalisation model was due to in part to thematic roles in frequent non-locative transitive and prepositional dative structures, which created an early bias towards post-verbal THEMES.
The No Article Omission simulation
In developing the model, we discovered that it would not learn verb classes without the article omission often found on THEMES in the locative (e.g., the man sprayed water on the wall). To simulate the omission found in English, the Transitive Generalisation model omitted articles 25% of the time for mass nouns in the THEME role. To test whether this was important for verb class acquisition, we created a No Article Omission model in which all nouns were preceded by the article the.
As depicted in Figure 9 , because this grammar contained non-locative transitives and datives, there was an early TL bias (intercept beta = -0.92) that diminished over time (main effect of epoch: beta = 0.027, χ 2 (1) = 20.09, p < .001). However, although the model differentiated verb classes overall (main effect of verb class: beta = 0.16, χ 2 (1) = 10.42, p = .0012), it did not do so in a way that corresponded to the input distribution. For example, class A was 100% LT in the input, but the model produced around 75% LT in its output at the end of training. The difficulty in linking verbs and post-verbal nouns across the article relates to a general difficulty that SRNs have in learning non-adjacent regularities (Bengio, Simard, & Frasconi, 1994) . In the No Article Omission model, all verbs occurred with the article the. The SRN therefore learned a single class in the Hidden layer for all locative verbs, because they all predicted the same next word the. On the next timestep, after the Hidden layer activation was copied back to the Context layer, the model tried to use the Context layer's activation to predict the LOCATION or THEME noun. Since this Context activation only represented a single verb class, it was difficult for the model to learn different verb-specific biases. In the Transitive Generalisation model, LT/TL-biased verbs differed because TL structures were more likely to omit post-verbal articles. The SRN learned that class B verbs tended to be followed by the, while class D verbs were occasionally followed by a noun (when the article was omitted). Having learned to distinguish B and D verbs in its Hidden layer, this information would also be copied back to the Context layer, allowing the model to exhibit verb bias even when there was an article intervening, as in the test items used here.
The No CCompress simulation
The previous simulations suggested that input shaped the model's verb class acquisition. However, the model's architecture also influenced the categories that it learned. To examine the influence of the architecture, we . This simulation demonstrated that the input alone was not sufficient to explain verb class development without some architectural constraint that motivated the compression of verbs into classes.
Grammaticality Ratings
A limitation of our corpus study is that we used children's increasing LT production as an indirect indication that verb classes have been acquired. Although the corpus data were too sparse to show the separation of verb classes over development, experimental data from grammaticality ratings studies exhibited gradual differentiation of locative verb classes over development Bidgood et al., 2014) . In these studies, participants were asked to rate the grammaticality of locative verbs in LT or TL structures on a Likert-type scale (see Ambridge, 2011) . We reanalysed these data using a similar method to the model analyses. We created an effect size measure of the verb's preference for LT (LT rating bias) by computing Cohen's d from the difference in the rating of the verb in LT and TL structures divided by the standard deviation for that verb. Figure 11 depicts LT rating bias for adult ratings for five of Pinker's (1989) semantic verb classes, selected such that they varied from strongly LT-biased to strongly TL-biased. These classes were labelled A, B, C, D, and E based on their LT bias according to adult ratings (e.g., class A was strongly LT-biased). To examine whether this separation grew over development, we coded verb class numerically (A = 2, B = 1, C = 0, D = -1, E = -2) and fitted a mixed effects model to LT rating bias with verb class and age crossed, verb as a random variable and by-verb slopes for age. A main effect of verb class on LT rating bias demonstrated that ratings differed for verb classes (beta = 0.204, χ 2 (1) = 64.82, p < .001), and an age by verb class interaction confirmed that differences between the classes grew over development (beta = 0.026, χ 2 (1) = 20.95, p < .001).
To simulate these grammaticality ratings in the Dual-path model, we used sum of squared error between target test sentences and produced sentences in the Transitive Generalisation simulation. This measure has previously been used as a proxy for graded measures of grammaticality (Chang et al., 2006; MacDonald & Christiansen, 2002) . Mean difference in error for each verb class in LT and TL structures is depicted in Figure  12 , with positive scores indicating a bias towards LT (i.e., larger error in TL). We submitted error difference to a mixed effects model with verb class (A = 2, B = 1, C = 0, D = -1, E = -2) and epoch crossed, model subject as a random variable and by-subject slopes for verb class crossed with epoch. A significant verb class by epoch interaction (beta = 0.0099, χ 2 (1) = 512.58, p < .001) showed that verb classes separated across development. The main effects of verb class and epoch were also significant (respectively, beta = 0.013, χ 2 (1) = 84.62, p < .001 and beta = 0.011, χ 2 (1) = 8.18, p = .0042). Data from the model therefore reflected the data from the grammaticality ratings studies, with verb classes exhibiting graded grammaticality in LT and TL constructions. Taken together, these simulations captured several important features of our behavioural data and suggested how the input may be involved in creating these patterns. The model's input incorporated a training bias: locative verbs were biased to appear with either LOCATION nouns (e.g., class B) or THEME nouns (e.g., class D) in transitive structures. The model first acquired syntactic structures and gradually used distributional learning to acquire verb classes. Because syntactic structures were learned first, the model exhibited a TL bias for locative structures based on the locative's shared argument preferences with non-locative transitives and prepositional datives. Verb classes emerged gradually over development, mirroring changes in class-based grammaticality ratings in judgment studies . Critically, the model demonstrates that these locative verb classes can be learned from transitive structures, which are more frequent and balanced in our corpus analysis and which the CA comparisons demonstrate are a significant predictor of adult verb classes. Finally, these results were generated by a general-purpose model that can explain a range of language acquisition and production phenomena.
In contrast to existing models of verb class acquisition (Alishahi & Stevenson, 2008; Niyogi, 2002; Perfors, Tenenbaum & Wonnacott, 2010) which assumed that children use adult-like semantics and syntactic features to acquire verb classes, the present work suggested that children can assign some verbs to classes based on word co-occurrence information. However, because language acquisition in the present model included a message with various kinds of meaning, it is important to characterise how our account differs from these accounts. All theories and models agree that a locative structure will only be produced at test when a speaker has a message for describing a three-participant locative scene; for example, speakers must have semantics for selecting a locative verb. In addition, speakers must identify an AGENT, a LOCATION, and a THEME.
If this information is unbiased, as in our computational simulations, both the LT and TL structures are licensed. All of these models, including the Dual-path model, can simulate how children use situational and syntactic information to acquire language representations. However, the Dualpath model adds an additional mechanism: a word-based distributional learning ability. This allows it to explain how young children -who are not fully adultlike in the ability to parse syntaxclassify verbs that do not occur in locatives in proportion to their bias or in situations with clear semantic constraints.
General Discussion
Verb-structure overgeneralisation errors provide an important window into syntactic representations in development.
Children do not encounter overgeneralisations in their input but nonetheless produce them, so such errors cannot be trivially explained as the result of learning. However, because children's overgeneralisations are rare, it has been difficult to trace the mechanisms that underlie them. In this work, we tried to better understand these errors by looking at the structural biases in normal utterances. We examined the use of a wider range of verbs in child language corpora than in previous studies (e.g., Bowerman, 1982; Iwata, 2008; Laffut & Davidse, 2002) . We discovered an early TL bias which gradually abated over development, and which is also seen in experimental studies of the locative as well as overgeneralisation errors in corpora (Bowerman, 1982; Gropen et al., 1991a Gropen et al., , 1991b . Our modelling work showed that this TL bias created overgeneralisation errors with LT-biased verbs. Together, these findings suggested that these biases in correct utterances could help explain overgeneralisation errors early in development.
In our corpus analysis, we found that some verbs do occur in the transitive but not the locative, and that the structural biases of locative verbs in the transitive structure were more consistent over development than the biases of locative verbs in locative structures. Our correspondence analyses demonstrated that using just two post-verbal words without semantic or syntactic labelling, we could cluster verbs in a way that strongly predicted their structural biases as measured by adult ratings. These findings suggested that transitive input provides an important source of information about locative verb classes.
The Dual-path model then provided computational evidence that this input can indeed be used to learn verb classes. These two models are very different mechanisms, but they share the fact that their representations for verbs are shaped by the lexical distribution, that is, all the words that co-occur with the verb (Redington et al., 1998) . This distinguishes a distributional approach from other lexical learners that use more non-distributional cues (e.g., frequent frames, Mintz, 2003) . The distributional approach allows these models to take advantage of the large amount of input in transitive utterances for learning locative verbs.
Various mechanistic accounts of how verb classes might be learned from semantic and syntactic information have been proposed (Alishahi & Stevenson, 2008; Niyogi, 2002; Perfors, Tenenbaum & Wonnacott, 2010) . Learning in these models was quick, because their cues for verb bias were adult-like and optimal for solving this problem. In contrast, the Dual-path model learned more slowly, as it had to develop both syntactic structures and verb classes from word sequences and then gradually learn the link between them. This created developmental preferences like the TL bias which was also present in our corpus analysis. The model's message functioned like Pinker's (1989) broad range rule, allowing verbs that had only appeared in the LT structure to generalise to the TL structure, creating early TL overgeneralisations. Later in development, the model differentiated the verb category into a set of verb classes that differed in the way in which they predicted post-verbal words (as in the CAs). Once it had formed these classes (akin to Pinker's narrow range rules; Pinker, 1989) , the model used them to accurately produce LT structures. As LT production increased over development, the TL bias reduced, leading to the model's retreat from overgeneralisation. Furthermore, given that the same model has successfully captured syntactic bootstrapping behaviour in preferential looking studies (Chang et al., 2006) , this work suggests that the Dual-path model may provide a general account of a range of distributional learning phenomena in acquisition.
Beyond offering a unified account of verb class acquisition, the model also suggested how some features of linguistic typology might be related to the limitations of sequence learning mechanisms. We found that verbstructure links were difficult for the SRN to learn when the verb and post-verbal noun were always separated by an article. When a more natural, English-like grammar was used in which mass noun THEMES optionally omitted articles, the model consistently learned verbs' structural biases. Other verb bias alternations such as the noun phrase/sentence complement alternation (e.g., the man wrote [that] the story [was interesting]; Garnsey, Pearlmutter, Myers & Lotocky, 1997 ) also involve variability in the post-verbal position (e.g., optional that), suggesting that such variation may play a role in verb class acquisition more generally. Humans also find it difficult to learn non-adjacent dependencies in artificial grammar learning tasks and variation can modulate this ability (Gómez, 2002; Gómez & Maye, 2005; Newport & Aslin, 2004) . This is particularly relevant given that SRN models provide some of the best accounts of learning in these tasks (Chang, Janciauskas & Fitz, 2012) . Finally, when the CCompress layer was removed from the SRN, the model was unable to learn human-like verb class behaviour, suggesting that humans may have a language sequence learning architecture that includes a similar bottleneck to force verbs into a small number of classes.
In this work we demonstrate that locative verb class acquisition need not depend on situational information contained in the message. The message is nonetheless a fundamental component of the Dual-path model's broader learning mechanism, with assumptions which have implications for our understanding of language acquisition. It is therefore important to make these assumptions clear. First, the message in production and acquisition modelled subtly different aspects of production and acquisition. In production, the message represents the idea that the speaker wanted to convey. In acquisition, learning involves message-sentence pairs and the message is related to the interlocutor's intended idea (not the speaker's idea). The model assumed that the ability to map messages in production must be learned from message-sentence pairs because without this message constraint there would be no regularity to the mapping between meaning and form (this relates to Fodor's (1975) claim that the combinatorial/productive nature of language depends on a structured language of thought). Thus, the model also assumed that children must have some message structure in order to explain how they ultimately learn structured mappings between meaning and form.
This assumption raises the question of where this message comes from. Our view is that in many situations, children can infer some parts of messages from visual information in scenes. A large body of work indicates that prelinguistic infants and toddlers can identify thematic role related concepts. Causality (Leslie & Keeble, 1987) and intentionality (Behne, Carpenter & Tomasello, 2005) are useful for identifying agents, object motion (Spelke, 1990 ) is useful for themes, and goaldirected behaviour (Woodward, 1998) signals locations. Even syntactic bootstrapping studies, which are often used to emphasise the difficulty in inferring meaning situationally, provide some evidence for the ability to infer relational meaning such as thematic roles, otherwise children would not be able to look appropriately at a matching causative or non-causative video even for familiar verbs.
Clearly children must have some situational understanding of the world in order to develop structured language representations. The critical claim in this paper, however, is that situational and syntactic information are not always available for learning the bias of every single verb that a child knows, and verb class acquisition therefore requires additional mechanisms such as categorisation based on word distribution.
Any distributional account of language has to explain the origin of the distribution or why is the input structured in a particular way. MacDonald (2013) proposed an influential account of how production biases influence distributional regularities which then are learned by language learners (Dell & Chang, 2014) . On this view, situational event structure shapes verb semantics in speakers and their semantically-constrained production output creates the distribution. But an account in which verb class is solely dependent on universal semantic constraints in production would predict that cross-linguistic differences would be rare. The crosslinguistic review in Hunter (2008) suggests that these violations of these universal tendencies are not difficult to find, even for verbs which are strongly biased in English. For example in English, fill is strongly biased towards the LT structure and is considered to be ungrammatical in TL, but in Dutch, five out of 20 fill-class verbs that encode change of state only occur in the TL structure. The model's overgeneralisations of LT-biased class A verbs like fill to TL structures early in acquisition provided a mechanism for explaining the development of this cross-linguistic variability. If there were stable distributional regularities supporting the TL mapping for some LT-biased verbs, then the model would not retreat from these "errors". These generalisations would then form part of the distribution for the next generation of language learners, eventually leading to differentiation between linguistic communities. Thus, we believe that semantics does influence verb-structure regularities, but its effect is transmitted through a distribution that allows violations of universal tendencies.
When parents urge their children to "Do as I say, not as I do", they are encouraging their children to focus on the linguistic stream, rather than their situational behaviour. Here we suggest that children do something like this when they learn locative verb-structure links. We believe that they focus on the linguistic input because words are more abundant than the pairing of those words with appropriate situational meanings. We took this distributional approach in our corpus work, allowing us to use a large corpus of unlabelled, child-directed utterances to classify a wide range of verbs. In addition, our computational model captured changes in linguistic knowledge over development -normal structural biases as well as errors -and showed that these developmental phenomena are in part due to the challenge of abstracting structures and verb classes from simple word sequences. By situating development within an account of language acquisition in which situational input is relatively impoverished and abstraction from linguistic input is slow and gradual, we provide a new perspective on developmental patterns in human language acquisition. Message-sentence pairs were generated from paired message/sentence templates.
Author Note
The message template specified the set of roles that should be filled and the type of category that should fill that role. For example, the LT locative would have roles for AGENT, THEME and LOCATION, with the AGENT role filled by the LIVING category. To create a specific message, each role was filled by randomly selecting a concept from the appropriate category. For example, when a message stipulated AGENT=LIVING, the AGENT role might be filled with the concept MAN. The sentence template that was paired with the message template specified how the message mapped onto a word order. For example, the LT sentence template specified that AGENT came first, followed by ACTION, then LOCATION, then THEME; each noun was preceded by a determiner; and that the preposition was with (Table B .1).
The training grammar included LT and TL locative structures and L and T transitive structures. The locative transitives with verbs from classes B, C and D included only ACTION role information to allow learning of the mapping between lexical semantics of the action and the verb, and there were no other thematic roles or event-semantics.
To increase input variability and plausibility, the training grammar also licensed nonlocative transitive, intransitive, double object dative and prepositional dative constructions. As locative verbs occurred more frequently in transitive than in locative structures in the corpus analysis, class B -D transitive structures were each four times as frequent as either the class A or E locative structures. Non-locative transitives were 12 times as frequent as class A locatives and other structures were equally frequent as these locatives. the woman threw the dog the stick Sentences contained no tense or aspect information. Half of the THEME nouns were treated as mass nouns and the article that normally would precede these nouns (e.g., "the water") was omitted a random 25% of the time. The default preposition for TL sentences was onto. However, half of the LOCATION nouns were treated as containers where the preposition into was used in TL structures.
Critically, although the input grammar generator contained information about these syntactic categories, structures, and verb classes, the model was not given this information. Rather, it developed these representations from the co-occurrence of words in the input distribution.
Training grammars generated 40,000 messagesentence pairs. Since children do not always hear verbs with a matching situation, a randomly-selected 50% of the training inputs appeared without a message. Test sets generated 1,000 randomly-generated message-sentence pairs. The model was trained for at total of 40,000 epochs and tested every 4,000 epochs.
