Abstract-A novel subspace-based channel shortening procedure is proposed based on the structure of the delayed autocorrelation matrices of the observation process. This purely second-order approach applies to overdetermined multiple-input multiple-output (MIMO) channels with independent, white sources. The channel may be sparse, and its length is assumed to be unknown. Through successive deflations, the problem can be transformed into an instantaneous blind source separation (BSS) problem which is simpler to solve using, for example, independent component analysis (ICA) techniques. The algorithm is computationally fast although it requires large input datasets. Such data can be acquired either through large numbers of sensors or by using increased data sampling rate. When not enough data are available, the method can still be used for reducing the channel length thus simplifying the problem for subsequent treatment.
I. INTRODUCTION

B
LIND source separation (BSS) is a very active research domain of the signal processing community mainly due to its usefulness in telecommunications. However, the application range of BSS is wider and includes medical signal processing [1] , audio processing [2] , image processing [3] , economy [4] , chemistry [5] , and many more. BSS refers to the estimation of unknown signals, given just a set of mixtures observed at sensors. The term "blind" refers to our incomplete knowledge of the mixing operator. The BSS methods can be divided according to the mixing process into memoryless linear mixture BSS (also known as instantaneous BSS) and convolutive mixture BSS (also referred to as multichannel blind deconvolution/equalization). In the convolutive mixture case, the term BSS is also used when filtered versions of the original source signals are extracted.
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Digital Object Identifier 10.1109/TSP.2006.880210 inadequate for real-world applications [6] . In most real-world applications, the signal propagation through the transmission medium is not instantaneous, causing delays in the time of arrival between the sources. Instantaneous BSS cannot tolerate these delays. Moreover, in such applications, the observation signals are not clean copies of the source signals, but multipath distorted copies caused by reflections from obstacles between the source and the receivers. Such situations are best simulated by dynamic multiple-input multiple-output (MIMO) systems and are solved through the convolutive BSS problem.
In both instantaneous and convolutive BSS cases, the techniques proposed for the source separation are typically characterized by the type of signal statistics used. The second-order statistics (SOS) methods use only the mean and the covariances (first-and second-order statistics) of the mixture signals, while higher order statistics (HOS) methods use cumulants and polyspectra. The SOS methods depend, in general, on the fact that the power spectral densities of the source signals are different (AMUSE [7] , SOBI [8] , OPCA-BSS [9] ). Recently, Xerri et al. in [10] showed that even in cases that the source signals share the same power spectral density, they can be separated using second order conditional statistics in an iterative framework. There is a large variety of blind deconvolution problems treated using SOS: blind identification and equalization of finite-impulse-response (FIR) MIMO channels driven by colored signals are treated in [11] and [12] , multicarrier systems with cyclic prefix are discussed in [13] , while quasi-stationary sources in a MIMO context are estimated in [14] . The estimation of the source signal in single-input multiple-output (SIMO) systems has also been studied, in the past, using SOS [15] - [19] . Following similar principles, the deconvolution of multiple signals has been achieved through SOS [20] - [24] . The use of higher-order statistics and indpendent component analysis (ICA) has been also used for the blind separation of sources from convolutive mixtures [25] - [30] . This paper extends our previous work presented in [31] . The proposed method is a recursive channel shortening algorithm (called "channel deflation") which applies to overdetermined MIMO-FIR channels. The deflation of the channel is achieved by subspace projections exploiting the structure of second order statistics of the signals observed at the receivers. We assume that a) the sources are independent and temporally white (i.e., white in the time domain), b) the channel length is unknown, and c) the channel may be sparse. Each deflation transformation removes one nonzero tap from the MIMO system equation. Thus, after a number of successive deflations the system can be reduced to a single-tap system, and the original sources can be retrieved using instantaneous BSS methods based on HOS, such 1053-587X/$20.00 © 2006 IEEE as ICA. Section II describes the model and the assumptions. In Section III, we present the proposed channel deflation method and simulation results are shown in Section IV. We conclude in Section V.
II. PROBLEM FORMULATION AND ASSUMPTIONS
We consider a general linear, time-invariant MIMO system described as follows: (1) or (2) The delays are nonnegative integers sorted in ascending order with and . is the channel length with equality if and only if , in which case (1) describes the usual convolution operation. However, the delays may not be consecutive numbers, allowing (1) to represent a sparse multichannel. Our model involves independent inputs (sources)
, and observed outputs . We assume that there are more observations than sources , so the multichannel tap , for any , is a "tall" matrix of size . The sources and the channel may be complex, in general, as in a typical multipath situation in digital communications. The noise is modeled by additive white processes , . We use the obvious definitions for the source, observation, and noise vectors , and , respectively. If the channel is sparse, then is simply the sequence of the nonzero taps. For completeness, we shall denote by the total MIMO channel, including the zero taps, as follows:
Our goal is to extract the inputs directly (not just filtered versions of them) using only the system output data. Of course, we are constrained by the problem-inherent limitations, i.e., the presence of an indeterminable permutation and scaling.
In the following discussion, we shall use the time-delayed autocorrelation matrices for the signals involved. We define this matrix for any stationary signal and delay as follows:
Our assumptions are described next.
1) The sources are mutually uncorrelated any (5) The superscript denotes the complex conjugate. The sources are also white in the time domain any and (6) 2) Without loss of generality, we assume the following normalization:
Thus, according to assumptions 1) and 2), we have (8) where is the Kronecker delta function.
3) The noise processes are mutually uncorrelated any (9) and white in the time-domain: any and (10) 4) The noise power of each sensor is . According to assumptions 3) and 4), we have (11) 5) The noise is independent to the sources any (12)
III. BLIND SOURCE SEPARATION
Our proposed method is based on the properties of the timedelayed autocorrelation matrices of the mixture process . First, we shall use the autocorrelations to estimate the channel length and then we shall recursively shorten the channel by removing the taps based on the subspace properties .
A. Estimating Channel Length
Let us consider the series of autocorrelations of the mixture process , for all possible delays . Note that for any , the autocorrelation is zero
Conversely, for (13) so (14) Based on the assumptions 4) and 5), the second and third line of (14) is equal to zero. Moreover, for , and therefore (15) The autocorrelation matrix for the delay is (16) Therefore, the channel length can be estimated by the largest delay for which (see Section IV-A).
B. Subspace Structure of Delayed Autocorrelations
The central idea of our method is to establish a connection between the subspace structure of the matrices and the channel taps . Let describe the "economy-size" singular value decomposition (SVD) of : Recall that , so is a "tall" matrix and let have full column rank. In the "economy-size" SVD, the sizes of the matrices and are , and , respectively. is an diagonal matrix involving only the nonzero singular values, while and involve only those singular vectors associated with the nonzero singular values.
Using the above notation and according to (16) , we have (17) We note that the matrices are "tall" (size ), whereas the matrix is square . Therefore, the left null space of is the left null space of . Similarly, the left null space of is the right null space of . Indeed, for any , we have (18) The reverse is also true. We have (19) Since the matrix has full rank, it follows that Similarly (20) Now let (21) be the "economy-size SVD" of . According to the above, the matrices have the same size and the same null space. The same is true for the pair of matrices . Therefore
C. Left and Right Deflation
In this section, we shall introduce the recursive "channel deflation process," a series of linear, channel shortening transforms based on the subspace structure of the delayed autocorrelations . We have two options for selecting the linear projector that will shorten the channel by one tap: 1) the right deflation projector
2) the left deflation projector (25) where and are given in (21) . Because of (23), the matrix-tap remains unchanged when projected on the subspace , i.e., . Consequently, the projection on the subspace orthogonal to using the right deflation projector , yields 0, as follows: (26) The rest of the taps are transformed as follows: (27) We assume that is not orthogonal to , thus
. If taps are drawn independently from some random distribution this assumption is true with Probability 1. Thus, the following linear transformation:
will produce a new, shorter MIMO channel with the same inputs as the original system, yet, the number of nonzero taps in the new channel is , i.e., one less than the original MIMO channel. We will say that the channel has been "deflated." The new channel length (including the zero taps) is (30) Note that the difference may be greater than 1. For example, if the delays are , then the original channel would be with length , while the deflated channel would be , of length . In an entirely analogous way, we may use the left deflation projector , which is now orthogonal to , to obtain the transformation (31) where now . Again the channel is shortened but now the last tap, , is annihilated. The new channel length is . Clearly, the above deflation idea can be used recursively to shorten the channel even further to any desired length. For the sake of simplicity, let us assume that we use the left deflation transform. Let us define (32) and note that (33) It is rather straightforward to see that is the largest delay for which . This allows us to estimate even though the actual value may not be known. The SVD of will allow us to construct another set of right and left deflation projectors. The corresponding linear transformation or will annihilate either or , thus reducing the number of nonzero taps by one more.
Generalizing for deflations, we note that every projection "kills" dimensions. Thus, after successive projections the data will lie on a -dimensional subspace of . Obviously, there must be enough mixture signals so that . Similarly, after successive deflations, the rank of the surviving taps will be .
D. Reducing the Convolutive System to an Instantaneous One
If enough mixture signals are available then we could reduce the convolutive MIMO system into an instantaneous (memoryless) system. Then the problem will be transformed into a simpler one, i.e., the blind separation of sources from instantaneous mixtures. This is a well-studied problem that can be approached by numerous methods (see, for example, [32] and [33] ). To that end, we need the following assumption:
5) The number of mixture signals is
Depending on our choice of the series of deflation projectors we may end up on different final memoryless systems. For example, if we constantly use the right deflation transformation then, after deflations, the final system will be while, if the left deflation transformation is constantly used, then we will obtain
In either case, the mixing matrix (or ) will have size and rank , i.e., it will have full rank. The proposed technique can be summarized in the following algorithm.
MIMO Deflation Algorithm
1) Estimate channel length.
2) Set .
While length do a) Calculate the left projector or right projector according to (24) or (25), respectively. b) Transform the received signal using the chosen projector to obtain or . c) Estimate new channel length.
Set .
4) End
E. Discussion
The proposed deflation transformation is a linear transformation based on the signal second order statistics. Interestingly, as opposed to most SOS methods, the sources must be white. All the information needed for the channel shortening is not in the spectral shaping of the sources but rather in the subspace structure of the delayed autocorrelation matrices. On the other hand, in contrast to most HOS methods, our approach does not rely on the non-Gaussianity of the sources and in fact, our method can separate white Gaussian signals.
The dimensionality of the output vector must be very rich since each deflation removes dimensions: it is actually a pro-jection to a smaller subspace. Essentially, the method "spends" dimensions in order to "acquire" the benefit of reduced channel length. The large number of mixture signals is the main requirement of the method. It can be achieved either by using more sensors or by increasing the sampling rate of the current sensors. There is clearly a cost associated with having more sensors. In comparison, temporal oversampling becomes more attractive, especially with today's extremely high processing speeds and inexpensive memory costs. Of course, there is a limitation on the sampling rate dictated by the Shannon upper bound and related to the signal frequency content.
The transformation of the filter taps according to (27) decreases the size of the taps since . The amount of decrease depends on the angle between the subspace spanned by the columns of and . For example, if the two subspaces are orthogonal, i.e., , then and so the tap remains the same after the transformation. On the other extreme, if the two subspaces are identical, then , so and the tap is annihilated after the transformation. It is desired that after the final deflation, the leading tap is sufficiently larger than the other ones. In the noiseless case, this means that . This would require that the subspace spanned by the columns of is not very close to any of the subspaces used in each deflation. Clearly, the proposed deflation procedure can be used in two ways for shortening the channel a) to a length , so as to assist other MIMO methods whose performance is heavily influenced by the channel length, or b) to a length , as a preprocessing step prior to instantaneous ICA/BSS methods. The second case is preferable since instantaneous ICA/BSS methods are less computationally demanding and more robust to noise. In general, the instantaneous BSS problem is much easier to solve and there is a large literature of related methods. However, in many applications, there may not be enough dimensions to spend in order to achieve the desired channel reduction.
Computationally, the method is very attractive due to its closed form: there is no iterative cost function optimization, except of course, the fast and numerically well-behaved SVD computation. In simulation, almost all CPU time is consumed in the computation of the delayed autocorrelations and the estimation of the channel length, while in comparison, the SVD computation time is negligible.
IV. SIMULATIONS
In this section, we demonstrate the performance of the method in terms of the quality of tap annihilation. Furthermore, we perform actual source separation by transforming a convolutive MIMO system into a memoryless one and then employing a standard BSS method to obtain the original sources.
A. Channel Length Estimation
In our experiments, we use the following channel estimation procedure: a) we compute the norm for all where is a very loose upper bound of , b) once we find that the norm is within 10% of , for some , we compute the mean and the standard deviation of the sequence for , c) we estimate the channel length by for the first lag such that . Our Monte Carlo experiments showed that this procedure achieves very good results, independently of the signal-to-noise ratio (SNR): In 21 000 experiments with SNR ranging between 10 and 40 dB, there were eight channel length misclassifications using this procedure (failure rate less than 0.04%).
B. Blind Channel Deflation
First, we performed a double experiment designed to study the effects of a) different noise levels and b) different sample sizes . After consecutive right deflation transformations (thus obtaining a memoryless system), we measure . The filter length estimation procedure is repeated after each deflation transformation, since the filter length has changed. Fig. 1 shows the mean and In the second simulation set, we use the same parameters as above except that the SNR is now fixed at 10 dB while the sample size varies between and . Fig. 2 shows the clear performance improvement as the number of samples increases.
Next we show an actual source separation experiment involving two steps: 1) the application of consecutive channel deflations which lead to a memoryless system and 2) the application of JADE [34] , a well known higher order BSS method, which separates the sources. Fig. 3 shows the constellation of the reconstructed 36-QAM sources obtained from samples of mixture signals. The complex channel has length with nonzero taps and SNR level at 30 dB. The source-separation quality is measured by the normalized cross-correlation matrix with elements Fig. 4 shows the performance of the source separation measured by the bit error rate (BER) of the retrieved signals using the JADE algorithm. This experiment is the result of 1000 Monte Carlo simulations of a system with sources, mixtures, filter length , and data samples. The filter is dense and the SNR varies from 10 to 40 dB. Clearly, both the mean and the variance of the BER diminishes as the SNR increases and practically vanishes for SNR 25 dB. Fig. 5 (top) shows the change in the Frobenius norm of each tap in a system of length after five successive deflation transformations (the SNR level is at 30 dB). We note that after the th deflation step all tap sizes for decrease somewhat, while for the taps practically vanish. Fig. 5 (bottom) displays the mean and the standard deviation of the final relative tap sizes , after 1000 Monte Carlo simulations.
V. CONCLUSION
This paper introduces a subspace method for recursive channel shortening applicable to convolutive MIMO channels. This so-called channel-deflation procedure can be used for blindly estimating the independent white sources since the channel can be reduced down to a memoryless (instantaneous) system, which can then be solved using well known ICA/BSS methods. Furthermore, the channel may be sparse while the channel length can be estimated using the norms of the delayed autocorrelation matrices.
The method is computationally very fast since no iterative, nonlinear optimization is involved. The main drawback is the large number of mixtures required. Nevertheless, channel deflation may still be useful, even when not enough observations are available, because the reduction of the channel size simplifies the problem and facilitates its subsequent treatment. 
