Abstract. We consider the effect of feedback delays in the stabilization of linear time-invariant plants with sampled outputs. In particular, we obtain an estimate on the "minimum" sampling frequency (in terms of the spectrum of the plant and the delay in the feedback mechanism) needed for stabilization and provide an explicit expression for a stabilizing feedback control.
1. Introduction. Hybrid systems (i.e., continuous plant with discrete (sampled) controller) and their analysis have received considerable attention in the literature (see, e.g., [3] , [5] and the references therein). Our main interest here is to study the effect of feedback delays in the stabilization of such systems. Throughout the paper we shall assume that the plant (to be stabilized) is linear time invariant and finite dimensional and that in the feedback process there is a time delay, r, which is greater or equal to some given constant (minimum delay), rmjn > 0. Another parameter in the problem is the sampling period, h , and it is assumed that r = Nh > rmin , N e Z+, (
i.e., the delay is an integer multiple of the sampling period. Consider the equation x(t) = Ax(t) + Bu(t) (1.2) where A, B are n x n, n x m matrices, respectively, and xel" and u e Rm . For given minimum feedback delay, r ■ > 0, we want to find the "maximum" sampling period, h (or minimum sampling frequency \/h), and the corresponding feedback control u(t) = Kx([t/h]h -Nh) (1.3) such that «(•) given by (1.3) stabilizes the system (1.2), i.e., the zero solution of the equation We remark here that (1.9) represents a discrete-time version of the hybrid system (1.2) with uk -u(kh) -K£k_N (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) and it is stabilizable whenever (1.2) is stabilizable assuming that the continuous plant, A, satisfies certain mild conditions. Also, as a simple consequence of (1.5) and the fact that eA(t~kh) and fo~kh eAx dx are bounded functions of t on [kh, (k + \)h), if for some K the sequence {^} is exponentially convergent to zero, so is x(t), the solution to (1.5).
In the next section we provide a sufficient condition for the stabilizability of (1.2), (1.3) and obtain an explicit expression for K that allows an estimate on the maximum achievable sampling period.
2. Explicit and sufficient criteria for stabilization. The retarded equation
where a is a nonnegative integer and A and B are n x n, has been studied by Cooke and Wiener [2] .
If xn{t) is a solution of (2.1) on t e [n, n + 1) and we define x(n -a) -cn_a,
If A~x exists and we let x(n -i) = cn_i, / = 0, 1,2, , n, then the general solution of (2.2) is xn{t) = eA(t n)c-A XBcn_a (2.3) where c is a constant of integration. Since xn{n) = cn , it follows from (2.3) that c = cn + A~lBcn_a, (2.4) 5) and
Continuity requires xn_x(n) = xw(n) = cn , so that from (2.5) and (2.6) we get cn-eAcn_,-{eA-I)A-'Bcn_(a+xy (2.7)
Looking for a nonzero solution cn = k , with constant vector k , we conclude that
The asymptotic stability of the zero solution x -0 of (2.1) is assured when all solutions X 6 C of the characteristic equation (2.8) have moduli less than 1. Equation (2.1) is very closely related to Eq. (1.4), and it is clear that the derivation of (1.6) and (2.6) are very similar.
The characteristic equation of (1.4), analogous to (2.8), is dt\{XN+XI -ADXN -BdK) = 0, (2.9) or, when A"1 exists,
Conditions sufficient to ensure that the zero solution of (1.4) is asymptotically stable guarantee the stabilizability of the hybrid equation (1.2), (1.3). When A and B are n x n and nonsingular, K can be specified as a function of A , the spectrum of A , and the sampling period h so that x = 0 is an asymptotically stable solution of (1.4) . From this, bounds on the spectrum of A and on the maximum sampling period h can be obtained ensuring the stabilization of (1.2), (1.3). In particular, we have the following result. 
Introducing the notation g(z) = a,z' f°r the second term on the right-hand side of (2.11), we can observe that the at's satisfy
An application of the Enestrom-Kakeya Theorem [7, p. 173] shows that if /? is a zero of g(z) then \f}\ < N/(N + 1). It follows that if a is a zero of p(z) then \a\ < N/(N+ 1). □ Lemma 2.3. If the n x n matrix A is nonsingular and at / a]., 1 < i < j < m, at e C, then the mn x mn block Vandermonde matrix
(If Ri is the z'th row of block matrices of (2.5) then the above equality may be seen by placing (-aiA)Rj + Rj+l into Rj+l for /' = m -1, m -2, , 1 respectively.)
The right-hand side of (2 .13) It is understood that x = 0 is an asymptotically stable solution of (1.2), (1.3) if, for all k satisfying detL£(A) = 0, we have |A| < 1 . Le(k) is a monic matrix polynomial of degree N + 1 and we wish to capture spectral information, i.e., determine the latent roots (see [6] ) of Lg(k). is nonsingular, in which case the set {aieAh}fJll is a complete set of solvents of L(k) (see, e.g., [6] ). However, since p(a) has a double zero at a = N/(N + 1), only (at most) N of the set of N + 1 zeros are distinct.
Next we consider the case e > 0, i.e., Le(k) and (respectively) pe{a). N + 1) ). From the continuity of the zeros of p(a) [7] , it follows that the zero of maximum modulus of pe(a) is a = {N/(N + 1)) + 8X
(for e sufficiently small).
Moreover, if S' is a complete set of solvents of L£(X), then the latent roots of First, we utilize the criterion described in the previous theorem to see if this system is stabilizable. If so, we will then determine the maximum sampling period h and finally explicitly determine the stabilizing matrix K .
In this example, r = 3 = Nh . Since max ReXA = .28 and this is < l/r = 1/3, we are assured this system is stabilizable (i.e., can determine K to stabilize). Next, we determine hmax for this to occur. We proceed, first determining Solving for e produces the result.
3. Conditions for oscillatory solutions. We now consider oscillatory solutions of the hybrid system (1.2), (1.3).
A scalar solution, x{t), of a differential equation is said to oscillate if it has arbitrarily large zeros; i.e., for any t2 > tx , there exists a point ty > t2 such that x{t3) = 0. The solution of a system of differential equations is said to oscillate if each component is oscillatory [4] , A necessary and sufficient condition for solutions of a system of differential equations to be oscillatory is that all solutions of the system's characteristic equation are nonreal. For analogous discrete and hybrid systems, oscillatory solutions occur when solutions of the characteristic equation are nonpositive [4] , Applying this criterion to the difference equation (1.9) of Sec. 1, we conclude that the system (1.2), (1.3) is oscillatory if and only if there exist no positive solutions A of the characteristic equation (2.10). There are two cases to consider. When N is an odd integer, pe+(a) looks like the graph in Fig. 3 . That is, all zeros of pe+(a), ai, are of the form x + iy, y / 0. If A has real eigenvalues then the imaginary part of each latent root of L£+(A) is nonzero. In particular, the latent roots then are nonpositive.
If N is an even integer then pE+{a) looks like the graph in Fig. 4 (see p. 158 ).
The one real zero of pE+(a) is negative, so then if the eigenvalues of A are real, the latent roots of L£+(A) are either complex (nonzero imaginary part as when N was odd) or < 0. Thus, in either case, the latent roots are nonpositive.
From the previous lemma, we conclude that every solution of (1.2), (1.3) must be oscillatory (i.e., oscillates componentwise). □ In other words, the existence of sufficient spectral conditions on A ensuring the uniform r-stabilizability of (1.2), (1.3) is not evident.
Yong has also detailed conditions [13] sufficient for the stabilization of the pure discrete system x(k + 1) = Ax(k) + bu(k), (4 If it is assumed, once again, that A and B are both n x n and nonsingular, we may use an argument analogous to Theorem 2.1 to obtain a condition ensuring stabilization of (4.6) different from that of Yong. For if the spectral radius of A is less than N/(N + 1), we let Ultimately, it is of interest to generalize from the restriction that B is n x n in (1.2), (1.3). In this regard, an explicit formulation of the stabilizing matrix K becomes difficult. It can be shown [9] , however, that controllability of the pair [A , B] with certain restrictions on the spectrum of A implies the controllability of the pair [Ad , Bd] . So that if we assume b to be n x 1 and [A, b] completely controllable in the continuous system (1.2), the r-stabilization of (1.9), the discrete-time version of (1.2), (1.3), follows from results of Yong [13] . These issues will be addressed in a forthcoming paper.
