We present a direct spectroscopic measurement of the wind electron temperatures and a determination of the stellar wind abundances of the WC10 central stars of planetary nebulae CPD256°8032 and He 2-113, for which high-resolution (0.15-Å) UCLES echelle spectra have been obtained using the 3.9-m AngloAustralian Telescope.
analysis. CPD256°8032 and He 2-113 have been classified as [WC10] (Webster & Glass 1974; De Marco, Barlow & Storey 1997, hereafter Paper I; Crowther, De Marco & Barlow 1998) . To date four WR CSPNe definitely populate the WC10 class, namely CPD256°8032, He 2-113, M4-18 and IRAS 1751421555 (PM 1-188) . One star, K 2-16, has a cooler spectrum and is put as the sole representative of the [WC11] class by Crowther et al. CPD256°8032 was first recognized as a cool carbon WR star by Bidelman, MacConnel & Bond (1968) , while He 2-113 was found to be an emission-line star by Henize (1967) .
In this paper we describe a method for the determination of the electron temperature in the C II line-forming region. In a previous effort to determine the wind electron temperature of [WC10] stars, Barlow & Storey (1992) analysed a spectrum of CPD256°8032 taken with the RGO Spectrograph on the 3.9-m Anglo-Australian Telescope (AAT) at a resolution of 0.98 Å (red) and 0.50 Å (blue) in first and second order. The higher resolution UCLES echelle spectra used in this paper allows much more reliable deblending of the components of the C II dielectronic multiplets. This paper is the third in a series aimed at developing a detailed analysis of the [WC10] stars CPD256°8032 and He 2-113. In Paper I we carried out an empirical nebular analysis, while in Paper II (De Marco & Crowther 1998 ) stellar and nebular modelling was presented. In this paper we present, along with the direct determination of the wind electron temperatures, a determination of the wind abundances, and assess the quality of the results by developing a detailed optical depth analysis and by comparing this with the wind modelling from Paper II.
Neither of the two echelle spectra is displayed here in its entirety, but they will be presented, together with complete line identifications, by De Marco et al. (in preparation) .
In Section 2 we give a short summary of the observations and data reduction (a full account is given in Paper I). Section 3 explains the method by which the wind electron temperature can be inferred from low-temperature dielectronic recombination lines. The atomic data used in the calculations are described in Section 4. In Section 5 the fits that allowed us to determine the fluxes in the dielectronic recombination lines are explained. The wind electron temperatures for the C 2ǹ line-forming regions are finally derived in Section 6. In Section 7 we derive the stellar wind abundances of carbon and oxygen with respect to helium. In Section 8 we consider optical depth and its effects on the fluxes of recombination lines. We summarize our results in Section 9.
O B S E RVAT I O N S , DATA R E D U C T I O N A N D R E D D E N I N G
CPD256°8032 and He 2-113 were observed with the AAT on 1993 May 14 and 15 using the 31.6 line mm 21 UCL Echelle Spectrograph (UCLES) with a 1024 1024 pixel Tektronix CCD as detector. Four settings of the CCD were needed in order to cover the entire echellogram: two adjacent ones in the far-red and two in the blue. Complete wavelength coverage was obtained from 3600 to 9200 Å. At each wavelength setting we obtained 5-arcsec wide-slit spectra for absolute spectrophotometry and 1.5-arcsec narrowslit spectra for maximum resolution (R:50 000). The continuum signal-to-noise ratios ranged from 20 to 60, depending on exposure time, the brightness of the object and the system spectral response. A log of the observations, together with details of the data reduction, was presented in Paper I.
The reddening was derived (in Paper I) from the observed nebular H /H decrement, as well as from the ratio of the radio-free-free and H fluxes. We found that E(B2V):0.68 for CPD256°8032 and 1.00 for He 2-113.
D E T E R M I N AT I O N O F T H E W I N D E L E C T R O N T E M P E R AT U R E : M E T H O D
Many of the lines in the spectra of WC stars are excited primarily by recombination processes. Of these, some are due to the process of low-temperature dielectronic recombination (Storey 1981; Nussbaumer & Storey 1984) . Such lines arise from quasi-bound autoionizing states lying at energies above the ionization limit of the ion in question. These states are formed by dielectronic capture from the continuum, and decay either by radiative transitions to other states (autoionizing or bound) or by radiationless transitions back to the continuum (autoionization). The latter process usually dominates, and the population of the states is given by the Saha equation. We are concerned with dielectronic lines that arise from transitions directly from autoionizing states. In CPD256°8032 and He 2-113 four dielectronic multiplets have been detected arising from C ǹ . We assume initially that the electron temperature for the region of formation of C II recombination lines is constant, and that the dielectronic lines are optically thin. However, as we will see in Section 8, the assumption of optical thinness can be relaxed as long as we compare lines of similar optical thickness. The population of an autoionizing state can be expressed as
where N u is the population density of the upper state, N e and N i are the electron and ion densities, w u and w ǹ are the statistical weights of the upper (autoionizing) state and of the recombining ion ground state (C 2ǹ 1 S, w ǹ :1) respectively, E u is the energy of the autoionizing state with respect to the C 2ǹ 1 S ground level, T e is the wind electron temperature of the C II line-forming region, and the other quantities have their usual meaning. The factor b u measures the departure of the population of the state from its thermodynamic equilibrium value and is given by
where A u is the autoionizing probability, and R u is the total radiative decay probability.
The emissivity in each transition is given by
where R ul is the transition probability to a specific lower level, and h ul is the energy of the transition. The line flux observed at the Earth is given by
where V is the emitting volume, and D is the distance to the source. By comparing the fluxes in lines of sufficiently differently E u we can determine the electron temperature directly. By combining equations (1), (2), (3) and (4) we have
where
We now define
where I( ) is the measured dereddened flux in the line of wavelength . If our stated assumptions were correct and the flux measurements were free of error, we would obtain the same value of X( , T e ) from each of the four transitions at the electron temperature of the emitting region. Since the data have errors, we calculate a weighted mean, X (T e ), from the four transitions, making use of the uncertainties in the observed fluxes. We then vary T e to minimize 2 :
where i is the error on X( i , T e ). In this way we obtain an estimate of the electron temperature consistent with the fluxes and errors of all four transitions. We also obtain an estimate of the error on the temperature by determining those temperatures for which 2 changes by unity from its minimum value.
T H E C 2 ǹ ǹ ǹ AT O M I C DATA
The four C II multiplets of interest are shown in the Grotrian diagram in Fig. 1 . The fine structure of the initial and final terms separates each multiplet into three components for multiplets 50, 51 and 28.01 and four components for multiplet 25, whose separations are approximately comparable to the linewidths.
The energies relative to the ionization limit are taken from Moore (1970) . For each upper level we require the departure coefficient, b u , given by equation (2). The autoionization and radiative lifetimes needed to calculate b u are given in Table 1 . The autoionization probabilities were derived from a C 2ǹ ǹe 2 scattering calculation by Davey (1995) , in which the autoionizing states appear as resonances in the calculated photoionization cross-section. The probabilities A u were obtained by fitting these resonances to Fano profiles. The calculation by Davey (1995) was carried out in LS coupling and neglects all relativistic energy shifts and fine-structure interactions (spin-orbit, etc.) . This is a good approximation for the 3d 2 P o and 2 F o terms, but not for the 4f terms, where these interactions are stronger. We have therefore carried out an atomic structure calculation using the program SUPERSTRUCTURE (Eissner, Jones & Nussbaumer 1974; Nussbaumer & Storey 1978) , which incorporates these effects. The calculation, which includes all terms of the two electron configuration 2s2p3d and 2s2p4f, incorporates the spin-orbit interaction and the twobody fine-structure interactions described by Eissner et Davey (1995) for LS coupling. These are also given in Table 1 . Leuenhagen & Hamann (1994) argued that selection rules forbid autoionization for doublet and quartet states of the 2s2p( 3 P)nl series. This is not the case. In LS coupling it is only necessary that S, L and parity be conserved in autoionization to the 2s 2 ( 1 S)ǹe 2 continuum. Thus autoionization is allowed for the doublet series of the correct parity. In intermediate coupling only J and parity need to be conserved, and quartet levels may also autoionize, albeit more weakly. Leuenhagen & Hamann also expected that autoionizing levels would be too broad for the resulting lines to be observable. From Table 1 we see that the autoionization probabilities, though generally much larger than the corresponding total radiative decay probabilities, are not so large as to make the lines too broad to detect. The largest autoionization probability, 21 (see also Sections 5.2 and 5.4). The fluxes in the strongest components of each of the four dielectronic multiplets are obtained by carrying out a least-squares fit to the surrounding wavelength region. This fitting process is described in detail in the next section.
L I N E F I T T I N G
The fitting is carried out by minimizing the rms deviation of the fitted spectrum from the dereddened observed flux distribution. The fitting was carried out within the package DIPSO (Howarth & Murray 1991) using the ELF suite of programs written by one of us (PJS). The algorithm permits the relative positions and intensities of individual lines to be constrained. The data for the wavelength constraints were taken from Moore (1970) for C II and from Martin, Kaufman & Musgrove (1993) The higher resolution achieved by the UCL echelle spectrograph allows the velocity structure of the wind to be partially resolved (see Fig. 2 ). Consequently, Gaussian profiles, which are often used for fitting when instrumental effects predominate, are not adequate. We therefore selected a single unblended line to provide a numerical profile for fitting all other lines. We chose the C II 8g-4f line at 4802 Å, since in CPD256°8032 it appears as a clean, unblended profile. The line actually comprises three finestructure components, but their separation is negligible compared to the linewidth. It will be shown in Section 8 that the line profiles are sensitive to the optical depth in the particular transition, but that 4802 has a low optical depth, as do the dielectronic lines, and so it is a good choice as a template for fitting those lines.
In the more noisy spectrum of He 2-113, the continuum on the blue and red sides of the 4802-Å line is at a different level. A blend with other stellar wind lines could not be ascertained, however, due both to the difficulty of fitting two Gaussians of similar widths to the feature at 4802 Å and to the fact that no suitable candidate line could be identified at that wavelength (see Fig. 2 ).
The possibility of a blend of stellar and nebular components for the same transition was excluded: although the line at 4802 Å could be fitted well with two components, hinting at such a blend, no other C II recombination line could be fitted satisfactorily using the same method. Moreover, one would expect the effect of a nebular component to the C II line to be more evident in the spectrum of He 2-113 (which exhibits an overall stronger nebular spectrum; Paper I), but this was not the case. In addition, one would not expect a significant abundance of C 2ǹ ions (which give the C II recombination spectrum) in such low-excitation nebulae (no [O III] 4959, 5007 lines are observed in the spectrum of either nebula).
For He 2-113, the 4802-Å profile was smoothed, and the red side was reflected on to the blue about the centre of the line. The profile obtained in this way was then used as the template for He 2-113. The shape of this line was broader than the original (see Fig. 2 ). As a result, all the fits to the dielectronic lines for this star are slightly too broad (Fig. 4) . However, this was believed to be the best option, since no other suitable line could be found to be used as an unblended template. discussion of the relationship between FWHM and optical depth).
In the next section we discuss the wavelength regions around the dielectronic multiplets in detail.
C II multiplet 51, 5114
The fit to C II multiplet 51 is shown in Figs 3(a) and 4(a). Seven lines were identified between 5100 and 5130 Å, as shown in Table 2 . The autoionizing multiplet 51 (solid line) is composed of three components, accompanied by one line of C II multiplet 16.06 and three further lines of C II arising from the transition array 3d 2 P o -4f 4 D. These lines, forbidden by LS-coupling selection rules, were identified when carrying out the intermediate-coupling calculations mentioned in Section 4. There is one further unidentified line whose position and intensity were left unconstrained in the fit (component 8).
Multiplet 12 of C II is also present in this wavelength region, but its inclusion did not return a satisfactory fit and it was not retained.
C II multiplet 50, 4619
Nine lines were recognized in the region around multiplet 50, of which eight were identified (Figs 3b and 4b, Table 3 ). Again, in addition to the three optically allowed 4f 2 G-3d 2 F o lines, three further 4f
transitions were present, with relative intensities as given in Table 3 . A systematic search for lines from high states of C II indicates, however, that the 4619 feature is also blended with the 8f-4d transition. The energy of the 8f state is not known experimentally, but can be estimated using the known positions of the 4f, 5f, 6f and 7f states. Our technique for making this estimate is described in Appendix A. The air wavelength of the 8f-4d transition is calculated to be 4620.7 Å, and it is therefore completely blended with the dielectronic features of interest. An estimate of the contribution to the 4619 feature from the 8f-4d transition can be made by comparison with the apparently unblended C II 8g-4f transition at 4802. We assume that the departures from LTE for the 8g and 8f states are the same. This should be a good approximation, since heavy-particle collisions can be expected to equalize departure coefficients for states of the same n but different l. Using hydrogenic transition probabilities for the two transitions (Storey & Hummer 1991) , we obtain a relation between the intensities which is I( 4620. for He 2-113. We finally make a least-squares fit to the 4619 feature, including a line of fixed intensity and corresponding to the expected flux of the 8f-4d transition. However, a good fit could not be obtained with this predicted intensity and, as can be seen from Table 3 values. For this reason, this dielectronic multiplet was given a higher uncertainty.
Another source of uncertainty in the determination of the flux of multiplet 50 4621 is the level of the continuum. The local apparent continuum in this wavelength region (between 4622 and 4628 Å in Figs 3b and 4b) is about 20 per cent higher than what is estimated to be the correct continuum level. Support for the correctness of our continuum placement, defined over a wide wavelength range, can be gained by considering two weak O II lines, 4602.11, 4609.42, belonging to the 4f 2 F o -3d 2 D multiplet. The theoretical intensity ratio is 1.43, and the measured value using our overall continuum placement was 1.47. If the elevated continuum were used instead, the relative intensity ratio would be 2.35, in disagreement with theory. This phenomenon is also displayed by other WC10-11 stars such as K2-16, M4-18 and the WC12/R Cor Bor star V348 Sgr (Leuenhagen, Hamann & Jeffery 1996) . No bound-free process could be found to explain this local continuum enhancement. Another possible explanation would be the coincidence of many weak emission lines. In an effort to identify the lines responsible we found three lines (from the inter- mediate-coupling calculation described in Section 4 -rows 4 to 7 in Table 3 ) but, as can be seen from Figs 3 and 4(b), there is still surplus flux. If the dielectronic lines are fitted using the template profiles derived from the 4802-Å line, the fit to the 4622 feature is too narrow. If, on the other hand, the template profile is convolved with a Lorentzian profile of a width corresponding to the lifetime of the lower state of the transition, which is much shorter than the lifetime of the upper state and hence determines the width of the line, the fit is very good. This autoionization broadening is probably the explanation for the 'unclear broadening mechanism' encountered by Leuenhagen, Heber & Jeffery (1994) for the 4619-Å line in the star V348 Sgr (an R Coronae Borealis star that displays a spectrum not dissimilar to that of CPD256°8032 and He 2-113). The line broadening mechanism is discussed further in Section 5.4.
In the spectrum of CPD256°8032 (Fig. 3b) , the feature on the wavelength side is possibly due to Si IV multiplet 6. In He 2-113 a second peak is visible (Fig. 4b) . This has been attributed to N III multiplet 2 component 4638 (Leuenhagen et al. 1996 ), but we argue that if that were the case, then we should be able to observe the principal lines of N II (e.g., 4447, 3995, 5680) and N III (e.g., 4097, 4103 and 5324, 5350), and this is not the case. We fit the features with lines whose wavelengths are left free, and the fitted line centre wavelengths and intensities are tabulated in Table 3 , rows 8 and 9.
C II multiplet 25, 4965
Besides the autoionizing multiplet 25 (four componentssee Figs 3c and 4c), we could identify three lines belonging to O II multiplet 33. However, the fit to the region then fell noticeably below the data. We therefore introduced two unidentified lines, with free wavelengths and intensities (Table 4) . This does not interfere with the derived dielectronic line fluxes, since the strongest dielectronic line is almost unblended. The Earth rest frame wavelengths of the two free lines were found by the fit to be 4953.90 and 4958.27 Å for CPD256°8032, and 4954.65 and 4958.63 Å for He 2-113. Here, as was the case for multiplet 50 (Section 5.2), a short region of elevated continuum (at #4946 Å in Figs 3c and 4c) remained unexplained.
C II multiplet 18.01, 8794
C II multiplet 18.01, in the far-red spectral region (Table 5) , was affected by telluric lines which were removed before fitting (Figs 3c and 4d) . Moreover, it came from a different echelle setting to the other dielectronic multiplets, and Table 3 . Fitted parameters for C II multiplet 50. The intensity of profile 7 is fixed at 1.03 I(4802) as described in the text. hence it might be affected by errors in the absolute flux calibration.
As was the case for the dielectronic multiplet 50 (Section 5.2), the 8794-Å triplet had to be fitted with a profile obtained by convolving the 4802-Å template with a Lorentzian profile whose width corresponded to the predicted lifetime of the upper state of the transition (the lower level of this transition is bound, and its lifetime is much longer than the lifetime of any autoionizing level). The data presented in Table 1 predict that the largest autoionizing linewidth (210 km s 21 ) of the four dielectronic multiplets should be exhibited by this line. A comparison of the fit before and after this convolution was carried out and is displayed in Fig. 5 . This figure clearly demonstrates the reality of autoionization broadening, and confirms the theoretical FWHM given in Table 1 .
W I N D E L E C T R O N T E M P E R AT U R E S
As already described in Section 3, electron temperatures were derived by minimizing the difference between the ratios of measured and computed fluxes for the autoionizing lines. This minimization was carried out by calculating all the line theoretical intensities prior to iterating to minimize 2 . The dereddened fluxes for the strongest dielectronic line in each multiplet are summarized in Table 6 , along with the associated errors. Errors are estimated at 15 per cent for multiplets 51 and 25 of CPD256°8032, and 10 per cent for the less blended He 2-113. For multiplets 50 and 28.01, the uncertainty was determined to be about 30 per cent due to blending with the line at 4620.7 Å in the case of multiplet 50, and to being located in a different echelle setting in the case of multiplet 28.01.
If all the lines are used, and errors chosen based on the confidence in the fits, the derived electron temperatures are 18 900<2400 K for CPD256°8032 and 17 000<1300 K for He 2-113. If only the two most optically thin lines are used (optical depths are calculated in Section 8), the wind electron temperature is 21 000<2000 K for CPD256°8032 and 16 400<1600 K for He 2-113. To calculate the parameters needed for the determination of the wind abundances, we will adopt an electron temperature of 20 000 K for CPD256°8032 and 17 000 K for He 2-113.
The electron temperature derived here for the wind of CPD256°8032 is higher than the value of 12 800 K derived by Barlow & Storey (1993) , who used Gaussian fits to the flux in the entire multiplets in their lower resolution (0.5 Å) spectrum. 
S T E L L A R W I N D A B U N DA N C E S F R O M R E C O M B I N AT I O N L I N E S
To determine the relative abundances of He ǹ , He 2ǹ , C 2ǹ , C 3ǹ and O 2ǹ in the stellar winds, we used recombination lines from a number of multiplets belonging to these ions, assuming that the winds are optically thin to the chosen lines.
Abundances derived in this way provide a useful check on the abundances derived by bulk modelling of the stellar atmosphere (e.g. Hillier 1989; Hamann et al. 1992) . Moreover, the large amounts of computing time needed to construct models spanning a large spectral range makes direct methods all the more appealing. In the case of CPD256°8032 and He 2-113, modelling has been carried out by Leuenhagen et al. (1996) , while in Paper II computational modelling of both stars is reported and extensive comparisons with the work of Leuenhagen et al. are made. For these two stars it is possible to measure a substantial number of unblended lines of all the ions present, and hence to derive total abundances by summing the individual ionic contributions.
It is well known that the winds of WR stars have considerable ionization stratification (e.g. Hillier 1988 ). However, Smith & Hummer (1988) have shown (in their section 7.4) that, even in a stratified wind, the elemental abundances are exactly given by the sum of the individual ionic emission measures, provided that the innermost radius from which the used lines are capable of emerging is the same for both species. This is usually the case if the lines used have similar wavelengths, since the innermost shell from which the line radiation is still capable of emerging is a function of the continuum opacity, which is in turn a slow function of wavelength. The other main source of opacity, the line opacity, is thoroughly discussed in Section 8.
Since effective recombination coefficients and collisional rates are temperature-dependent, the wind electron temperatures derived in the previous section were used to calculate the emission measures. The C 2ǹ ion is the dominant ion stage of carbon in the winds, and this method diagnoses the temperature in the C 2ǹ line formation region. We assumed that the O II and C II lines originate in similar regions, together with the He I lines (although O 2ǹ , with a higher ionization potential than C 2ǹ , might extend deeper into the wind, where the electron temperature is higher). We will also discuss the use of the C II dielectronic lines as abundance diagnostics, along with the C II radiative recombination lines.
The abundance of an ionic species is determined from equation (5), where the expression for Q for the dielectronic lines can be found in equation (6), while for ordinary bound-bound recombination lines we obtain Q( , T e ):h eff .
Integrating over the volume of emission,
where [N i ] represents the product of the ionic and electron densities integrated over the emitting volume. The ratio of the emission measures of two ionic species can thus be obtained in a straightforward manner:
To obtain the relative abundances for a pair of elements, one takes the ratio of the total emission measure for each of the elements, after summing over all the observed ionization stages. Thus for elements X and Y, with number densities N X and N Y ,
In the case of He 0 transitions, allowance had to be made for collisional population of the upper levels from the 2 3 S metastable state. For the He I lines at 4471.5, 5875.7, 7065.3 and 6678.1 Å, the collisional rates needed to calculate the rate of collisional to radiative recombination population (C/ R), were obtained from Kingdon & Ferland (1995) . In the Kingdon & Ferland expression for C/R, the total He I recombination coefficient and the line effective recombination coefficient are calculated for a low (#10 6 cm 23 ) electron density. However, since such coefficients appear in both the numerator and denominator, the effect of density cancels out to a first approximation. We used the collisional excitation formulation of Clegg (1987) for the He I lines at 4713.2 and 5047.7 Å. We updated Clegg's formulae with new values for the effective recombination coefficients of the two lines, obtained by one of us (PJS), and new collisional excitation rates from Sawey & Berrington (1993) . A density of 10 11 cm 23 and temperatures of 20 000 and 17 000 K were used for CPD256°8032 and He 2-113 respectively (for the 17 000-K case we interpolated between the tabulated values).
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High-density (10 11 cm 23 ) recombination coefficients were also available (Davey 1995) for the C II lines at 4493 Å 2 (9g-4f), 4802 Å (8g-4f), 5340 Å (7g-4f) and 6461 Å (6g-4f), which were observed unblended in the spectra of both stars. For the C II line at 4267 Å, high-density effective recombination coefficients were also obtained from Davey, although they were tabulated only for a temperature of 12 800 K. To scale them to the right temperatures, scaling factors of 1.56 (CPD256°8032) and 1.32 (He 2-113) were calculated by comparing hydrogenic effective recombination coefficients (Storey & Hummer 1995) for a density of 10 11 cm 23 and for temperatures of 12 800, 20 000 and 17 000 K.
For the C 3ǹ ion, hydrogenic recombination coefficients from Storey & Hummer (1995) were also used. The C III lines used for the abundance determination originated from high transitions, and the hydrogenic approximation was considered to provide sufficient accuracy.
For the He 2ǹ ion, only the 4-3 4686 line was used, and its recombination coefficient was taken from Storey & Hummer (1995) .
For the O II ion, new O II recombination coefficients at low electron densities have been tabulated by Liu et al. (1995) . These new intermediate-coupling recombination coefficients are expected to be more accurate than any currently in the literature. Case B was assumed to prevail, in the sense that all radiative transitions to the ground term 2s 2 2p 3 4 S o are assumed to be optically thick. This assumption was found by Liu et al. to be necessary to obtain agreement between the O 2ǹ abundances derived from different multiplets in the nebular spectrum of NGC 7009. In particular, the 3d-3p transition gives O 2ǹ abundances which differ by an order of magnitude from the others, if case B is not assumed. These recombination coefficients were calculated for a density of 10 6 cm 23 and not for a density of 10 11 cm 23 , more appropriate to the WC10 wind emission regions. For higher densities, the recombination coefficient increases, making the I/Q ratios smaller and hence the derived O 2ǹ abundances lower. For this reason we consider our O/He abundance ratios of 0.35 for both objects, to be upper limits. However, to give an indication of the effect of a higher electron density, a scaling factor was calculated by comparing the effective recombination coefficients for low (10 4 cm 23 ) and high (10 1 cm 23 ) density for C II transitions with the same configuration as the O II transitions used (3d-3p and 4f-3d). Recombination coefficients for C 2ǹ were calculated at 12 800 K by Davey (1995) for densities of 10 4 and 10 11 cm 23 . Applying these facors (1.45 for the 3d-3p trnsition and 1.34 for the 4f-3d transition), the derived O/He ratio becomes 0.24 for CPD256°8032 and 0.25 for He 2-113.
The observed stellar wind emission-line fluxes are presented in Table 7 , while the dereddened line fluxes are listed in Table 8 . The errors associated with the flux measurements were about 10 per cent for the C III lines (although for the weaker 9g-4f lines at 4493 Å they might have been slightly higher) and about 15 per cent for the weaker O II and C III lines. The He I lines, despite being stronger and easier to measure, always had P Cygni profiles, so that the red side had to be projected on to the blue side about the centre of the line, with the uncertainties involved gauged at about 20 per cent. We estimate an uncertainty of 10 per cent for the flux of the He II 4686 line.
In selecting the O II lines to use as diagnostics, we looked for unblended lines or blends whose components belonged to the same multiplet. Beside the lines listed in Table 7 (for which a detailed description follows) we found three other candidates, multiplet 53.03 at 4237.93 Å, multiplet 26 at 4395.97 Å and multiplet 33 at 4941.09 and 4943.02 Å. For all of these, however, the I/Q ratios were one order of magnitude higher than for the O II multiplets groups listed in Tables 7 and 8 . We therefore decided to disregard them on the grounds that if the I/Q ratio for a line is too high, it can mean that its flux was overestimated due, for instance, to blending.
We finally used three O II multiplets. Multiplet 28 has three components (4890.8, 4906.8 and 4924.5 Å) . Two of these were measured, and their fluxes are given in Table 7 . Multiplet 20 contains seven components, some of which are blended together. For CPD256°8032, we measured the flux corresponding to the blend of 4103.0, 4105.0 and 4104.7 (three of the seven components of multiplet 20), while for He 2-113 the weak 4103.0 component was resolved and was not included in the measurement. These multiplet 20 fluxes are tabulated in Table 7 , in the row corresponding to O II 4105 Å. What is tabulated as 4277.0 in Table 7 is, in fact, the sum of the four components of O II multiplet 67.
Four of the nine C II lines that were used are the dielectronic lines used in the wind electron temperature determination. The remaining five lines form as a result of the ng-4f
1008 O. De Marco, P. J. Storey and M. J. Barlow (n:6 to 9) transitions already discussed, plus the 4f-3d 4267-Å transition. This line is usually thought to be much more optically thick, and not to be suitable for abundance determinations. However, we believe this not to be necessarily the case, and we introduce it here; its optical depth will be analysed in Section 8.
C III lines were chosen with upper levels as high above the ground state as possible and with orbital quantum numbers as large as possible, so as to make the hydrogenic approximation, used in deriving the effective recombination coefficients, as realistic as possible. We chose the lines at 5303.1 Å (multiplet 46, 5f 3 F o -7g 3 G) and at 8665.2 and 8663.6 Å (multiplet 45, 6g 3 G-5f 3 F o ). The measurement was slightly more difficult in the case of He 2-113 than for CPD256°8032, due to the 8665.2, 8663.6 lines being blended with the nebular hydrogen Paschen series line (n:14-3, 8665.02 Å), while the 5303.1 line had a mild P Cygni profile. Despite the difficulties encountered, it can be seen from Table 8 that the I/Q values derived from the two lines are in agreement. An error of 30 per cent is quoted, which includes a 15 per cent uncertainty in the line flux measurements, and a 15 per cent uncertainty in the effective recombination coefficients. In conclusion, for both objects the C 3ǹ abundance is found to be more than 500 times smaller than the C 2ǹ abundance.
After the He I lines had been corrected for collisional effects, the corrected fluxes were used to obain the emission measures listed in Table 8 , as described by equations (9) and (10). The I/Q values for all the ions were then averaged using the weights for each line listed in columns 7 and 11 of Table 8 . The weights are based on the confidence in the I/Q ratio, once all the sources of uncertainty were taken into consideration. The averaged I/Q values of different ionization stages of the same element were then summed, with the summed I/Q values from the carbon, oxygen and helium ions yielding the final abundance ratios listed in Table 9 . The weights given to the I/Q values in Table 8 are based purely on the measurement uncertainty, and do not take into account optical depth effects.
In Table 10 we compare the stellar wind abundance results derived from our recombination line analysis with those of Leuenhagen et al. (1996) , who constructed non-LTE models for these and other [WCL] stars, and with our own non-LTE wind modelling (Paper II). We find values of C/He comparable within the uncertainties, while our O/He ratios are higher than the values obtained by Leuenhagen et al., but comparable, within the uncertainties, with the values derived in Paper II.
Contrary to Leuenhagen et al. (1996) , we find that both stars have no detectable hydrogen in their winds (see Papers I and II). This restores these [WCL] stars to their former status as hydrogen-free WR stars.
O P T I CA L D E P T H E F F E C T S
In the abundance determinations in Section 7 we have made use of lines between low-lying states of He, O and C which might reasonably be expected to have different and not insignificant optical depths. In addition, the wind temperature determinations have tacitly assumed that the dielectronic lines are optically thin. In this section we discuss the effect of line optical depth on our conclusions.
The optical thickness of the wind in a given transition depends, inter alia, upon the population of the lower state of the transition and the oscillator strength for that transition. For a series of transitions terminating in a common lower state, the oscillator strength falls as n 23 , where n is the principal quantum number of the upper state, while the population of the lower state decreases as its energy increases. The decline in optical thickness with increasing upper state principal quantum number is illustrated by the ng-4f series in C II (6OnO9) which are visible in our spectra. These lines, which display no P Cygni structure, show a decreasing FWHM as n increases (see Table 12 ). This effect, which has also been described in Population I WR stars by Schulte-Ladbeck et al. (1995) , is attributable to the decline in optical thickness, since the emission from the inner, low-velocity part of the wind is relatively stronger for less optically thick lines, while the emission from the outer higher velocity part is approximately unchanged, leading to an apparent narrowing of the line. On the basis of the empirical evidence from line FWHM, the winds of the two stars are optically thick to many of the lines used in the abundance analysis. None the less, the abundances derived from the various lines of apparently different optical depths are in broad agreement, although there is a tendency for the abundances derived from the dielectronic lines to be lower than from the C II bound-bound transitions. The optical thickness of the C II dielectronic lines cannot be assessed empirically from their FWHM due to blending and the additional autoionization broadening that some of the lines exhibit. They certainly arise from energetically high-lying atomic states but, being 3p-3d and 3d-4f transitions, they have relatively large oscillator strengths. In addition, the wind models described in Paper II do not include the temperature diagnostic dielectronic lines, so we have carried out an escape-probability analysis of these and other lines to determine their optical thickness. Table 9 . Elemental abundance ratios, by number, for the winds of CPD256°8032 and He 2-113. Table 10 . Comparison of abundances (by number) for CPD256°8032 and He 2-113 derived here using exclusively recombination lines from bound-bound transitions, with abundances derived by bulk non-LTE modelling of the stellar atmosphere (Paper II) and the non-LTE study of Leuenhagen et al. (1996; LHJ) .
We use the escape-probability formalism of Castor (1970) for an expanding spherically symmetric atmosphere, in which an optical depth (z, r) is defined by
where r is the distance from the centre of the star, z is the distance from the centre of the star projected in the direction to the observer, f is the oscillator strength for the level, o is the frequency at the line centre, and the velocity field has the (assumed) form
where v e is the terminal velocity of the wind, R c is the radius of the star (defined from the centre to the base of the wind), and , which defines the degree of acceleration of the wind, is usually taken to be 1. With this velocity law, the logarithmic derivative of v with respect to r is R c v e /rv(r). We take the physical quantities needed to define the model from the results of Paper II. For each star a grid was established of 10 points that spanned the depth of the wind. Grid points were equally spaced in log( Ross ) (where Ross is the Rosseland optical depth). For each grid point we extracted the physical radius, the electron temperature and density, the fraction of C 2ǹ and He ǹ (see fig. 4 in Paper II), the continuum optical depth (at 5000 Å) and the departure coefficients for the upper and lower levels of each transition (see Table 11 ). These last two quantities were obtained from the models described in Paper II, but are not explicitly given there. For the dielectronic transitions we calculated bvalues from equation (2) and Table 1 for states above the ionization limit, while for lower levels the b-values were set to unity. The wind model of Paper II did not include the 9g level -its departure coefficients were set to the same values as the 8g level.
In the model, we neglect the stellar continuum and its absorption by the lines, obtaining the flux emitted in the lines as a function of radius and of velocity. We obtain predicted relative fluxes for all the dielectronic lines of C II and for the bound-bound transitions of C II and neutral helium. The optical depth in the lines can also be monitored throughout the wind.
Results of the escape-probability model
In Table 12 we present a summary of the predicted fluxes (on an arbitrary scale) for a sample of lines, their calculated optical depths and their observed FWHMs. The optical depths are calculated at a point with z:0 at a radius corresponding to the peak of the line formation region, which was determined to be 3.0R * for CPD256°8032 and 2.5R * for He 2-113. We use the tabulated optical depth values only for comparison purposes.
We observe, first of all, that the trend in optical depths of the bound-bound lines confirms the trends outlined above, that the more optically thick lines come from lower levels, and that the optical depth falls when progressing up a series with a common lower state (4f-6g, 6450; 4f-7g, 5340; 4f-8g 4802) . Also, the relative fluxes from the model (Table  12 ) agree reasonably well with the observed relative fluxes (Table 12 and 8), for both bound-bound and dielectronic lines, suggesting that the low I/Q values obtained from the dielectronic lines are due to the effects of opacity and their particular atomic physics (see Section 8.2 below), rather than to uncertain measurements. Table 12 also confirms that some lines between low-lying states (e.g., 4267 4f-3d of C II or the 5876 triplet of He I) which give reasonable abundances have very high optical depths. It appears that the line fluxes predicted by the theory of recombination in an optically thin medium also approximately describe the emission from lines of high optical thickness, with the exception of the dielectronic lines, where relatively modest optical depths significantly affect the derived abundances. In the next section we seek to explain these observations.
A two-level atom
Consider a two-level atom in which the populations are determined solely by radiative processes, both bound-free and bound-bound (although we will neglect photoionization). The population of the upper level (N 2 ) is given by
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© 1998 RAS, MNRAS 297, 999-1014 Table 11 . Continuum opacities ( c ) and departure coefficients for all the levels used, as a function of log (R/R * ). The stellar radius for CPD256°8032 was 2.0 R ᖿ , while for He 2-113 it was 2.5 R ᖿ . where R 21 is an Einstein A-coefficient, 2 is a recombination coefficient, and 21 is the single-flight escape probability for photons in the transition, which decreases as the optical depth increases. The emissivity in the transition is just N 2 R 21 21 h :N e N ǹ 2 h , which is the same as in the optically thin case, no matter how great the optical depth in the line. As the optical depth increases, the population of the upper state rises so that the flux in the line is preserved. The abundance derived from such a transition using optically thin recombination theory will be independent of optical depth.
Consider now an ideal dielectronic line where the two states are embedded in the continuum, their populations are given by the Saha equation and are independent of the optical depth. The emissivity N 2 R 21 21 h will fall as the optical depth increases due to the fall in the escape probability, and the abundance derived from the transition will fall as the optical depth rises.
In practice, all states are coupled to each other and the continuum by collisional processes, so the purely radiative case described above is never realized in practice, but the 4267 4f-3d transition in C II might be expected to be a reasonable approximation. Both states are low-lying, so that collisional processes are relatively unimportant and, as in the model two-level atom, there is no alternative decay route from the 4f state once the transition becomes optically thick.
To illustrate these effects for a transition u l, we define an effective recombination coefficient ul by
so that is a measure of the emissivity in a particular transition allowing for the effects of optical depth. In Fig. 6 we show the behaviour of this quantity as a function of radius in the wind of CPD256°8032. In each plot, the horizontal line segment shows the value of the effective recombination coefficient for that particular transition, taken from optically thin recombination theory at the temperature of maximum emission in the wind. as indicated by fig. 4 (e) in Paper II. These are the values that were used to determine the abundances in Table 8 . The vertical line shows the approximate radius of maximum emission in the recombination lines. This is taken to be at 3R * for the peak of the C II line-forming region, and at 5R * for the peak of the He I line-forming region. We note that the values of at the radius of maximum emission generally lie within about a factor of 3 of the optically thin theory, even though the optical depths in the lines range from about 0.5 to 241. We note also that the values of for the three dielectronic lines 4619, 4965, 5114 We would like to underline that the above arguments are only qualitative in nature. Only a complete modelling of the whole envelope can give us any assurance of a correct treatment of the opacity. However, from this limited exercise we conclude that low-lying bound-bound transitions can be combined with optically thin recombination theory to obtain indicative abundances. As a result, we prefer to use bound-bound rather than dielectronic transitions for our abundance determination.
As far as the wind electron temperature is concerned, we see from Fig. 7 that the escape probabilities for the 5114, 4965 lines are very similar throughout the wind (while the escape probability for the C II 4619 line is much lower), implying that the two lines will be equally attenuated by the wind and their ratio therefore preserved. This gives renewed confidence in using these first two lines to determine the wind electron temperature.
S U M M A RY
We have demonstrated the use of low-temperature dielectronic recombination lines for the determination of the wind electron temperature of [WC10] central stars of PNe. For CPD256°8032 we obtain 21 700<2000 K, while for He 2-113 we determined 16 400<1600 K. This is the first direct spectroscopic determination of such a quantity in a WR star. Stellar wind abundances have also been derived for carbon and oxygen relative to helium. We derived C/ He:0.44 and 0.29 for CPD256°8032 and He 2-113 respectively, while for oxygen, an upper limit of O/He:0.35 was obtained for both stars and, after correcting recombination coefficients for the high density of the wind, values of 0.24 and 0.26 were obtained for CPD256°8032 and He 2-113 respectively. The oxygen lines used all arise from bound-bound transitions. Moreover, the opacity of such lines is lower, due to the different atomic structure of the O II ion. Carbon abundances are derived using boundbound transitions, not the dielectronic recombination lines, since these systematically underestimate the abundance due to optical depth effects. This is due to their upper levels being in LTE with the continuum and not being able to compensate for optical depth by increasing their upper level populations.
Optical depth effects are not thought to influence the electron temperature determination, since the escape probabilities of the two most optically thin dielectronic lines are almost identical throughout the wind.
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© 1998 RAS, MNRAS 297, 999-1014 For the 2s 2 nf series of C ǹ , energies are measured for nO7, while for the 2s 2 ng series measurements exist up to n:8 (Moore 1970) . The quantum defect is defined by
where I nl is the ionization potential of state with principal quantum number n and orbital quantum number l, Z is the effective charge (Z:2 for C ǹ ), and For a one-channel problem, the quantum defect is related to the reactance matrix of quantum defect theory by (Seaton 1983) , R:tan( ).
The reactance matrix for the 2s 2 nf 2 F o series has poles at the energies of the C ǹ 2s2p( 3 P o )nd states. Considering only the lowest of these poles, we fit the reactance matrix to a function of the energy variable :21/(n2 ) 2 , R:aǹb ǹ c
where 0 :0.007 52 corresponds to the position of the 3d( 2 F o ) state. Values of R and hence can then be obtained for higher members of the 2s 2 nf series. The resulting energies are given in Table A1 relative to the ground state of C ǹ . For the 2s 2 ng series a different procedure is used. The quantum defects for this series can only be perturbed by states of the 2s2p( 3 P o )nf series, whose lowest member n:4 lies at sufficiently high energy that this effect can be neglected. We therefore analyse the quantum defects of the 2s 2 ng states in terms of the dipole polarizability, d . The quantum defect can be expressed in terms of the polarizability by 
From the experimental energies for the 5g and 6g states we deduce d :3.9. Term energies for the higher members of the ng series can then be inferred from the above two equations, and the results are given in Table A1 . 
