Towards highly accurate calculations of parity violation in chiral



























Towards highly accurate calculations of parity violation in chiral
molecules: relativistic coupled-cluster theory including QED-effects
Ayaki Sunagaa and Trond Saueb
aInstitute for Integrated Radiation and Nuclear Science, Kyoto University, 2 Asashiro-Nishi,
Kumatori-cho, Sennan-gun, Osaka 590-0494, Japan
bLaboratoire de Chimie et Physique Quantique, UMR 5626 CNRS–Université Toulouse
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ABSTRACT
Parity-violating energies EPV of the H2X2 (X = O, S, Se, Te, Po) molecules are re-
ported, calculated as analytical expectation values at the relativistic coupled-cluster
singles-and-doubles (CCSD) level using property-optimized basis sets. Radiative cor-
rections to the EPV was investigated using effective QED-potentials and found to
reach a maximal value of 2.38% for H2Po2. However, this result depends on the
choice of effective self-energy potential and may indicate limitations to their domain
of validity.
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1. Introduction
In early 2012 the journal Nature had a News Feature article on “tough science”
listing five experiments “as hard as finding the Higgs” [1]. One experiment in the list
attempts to provide the first observation of parity violation (PV), associated with the
weak force, in molecular systems using high-resolution laser spectroscopy[2]. It is an
example of a spectroscopic test of fundamental physics in the low-energy regime, using
atoms and molecules, in vivid contrast to the Large Hadron Collider, 27 km long and
operating at several TeV [3, 4].
It was Lee and Yang who in 1956 pointed out that there was insufficient experimental
evidence for the conservation of parity in processes involving the weak interaction and
proposed experiments to test possible parity violation[5], soon to be confirmed by
experiments[6–9]. The processes that were studied are mediated by charged vector
bosons, in contrast to the neutral photon of electromagnetic interactions, and are
therefore incompatible with stable atoms and molecules. The situation changed with
the development of electroweak theory[10–12] and in particular the prediction of the
existence of a neutral partner, Z0, of the charged W± bosons. Early studies about the
feasibility of observing parity violation in stable atoms were rather pessimistic[13, 14],
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but limited attention to the hydrogen atom. M. A. and C. Bouchiat noted that PV has
a strong scaling with nuclear charge and therefore suggested to look for such effects in
heavy atoms[15, 16] and, indeed, the first observation of atomic PV was in the form of
optical activity in a vapor of bismuth atoms[17, 18]. Since then PV has been observed
in several heavy atoms: thallium[19–23], cesium[24–29], lead[30–32], bismuth[33] and
ytterbium[34, 35]. For a recent review on atomic parity violation, see Ref. 36.
For chiral molecules parity violation induces a finite, albeit minute energy difference
between enantiomers[37–39], making them formally diastereomers, an intriguing fact
in view of the observed chiral preferences in biological systems[40–42], but yet to be
observed. The experiment under construction in Paris will search for the signature
of parity violation in the form of a frequency shift in the vibrational spectra of left-
and right-handed molecules. It aims for a measurement precision below 0.1 Hz and is
based on the method of the Doppler-free two-photon Ramsey fringes in a supersonic
molecular beam[2, 43]. Recent progress is reported in Ref. 44, whereas information
about other experiments and molecular (as well as atomic) PV in general is found in
an excellent review by Berger and Stohner[45].
The role of theory at this point is to guide experiment. We have developed a compu-
tational protocol for the rapid screening of candidate molecules, based on 2-component
relativistic density functional theory (DFT)[46]. However, calculations of higher accu-
racy are needed, in the short run to calibrate the current computational protocol for
molecular PV calculations, in the longer run to confront a possibly successful experi-
ment. In this context coupled cluster theory stands out as the method of choice[47–50].
In 2000 Thyssen et al. reported 4-component wavefunction-based correlated calcula-
tions of the parity-violating energy of the H2O2 and H2S2 molecules using a finite-
field approach at the level of 2nd-order Møller–Plesset perturbation theory (MP2),
coupled-cluster singles-and-doubles (CCSD), CCSD with approximate triples correc-
tion (CCSD(T)) as well as configuration-interaction singles-and doubles (CISD)[51].
The H2X2-series of molecules are not good candidates for a PV experiment due to the
almost free rotation around the X–X bond, but have been much used for benchmarking
and analysis purposes due to their simple structures (see for instance Refs.[52–60]). In
2005 van Stralen et al. reported the first implementation of analytic one-electron prop-
erties at the 4-component relativistic MP2 level and reported PV energies for H2X2,
(X=O,S,Se,Te) [61]. More recently, in 2016, these analytic calculations were extended
to the CCSD level by Shee et al. [62].
In the present work we repeat the calculations of Shee et al. [62], but with a number
of improvements: i) The coupled cluster calculations have been carried out using a new
coupled cluster code, ExaCorr, implemented for massively parallel GPU-accelerated
computing architectures[63]. ii) We have extended the Dyall-type all-electron basis sets
with tight exponents optimized for PV calculations. iii) Using H2Se2, as detailed in the
Supplemental Material, we have investigated the effect of truncation of the occupied
and virtual spaces on the PV energy. iv) We have extended the calculations to include
H2Po2. v) Most importantly, we have to our knowledge carried out the first study of
the effect of quantum electrodynamics (QED) on molecular PV energies.
We are here interested in the electron self-energy (SE) and the vacuum polarization
(VP), both at the origin of the Lamb shift[64]. QED, as expressed through the scatter-
ing matrix formalism, can describe atoms and molecules to amazing precision, but is
in practice limited to few-electron systems, in particular due to the slow convergence
of electron correlation within this formalism[65–71]. In recent years there has been
an increased interest in the use of effective QED potentials[72–75]. An early example
of such a potential is the Uehling potential for vacuum polarization[76]. The electron
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self-energy is more complicated to represent by a potential due to its delocal nature,
but a number of such potentials are now available[77–79]. QED-effects have also been
included in the fitting of relativistic effective core potentials[80, 81]. We have imple-
mented effective QED potentials in the DIRAC code for general relativistic molecular
calculations[82]. A full account of our implementation will be given elsewhere[83]; very
recently, a similar implementation has been reported by Skripnikov[84]. QED-effects
on parity violation have previously been studied in atoms and then with focus on
transition amplitudes[85–93]. We believe that the present work is the first to study
radiative corrections to molecular PV energies.
Our paper is organized as follows: In Section 2.1 we explain how effective QED
potentials are included in our calculations. Section 2.2 gives a brief introduction to
parity violation in chiral molecules. Computational details are given in in Section 3.
In Section 4 we present and discuss our results, before concluding in Section 5. We
employ SI-based atomic units throughout this paper.
2. Theory
2.1. Relativistic Hamiltonian with effective QED potentials
Our calculations are based on the Dirac–Coulomb Hamiltonian











Here, the first and third terms represent the nucleus-nucleus and electron-electron
repulsion, respectively. The one-electron part is given by the Dirac Hamiltonian
ĥ = βmec
2 + c (α · p) + Ven; Ven = −eφn (2)
in the scalar potential φn of fixed nuclei and will be extended by effective QED-
potentials VeffQED









where V VPA and V
SE
A refer to the contributions from the vacuum polarization and the
electron self-energy, respectively, associated with nucleus A. We employ the Uehling
potential [76] for the vacuum polarization term V VP. The Uehling potential for a
spherically symmetric extended nucleus can be expressed as follows [94]
















































α the fine structure constant, λ̄e the reduced Compton wavelength and ρA is the
normalized charge density of nucleus A.
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For the self-energy term VSE, we have employed two kinds of effective potentials.
The first one is the Gaussian model potential proposed by Pyykkö and Zhao (PZ) [77],





where the parameters B and β are second-order polynomials in nuclear charge with
coefficients obtained by fitting to SE data (2s1/2 SE energy shift of hydrogen-like
ions[95, 96] and relative SE shift of hyperfine transition energies of lithium-like ions[97])
in the range 29 ≤ Z ≤ 83.
The second effective SE potential was proposed by Flambaum and Ginges (FG) [78].
It is formulated in the language of form factors expressing the effective interaction of
an electron with the electromagnetic field, radiative corrections included[98, 99]. The
potential is written as a sum of three contributions
V SEA → V FGA (r) = V MAGA + V HFA + V LFA , (7)
where the first term is associated with the magnetic form factor



















and contains the gradient of the scalar potential φn;A associated with nucleus A. The
contribution from the electric form factor has been split into a high-frequency (HF)
part


































obtained from theory after introducing a fixed low-frequency cutoff, and a low-
frequency (LF) part
V LFA (r) = −B (ZA)Z4Aα5mec2e−ZAr. (10)
for which an approximate form has been chosen. Parameters A (Z, r) and B (Z) have
been fitted to SE shifts of hydrogen-like ions [100, 101].
These effective QED-potentials have been implemented by grafting routines from
the numerical atomic code GRASP[102] onto the DFT-grid of the DIRAC code[82, 83,
103]. Since the QED effects are principally generated in the vicinity of nuclei, on the
order of reduced Compton wavelengths[74], the numerical integration is only carried
out on the nucleus associated with the QED-potential and with a radial cutoff. A
problematic term in this respect is the low-frequency part of the Flambaum–Ginges
potential since it by construction has the range of a hydrogen-like 1s orbital and for
light elements may therefore overlap with other atoms in a molecule. Therefore, by
default in the current implementation, QED-potentials are only activated for centers
with Z > 18.
The potentials can also be used at the eXact 2-Component relativistic (X2C)
level[104]. In the present work we employ the eXact 2-Component (X2C) molecular-
mean field (mmf) Hamiltonian[105]. In this approach an initial HF calculation is car-
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ried out at the 4-component relativistic level. The converged Fock matrix is then
transformed to 2-component form and employed in the ensuing correlated calcula-
tions.
2.2. Parity-violating energy shift
Theoretical studies of parity violation in atoms and molecules are based on an
effective Hamiltonian describing the weak interaction between electrons and nucleons
mediated by the exchange of virtual Z0 bosons. A detailed derivation and discussion
of this Hamiltonian, starting at the level of quarks, is for instance found in Ref. [106]
(the reader may also consult Refs. 53, 59, 107–110). The Z0 boson is neutral, like
its electroweak partner, the photon. On the other hand, it has mass — 91.1876(21)
GeV/c [111], which is close to that of 98Mo, the most abundant isotope of molybdenum
[59]. This confers a short-range nature to the interaction. The effective Hamiltonian

















in line with the form suggested by Fermi in 1934[112]. The fermion currents of elec-
tromagnetic interaction have the form ψ̄γµψ = ψ†(I4,α)ψ, which is termed a vector
current since the space-like part of the current transforms as a vector under space
inversion. The fermion currents associated with the weak interaction are of mixed vec-








For the nucleon currents a non-relativistic approximation is used, setting the small
components of the 4-spinors to zero, which in practice means that terms involving
the odd operators γ5 and α vanish whereas even operators are reduced to their 2-
component counterparts, that is, I4,Σ → I2,σ.
Parity-violation arises from the Ve − Ap,n and Ae − Vp,n cross-terms. The former
coupling leads to a nuclear spin-dependent effective Hamiltonian, which has so far
been ignored in the calculation of parity-violation energies, but has been employed
in studies of parity-violation in the NMR spectra of chiral molecules[116–121]. Here
we limit attention to the latter coupling, which leads to a nuclear spin-independent











γ5i ρA (ri). (13)
where





is the weak charge[16] of nucleus A given in terms of the numbers NA and ZA of
neutrons and protons, respectively, as well as the weak mixing angle θW [122, 123]. The
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current recommended value1 from the Particle Data Group (PDG)[126] is sin2 θW =
0.23122(4).
The presence of the Fermi coupling constant GF = 2.22255 × 10−14Eha30 in the
effective Hamiltonian (13) shows that the interaction is truly weak. The operator
can therefore not be added to the electronic Hamiltonian in an energy calculation,
since its contribution would be masked by numerical noise, rather it will be obtained
perturbatively as an expectation value. The expectation value with respect to the


























The reduced PV matrix element MPVA is of highly local nature, not only because of
the presence of the normalized nuclear charge density ρA of each center A, but also
because the γ5 matrix (12) couples large and small components, the latter being of
highly local atomic nature for positive-energy orbitals.
The parity-violating energy EPV is strictly zero in the absence of spin-orbit cou-
pling and its meaningful calculation in a non-relativistic framework hence requires
double perturbation theory[39, 52–54, 127–129]. The non-relativistic form of the effec-
tive Hamiltonian (13) and spin-orbit interaction then contributes factors Z3A and Z
2
B,
respectively, giving an overall Z5 scaling. Single-center contributions (A = B) vanish
in a non-relativistic framework[128], but not necessarily in a relativistic setting[59].
In a previous study, we analyzed the parity-violating energy of the H2X2-series of
molecules at the Hartree–Fock(HF) and Kohn–Sham(KS) levels[59]. The EPV expec-
tation value was decomposed in terms of pre-calculated atomic orbitals. It was found
that a contribution EPVA is completely dominated by contributions from the same







the expectation value EPVA can be expressed in terms of products of radial and an-
gular contributions. From the angular part of it was found that only pairs of atomic
orbitals with opposite values of κ and the same value of mj can contribute. From the
small r behaviour of the radial functions it was found that for point charge nuclei
only (s1/2, p1/2) - pairs of atomic orbitals can contribute, whereas for extended nuclei
contributions with |κ| > 1 are allowed. Finally, for the H2X2-series of molecules we
found that the reduced PV matrix element MXPV can be remarkably well approximated
by the mixing of valence ns1/2 and np1/2 orbitals on the same center X, that is











1The value depends on the renormalization scheme employed. The PDG employs the modified mini-
mal subtraction scheme, whereas the conceptually simpler, but as such less accurate[124] CODATA value
sin2 θW = 1 − (mW /mZ )
2 = 0.22290(30) [125], given explicitly in terms of the masses of the Z0 and W±
bosons is obtained from the on-shell scheme.
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where
MXPV;mn = 〈msX1/2|γ5ρX |npX1/2〉 = 〈RL;Xms1/2 |ρX |RS;Xnp1/2〉r + 〈RS;Xms1/2 |ρX |RL;Xnp1/2〉r. (18)
In (17) c(ψ)i is the coefficient of atomic orbital ψ in the expansion of molecular orbital









thereby determines the mixing of atomic
orbitals ns1/2 and np1/2 contributing to the PV energy, but it should be noted that
this particular form refers to a specific phase convention for atomic orbitals. Further
details are found in Ref. 59.
3. Computational details
Unless otherwise stated all calculations have been carried out using the DIRAC pro-
gram [82] (revisions 9e12f6d89, 13d3f86a3, 9533dd59e, 09012db84, and ccb40d212). We
employed a Gaussian model for the nuclear charge distribution in all calculations[130].
Molecular geometries were taken from Table I of Ref. 55 and were optimized at the
MP2 level using quasirelativistic pseudopotentials for the heavy elements. In all calcu-
lations the dihedral angle was fixed at 45◦ of the P enantiomer. For the weak mixing
angle, we have used the value sin2 θW = 0.2319 in line with previous works[53, 55] and
corresponding to the PDG 1994 recommended value[131].
Various flavours of Dyall basis sets[132–134] have been employed for all elements
of the target molecules. These basis sets have been extended by tight exponents for
better description of the PV operator. These optimizations were carried out using the
simplex method[135], minimizing the target function











where MnumPV,nm and M
bas
PV,nm refer to reduced PV matrix elements, (18), calculated nu-
merically or in the current basis set, respectively. For this, we employed a development
version of the atomic GRASP code[102] allowing the use of Gaussian basis sets, in this
case the Dyall.nzp (n = 2, 3, 4) basis sets for SCF calculations.
For the MP2 and CCSD calculations a computational protocol was developed based
on a calibration study of the parity-violating energy EPV of the H2Se2 molecule, de-
scribed in the Supplemental Material. All calculations employed the molecular-mean-
field X2C Hamiltonian (2DCM) [105] based on the Dirac–Coulomb Hamiltonian. For
technical reasons, MP2 and CCSD analytical expectation values were calculated using
the RELCCSD[62, 136] and ExaCorr[63] modules, respectively. The expectation val-
ues were calculated using the Lagrangian-based analytical energy derivative technique
described in Ref. 62 and references therein. For the CCSD calculations, we used the
dyall.aae3z basis sets [132–134], extended with tight functions, as described above. We
correlated (n− 1)s(n− 1)p(n− 1)dnsnp electrons, and truncated the virtual space at
100 Eh. For MP2 the calibration study indicated that only valence orbitals need to be
correlated, so we used the the dyall.acv3z basis.
For comparison we carried out DFT calculations using the extended dyall.aae3z ba-
sis sets and functionals from different rungs of the Jacob’s ladder of density functional
approximations[137]: LDA (SVWN5)[138, 139], BLYP[140–142], and B3LYP[143–145],
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Table 1. Average relative error ∆MPV(%) in reduced PV matrix elements in different basis
sets (with and without added tight exponents) with respect to the reference numerical values.
O S Se Te Po
basis dyall.3zp dyall.3zp dyall.2zp dyall.3zp dyall.4zp dyall.3zp dyall.3zp
without 11.4 11.4 19.8 8.5 3.2 3.4 0.1
with 0.9 0.5 0.9 0.6 0.2 0.1
which is Becke’s series, and PBE[146, 147] and PBE0[148, 149], which is Perdew’s se-
ries. We also used the long-range correlated functional CAMB3LYP[150].
4. Results and discussion.
For convenience, we have collected our HF, MP2 and CC results in Table 6 of the
Supplemental Material together with previous results[51, 61, 62] calculated at the same
geometries[55]. Our outputs are available via the zenodo repository[151].
4.1. Optimization of tight exponents
In Table 1 we show the average relative error ∆MPV (19) of reduced PV matrix
elements for various basis sets with respect to the reference numerical calculation. For
Se, we see a reduction from 19.8% to 3.2% when going from dyall.2zp to dyall.4zp
unmodified basis sets. At the dyall.3zp level the relative error is reduced for the heav-
ier elements since these basis sets already contain quite tight exponents. Adding tight
exponents, however, the error can be brought below 1% at all basis set levels. Specif-
ically, we added 2p for O, 1s3p for S and 1p for Te at the dyall.3zp level. For the Se
atom, we added 1s3p for dyall.2zp, 2p for dyall.3zp, and 1p for dyall.4zp, respectively.
The values of the optimized exponents are given in the Supplemental Material. For Po
no exponents were added since the relative error was already well below 1%.
4.2. Comparison of methods
Parity-violating energies of the H2X2 molecules, calculated at the 45
◦ dihedral angle
of the P enantiomer using different methods, are collected in Table 2. Using the CCSD
results as reference, we find that the mean relative error (MRE) of the HF method,
corresponding to the relative correlation effect, is -2.8%, so rather modest, in line with
previous studies[51, 62]. On the other hand, the standard deviation ∆std approaches
ten percent, showing quite a spread. MP2 has a slightly smaller MRE of opposite sign
(2.0 %) and similar spread. No density functional outperforms HF; their average MRE
and ∆std are -11.1 % and 7.0%, respectively. The best performing functional is PBE0
(-5.7± 5.0 %), the worst CAMB3LYP (-17.2±4.3 %). These observations are as such
disappointing since, as already mentioned, the computational protocol developed for
the scan of candidate molecules for the Paris experiment is based on DFT. On the
other hand, the protocol calculates a vibrational shift, corresponding to the PV energy
difference of two vibrational levels, rather than an absolute electronic PV energy as
here. Further study is therefore required to judge the performance of the computational
protocol.
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Table 2. Summary of the values of EPV(Eh), calculated at the 45


























Method EPV err (%) EPV err (%) EPV err (%) EPV err (%) EPV err (%)
CCSD -5.917E-19 -2.166E-17 -2.463E-15 -3.536E-14 -1.337E-12
MP2 -6.525E-19 -10.3 -2.067E-17 4.6 -2.191E-15 11.1 -3.236E-14 8.5 -1.390E-12 -3.9
HF -6.808E-19 -15.0 -2.160E-17 0.3 -2.301E-15 6.6 -3.403E-14 3.8 -1.467E-12 -9.7
LDA -6.581E-19 -11.2 -2.659E-17 -22.7 -2.910E-15 -18.2 -4.164E-14 -17.7 -1.308E-12 2.2
BLYP -6.303E-19 -6.5 -2.663E-17 -22.9 -2.864E-15 -16.3 -4.095E-14 -15.8 -1.324E-12 1.0
B3LYP -6.515E-19 -10.1 -2.576E-17 -18.9 -2.796E-15 -13.5 -4.032E-14 -14.0 -1.372E-12 -2.6
CAMB3LYP -6.627E-19 -12.0 -2.621E-17 -21.0 -2.941E-15 -19.4 -4.263E-14 -20.5 -1.515E-12 -13.3
PBE -6.269E-19 -5.9 -2.498E-17 -15.3 -2.653E-15 -7.7 -3.814E-14 -7.8 -1.261E-12 5.7
PBE0 -6.487E-19 -9.6 -2.404E-17 -11.0 -2.570E-15 -4.4 -3.729E-14 -5.4 -1.313E-12 1.8
Table 3. QED effects on the parity-violating energy EPV (Eh), calculated at the 45
◦ dihedral angle of the P enantiomer
of H2X2 molecules. The radiative corrections have been included using the Uehling potential (U) for vacuum polarization
and either the Pyykkö–Zhao (PZ) or Flambaum–Ginges (FG) effective potentials for electron self-energy. Absolute and
relative differences are also shown.















-1.337E-12 -1.331E-12 -1.306E-12 6.8E-15 3.1E-14 -0.51 -2.38
4.3. Radiative corrections to PV energies
In Table 3 we show QED-effects on parity-violating energies for the heavier members
of the H2X2-series, calculated at the CCSD level. We used the Uehling term (U) for
the inclusion of vacuum polarization (VP) and the Pyykkö–Zhao (PZ) or Flambaum–
Ginges (FG) potentials for electron self-energy (SE). Fitting our data to a simple
power law ∼ ZγX with respect to the nuclear charge of the heavy atom X, we find
that the uncorrected PV energy has exponent 7.0, whereas the radiative corrections
show stronger scaling, with γ equal to 8.1 and 7.7, for ∆(U+PZ), and ∆(U+FG),
respectively. In passing we note that this trend may not hold for superheavy systems,
since SE and VP terms tend to have opposite sign, as known for valence atomic
properties (see for instance Refs. 73, 152).
From Table 3 we see that the radiative correction may reach a few percent of the
PV energy, but only if we look at the results obtained with the FG potential. The
discrepancy between the results obtained with the PZ and FG potentials could signal
that one or both are being used beyond their domain of validity, since they have been
principally designed to reproduce QED energy shifts.
5. Conclusions
In this article we have given improved values for the parity violating energy of
H2X2 molecules (X = O, S, Se, Te, Po). Improvements include: i) Property-optimized
basis sets, which go beyond conventional energy-optimized basis sets. ii) We have
used a new relativistic coupled cluster code, ExaCorr, geared towards massively par-
allel calculations[63], allowing extensive calibration studies in order to elaborate a
CCSD computational protocol for PV energies and to include H2Po2 among the tar-
get molecules iii) Inclusion of QED-effects through effective potentials.
Using our CCSD numbers as reference, we find the performance of DFT somewhat
disappointing. This is possibly worrisome, since DFT is the basis of the computational
protocol elaborated for the scan of candidate molecules for the high-resolution laser
spectroscopy experiment which is under development in Paris and which aims to pro-
9
vide the first observation of parity violation in molecules as a shift in the vibrational
spectra of enantiomers of chiral molecules. We shall pursue our investigation of the
reliability of this protocol by calculating at the coupled cluster level the vibrational
shift, involving energy differences, of candidate molecules. On the positive side, it has
been noted that HF, here better performing, tends to predict larger PV vibrational
shifts than DFT [46].
A major novelty of this work is the first calculation of molecular PV energies EPV
including QED effects. For the heaviest molecules in the H2X2-series the radiative cor-
rections are on the order of a few percent. However, we do note that this depends on
what effective self-energy potential is used. This may indicate limitations to their ap-
plicability, an issue that encourages us to develop more rigid approaches to incorporate
QED effects.
Further improvements would include going beyond the zeroth-order term, that
is, the instantaneous Coulomb term, of the fully relativistic electron-electron
interaction[153]. The contribution from the Breit term, or more precisely spin-other-
orbit interaction, has been estimated by Berger within the Breit–Pauli framework[58].
The Breit effects for H2X2 (X = O, S, Se, Te, Po) are 12%, 4.7%, 1.9%, 1.2%, 0.7%,
respectively and hence monotonically decreasing along the series, contrary to the ra-
diative corrections.
Another improvement would be to increase the excitation level beyond that of
CCSD. An indication of the role of higher-order correlation effects comes from the
finite-field study of Thyssen et al [51]: The relative difference between CCSD(T) and
CCSD was found to be −1.0% and −2.5% for H2O2 and H2S2, respectively. This sug-
gests that these effects may be at the percentage level and increase down the series.
This clearly calls for further study.
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