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Complete intersections and rational
equivalence
R. Barlow
Department of Mathematical Sciences, University of Durham,
Durham DH1 3LE, UK
A new criterion for rational equivalence of cycles on a projective variety over
an algebraically closed field is given, and some consequences considered.
Introduction
The motivation for this paper was Bloch’s conjecture [4] on injectivity of
the Abel Jacobi mappping for complex projective surfaces with pg = 0, a
surprising conjecture in that for pg 6= 0 this map has infinite-dimensional
kernel [15]. This and related conjectures (for example in [5,14]) imply the
existence of many more rational equivalences under certain conditions (for
example if pg = 0 [4], or if the variety is defined over a number field [5])
than otherwise. In cases where this can be proved, the methods rely on
special properties such as the variety having enough automorphisms. So a
step towards finding a general method might be to reconsider the definitions
of rational equivalence of cycles on a general variety.
The main result of this paper (theorem 2.1) is a criterion for rational
equivalence, derived from standard definitions (1.1). For nonsingular V in
Pn, 2.1 states that X is rationally equivalent to Y if and only if X − Y =
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(
(A − B) · D · V
)
, where A, B are hypersurfaces of like degree and D is
a complete-intersection cycle in a strict sense. This generalizes the well-
known fact that divisors X and Y are rationally equivalent if and only if
X − Y = A − B, where A and B are hypersurface sections of like degree.
It extends results of Severi and Samuel (see section 1). The intersection
product used here is Samuel’s (see section 0).
In section 3 , the description of the families of pairs of rationally equiv-
alent cycles implied by 2.1 is given. In terms of Mumford’s description of
these sets, this amounts to replacing the Chow varieties of rational curves
in SnV (in the 0-cycle case) in his correspondences by rational subvari-
eties which are easy to describe. One consequence (corollary 3.7) is that
complete intersection expressions for multiples of points on V , like those
found by Roitman in [17] for complete intersections V with pg = 0 (but not
nescessarily effiective), and similar to those sometimes implied when there
are enough automorphisms (e.g. [12]) (see 3.8.2), must always exist if all
points on V are rationally equivalent to each other. One still needs a key
for constructing these expressions for noncomplete intersections V .
In section 4, there are more details for the case of surfaces over C or
Q¯, with some examples of conjectures equivalent to those of [4,5,14]. Since
the criterion of (2.1) can be stated as existence of solutions to a polyno-
mial equation of sufficiently high degree (see 2.4), there is some scope for
algebraic methods or computer experiments. If one wanted to devise an al-
gorithm to test for rational equivalence between two points, one would need
to know if the above degree could be bounded, which suggests connections
with the problem of whether there are infinitely many rational points on
the surface.
A reason why these equations should be expected to have solutions
under the condition pg = 0 or when the underlying field is Q¯ is still lacking.
This is discussed in 4 .3. As for the role of pg, the more geometric versions
of the conjectures coming from (3) are considered in 4.5 . These require
finding bounds for the dimensions of certain “special position” loci, and
suggest links with vector bundles, K-theory [4,14,16], or instantons [8]. The
calculations seem difficult.
In 4.6 we give an example of describing rational equivalences explicitly.
The families of pairs of points X,Y on a generic surface in P3 which are
made rationally equivalent by X − Y being a difference of two intersections
with lines are described. It might be interesting to find the correspond-
ing families obtained by intersecting with pairs of complete intersections of
higher degree.
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Not pursued here is the possibility of using the construction of section
3 backwards, i.e. to obtain information about Chow varieties of varieties
such as Pn known to have trivial Chow groups.
0. Preliminaries on cycles and intersections.
For a projective variety V ⊂ Pn over an algebraically closed field k, the
r-cycles (formal sums of irreducible subvarieties of dimension r) form a
group Zr(V ). The r-cycles rationally equivalent (written ∼) to zero form
a subgroup Br(V ); and the quotient Ar(V ) = Zr(V )/Br(V ), also called
CHr(V ), is the Chow group.
The degree of a cycle
∑
niXi on V is
∑
ni degXi. The classes of
degree zero cycles form a subgroup A0r(V ). The distinct cycles X =
∑
niXi
of degree l, with ni ≥ 0 for all i, are in one-to-one correspondence with the
points of a projective algebraic set Chowlr(V ) (see [18]). In particular for
r = 0, Chowl0(V ) is isomorphic to the symmetric product S
lV .
If W is a subscheme of V , then [W ] denotes the associated cycle∑
l(OWi,W )Wi (see [9]), where the Wi are the irreducible components of
W and l(OWi,W ) is the length of the Artinian ring OWi,W . When W is a
subvariety, we write [W ] =W .
If X and Y are cycles meeting properly on V , i.e. such that codimX ∩
Y = codimX + codimY , Samuel’s intersection cycle (X · Y )V is a well-
defined member of Z(V ) when V is nonsingular at generic points of X ∩Y .
It agrees as a formal sum with Fulton’s more generally defined product
X · Y in A∗(X ∩ Y ) ([9] chapter 7), and suffices for this paper. In fact, we
only use it for the case when at least one of X or Y is the cycle associated
to a local complete intersection scheme in V , when the multiplicities of
components are again lengths of local rings. So if X and Y are cycles
associated to schemes X0 and Y0 which meet properly, and Y0 is a local
complete intersection in V with V nonsingular along X0 ∩ Y0, we have
(X · Y )V = [X0 ∩ Y0]. When V = Pn we usually drop the suffix V .
For example, if f is a rational function on Pn represented by a/b, then
the divisor (f) of f is defined by (f) =
[
{a = 0}
]
−
[
{b = 0}
]
, and the
divisor (fW ) of f restricted to a variety W ⊂ P
n (on which it is defined
and nonzero) could be defined by (fW ) =
(
(f) ·W
)
Pn
. This was Samuel’s
definition of (fW ), and it agrees with the [div fW ] in chapter 1 of [9]. If
W ⊂ V ⊂ Pn, we also have (fW ) =
(
(fV ) · W
)
V
if V is nonsingular at
generic points of (fW ), but not always (see [18], page 103).
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1. Some characterizations of rational equivalence.
1.1 Definitions
Let X and Y be r-cycles on V . Then X is rationally equivalent to Y on
V , written X ∼ Y , if and only if one of the following three conditions
holds. The equivalence of these three, at least for nonsingular V , is proved
in [19]. Samuel used (2) as a definition; (1) and (3) are used in [9] and [15]
respectively, for example.
(1) X − Y =
∑t
i=1(fDi), where D1, . . . , Dt are subvarieties of dimension
r + 1 and fDi is a nonzero rational function on Di. Note that the Di
can be assumed distinct.
(2) X−Y = pi∗
(
V ×{0}·D
)
−pi∗
(
V ×{∞}·D
)
, where D is an (r+1)-cycle
on V × P1 and pi is projection onto V .
(3) (Assuming that X and Y are effective of degree l and identifying them
with their Chow forms) there exists an integer e and a morphism f :
P1 → Chowl+er (V ) such that f(0) = X + Z and f(∞) = Y + Z for
some Z in Chower(V ).
Earlier, “rational equivalence” between X and Y was defined by Severi [21,
2] as “belonging to the same intersection series” (i.e. X =
∑
miXi and
Y =
∑
miX
′
i, where Xi = Hi,1 · . . . · Hi,m−r and X
′
i = H
′
i,1 · . . . · H
′
i,m−r
with divisors Hi,j ∼ H
′
i,j for all i, j). This was shown to be equivalent to
insisting that X − Y =
∑
mi(Xi −X ′i) with Xi and X
′
i as above, by [23].
(See [9] for an historical outline.)
These definitions were shown to be equivalent to a version of (2) above
by Baldassari [2], using his generalization of 1.2 (1) below to cycles on
V × Pn, and 1.2 (2).
1.2 Severi’s theorems
(1) (See [18].) Every r-cycle X on Pn can be written as X = H1 · . . . ·Hn−r,
where the Hi are divisors (in general not effective).
(2)(see [21]). On V ⊂ Pn nonsingular, X ∼ Y if and only if X and Y
“belong to the same series of intersection away from some fixed and semi-
fixed components”.
Some related work of Severi is discussed in [27]. It was assumed that A00 is
always finite-dimensional; this was disproved by Mumford [15].
1.3 Samuel’s theorem
In theorem 10 of [19], Samuel proved the following natural generalization of
linear equivalence of divisors.
R. Barlow 5
(1) Theorem. On a nonsingular variety V ⊂ Pn, r-cycles X and Y are
rationally equivalent if and only if X − Y =
(
(f) · D
)
for some rational
function f on Pn and r-cycle D on V .
To prove this, after showing that his definition ((2) above) implied (1),
Samuel used the following trick to replace the sum of terms
∑t
i=1(fDi)
or
∑t
i=1
(
(fi) · Di
)
(see the previous section) by a single expression, with
D =
∑
Di.
(2) Trick. Let fi be a rational function on P
n restricting to fDi on Di
for i = 1, . . . , t. Let gi be a form vanishing on every Dj (j 6= i) but
not on Di. Choose g1, . . . , gt all of the same (high enough) degree. Let
f =
∑
gifi/
∑
gi. Then f = fi on Di.
This requires Di 6= Dj for i 6= j, which can be assumed in definition (1) by
combining: (fDi) + (f
′
Di
) = (fDif
′
Di
).
2. Complete intersection expression for rational equivalence.
We prove 2.1 , which is like a version of Severi’s theorem 1.2 (2) with hyper-
surface sections (in particular effective divisors) replacing arbitrary virtual
divisors. Severi also stated in [20] that effective divisors would suffice for 0-
cycles on surfaces (but deferred publishing the complete proof). The proof
of 2.1 given here amounts to showing that in Samuel’s theorem 1.3 we can
choose D to be a complete intersection cycle on V . The condition of 2.1
can be expressed compactly as an equation on Chow forms (Corollary 2.4).
There is some choice in the expression (see 2.5), and we may try to simplify
it by re-embedding the variety (see 2.6).
2.1 Theorem
Let V be a variety of dimension m in Pn, nonsingular away from a set of
dimension r, where r ≤ m− 2. Then r-cycles X and Y on V are rationally
equivalent on V if and only if X − Y = VX − VY , where VX =
[
{a = h1 =
. . . = hm−r−1 = 0} ∩ V
]
and VY =
[
{b = h1 = . . . = hm−r−1 = 0} ∩ V
]
for
some forms a and b of like degree and forms h1, . . . , hm−r−1 such that VX
and VY are in Zr(V ).
Remarks. (1) We could also characterize rational equivalence of X and Y
modulo some fixed set Z ⊂ V in this way, i.e. for X and Y in Zr(V \Z),
X − Y = VX − VY + ε, with ε supported on Z, and for this could allow V
to be singular on Z of higher dimension.
(2) If V is nonsingular in dimension r, we can write VX = (A · D)V and
VY = (B · D)V , where A =
[
{a = 0} ∩ V
]
, B =
[
{b = 0} ∩ V
]
and
D =
[
{h1 = . . . = hm−r−1 = 0} ∩ V
]
, as in 0.
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Proof. The sufficiency of the conditions is clear. So assume X ∼ Y . By
definition (1), X − Y =
∑t0
i=1(fDi) where D1, . . . , Dt0 are distinct (r − 1)-
dimensional subvarieties. Assuming Proposition 2.2 below, we can find a
complete intersection cycle D =
[
{h1 = . . . = hm−r−1 = 0} ∩ V
]
such
that D =
∑t
i=1Di for t ≥ t0, and Di 6= Dj for i 6= j. Let λt0+1, . . . , λt
be arbitrary nonzero constants and set fDi = λi for i ≥ t0 + 1. Then
since (fDi) = 0, we still have X − Y =
∑t
i=1(fDi). Now apply Samuel’s
trick 1.3 (˜2). Let f =
∑
gifi/
∑
gi, where fi is an extension of fDi to
Pn and gi is a form vanishing on every Dj (j 6= i) but not on Di. Then
(fDi) =
(
(f)·Di
)
Pn
, so X−Y =
(
(f)·D
)
Pn
. Let a and b be forms such that
a/b represents f in lowest terms. Then VX =
[
{a = h1 = . . . = hm−r−1 =
0} ∩ V
]
and VY =
[
{b = h1 = . . . = hm−r−1 = 0} ∩ V
]
gives 2.1 .
2.2 Proposition
Let V ⊂ Pn be an algebraic set of dimension m; and let D0 be an l-cycle
on V with l ≤ m − 1, such that D0 =
∑t0
i=1Di with Di irreducible and
Di 6= Dj for i 6= j. Suppose that V is nonsingular away from at most a
set Z of dimension l − 1. Then there exist forms h1, . . . , hm−l on Pn such
that
[
{h1 = . . . = hm−l = 0} ∩ V
]
= D where D =
∑t
i=1Di for t ≥ t0 and
Di 6= Dj (i 6= j).
To prove this, we use the following Lemma.
2.3 Lemma
Let V , D0 and Z be as in 2.2. Then there exists a form h vanishing on
D0 such that {h = 0} ∩ V = V ′, where V ′ has dimension m − 1 and is
nonsingular away from a set Z ′, still of dimension at most l − 1.
Proof. Suppose V = ∪si=1Vi where Vi is irreducible. We show below that
there exist forms gi (for i = 1 . . . s), all of some high enough degree d,
vanishing on
(
D0 ∪ (∪j 6=iVj)
)
= Xi, such that {gi = 0} ∩ Vi is nonsingular
on Vi not only away from Z and D0, but also at generic points of D0. Then
we can take h =
∑
gi to give 2.3 .
By Hilbert’s basis theorem, the base locus of the linear system Id(Xi),
(forms of degree d vanishing on Xi), is just Xi for large enough d. By
Bertini’s theorem II ([1]) , generic gi ∈ Id(Xi) has {gi = 0}∩Vi nonsingular
away from Xi ∪ singVi, i.e. away from D0 ∪ singVi.
At a generic point p ∈ D0 ∩ Vi, both D0 and Vi are nonsingular. Since
dimD0 < dimVi, we have a strict inclusion
{
∂f
∣∣
p
: f ∈ Id(Vi)
}
⊂
{
∂f
∣∣
p
:
f ∈ Id(Xi)
}
(when d is large enough). So for generic gi ∈ Id(Xi), {gi =
0} ∩ Vi is nonsingular at p.
To prove 2.2 , we apply 2.3 m− l times in succession.
R. Barlow 7
2.4 Corollary of 2.1
Let φX denote the Chow form for a cycle X (see [18]). Then in the notation
of 2.1, X ∼ Y on V if and only if φXφG1 = φY φG2 for some r-cycles G1 and
G2 both cut out on V by complete intersections of the same multidegrees.
The nontrivial solutions for the resulting system of equations in
(
Chowlr(V )
×Πm−r−1i=0 P
ni
)2
would give information about A0r(V ) (or about Chow
l
r(V ),
if A0r(V ) = 0 as for V = P
n). For r 6= 0, this may be more accessible
than it is in 2.1 . The φGi are simpler if V is a complete intersection.
That is one reason for allowing V to be singular above and considering
new embeddings (2.5–2.6). We do not address the question of how many
expressions X − Y =
∑
(fDi) with a given value of
∑
deg fDi there may
be, but rather ask how to build new complete intersection expressions for
X − Y out of given ones.
2.5 Varying expressions
If V is nonsingular in dimension r and X − Y = (A ·D)V − (B ·D)V with
A =
[
{a = 0}∩V
]
, B =
[
{b = 0}∩V
]
, D =
[
{h1 = . . . = hm−r−1 = 0}∩V
]
as in 2.1 , we can choose new A, B, D as follows. The corresponding changes
in a, b, hi give similar new expressions VX − VY in the general case.
(1) We can choose A and B with A ∩B proper. This is proved below.
(2) X − Y =
(
(A+E) ·D
)
V
−
(
(B+E) ·D
)
V
for any divisor E meeting D
properly.
(3) If A ∩ B is proper and
[
{hi = 0} ∩ V
]
= Hi, so that D = (H1 · . . . ·
Hm−r−1)V , then X − Y =
(
(A−B) · (H1 · . . . ·Hj · (Hj + rC) ·Hj+1 · . . . ·
Hm−r−1)
)
V
for generic C in the pencil 〈A,B〉, for any r ∈ N.
(4) Applying (3) to each Hi and then applying (2), we can construct new
A, B, Hi for i = 1, . . . ,m− r − 1 all of the same sufficiently high degree.
To prove (1), suppose that X − Y =
(
(f0) · D
)
V
, where f0 is given in
lowest terms by a0/b0 with {a0 = b0 = 0} ∩ D improper. Let a = γa0,
b = γb0 + δ, where γ is any form of degree d − d0 not vanishing on any
component of {a0 = 0} ∩ V or D. Let δ be in Id(D). Then for sufficiently
large d, {a = b = 0} ∩ V is proper for generic δ, and f = a/b restricted to
D is the same as f0.
2.6 Multiple embeddings and projections
(1) Linear rational equivalences. By (4) above, whenever X ∼ Y on V ,
there is an embedding V ⊂ Pn (some s-tuple of our original embedding)
such that X − Y = (L1 · V )Pn − (L2 · V )Pn with L1, L2 linear subspaces
of Pn of codimension m− r, and dimL1 ∩ L2 = dimL1 − 1. The existence
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of such an expression for X − Y on general V ⊂ Pn (so with s = 1 above)
would put some conditions on V (cf. 4.6 ), but it is not obvious how these
conditions meet on the set of s-tuply embedded V .
(2) Projections. Another way to try to simplify a search for rational equiv-
alences would be to project V ⊂ Pn into a smaller space Pn
′
(n > n′).
Not all rational equivalences on the image V ′ lift to V (if V → V ′ is not
an isomorphism), as the example below illustrates. On the other hand, if
V → V ′ is a birational morphism of surfaces (for example) then A00(V ) is
finite-dimensional (see [4]) if and only if A00(V
′) is.
2.7 Example
Let X and Y be any points on a surface V in Pn. Then there is a birational
map φ : V → V ′ ⊂ P3 such that φ(X) − φ(Y ) =
(
(L1 − L2) · V ′
)
P3
where
L1 and L2 are lines.
Proof. Choose hypersurface sections A, B, D with (A · D) = X + X1,
(B ·D) = Y + Y1, for some X1, Y1 disjoint from X , Y . Then choose E with
(E ·D) = X1 + Y1 +W disjoint from X + Y . Adjusting the
(
((A + E) −
(B + E)) ·D
)
as in 2.5 we obtain A′, B′, D′ all of the same degree s with
(A′ ·D′) = X + 2X1 + Y1 +W
′ and (B′ ·D′) = Y +X1 + 2Y1 +W
′. Then
let φ be s-tuple embedding ψ followed by projection to P3 from a centre in
ψ({a′ = b′ = d′ = 0}), where a′ defines A′ etc.
3. Families of pairs of rationally equivalent cycles.
Let V be a projective variety of dimension m, with a chosen embedding
V ⊂ Pn of degree d0. Let U l be the subset of
(
Chowlr(V )
)2
consisting of
pairs of effective cycles which are rationally equivalent.
If V has singular locus of dimension at most r, theorem 2.1 and the
following constructions hold. If V has a singular locus S of dimension
greater than r, we could consider pairs X , Y of cycles on V \S — still
allowing rational equivalences with auxiliary cycles Z ⊂ S — and obtain
similar results.
3.1 Definitions
Let Pni be the projective space of forms hi on P
n of degree ei, for i =
0, . . . ,m− r − 1. Call e0 = s and h0 = a. Let e = (e1, . . . , em−r−1) be the
multidegree of the complete intersection {h1 = . . . = hm−r−1 = 0}, and let
d = d0sΠ
m−r−1
i=1 ei be the degree of
[
{a = h1 = . . . = hm−r−1 = 0} ∩ V
]
.
Let W lse be the incidence correspondence in Chow
l
r(V ) × Chow
d−l
r (V ) ×
Πm−r−1i=0 P
ni , consisting of the closure of the set of all (X,Z, a, h1, . . . ,
hm−r−1) such that
[
{a = h1 = . . . = hm−r−1 = 0} ∩ V
]
= X + Z. Let
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∆d−lse ⊂ W
l
se × W
l
se be the set of pairs with matching Chow
d−l
r (V ) and
h1, . . . , hm−r−1 terms. This is a closed set.
3.2 Theorem
With the above notation, let pi : (W lse)
2 →
(
Chowlr(V )
)2
be projection. Let
U lse = pi(∆
d−l
se ) (a closed set). Then U
l = ∪s,eU lse.
Remarks. (1) U l is also expressed as a countable union of closed sets, in
Lemma 3 of [15]: we give an alternative description of these sets. (2) The
sets U lse belong to r-cycles on V with its chosen embedding φ : V → P
n, so
if there is any ambiguity, one could label them U lse(r, V, φ). If {U
l
i}i∈I is the
collection of all irreducible components of all of the U lse, then U
l = ∪IU
l
i is
independent of φ.
(3) The set U lse includes the diagonal ∆ of
(
Chowlr(V )
)2
(for large enough
s, e). Also there may be “improper” components on which the rational
equivalence is not given as a difference of proper complete intersections as
in 2.1 , but only as a limit of such. If we let V lse be the set of components of
U lse for which some (and hence generic, by remark below) (X,Y ) in V
l
se has
a proper expression as in 2.1 , we have U l = ∪s,eV lse = ∪s,e
(
V lse\∆
)
∪∆.
Proof of 3.2 . By 2.1 , we know that U l ⊆ ∪s,eU lse. To show that U
l
se ⊂ U ,
we consider the correspondence for all complete intersections of type s, e,
i.e. W dse. Since W
d
se maps birationally onto Π
m−r−1
i=0 P
ni , its image J in
Chowd(V ) is at least unirational. So any two points on J are joined by a
rational curve (Lemma 4 of [19]). If (X,Y ) ∈ U lse, there is some Z such
that X + Z and Y + Z are in J . By definition 1.2 (3), X ∼ Y .
Remark. If we label the improper part of W lse as T , in other words T is
the set of all (X,Z, a, h1, . . . , hm−r−1) in W
l
se such that {a = h1 = . . . =
hm−r−1 = 0} ∩ V has a component of dimension r + 1, then T is closed.
We could let ∆0 be the union of the components of ∆
d−l
se not contained in
(T ×W ) ∪ (W × T ) and let V lse = pi(∆0) is as in 3.1 (3).
Often it is convenient to know that we only need to look at one of the
sets U lse. This follows from the next proposition.
3.3 Proposition
Let P = ∪qα=1U
l
s(α),e(α), where
(
s(α), e(α)
)
=
(
s(α), e1(α), . . . , em−r−1(α)
)
∈ Nm−r. Then there exists (s, e) ∈ Nm−r such that P ⊂ U lse.
Proof. It is clear from 2.4 that the U lse will form a system of nests. We may
assume that q = 2. If U l
s(α),e(α) ⊂ U
l
s′(α),e′(α) for α = 1, 2 with s(α) = s
′(α)
or ei(α) = e
′
i(α), we say the s (respectively ei) term can be matched. Rules
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(2) and (3) from 2.5 become
(2) U ls,e ⊂ U
l
s+t,e (any t ∈ N)
(3) U ls,e ⊂ U
l
s,e′
where e′i = ei for i 6= j and e
′
j = ej + rs for some r ∈ N. (In different
notation, 2.5 still holds for V singular away from dim r.) It is easy to
match the s terms using (2), so we do this last. To match the ej term, one
finds (3) alone may not suffice, but (2) followed by (3) does. This requires
two pairs of positive integers t(α) and r(α), α = 1, 2, satisfying
ej(1) + r(1)
(
s(1) + t(1)
)
= ej(2) + r(2)
(
s(2) + t(2)
)
= e′j .
There are many solutions. For example, assuming ej(1) > ej(2), choose t(α)
(α = 1, 2) such that s(α) + t(α) = p(α), where p(α) (α = 1, 2) are distinct
primes for which the expression λp(1)+µp(2) = 1 has integer solutions λ > 0
and µ < 0. Then let r(1) = λ
(
ej(2)− ej(1)
)
and r(2) = −µ
(
ej(2)− ej(1)
)
.
3.4 Corollary
If P is a closed subset of U l and k is uncountable, then P ⊂ U lse for some
(s, e) ∈ Nm−r.
3.5 Corollary
A variety V ⊂ Pn has has A0r(V ) = 0 if and only if
(
Chowlr(V )
)2
= ∪s,eU lse.
Over uncountable fields k, this holds if and only if
(
Chowlr(V )
)2
= U lse for
some s, e.
This gives, for example, the following.
3.6 Corollary
A nonsingular variety V ⊂ Pn has A00(V ) = 0 if and only if given any
zero-cycle Z of degree N on V ,and any point X on V , there exist complete
intersection cycles Di and hypersurface sections Ai, Bi (of equal degree)
giving NX =
∑t
i=1
(
(Ai −Bi) ·Di
)
+ Z.
Here t ≥ N , with equality if Z is effective. Furthermore over uncount-
able k, we may assume that Ai and Di have the same degrees for all i.
Proof. By 3.5 , A00(V ) = 0 if and only if V ×V = U
1
se for some s, e. In fact,
using 3.4 we can also assume s, e large enough that proper expressions as
in 2.1 for X ∼ Y are given by U lse for all (X,Y ). For the converse, we use
the fact that the kernel of the Albanese mapping is divisible [14].
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3.7 Corollary
A variety V ⊂ Pn over C has A00(V ) = 0 if and only if there exists N ∈ N
such that for each point X on V there is a cycle EX in P
n with (EX · V ) =
NX .
(By Severi’s theorem 1.2 (1), EX is an intersection of virtual divisors, so a
difference of two sums of intersections of hypersurfaces.)
Proof. Let Z be a complete intersection cycle in 3.6 , to get necessity. If
for any point X , NX = (EX · V ) for some EX , then Nδ ∼ 0 for all δ in
Z00(V ), so A
0
0(V ) = 0 .
Question. How is 3.7 related to the result from [16]: for an affine surface
V , A00(V ) = 0 if and only if every point is a complete intersection?
3.8 Further questions
(1) Roitman [17] proved that a complete intersection V with pg = 0 has
A00(V ) = 0, by constructing a cone EX with (EX · V ) = NX for each
X . This EX is defined by the parts fij of the Taylor expansions at X ,
fi =
∑
fij , of all the equations fi for V (see [14]) with some extra equations
to correct the dimension if necessary. Are complete intersections V are the
only varieties for which EX can be assumed to be effective in 3.7? How can
the EX in 3.7 be found in general?
(2) Expressions NX = (EX · V ) + Z, with Z in some fixed locus, can be
found for a surface V with pg = q = 0 and “enough automorphisms” (see
[3]), if in addition the relevant quotients V/Hi by subgroups Hi of AutV
are rational. The original example with enough automorphisms was the
Godeaux surface V = Q/Z5, where Q is the Fermat quintic (see [12,4]).
Here NX is expressed as a combination of fibres of maps V → Vi = V/Hi
withHi < AutV . Such fibres can be written as complete intersections minus
points on a fixed divisor, when the surfaces Vi are rational, as in this case.
Can these expressions for this special V be used to give any information on
the solutions for generic Godeaux surface V , now known to have A00 = 0 by
other methods [25] ?
3.9 Families of varieties
Let V → T be a morphism of projective varieties such that for generic
t ∈ T , Vt is a nonsingular variety of dimension m. Suppose that V ⊂ P
n,so
that Vt is a subvariety of P
n of degree d, for generic t. Let Wse(T ) be the
collection of the Wse for each Vt, i.e. Wse(T ) is the closure of the set of all
(X,Z, a, h1, . . . , hm−r−1, t) such that
[
{a = h1 = . . . = hm−r−1 = 0}∩Vt
]
=
X + Z, and is a subset of Chowlr(V ) × Chow
d−l
r (V ) × Π
m−r−1
i=0 P
ni × T .
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Then let ∆d−lse (T ) be the set of pairs in
(
Wse(T )
)2
with Z, hi (all i) and
t terms matched. Let pi : ∆d−lse (T ) → Chow
l
r(V )
2 × T be projection, and
let U lse(T ) = pi(∆
d−l
se ). Then if U
l(T ) is the set of all (X,Y, t) such that
(X,Y ) ∈ Chowlr(Vt)
2 and X ∼ Y on Vt, we have U l(T ) = ∪s,eU lse(T ).
3.10 Examples of families
(1) r-cycles as families of 0-cycles:
If X and Y are r-cycles on Pn of degree l (or more generally on V ⊂
Pn), we could view X as a family of 0-cycles (X · Λ) where Λ ∈ Gr(n −
r + 1, n + 1), on the sections Λ of Pn, and describe the triples (A,B,D)
(A, B hypersurfaces and D a complete intersection in Pn) giving rise to
rational equivalences X−Y = (A ·D)− (B ·D) in terms of correspondences
∆d−lse (T ) for 0-cycles on P
n (which are easier to describe explicitly) using
the following.
Lemma. X − Y = (A · D) − (B · D) if and only if (X · Λ) − (Y · Λ) =(
((A−B) ·D) · Λ
)
for generic Λ meeting X and Y properly.
(2) Families of surfaces:
If V → T is a family of surfaces Vt ⊂ Pn with A00(Vt) = 0 for generic
t, then there exists (s, e) ∈ N2 such that given points X , Y on Vt there
exist hypersurface sections A, B, D of Vt defined by equations of degree s,
s, e respectively, such that X − Y = (A ·D)Vt − (B ·D)Vt . In other words,
Vt × Vt = V 1se (for generic Vt ⊂ P
n) in the notation of 3.2 (3).
4. 0-cycles on surfaces defined over C or a number field.
4.1 Background: conjectures A and B
For more details see [4, 14]. Let F be a complex projective surface. Mumford
showed that if pg is nonzero, then A
0
0(F ) is “infinite-dimensional” [15], by
showing that every component of U l ∩ pi−11 (X) has dimension at most l, for
any X in SlF . From Roitman’s theorems [17], one can deduce that A00(F )
is finite-dimensional if and only if dimU lse ≥ 3l for some s, e, l. So such a
surface must have pg = 0, and the Bloch-Mumford conjecture [4], states
that all surfaces with pg = 0 have finite-dimensional A
0
0(F ). We refer to
this as conjecture A.
Roitman showed that the Albanese mapping θ : A00(F )→ Alb(F ) is an
isomorphism on torsion. Since also the kernel of this map is divisible [6],
A00(F ) is finite-dimensional, if and only if θ is an isomorphism.
Conjecture A was shown to hold for surfaces with pg = 0 and not of
general type in [6], and for some examples of general type in (for example)
[12, 3, 13, 25].
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On the other hand, even surfaces with pg 6= 0 have “many” rational
equivalences, for example coming from linear equivalences on curves on the
surface, and moreover Roitman’s theorem “closure of rational equivalence
is albanese equivalence” [17] implies that the Zariski closure of U l generates
the Albanese kernel. When pg 6= 0 this implies that U l has infinitely many
components for large l. Furthermore, a conjecture of Bloch and Beilinson
[5] (which we refer to as conjecture B) implies that if F is defined over Q¯,
then θ is an isomorphism from A00(FQ¯) onto the Q¯ part of Alb(F ). In this
form, conjecture B is given as a question in [17]. So far no surfaces with
pg 6= 0 are known to satisfy conjecture B.
4.2 Examples of restatements of conjectures
(1) General type surfaces over C. Let F be a surface of general type with
pg = 0, with canonical divisorKF . Then conjecture A holds, i.e. A
0
0(F ) = 0,
if and only if there exist integers s, e such that for any pair of points X and
Y on F there exist effective divisors A,B in |sKF | and D in |eKF | with
X − Y = (A ·D)F − (B ·D)F +W , where W is a zero-cycle supported on
the −2 curves of F (and −1 curves, if F is non-minimal). Furthermore, if
F belongs to a family, then s and e can be chosen to work for all F in the
family.
Proof. This follows from 3.10 (2), applied to the 5-canonical model of F ,
say (in which case s and e are divisible by 5). The map from F to this
model contracts any −1 and −2 curves, but is one-to-one elsewhere, when
F is of general type (see [7]).
(2) Surfaces over a number field. Let F be a nonsingular surface in P3
defined over Q¯. Then conjecture B implies that A00(FQ¯) = 0 (since q =
dimAlb(F ) = 0), and by 2.1 this holds if and only if given points X and Y
on FQ¯ there are surface sections A,B,D of F such that (A·D)F −(B ·D)F =
X − Y .
If F is any projective surface over Q¯, conjecture B holds if and only if
there is a curveE on F such that givenX and Y on F , there are hypersurface
sections A,B,D and a zero cycle Z supported on E with (A ·D)− (B ·D)+
Z = X − Y .
4.3 Algebraic formulation.
When the ideal defining F is known, one can use (2.4) to obtain other
restatements. For example, if F is a surface given in P3 by the homogeneous
equation f = 0, then two cycles X,Y in SlF are rationally equivalent if and
only if for some s, e the equation
(∗) ΦX(g)R(b, h, f, g) = ΦY (g)R(a, h, f, g)
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for all g in the dual P3, has a solution a, b, h (forms of degree s, s, e on
P3) which is nontrivial (i.e. neither side of this equation vanishes). Here
R denotes a resultant of 4 polynomials in P3 (see [24] or [9]). Since for
fixed b, h, f the resultant R(b, h, f, g) vanishes if and only if g = 0 meets the
intersection {b = h = f = 0}, it is the Chow polynomial (see [22]) for this
intersection. So conjecture B holds for nonsingular F in P3 defined over Q¯
if and only if equation (*) has nontrivial solutions for every pair of points
on F .
If F is singular, one does not expect every pair of nonsingular points
to become rationally equivalent on the resolution. For example take F
to be a quartic nonsingular away from two disjoint double lines, whose
resolution gives an elliptic ruled surface. But existence of solutions to (*)
seems unlikely to depend on F being nonsingular.If solutions exist,they
must either be forced to give cycles A.D,B.D meeting the singular locus
and with high enough multiplicities there that the pull-backs can differ, or
else degenerate to trivial solutions. For the above example this would give
the correct result A00(F
′\E) = 0, where F ′ is the normalization of F and
E the elliptic curve over which F ′ is ruled (the double cover of one of the
double lines on F ). This suggests the following version of conjecture B.
Conjecture B. Let F be any surface in P3 defined over Q¯, and X,Y any two
points in its nonsinular locus. Then equation (*) has nontrivial solutions.
This with 3.8 and also 4.4, 4.6 below suggest the following questions.
(1) Let F be any surface in P3 and X,Y any two points on it. Is there a
sequence of triples of forms an, bn, hn of increasing degrees, constructed from
the defining equations for X,Y , the equation for F , and their Taylor series,
such that whenever either X ,Y and F are defined over Q¯ or pg(F ) = 0, the
triple gives a solution to (*) for large n (the value of n depending on the
coordinates in the former case, see 4.4)?
(2) Must there be such a sequence if the conjectures of [4] and [5] are true?
4.4 Problem of finding rational equivalences
We would like to see how to write down some explicit rational equivalences
on a surface F , and find s, e as in 3.10 (2) (or 4.2 (1) for general type) if F
is known to have A00(F ) = 0. For a trivial example, if F is a plane and X,Y
two points on it, then we can writeX−Y =
(
(L1−L2)·L
)
, where L is the line
joining X to Y and L1, L2 are other lines through X and Y respectively.
So here s = e = 1 will do. In 4.6 we consider rational equivalences of
points on surfaces in P3, obtained by intersecting with lines. Next one
could look at the surfaces treated in [6], elliptic surfaces with pg = 0. Here
R. Barlow 15
the Abel-Jacobi theorem for curves (see [10]) is invoked, and the problem
reduces to writing down explicit rational equivalences on a curve. For an
example of general type, the generic Godeaux surface F = Q/Z5, where Q
is a nonsingular quintic in P3 on which the cyclic group Z5 acts freely, was
shown to have trivial Chow group by Voisin [25]. Rational equivalences of
points on F correspond to Z5-equivariant rational equivalences of orbits of
points on the quintic, so this would also serve as an example of the problem
of writing down some rational equivalences of cycles of low degree on a
general surface in P3. This suggests the following.
Conjecture: For a surface F in Pn, given X,Y in SlF × SlF , there exist
integers s, e (given in terms of l, invariants of F and its embedding, and of
the coordinate field of X and Y ), such that X ∼ Y if and only if (X,Y ) ∈
U le,s.
The existence of such s, e is equivalent to the existence of an upper
bound for the s, e needed to express a rational equivalence, by 3.4 . An
analogous bound for divisors on curves, which is independent of coordinate
fields, does exist. For a nonsingular curve C in Pn of genus g and degree d,
divisors X and Y (effective of degree l) are rationally equivalent if and only
if X − Y = A−B for some sections A,B of C by hypersurfaces of degree s,
where Riemann-Roch gives that any s more than both (2g− 2+ l)/d and r
(where r is the smallest for which the r-tuple embedding of C is projectively
normal), will work.
One consequence of the above conjecture is that solving an equation
similar to that in 4.3 (given by 2.4) gives at least in principle a procedure
for deciding whether or not X ∼ Y over a chosen algebraically closed field
(or whether X − Y is torsion over a number field; see [4]), and for writing
down a rational equivalence. Unfortunately it seems likely that the s, e (if
they exist) will be too large for this to be practical.
Also, if conjecture B is assumed, then the existence of bounds depen-
dent on coordinate field is equivalent to there being only finitely many points
on a surface over a number field (away from a finite collection of rational
and elliptic curves), when the surface has pg 6= 0. This follows from Mum-
ford’s theorem together with Faltings’ Mordell theorem (curves of genus at
least 2 have finitely many rational points).
4.5 Geometry of the sets U ls,e.
Two overlapping approaches to these sets are to look directly at the con-
struction in 3.2 , and to look at the determinantal equation given by 2.4 (as
in 4.2). This section consists of preliminary remarks on the former.
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(1) Expected role of pg.
To prove conjecture A in the form in 4.1 , it would suffice to prove that for
a surface with pg = 0, there exist s, e, l with dimU
l
s,e ≥ 3l. This leads to
the problem of finding dim∆′ (where ∆′ is the complement of the cover of
the diagonal in (SlF )2), and its fibre dimension over U ls,e. Equivalently, we
can consider the image T of ∆′ in (SlF )2×Sd−lF , and its projections onto
U ls,e and onto its image S in S
d−lF . Let λ be the fibre dimension of T over
U ls,e. Combining Bloch’s conjecture and Mumford’s theorem gives:
Conjecture A: dim(T )− λ ≥ 3l for some s, e, l if and only if pg = 0.
(2) Approximate calculations.
The dimension of T is at most m + 2k − x, where m = h0(OF (e)) − 1,
k ≤ d − g and g is the genus of generic section of F by an equation of
degree e, and x is the number of independent conditions imposed on a pair
of complete intersections of type s, e on F with their degree e equation in
common, by making them share d − l points (counted with multiplicities).
For small l, T will for a general surface be empty unless Sd−lF contains
cycles imposing fewer than d − l conditions, and it is hard to find x when
T is nonempty without more knowledge of S. On the other hand for l large
(i.e. greater than g), U ls,e would be expected to have dimension less than
3l (with exceptions for special surfaces such as P2). This suggests that we
should first try to analyse the set S for small l (see (3)). For a very rough
check, if we just assume T is nonempty, then its dimension is at mostm+2k,
which by Riemann-Roch is linear in χ(OF ). On the other hand, using the
nesting rules of 2.5 and 3.3 , we can construct whole families of rational
equivalences X ∼ Y from a given one, by adding “redundant” expressions
(so increasing s and e). For this new s, e, the fibre of T over X,Y has
dimension depending on at least χ(OF )2. This allows the possibility of
a role for pg(F ) compatible with the above conjecture — although these
contributions might turn out to be insignificant. For a proof we would need
to find more precise upper and lower bounds for the fibre dimension, as well
as bounds for dimT .
(3) The set S
For a given l, it is probably necessary to consider the sets S for the case
l ≤ g where g is as in (2), and because of “nesting” (3.3) it is also sufficient.
The set S is then automatically the “special position locus” for the image
J of Ws,e in S
d−lF , which we define to be the set of cycles Z in J imposing
fewer conditions on complete intersections of type s, e than does the generic
cycle in J . In this range (d − l large), it seems hard to apply intersection
theory (as in [26] or [10]) to find S because it is an excess intersection and
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in general will lie in the singular locus of Sd−lF .
In [26], the collection of sets of m points in special position (in the
ordinary sense of not spanning a Pm−1) on a general surface in P3m−2 was
shown to be finite, as conjectured by Donaldson [8] in connection with Yang-
Mills. It would be interesting to know if any similar conjecture could be
made for the geometry of S. A possible means of finding S would be to
try to generalize Serre’s construction of rank 2 vector bundles associated
to special position sets (where the scheme structure is also important; see
[11]), to obtain some moduli space of vector bundles associated to S from
which to estimate its dimension.
Often dimS can be used to find dimT (so this would be an alternative
to finding the x in (2) above). For example, by increasing s, e if necessary
according to the rules of 2.5 , we may assume in addition to (i) l ≤ g as
above, the condition (ii) generic Z in S lies on a unique section D of F
by an equation of degree e. Then T → S has infinite fibre over generic Z
if and only if some component of the corresponding D has a linear system
of degree at most l. Choosing s, e so that both dimS and dimT can be
calculated might present a problem, since the most natural candidate for a
vector bundle construction would be s = e. Also it may be that increasing
s and e artificially conceals information (2.6 (1)). This applies particularly
when it comes to estimating λ (see (1)), unless the following holds.
Conjecture: The component of T with maximum fibre dimension over X,Y
is that for which the corresponding expression
(
(A−B) ·D
)
V
= X −Y has
D = D0 +D1 with (A ·D0)V = (B ·D0)V with D0 of maximum degree.
(4) The case l = 1, F of general type.
If F is a surface of general type with A00(F ) = 0, i.e. satisfying conjecture A,
then for sufficiently large s, e we have U1s,e = F
2. Here the cover T of S must
be generically finite on any component of T covering F 2 (since otherwise F
would be covered by rational curves). So with the above notation, conjecture
A can be stated as follows.
Conjecture A: dim(S)−λ = 4, where λ is the fibre dimension of T over F 2.
The problem breaks into finding the two dimensions (or suitable bounds).
It might be hoped that the geometry of S would give information about λ.
Here typical Z in S must determine a singular D, and have at least a triple
point at a double point of D (i.e. multiplicity higher than the multiplicity
of the singularity on D).
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4.6 Generic surfaces in P3
(1) Proposition. The generic surface F of degree d ≥ 6 in P3 has U11,1\∆ = ∅.
Proof. The set U11,1 constructed in 3.2 for F ⊂ P
3 is the set of pairs
(q1, q2) ∈ F ×F with q1 − q2 = (L1 ·F )− (L2 ·F ) for some pair of lines L1,
L2 in P
3. If Fd is the set of surfaces of degree d in P
3, so Fd is isomorphic
to the projective space of dimension
(
d+3
3
)
− 1, it is easy to show that the
correspondence Xr below has dimension dimFd − 2r + 8, which gives the
result. The setXr, a subset of P
3×Gr(2, 4)2×Fd, is defined to be the closure
of the set of all (p, L1, L2, F ) such that Li 6⊂ F , L1 6= L2, (Li · F ) ⊇ rp.
Using the Taylor series for F at p (see (3) below), we can prove the following.
(2) Proposition. Let U be the closure of U11,1\∆. For generic quintic F ,
U is finite (and nonempty). For generic quartic F , U is a surface with
projection onto F of degree 24. For d ≤ 3, U = F × F (hence A00(F ) = 0,
as is well-known).
Corollary. For quartic F , where U1 = {(q1, q2) ∈ F ×F : q1 ∼ q2} as in 3.1,
we have U1 = F × F .
To prove this, we consider the surface U above and its “iterates”, i.e. sets of
pairs (q1, q2) ∈ F×F such that q1−q2 =
∑k
i=1
(
(Li1−Li2) ·F
)
for k pairs of
lines. This also verifies Roitman’s theorem on closure of rational equivalence
in this case. Also, U1 contains self-products of infinite sequences of curves,
derived from e.g. (a) rational curves on F , and (b) the “touch” curve R on
F (i.e. the curve of points p where some line L gives (L ·F ) = 4p). Starting
with a curve C ⊂ F of points rationally equivalent to each other, and adding
pi1
(
pi−12 (C)∩U
1
1,1
)
= C′, gives (C′ ∪C)× (C′ ∪C) ⊂ U1. This construction
is then repeated. This supports conjecture B. It would be interesting to
know if the union of U and its iterates should contain all of FQ¯×FQ¯, when
F is a quartic defined over a number field satisfying conjecture B.
(3) Taylor series. Let p be a point on the surface F in P3. Let f =
∑
(fi)p
be the Taylor expansion for a polynomial f defining F at p. If coordinates
(X,Y, Z, T ) are chosen for P3, and p ∈ {T 6= 0}, then with respect to
x = X/T , y = Y/T and z = Z/T , we have
(fi)p(a, b, c) =
∑
l+m+n=i
l,m,n≥0
∂if
∂xi ∂ym ∂zn
∣∣∣∣
p
albmcn
l!m!n!
.
Lemma. For p ∈ F , we have (f0)p = 0. The map L 7→ L ∩ {T = 0}
is a one-to-one correspondence between the set of lines L in P3 such that
(L · F ) ⊃ rp, and the set of points (a, b, c, 0) in P3 with (a, b, c) a solution
of (f1)p = . . . = (fr−1)p = 0.
R. Barlow 19
Definition. The “polar locus” F rq for a point q (which may be on F ) is the
set of points p in F for which there is some line L giving (L · F ) ⊇ rp+ q.
This generalizes the classical polar locus (which is F 2q ).
Corollary of Lemma. If q = (a, b, c, 0), then F rq is the set of points p ∈ F
such that (f1)p(a, b, c) = . . . = (fr−1)p(a, b, c) = 0.
(4) Examples and proof of (2). If q lies on a quartic F , then F 3q consists of
24 points in general. At a generic point pi ∈ F , there are two lines L1 and
L2 for which (Li ·F ) ⊃ 3pi (by the lemma); so if pi is one of the 24 points in
F 3q , one of these lines (say L1) has (L1 ·F ) = 3pi+q. Then (L2 ·F ) = 3pi+qi,
some qi. This gives rise to 24 points qi rationally equiavalent to q (as in 4.6
(2)).
To prove that U in 4.6 (2) is finite for a generic quintic, a dimension
count shows that it is enough to find some nonsingular quintic for which U
is nonempty. The generic quintic F defined on {T 6= 0} by f ∈ L below
works:
L = 〈x+ y + z, xy, xyz, f4, f5〉,
with f4 and f5 generic forms of degree 4 and 5. For let p = (0, 0, 0, 1), r =
(0,−1, 1, 0), s = (1, 0,−1, 0), L1 = 〈p, r〉 and L2 = 〈s, r〉. Then (Li·F ) ⊃ 4p,
but not 5p in general (for i = 1, 2), so U 6= ∅. By Bertini’s theorem, F is
nonsingular, since the base locus of L on P3 consists of p, and generic F is
nonsingular at p.
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