Abstract. The degree of a vertex in a hypergraph is defined as the number of edges incident to it. In this paper we study the k-core, defined as the maximal induced subhypergraph of minimum degree k, of the random r-uniform hypergraph Hr(n, p) for r ≥ 3. We consider the case k ≥ 2 and p = d/n r−1 for which every vertex has fixed average degree d > 0. We derive a multi-type branching process that describes the local structure of the k-core together with the mantle, i.e. the vertices outside the core.
Introduction
Let r ≥ 3 and let d > 0 be a fixed constant. We denote by H = H r (n, d/n r−1 ) the random r-uniform hypergraph on the vertex set [n] = {1, . . . , n} in which any subset a of [n] of cardinality r forms an edge with probability p = d/n r−1 independently. We say that the random hypergraph H enjoys a property with high probability ('w.h.p.') if the probability of this event tends to 1 as n tends to infinity.
Background and motivation.
Since the notion of random graphs was first introduced by Erdős and Rényi, many striking results in this area were achieved. One important theme is the emergence of the giant component in this model [7, 17] . In their seminal paper from 1960 [15] Erdős and Rényi proved that the structure of the sparse random graph G(n, p) with p = d/n suddenly changes. If d < 1 − ε all connected components in this model are of small size w.h.p., whereas if d > 1 + ε there is a single giant component of linear size. The proof of this phase transition is by means of branching processes. A key observation is that the limit of the normalized size of the giant component coincides with the survival probability of a certain Galton Watson process, [18] . Though this Galton Watson tree is the limit of the "local structure" of the sparse random graph, this branching process approach allows to describe a structure of linear size in the graph.
By now, there is a considerable body of work on the component structure in the generalization of the Binomial random graph model to hypergraphs. In [27] Schmidt-Pruzan and Shamir proved a threshold phenomenon similar to the one in [15] for the random r-uniform hypergraph with r ≥ 3. Furthermore, Behrisch, Coja-Oghlan and Kang presented a probabilistic approach to determine a local limit there are several different approaches to determine this threshold by studying the peeling process similar to the one in the paper by Pittel, Spencer and Wormald [10, 12, 16, 19] . In [9] Botelho, Wormald an Ziviani proved that this threshold remains the same if the model is restricted to r-partite r-uniform hypergraphs. In [14] Montanari and Dembo determined the fluctuation in the size of the k-core near the threshold d r,k . Furthermore, they determined the probability that H has a nonempty k-core as d approaches d r,k . Some results on the k-core problem in random hypergraphs follow from the study of random constraint satisfaction problems. In [2] Molloy and Achlioptas studied the peeling process that gives the k-core and proved that every vertex that is not in the k-core can be removed by a sequence of at most O(log n) steps of the peeling process. The Poisson-Cloning model [19] enables to describe the local structure of the k-core by a simple Galton Watson process. In [12] Cooper studied the k-core of random hypergraphs with some given degree sequence and bounded maximal degree. Cooper derived the asymptotic distribution of vertices with a given number of neighbours in the k-core and in the mantle.
The aim of the present paper is to describe the connections between the vertices in the core and in the mantle. More precisely, our aim is to determine the following distribution. Fix r ≥ 3, k ≥ 2, d > d r,k . Generate a random hypergraph H. Now, apply the peeling process that identifies the k-core of H and colour each vertex that belongs to the k-core black and all other vertices white. Finally, pick a vertex v uniformly at random. What is the distribution of the coloured subhypergraph induced on the set of all vertices up to some constant distance from v?
For simplicity we adopt the factor graph notion similar as in [21] to give an representation of hypergraphs as bipartite graphs where the two types of nodes represent vertices and edges of a given hypergraph. In this framework we will introduce a branching process that generalizes the usual Galton Watson convergence of the sparse random graph to hypergraphs. This process is the limiting object of the local structure of the random hypergraph. The appropriate formalism to state this result is the notion of local weak convergence, [3, 6, 8] . To complement this process that describes the local structure of the random hypergraph with colors that indicate the membership of the k-core we will characterize the k-core by means of a message passing algorithm, called Warning Propagation. Just as cores, message passing algorithms are an important tool in the study of random constraint satisfaction problems, particularly in the context of the study of the "solution space" [1, 21, 23] . The characterization of the k-core by Warning Propagation was first suggested in the physics literature, [21, Chapter 18] . Warning Propagation introduces directed messages between the two types of nodes in the factor graph. These messages are again of two distinguishable types; messages from vertices to edges and messages in the opposite direction.
In a recent paper we used this characterization in a simpler setting to the k-core problem in sparse random graphs, [11] . The essential difference in the graph case is that there is no exchange of information between vertices and edges in the graph. This is illustrated in the fact that there is only one type of messages in that case. Therefore, it is not necessary to introduce the factor graph notion for graphs to describe such communication. Although we adopt some ideas from [11] the analysis of Warning Propagation in the hypergraph setting appears to be significantly more difficult. In the hypergraph case, the fact that the Warning Propagation description * needs two distinct types of nodes and messages is expressed in the two phases of the branching process in our main result, see Theorem 1.1, Figure 1 and Figure 2 .
In [23, proof of Lemma 6] Molloy considers a deletion process on the random hypergraph which corresponds to the Warning Propagation description of the kcore. His analysis to determine the k-core threshold leads him to the study of a limit similar as in Lemma 3.2. A key technical ingredient of the present paper is to additionally make a connection between Warning Propagation and the fixed point problem from § 2.3. This connection is essential to combine Warning Propagation with the local weak convergence result in order to exhibit a branching process that describes the k-core together with the mantle.
1.2.
Results. To state our main result it will be convenient to use an elegant representation of hypergraphs as factor graphs. A factor graph F = (V(F ), F (F ), E(F )) is a bipartite graph on the parts V(F ) and F (F ). We will refer to V(F ) as the variable nodes of F and to F (F ) as the factor nodes of F . We begin with introducing various standard notions for graphs which carry over to the bipartite factor graphs. In this paper all graphs are assumed to be locally finite with a countable vertex set. Given a vertex v in a graph G we denote by ∂ G v the set of vertices that are adjacent to v in G. We omit G whenever G is clear from the context. By a rooted graph (G, v 0 ) we mean a graph G together with a distinguished vertex v 0 , the root. If X is a finite set then a X -marked graph (G, v 0 , σ) is a rooted graph together with a map σ :
and σ = σ ′ • π. We denote by [G, v 0 , σ] the isomorphism class of (G, v 0 , σ) and let G X be the set of all isomorphism classes of X -marked graphs. Finally, for s ≥ 0 let ∂ s [G, v 0 , σ] signify the isomorphism class of the rooted X -marked graph obtained by deleting all vertices at a distance greater than s from v.
In the special case of factor graphs we will require that the root of a rooted factor graph is a variable node, i.e. v 0 ∈ V(F ). Similarly, we denote by a X -marked factor graph a rooted factor graph together with a map σ : V(F ) ∪ F (F ) → X . The restriction that v 0 ∈ V(F ) immediately implies that if two rooted factor graphs (F, v 0 , σ) and (
. We denote by F X the set of all isomorphism classes of X -marked factor graphs. To represent a given hypergraph H as a factor graph F H , we let V(F H ) be the set of vertices in H and F (F H ) be the set of edges in H. For every variable node v ∈ V(F H ) and factor node a ∈ F (F H ) we place an edge in F H iff a is an edge in H incident to v. Then ∂ FH a is nothing but the set of vertices v in H that forms the edge a and ∂ FH v is the set of edges incident to v. Resembling the terminology for hypergraphs, we call a factor graph F r-uniform, if all factor nodes a ∈ F (F ) have degree r in F , i.e. |∂ F a| = r.
Our aim is to study the random r-uniform hypergraph together with the marking that indicates the membership of vertices of the k-core of H. Therefore, we introduce the notion of k-core for r-uniform factor graphs. Similar as for hypergraphs we will describe the k-core of a r-uniform factor graph as the subgraph that remains when we repeatedly remove factor nodes incident to at least one variable node of degree strictly less than k. We denote by C k (F ) the set of variable nodes in the k-core of F . By the peeling process description it is easy to see that a factor node is in the k-core of F iff all its neighbours are in the k-core of F . Therefore, the k-core of F coincides with the maximal induced subgraph of F such that each variable node v has minimal degree k and each factor node has degree precisely r. If we are given a hypergraph H the peeling process above is analogous to the one described in § 1.1, i.e. a vertex of a hypergraph H is in the k-core of H iff the corresponding variable node is in the k-core of F H . Furthermore, let σ k,F :
In the case of the random r-uniform hypergraph we will use the shorthand F H = F and F v = F H,v . Let v denote a randomly chosen vertex in V (H). Then our aim is to determine the limiting distribution of
in the formalism of local weak convergence. To this end, we construct a multi-type branching process that generates a acyclic factor graph that proceeds in two phases. Starting with a single root, which is a variable node, the levels of the process alternately consist of variable and factor nodes. This process exhibits 9 node types in total. The nodes at even distances from the root are variable nodes of possible types {000, 001, 010, 110, 111}, the nodes at odd distances are factor nodes of possible types {000, 001, 010, 111}. The branching processT (d, r, k, p) has parameters d, r, k and a further parameter
we define
Finally, the branching process involves two other coefficients
The process starts with a single variable node v 0 , the root. The root is of type 000, 010 or 111 with probability p 000 , p 010 and p 111 respectively. Starting at v 0 , every variable node has a random number of factor node children independently. The offspring distributions of variable nodes are defined by the generating functions in Figure 1 where x = (x 000 , x 001 , x 010 , x 111 ). That is, for an integer vector y = (y 000 , y 001 , y 010 , y 111 ) the probability that a variable node of type v 1 v 2 v 3 generates y a1a2a3 children of type a 1 a 2 a 3 for a 1 a 2 a 3 ∈ {000, 001, 010, 111} equals the coefficient of x y000 000 · · · x y111 111 in g v1v2v3 (x). The offspring distributions of factor nodes follow in the same manner from Figure 2 , where z = (z 000 , z 001 , z 010 , z 110 , z 111 ).
Let T (d, r, k, p) denote the {0, 1}-marked acyclic factor graph by giving mark 0 to all nodes of type 000, 001 or 010, and mark 1 to vertices of type 110 or 111. Then T (d, r, p) has 4 different types of nodes in total. Recall that d r,k is the threshold for the appearance of a extensive k-core in H. Our main result is the following. Figure 1 . The generating functions g v1v2v3 (x) of variable nodes.
111 . Figure 2 . The generating functions f a1a2a3 (z) of factor nodes.
If τ is a rooted acyclic factor graph with marks in {0, 1}, then
] in probability.
Theorem 1.1 describes the limiting behavior of the local structure of the random factor graph F . We will reformulate this result in the framework of local weak convergence, employed in [3] . This formalism is part of weak convergence theory. More precisely, we endow G X with the coarsest topology that makes all the maps
continuous. Let P(G X ) and P 2 (G X ) denote the spaces of probability measures on G X and P(G X ) , both equipped with the weak topology. For G ∈ G X let δ G ∈ P(G X ) signify the Dirac measure on G. For λ ∈ P(G X ) let δ λ ∈ P 2 (G X ) be the Dirac measure on λ. We reformulate our result in P(F X ) ⊂ P(G X ) and
as follows. Given a r-uniform factor graph let
be the empirical distribution of the neighbourhoods of variable nodes marked according to the core membership and define
Then we can reformulate our result as follows.
In § 4.4 we shall derive Theorem 1.1 from Theorem 1.2.
Preliminaries
2.1. Notation. Similarly as in § 1.2 we begin with introducing standard notions for graphs which carry over to the bipartite factor graphs introduced in § 1.2. Recall that for a graph G and a vertex v ∈ V (G), ∂ G v denotes the set of all vertices adjacent to v in G. Furthermore, we denote by ∂ s (G, v) the subgraph of G induced on the set of vertices at distance at most s from v. We abbreviate ∂(G, v) = ∂ 1 (G, v) and denote by ∂v the neighbourhood of v in G whenever G is clear from the context.
By a rooted graph we mean a connected locally finite graph G together with a distinguished root v 0 ∈ V (G). A child of v ∈ V (G) is a vertex u ∈ ∂v whose distance from v 0 is greater than that of v. For a vertex v of a rooted graph G we denote by ∂ + v the set of all children of v.
We say that (G, v 0 ) and (
. We denote by [G, v 0 ] the isomorphism class of (G, v 0 ). Furthermore, we let G be the set of all isomorphism classes of rooted graphs. Finally, let ∂ s [G, v 0 ] be the isomorphism class of ∂ s (G, v 0 ). Again, for factor graphs F we will assume that v 0 ∈ V(F ).
If X is a E-valued random variable, we let L(X) denote the distribution of X. For real numbers y, z > 0 we let Po ≥z (y) denote the Poisson distribution Po(y) conditioned on the event that it attains a value least z. Thus,
for any integer x ≥ 0.
Similarly, we let Bin ≥z (m, y) denote binomial distribution Bin(m, y) conditioned on the event that the outcome is at least z. That is,
The distributions Po >z (y), Po ≤z (y), Po <z (y), Bin >z (m, y), Bin ≤z (m, y), Bin <z (m, y) are defined analogously. Throughout the paper we will define various different probability distributions and random factor graphs. We provide tables of these definitions in the appendix.
2.2. The local structure. Recall that c = c(d, r) = d/(r − 1)! and let T (d, r) denote the following random recursive acyclic factor graph. T (d, r) starts with a variable node v 0 , the root. Starting at v 0 every variable node has a Po(c) number of factor node children independently and each factor node has r − 1 variable node * children deterministicly. In the following we need to prove that F "locally" converges to T (d, r). Similar as before, we endow G with the coarsest topology that makes all the maps κ G,s :
be the set of all probability measures on G together with the weak topology. Finally, let P 2 (G) be the set of all probability measures on P(G) also together with the weak topology. For a given factor graph F let
Then the following theorem expresses that "locally" F converges to T (d, r).
We provide a proof of Theorem 2.1 in the appendix.
2.3.
The k-core threshold. We build upon the following result that determines the k-core threshold and the asymptotic size of the k-core. Recall that F is the random factor graph which is constructed from H and that C k (F ) denotes the set of variable nodes in the k-core of F
is continuous, tends to infinite as λ → 0 or λ → ∞, and has a unique local minimum, where it attains the value
has precisely two solutions. Let λ r,k (d) denote the larger one and define
Then ψ r,k is a strictly increasing continuous function.
The following lemma establishes a connection between Warning Propagation and the formula for the size of the k-core from Theorem 2.2. Similar statements are implicit in [22, 26] . Nevertheless, we provide a simple proof similar to the one in [11] to keep the present paper self-contained. 
i.e. λ is a solution to the left equation iff ( 
Our aim is to prove that φ d,r,k is contracting on the interval [p * , 1]. To this end, we will first show that p
Finally, it remains to prove that φ d,r,k is a contraction on [p * , 1]. The derivatives of ϕ k read as follows. . This means that apart from the trivial fixed point at p = 0 the function φ d,r,k either has one additional fixed point p * > 0 or two additional fixed points p * > p 1 > 0. In total, three possible cases can occur. The first case is that φ d,r,k has only one additional fixed point and is tangent to the identity at p * . The second case is that φ d,r,k has only one additional fixed point, but has derivative at least one at the point p = 0. Then φ d,r,k crosses the identity function at the point p * . Finally, φ d,r,k can have two additional fixed points p * > p 1 > 0, where φ d,r,k crosses the identity. Our aim is to prove that the first case can not occur if p * > 0. Therefore, suppose it occurs for some d ′ , and let
, which contradicts the first part of the proof. Therefore, it holds that φ d,r,k crosses the identity at p * > 0. Then it follows from φ d,r,k (1) < 1 and the fact that
. Therefore, its derivative is less than one on this interval and the assertion follows.
Warning Propagation and the k-core
Suppose that F is a given input factor graph which is r-uniform. To identify the k-core of F we adopt the Warning Propagation messages passing algorithm, [21] . Warning Propagation is based on introducing messages on the edges of F and marks on the nodes of F . Messages and marks have values in {0, 1}. Both will be * updated in terms of a time parameter t ≥ 0. The messages are directed objects. That is for every pair of adjacent nodes v ∈ V(F ) and a ∈ F (F ) and any time t ≥ 0 there is a messages µ v→a (t|F ) "from v to a" and a message µ a→v (t|F ) in the opposite direction. Similarly, we distinguish between the marks µ a (t|F ) of factor nodes a and the marks µ v (t|F ) of variable nodes v. At time t = 0 we start with the configuration in which all messages in both directions are equal to 1, i.e.,
for all a ∈ F (F ) and v ∈ ∂a. Inductively, writing ∂x for the set of neighbours of x in F and abbreviating ∂x \ y = ∂x \ {y}, we let
and
Additionally, the mark of v ∈ V(F ) at time t is
The mark of a ∈ F (F ) at time t is
Note that the Warning Propagation description is similar to the peeling process introduced in § 1.1. At time t = 1 every variable node v of degree strictly less than k will send message µ v→a (1|F ) = 0 to all its neighbours a. That is, at time t = 1 we "delete" every factor node a adjacent to v from F by setting its mark to µ a (1|F ) = 0. Thus, other that the peeling process Warning Propagation simultaneously deletes all factor nodes adjacent to variable nodes of degree less that k from F . Along these lines, the intuition is that if µ x (t|F ) = 0 for t ≥ 0, then after t iterations of Warning Propagation it is ruled out that x belongs to the k-core of F .
3.1.
Convergence to the k-core. The aim of this section is to reduce the study of the k-core of F to the analysis of Warning Propagation on the random tree T (d, r) that describes the local structure of F . The following proof strongly resembles our prior analysis in [11] and the study of Warning Propagation in the context of the k-XORSAT problem (cf. [21, Chapter 19] ).
Lemma 3.1. Let F be a locally finite r-uniform factor graph.
(1) All messages and marks of Warning Propagation on F are monotonically decreasing in t.
For any node x the lim t→∞ µ x (t|F ) exist and node x belongs to the k-core of F iff lim t→∞ µ x (t|F ) = 1.
Proof. To obtain (1), we show by induction that, in fact, for any v and a ∈ ∂v
for all t ≥ 0. Properties A (1) (0) and B (1) (0) are certainly true because of our starting conditions (3.1). Properties A (1) (t+1) and
(1) (t + 1) with (3.2) and (3.3). The marks are decreasing in t with (3.4) and (3.5) .
To obtain (2), we show by induction that, in fact, any variable node v and factor node a in the core satisfy
for all t ≥ 0. Properties A (2) (0) and C (2) (0) are certainly true because of our starting conditions. We will show that for all t ≥ 0,
. This follows because every variable node v has at least k neighbours in the core, also with µ a→v (t|F ) = 1 if C (2) (t) holds, and so (3.4) implies that B (2) (t) holds while (3.2) implies that A (2) (t + 1) holds. Now, let a be a factor node in the core, then a has exactly r neighbours v which are in the core. If A (2) (t) holds, then (3.5) and (3.3) imply D (2) (t) and C (2) (t + 1). To obtain (3), let F ′ be the subgraph of the factor graph induced by the nodes x with lim t→∞ µ x (t|F ) = 1. The second part of this lemma implies that C k (F ) ⊂ V(F ′ ). Now, let v be a function node in F ′ . Since F is locally finite, it holds that |∂v| < ∞ and so there is a time t 0 such that the messages µ v→a (t|F ) and µ a→v (t|F ) remain constant. Since v ∈ F ′ it holds that µ v (t 0 |F ) = 1 and (3.4) implies that a∈∂v µ a→v (t 0 |F ) ≥ k and therefore µ v→a (t 0 + 1|F ) = 1 for all a ∈ ∂v. Now, let a ∈ ∂v with µ a→v (t 0 + 1|F ) = 1, then (3.5) implies that µ a (t 0 + 1|F ) = 1. Since the mark at a remains constant after time t 0 it holds that u ∈ F ′ for all u ∈ ∂a \ v. Since there are at least k such edges it holds that V(
3.2. Warning Propagation and the local structure. In this section we begin with the analysis of Warning Propagation on the random tree T (d, r). This first step will enable us to make a connection between Warning Propagation and the fixed point problem studied in § 2.3. Assume that (T, v 0 ) is a rooted locally finite acyclic factor graph. Then by definition the root v 0 ∈ V(T ) is a variable node of T . Furthermore, starting with v 0 , T consists of consecutive layers of variable and factor nodes. Let x be a node of T different from the root, then we refer to the neighbor y of x on the path to v 0 as the "parent" of x. That is, a variable node v = v 0 has a parent a ∈ F (T ) and a factor node b has a parent w ∈ V(T ). We use the shorthand µ v↑ (t|T ) = µ v→a (t|T ) and µ b↑ (t|T ) = µ b→w (t|T ). *
In addition, we let µ v0↑ (0|T ) = 1 and µ v0↑ (t|T ) = 1
The following Lemma enables us to make a connection between Warning Propagation on T (d, r) and the fixed point problem from § 2.3.
Lemma 3.2. The sequence (µ v0↑ (t|T (d, r))) t≥1 converges almost surely to a random variable in {0, 1} whose expectation is equal to p * . In particular, it holds that E[µ v0↑ (t|T (d, r) )] converges to p * as t tends to infinity.
Proof. Let p (0) = 1 and
for any t ≥ 0. (t|T (d, r) )) t≥1 converges almost surely.
3.3. Back to hypergraphs. Let t ≥ 0. We denote by T t (d, r, k) the random {0, 1}-marked tree which is obtained by marking each node x in T (d, r) with its Warning Propagation mark µ x (t|T (d, r)) ∈ {0, 1}. The aim in this section is to prove the following Proposition. 
Lemma 3.1 implies that the k-core of F is contained in the set of all nodes which are marked with 1 after t rounds of Warning Propagation. Additionally, the following lemma implies that in the case of the random factor graph F a bounded number of iterations is enough to give a good approximation to the k-core of F .
Proof. To prove the above statement let
be the fraction of nodes in the k-core of F and the fraction of nodes labelled with 1 after t iterations of Warning Propagation respectively. Furthermore, let
. By the previous lemma it holds that X n (t) converges to x (t) in probability as n tends to infinity. On the other hand, from Theorem 2.2
and Lemma 2.3 we know that Y n converges to φ d,r,k+1 (p * ) in probability as n tends to infinity. Finally, by Lemma 3.2 it holds that
deterministicly as t tends to infinity. We can apply (3.6) to each child v of v 0 in  T (d, r) . Therefore, we obtain
Hence, for suitable t we conclude P (|Y n − X n (t)| ≥ ε) → 0 as n tends infinity.
To prove the main result of this subsection we will first show that the distribution of the neighborhoods of the random factor graph F marked according to µ · (t|F ) is described by the distribution of T (d, r) together with Warning Propagation after t rounds. Recall that P(G X ) and P 2 (G X ) denote the spaces of probability measures on G X and P(G X ) respectively, both equipped with the weak topology. It is well known that both spaces are Polish, i.e. complete, separable and metrizable, [3] . Therefore, there are two useful equivalent characterizations of weak convergence in these spaces. To prove that a sequence of probability measures (µ n ) n in P(G X ) is convergent it suffices to show, that the sequence ( f dµ n ) n is convergent for any continuous function f : G X → R with bounded support or for all functions f = κ F,s , F ∈ F X , s ≥ 0. The first characterization holds equivalently in P 2 (G X ). For a factor graph F and x ∈ V(F ) ∪ F (F ) let µ · (t|F x ) denote the map y → µ y (t|F x ). Define
Thus, Λ d,r,k,n,t is the distribution of the neighbourhoods of the random graph F marked according to µ · (t|F ).
Proof. Let τ be a locally finite acyclic factor graph rooted at v 0 and let F be a factor graph such that 
. The assertion follows from Theorem 2.1.
Lemma 3.6. We have lim n→∞ Λ d,r,k,n = lim t→∞ lim n→∞ Λ d,r,k,n,t .
Proof. Let f : P(G {0,1} ) → R be continuous with compact support. Lemma 3.5 implies that (Λ d,r,k,n,t ) n converges for any t. Hence, so does ( f dΛ d,r,k,n,t ) n . Therefore, we will compare f dΛ d,r,k,n and f dΛ d,r,k,n,t . Plugging in the definitions of Λ d,r,k,n and Λ d,r,k,n,t ((1.4) and (3.7)), we find that
Hence,
To bound the last term we will show that
in probability for all F ∈ P(F {0,1} ) and s ≥ 0. Plugging in the definitions of λ k,F and λ k,F ,t we obtain
By the definition of κ F,s we have
, then by Lemma 3.1 this means that after t iterations of Warning Propagation on F there is a vertex u at distance at most s from v such that µ u (t|F ) = 1, but u ∈ C k (F ). By Lemma 3.4, we can bound the probability that such u exists provided that there are not too many vertices at distance at most s from v in total. By Theorem 2.1 this is the case for most vertices v. Therefore we can bound the right hand side of (3.10).
To make this more precise let δ > 0 and denote by I(ℓ, F ) the set of all variable nodes v in F such that ∂ s [F v , v] contains more than ℓ variable and factor nodes. Theorem 2.1 implies that there exists
with u ∈ C k (F ), but µ u (t|F ) = 1. Then Lemma 3.4 implies that P [|J (F )| > δn] ≤ δ, provided that n ≥ n 0 (δ) and t ≥ t 0 (δ) are sufficiently large. Hence, conditioning on the event {|I(ℓ 0 , F )| ≤ δn, |J (F )| ≤ δn} and its complement implies
and we obtain (3.9). Now, let ε > 0. Similarly as in the proof of Theorem 1.2 we use that P(G {0,1} ) is a Polish space and therefore metrizable. Using this and the fact that the functions κ F,s generate the topology on F {0,1} , (3.9) implies that for given δ = δ(ε) > 0 there exist n > n 0 (δ), t > t 0 (δ) such that the distance of λ F ,k and λ F ,k,t in an appropriate metric is less than δ with probability larger than 1 − ε. f is continuous with compact support and thus uniformly continuous. This implies Proof of Proposition 3.3. We begin with proving that the sequence (L ([T t (d, r, k) ])) t converges in P(G {0,1} ). Since P(G {0,1} ) is a Polish space, it suffices to show that for any bounded continuous function f :
Since the topology on F {0,1} is generated by the functions κ F,s it suffices to assume that f = κ F,s for some F ∈ F {0,1} , s ≥ 0. Hence,
t converges, let ε > 0, q ≥ 0 and let T q be the σ-algebra generated by ∂ q [T (d, r)]. Let B(q) be the set of vertices at level s in T (d, r). We will distinguish between the cases that s is odd and even. First, let s be odd. Then B(s + 1) consists of variable nodes. The structure of the random tree T (d, r) is recursive, i.e., given T s+1 the tree pending on each vertex v ∈ B(s + 1) is just an independent copy of T (d, r) itself. Therefore, Lemma 3.2 and the union bound imply that conditioned on T s+1 the limits
(v ∈ B(s + 1)) exist almost surely. All limits lim t→∞ µ x (t|T (d, r)) for nodes x at distance at most s from v 0 are determined by the limits µ v↑ (T (d, r)) for v ∈ B(s + 1). Therefore, the sequence 
As this holds for any Γ, s, the limit
Finally, by Lemma 3.6 and Lemma 3.5 we obtain lim n→∞ Λ d,r,k,n = δ θ d,r,k , which completes the proof.
The multi-type branching process
In this section we prove that the {0, 1}-marked tree T t (d, r, k) converges to the projection T (d, r, k, p * ) of the 9-type branching processT (d, r, k, p * ) from § 1.2 as t → ∞. This will imply Theorem 1.2.
4.1.
Truncating the tree. We begin with characterizing the limiting distribution of the first s levels of T t (d, r, k). Though our ultimate interest is in the Warning Propagation marks on T (d, r), a first important step of our proof is studying the bottom up messages µ x↑ (t|T (d, r)) at nodes x in V(T (d, r)) ∪ F (T (d, r) ). By construction of the Warning Propagation marks, starting at the root v 0 these can be reconstructed from the bottom up messages. That is, the bottom up messages * contain all the necessary information to define the Waring Propagation marks on T (d, r). The key feature of the bottom up messages µ x↑ (t|T (d, r)) is that they are independent of the part of T (d, r) above x, i.e. they are determined by the subtree of T (d, r) pending on x. By the recursive structure of T (d, r) conditioned on the structure of T (d, r) above a variable node v the bottom up message at v has the same distribution as the message µ v0↑ (t|T (d, r) ) at the root v 0 . This behavior makes it much easier to first describe the limiting distribution of T (d, r) marked with these bottom up messages µ x↑ (t|T (d, r) ), i.e.
Using Lemma 3.2 and the recursive structure of T (d, r) we can conjecture a possible limit distribution for θ s d,r,k,t as t → ∞. Lemma 3.2 suggests to assume that the pointwise limits of the bottom up messages µ v↑ (t|T (d, r) ) at variable nodes v ∈ V(T (d, r)) exist. We first apply this to the case that s is even. Once we condition on the isomorphism class ∂ s [T (d, r)] of the tree up to level s, the messages lim t→∞ µ x↑ (t|T (d, r)) for nodes x at distance less than s from the root v 0 are determined by the boundary messages lim t→∞ µ v↑ (t|T (d, r)) sent out by the variable nodes at distance precisely s from v 0 . Furthermore, the limit lim t→∞ µ v↑ (t|T (d, r)) is determined by the tree pending on v only. These trees are mutually independent copies of T (d, r). Thus, Lemma 3.2 suggests that the "boundary messages" converge to a sequence of mutually independent Be(p * ) variables. Therefore, we can conjecture that θ s d,r,k,t converges to the random {0, 1}-marked tree which is obtained as follows. Create the first s levels of the random tree T (d, r) (without markings), then create a sequence of independent Be(p * ) random variables. Plug in these "messages" at level s and pass them up to the root.
If s is odd the nodes at distance precisely s from the root v 0 are factor nodes and thus Lemma 3.2 does not apply to the messages at these nodes. Still, conditioning on the isomorphism class ∂ s+1 [T (d, r)] we can apply the same argument for the variable nodes at distance s + 1 from the root. In this case, one would create the first s + 1 levels of T (d, r) marking each variable node at distance s + 1 by a Be(p * ) "message" and pass the messages up to the root.
To define this distribution formally, let T be a locally finite acyclic factor graph rooted at v 0 ∈ V(T ) and let s > 0 be an integer. Moreover, let β = (β w ) w∈V(T ) be a family of independent Be(p * ) random variables. If either t = 0 or if v is a variable node at distance greater than s from v 0 , we define
If a is a factor node in T µ * a↑ (0|T, s) = 1. (4.2) Moreover, if t > 0 and if a is a factor node in T µ * a↑ (t|T, s) = 1
Finally, if t > 0 and if v has distance less than or equal to s from v 0 , let
Let us denote the map x → µ * x↑ (t|T, s) by µ * · ↑ (t|T, s). 
for all t > t 1 + s.
On the other hand it holds that E T (d,r)
[|B|] is bounded. This implies that there exists C = C(d, r, k, ε) > 0 such that
Now, let β = (β v ) v∈B be a family of mutually independent Be(p * ) random variables. Given the sub-tree ∂ s [T (d, r), v 0 ], the trees T v pending on the variable nodes v ∈ B are mutually independent and have the same distribution as the tree T (d, r) itself. Therefore, Lemma 3.2 implies that given |B| ≤ C there exist t 1 = t 1 (d, r, k, ε) and a coupling of β with the trees (T v ) v∈B such that
Hence, (4.5) and (4.6) yield
If s is odd we apply the same argument to the set B = B(s + 1) of variable nodes at distance precisely s + 1 from the root. Each factor node has precisely r − 1 children. If a factor node is of type 1, then all its children are of type 1 as well. If a factor node is of type 0, then it has a Bin <r−1 (r − 1, p * ) number of 1 function node children. The remaining ones are marked with 0. The mark of each vertex v, denote by µ * v↑ , is identical to its type.
Then our aim is to prove that L(T (s, s)) = L(T (s)) for all s. The proof is by induction on s. In the case s = 0 both T (s) and T (s, s) consist of the root v 0 only, which is marked 1 with probability p * and 0 otherwise. Now, assume that L(T (s)) = L (T (s, s) ) holds for even s. Let β v = µ * v↑ (0|T (d), s+ 2) for v ∈ B(s + 2) be independent Be(p * ) variables. Further, let X v (z) be the number of children b of v ∈ B(s) such that µ * b↑ (1|T (d), s + 1) = z. Clearly, in the random tree T (d, r) the total number of children of v ∈ B(s) has distribution Po(c), and these numbers are mutually independent conditioned on ∂ s T (d, r). Since for each child b we have µ * b↑ (1|T (d), s+1) = 1 with probability p * r−1 independently, we obtain that X v (z) has distribution Po(cp * r−1 ) if z = 1 and distribution
Hence, the distribution of T (s + 1, s + 1) conditioned on T (s, s + 1) can be described as follows. Conditioned on T (s, s+1), (X u (z)) u∈B(s),z∈{0,1} are independent random variables. Furthermore, conditioned on µ *
Now, let s be odd, i.e. the set B(s + 1) consists of variable nodes. In this case the distribution L(T (s + 1, s + 1)) can be described as follows. Again, create T (d, r), further let β v = µ * v↑ (0|T (d, r), s + 1) for v ∈ B(s + 1) be the boundary messages at level s + 1. Then (β v ) v∈B(s+1) is a family of independent Be(p * ) variables. Again, let X a (z) be the number of children v of a ∈ B(s) such that β v = z. For each of the r − 1 children v of a we have β v = 1 with probability p * independently. We see that conditioned on ∂ s T (d, r) the random variables (X a (z)) a∈B(s),z∈{0,1} are mutually independent. Moreover, X a (1) has distribution Bin(r − 1, p * ) and
Therefore, the distribution of the random variables (X x (z)) x∈B(s),z∈{0,1} conditioned on T (s, s + 1) coincides with the offspring distribution of the tree s) ) by Lemma 4.1 and induction, the assertion follows.
4.3.
Exchanging messages both ways. Lemmas 4.2 and 4.3 show that the labels µ * x↑ of T * (d, r, k) correspond to the "upward messages" that are sent toward the root in the tree T (d, r). Of course, in the tree T (d, r) the marks µ x (t|T (d, r)) can be computed from the messages µ x↑ (t|T (d, r) ). For the root we have
That is, the Warning Propagation mark at the root does only depend on the messages that v 0 receives from its children in T (d, r). This is certainly not the case for the remaining Warning Propagation marks in T (d, r), since each node beside the root receives an additional message from its parent in the tree. These "topdown"-messages can recursively be determined from the messages µ x↑ (t|T (d, r)) as follows. For the root we simply have
For every node x we initialize µ x↓ (0|T (d, r)) = 1. Now, assume that u is the parent of some factor node a in T (d, r). Then we let µ ↓a (t+1|T (d, r)) = µ u→a (t+1|T (d, r) ), i.e.
for t ≥ 0. If now b is the parent of some variable node v, similarly we let
for t ≥ 0. Finally,
As a next step we will mimic this construction to introduce "top-down" messages and marks on the random tree T * (d, r, k). To this end, we set µ * ↓v0 = 0 and
Further, assume that µ * ↓u has been defined already and that u is the parent of some factor node a. Then we let 
Proof. This is immediate from Lemma 4.2, Lemma 4.3 and the fact that the definitions (4.7)-(4.9) and (4.10) and (4.12) of the "top-down" messages forT
4.4. Proof of the main theorem. Finally, we show that the treeT * (d, r, k) has the same distribution as the 9-type branching process from § 1.2.
for any s ≥ 0 by induction on s. Let F s be the σ-algebra generated by the {0, 1}-marked tree ∂ s T * (d, r, k). In addition, letF s be the σ-algebra generated by ∂ sT * (d, r, k). Given has distribution Po ≥k−1 (cp * r−1 ), and µ * v0 = 1 iff a∈∂v0 µ * a↑ ≥ k. Hence, using the fixed point property p * = P Po(cp * r−1 ) ≥ k − 1 and (1.1) with q = q(d, k, p * ), we obtain
To proceed from s to s + 1 we will determine the distribution of ∂ s+2 [T * (d, r, k)] conditioned onF s . This is sufficient to determine the distribution of T * (d, r, k) givenF s+1 . To this end, let B s be the set of all nodes x at level s in T * (d, r, k). Moreover, for each x ∈ B s let τ x = (τ x (z 1 , z 2 , z 3 )) z1,z2,z3∈{0,1} be the number of children of x marked z 1 z 2 z 3 . In addition, let τ x (z 2 ) be the number of children that send a messages of type z 2 to x.
We will show that the the distribution of τ x (z 1 , z 2 , z 3 ) coincides with the offspring distributions defined in Figures 1 and 2 . To begin with, we observe that conditioned onF s the random variables (τ x ) x∈Bs are mutually independent. Furthermore, the distribution of τ x is determined by the type (µ * x , µ * x↑ , µ * ↓x ) of x. To prove that the distribution of τ x is given by the generating functions we consider each possible case one after the other. Recall that factor nodes inT (d, r, k, p * ) andT * (d, r, k) are of possible types {000, 001, 010, 111} and variable nodes in both trees are of possible types {000, 001, 010, 110, 111}.
We begin with the case that s is odd, i.e. B(s) is a set of factor nodes. Since µ * a = 1, it holds that µ * w↓ = 1 for all children w of a. In summary, a has exactly r − 1 children of type (1, 1, 1) and the distribution of the offspring of a is given by f 111 .
We proceed with the same analysis for even s, i.e. B(s) is a set of variable nodes. Proof of Theorem 1.1. Let s ≥ 0 and let τ be a {0, 1}-marked rooted acyclic factor graph. The function f = κ τ,s is continuous, and we let
Since P(G {0,1} ) is equipped with the weak topology, the function
is continuous as well. Furthermore, Theorem 1.2 implies that Λ d,r,k,n converges to
Plugging in the definition of Λ d,r,k,n , we obtain
Using (4.15), we obtain that X τ (F ) converges to z in probability.
Appendix A. Proof of Theorem 2.1
Proof. We let
Our aim is to prove X s → p s in probability as n tends to infinity (A.1) for all s ≥ 0.
As a first step we prove that the number of short cycles in the factor graph of F is bounded w.h.p.. Therefore let l be constant. To obtain a cycle on 2l vertices, i.e. l variable and function nodes respectively, there have to exist l edges on at most l(r − 1) vertices in the hypergraph H. Let C n (l) denote the number of such subgraphs in H, then
Therefore we can use Var(C n (l)) = O 1 n to apply Chebyshev's inequality which
. We conclude that the number of cycles of length l in F is bounded w.h.p.
We proceed with proving the assertion (A.1) for even distances from the root. Therefor, we let s = 2t. Our aim is to prove that X 2t converges to p 2t in probability. The proof proceeds by induction on t. 
Let v be an arbitrary variable node in F . Our * aim is to determine the probability of the event that ∂ 2(t+1) (F , v) is isomorphic to ∂ 2t (T, w 0 ). For that reason we think of H being created in two rounds. First we insert every possible edge in [n] \ v with probability p independently. Then we complete subset of cardinality r − 1 of [n] \ v to an edge with v with probability p independently. For the above event to happen v must be contained in exactly m edges. The number of edges that contain v is binomial distributed with parameters n r−1 and p. Since The number of cycles of length 4t + 4 in F is bounded w.h.p., all the pairwise distances between factor nodes connected to v in the factor graph are at least 4t+2. Thus, conditioned on v having the right degree, by induction v forms an edge with exactly s By definition of T (d, r), we obtain E F [X 2(t+1) ] = p t+1 + o(1). As a next step we determine E F [X 2 2(t+1) ] to apply Chebyshev's inequality. Let v, w ∈ [n] be two randomly chosen vertices. Then w.h.p. v and w have distance at least 4t + 4 in the factor graph F , conditioned on which ∂ 2(t+1) (F , v) and ∂ 2(t+1) (F , w) are independent. Therefore, we obtain
And finally
Assertion (A.1) follows from Chebyshev's inequality. Since every factor node in F and T (d, r) has degree exactly r the assertion follows for odd t.
To prove the statement of the Theorem it suffices to show that f dΛ d,r,n converges to f (L ([T (d, r) ])) for every continuous function f : P(G) → R with bounded support. Since P(G) together with the weak topology is a Polish space, it is metrizable and weak convergence is equivalent to convergence in some metric on P(G).
Assertion (A.1) implies that the distance of λ F and L([T (d, r)]) in this metric converges to 0 in probability (as n tends to infinity). Since f is uniformly continuous this implies that f (λ F ) converges to f (L ([T (d, r) ])) in probability. Since f (λ F ) is a bounded random variable and f (L ([T (d, r) ])) ∈ R, convergence in probability implies L 1 convergence and we obtain
Plugging in the definition of Λ d,r,n we obtain f dΛ d,r,n = E F [f (λ F )]], which completes the proof.
Appendix B. Tables of Definitions
We begin with listing the random acyclic factor graphs defined throughout the paper. T (d, r) is the unmarked recursive acyclic factor graph in which each variable node has Po(d/(r − 1)!) children independently and each factor node has r − 1 children deterministicly. From T (d, r) we may construct labels on variable and factor nodes bottom-up using a variant of Warning Propagation (WP). Note that in all trees defined below it holds that variable nodes are of types {000, 001, 010, 110, 111} and factor nodes are of types {000, 001, 010, 111} . Alternatively, we may construct labels top-down, so the labels are constructed simultaneously with the tree. There are two notational conventions. WithT we denote 9-type trees, while T t indicates a tree whose labels were created bottom-up. Finally, we have two more trees which allow us in a sense to transition between the top-down and the bottom-up trees. , k) has the same distribution asT (d, r, k, p * ). We define various probability distributions and their corresponding laws in the paper. We include some equivalences which are not part of the definitions, but which we prove during the paper. As before, we use the shorthand F H = F . Table 4 . Distributions in P(F ), resp. P(F {0,1} ) [Fv ,v] distribution of neighbourhoods of variable nodes in F .
nodes labelled according to membership of the core. vertices labelled after t rounds of WP. 
