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Convergence rate of solutions toward stationary
solutions to the isentropic micropolar fluid model
in a half line
Haiyan Yin∗
Abstract
In this paper, we study the asymptotic behavior of solutions to the initial boundary value
problem for the one-dimensional compressible isentropic micropolar fluid model in a half line R+ :=
(0,∞). We mainly investigates the unique existence, the asymptotic stability and convergence
rates of stationary solutions to the outflow problem for this model. We obtain the convergence
rates of global solutions towards corresponding stationary solutions if the initial perturbation
belongs to the weighted Sobolev space. The proof is based on the weighted energy method by
taking into account the effect of the microrotational velocity on the viscous compressible fluid.
Key words. isentropic micropolar fluid, stationary solutions, convergence rate, weighted energy
method.
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1 Introduction
The 1-D compressible viscous micropolar fluid model in the half line R+ =: (0,+∞) reads in Eulerian
coordinates: 

ρt + (ρu)x = 0,
(ρu)t + (ρu
2)x + p(ρ)x = λuxx,
(ρω)t + (ρuω)x + µω = νωxx.
(1.1)
Here the unknown functions ρ, u and ω represent the density, the velocity and microrotational velocity,
respectively. The pressure p(ρ) = Kργ , with the adiabatic exponent γ ≥ 1 and the gas constant
K > 0. The positive constants λ, µ and ν are the viscosities. The model of micropolar fluid was first
introduced by Eringen [13] in 1966. This model can be used to describe the motions of a large variety
of complex fluids consisting of dipole elements such as the suspensions, animal blood, liquid crystal,
etc. For more physical background on this model, we refer to [14, 24].
Much attention has been paid to the compressible micropolar fluid model by many mathemati-
cians in the last several decades. For the isentropic case, Chen in [1] investigated the global existence
of strong solutions to the one-dimensional compressible micropolar fluid model with initial vacuum.
Later, Chen and his collaborators in [4] further studied the global weak solutions to the compressible
micropolar fluid model with discontinuous initial data and vacuum. For three-dimensional compress-
ible micropolar fluid model, the optimal decay rate in L2 norm was studied by Liu and Zhang in
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[23, 22] with or without an external force. Later, Wu and Wang [43] derived the pointwise estimates
of the solution to the compressible micropolar fluid model and extended the optimal L2 decay rate in
[22] to the Lp optimal decay rate with p > 1. We also mention that there have been many results on
the incompressible micropolar fluid system, see [5, 41, 8] and the references therein.
For the non-isentropic case, Mujakovic´ first investigated the one-dimensional compressible mi-
cropolar fluid model and obtained a series of results concerning the local-in-time existence, the
global existence and the regularity of solutions to an initial-boundary value problem with homo-
geneous [28, 29, 30] and non-homogeneous [33, 35, 34, 37] boundary conditions. The authors in
[16, 31, 32, 36, 42] studied the large time behavior of the solutions and the regularity of solutions
to initial-boundary value problem and the Cauchy problem of the one-dimensional compressible mi-
cropolar fluid model. Duan in [11, 12] investigated the global existence of strong solutions for the
one-dimensional compressible micropolar fluids. Chen and his collaborators in [2, 3] studied the blow
up criterion of strong solutions to the three-dimensional compressible micropolar fluid model. Drazˇic´
and Mujakovic´ in [10, 9] studied the regularity and large-time behavior of the spherical symmetry
solutions for the three-dimensional compressible micropolar fluid model.
Recently, there have been a series of mathematical results in the literature to study of the stability
of wave patterns for the compressible nonisentropic micropolar fluid model: Liu and Yin [21] for
stability of contact discontinuity for the Cauchy problem; Jin and Duan [17] for the stability of
rarefaction waves for the Cauchy problem; Yin [44] for stability of stationary solutions for the inflow
problem; Cui and Yin [6] for stability of composite waves for the inflow problem; Cui and Yin [7]
for the stability and convergence rate of stationary solutions for the outflow problem. However, the
articles mentioned above about the stability of waves are all based on the assumption of microrotation
velocity ω = 0 for the large time behavior. In this paper, we expect to study the asymptotic stability
of stationary solutions to the one-dimensional compressible isentropic micropolar fluid model for the
outflow problem without the assumption of ω = 0 for the large time behavior.
Initial data for system (1.1) is given by
(ρ, u, ω)(x, 0) = (ρ0, u0, ω0)(x), inf
x∈R+
ρ0(x) > 0. (1.2)
We assume that the initial data at the far field x = +∞ is constant, namely
lim
x→+∞
(ρ0, u0, ω0)(x) = (ρ+, u+, ω+), (1.3)
In particular, to construct a classical solution of the micropolar fluid model (1.1)3, it is necessary to
require that
ω+ = 0. (1.4)
The boundary data for u and ω at x = 0 is given by
(u, ω)(0, t) = (ub, ωb), ∀ t ≥ 0, (1.5)
where ub < 0, ωb 6= 0 are constants and the following compatibility conditions hold
u0(0) = ub, ω0(0) = ωb. (1.6)
The assumption ub < 0 means that fluid blows out from the boundary x = 0 with the velocity ub.
Thus this problem is called an outflow problem (see [25]). The outflow boundary condition implies that
the characteristic of the hyperbolic equation (1.1)1 for the density ρ is negative around the boundary
so that boundary conditions on u and ω to parabolic equations (1.1)2 and (1.1)3 are necessary and
sufficient for the wellposedness of this problem.
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We guess that the large time behavior of solutions to the initial boundary value problem (1.1),
(1.2), (1.3), (1.5), (1.6) are the stationary solutions to (1.1) independent of a time variable t

(ρ˜u˜)x = 0,
(ρ˜u˜2)x + p(ρ˜)x = λu˜xx,
(ρ˜u˜ω˜)x + µω˜ = νω˜xx,
(1.7)
with the boundary data
inf
x∈R+
ρ˜(x) > 0, lim
x→∞
(ρ˜, u˜, ω˜)(x) = (ρ+, u+, 0), u˜(0) = ub < 0, ω˜(0) = ωb 6= 0. (1.8)
Integrating (1.7)1 over (x,∞) for x > 0 yields
ρ˜(x)u˜(x) = ρ+u+, (1.9)
which implies by letting x→ 0+,
u+ =
ρ˜(0)u˜(0)
ρ+
=
ρ˜(0)ub
ρ+
< 0. (1.10)
Now define
δ˜ = max {|ωb|, |ub − u+|} , σ = min {|r1|, ξ0} , (1.11)
where constants r1 and ξ0 are defined in Section 2.
Main results of the present paper are stated in the following theorems.
Theorem 1.1. The boundary value problem (1.7)-(1.8) has a unique smooth solution (ρ˜, u˜, ω˜) if and
only if M+ ≥ 1 and χcu+ > ub.
(i) If M+ > 1, then the solution (ρ˜, u˜, ω˜) satisfies the estimates
|∂kx(ρ˜− ρ+, u˜− u+, ω˜ − ω+)| ≤ Cδ˜e−σx, for k = 0, 1, 2, · · · , (1.12)
where C and σ are positive constants.
(ii) If M+ = 1, then the solution (ρ˜, u˜, ω˜) satisfies the estimates
|∂kx(ρ˜− ρ+, u˜− u+)| ≤ C
δ˜k+1(
1 + δ˜x
)k+1 , |∂kx(ω˜ − ω+)| ≤ Cδ˜e−σx for k = 0, 1, 2, · · · , (1.13)
where C and σ are positive constants.
Theorem 1.2. Suppose that stationary solution (ρ˜, u˜, ω˜) exists.
(i)Assume that M+ > 1 holds. For an arbitrary positive constant ϑ, there exist positive constants
β and ε1 such that if (1 + βx)
ϑ
2 (ρ0 − ρ˜), (1 + βx)ϑ2 (u0 − u˜), (1 + βx)ϑ2 (ω0 − ω˜) respectively belongs to
the Lebesgue space L2(R+) and ‖[ρ0− ρ˜, u0− u˜, ω0− ω˜]‖1+β+ δ˜ ≤ ε1, then the initial boundary value
problem (1.1), (1.2), (1.3), (1.5), (1.6) has a unique solution [ρ, u, ω] verifying the decay estimate
‖[ρ− ρ˜, u− u˜, ω − ω˜](t)‖∞ ≤ C(1 + t)−ϑ2 . (1.14)
(ii)Assume that M+ = 1 holds. There exists a positive constant ε2 such that if the initial data
satisfies ‖[(1 +Bx)ϑ2 (ρ0 − ρ˜), (1 +Bx)ϑ2 (u0 − u˜), (1 +Bx)ϑ2 (ω0 − ω˜)]‖1 ≤ ε2 for positive constants B
and ϑ satisfying ϑ ∈ [2, ϑ∗), where B and ϑ∗ is respectively defined by (3.30) and
ϑ∗(ϑ∗ − 2) = 4
γ + 1
, and ϑ∗ > 0, (1.15)
then the initial boundary value problem (1.1), (1.2), (1.3), (1.5), (1.6) has a unique solution (ρ, u, ω)
verifying the decay estimate
‖[ρ− ρ˜, u− u˜, ω − ω˜](t)‖∞ ≤ C(1 + t)−ϑ4 . (1.16)
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If the microstructure of the fluid is not taken into account, that is to say the effect of the micro-
rotational velocity is omitted, i.e., ω = 0, then equations (1.1) reduce to the classical Navier-Stokes
equations. So far, there have been a great number of mathematical studies about the outflow prob-
lem, impermeable wall problem and inflow problem for Navier-Stokes equations, please referring to
[15, 20, 26, 27, 38, 39, 19] and the references therein. Under the assumption of microrotation velocity
ω = 0 for the large time behavior, there also have been a series of mathematical results about the
above mentioned problems for the compressible nonisentropic micropolar fluid model, see [44, 6, 7]
and the references therein. Theorem 1.1 shows the unique existence of stationary solutions without
the assumption of ω = 0 for the large time behavior. We point out that the stationary equation
(1.7) can be divided into two independent stationary equations. One is the equation (2.1) which is
also the stationary equation of the isentropic Navier-Stokes equation. The other is the equation (2.3)
about the microrotation velocity ω which is a second order homogeneous linear ordinary differential
equation with constant coefficients. The detailed process about stationary solutions can be seen in
Section 2. Theorem 1.2 shows that the time asymptotic stability and convergence rates of stationary
solutions for the compressible isentropic micropolar fluid model under smallness assumptions on the
boundary data and the initial perturbation in the Sobolev space by employing the weighted energy
method, and particularly, the microrotational velocity ω(x, t) has the nontrivial large-time behavior.
Compared to the classical Navier-Stokes system without any force, the main difficulty in the proof
for the micropolar fluid model is to treat the estimates on those terms related to the microrotational
velocity ω(x, t) as mentioned above. To the best of our knowledge, this is the first work on the stability
of stationary solutions for the compressible micropolar fluid model without the assumption of ω = 0
for the large time behavior.
The rest of the paper is arranged as follows. In Section 2, we prove the existence of the stationary
solution. In the main part Section 3, we give the a priori estimates on the solutions of the perturbative
equations for the supersonic case M+ > 1 and transonic case M+ = 1, respectively. The proof of
Theorem 1.2 is concluded in Section 4.
Notation: Throughout the paper, we denote positive constants (generally large) and (generally
small) independent of t by C and c, respectively. And the character “C” and “c” may take different
values in different places. Lp = Lp(R+) (1 ≤ p ≤ ∞) denotes the usual Lebesgue space on [0,∞)
with its norm ‖ · ‖Lp , and when p = 2, we write ‖ · ‖L2(R+) = ‖ · ‖. Hs(R+) denotes the usual s-th
order Sobolev space with its norm ‖f‖Hs(R+) = ‖f‖s = (
s∑
i=0
‖∂if‖2) 12 . A norm with algebraic weight
is defined as follows:
‖f‖α,β,i :=

∫ Wα,β∑
j≤i
(∂jf)2dx


1
2
, i, j ∈ Z, i, j ≥ 0,
Wα,β := (1 + βx)
α, α > 0.
Note that this norm is equivalent to the norm defined by ‖(1 + βx)α2 f‖i. The last subscript i is often
dropped for the case of i = 0, i.e. ‖f‖α,β := ‖f‖α,β,0.
2 Existence of the stationary solution
In this section, we will prove the existence of the stationary solution to the boundary value problem
(1.7)-(1.8), which is stated in Theorem 1.1. Notice that the stationary problem (1.7)-(1.8) can be
divided into the following two independent stationary equations{
(ρ˜u˜)x = 0,
(ρ˜u˜2)x + p(ρ˜)x = λu˜xx,
(2.1)
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with the boundary data
inf
x∈R+
ρ˜(x) > 0, lim
x→∞
(ρ˜, u˜)(x) = (ρ+, u+), u˜(0) = ub < 0, (2.2)
and
(ρ˜u˜ω˜)x + µω˜ = νω˜xx. (2.3)
with the boundary data
lim
x→∞
ω˜(x) = 0, ω˜(0) = ωb 6= 0. (2.4)
Now we firstly prove the existence of the stationary solution to the stationary problem (2.3)-(2.4).
From (2.3) and (1.9), we have
ρ+u+ω˜x + µω˜ = νω˜xx, (2.5)
which is a second order homogeneous linear ordinary differential equation with constant coefficients.
The characteristic equation of (2.5) is given by
νr2 − ρ+u+r − µ = 0. (2.6)
Then the roots of characteristic equation are
r1 =
ρ+u+ −
√
ρ2+u
2
+ + 4νµ
2ν
, r2 =
ρ+u+ +
√
ρ2+u
2
+ + 4νµ
2ν
. (2.7)
From (1.10), we deduce that r1 < 0 and r2 > 0. Then from the theory of the homogeneous linear
ordinary differential equation ([1]), we get the general solution of (2.5) as follows
ω˜(x) = C1e
r1x + C2e
r2x, (2.8)
where C1 and C2 are arbitrary constants. Notice that r1 < 0, r2 > 0, and the boundary data (2.4),
arbitrary constants C1 and C2 can be uniquely determined as follows C1 = ωb and C2 = 0. Hence the
particular solution of (2.5) with boundary condition (2.4) is given by
ω˜(x) = ωbe
r1x. (2.9)
Here we should note that the existence of the stationary problem (2.1)-(2.2) has been proved by
Kawashima, Nishibata and Zhu in [20]. Here we summarize the results in [20]. We firstly define
χ˜(x) :=
u˜(x)
u+
=
ρ+
ρ˜(x)
> 0. (2.10)
Then integrating (2.1)2 over (x,+∞) and substituting (2.10) in the resulting equality, we get
λu+χ˜x = F (χ˜), (2.11)
where
F (χ˜) := Kργ+(χ˜
−γ − 1) + ρ+u2+(χ˜− 1). (2.12)
χ˜ satisfies boundary conditions
χ˜(0) =
ub
u+
> 0, lim
x→+∞
χ˜(x) = 1 (2.13)
which can be derived by (2.2) and (1.10). We introduce Mach number M+ at the far field x = +∞:
M+ =
|u+|
c+
, where c+ =
√
p′(ρ+) =
√
Kγρ
γ−1
+ is sound speed.
IfM+ > 1, the equation F (χ˜) = 0 has the distinct two roots χ˜ = 1 and χ˜ = χc satisfying χc < χ˜(0).
If M+ = 1, the equation F (χ˜) = 0 admits only one root χ˜ = χc = 1.
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Lemma 2.1. (See [20]) The boundary value problem (2.11)-(2.13) has a unique smooth solution χ˜ if
and only if M+ ≥ 1 and χc < χ˜(0). Moreover, if χ˜(0) ≶ 1, then χ˜x ≷ 0.
(i) If M+ > 1, then the solution χ˜(x) satisfies the estimates
|∂kx(χ˜(x)− 1)| ≤ C|χ˜(0)− 1|e−ξ0x, for k = 0, 1, 2, · · · . (2.14)
where C and ξ0 are positive constants.
(ii) If M+ = 1, then the solution χ˜ is monotonically decreasing and satisfies the estimates
|∂kx(χ˜(x) − 1)| ≤ C
|χ˜(0)− 1|k+1
(1 + |χ˜(0)− 1|x)k+1
, for k = 0, 1, 2, · · · . (2.15)
Then we complete the proof of Theorem 1.1 from (2.9), (2.10) and Lemma 2.1.
3 Energy estimates
To prove Theorem 1.2, we use the energy method. Define the perturbation as
[ϕ, ψ, ζ](x, t) = [ρ− ρ˜, u− u˜, ω − ω˜],
then [ϕ, ψ, ζ](x, t) satisfies

∂tϕ+ u∂xϕ+ ρ∂xψ = −∂xu˜ϕ− ∂xρ˜ψ,
ρ (∂tψ + u∂xψ) + ∂x[p(ρ)− p(ρ˜)] = λ∂2xψ − ∂xu˜(u˜ϕ+ ρψ),
ρ(∂tζ + u∂xζ) + µζ = ν∂
2
xζ − ∂xω˜(u˜ϕ+ ρψ),
(3.1)
with initial data
[ϕ, ψ, ζ](x, 0) = [ϕ0, ψ0, ζ0] (x) = [ρ0(x) − ρ˜(x), u0(x) − u˜(x), ω0(x) − ω˜(x)] (3.2)
and boundary condition
ψ(0, t) = ζ(0, t) = 0. (3.3)
In the paper, to prove Theorem 1.2, for brevity we only devote ourselves to obtaining the global-
in-time a priori estimates in the following. We look for the solution [ϕ, ψ, ζ](x, t) in the solution space
X([0,+∞)) which is defined as follows:
X([0, T )) =
{
[ϕ, ψ, ζ]
∣∣[ϕ, ψ, ζ] ∈ C([0, T ];H1(R+)), [∂xϕ, ζ] ∈ L2([0, T ];L2(R+)),
∂x[ψ, ζ] ∈ L2([0, T ];H1(R+))
}
for some 0 < T ≤ +∞. Lemma 3.1 plays an important role in the proof of the a priori estimates for
supersonic case M+ > 1 and transonic case M+ = 1, respectively.
Lemma 3.1. (i) For any function h(·, t) ∈ H1(R+), there is a positive constant C such that∫
R+
e−σx|h|2dx ≤ C (h2(0, t) + ‖∂xh(t)‖2) . (3.4)
(ii) Let k > 1. For any function h(·, t) ∈ H1(R+), there is a positive constant C such that∫
R+
δ˜k+1(
1 + δ˜x
)k+1 h2dx ≤ Cδ˜kh2(0, t) + Cδ˜k−1‖∂xh‖2. (3.5)
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Proof. (i) (3.4) can be derived from the following Poincare´ type inequality:
|h(x, t)| ≤ |h(0, t)|+ x 12 ‖∂xh‖. (3.6)
(ii) Letting k > 1 and using Poincare´ type inequality (3.6), we compute as∫
R+
δ˜k+1(
1 + δ˜x
)k+1 h2dx ≤
∫
R+
δ˜k+1(
1 + δ˜x
)k+1 (h2(0, t) + x‖∂xh‖2)dx ≤ Cδ˜kh2(0, t) + Cδ˜k−1‖∂xh‖2.
3.1 The a priori estimates for M+ > 1
The key to the proof of our main Theorem 1.2 (i) is to derive the uniform a priori estimates of solutions
to the initial boundary value problem (3.1), (3.2) and (3.3). For the convenience of stating the a priori
assumption, we use the notations
N1(T ) := sup
0≤t≤T
‖(ϕ, ψ, ζ)(t)‖1 (3.7)
Proposition 3.1. Assume the same conditions as in Theorem 1.2(i) hold. Let ϑ, β and κ be positive
constants. Suppose [ϕ, ψ, ζ] ∈ X([0, T )) is a solution to (3.1), (3.2) and (3.3) which satisfies (1 +
βx)
ϑ
2 ϕ, (1 + βx)
ϑ
2 ψ, (1 + βx)
ϑ
2 ζ ∈ C([0, T ];L2(R+)) for a certain positive constant T . For arbitrary
α ∈ [0, ϑ], there exist positive constants C and ε1 independent of T such that if N1(T ) + δ˜+ β ≤ ε1 is
satisfied, it holds for an arbitrary t ∈ [0, T ] that
(1 + t)α+κ‖[ϕ, ψ, ζ](t)‖21 +
∫ t
0
(1 + τ)α+κ‖[ζ, ∂x[ψ, ζ], ∂2x[ψ, ζ]](τ)‖2dτ
≤C(1 + t)κ (‖[ϕ0, ψ0, ζ0]‖21 + ‖[ϕ0, ψ0, ζ0]‖2ϑ,β) . (3.8)
Lemma 3.2. There exists a positive constant ε1 such that if N1(T ) + δ˜ + β ≤ ε1, then
(1 + t)ξ‖[ϕ, ψ, ζ](t)‖2α,β + β
∫ t
0
(1 + τ)ξ‖[ϕ, ψ, ζ](τ)‖2α−1,βdτ
+
∫ t
0
(1 + τ)ξ‖[ζ, ∂x[ψ, ζ]](τ)‖2α,βdτ +
∫ t
0
(1 + τ)ξϕ2(0, τ)dτ
≤C‖[ϕ0, ψ0, ζ0]‖2ϑ,β + ξ
∫ t
0
(1 + τ)ξ−1‖[ϕ, ψ, ζ](τ)‖2α,βdτ + Cδ˜
∫ t
0
(1 + τ)ξ‖∂xϕ‖2(τ)dτ (3.9)
holds for α ∈ [0, ϑ] and ξ ≥ 0.
Proof. A direct computation by using (1.1) and (3.1)1, we have the following identity
[ρΦ(ρ, ρ˜)]t + [ρuΦ(ρ, ρ˜)]x + (p(ρ)− p(ρ˜))ψx + u˜x[p(ρ)− p(ρ˜)− p′(ρ˜)ϕ] + p(ρ˜)x
ρ˜
ϕψ = 0, (3.10)
where Φ(ρ, ρ˜) =
∫ ρ
ρ˜
p(s)− p(ρ˜)
s2
ds.
It is easy to see that Φ(ρ, ρ˜) is equivalent to |ϕ|2, i.e.,
c|ϕ|2 ≤ Φ(ρ, ρ˜) ≤ C|ϕ|2, (3.11)
since there exist positive constants c and C such that ρ and ρ˜ satisfying
0 < c ≤ ρ, ρ˜ ≤ C. (3.12)
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Multiply (3.1)2 by ψ and (3.1)3 by ζ, we have the following identity
(
ρ
2
ψ2 +
ρ
2
ζ2)t + (
ρu
2
ψ2 +
ρu
2
ζ2)x + (p(ρ)− p(ρ˜))xψ − (λψψx + νζζx)x + µζ2 + λψ2x + νζ2x
= − ∂xu˜[u˜ϕψ + ρψ2]− ∂xω˜(u˜ϕζ + ρψζ). (3.13)
Combining (3.13) and (3.10), we have[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
t
+
[
ρuΦ(ρ, ρ˜) +
ρu
2
ψ2 +
ρu
2
ζ2 + (p(ρ)− p(ρ˜))ψ − λψψx − νζζx
]
x
+ µζ2 + λψ2x + νζ
2
x
=− ∂xu˜[u˜ϕψ + ρψ2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ]− ∂xω˜(u˜ϕζ + ρψζ)− p(ρ˜)x
ρ˜
ϕψ. (3.14)
Multiplying (3.14) by Wα,β = (1 + βx)
α defined in Notation, then we integrate the resulting
equality over R+ to get
d
dt
∫
R+
Wα,β
[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
dx+
∫
R+
Wα,β
[
µζ2 + λψ2x + νζ
2
x
]
dx
− αβ
∫
R+
Wα−1,β
[
ρuΦ(ρ, ρ˜) +
ρu
2
ψ2 +
ρu
2
ζ2 + (p(ρ)− p(ρ˜))ψ
]
dx− ρ(0, t)ubΦ(ρ(0, t), ρ˜(0))
=−
∫
R+
Wα,β
[
∂xu˜(u˜ϕψ + ρψ
2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ) + ∂xω˜(u˜ϕζ + ρψζ) + p(ρ˜)x
ρ˜
ϕψ
]
dx︸ ︷︷ ︸
J1
−αβ
∫
R+
Wα−1,β (λψψx + νζζx) dx︸ ︷︷ ︸
J2
,
(3.15)
where we have used boundary condition ψ(0, t) = 0 and ζ(0, t) = 0.
Now we estimate each term in (3.15). We decompose ρ as ρ = ϕ + (ρ˜ − ρ+) + ρ+, u as u =
ψ + (u˜− u+) + u+ and ω as ω = ζ + ω˜. Then we see, under the condition M+ > 1 and u+ < 0, that
−
[
ρuΦ(ρ, ρ˜) +
ρu
2
ψ2 +
ρu
2
ζ2 + (p(ρ)− p(ρ˜))ψ
]
≥
[
−γKu+
2
ρ
γ−2
+ ϕ
2 −Kγργ−1+ ϕψ −
ρ+u+
2
ψ2
]
− ρ+u+
2
ζ2
− C(N1(T ) + δ˜)(ϕ2 + ψ2 + ζ2)
=[ϕ, ψ]M1[ϕ, ψ]
T +
ρ+|u+|
2
ζ2 − C(N1(T ) + δ˜)(ϕ2 + ψ2 + ζ2),
where [ ]T denotes the transpose of a row vector, and the 2× 2 real symmetric matrix M1 is given by
− γKu+2 ργ−2+ −Kγργ−1+2
−Kγρ
γ−1
+
2 − ρ+u+2

 .
One can compute all the leading principal minors ∆ll (1 ≤ l ≤ 2) of M1 as follows:
∆11 = −γKu+
2
ρ
γ−2
+ > 0, ∆22 =
γK
4
ρ
γ−1
+ (u
2
+ − γKργ−1+ ) > 0,
where we have used the condition M+ > 1 and u+ < 0.
Thus we have
−αβ
∫
R+
Wα−1,β
[
ρuΦ(ρ, ρ˜) +
ρu
2
ψ2 +
ρu
2
ζ2 + (p(ρ)− p(ρ˜))ψ
]
dx ≥ cβ‖[ϕ, ψ, ζ]‖2α−1,β ,
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where we take N1(T ) and δ˜ small enough.
It is easy to obtain that
−ρ(0, t)ubΦ(ρ(0, t), ρ˜(0)) ≥ cϕ(0, t)2.
Using Theorem 1.1(i), Lemma 3.1(i), (3.3) and Cauchy-Schwarz’s inequality with 0 < η < 1, we have
|J1| ≤ Cδ˜ϕ(0, t)2 + Cδ˜‖∂x[ϕ, ψ, ζ]‖2,
|J2| ≤ η‖∂x[ψ, ζ]‖2α−1,β + Cηβ2‖[ψ, ζ]‖2α−1,β.
Inserting the above estimations into (3.15) and then choosing η, N1(T ), δ˜ and β suitably small,
we obtain
d
dt
∫
R+
Wα,β
[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
dx+ cϕ(0, t)2
+ cβ‖[ϕ, ψ, ζ]‖2α−1,β + c‖[ζ, ∂x[ψ, ζ]]‖2α,β ≤ Cδ˜‖∂xϕ‖2. (3.16)
Multiplying (3.16) by (1+ t)ξ and integrating in τ over [0, t] for any 0 ≤ t ≤ T , we have the desired
estimate (3.9) for α ∈ (0, ϑ]. Next, we prove (3.9) holds for α = 0. Multiplying (3.14) by (1 + t)ξ and
integrating the resulting equality over R+× (0, t), then (3.9) holds for α = 0 with the aid of Theorem
1.1(i), Lemma 3.1(i) and boundary condition (3.3).
Lemma 3.3. There exists a positive constant ε1 such that if N1(T ) + δ˜ + β ≤ ε1, then
(1 + t)ξ‖∂xϕ‖2 +
∫ t
0
(1 + τ)ξ‖∂xϕ‖2dτ +
∫ t
0
(1 + τ)ξ(∂xϕ)
2(0, τ)dτ
≤C (‖[ϕ0, ψ0, ζ0]‖2ϑ,β + ‖∂xϕ0‖2)+ ξ ∫ t
0
(1 + τ)ξ−1
(‖[ϕ, ψ, ζ](τ)‖2α,β + ‖∂xϕ‖2) dτ
+ CN1(T )
∫ t
0
(1 + τ)ξ‖∂2xψ‖2dτ (3.17)
holds for ξ ≥ 0.
Proof. We first differentiate (3.1)1 with respect to x, multiplying the resulting equations and (3.1)2
by λ∂xϕ
ρ2
and ∂xϕ
ρ
respectively to obtain
λ
∂xϕ
ρ2
∂t∂xϕ+ λ∂xu
(∂xϕ)
2
ρ2
+ λu
∂xϕ∂
2
xϕ
ρ2
+ λ
∂xϕ
ρ2
∂xρ∂xψ + λ∂xu˜
(∂xϕ)
2
ρ2
= −λ∂2xψ
∂xϕ
ρ
− λ∂2xu˜ϕ
∂xϕ
ρ2
− λ∂xρ˜∂xψ∂xϕ
ρ2
− λ∂2xρ˜ψ
∂xϕ
ρ2
, (3.18)
∂tψ∂xϕ+ u∂xψ∂xϕ+ ∂x[p(ρ)− p(ρ˜)]∂xϕ
ρ
= λ∂2xψ
∂xϕ
ρ
− u˜∂xu˜
ρ
ϕ∂xϕ− ∂xu˜ψ∂xϕ. (3.19)
The summation of (3.18) and (3.19), and then taking integration over R+ further imply
d
dt
∫
R+
[
ψ∂xϕ+ λ
(∂xϕ)
2
2ρ2
]
dx+
∫
R+
p′(ρ˜)
ρ
(∂xϕ)
2dx
=
∫
R+
ψ∂t∂xϕdx− λ
∫
R+
(∂xϕ)
2ρ−3∂tρdx−
∫
R+
∂x[p(ρ)− p(ρ˜)− p′(ρ˜)ϕ]∂xϕ
ρ
dx
−
∫
R+
∂xp
′(ρ˜)
ρ
ϕ∂xϕdx−
∫
R+
u∂xψ∂xϕdx−
∫
R+
u˜∂xu˜
ρ
ϕ∂xϕdx−
∫
R+
∂xu˜ψ∂xϕdx
− λ
∫
R+
∂xu
(∂xϕ)
2
ρ2
dx− λ
∫
R+
u
∂xϕ∂
2
xϕ
ρ2
dx− λ
∫
R+
∂xϕ
ρ2
∂xρ∂xψdx− λ
∫
R+
∂2xu˜ϕ
∂xϕ
ρ2
dx
− λ
∫
R+
∂xρ˜∂xψ
∂xϕ
ρ2
dx− λ
∫
R+
∂2xρ˜ψ
∂xϕ
ρ2
dx−
∫
R+
λ∂xu˜
(∂xϕ)
2
ρ2
dx =
16∑
l=3
Jl, (3.20)
9
where Jl (3 ≤ l ≤ 15) denote the corresponding terms on the left of (3.20).
Applying Sobolev’s inequality, Young’s inequality and Cauchy-Schwarz’s inequality with 0 < η < 1
and using Theorem 1.1(i), Lemma 3.1(i), one has
J3 =
∫
R+
∂xψ∂x(ρu− ρ˜u˜)dx
=
∫
R+
ρ(∂xψ)
2dx+
∫
R+
∂xρ˜ψ∂xψdx+
∫
R+
ϕ∂xu˜∂xψdx+
∫
R+
u∂xψ∂xϕdx
≤(η + Cδ˜)‖∂xϕ‖2 + (Cη + Cδ˜)‖∂xψ‖2 + Cδ˜ϕ(0, t)2,
J4 + J10 + J11
=− λ|ub|
2ρ(0, t)2
(∂xϕ)
2(0, t) +
λ
2
∫
R+
∂xu˜(∂xϕ)
2ρ−2dx+
λ
2
∫
R+
∂xψ(∂xϕ)
2ρ−2dx
≤− λ|ub|
2ρ(0, t)2
(∂xϕ)
2(0, t) + C(N1(T ) + δ˜)‖∂xϕ‖2 + CN1(T )‖∂2xψ‖2,
|J7|+ |J12|+ |J14|+ |J16|
≤(η + CN1(T ) + Cδ˜)‖∂xϕ‖2 + (Cη + Cδ˜)‖∂xψ‖2 + CN1(T )‖∂2xψ‖2,
|J5|+ |J6|+ |J8|+ |J9|+ |J13|+ |J15|
≤C(N1(T ) + δ˜)‖∂x[ϕ, ψ]‖2 + Cδ˜ϕ2(0, t).
Inserting the above estimates for Jl (3 ≤ l ≤ 15) into (3.20) and then choosing η, N1(T ) and δ˜
suitably small, we obtain
d
dt
∫
R+
[
ψ∂xϕ+ λ
(∂xϕ)
2
2ρ2
]
dx+ ‖∂xϕ‖2 + (∂xϕ)2(0, t)
≤C‖∂xψ‖2 + CN1(T )‖∂2xψ‖2 + ϕ2(0, t). (3.21)
Multiplying (3.21) by (1 + t)ξ and integrating in τ over [0, t] for any 0 ≤ t ≤ T , using (3.9) and
Cauchy-Schwarz’s inequality, one has (3.17).
Lemma 3.4. There exists a positive constant ε1 such that if N1(T ) + δ˜ + β ≤ ε1, then
(1 + t)ξ‖∂x[ψ, ζ](t)‖2 +
∫ t
0
(1 + τ)ξ‖∂2x[ψ, ζ]‖2dτ
≤C (‖[ϕ0, ψ0, ζ0]‖2ϑ,β + ‖∂x[ϕ0, ψ0, ζ0]‖2)
+ ξ
∫ t
0
(1 + τ)ξ−1
(‖[ϕ, ψ, ζ](τ)‖2α,β + ‖∂x[ϕ, ψ, ζ]‖2) dτ (3.22)
holds for ξ ≥ 0.
Proof. Multiplying (3.1)2 by −∂
2
xψ
ρ
, and then integrating the resulting equations over R+, one has
d
dt
∫
R+
(∂xψ)
2
2
dx+ λ
∫
R+
(∂2xψ)
2
ρ
dx
=
∫
R+
∂x[p(ρ)− p(ρ˜)]
ρ
∂2xψdx︸ ︷︷ ︸
J17
+
∫
R+
u∂xψ∂
2
xψdx︸ ︷︷ ︸
J18
+
∫
R+
u˜∂xu˜
ρ
ϕ∂2xψdx︸ ︷︷ ︸
J19
+
∫
R+
∂xu˜ψ∂
2
xψdx︸ ︷︷ ︸
J20
. (3.23)
We utilize integration by parts, Cauchy-Schwarz’s inequality and Lemma 3.1 to address the following
estimates:
|J18| ≤ η‖∂2xψ‖2 + Cη‖∂x[ϕ, ψ]‖2,
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and
|J17|+ |J19|+ |J20| ≤ η‖∂2xψ‖2 + Cη δ˜‖∂x[ϕ, ψ]‖2 + Cδ˜ϕ2(0, t).
Substituting the above estimates for Jl (17 ≤ l ≤ 20) into (3.23) and taking η small enough, one has
d
dt
∫
R+
(∂xψ)
2
2
dx+ ‖∂2xψ‖2 ≤ C‖∂x[ϕ, ψ]‖2 + Cϕ2(0, t). (3.24)
Multiplying (3.1)3 by −∂
2
xζ
ρ
, and integrating the resulting equality over R+, we obtain
1
2
d
dt
∫
R+
(∂xζ)
2dx+ ν
∫
R+
(∂2xζ)
2
ρ
dx =
∫
R+
u∂xζ∂
2
xζdx︸ ︷︷ ︸
J21
+µ
∫
R+
ζ
ρ
∂2xζdx︸ ︷︷ ︸
J22
+
∫
R+
∂xω˜
ρ
(u˜ϕ+ ρψ)∂2xζdx︸ ︷︷ ︸
J23
.
(3.25)
To obtain the estimates for J21-J23, we use Cauchy-Schwarz’s inequality with 0 < η < 1 to get
|J21|+ |J22| ≤ η‖∂2xζ‖2 + Cη‖[ζ, ∂xζ]‖2,
|J23| ≤ η‖∂2xζ‖2 + Cη δ˜‖∂x[ϕ, ψ]‖2 + Cδ˜ϕ2(0, t).
Then we have
d
dt
∫
R+
(∂xζ)
2
2
dx+ ‖∂2xζ‖2 ≤ C‖[ζ, ∂xζ]‖2 + Cδ˜‖∂x[ϕ, ψ]‖2 + Cδ˜ϕ2(0, t) (3.26)
if η is small enough.
The summation of (3.24) and (3.26), and multiplying the resulting inequality by (1 + t)ξ, then
integrating the resulting inequality in τ over [0, t] for any 0 ≤ t ≤ T , using (3.9), (3.17) and Cauchy-
Schwarz’s inequality, one has (3.22).
Proof of Proposition 3.1 Now, following the three steps above, we are ready to prove Proposition
3.1. Summing up the estimates (3.9), (3.17) and (3.22), and taking δ˜ and N1(T ) suitably small, we
have
(1 + t)ξ
(‖[ϕ, ψ, ζ](t)‖2α,β + ‖∂x[ϕ, ψ, ζ](t)‖2)+ ∫ t
0
(1 + τ)ξ‖∂x[ϕ, ∂x[ψ, ζ]](τ)‖2dτ
+
∫ t
0
(1 + τ)ξ
(
β‖[ϕ, ψ, ζ, ](τ)‖2α−1,β + ‖[ζ, ∂x[ψ, ζ]](τ)‖2α,β
)
dτ
≤C (‖[ϕ0, ψ0, ζ0]‖2ϑ,β + ‖∂x[ϕ0, ψ0, ζ0]‖2)
+ ξ
∫ t
0
(1 + τ)ξ−1
(‖[ϕ, ψ, ζ](τ)‖2α,β + ‖∂x[ϕ, ψ, ζ]‖2) dτ, (3.27)
where C is a positive constant independent of T , α, β, N1(T ) and δ˜. Hence, similarly as in [18, 40],
applying an induction to (3.27) gives desired estimate (3.8).
3.2 The a priori estimates for M+ = 1
This subsection is devoted to prove the algebraic decay estimate for the transonic case M+ = 1 in
Theorem 1.2. For the convenience of stating the a priori assumption, we use the notations
N2(T ) := sup
0≤t≤T
‖(ϕ, ψ, ζ)(t)‖ϑ,B,1. (3.28)
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Proposition 3.2. Assume the same conditions as in Theorem 1.2 (ii) hold. Suppose [ϕ, ψ, ζ] ∈
X([0, T )) is a solution to (3.1), (3.2) and (3.3) which satisfies (1+Bx)
ϑ
2 ϕ, (1+Bx)
ϑ
2 ψ, (1+Bx)
ϑ
2 ζ ∈
C([0, T ];H1(R+)) for certain positive constants T , B and ϑ ∈ [2, ϑ∗), where B and ϑ∗ is respec-
tively defined in (3.30) and (1.15). For arbitrary α ∈ [0, ϑ], there exist positive constants C and ε2
independent of T such that if N2(T ) + δ˜ ≤ ε2 is satisfied, it holds for an arbitrary t ∈ [0, T ] that
(1 + t)
α
2
+κ‖[ϕ, ψ, ζ](t)‖2α,B,1 +
∫ t
0
(1 + τ)
α
2
+κ‖[ζ, ∂x[ϕ, ψ, ζ], ∂2x[ψ, ζ]](τ)‖2α,Bdτ
≤C(1 + t)κ‖[ϕ0, ψ0, ζ0]‖2ϑ,B,1, (3.29)
where κ is positive constant.
In order to prove Proposition 3.2, we need to get a lower estimate for u˜(x) and the Mach number
M˜ on the stationary solution (ρ˜(x), u˜(x)) defined by M˜ := |u˜(x)|√
p′(ρ˜(x))
.
Lemma 3.5. (See [20]) The stationary solution u˜(x) satisfies
u˜x(x) ≥ A
(
u+
ub
)γ+2
δ˜2
(1 +Bx)2
> 0, A :=
(γ + 1)ρ+
2λ
, B = δ˜A (3.30)
for x ∈ (0,∞). Moreover, there exists a positive constant C such that
(γ + 1)δ˜
2|u+|(1 +Bx) − C
δ˜2
(1 +Bx)2
≤ M˜ − 1 ≤ C δ˜
1 +Bx
. (3.31)
Proof. Please refer to [20] for the detailed proof.
Lemma 3.6. There exists a positive constant ε2 such that if N2(T ) + δ˜ ≤ ε2, then
(1 + t)ξ‖[ϕ, ψ, ζ](t)‖2α,B + δ˜2
∫ t
0
(1 + τ)ξ‖[ϕ, ψ](τ)‖2α−2,Bdτ + δ˜
∫ t
0
(1 + τ)ξ‖ζ(τ)‖2α−1,Bdτ
+
∫ t
0
(1 + τ)ξ‖[ζ, ∂x[ψ, ζ]](τ)‖2α,Bdτ +
∫ t
0
(1 + τ)ξϕ2(0, τ)dτ
≤C‖[ϕ0, ψ0, ζ0]‖2ϑ,B + ξ
∫ t
0
(1 + τ)ξ−1‖[ϕ, ψ, ζ](τ)‖2α,Bdτ + Cδ˜
∫ t
0
(1 + τ)ξ‖∂xϕ‖2α,B(τ)dτ (3.32)
holds for α ∈ [0, ϑ] and ξ ≥ 0.
Proof. Using (1.7)1, the equation (3.14) is rewritten to[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
t
+
[
ρuΦ(ρ, ρ˜) +
ρu
2
ψ2 +
ρu
2
ζ2 + (p(ρ)− p(ρ˜))ψ − λψψx − νζζx
]
x
+ µζ2 + λψ2x + νζ
2
x + ∂xu˜[ρψ
2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ] = −∂xω˜(u˜ϕζ + ρψζ)− λ∂
2
xu˜
ρ˜
ϕψ. (3.33)
Multiplying (3.33) byWα,B := (1+Bx)
α defined in Notation, then we integrate the resulting equality
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over R+ to get
d
dt
∫
R+
Wα,B
[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
dx+
∫
R+
Wα,B
[
µζ2 + λψ2x + νζ
2
x
]
dx
− ρ(0, t)ubΦ(ρ(0, t), ρ˜(0)) + αB
∫
R+
Wα−1,B
[
−ρuΦ(ρ, ρ˜)− ρu
2
ψ2 − (p(ρ)− p(ρ˜))ψ
]
︸ ︷︷ ︸
G1
dx
+
∫
R+
Wα,B∂xu˜
[
ρψ2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ] dx︸ ︷︷ ︸
G2
−λα(α− 1)
2
B2
∫
R+
Wα−2,Bψ
2dx︸ ︷︷ ︸
G3
−αB
2
∫
R+
Wα−1,Bρuζ
2dx︸ ︷︷ ︸
G4
−να(α − 1)
2
B2
∫
R+
Wα−2,Bζ
2dx︸ ︷︷ ︸
G5
=−
∫
R+
Wα,B∂xω˜(u˜ϕζ + ρψζ)dx︸ ︷︷ ︸
K1
−
∫
R+
Wα,B
λ∂2xu˜
ρ˜
ϕψdx︸ ︷︷ ︸
K2
, (3.34)
where we have used integration by parts and boundary condition (3.3).
It is easy to obtain that
−ρ(0, t)ubΦ(ρ(0, t), ρ˜(0)) ≥ cϕ(0, t)2.
Using Lemma 3.5 and decomposing ρ as ρ = ϕ+ (ρ˜− ρ+) + ρ+, u as u = ψ+ (u˜− u+) + u+, we have
the following estimates:
G1 ≥αB
∫
R+
Wα−1,B
[(
p′(ρ+)
3
2
2ρ+
ϕ2 +
ρ+
√
p′(ρ+)
2
ψ2
)
(M˜ − 1) + p
′(ρ˜)
2ρ˜
(
√
p′(ρ˜)ϕ− ρ˜ψ)2
]
dx
− CαB‖(1 +Bx)[ϕ, ψ]‖L∞‖[ϕ, ψ]‖2α−2,B − Cδ˜αB
∫
R+
Wα−1,B(ϕ
2 + ψ2)(M˜ − 1)dx
≥αB
∫
R+
Wα−1,B
(
p′(ρ+)
3
2
2ρ+
ϕ2 +
ρ+
√
p′(ρ+)
2
ψ2
)(
(γ + 1)δ˜
2|u+|(1 +Bx) − C
δ˜2
(1 +Bx)2
)
dx
− CαB‖(1 +Bx)[ϕ, ψ]‖L∞‖[ϕ, ψ]‖2α−2,B − Cδ˜2αB‖[ϕ, ψ]‖2α−2,B
≥ (γ + 1)αA
2|u+| δ˜
2
∫
R+
Wα−2,B
(
p′(ρ+)
3
2
2ρ+
ϕ2 +
ρ+
√
p′(ρ+)
2
ψ2
)
dx
− Cδ˜(N2(T ) + δ˜2)‖[ϕ, ψ]‖2α−2,B, (3.35)
G2 ≥A
(
u+
ub
)γ+2
δ˜2
∫
R+
Wα−2,B
[
ρψ2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ] dx
≥A
(
u+
ub
)γ+2
δ˜2
∫
R+
Wα−2,B
(
ρ+ψ
2 +
p′′(ρ+)
2
ϕ2
)
dx− Cδ˜2(‖ϕ‖L∞ + δ˜)‖[ϕ, ψ]‖2α−2,B
≥A
(
u+
ub
)γ+2
δ˜2
∫
R+
Wα−2,B
(
ρ+ψ
2 +
p′′(ρ+)
2
ϕ2
)
dx− Cδ˜2(N2(T ) + δ˜)‖[ϕ, ψ]‖2α−2,B. (3.36)
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For α ∈ (0, ϑ], we obtain the lower estimate of G1 +G2 +G3 as
G1 +G2 +G3
≥Aδ˜2
∫
R+
Wα−2,B
[
(γ + 1)αρ+
√
p′(ρ+)
4|u+| + ρ+
(
u+
ub
)γ+2
− λα(α − 1)
2
A
]
ψ2dx
+Aδ˜2
∫
R+
Wα−2,B
[
(γ + 1)αp′(ρ+)
3
2
4ρ+|u+| +
p′′(ρ+)
2
(
u+
ub
)γ+2]
ϕ2dx
− Cδ˜(N2(T ) + δ˜N2(T ) + δ˜2)‖[ϕ, ψ]‖2α−2,B
=Aρ+δ˜
2
∫
R+
Wα−2,B
[(
u+
ub
)γ+2
− α(α− 2)(γ + 1)
4
]
ψ2dx
+Aδ˜2
∫
R+
Wα−2,B
[
(γ + 1)αp′(ρ+)
3
2
4ρ+|u+| +
p′′(ρ+)
2
(
u+
ub
)γ+2]
ϕ2dx
− Cδ˜(N2(T ) + δ˜N2(T ) + δ˜2)‖[ϕ, ψ]‖2α−2,B
≥Aρ+(γ + 1)
4
δ˜2
∫
R+
Wα−2,B
[
4
γ + 1
− α(α − 2)
]
ψ2dx
+Aδ˜2
∫
R+
Wα−2,B
[
(γ + 1)αp′(ρ+)
3
2
4ρ+|u+| +
p′′(ρ+)
2
(
u+
ub
)γ+2]
ϕ2dx
− Cδ˜(N2(T ) + δ˜N2(T ) + δ˜2)‖[ϕ, ψ]‖2α−2,B
≥cδ˜2‖[ϕ, ψ]‖2α−2,B − Cδ˜(N2(T ) + δ˜N2(T ) + δ˜2)‖[ϕ, ψ]‖2α−2,B, (3.37)
where we have used Lemma 3.5, α < ϑ∗ and M+ = 1.
Similarly, we have
G4 +G5
≥αAρ+|u+|
2
δ˜‖ζ‖2α−1,B −
να(α − 1)A2
2
δ˜2‖ζ‖2α−2,B − Cδ˜(N2(T ) + δ˜)‖ζ‖2α−1,B
≥αAρ+|u+|
2
δ˜‖ζ‖2α−1,B − Cδ˜(N2(T ) + δ˜)‖ζ‖2α−1,B. (3.38)
Using Poincare´ type inequality (3.6) and (1.13), we have
K1 ≤Cδ˜
∫
R+
Wα,Be
−σx(ϕ2 + ψ2 + ζ2)dx
≤Cδ˜
∫
R+
Wα,Be
−σx
[
ϕ(0, t)2 + x‖∂x[ϕ, ψ, ζ]‖2
]
dx
≤Cδ˜ϕ(0, t)2 + Cδ˜‖∂x[ϕ, ψ, ζ]‖2 ≤ Cδ˜ϕ(0, t)2 + Cδ˜‖∂x[ϕ, ψ, ζ]‖2α,B, (3.39)
K2 ≤ Cδ˜3‖[ϕ, ψ]‖2α−2,B. (3.40)
Inserting the above estimations into (3.34) and then taking N2(T ) and δ˜ suitably small to satisfy
N2(T )≪ δ˜2 and δ˜ ≪ 1, we obtain
d
dt
∫
R+
Wα,B
[
ρΦ(ρ, ρ˜) +
ρ
2
ψ2 +
ρ
2
ζ2
]
dx + cϕ(0, t)2 + cδ˜2‖[ϕ, ψ]‖2α−2,B
+ cδ˜‖ζ‖2α−1,B + c‖[ζ, ∂x[ψ, ζ]]‖2α,B ≤ Cδ˜‖∂xϕ‖2α,B. (3.41)
Multiplying (3.41) by (1 + t)ξ and integrating in τ over [0, t] for any 0 ≤ t ≤ T , we have the desired
estimate (3.32) for α ∈ (0, ϑ]. Next, we prove (3.32) holds for α = 0. Multiplying (3.33) by (1 + t)ξ
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and integrating the resulting equality over R+ × (0, t), we have
(1 + t)ξ‖[ϕ, ψ, ζ](t)‖2 +
∫ t
0
(1 + τ)ξ‖[ζ, ∂x[ψ, ζ]](τ)‖2dτ +
∫ t
0
(1 + τ)ξϕ2(0, τ)dτ
≤C‖[ϕ0, ψ0, ζ0]‖2 + ξ
∫ t
0
(1 + τ)ξ−1‖[ϕ, ψ, ζ](τ)‖2dτ
+ C
∫ t
0
(1 + τ)ξ
∫
R+
|∂xω˜|(|ϕζ|+ |ψζ|)dxdτ + C
∫ t
0
(1 + τ)ξ
∫
R+
|∂2xu˜||ϕψ|dxdτ, (3.42)
where we have used the fact that ∂xu˜[ρψ
2 + p(ρ)− p(ρ˜)− p′(ρ˜)ϕ] ≥ 0 holds. Applying Lemma 3.1 to
the third term and fourth term on the right-hand side of (3.42) with the aid of (1.13), we obtain the
estimate (3.32) for the case of α = 0.
Lemma 3.7. There exists a positive constant ε2 such that if N2(T ) + δ˜ ≤ ε2, then
(1 + t)ξ‖∂xϕ‖2α,B +
∫ t
0
(1 + τ)ξ‖∂xϕ‖2α,Bdτ +
∫ t
0
(1 + τ)ξ(∂xϕ)
2(0, τ)dτ
≤C (‖[ϕ0, ψ0, ζ0]‖2ϑ,B + ‖∂xϕ0‖2ϑ,B)+ ξ ∫ t
0
(1 + τ)ξ−1
(‖[ϕ, ψ, ζ](τ)‖2α,B + ‖∂xϕ‖2α,B) dτ
+ CN2(T )
∫ t
0
(1 + τ)ξ‖∂2xψ‖2α,Bdτ (3.43)
holds for α ∈ [0, ϑ] and ξ ≥ 0.
Proof. Multiplying the summation of (3.18) and (3.19) byWα,B , and then taking integration over R+
further imply
d
dt
∫
R+
Wα,B
[
ψ∂xϕ+ λ
(∂xϕ)
2
2ρ2
]
dx+
∫
R+
Wα,B
p′(ρ˜)
ρ
(∂xϕ)
2dx
=
∫
R+
Wα,Bψ∂t∂xϕdx − λ
∫
R+
Wα,B(∂xϕ)
2ρ−3∂tρdx−
∫
R+
Wα,B∂x[p(ρ)− p(ρ˜)− p′(ρ˜)ϕ]∂xϕ
ρ
dx
−
∫
R+
Wα,B
∂xp
′(ρ˜)
ρ
ϕ∂xϕdx −
∫
R+
Wα,Bu∂xψ∂xϕdx −
∫
R+
Wα,B
u˜∂xu˜
ρ
ϕ∂xϕdx
−
∫
R+
Wα,B∂xu˜ψ∂xϕdx − λ
∫
R+
Wα,B∂xu
(∂xϕ)
2
ρ2
dx− λ
∫
R+
Wα,Bu
∂xϕ∂
2
xϕ
ρ2
dx
− λ
∫
R+
Wα,B
∂xϕ
ρ2
∂xρ∂xψdx− λ
∫
R+
Wα,B∂
2
xu˜ϕ
∂xϕ
ρ2
dx− λ
∫
R+
Wα,B∂xρ˜∂xψ
∂xϕ
ρ2
dx
− λ
∫
R+
Wα,B∂
2
xρ˜ψ
∂xϕ
ρ2
dx− λ
∫
R+
Wα,B∂xu˜
(∂xϕ)
2
ρ2
dx =
16∑
l=3
Kl,
(3.44)
where Kl (3 ≤ l ≤ 16) denote the corresponding terms on the left of (3.44).
Applying Sobolev’s inequality, Young’s inequality and Cauchy-Schwarz’s inequality with 0 < η < 1
and using Theorem 1.1(ii), one has
K3 =
∫
R+
Wα,B∂xψ∂x(ρu − ρ˜u˜)dx+
∫
R+
∂x(Wα,B)ψ∂x(ρu− ρ˜u˜)dx
≤(N2(T ) + η)‖∂xϕ‖2α,B + (C + Cη)δ˜2‖[ϕ, ψ]‖2α−2,B + (C + Cη +N2(T ))‖∂xψ‖2α,B,
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K4 +K10 +K11
=− λ|ub|
2ρ(0, t)2
(∂xϕ)
2(0, t) +
λ
2
∫
R+
Wα,B∂xu˜(∂xϕ)
2ρ−2dx
+
λ
2
∫
R+
Wα,B∂xψ(∂xϕ)
2ρ−2dx+
λ
2
∫
R+
∂x(Wα,B)u(∂xϕ)
2ρ−2dx
≤− λ|ub|
2ρ(0, t)2
(∂xϕ)
2(0, t) + Cδ˜‖∂xϕ‖2α,B + C‖∂xψ‖H1‖∂xϕ‖2α,B
≤− λ|ub|
2ρ(0, t)2
(∂xϕ)
2(0, t) + C(δ˜ +N2(T ))‖∂xϕ‖2α,B + CN2(T )‖∂2xψ‖2α,B,
|K7|+ |K12|+ |K14|+ |K16|
≤(η + Cδ˜ + CN2(T ))‖∂xϕ‖2α,B + (Cη + Cδ˜)‖∂xψ‖2α,B + CN2(T )‖∂2xψ‖2α,B,
|K5|+ |K6|+ |K8|+ |K9|+ |K13|+ |K15|
≤C(N2(T ) + δ˜)‖∂x[ϕ, ψ]‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B.
Inserting the above estimates for Kl (3 ≤ l ≤ 16) into (3.44) and then choosing N2(T ), δ˜ and η
suitably small, we obtain
d
dt
∫
R+
Wα,B
[
ψ∂xϕ+ λ
(∂xϕ)
2
2ρ2
]
dx+ ‖∂xϕ‖2α,B + (∂xϕ)2(0, t)
≤C‖∂xψ‖2α,B + CN2(T )‖∂2xψ‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B. (3.45)
Multiplying (3.45) by (1 + t)ξ and integrating in τ over [0, t] for any 0 ≤ t ≤ T , using (3.32) and
Cauchy-Schwarz’s inequality, we have the desired estimate (3.43) for α ∈ (0, ϑ]. Then we can prove
(3.43) holds for α = 0 with the help of Lemma 3.1 and Sobolev’s inequality.
Lemma 3.8. There exists a positive constant ε2 such that if N2(T ) + δ˜ ≤ ε2, then
(1 + t)ξ‖∂x[ψ, ζ](t)‖2α,B +
∫ t
0
(1 + τ)ξ‖∂2x[ψ, ζ]‖2α,Bdτ
≤C (‖[ϕ0, ψ0, ζ0]‖2ϑ,B + ‖∂x[ϕ0, ψ0, ζ0]‖2ϑ,B)
+ ξ
∫ t
0
(1 + τ)ξ−1
(‖[ϕ, ψ, ζ](τ)‖2α,B + ‖∂x[ϕ, ψ, ζ]‖2α,B) dτ (3.46)
holds for α ∈ [0, ϑ] and ξ ≥ 0.
Proof. Multiplying (3.1)2 by −Wα,B ∂
2
xψ
ρ
, and then integrating the resulting equations over R+, one
has
1
2
d
dt
∫
R+
Wα,B(∂xψ)
2dx+ λ
∫
R+
Wα,B
(∂2xψ)
2
ρ
dx
=−
∫
R+
∂x(Wα,B)∂tψ∂xψdx︸ ︷︷ ︸
K17
∫
R+
Wα,B
∂x[p(ρ)− p(ρ˜)]
ρ
∂2xψdx︸ ︷︷ ︸
K18
+
∫
R+
Wα,Bu∂xψ∂
2
xψdx︸ ︷︷ ︸
K19
+
∫
R+
Wα,B
u˜∂xu˜
ρ
ϕ∂2xψdx︸ ︷︷ ︸
K20
+
∫
R+
Wα,B∂xu˜ψ∂
2
xψdx︸ ︷︷ ︸
K21
. (3.47)
We utilize Cauchy-Schwarz’s inequality with 0 < η < 1 to address the following estimates:
|K17| ≤ Cδ˜‖∂x[ϕ, ψ, ∂xψ]‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B,
16
|K18|+ |K19| ≤ η‖∂2xψ‖2α,B + Cη‖∂x[ϕ, ψ]‖2α,B,
|K20|+ |K21| ≤ η‖∂2xψ‖2α,B + Cη δ˜2‖[ϕ, ψ]‖2α−2,B.
Substituting the above estimates for Kl (17 ≤ l ≤ 21) into (3.47) and taking η small enough, one has
1
2
d
dt
∫
R+
Wα,B(∂xψ)
2dx+ ‖∂2xψ‖2α,B ≤ C‖∂x[ϕ, ψ]‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B. (3.48)
Multiplying (3.1)3 by −Wα,B ∂
2
xζ
ρ
, and integrating the resulting equality over R+, we obtain
1
2
d
dt
∫
R+
Wα,B(∂xζ)
2dx+ ν
∫
R+
Wα,B
(∂2xζ)
2
ρ
dx
=−
∫
R+
∂x(Wα,B)∂tζ∂xζdx︸ ︷︷ ︸
K22
∫
R+
Wα,Bu∂xζ∂
2
xζdx︸ ︷︷ ︸
K23
+µ
∫
R+
Wα,B
ζ
ρ
∂2xζdx︸ ︷︷ ︸
K24
+
∫
R+
Wα,B
∂xω˜
ρ
(u˜ϕ+ ρψ)∂2xζdx︸ ︷︷ ︸
K25
. (3.49)
To obtain the estimates for K22-K25, we use Cauchy-Schwarz’s inequality with 0 < η < 1 to get
|K22| ≤ Cδ˜‖∂x[ζ, ∂xζ]‖2α,B + Cδ˜‖ζ‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B,
|K23|+ |K24| ≤ η‖∂2xζ‖2α,B + Cη‖[ζ, ∂xζ]‖2α,B,
|K25| ≤ η‖∂2xζ‖2α,B + Cη δ˜2‖[ϕ, ψ]‖2α−2,B.
Then we have
1
2
d
dt
∫
R+
Wα,B(∂xζ)
2dx + ‖∂2xζ‖2α,B ≤ C‖[ζ, ∂xζ]‖2α,B + Cδ˜‖ζ‖2α,B + Cδ˜2‖[ϕ, ψ]‖2α−2,B (3.50)
if η is small enough.
The summation of (3.48) and (3.50), and multiplying the resulting inequality by (1 + t)ξ, then
integrating the resulting inequality in τ over [0, t] for any 0 ≤ t ≤ T , using (3.32) and (3.43), then
(3.46) holds for α ∈ (0, ϑ]. Then we can prove (3.46) holds for α = 0 with the help of Lemma 3.1 and
Sobolev’s inequality.
Proof of Proposition 3.2 Now, following the three steps above, we are ready to prove Proposition
3.2. Summing up the estimates (3.32), (3.43) and (3.46), and taking δ˜ and N1(T ) suitably small, we
have
(1 + t)ξ‖[ϕ, ψ, ζ](t)‖2α,B,1 +
∫ t
0
(1 + τ)ξ
(
δ˜2‖[ϕ, ψ](τ)‖2α−2,B + ‖[ζ, ∂x[ϕ, ψ, ζ], ∂2x[ψ, ζ]](τ)‖2α,B
)
dτ
≤C‖[ϕ0, ψ0, ζ0]‖2ϑ,B,1 + ξ
∫ t
0
(1 + τ)ξ−1‖[ϕ, ψ, ζ](τ)‖2α,B,1dτ, (3.51)
where C is a positive constant independent of T , α, β, N1(T ) and δ˜. Hence, similarly as in [18, 40],
applying an induction to (3.51) gives desired estimate (3.29).
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