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O Sommaire
Ce travail a pour objet l’étude, au moyen de la simulation numérique, des instabi
lités magnétohydrodynamiques se produisant dans les cuves de production de l’alu
minium, et plus spécifiquement de celles qui se manifestent sous la forme d’une onde
rotative à la surface de l’aluminium liquide : le roulis.
Nous élaborons une méthode numérique, combinant la technique des contours à
une discrétisation en volumes finis, pour résoudre les équations non stationnaires de
la magnétohydrodynamique dans un système tridimensionnel à deux fluides. Nous
employons une formulation en terme du potentiel magnétique vectoriel pour obtenir
exactement un champ magnétique à divergence nulle.
Nos expériences numériques confirment des résultats obtenus par d’autres auteurs
et nous identifions les mécanismes physiques à l’origine du roulis. Nous étudions
l’influence du rapport d’aspect du système et du champ magnétique vertical, puis
nous démontrons que les courants induits sont stabilisateurs. Enfin, nous décollvrons
une nouvelle instabilité et en donnons l’explication physique.
Mots clés magnétohydrodynamique, illstabilités, roulis du métal liquide, potentiel
magnétique vectoriel, production de l’aluminium, simulation numérique, méthode
des contours.
o
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o $ummary
This work aims to investigate, by means of numerical simulation, the magnetohydro
dynamic instabilities occurring in aluminum production celis, and especially the kind
that takes place as a rotating wave at the aluminum’s surface: the metal pad roil.
We design a numerical method combining a level set technique together with a finite
volumes discretization, in order to solve the non stationary magnetohydrodynamic
equations in a three-dimensional two-fluid system. We take a formulation in terms of
the magnetic vector potential to overcome the difficulty of keeping a divergence-free
magnetic field.
Our numerical experiments confirm results obtained by other authors and we identify
the physical mechauism driving the metal pad roli. We investigate the effects of
varying the aspect ratio of the system and the vertical magnetic field, then we show
that the induced currents are stabilizing. Finally, we discover a new instability and
give it a physical explanation.
Key words : magnetohydrodynamics, instabilities, metal pad roll, magnetic vector
potential, aluminum production, numerical simulation, level set method.
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O Avant-propos
Le présent travail a pour objet l’étude, au moyen de la simulation numérique, des
instabilités magnétohydrodynamiques (MHD) survenant dans les cuves de produc
tion de l’aluminium’, dans lesquelles un bain électrolytique repose sur une couche
d’aluminium liquide. Ces instabilités, prenant la forme de vagues d’amplitude crois
sante à l’interface entre les deux fluides, sont attribuables aux importantes forces
magnétiques impliquées dans l’écoulement.
Nous nous intéressons plus spécifiquement à un type d’onde rotative, qu’on nomme
roulis de l’aluminium liquide. Nous souhaitons expliquer le mécanisme qui entre
tient une telle onde et la conduit à l’instabilité. Nous proposons donc d’analy
ser séparément les forces agissant sur le système, puis d’étudier l’influence sur
l’écoulement de la composante verticale du champ magnétique. Celle-ci a en effet
déjà été identifiée comme étant un facteur déterminant dans le développement des
instabilités, mais nous souhaitons pousser l’analyse au voisinage du seuil de stabilité.
Il nous faudra pour cela concevoir un modèle numérique tridimensionnel, entièrement
dynamique, avec une technique spéciale pour suivre les mouvements de la surface
de l’aluminium.
Présentation du travail
Nous débuterons au chapitre 1 en exposant les rudiments de la production de l’alu
minium, afin de situer dans son contexte le problème des instabilités MHD et d’en
saisir les enjeux. Nous ferons par la suite un survol des recherches déjà conduites
o
____
1Cette étude fait l’objet d’une bourse d’Alcan International Limitée.
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sur le sujet, tant du point de vue de l’analyse par linéarisation que de la simula
tion numérique. Plis, nous présenterons au chapitre 2 la modélisation de la phy
sique du système qu’est la cuve de production de l’aluminium: nous en décrirons
les équations, les mécanismes et les échelles de temps sur lesquelles ces derniers
agissent, après quoi nous procéderons à une analyse dimensionnelle. Nous trace
rons ensuite le bilan d’énergie avant de faire un premier pas vers l’élaboration du
modèle numérique en définissant une version idéalisée du système et en spécifiant les
conditions aux frontières. Nous enchaînerons, au chapitre 3, en présentant la tech
nique des contours, qui nous permet d’assurer le suivi de la position de la surface
de l’aluminium. Nous discrétiserons alors les équations pour élaborer l’algorithme
de simulation. Enfin, nous présenterons au chapitre 4 les résultats des expériences
numériques effectuées sur le roulis, après avoir validé le code de simulation sur des
ondes gravitationnelles pures. Nous comparerons le comportement et l’influence des
différentes forces dans le système et en tirerons des conclusions au sujet de leur effet
stabilisateur ou déstabilisateur. Nous confirmerons également les résultats d’autres
auteurs en ce qui a trait à l’influence du champ magnétique vertical. Pour terminer,
nous décrirons une nouvelle instabilité MMD et en expliquerons le mécanisme, avant
de conclure.
Contributions originales
Les aspects originaux de l’étude physique sont
1. la décomposition terme à terme des équations pour isoler l’influence de chacune
des forces impliquées
2. la mise en relief de l’effet stabilisateur des courants électriques induits par l’écoulement
3. la découverte d’une nouvelle instabilité MMD.
Les aspects originaux de la méthode numérique sont:
o
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1. le modèle entièrement dynamique (hormis Gerbea,u et al. (2001), la plupart des
auteurs utilisaient un modèle partiellement stationnaire)
2. la combinaison de la méthode des contours, qui permet de traiter implicitement
les conditions à l’interface, avec une discrétisation tridimensionnelle en volumes
finis pour résoudre les équations de la MHD:
3. la méthode des volumes finis assure un schéma parfaitement conservatif, donc
plus près des mécanismes physiques de base; de plus, nous avons développé une
méthode qui permet d’éviter le calcul des moyennes, ce qui résulte en un schéma
moins diffusif:
4. la prise en compte d’un champ magnétique exactement sans divergence grâce à
une formulation en terme du potentiel magnétique vectoriel;
5. les conditions aux frontières, plus physiques, à dérivée normale nulle pour le
champ magnétique.
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QChapitre 1
Introduction: la physique de la
production de l’aluminium
1.1 Production de l’aluminium par électrolyse
1.1.1 Procédé de Hali—Hérouit
La méthode moderne de production de l’aluminium, dite procédé de Hail—Hérouit,
consiste essentiellement à l’extraire par électrolyse de l’alumine (Al203). Il faut donc
d’abord dissoudre celle-ci dans un bain électrolytique. Autrefois constitué de cryo
lithe pure, il s’agit aujourd’hui d’une solution artificielle de cryolithe et de fluorures
d’aluminium et de calcium. Ensuite, on plonge légèrement sous la surface du bain
des anodes de carbones desquelles émane un courant électrique continu de l’ordre
de quelques centaines de milliers d’ampères (400 kA typiquement de nos jours).
L’électrolyse, dont résulte l’aluminium ainsi que du gaz carbonique, se produit selon
l’éciuation chimique (Grjotheim et al., 1982)
2 Al2 03 (alumine) + 3 C (anodes) 4 Al + 3 C02.
o
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1.1.2 Cuve d’électrolyse
La réaction a lieu dans une cuve d’électrolyse telle que représentée par la figure 1.1,
an fond de laquelle se dépose l’aluminium liquide produit, qui y est régulièrement
recueilli.
0.38 m
Figure 1.1 Cuve d’électrolyse de Hall—Héroult (modèle AP3O)
Vu la superficie de la cuve, même si l’intensité du courant imposé est considérable,
sa densité demeure relativement faible, soit environ 100 fois moindre que celle d’un
courant de 12 A dans un fil de cuivre conventionnel. Néanmoins, le bain étant de
l’ordre de fois plus résistif que l’aluminium liquide, dont la conductivité est
voisine de celle du cuivre, un important chauffage du système se produit par effet
Joule. Et, afin de garder cette chaleur dans le système, il est d’usage (Grjotheim
et al., 1982) de répandre sur la surface du bain électrolytique, entre les anodes, une
couche d’alumine en poudre qui finira par former une croûte partiellement solide
avec le temps (figure 1.2).
capot
alimenteur
tige de l’anode
4.3
13.6 m
—anode
bain électrolytique
aluminium liquide
cathode
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G [] croûte d’alumine solide fl
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anode de Z jtWde carbone
Des alimenteurs, de long tubes métalliques, percent périodiquement cette croûte
pour injecter de l’alumine dans le bain, afin d’en maintenir la concentration.
1.1.3 Salle de cuves
Dans les usines de production d’aluminium, les cuves sont disposées dans une salle
de cuves comme sur la figure 1.3, et branchées en série à l’alimentation électrique
par des conducteurs métalliques (usine Alcan Grande-Baie, 2002). Or, le passage
d’un courant de 400 kA dans ce système induit dans la salle un champ magnétique
ambiant dont l’intensité moyenne se situe autour de 10 mT mais peut varier signi
ficativement localement. En effet, en approchant le conducteur par un cylindre, on
peut obtenir un ordre de grandeur de l’intensité B du champ magnétique induit à
l’extérieur du cylindre, à une distance d du centre de celui-ci, au moyen de la formule
suivante (Wangsness, 1986)
B=2
27rd
Ainsi, un courant I = 400 kA induit un champ magnétique de 10 mT à 8 m du
centre du conducteur.
Ce champ magnétique, à son tour, engendre une importante force magnétique sur
les fluides dans la cuve, de laquelle résulte un brassage continu. Ce dernier est en fait
400 kA bain électrolytique
aluminium liquide s 20 cm18 cm
4.3 m
Figure 1.2 Coupe transversale de la cuve d’électrolyse (modèle AP3O)
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Q nécessaire à la redistribution uniforme de l’alumine périodiquement injectée dans la
cuve (Ai, 1985).
bloc d’alimentation
1.1.4 Le problème
Figure 1.3 Salle de cuves.
G
Il arrive à l’occasion que des vagues soient observées dans la cuve ; la plupart dis
paraissent spontanénient (Mon et al., 1976). Il s’agit d’ondes de différents types,
donnant lieu à des mouvenients de l’interface entre le bain et l’aluminium liquide.
Ils perturbent la distribution du couralit dans la cuve. Des paramètres telles la confi
guration et l’intensité du champ magnétique ambiant détermineront si l’amplitude
de ces vagues croîtra. Il est alors question d’instabilités magnétohydrodynamiques.
Enfin, si les vagues sont assez grandes pour que la surface de l’aluminium liquide
entre en contact avec les anodes, il y a risque de court-circuit. Il faut donc éviter
qu’elles croissent.
conducteur
/
/Z
//
N,,,
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En pratique, ce problème d’effets de vague, comme on le désigne dans les usines, est
contourné en maintenant le bain électrolytique à une épaisseur suffisante. Toutefois,
la forte résistance de celui-ci engendre d’énormes pertes d’énergie par effet Joule.
Cette solution s’avère donc coûteuse. On recourt également à un contrôle en temps
réel du courant dans les anodes individuelles (usine Alcan Grande-Baie. 2002), de
sorte qu’il demeure pratiquement uniforme dans la cuve. Lorsqu’on perd le contrôle
de la cuve, on interrompt complètement son fonctionnement pour éviter le court-
circuit, jusqu’à ce que la situation se résorbe. Enfin, certains producteurs. comme
Péchiney (Givry, 1967), ont choisi de disposer les conducteurs dans les salles de cuves
de sorte à équilibrer les forces magnétiques au centre de la cuve, et ainsi réduire les
risques de déclenchement de ces vagues.
Il est donc impératif de comprendre le phénomène des instabilités magnétohydro
dynamiques pour pouvoir apporter une solution au problème des effets de vague. En
raison de la température élevée du milieu, des données expérimentales sont difficiles à
obtenir : elles se limitent aux mesures de l’érosion anisotrope de tiges de fer plongées
dans le bain (Grjotheim et al., 1982), au suivi d’un traceur radioactif ou à la mesure
de Fintensité du courant dans les anodes (Mon et al., 1976). L’observation directe de
la position de l’interface est par ailleurs impossible. Il est donc nécessaire de recourir
à la simulation numérique, ce qui fera l’objet du présent travail.
1.2 Revue de littérature
Nous allons présenter dans cette section un survol des travaux déjà effectués sur le
sujet des instabilités MHD dans les cuves de Hall—Héroult. Nous les regrouperons
selon deux rubriques t les études analytiques et les simulations numériques. Mais,
décrivons «abord brièvement les différents types d’ondes qu’on y observe.
o
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1.2.1 Types d’ondes
Comme on l’a mentionné à la section 1.1.4, il arrive que l’interface entre l’aluminium
et le bain électrolytique se mette en mouvement. L’amincissement de la couche
supérieure, déjà peu épaisse, affecte la résistance de la colonne locale de fluide et
perturbe la distribution uniforme du courant électrique, ce qui a pour effet de rompre
l’équilibre global de l’écoulement dans la cuve. Ces mouvements de l’interface sont
dus à des instabilités magnétohydrodynamiques. Urata (1985) les a classifiées selon
trois catégories
1. Ondes capillaires:
Dues à la tension de surface, elles peuvent causer des rides d’amplitude négligeable
et sont rapidement dissipées.
2. Ondes courtes:
Elles présentent des périodes de l’ordre de 1 — 20 s et sont attribuables à l’échap
pement des bulles de gaz carbonique par le haut de la cuve (Ai, 1985) et aux
fluctuations des courants anodiques qui résultent de la déformation de l’interface.
Les variations locales de la force entre les courants voisins induisent à leur tour
une force de pincement sur l’interface, qui a pour effet d’amplifier sa déformation.
Notons que Moreau and Ziegler (1986) répertorient également parmi les ondes
courtes une variante MHD des instabilités de cisaillement à l’interface, dites de
Kelvin—Helmholtz (Drazin and Reid. 1982).
3. Ondes longues:
Il s’agit d’ondes gravitationnelles internes, avec des périodes de Fordre de 36 — 57 s,
perturbées par la force magnétique. Selon la configuration des conducteurs dans
la salle de cuves (IViori et al., 1976). elles se présentent sous deux formes différentes:
ondes stationnaires et ondes faisant le tour de la cuve en sens antihoraire, quon
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désignera par le terme roulis. Segatz and Droste (1994) soulignent qu’il est pos
sible que les ondes stationnaires résultent en fait de la rencontre de deux ondes
longues voyageant en sens inverses. C’est à ce type d’ondes qu’on s’intéresse dans
le présent ouvrage.
1.2.2 Analyse par linéarisation
Nombre d’auteurs se sont penchés sur le phénomène des ondes d’interface, et ont
tenté de dériver des critères de stabilité analytiques au moyen d’études par linéarisation.
Les hypothèses de travail les plus fréquentes sont
1. Approximation magnétostatique:
D’après une analyse dimensionnelle, LaCamera et al. (1991) établissent que la
part de courant induit par le mouvement des fluides dans la cuve n’est que de
l’ordre de 40 %, aussi peut-on négliger, du moins en première approximation, le
terme y x B dans la loi d’Ohm:
J =u(E+v x B),
où J est la densité de courant électrique, u est la conductivité électrique, puis
E. B et y sont respectivement les champs électrique, d’induction magnétique et
de vitesse. Seuls de rares auteurs (Ziegler. 1993) n’ont pas négligé ce terme.
De plus, comme on le verra à la section 2.2.7, le temps de propagation d’une
fluctuation du champ magnétique causée par une variation du courant est ty
piquement très court par rapport aux autres phénomènes de transport dans la
cuve, hormis peut-être les mouvements associés aux bulles de gaz carbonique qui
s’échappent de la cuve. Aussi est-il justifié de considérer la forme stationnaire
des équations de IVIaxwell. comme V x B 110J ou V . J = 0. et ainsi calculer les
distributions du courant électrique et du champ magnétique avec des méthodes
statiques.
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2. Rapport de conductivité infini:
On considère le rapport de conductivité entre l’aluminium et le bain électrolytique,
qui est en fait de l’ordre de comme étant infini. Cela permet de supposer
l’absence de courants horizontaux dans le bain.
3. Anode continue:
Les canaux interanodiques1 sont en général négligés, histoire de simplifier la
géométrie en remplaçant toutes les anodes par une seule s’étendant sur toute la
superficie de la cuve. Cette approximation permet de considérer qu’une densité de
courant uniforme émane de la frontière supérieure de la cuve à l’état stationnaire.
Mentionnons seulement au passage que certains auteurs ont étudié les effets de
ces canaux. Supposons ainsi que le volume de la couche de gaz sous la croûte
d’alumine soit significatif. Cela impliquerait que la pression pourrait être relâchée
par les canaux. Alors, la force magnétique ne pourrait pas être équilibrée par un
gradient de pression partout, ce qui induirait un écoulement dans le bain. Cest
à partir de cette hypothèse que Moreau and Evans (1984) et Moreau and Ziegler
(1988) ont élaboré un modèle de prédiction du patron de l’écoulement dans la
cuve.
4. Existence d’un état stationnaire:
C’est l’état qui sera perturbé. Rarement explicité, sauf par Sneyd (1985), on
suppose généralement qu’il existe et qu’il est caractérisé par une interface alumi
nium—électrolyte plane et horizontale. Mentionnons au passage que, d’après La
Camera et al. (1991), des expériences en usine chez Alcoa ont montré, à l’encontre
‘zones situées entre les anodes dans le haut de la cuve
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des résultats intuitivement attendus, qu’une telle forme de l’interface n’augmente
pas la stabilité des cuves.
5. Variations faibles:
p+(U.V)v=-Vp’+F,
où p est la densité de masse, F, la force magnétique, puis y et p’ sont respective
ment les fluctuations de vitesse et de pression par rapport à l’état stationnaire.
Lorsqu’il n’y a pas d’écoulemellt moyen U, le terme d’inertie disparaît.
On suppose la plupart du temps que l’écoulement est uniforme dans chaque
couche de fluide pour simplifier le modèle. La détermination du patron d’écoulement
est en soi un problème complexe, qu’Antille et al. (1994), par exemple, résolvent
à partir des données sur les variations du courant anodique.
Les perturbations introduites sont des ondes planes de faible amplitude, de sorte
que la courbure de l’interface soit négligeable.
6. Dimensions horizontales infinies et faibles dimensions verticales:
Sauf dans quelques travaux ($neyd and Wang, 1994 et Segatz and Droste, 1994),
il est nécessaire de considérer que les dimensions horizontales de la cuve sont
infinies pour dériver une relation de dispersion. L’écoulement est généralement
considéré comme étant puren;eiit horizontal, donc bidimensionnel.
7. Dissipation mécanique linéaire ou absente:
Evans et al. (1981) avaient utilisé un modèle de turbulence k
— (Launder and
Spalding, 1974) pour des simulations numériques, mais Moreau and Evans (1984)
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ont critiqué cette approche en donnant comme argument qll’un tel modèle de
turbulence dans un écoulement bidimensionnel implique de négliger le transport
turbillent vertical de la qilantité de mouvement, alors qu’il est en fait plus im
portant dans la cuve que le transport horizontal. Ceux-ci proposent alors de
substituer les termes de dissipation mécanique par un terme de traînée turbu
lente de la forme où ic est un coefficient de traînée visqueuse turbulente. La
plupart des auteurs des travaux analytiques ultérieurs ont adopté cette approche.
1.2.2.1 Relations de dispersion
Nons présentons ici les relations de dispersion2 établies par les différents autellrs
w w(k), où w est la fréquence angillaire complexe et k = (t, m) est le nombre
d’onde. La perturbation de la forme d’une onde plane ez(tx+mY_t) devient instable
lorsque la partie complexe de w prend une valeur positive. Il s’agit alors d’un coeffi
E) cient d’amplification. On désigne par h et 1e les épaisseurs de l’aïuminillm liquide
et du bain électrolytique respectivement, et par fla et Pc leurs densités.
• Urata et al. (1976)
Au moyen de l’équation de Bernouilli généralisée, les ailteurs dérivent une éqllatiOfl
de dispersion pour l’écoulement sans dissipation mécanique ni effets magnétiqiles:
f /pgk
w =
Pc coth kha ± Pe coth khe’
(1.1)
où k = kW. Puis. ils posent l’équation d’onde perturbée par les forces ma
gnétictles, sans la résolldre analytiquement. Plus tard, le calcul numérique des
modes normaux par Urata (1985) a permis de conclure que seuls les modes de
2Afii de faciliter la comparaison des différentes relations de dispersion, nous les avons récrites
sous des formes semblables, possiblement différentes de celles qu’elles prennent dans les articles
originaux.
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plus grande longueur d’onde coilduisent à l’instabilité, principalement alimentée
par les gradients horizontaux du champ magnétique vertical.
$ieyd (1985)
Ici, l’auteur considère une couche d’aluminium infiniment profonde et calcule
explicitement un état statiollilaire, pour lequel la force magnétique est com
plètemellt équilibrée par un gradient de pression. Avec un champ d’inductioll
magnétique ambiant tel que V x B ,uoJo, avec seulement des variatious
linéaires
Qx+(R— l/2)y
B=B0+0J0 (R+1/2)x—Qy
o
où B0 est un champ ulliforme, et Q et R sont des collstalltes arbitraires sans
dimension, l’auteur obtiellt la relation de dispersion:
/Apgk + 0Jhe [k - R(12 - m2)/k + 2Qtm/k]
w = . (1.2)
‘1 pa+pecothkhe
On retrouve le même dénominateur en tirant la limite de celui de (1.1) lorsque
ha — oc, selon l’hypothèse de l’auteur.
En l’absence d’un champ magnétique ambiant (Q = R = O), on obtient:
/(Lpg + k
pa+pecothkhe
L’auteur en déduit que le champ localement induit par le courant vertical dans
la cuve est stabilisateur, puisqu’il génère une force restauratrice, travaillant dans
le même sens que la gravité.
Q
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Par contre, l’effet du champ ambiant peut être déstabilisateur. Prenons pour
exemple3 une onde en direction x, donc avec m = O. La relation (1.2) devient
alors
—
/tpgk + 0Jkhe ( — R)
Pa+PecOthkhe
dont on déduit que l’amplitude de l’onde croîtra si
1 tp g sinh kheR> +
oJhecothkhe
La fonction sinh khe/ coth khe est monotone et croissante pour khe > O, donc le
seuil d’instabilité sera plus bas pour les grandes longueurs d’onde et pour une
mince profondeur de bain.
Sneyd (1992)
G Dans ce modèle, l’auteur considère cette fois une profondeur finie d’aluminium
et la présence d’un courant stationnaire horizontal JH, seulement dans la couche
d’aluminium. Cette hypothèse repose sur le très grand (‘-.. 1O) rapport de
conductivité entre les deux fluides. Puis, un champ d’induction magnétique
linéaire général, de la forme suivante est posé
dxxX + xyY + xzZ
Bo(Jox+JHz)+toJo /3xyX+/3yyY+/3yzZ
xzX + yzY + zzZ
Le champ uniforme déplaçant seulement l’équilibre sans affecter la relation de
dispersion, il est ignoré dans le modèle. L’auteur inclut par ailleurs les effets du
cisaillement à l’interface, ce qui fait apparaître un terme d’instabilité de Kelvin—
Helmholtz dans la relation de dispersion. Il tient également compte des forces
3Nous adoptons ici une démarche beaucoup plus simple que celle de l’auteur.
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capillaires, qui, finalement, s’avèrent être stabilisatrices. Nous ne nous intéressons
pas à ces effets ici la version simplifiée de l’équation de dispersion obtenue est
alors
. /(pg+JHBy)k+Ml+M2_M3 72
W = +
coth kha + p coth klle — T (1.3)
où on a défini
coth kha + ke coth khe
7= (1.4
Pa coth kka + Pe coth khe
et
1i0J0 het3H ka/3vcothkheM1
k sinh2 khe
— Z
sinh2 kha
POJOjHt hat3V
—.Z—
k2 sinh2 kka k
ioJ2 m2
M3=
2k2
avec
= + tm(
—
) + (m2 — 12)
t3v=k(m/3xz—t/3yz).
Le facteur d’amortissement 7 joue un rôle analogue à celui d’un oscillateur har
monique4. Les termes M1 et M2, représentant l’interaction entre les gradients
du champ ambiant et les courants vertical et horizontal respectivement, sont
déstabilisateurs lorsqu’ils sont négatifs ou complexes, comme le dit l’auteur. La
partie réelle de M1 correspond au mécanisme décrit par Sneyd (1985). Le terme
4Rappelons que, dans le cas d’une masse m au bout d’un ressort avec facteur d’amortissement b,
on a ‘y = b/m. Dans l’équation (1.4), le numérateur et le dénominateur jouent des rôles analogues
à b et à ra.
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M3, correspondant à la force de pincement, auparavant décrite par Urata (1985),
est toujours déstabilisateur.
Au moyen d’une analyse dimensionnelle, l’auteur constate que la partie imagi
naire de M1, donc les gradients horizontaux du champ horizontal et les gradients
verticaux du champ horizontal, représentés par /3v, engendre les effets les plus
déstabilisateurs.
De (1.4) se dégage enfin que les ondes les plus longues sont plus facilement
déstabilisées et que l’augmentation de l’épaisseur des couches de liquide est sta
bilisatrice. L’auteur explique cette dernière conclusion par le fait qu’il faut fournir
plus d’énergie pour mettre en mouvement une couche de fluide plus épaisse.
• ivloreau and Ziegler (1986)
Les auteurs procèdent un peu comme Sneyd (1992). Cependant, ils négligent
les gradients du champ magnétique ambiant et considèrent que la distribution
du courant stationnaire, comme l’avaient auparavant suggéré Moreau and Evans
(1984), n’est pas uniforme dans l’aluminium:
Jz = —Jo — Ji—ha
y
= J1—y,h
où y = O est au centre horizontal de la cuve et z = O est le plan de l’interface non
perturbée. Cette distribution non uniforme vient du fait que le courant est attiré
vers les parois de la cuve sur lesquelles sont branchés les conducteurs, comme le
suggéraient les calculs numériques de Lympany and Evans (1983).
La relation de dispersion résultante est
I Apgk+M1+M2
2 Pac0th/cha+pec0thkhe 4
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OÙ a la même définition que dans Sneyd (1992), et les termes d’interaction
magnétique ont un rôle analogue:
ii —
_______
khe
— kha
‘ tanhkh sinh2khe sinh2kha
poJoJi 2kha tanhkha
1112 =
. + (1 2ikhaCos&)4 tanh khe sinh 2kha kha
où O est l’angle entre le vecteur d’onde k et le courant horizontal JH• Les auteurs
soulignent que M2 est le terme dominant aux plus grandes longueurs d’onde, et
qu’il engendre un écoulement dans l’aluminium, conduisant à l’instabilité.
Plus tard, des calculs numériques, basés sur ce modèle et effectués par Moreau
and Ziegler (1988), on montré une excellente concordance entre les résultats et
les mesures expérimentales fournies par un producteur d’aluminium.
Pigny and Moreau (1992):
Ce travail généralise le modèle de Moreau and Ziegler (1986) pour tenir compte
des variations spatiales du champ magnétique ambiant et des courants. La rela
tion de dispersion résultante comporte ainsi une dépendance spatiale:
7 72
——,2 \j Pa coth kha + Pe coth khe 4
où n et m sont des nombres réels dépendant de x et de y. Leurs définitions et
l’analyse associée sont trop complexes pour être présentées ici. Les auteurs en
déduisent deux nouveaux mécanismes de déstabilisation par pincement différentiel
et par lévitation, ainsi qu’un terme équivalent au M3 de $neyd (1992), puis
concluent une fois de plus que les plus grandes longueurs d’ondes sont plus pro
pices à l’instabilité.
De l’ensemble de ces travaux se dégagent principalement quelques conclusions com
munes:
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• les modes les plus instables correspondent aux plus grandes longueurs d’onde;
• l’augmentation de l’épaisseur des couches de liquide est stabilisatrice;
• la configuration spatiale du champ magnétique ambiant et la présence de cou
rants horizontaux dans l’aluminium sont déterminants dans le mécanisme de
déstabilisation
• la dissipation mécanique (visqueuse) est toujours stabilisatrice.
Cependant, on constate surtout que, malgré les hypothèses extrêmement simpli
ficatrices sur lesquelles reposent ces modèles, ceux-ci se complexifient rapidement
lorsqu’il s’agit d’inclure des dépendances spatiales. De plus, on ne traite que des
effets de premier ordre, pour un mode de Fourier unique.
Mentionnons une exception à cet effet: Sneyd and Wang (1994) ont conduit une
analyse du couplage entre modes gravitationnels par les forces magnétiques. Il en
ressort que le seuil d’instabilité est significativement plus bas lorsque deux modes
ont des fréquences voisines, puisque la force restauratrice de l’un peut alimenter
l’autre par résonance.
Bref. étant donné les restrictions imposées par l’analyse par linéarisation et perturba
tion par modes de Fourier, il est pratiquement impossible d’approcher des problèmes
complexes comme le roulis de l’interface mentionné à la section 1.2.1. Il faut pour
cela faire appel à la simulation numérique.
1.2.3 Simulations numériques et roulis de l’interface
Nous allons ici décrire les modèles dynamiques de simulation des écoulements dans
les cuves de Hall—Héroult. et plus particulièrement du phénomène de roulis de l’in
terface. Mais rapportons d’abord le travail d’un pionnier sur le sujet.
o
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(J 1.2.3.1 Le modèle de Sele
Scie (1977) a probablement été le premier à donner une explication physique au
roulis et à le simuler numériquement, au moyen d’un modèle semi-dynamique dans
lequel le temps n’est pas un paramètre. Ii a également dérivé, pour des ondes de
faible amplitude, un critère de stabilité basé sur les résultats de ses simulations,
en terme de la hauteur d’aluminium liquide, de la distance interpolaire5, du champ
magnétique vertical moyen, de l’intensité du courant, et d’une constante empirique.
$011 modèle consistait à calculer l’écoulement et la forme de l’interface stationnaires,
à introduire une perturbation, puis à effectuer une série de rajustements de la distri
bution de courant électrique et de calculs des états stationnaires correspondants. Le
champ magnétique était gardé constant et le courant était ajusté selon l’hypothèse
qu’il devrait se concentrer là où la distance interpolaire est la plus courte dans le
bain6, comme l’illustre la figure 1.4. Puis, les variations du courant vertical dans le
bain sont compensées par un courant horizontal ‘h dans l’aluminium, celui-ci étant
un excellent conducteur. Il résulte de l’action de l’induction magnétique verticale
B une force magnétique F, poussant l’interface à tourner dans le sens antihoraire.
À chaque itération avec ce modèle, l’interface tourne de 90 degrés, la force ma
gnétique étant orientée à angle droit avec l’inclinaison de l’interface, comme on le
voit sur la figure 1.4. Ainsi, un cycle du roulis nécessite quatre itérations. Procédant
ainsi, $ele a effectué une série de simulations avec ce modèle, en variant les pa
ramètres tels les hauteurs ha et he des fluides, l’intensité du courant I et l’intensité
moyenne du champ d’induction magnétique vertical B, pour en arriver à établir le
critère de stabilité empirique suivant
5distance entre la surface de l’aluminium et les anodes ; à peu près la hauteur du bain électrolytique
6Cette hypothèse a été confirmée ultérieurement avec un modèle tridimensionnel par les calculs
numériques de Gerbeau et al. (2001).
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C
Figure 1.4 Modèle de Sele (1977)
(he + D0) ha > A I, (1.5)
où D0 est une distance fictive inhérente au type d’anode utilisé (4 cm typiquement)
et A = 5 x 10_2 m2/T •kA est une constante empirique. La valeur de cette constante
dépend des canaux entre les anodes et la paroi de la cuve. Toutefois, dans un cas
idéal où une anode couvre la superficie totale de la cuve, l’auteur démontre que cette
constante est donnée par
A=
l2pg
Notons que cette expression est sujette à l’hypothèse d’une faible inclinaison de
l’interface.
1.2.3.2 Simulations dynamiques
Plusieurs chercheurs sont arrivés à reproduire numériquement le roulis de l’interface,
mais peu ont poussé l’analyse. Nous ne ferons part ici que des travaux les plus
notables
Les trois plans, de haut en bas, représentent : l’anode, l’interface alumi
nium—électrolyte et la cathode.
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• Potonik (1989)
Vinko Potoénik, un ingénieur d’Alcan, a effectué des simulations tridimension
nelles stationnaires avec E$TER/PHOENIC$, un code industriel, incluant un
modèle de turbulence k — e. Un point fort est la prise en compte des courants
induits par l’écoulement et des mouvements causés par l’échappement des bulles
de gaz.
Pour chaque expérience, une configuration spécifique du champ magnétique est
imposée, selon la disposition des conducteurs, et le courant aux frontières est
gardé fixe tollt au long de la simulation. Une attention particulière est accordée
au respect des détails de la cuve, minimisant ainsi le degré d’idéalisation.
Le roulis de l’interface est retrouvé et il est instable. Enfin, l’auteur tire des
conclusions sur la disposition des conducteurs dans la salle, mais ne discute
guère la physique du phénomène. Plus tard, il poursuit ce travail (Potoènik,
1991) pour conclure que l’épaisseur des couches de fluides et la distribution du
champ magnétique, donc la disposition des conducteurs dans la salle de cuves,
sont des facteurs importants pour la conception de cuve.
• Segatz et al. (1993) $
Ces auteurs, de chez VAW, en Allemagne, ont aussi effectué leurs simulations avec
E$TER/PHOENIC$, mais cette fois, le champ magnétique dû aux conducteurs
et à l’aimantation de l’acier est calculé avec un autre module. Les auteurs tirent
encore des conclusions surtout au sujet de la conception de cuve.
• Gerbeau et al. (2001) $
Probablement les premiers à effectuer leurs simulations avec un modèle com
Q plètement non stationnaire. Celui-ci est caractérisé par une discrétisation enéléments finis, dans une géométrie cylindrique avec dimensions horizontale et
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verticale égales. Le schéma numérique, original et partidulièremellt poli du point
de vue mathématique, permet de tenir compte des effets de la tension superfi
cielle. Notons toutefois que les éléments finis sont très diffusifs du point de vue
numérique.
Les auteurs ont effectué des simulations avec un champ magnétique vertical
uniforme et on retrouvé le roulis de l’iuterface. Les résultats obtenus ont infirmé
la conclusion de Davidson and Lindsay (1998), selon laquelle le moindre champ
magnétique vertical rendrait instable une cuve cylindrique7. Eu effet, Gerbeau
et al. (2001) ont observé un roulis stable, c’est-à-dire qui s’atténue avec le temps,
pour une intensité du champ magnétique en deçà d’un certain seuil. Les auteurs
utilisent un système d’unités arbitraires et des variables sans dimensioll, rendant
ainsi obscure l’interprétation physique de ce seuil.
• Approche eaux peu profondes:
C Cette approche repose sur l’hypothese que L, L » L, que les variations ver
ticales sont faibles et que la pression est la pression hydrostatique (Chaudry,
1993 et Saint-Venant, 1871). Leboucher et al. (1999) ont utilisé cette approche,
combinée avec l’approximation magnétostatique pour l’équation de Poisson, pour
simuler les vagues d’interface dans les cuves de Hall—Héroult. Les équations com
plètes de la MHD en approximation des eaux peu profondes ont été dérivées par
Gilman (2000) dans un contexte astrophysique.
Jusqu’à maintenant, les simulations numériques des écoulements IVIHD dans les cuves
et en particulier du roulis de l’interface ont été surtout effectuées par des ingénieurs
dont le souci était de concevoir des cuves stables plutôt que d’en comprendre la
physique.
7Ces auteurs avaient utilisé une approche par linéarisation et selon leur modèle également, l’insta
bilité du roulis est due à l’interaction entre modes gravitationnels, comme dans le cas de Sneyd
and Wang (1994).
QChapitre 2
Modèle physique
Dans le présent chapitre, nous détaillerons d’abord les caractéristiques de la cuve
délectrolyse, puis nous présenterons les équations qui décrivent l’écoulement en
commentant les différents mécanismes de transport en jeu.
2.1 La cuve de Hali—Hérouit
Il existe une grande variété des modèles de cuves, dont les paramètres, tels la taille, le
rapport d’aspect et l’intensité du courant d’électrolyse, diffèrent substantiellement.
Nous prendrons ici pour exemple la cuve AP3O, iltilisée notamment dans fusine
Alcan d’Alma. au Lac—Saint—Jean, qui constitue un bonne représentante des cuves
contemporaines.
2.1.1 Description statique de la cuve
Les tableaux 2.1 et 2.2 présentent respectivement les constantes physiques du système
et celles propres à chaque fluide. Une partie des valeurs a été fournie par les cher
cheurs d’Alcan (Centre de recherche et développement dAlcan à Arvida. 2002),O les autres étant accessibles dans Urata et al. (1976), Grjotheim et al. (19$2) et Ai
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0 (1985), par exemple. Chaque paramètre est accompagné du symbole mathématique
qui sera utilisé à partir d’ici pour y faire référence. Lorsqu’on voudra désigner la va
leur spécifique d’un paramètre à l’intérieur de l’aluminium ou du bain électrolytique,
on ajoutera les indices a et e respectivement’.
Dégageons quelques observations sur les valeurs des paramètres du système (ta
bleau 2.1)
• Rapport d’aspect:
La cuve présente un rapport d’aspect vertical relativement grand de L/L 36
et un rapport d’aspect horizontal de L/L 3,2.
• Densité du courant électrique:
Malgré son importante intensité, le courant électrique, distribué sur une surface
de 58,48 m2, a une densité environ 140 fois plus petite que celle d’un courant de
12 A dans un fil de cuivre typique de 2 mm de diamètre.
• Champ d’induction magnétique ambiant:
Le champ d’induction magnétique ambiant est dû aux sources externes, soit le
passage du courant dans les conducteurs dans la salle de cuves. Il est environ
200 fois plus important que celui de la Terre. L’influence de ce dernier sur le
système est donc négligeable.
1Ainsi. la densité de masse p p(r) dans la. cuve est variable, alors que celle de l’aluminium Pa est
constante. Autrement dit
O — 1mnimm hiquide occupe le point rsi le bain électrolytique occupe le point r
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Sources : Centre de recherche et développement d’Alcall à Arvida (2002), Usine
Alcan Grande-Baie (2002), Urata et al. (1976), Grjotheim et al. (1982) et M (1985).
‘égale à celle du vide
Tableau 2.1 Paramètres physiques du système
• Température:
La température dépasse largement le point de fusion à 660°C de l’aluminium,
qui est, par le fait même, liquide dans la cuve.
Dégageons également quelques remarques quant aux propriétés des fluides (tableau 2.2)
• Propriétés mécaniques:
Les propriétés mécaniques de Falurnillillm liquide et du bain électrolytique sont
semblables à celles de l’eau: leur densité est environ le double, et leur viscosité
o
Paramètre Symbole Valeur
Longueur de la cuve 13.6 m
Largeur de la cuve 4,3 m
Epaisseur totale de liquide sous les anodes 3$ cm
Accélération gravitationnelle g 9,8 rn/s2
Courant total b 400 kA
Densité de coiffant moyenne J0 6,84 kA/m2
Champ d’induction magnétique ambiant moyen B0 10 mT
Perméabilité magnétique’ 4ir x i0’ Q .s/m
Température T0 955°C
2.1 La cuve de Hail—Hérouit 24
o
Bain
Paramètre Symbole Aluminium Unités
électrolytique
Densité p 2.27 2,09 g/cm3
Epaisseur de la couche k 1$ 20 cm
Viscosité dynamique 23 12 mPo’
Vitesse typique de bras-
U 3—20 5—30 cm/s
sage
Conductivité électrique u 3,3 x 106 3,0 x 102
Chaleur spécifique c 1 1,6 J/g °C
Conductivité thermique k 200 0,4 W/m .°C
Coefficient d’expansion
a i0 i0 OC_l
thermique linéaire2
Écart de température
e 0 10
maximal typique
Sources Centre de recherche et développement d’Alcan à Arvida (2002), Usine
Alcan Grande-Baie (2002), Urata et al. (1976), Grjotheim et al. (1982) et Ai (1985).
l Po=O.l Pas
2selon es mesures d’Alcari
Tableau 2.2 Paramètres physiques des fluides
o
est de cinq à dix fois moindre. L’écoulement dans la cuve présentera donc des
similitudes avec celui de l’eau, notamment en ce qui concerne la présence de
turbulence.
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(. Urata et al. (1976) font état d’une mesure de la diffusivité turbulente à l’intérieur
de la cuve de 5 cm2/s. Comme nous le verrons à la section 2.2.3.2, la viscosité
moléculaire agit sur une échelle complètement différente de celle du système
macroscopique, aussi utiliserons-bus cette estimation de viscosité turbulente
pour les simulations plutôt que les valeurs du tableau 2.2.
• Vitesse de brassage:
Comme on l’a mentionilé à la section 1.1.3, un brassage continu, assurallt une
distribution uniforme de la concentration de l’alumine injectée périodiquement
dans le bain électrolytique, est entretenu par les forces magnétiques (Ai, 1985).
• Propriétés électriques
L’aluminium liquide est environ dix fois moins conducteur qu’à l’état solide,
où il présente une conductivité électrique semblable à celle du cuivre. Le bain
électrolytique est environ 10 000 fois moins conducteur que l’aluminium. Ainsi,
la chute de potentiel causée par la résistance des fluides dépend directement de
l’épaisseur du bain électrolytique (R he/oeLxLy) et est d’environ 4,5 V. A cela
s’ajoutent les chutes de potentiel dues à l’électrolyse et au passage du courant
dans les anodes, pour obtenir un total de l’ordre de 4,7 V, tel qu’observé à l’usine
Alcan Grande-Baie (2002).
• Propriétés thermiques
A l’exception de la conductivité thermique très élevée de l’aluminium, les deux
fluides possèdent des propriétés thermiques semblables à celles de l’eau. Ils ont
une chaleur massique voisine, et l’aluminium à 955°C a le même coefficient de
dilatation thermique que l’eau à 20°C, tandis que le bain électrolytique a la
même conductivité thermique. Cependant, l’aluminium diffuse la chaleur 500
fois plus vite, ce qui explique qu’aucun écart de température ne soit observé
dans ce milieu. Par ailleurs, le bain se dilate 10 fois moins vite. On déduit de ces
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deux dernières constatations qu’il sera plus difficile de démarrer la convection
thermique dans ce système que dans l’eau, aussi négligerons ses effets dans notre
modèle.
La taille et l’intensité du courant électrique du tableau 2.1 de même que les propriétés
du bain électrolytique du tableau 2.2, fournies par Alcan, sont spécifiques au modèle
de cuve AP3O. Elles représentent néanmoins des ordres de grandeur des valeurs
typiques des cuves d’électrolyse modernes, qui permettront d’établir l’importance
relative des phénomènes de transport agissant dans de tels systèmes.
2.2 Les équations de transport
Nous présenterons dans cette section les équations de transport qui décrivent l’évolution
du système physique, soit un bain électrolytique reposant sur une couche d’alumi
nium liquide, borné par des parois solides. On choisit le référentiel tel que l’axe des
z pointe vers le haut.
Notons dès le départ que, pour tenir compte de la discontinuité des propriétés phy
siques à l’interface entre les deux fluides, nous écrirons les équations de transport
dans une forme où les paramètres sont traités comme des variables, plutôt que de
les traiter comme des constantes et d’inclure un traitement spécial à la surface de
discontinuité.
Les équations qui seront présentées ci-dessous supposent l’existence d’un volume
élémentaire de fluide, qui n’est admissible que dans le contexte de certaines hy
pothèses et approximations (Valdettaro, 1992)
o
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• Approximation du continu’:
Le libre parcours moyen des molécules est très petit par rapport aux échelles
macroscopiques et période de collision est très courte par rapport aux échelles de
temps des phénomènes macroscopiques. On peut alors considérer le fluide comme
un milieu continu.
• Effet Hall négligeable.
Il faut que le rayon TL de giration des particules en mouvement sous l’effet du
champ magnétique soit plus grand que le libre parcours moyen, de sorte quon
puisse négliger l’effet Hall dans la loi d’Ohm. Il s’agit en fait du rayon Larmor
TL = v”kFTmec/eB, où kB est la constante de Boltzmann, T est la température,
me est la masse de l’électron, c est la vitesse de la lumière, e est la charge
élémentaire et B, l’intensité de l’induction magnétique. Cela implique que le
champ magnétique doit être raisonnablement faible.
Lorsqu’il s’agit d’un plasma, Valdettaro (1992) ajoute qu’il faut considérer que le
fluide est électriquement neutre, c’est-à-dire que le champ électrique d’une particule
est masqué par les particules voisines sur une très courte distance.
2.2.1 Forme générale d’une équation de transport
La forme générale d’une équation de transport ou de conservation d’une quantité de
densité u(r, t), contenue dans un volume V(t) borné par la surface 8V(t), est (Reichl,
1998)
1Lapproxirnation MHD sera discutée à la section 2.2.5.2
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C)
u(r, t) dr
=
Q(r, t) dr — J(r, t) ‘da, (2.1)
V(t) V(t) 8V(t)
où Q est la densité du taux de production de ‘u et J1, la densité de courant de u.
Si le volume V(t) est sujet à un écoulement v(r,t), on peut considérer un volume
fixe V = V(O), et l’équation devient:
Jiv=IjQT_5fft(uv+J).da, (2.2)
où la dépendance des fonctions en r et t est implicite. Le volume V étant arbitraire,
cette dernière expression est équivalente à:
= — V (uv + Je). (2.3)
Notons que J désigne toujours la densité de courant par rapport au référentiel la
grangien, c’est-à-dire celui qui suit l’écoulement, alors que uv+J est son homologue
par rapport au référentiel eulérien, fixe.
2.2.2 Transport de la masse
Soit la densité de masse p et le champ de vitesse y de l’écoulement. Dans le régime
qui nous intéresse, les fluides sont non miscibles et l’écoulement, incompressible,
donc l’équation de conservation de la masse,
= —V’ (pv), (2.4)
se réduit à la condition d’incompressibilité habituelle
Vv=O. (2.5)
Q Cette condition est équivalente à:
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Dp
Dt’
où
D O
= +vV
est la dérivée lagrangienne, soit la dérivée temporelle dans le référentiel de la parti
cule de fluide. Cela signifie simplement qu’un élément de fluide suivant l’écoulement
garde une densité constante.
2.2.3 Transport de la quantité de mouvement
Pour un écoulement incompressible, la conservation de la densité de quantité de
mouvement pv est exprimée par l’équation de Navier—Stokes:
=f9+f—V.(pvv—2D)—Vp, (2.6)
où les composantes du tenseur des taux de déformation2 D sont données par
=
+ ), (2.7)2 Oxj Oj
et f9 et m soit respectivement les densités de force gravitationnelle
f9 = —pg (2.8)
et de force magnétique
fmJXB. (2.9)
(E,
211 s’agit d’un abus de langage car D est en fait la partie symétrique du véritable tenseur des taux
de déformation av/d.
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C La constante g est l’accélération gravitationnelle, J est la densité de courant électrique
qui traverse le fluide et B est le champ d’induction magnétique. Nous différons à
la section 2.2.5.3 l’explication de la raison pour laquelle la force électrique ne figure
pas ici.
Le premier terme entre les parenthèses de (2.6) correspond à la force d’inertie, le
deuxième, aux forces visqueuses et le dernier, au gradient de pression.
2.2.3.1 Séparation des variables
Bien que ce ne soit pas évident à la vue de (2.6), le système est à l’équilibre lors
qu’il est au repos. Il serait donc pertinent de récrire l’équation de Navier—Stokes en
séparant certaines variables en une partie constante dans le temps et une fluctuation
par rapport à cette valeur.
Pour la densité de masse dans l’expression de f, on écrira donc
P = P0 + p’,
où p” est la fluctuation par rapport à
(pa(r) si z < zj
pe(r) 5 Z ZO
zo étant la hauteur de l’interface aluminium—électrolyte à l’équilibre. On remplace
alors (2.8) par:
f9
—(po+p’)g = —p’g — V(pogz).
À l’équilibre, p’ O et alors la force gravitationnelle sera contrebalancée par un
gradient de pression hydrostatique.
Puis, on sépare le courant électrique:
L
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J=JO+i,
où j est la fluctuation par rapport au courant vertical imposé Jo = —Jo . Et le
champ d’induction magnétique se récrit comme:
B=BabB0+b,
où Ba est le champ d’induction magnétique ambiant, B0 est celui induit par le
passage du courant vertical imposé, et b est la fluctuation du champ total. En
procédant rigoureusement, on obtiendrait B0 de la loi de Biot—Savart:
Bo(r) = j 1L jL (r — r’) (2.10)47r O
La solution de cette intégrale est toutefois compliquée, aussi opterons-nous pour une
expression plus simple pour B0. En fait, nous procéderons comme Sneyd (1985, 1992)
en choisissant la forme la plus simple possible pour B0 satisfaisant la loi d’Ampère
V x B0 = ,u0J0, donc linéaire:
Bo[(Y_)k_(x_)Sr]. (2.11)
La différence entre cette expression et la solution de (2.10) est alors absorbée par une
redéfinition de Ba. Il faut cependant s’assurer qu’à l’équilibre, la force magnétique
soit annulée par un gradient de pression (Sneyd, 1985), ce que (2.11) rend possible:
J0
9 (919)
=v{°6 [(x+(y)2]}. .
Il faut, bien sûr, qu’il en aille de même pour Jo x Ba. Nous choisissons donc de nous
intéresser, à la lumière de la revue de LaCamera et al. (1991) et comme l’a d’abord
fait Sele (1977), au cas d’un champ magnétique ambiant uniforme et vertical:
Ba/3i0J0Lz, (2.13)
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où le paramètre sans dimension 3 est une mesure de l’intensité relative du champ
ambiant par rapport à celle du champ localement induit par le courant vertical.
Ainsi, J0 x B = O.
On peut alors récrire (2.6)
= —(p—po)gî+Joxb+j x(Ba+Bo+b)—V.(pvv—2iD)_Vp’, (2.14)
où p’
=
p
— P0 est la fluctuation de la pression par rapport à la pression d’équilibre
iioJ t L\2 t L, 2P0=Poopogz +y—-- , (2.15)
P00 étant un déplacement arbitraire, le deuxième terme étant la pression hydrosta
tique et le dernier, la pression magnétostatique. Dans cette nouvelle expression pour
l’équation de Navier—Stokes, la force gravitationnelle prend la forme de la poussée
d’Archimède, due à la différence de densité entre les deux fluides. Enfin, il appa
raît clairement que le système au repos, avec l’interface plane et horizontale, est à
l’équilibre.
2.2.3.2 Temps caractéristiques
À chacun des mécanismes de transport intervenant dans l’équation de Navier—Stokes
est associé une échelle caractéristique. Supposons que, pour un écoulement donné,
on connaisse l’ordre de grandeur de la taille L, celui de la vitesse U ainsi que ceux des
autres paramètres physiques. Alors, on peut déduire l’échelle de temps correspondant
à un mécanisme de transport en résolvant à l’ordre zéro l’équation qui en décrit la
dynamique. Nous allons appliquer cette démarche à chacun des termes de (2.6).
Choisissons d’abord pour densité et vitesse caractéristiques la densité du bain élec
trolytique fle et la vitesse de brassage U = 10 cm/s d’après le tableau 2.2. Puis, pre
G nons la longueur L et la hauteur L du système comme longueurs caractéristiques
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horizontale et verticale respectivement. En effet, étant donné le grand rapport d’as
pect du système, on s’attend à ce que les échelles de temps verticale et horizontale
soient sensiblement différentes. On obtient donc:
• temps inertiel ou temps d’advection TU:
___
PeU PeU2 L
= —V. (pvv)
— TU = —
ut TU L
— horizontal: 136 s
— vertical: 3,80 s
• temps visqueux f11:
8pv PeU 1uU PeL2
= V. (2pD) —* —* T =
— horizontal: 3,22 x 10$ s
— vertical: 2,52 x 10 s
• temps turbulent Tt:
Il est calculé comme le temps précédent, mais en utilisant l’estimation de la
diffusivité turbulente Vt = 5 cm2/s mentionnée à la section 2.1.1.
L2
—
“t
— horizontal: 3,70 x 10 s
— vertical: 2,89>< 102 s
• temps de poussée d’Archimède T9
L’accélération gravitationnelle effective pour la poussée d’Archimède est
geff=--g,
2.2 Les équations de transport 34
Q
alors
—geff Tg
‘9
— vertical: 6,71 x 10_1 s
temps de poussée d’Archimède thermique T:
Dans (2.6), on n’a pas tenu compte de la poussée d’Archimède due à la dilatation
thermique. La densité du fluide à un écart T de la température de référence est
en fait (1—ce /.T)p, de sorte qu’on doive ajouter un terme de poussée d’Archimède
thermique:
apg.
Le temps caractéristique associé est ainsi
I L
=
— vertical (bain) : 19,7 s.
Non seulement Ta est-il de loin inférieur à T9, mais, comme on le verra à la
section 2.2.4.1, tous les processus de transport thermique sont beaucoup trop
lents pour être directement impliqués dans le développement des instabilités ma
gnétohydrodynamiques. Ainsi, bien que les mouvements de convection thermique
puissent servir de point de départ à leur déclenchement, on ne s’intéressera pas
aux faibles perturbations de l’écoulement que pourraient induire ces mécanismes
thermiques.
• temps de force magnétique Tm:
En supposant que les fluctuations du courant soient de l’ordre du courant imposé
Q et que le champ magnétique ambiant (Ba 10 mT) domine, l’accélération parla force magnétique est de l’ordre de
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L J0Ba tT
—
•‘
TT Pe V J03a
— horizontal: 20.4 s
— vertical: 3,41 s
2.2.4 Transport de l’énergie interne
La conservation de l’énergie interne ou chaleur est exprimée par:
3pcT
= qj + q — V [pcp (Tv — kVT)], (2.16)
où T est la température et c. la chaleur spécifique, donc pcT est la densité d’énergie
interne. Le premier terme entre les parenthèses correspond au transport passif par le
champ de vitesse, tandis que le second correspond à la diffusion thermique. Notons
au passage que la. conductivité thermique s’écrit: k = pcptc. Enfin, le terme source
qj est la, densité du taux de chaleur produit par effet Joule:
j2
qj=JE=—,
U
où E est le champ électrique et u, la conductivité électrique du milieu, et
2jiD2
est celle produite par frottement visqueux.
2.2.4.1 Temps caractéristiques
On procède comme à la section 2.2.3.2 pour associer à chaque mécanisme de trans
port un temps caractéristique
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o
• temps d’advection Tu : le même qu’à la section 2.2.3.2
• temps diffusif thermique Tk:
3pcT e e
= V (pcVT)
L
T = —
— horizontal (aluminium) : 2,10 x 106 s
— horizontal (bain): 1,55 x i0 s
— vertical (aluminillm) : 1,64 x i0 s
— vertical (bain): 1,21 x 106 s
• temps de chauffage par effet Joule Tj:
8pcT J2 pcZe J
______
= U Tj U = J
— aluminium: 1,46 x 106
— bain: 2,14 x
• temps de chauffage visqileux T:
9 9
____
T2 pcp L1e /LU PeCp,e ze fr
= / —* Tj =3t
— horizontal: 5,14 x i0 s
— vertical: 4,02 x 1012
Les valeurs calculées montrent que les mécanismes de transport thermiques sont
beaucoup plus lents que ceux vus à la section 2.2.3.2, et ainsi sont peu propices à
engendrer des anomalies locales de températures capables d’influencer significative
ment l’écoulement. L’équation (2.16) ne fera donc pas partie de notre modèle de
l’écoulement.
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2.2.5 Transport de l’induction magnétique
Nous allons dériver une équation de transport de Finduction magnétique à partir des
équations de Maxwell et de la loi d’Ohm, comme l’a fait Cowiing (1960), mais pour
un milieu non homogène, puisqu’il faut tenir compte du saut de conductivité à l’in
terface aluminium—électrolyte. On considère toutefois un milieu dont les propriétés
physiques ne sont pas affectées par la présence d’un champ électromagnétique, c’est-
à-dire un milieu sans susceptibilité électrique ni magnétique.
2.2.5.1 Équations de Maxwell
Les équations de Maxwell (Wangsness, 1986) décrivent l’évolution temporelle du
champ électrique E, du champ d’induction magnétique B, du déplacement électrique
D et du champ magnétique H:
VD=p
VxE=-—
61;
V.BrrO
VxH=J+-,
où D e0E + P et H = B/to
— M. Pc est la densité de charge libre. La polarisation
P du milieu est généralement fonction de E, tandis que l’aimantation M est fonction
de B. Les constantes o et juj sont respectivement la permittivité électrique et la
perméabilité magnétique du vide.
Les conditions à la frontière entre deux milieux pour ces équations sont données par
D2
=
D + o
=
=
O
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où u est la densité superficielle de charges libres et K est la densité superficielle de
courants libres. Les indices n et t réfèrent respectivement aux composantes normales
et tangentielles des champs. Le vecteur normal unitaire û pointe du milieu 1 vers le
milieu 2. On verra plus loin, à la section 3.1, qu’il n’est pas nécessaire de forcer ces
conditions à l’interface, car avec la méthode des contours, contrairement à d’autres
méthodes (Gerbeau et al., 2001), elles sont traitées implicitement au moyen d’une
approximation de transition lisse.
Puisqu’on s’intéresse ici à des milieux sans polarisation (P 0) ni aimantation
(M 0), soit une sous-classe des milieux linéaires et isotropes, sans susceptibilité
électrique ni magnétique. Les équations de Maxwell deviennent alors:
V•E= (2.17)
60
VxE=— (2.18)
VB=0 (2.19)
18E
V x B — --— = 110J, (2.20)
c ut
où on a utilisé /ioco = 1/c2.
La loi de Faraday (2.18) exprime l’induction d’un champ électrique E par une densité
de flux magnétique B variable l’équation (2.19) implique l’inexistence de monopôles
magnétiques; et la loi d’Ampère (2.20) exprime l’induction d’un champ magnétique
par le passage d’une densité de courant J et par un champ électrique variable.
2.2.5.2 Approximation magnétohydrodynamique
En général, les auteurs (Cowling, 1960 et Fearn, 2000) passent assez rapidement sur
Q cette approximation, disant simplement que le rapport entre la vitesse de la matière
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et celle de la lumière v/c étant relativement faible, on peut ignorer les courants de
déplacement, dus à l’accumulation locale de charges. Nous tenterons ici de donner
les détails de cette approximation de sorte à mettre en évidence ses limites et de
voir qu’elle est tout à fait appropriée pour notre problème.
Comparoi;s donc les grandeurs des deux termes du membre gauche de (2.20). Ad
mettons d’abord que les amplitudes des variations temporelles des champs E et B
pendant le temps caractéristique T sont du même ordre que celles de leurs varia
tions spatiales respectives, qu’on notera L\E et ZB, sur la distance caractéristique
L. Cette hypothèse est tout à fait raisonnable, vu la nature ondulatoire des champs
électromagnétiques. Ainsi, la loi de Faraday (2.18) relie /E à AB:
LAB
T
Examinons maintenant le rapport du module des deux termes en question:
Q 18E
LE L2 (TO2
«1.
VxB TC2/B T2C2 T)
En effet, le temps caractéristique = L/c de propagation des variations des champs
électromagnétiques dans le vide sur une distance L est typiquement très petit devant
celui mesuré dans un milieu conducteur. Parmi les phénomènes qui propagent les
fluctuations électromagnétiques dans la cuve de Hall—Héroult, c’est la diffusion ma
gnétique qui agit le plus rapidement, comptant un temps caractéristique de propaga
tion verticale de T = L2/ 5,44 x 10 s dans le bain électrolytique, où i = 1/i0u
est la diffusivité magnétique. Nous y reviendrons endétail à la section 2.2.5.7. Dans
les mêmes condition, c’est-à-dire en prenant comme longueur caractéristique L la
hauteur de la cuve de 38 cm, on obtient To 1,27 x i0 s, qui est effectivement de
loin inférieur à T.
En utilisant cette approche, nous n’avons dû faire aucune hypothèse sur le module
des champs E et B, puisque seules leurs variations étaient à considérer.
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Lapproxirnation MHD reste donc valide même en présence d’un important champ
électrique, comme celui qui induit le courant de 400 kA dans la cuve de Hali—Hérouit,
ainsi que d’un intense champ magnétique ambiant, comme dans une salle de cuves.
La loi d’Ampère dans notre système se réduit donc à
V x B p0J. (2.21)
Il s’agit là de l’approximation IVIHD. On en déduit que le champ magnétique est
principalement induit par le passage des courants. Insistons sur le fait que cette
approximation n’est pas du tout valide dans le vide, où r = TO.
Remarquons également qu’en tirant la divergence de (2.21), on obtient V . J O
ce qui, en vertu de la loi de conservation de la charge, est équivalent à dire que les
effets d’accumulation locale de charge électrique ap/at sont négligeables quant à
ceux du champ magnétique.
2.2.5.3 Approximation de la force électrique négligeable
Nous allons maintenant montrer que la force électrique
f8 = pE
est très faible par rapport à la force magnétique
fmJXB.
et qu’il est ainsi justifié de la négliger. Nous procéderons comme Fearn (2000),
mais avancerons plus prudemment. pour bien voir toutes les implications de cette
approximation.
De l’équation (2.17), on déduit que l’ordre de grandeur R de la densité de charge
Pc est au plus
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o
L’
et de la loi d’Ampère, version MMD (2.21), on déduit que l’ordre de grandeur Jo de
la densité de courant est relié à .B par
(2.22)
p0L
On obtient donc
[COE0E0 /E T2 (993)
fml 30t.\B
Cette fois-ci, le rapport dépend non seulement des variations de E et de B mais
également de leurs intensités respectives. Dans une salle de cuves, le champ ma
gnétique ambiant B0 est. de l’ordre de 3 B. En effet, on sait (tableau 2.1) que le
champ ambiant est de l’ordre de 10 mT, puis de (2.22), on tire que AB 3,27 rnT.
Le champ électrique étant de l’ordre de Jo/u (loi d’Ohm), on obtient le rapport
E0 J0/u ‘rj
B0 3B 3L’
qu’on substitue dans (2.23), pour trouver finalement que
If1 T
Il est donc tout à fait raisonnable de négliger la force électrique sur les fluides.
2.2.5.4 Loi d’Ohm
Le courant engendré dans un milieu de conductivité u en mouvement à une vitesse
y dans un champ électrique E et un champ d’induction magnétique B est
J=u(E+vxB). (2.24)
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Notons que le terme entre parenthèses dans le membre de droite est simplement le
champ électrique dans le référentiel du conducteur en mouvement.
2.2.5.5 Évolution temporelle du champ d’induction magnétique
On substitue (2.24) dans (2.21), on isole E:
E ijV x B — y x B, (2.25)
puis on calcule V x E et on substitue dans (2.1$)
=Vx(vxB—VxB).
Mais, puisque V . y = V B O, on peut aussi écrire:
= —V. (vB — Bv)
— V x (V x B). (2.26)
C’est la forme que nous emploierons à partir d’ici. Le premier et le deuxième
terme expriment respectivement le transport passif et l’étirernellt de l’induction
magnétique par le champ de vitesse. Le dernier terme correspond à la diffusion
magnétique, attribuable à l’effet Joule.
Dans le cas où i est constant, ce terme de diffusion peut se récrire:
—V x (V x B) = V2B, (2.27)
ce qui explique pourquoi on l’appelle diffusivité magnétique3. IViais, si i7 varie dans
l’espace, on obtient plutôt
3Un véritable terme de diffusion prendrait la forme V. (VB) plutôt que celle de (2.27), bien que
cela n’enlève rien à son caractère diffusif.
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O —V x (V x B) V2B — Vïj x (V x B)
qui contient deux termes supplémentaires faisant intervenir les gradients de . Or,
dans la cuve de Hali—Hérouit, la diffusivité magnétique est constante partout sauf à
l’interface, où le gradient est perpendiculaire à l’interface.
2.2.5.6 Conservation de la divergence
L’équation (2.26) décrit l’évolution temporelle de B. Mais qu’en est-t-il de V . B?
En effet, (2.19) est une équation fondamentale de l’électromagnétisme et doit être
satisfaite en tout temps. Observons donc ce qu’il advient de V B en tirant la
divergence de (2.26)
où on a utilisé la convention de sommation implicite sur les indices répétés. Ainsi,
la quantité V . B est conservée tout au long de l’écoulement. Il suffit donc que les
conditions initiales satisfassent V . B = O pour que cette propriété soit préservée au
cours de l’écoulement.
2.2.5.7 Temps caractéristiques
On procède comme à la section 2.2.3.2 pour associer à chaque mécanisme de trans
port un temps caractéristique.
• temps d’advection et d’étirement rU le même qu’à la section 2.2.3.2
• temps diffusif magnétique r
LB rZ1B L2
--=-Vx(]VxB)
L2
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— horizontal (aluminium) : 6,97 x 102 s
— horizontal (bain) : 6,97 x 10_2
— vertical (aluminium) : 5,44 x 10 s
— vertical (bain): 5,44 x i0 s
Bien que la diffusioll magnétique se produise pratiquement instantanément dans
le bain électrolytique, elle agit dans l’alurninillrn sur u temps comparable à celui
de la poussée d’Archimède. On ne peut donc pas se contenter de l’approximation
magnétostatique mentionnée à la section 1.2.2.
2.2.5.8 Force magnétique
Observons au passage que, dans le cadre de l’approximation IVIHD, on peut récrire
l’expression de la force magnétique (2.9) au moyen de (2.21) pour la séparer en un
terme de flux et un gradient de pression magnétique:
ÏJxB=-—Bx(VxB)
(9 98)
=v.(-v(-.
\ [tj J
2.2.6 Potentiel magnétique vectoriel
2.2.6.1 Le problème de la divergence de B
Bien qu’on ait démontré analytiquement à la section 2.2.5.6 que la propriété V• B
o était conservée, la résolution numérique de (2.26) ne la conserve pas exactement.
En fait, les résultats produits par une ancienne version du code nsmhd qui résolvait
cette équation présentaient des termes sources purement artificiels, analogues à de
Q faux monopôles magnétiques, qui conduisaient à un réginle d’écoulement non phy
sique. Les détails en sont donnés e annexe A à l’intérieur d’un acte de conférence.
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Il s’agit d’un problème bien coimu et difficile à résoudre (Dedner et al., 2002, 2003).
Nous avions tenté d’utiliser une méthode de projection semblable à celle utilisée
pour assurer V y = O (voir section 3.2), comme le proposent LeVeque et al. (1998),
mais les résultats étaient peu convaincants avec notre schéma numérique. Ce dernier
fera l’objet du chapitre 3.
Il a donc fallu penser à une autre approche. Nous avons opté pour une méthode
permettant d’obtenir V . B = O exactement, même au moyei d’une résolution
numérique. Il ne s’agit pas de supprimer l’erreur numérique, mais de la déplacer
de sorte à éviter l’apparition de sources magilétiques, qui influencent fortement
l’écoulement de façon non physique.
2.2.6.2 Nouvelle formulation
Nous allons ici reprendre la démarche de la section 2.2.5, mais en exprimant l’in
duction magnétique en terme de son potentiel vectoriel A.
L’équation (2.19) suggère l’utilisation d’un potentiel vectoriel (Wangsness, 1986)
A’ A — V, (2.29)
tel que
VxA’=VxA=B. (2.30)
Les définitions de la fonction et du champ vectoriel A dépendent du choix de
jauge, que nous différons à la fin de la dérivation.
D’après la loi d’Ampère (2.21), la force magnétique s’écrit alors
‘8Ak 8A\(J x B)
=
— —),9x 8Xk
où
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o
oJ=V(V.A)-V2A.
En ce qui a trait au champ électrique, la loi de Faraday:
VxE=- Vx(E+)0
suggère l’utilisation d’un potentiel scalaire ÇWangsness, 1986) tel que
—Vç5=E+. (2.31)
On substitue ensuite B et E par A et dans (2.25) au moyen de (2.30) et (2.31)
respectivement:
V x (V x A’) = —V— x (V x A’),
qu’on peut récrire, étant donné que V x A’ = V x A d’après (2.30), comme
— () = y x (V x A) — V x (V x A) — V. (2.32)
À l’état stationnaire (8A/t = 0), on impose la densité de courant uniforme J0 =
—J, donc V x (V x A) = i0J. On pose également y = 0, ce qui résulte en la
condition suivante:
() = toJo + V. (2.33)
Les fluides au repos, l’interface est complètement horizontale et ainsi, 77 = 770(z). Il
suffit alors de définir la fonction de sorte que
_hb0J0f770(z)
pour satisfaire (2.33). Puis, en substituant (2.33) dans (2.32), on obtient
n
= y x (V x A) — 77V x (V x A) + 77oioJo.
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On décompose ensuite le potentiel A en une partie indépendante du temps A0, telle
que V x A0 = Ba+B0 où Ba et B0 sont respectivement définis par (2.13) et (2.11),
et une fluctuation a = A — A0. On obtient alors
= V X (B + B0 + V x a) — x (V x a)
— ( — o)oJo (2.34)
qui, en utilisant l’identité vectorielle
V x (V x a) = V(V a) — V2a, (2.35)
devient:
V X (Ba + B0 + V x a) + V2a — V(V a)
— ( —
Or, d’après le théorème de Helmholtz (Wangsness, 1986), on est encore libre de
choisir V a, puisque seulement V x a a été spécifié par (2.30). On prendra donc
V a= 0, (2.36)
qui simplifie les équations. On obtient alors l’équation d’évolution du potentiel vec
toriel
= V X (Ba + B0 + V x a) + V2a
— ( — 0)0Jo. (2.37)
L’implémentation numérique de cette équation est simple à réaliser, avec la simple
restriction que le potentiel initial satisfasse la condition (2.36).
2.2.6.3 Conservation de la divergence
Étudions la conservation de V a en récrivant (2.34) comme
= y x B
— [LO7]J + /.L0’170J0,
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o
en substituant (2.24)
=E0-E.
où E0 est le champ électrique à l’état stationnaire. Puis, on tirant la divergence:
V•aO,
car V E = Pc/60 et, pour les mêmes raisons que celles évoquées à la fin de la
section 2.2.5.2, on néglige les effets d’accumulation locale de charge électrique.
Bien sûr, la résolution numérique de (2.37) ne préservera pas exactement V a. Cela
permettra néanmoins d’éviter l’apparition de « monopôles magnétiques » parasites.
Nous croyons raisonnable l’hypothèse que les conséquences physiques sont moindres
pour une faible erreur sur V a que sur V B. Notons enfin que B ne dépend pas
de la composante de a à divergence non nulle.
2.2.6.4 Retour à l’équation pour B
On vérifie qu’on retrouve l’équation d’évolution de l’induction magnétique B en
tirant le rotationnel de (2.37)
= V x (y x B) + i7V2B + Vij x V2a — Vî x oJo,
qui, en utilisant (2.35) et (2.36), se récrit comme
=Vx(vxB)+V2B_Vx(VxB),
ou encore
OB
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C’est bien là l’éqllation d’évolution de B qu’on peut dériver à partir des équations
de Maxwell, ou en tirant le rotationnel de (2.32).
2.2.7 Sommaire des temps caractéristiques
Le tableau 2.3 regroupe, en ordre croissant. les temps caractéristiques des différents
mécanismes de transport calculés dans les précédentes sections. Les quatre premiers
sont les plus influents dans l’écoulement.
Q
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poussée d’Archimède
thermique
effet Joule
viscosité
IpeL
Tm =
J3a
L
TU =
—U 2,3 min
I L
T
= cEA8g
L2
Tt=—
LIt
pCLeu
Tj=
C)pefr
00
00
20 s
3,9 h
70 h
diffusion thermique
L
= —
2fmin/oo
Le symbole œ marque les temps supérieurs à 300 h. Lorsque les temps pour
l’aluminium et le bain sont significativement différents, il sont donnés sous
la forme aluminium / bain.
o Temps Ordre de grandeur
Mécanisme
caractéristique L = L L = L
L2
T = —
‘r’diffusion magnétique
poussée d’Archimède
force magnétique
inertie / advection
2.7 h / 0,07 s 0,5 s / 5 x i0 s
0,67 s
20s 3,4s
3.8 s
103 h 4.8 minturbulence
Tableau 2.3 Temps caractéristiques
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0 2.3 Choix d’échelle
Nous allons choisir des unités pour les différentes variables du modèle. Prenons T
comme unité arbitraire de temps. et les valeurs connues L2, J0 et p comme unités
de longueur, de courant électrique et de densité de masse respectivement. Pour
avoir des unités cohérentes, il faut alors remplacer 3a dans la définition de Tm du
tableau 2.3 par la nouvelle unité d’induction magnétique: 0J0L2. On peut alors
définir les variables sans dimension r*, t, v, B*, A* et p” ainsi
• r=Lr* 816 • A=uoJoLA*
Dx L, 0x
• p = PeP
• t=Tt*
818 • pp_p0(pa_Pe)P/*
8f r8t*
L2
• v=—v’
T
Le choix d’unités différentes de p pour p’ peut sembler étrange, mais il s’agit ici de
définir les quantités marquées d’une astérisque de sorte qu’elles soient de l’ordre de
l’unité. La pertinence du choix des unités pour p’ deviendra plus claire ci-dessous.
Puis, un minimum de manipulation algébrique permet de transformer les équations
(2.14) et (2.37) en:
8pv*
+ [J x b* +i* x (B + B + V x at)]8t T9 T7
—v . (p*v*v* — Z2D*)
— Vp’,
et
= v x (B + B + V x a*) + ZV*2a*
—
(z
—
où
B=/3z
o
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0
et
*
1
*
L
*B0= Y —- X— X
d’après (2.13) et (2.11). Puisqu’on s’intéresse principalement aux effets de la force
magnétique, on choisit pour unité de temps celui du transport par la force ma
gnétique r Tm. Le tableau 2.3 montre d’ailleurs qu’il est voisin du temps d’advec
tion. Des nombres sans dimension apparaissent alors dans les équations:
6pv 1 ,,.
= Fr2 Al2Pz+Jo
X b+J X (Ba +Bo+b)
1 (2.38)
—v . (pvv
Ret A12D) — Vp’,
et
= V X (Ba + B0 + V x a) + ±V2a — (I
—
ojo, (2.39)
Lu Lu Lu0
où on a laissé tomber les astérisques pour simplifier la notation. Les définitions des
nombres sans dimension sont données dans le tableau 2.4. Les valeurs des coefficients
apparaissant dans les équations (2.38) et (2.39) sont données dans le tableau 2.5.
Insistons sur le fait qu’il ne s’agit pas de constantes, puisqu’ils dépendent des pro
priétés des fluides et qu’il y a deux fluides dans le système.
2.4 Bilan d’énergie
Nous ferons dans cette section le bilan des échanges et des pertes d’énergie du
système. La figure 2.1 en résume la dynamique.
2.4.1 Énergie cinétique
Q L’équation d’évolution de la quantité de mouvement est donnée par (2.6)
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Q Nombres Symbole Définition Valeur
Alfvén Al TU/Tm 0,64
Froude Fr Tg/TU 0,18
Lundqvist Lu T/Tm 9,13 X 10_2 / 9,13 X 10_6
Reynolds
Ret Tt/TU 76
turbulent
Lorsque les valeurs sont différentes dans l’aluminium et dans le bain,
elles sont données sous la forme aluminium / bain. Les temps ca
ractéristiques sont définis dans le tabieau 2.3. Mentionnons que le
nombre de Froude est parfois défini comme le carré de la quantité
spécifiée ci-haut.
Tableau 2.4 Nombres sans dimension
Coefficient Valeur
1/Fr2Al2 79,0
1/RetAl 2,06 x 10_2
1/Lu 1,09 x 10’ / 1,09 x
Lorsque les valeurs sont différentes dans
l’aluminium et dans le bain, il sont donnés
sous la forme aluminium / bain.
Tableau 2.5 Coefficients sans dimension
OpV
fg+fmV(pVV2iD)Vp.
Soit e = pv2/2, la densité d’énergie cinétique. En utilisant la condition d’incom
pressibilité Dp/Dt = 0, on obtient
o
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o
(2.40)
où q,, = 2D2 est la densité du taux de chaleur produite par viscosité, Wm = V• J X B
est la densité du taux de travail fait par la force magnétique et w9 = pv - g est la
densité de travail fait par la force gravitationnelle.
Notons que l’expression pour wj est obtenue avec le dernier terme à l’intérieur de la
divergence dans le membre droit de (2.40) en remarquant que
v.V.(2D)=V.(2jv-D)—2D2,
où
8v
— ii ii__ ii.axi
L’intégration de (2.40) sur le domaine Q donne l’équation d’évolution de l’énergie
cinétique totale:
où E, Q,,, l)1/ et 117m sont respectivement les intégrales sur Q de e, q,,, w, et Wm.
Puisqile y = O sur 8Q, tous les termes de l’intégrale de surface sont mils, et il reste:
=
Wg ± Wm
— Q,,. (2.41)
2.4.2 Énergie magnétique
L’équation d’évolution du champ d’induction magnétique est:
V x (y x B — ioJ), (2.42)
Q où J = V x B0/o est la densité de courant électrique.
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L’équation d’évolutioll de la densité d’énergie magnétique em = B2/2o est obte
nue en faisant le produit scalaire de (2.42) avec B//to, puis eu utilisant Fidentité
vectorielleB•VxA=V•(AxB)+A.VXB:
où qj = 7LUOJ2 , la densité du taux de chaleur produite par effet Joule.
L’intégration sur le domaine Q donne l’équation d’évolution de l’énergie magnétique
totale
= x x B
— ‘,jJ x BI. da— Wm — Qj, (2.43)
où 6Q est la surface limitant le domaine Q, et Em, Wm et Qj sont respectivement
les intégrales sur Q de em, Wm et qj. Le premier terme de l’intégrale de surface est
nul, puisque y = O sur 6Q. Le second peut se récrire:
J BiJxB=-x—=ExH,
U
qu’on reconnaît comme étant le vecteur de Poynting.
L’équation (2.43) devient alors
=
—
Wrn
—
Qj, (2.44)
où
FmExHda
est le flux d’énergie magnétique entrant à travers les parois du système.
2.4.3 Énergie potentielle
L’énergie potentielle est simplement donnée par
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2.4.4 Bilan
= fJPgzdr = Wg. (2.45)
La figure 2.1 présente un diagramme du bilan d’énergie, tracé à partir des équations
(2.41), (2.44) et (2.45).
pertes en
chaleur
2.5 Idéalisation de la cuve
Pour saisir la physique du problème, on n’a pas besoin de prendre en compte toutes
les particularités des cuves de Hall—Héroult, aussi considérerons une version idéalisée
du système. Nous effectuons les simplifications suivantes
alimentation
électrique
Em
Wm Wg
E
Figure 2.1 Bilan d’énergie
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1. Géométrie rectangulaire:
Comme on l’avait vu dans la figure 1.2, le fond de la cuve n’est pas complètement
plat : il présente une pente près des montants. Toutefois, nous travaillerons dans
l’hypothèse que cet aspect de la géométrie de la cuve n’influence pas de manière
significative la physique de l’écoulement.
2. Pas de canaux entre les anodes:
Nous allons également considérer qu’il y a une seule anode sur le dessus de la
cuve, et qu’elle s’étend sur toute la surface de la cuve. Cela a deux conséquences
principales. D’abord, la frontière supérieure de la cuve devient entièrement solide,
c’est-à-dire qu’on néglige la couche de gaz qui peut se trouver entre les anodes,
sous la croûte d’aluniine. Ensuite, cela nous permet de considérer que le courant
imposé est uniforme sur toute la superficie. Cette hypothèse élimine la classe des
instabilités étudiées par Moreau and Evans (1984) et Moreau and Ziegler (1988).
3. Courant stationnaire purement vertical:
On néglige les composantes horizontales du courant statio;maire. Cela ne signifie
pas qu’on ne permet pas de fluctuations horizontales du courant, mais que la
configuration stationnaire stable qu’oll considère comprend un courant purement
vertical.
4. Champ magnétique ambiant uniforme et vertical
On exclut les composantes horizontales ainsi que les gradients du champ ma
gnétique ambiant, dans le but d’isoler les effets dus seulement au champ vertical
uniforme.
5. Rapport de conductivité réduit
On réduit enfin le rapport de conductivité ua/ue de iO à 102 pour éviter les
iistabi1ités numériques.
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Bien sûr, ces simplifications ne permettellt pas de reproduire les conditious réelles
des écoulements dans les cuves de Ha1iHéroult. On fait néanmoins l’hypothèse
qu’elles rendront possible la compréhension du mécanisme sous-jacent au roulis,
ce qui s’avérera tout à fait justifié au chapitre 4. La figure 2.2 illustre une coupe
transversale de la cuve idéalisée résultant de ces simplifications.
bain électrolytique 1e
aluminium liquide
4
L
cathode de carbone
Figure 2.2 Coupe de la cuve idéalisée
On ne se restreindra toutefois pas, comme l’ont fait la plupart des auteurs des travaux
analytiques (voir section 1.2.2), à un système bidimensionilel. Cette simplification
limite la description de phénomènes de nature essentiellement tridimensionnelle, tels
la turbulence’ et les phénomènes électromagnétiques.
2.6 Conditions aux frontières
La géométrie simplifiée de la cuve idéalisée admet des conditions aux frontières
simples. De plus, les équations (2.38) et (2.39) prennent en compte la variabilité des
paramètres physiques des fluides, telles la densité et la conductivité électrique, alors
on n’a pas besoin de condition supplémentaire pour l’interface entre l’aluminium et
le baiu. Il suffit ainsi de spécifier les conditions sur les bords 0Q du domaine Q.
1Notre modèle actuel n’inclut pas encore un modèle complet de turbulence, mais il a l’avantage de
le permettre. Ceci fera l’objet d’un futur travail.
anode de carbone
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2.6.1 Champ de vitesse
Les murs sont tous solides, donc les fluides ne peuvènt pas les traverser:
ûv=O
et les fluides visqueux, donc ne glissent pas sur les murs
û xv = O.
En somme:
via0 = O.
2.6.2 Pression
Puisque (2.3$) ne fait intervenir que le déplacement de pression p’, on peut spécifer
les conditions aux frontières de notre choix pour p’. Cela affectera simplement la
définition dans (2.15) de poo qui, jusqu’ici, n’était pas précisément défini. Comme
ou le verra à la section 3.5, on applique le gradient de pression seulement après avoir
appliqué les conditions aux frontières sur y en résolvant implicitement le terme
visqueux. Ainsi, il faut éviter que Vp’ affecte y sur les frontières, donc on choisit:
û. Vp’0 O.
2.6.3 Champ d’induction magnétique
Dans les travaux analytiques, on pose généralement B = O à l’infini. Mais, puis
qu’on ne peut pas simuler toute la salle de cuves, il faut faire une hypothèse sur le
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comportement de B aux bords. Plusieurs, comme Gerbeau et al. (2001), font l’ap
proximation d’un conducteur parfait aux frontières. Or, la conductivité du carbone
se situe à peu près à mi-chemin, sur une échelle logarithmique, entre celle de l’alu
minium et celle du bain électrolytique. Il n’y a donc pas d’effet d’écran parfait aux
frontières.
Et, de la même façon que le passage du courant dans les conducteurs induit un champ
ambiant dans la salle de cuves, à l’extérieur des conducteurs, il est raisonnable de
considérer que les courants à l’intérieur de la cuve peuvent affecter le champ à
l’extérieur de la cuve. Ainsi, on choisit de spécifier une condition qui permet à b de
varier librement sur la frontière
(û. V)bj8 = 0.
Cette condition se traduit sur le potentiel a par:
(û V)V x aI 0.
Sur la frontière z = 0, par exemple, on obtient:
8a 8a 8 8a 8a
8y 8z 8y 8z 8z2
8 8a 8az — 8a
—o
8z 8z 8x — 8z2 8x8z —
8a 0a-,, 8 8ay 8 8a
8x 8y 8x0z 8y8z
Une option permettant d’assurer cette condition sans avoir à coupler les différentes
composantes de a, et surtout avec les dérivées tangentes à la frontière, est
8a 8a,,
8z 8z 8z2
Or, l’application de conditions aux frontières couplées dans un modèle numérique
est complexe (voir section 3.4.1.3). Pour les simulations, on utilisera donc
(û. V) (û x a) = O
(û. V)2 (û a) = 0.
oChapitre 3
Modèle numérique
Les simulations numériques ont été effectuées avec le code nsmhd que nous avons
développé spécialement pour simuler les écoulements IVIHD à deux fluides. Dans le
présent chapitre, les méthodes numériques et les schémas de discrétisation employés
O dans ce code seront détaillés, puis l’algorithme de résolution sera résumé à la fin.
3.1 La méthode des contours
3.1.1 Transport de l’interface
Afin de suivre la trace de l’interface aluminium—électrolyte et de prendre en compte
les propriétés physiques différentes des deux fluides, on utilise la méthode des contours
(e level set method » en anglais), originalement développée par Osher and Sethian
(1988). Connue le montre la coupe horizontale du domaine dans la figure 3.1, elle
consiste essentiellement à définir une fonction (r, t), dite fonction de contour, posi
tive à l’intérieur du domaine contenant l’aluminium, et négative à l’extérieur. Ainsi,
la position de l’interface est implicitement décrite par la surface de niveau = O.
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‘D
Pour assurer le transport passif de l’interface par le champ de vitesse, il suffit d’im
poser
D
Dt’
où D/Dt = a/at±v. V est la dérivée lagrangienne, pour s’assurer que chaque niveau
de la fonction de contour se déplace à vitesse y. On introduit ainsi une équation
d’advection pour q5:
(3.1)
3.1.2 Propriétés physiques des fluides
Les propriétés physiques dépendant de la nature du fluide en un point r donné sont
alors calculées par le biais de la fonction échelon de Heavyside 11(x). Par exemple,
pour la densité de masse, on obtient:
p(r) = H(5(r)) Pa + [1- H((r))j Pe,
où
1 si x > O
Q H(x)= — . (3.2)O sinon
électrolyte
Figure 3.1 Méthode des contours
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3.1.3 Approximation lisse de la fonction de Heavyside
Pour éviter les instabilités numériques dues aux discontinuités, on approche la fonc
tion (3.2) par une homologue lisse. Un choix qui conserve le volume, est donné par
1 six>6
= O si x < e (33)
+ + sin( sinon
où e peut être considéré comme étant l’épaisseur de l’interface, comme on le voit à
la figure 3.2.
H (x)
e
X
Figure 3.2 Fonction de Heavyside lisse
3.1.4 Redistancement
Sussman et al. (1994) sont parvenus à combiner l’approche des contours avec une
méthode de projection en imposant que la fonction de contour demeure une fonction
de distance signée, ce qui évite d’avoir à reconstruire l’interface et permet à celle-ci de
conserver une épaisseur constante. De plus, cette technique améliore la conservation
de la masse, du point de vue numérique. Elle permet aussi de calculer efficacement
et précisément la tension de surface, bien qu’on fasse abstraction de cette dernière
dans le présent ouvrage.
o On dit que (r) est une fonction de distance si elle satisfait
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o
1, (3.4)
c’est-à-dire si la valeur de I(r)I est la distance du point r = (x, y, z) au niveau zéro
de (l’interface). De plus, on dit que est une fonction de distance signée si, en
plus de satisfaire (3.4), elle est positive d’un côté de l’interface (dans l’aluminium)
et négative de l’autre (dans le bain électrolytique).
Ainsi, après chaque intégration temporelle de (3.1), on effectue le redistancement
de la fonction de contour en définissant d’abord o comme étant la valeur de ç
fraîchement calculée, puis en résolvant, avec un schéma Euler avant,
= L(o, ), (3.5)
où
L(çbo, ) (1- IIVq5) signe(q5o).
L’état stationnaire de (3.5) est atteint lorsque (3.4) est satisfaite. La motivation de
l’étape de redistancement étant purement d’ordre numérique, le paramètre r n’est
qu’un temps artificiel et n’a aucune signification physique. La fonction de signe, dont
le rôle est de conserver le signe local de et de ne pas modifier son niveau zéro, est
définie comme
signe(x) = 2H(x) — 1.
Le gradient est discrétisé avec un schéma de type ENO ( essentially non-oscillatory »)
(Shu and Osher, 1989) en amont de premier ordre’:
Q autres dérivées spatiales dans notre schéma sont de second ordre. L’étape de redistancementn’implique aucun processus physique et vise simplement à garder la pente de de l’ordre de l’unité
dans le voisinage de l’interface, tout en préservant la position de cette dernière.
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O si D/ et o sont de même signe et que D est de signe contraire
Dt sinon et que Dt et o sont de signes contraires
axi J I
D sinon et que D7q et o sont de même signe
où et D sont les opérateurs de dérivation aux différences finies décentrées de
premier ordre selon l’axe x, avant et arrière respectivement. L’utilisation d’un tel
schéma est nécessaire pour bien conserver la position de l’interface ainsi que pour
atteindre l’état stationnaire de (3.5).
Toutefois, Sussman and Faterni (1999) ont prouvé que qS sera correctement redis-
tancée dans un rayon ax si on intègre (3.5) sur un temps Ax. Ils montrent
également que r est un pas de temps valide pour cette intégration. Il suffit donc
de quelques pas pour que, au voisinage de l’interface, soit bien une fonction de
distance signée. Et c’est seulement sur ce domaine qu’on a besoin de vérifier (3.4).
Dans le même article (Sussrnan and Fatemi, 1999), les auteurs soulèvent un problème
de conservation du volume de fluide inhérent à la technique de redistancement, et y
proposent comme solution d’ajouter un terme correcteur à (3.5)
= L(0, ) + Àf(). (3.6)
et de définir À et f() de sorte à satisfaire la contrainte de conservation du volume
englobé par l’interface à l’intérieur d’un volume de contrôle V
Il s’agit ainsi d’une correction applicable à ce volume de contrôle seulement. Et, du
développement de cette dernière équation
dV
=
fH) [L@o, ) + ÀJ@)] dV = O,
on obtient une expression pour À:
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- 11H 0)Lt0, ) dv
1jfo)f@) dv
Puis, les auteurs choisissent
f(ç) H() WIH (3.7)
qui permet d’apporter la correction seulement à l’interface et ainsi de préserver la
propriété (3.4) ailleurs. En effet, la dérivée H de la fonction de Heavyside lisse H6
est une version lisse de la distribution de Dirac é. Donc, f() et, par le fait même,
la correction apportée à (3.5) dans (3.6) sont nulles ailleurs qu’à l’interface. Avec ce
choix pour f(), on peut récrire (3.7) comme
_ffHo)o) dv
111[Ho)]2Ivo dv
Nous effectuerons la discrétisation de l’intégrale de la même façon que pour le calcul
des moyennes, qui fera l’objet de la section 3.3.2.1.
3.2 Projection
Puisque l’écoulement est incompressible, on ferme l’équation de Navier—$tokes en
ajoutant la condition V . y = O qui définit implicitement le champ de pression.
Considérons l’équation de Navier—Stokes écrite sous la forme suivante:
= + F = - (p) - (VP - F) (3.8)
où F est fonction de y, B, etc. On utilise ici une méthode dite de projection (Ferziger
and Perié, 2002), qui consiste à calculer F, une approximation de 3v/8t omettant le
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C gradient de pression, puis à projeter cette approximation dans l’espace des champs
vectoriels solénoïdaux1.
3.2.1 Décomposition de Hodge—Helmholtz
IViontrons d’abord que la condition d’incompressibilité, accompagnée de conditions
aux frontières appropriées, définit de façon unique le champ de vitesse et le champ
de pression.
Le théorème de Helmholtz, dans sa forme la plus simple (Wangsness, 1986), stipule
que, si les conditions aux frontières sur des potentiels et 1’ sont spécifiées, un
champ vectoriel U peut être décomposé de façon unique en la somme d’un gradient
et d’un rotationnel:
U = -Vço+V x
où V2 = —V U et V x (V x 1’) V x U. Définissons le champ vectoriel y de
sorte que 0v/8t = —V x J• ce qui implique V O. Alors, on peut écrire
On a encore la liberté de définir et U en identifiant respectivement les termes
du membre droit de cette équation à ceux de (3.8). Cela prouve que, étant donné
des conditions aux frontières sur p et y, on peut projeter F de façon unique dans
l’espace des champ vectoriels solénoïdaux pour trouver 8v/8t.
Pour y parvenir, on tire la divergence de (3.8) pour trouver
£pP = V F, (3.9)
O à divergence nulle
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o S
ou on a defim 1 operateur
p
donc
= (. — (3.10)
où £1 désigne l’inverse de l’opérateur IZ, calculé en accord avec les conditions aux
frontières. Ainsi, p Ç1F. On nomme cette procédllre décomposition de Hodge—
Helmholtz (Rider, 1995).
3.2.2 Projection exacte et découplage
Soit les opérateurs discrets G, D = GT et L, correspondant respectivement au gra
dient, à la divergence et à La classe des méthodes de projection exacte comprend
celles pour lesquelles
= DG. (3.11)
p
Lorsque cette condition est vérifiée, on obtient Dv = O en tirant la divergence
discrète de (3.10).
Afin d’illustrer la discrétisation de (3.10), considérons un cas unidimensionnel sim
plifié en posant p = 1, de sorte que L V V V2. Utilisons des différences finies
centrées pour définir G et D
D — L+i —
2h
où fj = f(ih), h étant le pas de grille. Si on respecte la condition (3.11), on obtient
L
— Df+1 — Df_1
— fi+2 — 2J + f2
2h
— 4h2
Q On voit alors (figure 3.3) que les points pairs et les points impairs du système serontdécouplés lors de l’inversion de L, ce qui est indésirable.
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z—3 z—2 z—1 z z+1 z+2 z+3
Figure 3.3 Découplage du système discret par la projection exacte.
3.2.3 Projection approchée
Afin de contourner cet obstacle, les méthodes dites de projection approchée consistent
à utiliser une discrétisation de L qui ne respecte pas (3.11), mais qui ne découple
pas le système.
On défi;dt par exemple
Lf = J+i — 2f + fi-i (3.12)
De la sorte, le système à inverser n’est plus découplé, mais au prix d’obtenir une
divergence discrète non nulle de y. Une étude exhaustive de ce type d’approche est
fournie par Rider (1995).
3.2.4 Projection exacte et grilles décalées
Observons d’abord que (3.12) peut se récrire comme
L
—
Df+y/2
— Df_1/2
h
avec
D — J+1/2 — J—1/2
h
Puis, en appliquant ces deux définitions aux opérateurs dans (3.9) et (3.10), on déduit
que le fait de définir y et de calculer F sur une grille décalée de h/2 par rapport à celle
de p permettrait d’obtenir une projection exacte, et ce, sans découpler le système
(Ferziger and Perié, 2002). 11 s’agit de l’approche des grilles décalées (e staggered
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o
grids »). C’est ainsi que nous procédons dans le présent ouvrage, mais en travaillant
à trois dimensions et avec p variable:
1 Pi+1,j,k — Pi,j,k Pi,j,k — Pi—1,j,k
_______
- +
Pi+1/2,j,k Pi—/2,j,k
1
— Pi,j,k — Pi,j,k — Pi,j—1,k
+
Pi,j+i/2,k Pi,j—1/2,k )
1
— Pi,j,k — Pi,j,k — Pi,j,k—1
P,j,k+i/2 Pi,j,k—1/2
F i+1/2,j,k — F i—1/2,j,k
= +
i,j+1/2,k — F i,j,k—1/2
+
F i,j,k+1/2 — F i,j,k—1/2
Z\z
3.3 Discrétisation spatiale
3.3.1 Grilles décalées
Les quantités physiques y, A, p et sont définies sur des points discrets, répartis en
un maillage régulier et uniforme, dont le volume élémentaire, ou volume de contrôle,
de taille x x x z, est illustré par la figure 3.4. Ces points sont situés au centre
du volume de contrôle, excepté pour le champ de vitesse, dont chaque composante
est définie au centre de du côté correspondant : il s’agit de la méthode des grilles
décalées (voir section 3.2.4).
3.3.2 Volumes finis
On utilise l’approche des volumes finis (Ferziger and Perié, 2002) pour la dis
crétisation des équations de conservation. Comme on l’a vu à la section 2.2.1, toute
équation de conservation d’une quantité f peut s’exprimer sous la forme
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o
Az\
où Q est le terme source et J est la densité de flux de j. Ell intégrant sur un volume
de coiltrôle V borné par la surface 9V, puis en divisant par le volume V = x yz,
on obtient
=—4J.da (3.13)
où
J= fff.fT
est la moyenne de la quantité f dans le volume de contrôle V (idem pour Q).
La figure 3.5 illustre une coupe bidimensionnelle d’un volume de contrôle V, avec le
terme source Q et la densité de flux J à travers chaque côté, les indices x, y et z
Figure 3.4 Volume contrôle
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G
marquant les composantes correspondantes, et les exposants + et — indiquant le côté
du volume dont il est questioll. Puisciu’il s’agit du flux sortant de V. les composantes
+ et — sont définies dans des sens opposés.
Étant donné que le volume de contrôle est rectangulaire, l’intégrale de surface se
sépa.re en mie somme d’intégrales sur chacun des côtés de V. Par exemple, l’intégrale
sur la face marquée en gras dans la figure 3.5 vaut
I C C+ d=J=4V]] V X
Zy Zz
où J est la moyenne de J sur la surface en question. En procédant de façon
similaire pour tous les côtés, on obtient
3.3.2.1 Moyenne et reconstruction
En général J dépend de f. Donc, pour calculer les moyennes de surface des compo
santes de J, il faut plus d’information que celle contenue par la moyenne de volume
1+Jy
Figure 3.5 Méthode des volumes finis
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O de f. Il faut reconstruire les valeurs ponctuelles de j après avoir fait l’intégration
temporelle de 7.
Il est donc d’usage de procéder selon le cycle suivant
1. connaissance des valeurs ponctuelles;
2. calcul de moyennes de volume et de surface;
3. intégration temporelle des équations de conservation: résulte en de nouvelles
moyennes de volume;
4. reconstruction des valeurs ponctuelles à partir de ces nouvelles moyennes de
volume.
Étudions un cas unidimensionnel pour illustrer le procédé. Supposons qu’on connaît
les valeurs d’une fonction f(x) en trois points dans le voisinage de xo : fj1 =
f(xo — h), f = J(xo) et f+i f(xo + h). On peut alors approcher f(x) autour de
Xo par un polynôme d’ordre deux:
f(x) = f+ f+i—f-i (x—x0)+’ 2±j_i (x—x)2±O((x—x)3).
Trouvons ensuite une expression pour la moyenne de f(x) sur l’intervalle [xo
—
h/2,xo+h/2]:
— 1
J=— I f(x)dx,h
en utilisant notre approximation polynomiale de f(x):
1 çxo+h/2 [f + f+i — 2f + fi (x
—
xo)2 + O((x — xo)4)] dx.h xo—h/2 2h
Les termes de degré impair en x
—
x0 s’annulent. l’intégrale portant sur un intervalle
symétrique autour de xO. On substitue ensuite x
=
x0 ±ph, où p q R reste de l’ordre
C de Funité durant l’intégration, et on obtient:
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C)
= 11/2 [ri + f+i — 2f + f1 2 + e(h4)Ï dx
-1/2 2
= +
f+i — 2fi + f 3l/2
+ 0(h4)
—1/2
pour trouver
= f+i + 22J + fi-i Mf (3.14)
comme approximation d’ordre quatre de la moyenne J, M désignant l’opérateur
discret de la moyenne selon l’axe x.
À l’inverse, lorsqu’on dispose des valeurs moyennes f_1, f et f+1 de la fonc
tion J(x) sur les intervalles respectifs [xo — 3h/2,xo — h/2], [xo — h/2,xo + h/2]
et [xo + h/2,xo + 3h/2]. Soit F(x), la primitive de f(x). Il suffit alors d’écrire le
développement de Taylor de F(x) autour de xo:
F(x) = (x
— xo)f(xo) + (x — xo)2f’(xo) + (x — xo)3f”(xo) + 0((x — xo)4) (3.15)
dans le voisinage de xo, puis de résoudre le système
= F(xo — h/2) — F(xo — 311/2)
hJ = F(xo
-b h/2) — F(xo — h/2)
= F(xo
-b 3h/2) — F(xo + h/2)
pour trouver la valeur de
f(xo) = fi+l + 2Gfj — fi-l + 0(h4).
On peut donc prendre
f (3.16)
Q comme approximation d’ordre quatre de la valeur reconstruite de f(xo), R désignantl’opérateur discret de reconstruction selon l’axe x.
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Cependant, ce cycle de moyenne—reconstruction s’avère plutôt diffusif (Roache,
1972). En effet.
RMf = (i
—
+ 0(h6),
où le terme en dérivée d’ordre quatre est un terme d’hyperdiffusion. Nous allons
éviter d’introduire cette erreur dans notre schéma en contournant le problème.
3.3.2.2 Éviter le calcul de la moyenne
On définit les opérateurs de moyenne M, M et M selon chacun des axes sur V,
de sorte que
J = MMMj
et que
T±_. AA AA T+J tyJ tzJx
par exemple. L’équation (3.13) peut ainsi se récrire
MMMQ — MM(# — J;) — MM(J — J)
Ax L\y
MM(J — J;)
Az
Puis, on définit les opérateurs inverses R. = M’, R = .M’ et R. =
qu’on appellera opérateurs de reconstruction. Puisque les opérateurs agissant selon
différents axes commutent, l’application de à l’équation précédente donne:
L_ 317t z
Aucun opérateur de moyenne n’est présent dans cette équation. C’est la méthode
que nous employons dans le code nsmhd.
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.
3.3.2.3 Grilles décalées
Puisque les composantes du champ de vitesse ne partagent pas la même grille que
les autres ciuantités physiques, on n’utilise pas le volume de contrôle illustré à la
figure 3.4 pour la formulation en volumes finis. En fait, on place chaque composante
au centre de son propre volume de contrôle, comme le montre la figure 3.6 pour va..
Figure 3.6 Volume de contrôle de v
Cette façon de procéder nécessite un traitement différent des conditions aux fron
tières, selon que le champ est décalé ou non.
vz
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o 3.3.2.4 Traitement des bords
La figure 3.7 illustre le processus de reconstruction près de la frontière x = O et,
comme on le voit, il est impossible d’utiliser le stencil’ centré (3.16) pour la recons
truction de certaines cellules. Ces dernières sont grisées sur la figure. Il faut donc
dériver de nouveaux stencils, qui prennent en compte notre connaissance des condi
tions aux frontières. Le point blanc sur le bord marque l’endroit où l’on connaît une
telle condition.
ta) champ non décalé (b) champ décalé
o
Figure 3.7 Reconstruction aux bords
Dans le cas d’un champ non décalé (figure 3.7a), comme chaque composailte du
potentiel magnétique vectoriel A, on reprend le développement (3.15) autour de
x = 1/2, et on résout le système
1OI désigne par stencil l’ensemble des coefficients qui définissent un opérateur discret en multipliant
les valeurs voisines d’un champ discret.
f 1/2 fa/2 f5/2
Ï—
f/2 f f5!2
fa fi f2 13
J,
Ii f2 13
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= F(k)
— F(O)
= F(2h)
— F(h)
augmenté, afin de fermer le système, d’une condition au bord sur f(x) f(O) =
f’(O) = b ou f”(O) c, par exemple. Ces conditions s’expriment respectivement par
les équations suivantes
f(O) f(xo)
- xof’(xo) + xf”(xo) + O(x)
f’(O) f’(xo)
— xof”(xo) + = b (3.18)
f”(O) f”(xo) + O(x) = c
Le tableau 3.1 présente les stencils obtenus dans quelques cas particuliers.
Condition au bord Stencil Erreur
1971/9
— f3/2 0(h3)f(O) = o fl/2 16
2571/2
— 0(h3)f’(O) = O fi/2
= 24
f”(O) = O fl/2 = fl/2 e(h3)
o
Q
Tableau 3.1 Stencils de reconstruction près de la frontière
Lorsqu’il s’agit d’un champ décalé (figure 3.7b), le système est plutôt
= F(h/2)
- F(O)
= F(3h/2)
— F(h/2)
h72 = F(5h/2) — F(3h/2)
ce qui résulte en
—4f0 + 67f 1 — 3f2fi= 60
avec une erreur en 0(h3).
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3.3.3 Différences finies
Les dérivées servant à calculer les termes sources et les termes de fi IIX danS (3.17)
sont discrétisées au moyen de différences finies (IViitcheil and Griffiths, 1980) centrées
usuelles d’ordre deux
— f+i — fi—i
2h
4;ql_ i+1— i i—1
—
lorsqu’elles sont évaluées sur la même grille que le champ, ou:
— f+i — f_l/2
h
— fi+1 — f+i/2 — f_i/2 + fi—3/2
2h2
lorsqu’elles sont évaluées sur une grille décalée par rapport au champ.
3.3.3.1 Traitement des bords
Les mêmes problèmes que lors de la reconstruction surviennent lorsqu’il s’agit de
discrétiser les dérivées près des bords. On procède donc de la même façon pour
obtenir les stencils présentés dans le tableau 3.2.
3.3.4 Interpolation
Lorsqu’une valeur comprise entre deux points de grille est requise, on l’approche au
moyen d’une interpolation linéaire centrée. Par exemple, pour le calcul de PVx, il
faut interpoler p, qui n’est pas définie sur la même grille que v
Pi—1/2 + Pi+1/2 2
2
+O(Ïi ).
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Q
(b) dérivées secondes
Tableau 3.2 Stencils des dérivées près de la frontière
Cette formule et l’erreur inhérente est aisément obtenue en évaluant en x0 — k/2 et
en x0 + h/2 le développement de Taylor de p(x) autour de Xo.
o
o
Condition Stencils (champ
Stencils (champ décalé) Erreur
au bord non décalé)
3f1/2 + f3/2 ff/2 3h fl/2 =
0(h2)=0
= —fl/2+f3/2 = f2
-fl+f2f1
= —fl/2+f3/2
2k ‘1/2 = 3h 0(h2)f’t) =0
=
-f1/2± f3/2 = -2fy± 2f2
, —fi+f2f/2
= —f1/2 + f3/2
h 1/2 = h 0(h2)f”() =0
-f12± = -fi± f2
(a) dérivées premières
Condition Stencils (champ
Stencils (champ décalé) Erreur
au bord non décalé)
‘1!
‘1/2 = f =
“
=
—2fr + f2 0(h)f(0) O
—12f1/2 + 4f3/2 J1/2 h2
3h2
—fi/2 + f3/2 ffl f/1
=
—2f1 + 2f2
0(h)f’(O) O f’2 = h2 1/2 1 3h2
f”(O) = O f” ff’ = O n1/2 fl/2 = 0 0(h)
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o 3.3.5 Exemple: discrétisation du terme d’inertie
Illustrons les précédents propos en prenant pour exemple la discrétisation du terme
d’inertie pour la composante en x de la quantité de mouvement:
V (puxv).
On s’intéresse au volume de contrôle centré en (iAx,jy, k.z), tel qu’illustré par
la figure 3.6. L’intégrale de ce terme sur ce volume donne:
— yzMYMz(Pj+1jk V ;i+,j,k — Pi,j,k V ;i_,j,k)
— zx MZMX(Pj j+k Ux ; i,j+,k y ; i,j+%,k — Pi,j—,k i,j—,k y ; i,j_,k)
— xy MxMy(Pjjk+ x ; i,j,k+ Uz i,j.k± Pi,j,k x ; i,j,k— ; i,j,k_)’
On applique à cette expression l’opérateur
ZxZyz
pour obtenir
— z+,j,k V i+,k — x ; i—,j,k
Pi,j+.k x i,j+,k V i,j+,k — Pi,j—,k V i,j—,k V
y
—
‘x i,j,k+ V i,j,k+ — V i,j.k—
où les quantités sont interpolées comme suit:
• p:
+ Pj,j÷l,k + Pi+,j,k +
- 4
Pi_,j,k + Pi,j_1,k + Pi±,j,k ± Pi,j_y,k
=
4Q et de même selon l’ce z;
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•
— Ux;i,j,k+Vx;i+1,j,k
— 2
i,j,k + Cx; i—1,j,k
2
— Vx;i,j,k±Yx;j,j+1,k
i,j+,k 2
Vx ;i,j,k +Vx ;i,j—1,k
Vx;i,i_,k= 2
et de même selon l’axe z
e
—
i—,j+,k + V
Vy;i,i+,k_ 2
Vy; i—j—,k
t)y i,j—.k
- 2
et
•
V ;i—%,j,k+ +V ;i+,j,k+
V;jji
= 2
+ z ;
Vz;i,j,k_ 2
Les opérateurs de reconstruction sont discrétisés en utilisant (3.16).
3.4 Discrétisation temporelle
L’intégration temporelle est effectuée selon différents schémas selon les termes:
• Adams—Bashforth d’ordre deux (A32) explicite pour tous les termes sauf ceux
de diffusion:
3 1 6
(n—1)
C f(fl+l) = f + t { [] - [] }; (3.20)
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• Euler arrière (EA) implicite pour les termes de viscosité et de diffusion ma
gnétique:
a (n+1)f(fl+l) = j(n)
+ t [j (3.21)
où j(n) désigne la valeur du champ discret J au ne pas de temps, idem pour j(n+1) et
f et t est la longueur du pas de temps. Puisque j(n_1) n’existe pas au premier
pas de temps (n O), on utilise un schéma de type Euler avant pour celui-ci:
8j(’) j(°) + t
Étant donné la grandeur du coefficient du terme diffusion magnétique, un schéma
implicite, tel EA, s’imposait. Ce dernier permet par ailleurs d’imposer correctement
les conditions aux frontières, ce qui justifie son utilisation pour le terme de viscosité.
On a choisi d’intégrer les autres termes en utilisant AB2, un schéma stable et peu
dispersif, approprié pour simuler un système qui tend à générer des ondes, comme
les vagues à la surface de l’aluminium liquide. La stabilité du schéma AB2 a été
étudiée en détail par Canuto et al. (1987).
En discrétisant (2.38), (2.39) et (3.1) selon ces schémas, on obtient le système
d’équations suivant:
,(n+1) ,(n)
—
— F
2
(n+1) (n) 3 1 111 U
=
— + V ( A12D) — Vp’ (3.22)
—
—
— +
1
a 2 a Lu(’’)
où
o
o3.4 Discrétisation temporelle $4
F = —V• @v)
F
= fr2 Al2 +
Jo x b + x (Ba + B0 +b) — V. (uv)
Fa=vx(Ba+Bo+Vxa)— ———oJo
Lu Luoj
et
u = pv
J = Jo + V (V a) — V2a
3.4.1 Schémas implicites et opérateurs matriciels
L’utilisation d’un schéma implicite nécessite une inversion de matrice. En effet, les
champs est les opérateurs discrets peuvent être considérés comme des vecteurs et
des matrices respectivement.
3.4.1.1 Une seule dimension
Pour un système à une dimension, par exemple, l’application du stencil D de
différence finie d’ordre deux, donné par (3.19), est représentée par:
1 -2 1 fi_l fi-2 - 2f + f
1 —2 1 f
1 —2 J f — 2f ± f+2
f f”
L’opérateur D est ainsi représenté par une matrice tridiagonale.
3.4 Discrétisation temporelle 85
0 3.4.1.2 Plusieurs dimensions
Dans le cas d’un système à plusieurs dimensions, les dimensions supplémentaires sont
repliées sur la première. Voici, par exemple, la représentation du champ scalaire J
à deux dimensions:
f—i,—i
Ji,j —1
Ji±1,j—’
Ji-1,i
fi,i
Ji1,i
Ji—’,j+1
f,+i
Le laplacien correspondant aurait la forme d’une matrice pentadiagonale:
m —2m m m
rn —2m rn
m1 —2m
où m = 1/x2. m i/Ay2 et = m1 ± m1.
Pour notre système à trois dimensions, le laplacien est représenté par une matrice
heptadiagonale.
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3.4.1.3 Termes implicites
Maintenant, prenons pour exemple l’équation pour a dans (3.22), qui peut se récrire:
fi
— L(n±l)
a(n) + t (F) — F’)). (3.23)
Au e pas de temps, on dispose de toutes les données nécessaires pour calculer
le membre droit de cette équation, et l’opérateur est effectivement une matrice
heptadiagonale, qu’il suffit d’inverser pour trouver la valeur de a au pas de temps
suivant:
= L’1 [at + t —
Il faut également spécifier des conditions aux frontières sur a implicitement et définir
les éléments correspondants de L de façon adéquate. Si les conditions aux frontières
de e1, a et e1 dépendaient mutuellement l’une de l’autre, il faudrait résoudre (3.23)
pour les trois composantes simultanément, ce qui savérerait très coûteux en mémoire
physique pour les ordinateurs.
Dans le code nsmhd, on utilise une méthode itérative pour inverser L’. Les détails
en seront donnés à la section 3.5.
3.5 Algorithme
L’algorithme de résolution, illustré schématiquement par la figure 3.8 est coiistitué
des étapes suivantes
1. Transport de :
—*
(n±1)
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n
2. Réinitialisation de autour de l’interface
3. Transport partiel de y via u = pv:
(n) ,. p(fl)
—*
j(n)
p, b —*
(n±1)
*
p(fl±l)
(n+1) u* v*+
4. Résolution implicite de la viscosité (GIVIRES)
(n+1)
,
,(n+l)
1,,(n+) *(?1±1) ,
5. Projection dans V . y = O (GMRE$):
(n+1) , p(fl+l)
(n±1) **(l) ÷
(n+l) (n+1) , (n+l)
6. Transport partiel de b (GMRES):
b(hl), v —* b*(7+l)
7. Résolution implicite de la diffusion magnétique (GMRES):
(n+1) ÷ (n+1)
(n±1) b*(nl)
—* bt’
o
oo
Projection
de Hodge—
Hernho1tz
Transport
de par y
Redistan
cernent
Inertie,
gravité, f.
magnétique
_J, j,
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p(fl)
Transport
de a par y
v*(71÷1) a*(1)
Viscosité
Diffusion
magnétique
p(fl±l) (n+1) (n+l)
Figure 3.8 Algorithme de résolution numérique
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L’implémentation du solveur itératif de type Generalized Minimal Residual (GMRE$),
préconditionné avec une factorisation Symmetric Successive Over Relaxation ($$OR),
est celle de la bibliothèque de fonctions Petsc (Balay et al., 2001).
3.5.1 GMRES et SSOR
Le GMRES est une méthode itérative faisant partie de la classe des méthodes de
projection dans les sous-espaces de Krylov (Saad, 2000). On s’en sert pour résoudre
des systèmes linéaires, comme (3.23), de type
Ax = b, (3.24)
où A est une matrice et x est la solution qu’on cherche. La solution x A’b est
approchée par p(A)b, où p est un polynôme adéquat. À chaque itération, on calcule
une meilleure estimation de x en minimisant le résidu
= b —
où x0 est l’estimation de x à l’itération n.
Le préconditionnement est une technique visant à accélérer la convergence des
méthodes itératives tel le GMRES en transformant le système à résoudre en un
autre système ayant la même solution, mais plus facile à résoudre (Saad, 2000). Par
exemple, le système (3.24) deviendrait:
M1Ax = Mb,
où M est une application ne comportant pas nécessairement de forme explicite, et
dont l’inverse est peu coûteuse à appliquer à un vecteur quelconque. Le préconditionneur
de type SSOR consiste à factoriser partiellement la matrice A, de façon itérative,
dans une forme particulière dont les détails ne seront pas donnés ici.
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Les précisions au sujet du GIVIRES et du S$OR sont fournies par des ouvrages
spécialisés sur les méthodes itératives, comme Saad (2000).
La technique de discrétisation des termes implicites est décrite à la section 3.4.1.3.
Chapitre 4
Expériences numériques
Les simulations ont été effectilées avec les paramètres tels que spécifiés dans les
tableaux 2.1 et 2.2. sauf pour les dimensions horizontales et le rapport de conduc
tivité électriqile, qui a été réduit à 102 pour éviter les instabilités numériques. Les
dimensions horizontales L et L,, utilisées pour les calculs varient d’une expérience
à l’autre’.
4.1 Ondes gravitationnelles pures
Pour vérifier que le code produit de bons résultats sans effets magnétiques, nous
avons effectué quelques simulations en basse précision avec deux cuves différentes:
une de dimensions horizontales de 3,04 m x 1,52 m et l’autre de 6,08 ni x 1,52 m.
Les pas de grille et de temps sont z = Ay = 1,3 x 10_1, Lz 5,0 X 10_2 et
tt = 5,0 x io*
1Le temps de calcul requis pour simuler la cuve complète avec une précision acceptable aurait
dépassé les six mois, aussi une telle simulation n’a-t-elle pas été effectuée.
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La rapport d’aspect étant significativement grand, on peut en fait estimer la valeur
théorique de la période r = 2ir/w en utilisant la partie réelle de la relation de
dispersion (1.3) en l’absence d’effets magnétiques:
= / (4.1)
Pa coth kha + Pe coth khe 4
où le facteur d’amortissement y dépend du nombre d’onde k (voir (1.4)). Ce der
nier peut être estimé en considérant que l’amplitude de la vague ((t) varie comme
comme le suggère la partie imaginaire de (1.3). On définit alors la valeur
expérimentale de comnie:
2 ((0)
7expln
Texp ((rexp)
et on utilise cette valeur comme approximation de y dans (4.1).
La figure 4.1 compare les périodes estimées r aux périodes expérimentales des modes
cos(kx), où k = mr/L. L’écart, inférieur à 10 % (a) et à 7 % (b), est attribuable à
la modélisation différente de la dissipation mécanique pour les simulations et pour le
calcul théorique, ainsi qu’au fait que les dimensions horizontales ne sont pas infinies.
D’ailleurs, l’écart est inférieur dans le cas de la cuve plus longue.
Nous en concluons que le code disperse de façon satisfaisante les modes d’oscillation
gravitationnelle pure.
o
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Période d’oscillation
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Figure 4.1 Période d’oscillation gravitationnelle
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4.2 Roulis du métal liquide
Nous avons effectué une série d’expériences numériques sur le roulis de la surface
de l’aluminium liquide en variant différents paramètres. Le tableau 4.1 les énumère.
Nous commencerons par présenter qualitativement les caractéristiques communes de
ces expériences, après quoi nous analyserons leurs différences.
ci
Expérience L/L L/L x = Lsi
32—ix 1 2 1 1 3,13 x 10_2 3,13 x 10_2 1,0 x i0
B3—lxl 3 1 1 3,13 x 10_2 3,13 x 10_2 1,0 x i0
34—1x1 4 1 1 3,13 x 10_2 3,13 x 10_2 1,0 x i0
36—1x1 6 1 1 3,13 x 10_2 3,13 x 10_2 1,0 x i0
38—1x1 8 1 1 3,13 x 10_2 3,13 x 10_2 2,5 x 10_6
33—2x2 3 2 2 3,13 x 10_2 3,13 x 10_2 50 x i0
B3—3x3 3 3 3 3,13 x 10_2 3,13 x 10_2 5,0 x i0
33—4x4 3 4 4 1,3 x 10_1 5,0 x 10_2 1,0 x 10
33—6x6 3 6 6 1,3 x 10_1 5,0 x 10_2 1,0 x i0
B3—$x8 3 8 8 1,3 x 10_1 5.0 x 10_2 1,0 x 10
Le paramètre est une mesure de l’intensité dii champ magnétique vertical
ambiant, défini par l’équation (2.13) t Ba = !3poJoL .
Tableau 4.1 Expériences de roulis
Remarquons que:
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• pour la plupart des expériences, le paramètre est fixé à 3, cela correspondant
tout simplement à un champ ambiant de 9,8 mI, ce qui est près de la valeur
moyenne mesurée en salle de cuves;
• lorsque le rapport d’aspect varie, c’est la densité de courant J0 qui est gardée
constante et non le courant total.
4.2.1 Mécanisme du roulis
Nous prendrons ici pour exemple l’expérience B3—6x6, afin de caractériser qualita
tivement le roulis.
Durant les 6 premières secondes de simulation, on gardait le champ de vitesse nul et
on maintenait l’interface dans sa position initiale, afin de laisser au courant électrique
le temps de s’adapter à la forme sinusoïdale de celle-ci. La figure 4.2 montre une
coupe verticale de la distribution de la fluctuation du courant électrique par rapport
au courant stationnaire vertical, à t = 6 s, juste avant de tout relâcher.
Tout comme Sele (1977) l’avait supposé, on observe que le courant dans le bain
électrolytique se concentre là où la distance interpolaire est la plus courte, tandis quil
se rétablit dans l’aluminium. La distribution du courant est, par contre, un peu moins
idéale que celle illustrée par la figure 1.4, en raison du rapport de conductivité réduit
pour nos simulations et de la forme sinusoïdale plutôt que linéaire de l’interface.
La composante horizontale du courant dans f aluminium étant orientée en sens
contraire de celle dans le bain, le champ magnétique vertical induira des forces
en sens contraires dans les deux milieux. Néanmoins, par une redistribution de la
pression. au lieu de s’opposer, elles contribueront à incliner l’interface dans le même
sens, soit à 90 degrés par rapport à son inclinaison.
Le roulis de l’aluminium ainsi déclenché est illustré par la figure 4.3, qui montre les
courbes de niveau de l’interface en différents temps pendant une période d’oscillation.
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Les vecteurs moiltrent la distribution, sur une coupe verticale de la cuve, de
la déviation du courant électrique par rapport au courant vertical imposé,
et le trait gras représente la position l’interface.
0 Figure 4.2 Interface et fluctuation du courant électrique initiaux (B3—6x6)
Sur le graphique du haut de la figure 4.4, on constate d’abord que la position de
l’interface oscille sur une période de 16,9 s avec une amplitude décroissante à cause
des forces de dissipation. La première oscillation du point (0, L/2) est encore peu
perturbée et présente une forme sinusoïdale. IVIais, à mesure que le roulis s’établit,
une inclinaison en y apparaît. On peut apprécier l’importance du mouvement trans
versal en mesurant le déplacement de l’interface au point (L/2, 0). L’amplitude
devient voisine de celle au point (0, L/2). donc le roulis devient plus isotrope. Le
déphasage d’un quart de période entre les deux courbes est caractéristique de la
rotation.
D’autre part, toujours sur la figure 4.4, le déphasage d’une demi-période entre la
courbe de l’énergie cinétique E et celle de l’énergie potentielle gravitationnelle Eg
illustre l’échange W9 de la figure 2.1 du bilan d’énergie. De façon analogue, les
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courbes des densités moyennes de force inertielle f et de force gravitationnelle f9’
présentent ce même déphasage. Il s’agit d’un comportement caractéristique d’une
onde gravitationnelle.
La force magnétique Jm exhibe cependant un comportement particulier. On re
marque d’abord son déplacement vertical fmû chevauché d’une composante oscil
latoire sinusoïdale d’amplitude J, de sorte que fm fmO + f sin(w(t — to)). Le
déplacement Jm d’environ 183 N/m3 correspond en fait à la force d’interaction entre
le courant stationnaire vertical J0 et la composante en y uniforme B0 27 mT du
champ d’induction magnétique2. Celui-ci apparaît durant les premières secondes de
la simulation à cause de la boucle de courant (figure 4.2), mais ne se résorbe pas par
la suite. La densité de force en x résultante est de l’ordre de J0B0 183,2 N/m3,
ce qui explique le déplacement fm. Soulignons enfin le fait que ce dernier n’en
gendre aucun mouvement dans la cuve car il est complètement compensé par un
déplacement du gradient de pression en x. En effet, la moyenne spatiotemporelle de
8p/8x est d’environ 185,2 N/m3.
Dans le cas précédent, on avait f <fmO. Mais, lorsque la composante oscillatoire
de J est de pius grande amplitude que son déplacement, on obtient une courbe
comme celle de fm,x dans la section du milieu de la figure 4.5. Sa fréquence semble
doublée. Il ne s’agit cependant que d’une différence apparente, attribuable au fait que
l’on considère la moyenne de la valeur absolue de la force magnétique. La figure 4.6
compare les deux cas : le trait continu et le trait pointillé sont analogues à fm,x dans
B3—6x6 et 33—4x4 respectivement. À la lumière de ces dernières explications, il
devient clair que les minima de fm dans la figure 4.4 correspondent en fait à des
maxima d’intensité de sa composante oscillatoire f sin(u(t — to)).
ii sagit en fait des modules moyens de ces forces les forces agissant souvent dans des directions
dans les dem fluides. les véritables moyennes tendraient vers zéro.
2Cette valeur approximative est en fait la moyenne temporelle et spatiale de B dans la cuve durant
le roulis, ce qui correspond effectivement à la moyenne dans le cas de variations sinusoïdales.
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On remarque ensuite que les maxima de fm,x sont alignés avec les extrema du
déplacement de l’interface au point (L/2, 0), qui est en fait une mesure de l’incli
naison de celle-ci selon l’axe y. On pourrait d’abord croire qu’il s’agit de la force
qui entretient le roulis tel que décrit par Sele (1977). IViais, en mesurant l’intensité
de frn pour t < 12 s, alors que l’inclinaison en y est pratiquement absente, on doit
déduire qu’il s’agit simplement d’une force s’opposant au mouvement. Cette dernière
est en partie due à la présence de courants induits par les mouvements des fluides
et sera commentée à la section 4.2.3.
D’autre part, alors que l’inclinaison en x est la plus forte, l’intensité des forces en
y au tout. début de l’écoulement nous permet d’obtenir une borne supérieure pour
la densité de force de roulis. Elle se situe autour de 10 N/m3, ce qui est environ dix
fois moindre que la force d’amortissement magnétique.
Ainsi, d’après ces observations, bien qu’elles perturbent l’onde d’interface en lui
affectant une composante transversale, les forces magnétiques intervenant dans le
roulis semblent pour la plupart avoir un effet stabilisateur.
o
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Les valeurs des courbes de mveau sont exprimées en cen
timètres.
O 0.5 1 1.5 2 0 0.5 1 L5 2
x(m) x(m)
Figiire 4.3 Hauteur de Finterface (B3—6x6)
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En haut: déplacement de Finterface par rapport à sa position d’équilibre
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Figure 4.4 Hauteur, énergie et forces (B3—6x6)
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Figure 4.5 Hauteur, énergie et forces (B3—4x4)
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4.2.2 Rapport d’aspect
Nous avons effectué une série d’expériences en variant le rapport d’aspect de la cuve
pour comparer les périodes de rotation aux périodes d’oscillation gravitationnelles
naturelles (voir section 4.1). Le tableau 4.2 montre que les valeurs concordent bien,
ce qui confirme que le roulis est en fait une onde gravitationnelle interne, quoique
perturbée par les forces magnétiques.
Expérience Période Période naturelle
B3—lxl 3,8s 3,6s
B3—2x2 6,2 s 6,0 s
133—3x3 8,7s 8,8s
B3—4x4 11,8 s 11,3 s
B3—6x6 16,7 s 16,8 s
133—8x8 21,8 s 22,5 s
La période théorique est calculée avec l’équation
(4.1). Le facteur d’amortissement est estimé de
la même façon qu’à la section 4.1.
Tableau 4.2 Roulis et rapport d’aspect
Nous avons par ailleurs remarqué que la valeur estimée du facteur damortissement
se situe en moyenne autour de 0,1 soit quatre à cinq fois plus élevé que dans
les expériences sans force magnétique de la section 4.1. Cela constitue un argument
supplémentaire à celui de la section 4.2.1 pour affirmer que les forces magnétiques
semblent plus soilvent stabilisatrices.
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4.2.3 Influence des courants induits
Nous avons voulu vérifier l’influence qu’ont sur l’écoulement les courants induits par
les mouvements des fluides: uv x B. Nous avons donc effectué deux simulations
sans ce terme dans les équations: 33—6x6’ et B3—4x4’, analogues de B3—6x6 et
33—4x4 respectivement.
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Le trait continu correspond à l’expérience 33—6x6 et le pointillé, à 33—
6x6’. En haut: déplacement de l’interface par rapport à sa position
d’équilibre au point (0, L/2). En bas: densité moyenne de force ma
gnétique en x.
Figure 4.7 Hauteur et force magnétique en x (B3—6x6 et 33—6x6’)
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Le trait continu correspond à l’expérience B3—4x4 et le pointillé, à B3—
4x4’. En haut: déplacement de l’interface par rapport à sa position
d’équilibre au point (0, L/2). En bas: densité moyenne de force ma
gnétique en x.
Figure 4.8 Hauteur et force magnétique en x (B3—4x4 et B3—4x4’)
Le haut de la figure 4.7 montre combien l’amplitude de l’onde d’interface décroît à
cause de l’amortissement par les courants induits. Le graphique du bas montre que
la force magnétique en x, s’opposant au mouvement, est plus forte en présence de
ces courants. La figure 4.8 le confirme pour une autre expérience (B3—4x4) avec un
rapport d’aspect différent. Toutefois, l’amortissement décroît à mesure que l’onde
s’atténue, et puisque qu’elle s’atténue plus rapidement dans le cas de B3—6 x 6, les
courbes se croisent pour t > 40 s. Aussi est-il plus pertinent de tracer l’intensitéQ de la force magnétique en x en fonction du déplacement en x, qui est une mesure
/ ‘
, ‘
33—4x4
3—4x4’
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Le trait continu correspond à l’expériellce B3—6x6 et le pointillé, à B3—
6x6’.
Figure 4.9 Force magnétique e x en fonction du déplacemellt (33—6x6 et
B3—6x6’)
En conclusion, nous venons de montrer que les courants induits ont eu fait mie in
fluence très stabilisatrice sur l’écoulement. Or. comme on l’a décrit à la section 1.2.2.
dans la plupart des développemellts aiialytiques, les auteurs les avaiellt négligés. Ce
la signifie que les critères de stabilité analytiques ainsi obtenus sont probablement
beaucoup trop conservateurs. Nuançons un peu cette conclusion en remarquallt que
le rapport de conductivité réduit dans nos expériences a pour effet d’exagérer l’in
tensité des courants induits dans le bain électrolytique, mais pas dans l’aluminium
liquide.
de l’amplitude de l’oiide. Sur la figure 4.9, il ne faut pas s’attarder à l’étendue des
trajectoires, mais plutôt à leur forme: le profil aplati pour 33—6x6’ caractérise une
force magnétique moins prononcée pour une même amplitude de l’onde. La présence
d’un point attracteur, au cemitre du graphique, indique que le système évolue vers la
stabilité.
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4.2.4 Influence du champ magnétique ambiant
Nous avons effectué une série d’expériences avec une cuve cubique pour voir l’in
fluence de l’intensité du champ magnétique ambiant vertical. Les conditions initiales
sont semblables à celles décrites à la sectiofi 4.2.1. Comme on le voit dans le ta
bleau 4.1, nous avons dû réduire considérablement le pas de temps Four les grandes
valeurs de /3. Cela était nécessaire pour éviter l’instabilité numérique lors de la si
mulation e raison du trop haut taux de croissance de l’énergie dans le système.
Le graphique du haut de la figure 4.10 donne une mesure de l’inclinaison en y de
l’interface en fonction du temps, dont l’amplitude correspond à celle de l’onde de
roulis. On voit nettement l’influence déstabilisatrice de l’accroissement du champ
magnétique ambiant vertical, comme l’avait prédit Sele (1977) et obtenu Gerbeau
et al. (2001). Dans l’analyse de Sneyd (1985, 1992), par coiltre, cette composante
uniforme du champ ambiant est considérée comme un déplacement sans influence sur
le développement des ondes. Ce résultat confirme que les hypothèses de ces modèles
analytiques sont trop réductrices.
De plus, le comportement croissant ou décroissant de l’énergie cinétique dans le
graphique du centre appuie cette dernière conclusion. On y voit que les maxima
d’énergie décroissent pour /3 2. restent à peu près constants pour /3 3 et croissent
pour B = 4. 6, 8. Cela implique un seuil de stabilité autour de 9,8 mT pour cette
cuve cubique. On voit d’ailleurs clairement sur le graphique du bas que le taux
d’accroissement de l’énergie cinétique demeure négatif pour B2—1 xl, frise le zéro
pour B3—lxl, et devient positif pour B4—lxl, B6—lxl et B8—lxl. Ces trois der
nières expériences ont effectivement été rapidement interrompues par une instabilité
numérique, tandis que l’écoulement s’est complètement arrêté dans B2—1 xl.
Nous avons prolongé la simulation B3—1 xl pour voir ce qui se passait près du seuil de
stabilité. Sur la figure 4.11, ou voit que, même si l’énergie cinétique totale diminueG: avec le temps, elle le fait a.u profit d’une vorticité verticale moyenne croissante.
En haut: déplacement de Hilterface par rapport à sa position d’équilibre au
point (L/2. 0). Au milieu: énergie cinétique. En bas: taux de croissance de
l’énergie cinétique.
Figure 4.10 Influence du champ magnétique ambiant vertical
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C’est-à-dire qu’une rotation horizontale s’établit peu à peu. Puis, entre t = 165 s et
t = 185 s, l’interface cesse de bouger, le roulis prend fin et l’écoulement entre dans
un régime différent, qui fera l’objet de la prochaine section.
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En haut: déplacement de l’interface par rapport à sa position d’équilibre
au point (L1/2, 0). Au milieu: énergie cinétique E. En bas: vorticité ver
ticale moyenne w. Les courbes de E et de w ont été lissées avec un filtre
rectangulaire 7,4 s pour réduire les oscillations rapides et laisser voir leur
comportement à long terme.
Figure 4.11 Énergie et vorticité du roulis près du seuil de stabilité
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4.3 L’aspirateur MHD
Nous analyserons dans cette section le régime rotationnel, rnentioullé à la sec
tion 4.2.4, suivant le roulis dans l’expérience B3—1 xl pour t> 185 s. Le roulis s’étant
arrêté, l’interface aluminium—électrolyte est alors pratiquement plane et horizon
tale. La figure 4.12 montre l’évolution, durant ce régime d’écoulement, de l’énergie
cinétique et de la vorticité verticale moyenne. Nous allons ici tenter d’expliquer leur
croissance exponentielle.
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En haut: énergie cinétique E. En bas: vorticité verticale moyenne w.
Figure 4.12 Énergie et vorticité de l’aspirateur MHD
Au départ, le champ magnétique présent dans la cuve est celui qui a été établi durant
le roulis et, hormis quelques faibles fluctuations locales, il a approximativement la
___/
forme suivante:
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(x/L
-
b = 1u0J0 (y/L — , (4.2)
(z/L
—
où /3 5,07, [3y —9,70 et /3 4,63 à t = 259,4 S, par exemple. Rappelons que
la cuve est cubique pour cette expérience et que L = L = L = L. On vérifie
aisément que ces valeurs assurent V b
= (f32 + /3 + /3)/L 0. Les fluctuations du
courant électriqile, au plus de l’ordre de 0.23J à ce moment, sont illustrées par la
figure 4.13.
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Le champ vectoriel représente la déviation du courant
électrique par rapport au courant vertical imposé.
Figure 4.13 Coupe verticale du courant électrique pour l’as
pirateur MHD (t = 259,4 s)
Si, de prime abord, on néglige ces fluctuations du courant, on obtient la densité de
force magnétique suivante:
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o ]
Supposons mie géométrie cylindrique (T, O, z) centrée en (L/2, L/2, 0) avec les
transformations suivantes
xi y 1
—
= rcosO.
— = rsinO.
La densité de force magnétique devient alors:
Le premier ternie sera compensé par un gradient de pression, alors que le second
doiilera lieu à une accélération angulaire. Si on néglige les forces visqueuses, on
obtiendra un champ de vitesse tournant en sens antihoraire, puisque + f3 < O.
C’est effectivement ce que montre la figure 4.14.
Dans une situation semblable, niais avec une surface libre sur le dessus, on obtien
drait un pompage d’Ekman (Guyon et al., 2001) : en raison de l’absence de frotte
ment visqueux sur la surface du haut, les forces horizontales sollt différentes dans
le bas et dans le haut du système, ce qui déclenche une convection ascendante au
centre et descendante aux bords. Toutefois, notre système ne dispose pas de frontière
sans frottement.
On obtient néanmoins, comme le montrent les courbes de fréquence angulaire sur
la figure 4.15, un comportement analogue. En effet, bien que la force horizontale soit
égale dans l’aluminium et dans le bain, ce dernier subit une plus graiide accélération
en raison de sa plus faible densité. Plus précisément, lorsque la vitesse est U(r)
dans l’aluminium, elle devrait être de (Pa/Pe) U(T) dans le bain, selon notre modèle.
Puisque la vitesse devrait avoir le même profil radial que la composante angulaire
de la force magnétique, on s’attend à ce que U(r)
=
Qr/L, où Q est une consta.nte
(y/L
-
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Figure 4.14 Coupe horizontale du champ de vitesse pour
l’aspirateur MHD (t = 259.4 s)
spatiale. C’est encore une fois à peu près ce que montre la figure 4.14, sauf près des
bords.
En pratique, la différence des fréquences de rotation (haut de la figure 4.15) est plus
grande que le rapport Pa/Pe, car le système n’est pas complètement au repos au
début de l’écoulement. On voit tout de même que l’accélération angulaire (bas de
la figure 4.15) est supérieure dans le bain. Le rapport moyen de 2e/Qa 1,77, signifi
cativement plus grand que pa/pe 1,1, indique que d’autres forces déstabilisatrices
agissent sur l’écoulement. Poussons l’analyse avec notre modèle simplifié pour les
voir apparître.
La force centrifuge engendrée par cette rotation est équilibrée par le gradient de la
pression dynamique:
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En haut: fréquence angulaire dans l’aluminium (Qa) et dans le bain (ne). En
bas: accélération angulaire. Pour t > 260 s, le système devient complètement
instable.
Figure 4.15 Fréquence et accélération angulaires (aspirateur MHD)
1 (PaQ2T2 dans l’aluminium
Pd=P 22 &Ç22r2 dans le bain.Pe
Ainsi, la force nette vers le bas appliquée sur un anneau de rayon r et d’épaisseur
dr sur l’interface est de
t — 1npaQ2r3dr.
\Pe J
Si les variations temporelles sont lentes, on peut considérer la forme de l’interface à
l’état stationnaire, pour lequel la force F est compensée par la poussée d’Archimède
vers le haut sur le meme anneau:
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ç)
= —2irr [h(r)
—
h0] Ap g dr,
où h(r) est la hauteur de l’interface et h0, une position d’équilibre tenant compte
de la conservation du volume. Puis, en posant F A, on obtient:
h(r) = ko - ()
On pourrait déterminer h0 en exigeant la conservation du volume:
II
surface de la cuve
mais l’essentiel est de constater que (4.3) implique une forme parabolique inversée
de l’interface, centrée au milieu de la cuve. C’est bien ce qu’on observe, du moins
loin des bords où les forces visqueuses affectent l’écoulement, comme le montre la
figure 4.16.
En réaction à ce déplacement de l’interface, le courant électrique sera dévié. Afin
d’emprunter le chemin où la distance interpolaire est la plus courte, il se concentrera
vers le centre de la cuve dans le bain électrolytique et se rétablira dans l’aluminium.
La figure 4.17 illustre le phénomène à un temps ultérieur. Nous allons maintenant
montrer que la croissance de ces courants horizontaux est en fait déstabilisatrice.
Ceux-ci interagissent en effet avec le champ magnétique vertical pour générer une
force angulaire en sens antihoraire dans le bain, et en sens contraire dans l’alumi
nium, tel qu’illustré par la figure 4.18. Cela a pour effet d’accroître la différence
de vitesse de rotation entre les deux milieux et, par le fait même, la différence de
pression. Ainsi, la déformation de l’interface s’amplifie, ce qui accentue la déviation
du courant électrique, et ainsi de suite. On assiste à un phénomène d’emballement.
La figure 4.19 montre les derniers instants de la simulation, pendant lesquels l’alu
minium gicle vers le haut.
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En somme, nous avons montré que la configuration du champ magnétique exprimée
par (4.2) est extrêmement instable, car la réponse des courants à la déformation de
l’interface est déstabilisatrice.
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Les valeurs des courbes de niveau sont exprimées en cen
timètres.
Figure 4.16 Position de l’interface pour l’aspirateur MHD
(t = 259,4 s)
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Figure 4.17 Coupe verticale du courant électrique pour l’as
pirateur MHD (t = 271.2 s)
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Figure 4.18 Influeilce déstabilisatrice des courants horizoiitaux.
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Figure 4.19 Aspiration de l’aluminium vers
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Conclusion
Nous avons étudié, au moyen de la simulation numérique, le problème des instabilités
magnétohydrodynamiques (MHD) dans les cuves de production d’aluminium, et plus
particulièrement celle qu’on appelle le roulis du métal liquide.
À cette fin, nous avons élaboré un algorithme numérique nouveau combinant la
méthode des contours avec un modèle complètement dynamique tridimensionnel
pour résoudre les équations de la MHD, avec une discrétisation en volumes finis.
Afin de contourner le problème bien connu du champ magnétique numériquement
non solénoïdal, nous avons dérivé et utilisé une équation d’évolution du potentiel
magnétique vectoriel.
Les résultats de nos calculs ont confirmé que le roulis était une onde gravitationnelle
perturbée par les forces magnétiques et ont illustré de quelle façon les différentes
forces dictant l’écoulement interagissent. À cet effet, nous avons montré que les
courants électriques induits par l’écoulement, négligés dans la plupart des analyses
théoriques, avaient une influence stabilisatrice. Puis, nous avons confirmé, comme
Gerbeau et al. (2001), la théorie de Sele (1977) selon laquelle le roulis devient instable
pour un champ magnétique vertical trop intense.
Q
122
Nous avons, par ailleurs, mis en relief une nouvelle instabilité par laquelle l’alu
minium est aspiré par un vortex vers le haut de la cuve. Nous avons identifié les
gradients horizontaux du champ magnétique ambiant comme étant à la source de
cette instabilité, et expliqué le mécanisme de déstabilisation. Ce faisant, nous avons
ensuite démontré que, en présence d’lln champ magnétique vertical, la déviation des
courants par la déformation de l’interface était déstabilisatrice.
Finalement, nos expériences numériques nous ont permis de mieux comprendre les
instabilités dans la cuve de Hall—Héroult. Ajoutons pour terminer que, afin d’avoir
une description complète des mécanismes physiques en jeu, il resterait à inclure un
modèle de turbulence MHD tridimensionnelle dans nos équations, ainsi qu’à établir
l’équation décrivant l’instabilité seulement et ses possibles solutions analytiques, ce
qui fera l’objet d’un prochain travail.
o
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ABSTRACT
We propose a new numerical method to simulate
three-dimensional non-stationary instabilities at the
aluminium-electrolyte interface in aluminium produc
tion ceils. The algorithm uses a finite volumes second
order semi-implicit scheme and the GMRES—SSOR
technique. To solve the exact position of the interface,
we use the level set technique. We found that the in
stability occurs under the form of a roli with veloci
ties of about 5 cm/s . We show that the onset of insta
bility depends on the the background magnetic fleld’s
intensity. This is in agreement with available obser
vations on operational industrial production ceils but
also with simulations from authors using different nu
merical techniques. However, we pushed further the
developpment of the instability and found a roil period
of a few seconds whereas the kinetic energy also oscil
lates though with a much larger 60 s period. Long term
stability of this last regime is stiil an open question.
1 INTRODUCTION
Aluminium electrolysis, often referred to as alu
minium reduction or Hail—Héroult process after its in
ventors, basically consists in its extraction from alu
mina, an aluminium oxide, dissolved into molten cryo
lite. The production of 1 kg of aluminium requires ap
proximately 2 kg of alumina and 6.5 kWh of electric
ity. An intense current of the order of 400 kA is thus
carried out downward through the so-called aluminium
reduction cdl, in which the thin electrolytic bath lies
over a liquid aluminium layer. The cell is topped by
carbon anodes issuing the current and bounded at the
bottom by a large carbon cathode. Typical dimensions
are showed in Figure 1.
Multiple cells, connected together with a conductor
bus, are grouped in a large room called smeker. Be
cause of its great intensity, the electric current flowing
anode
alumina feeder
anode pole
0.3 m
tlwough the bus induces an important magnetic field
of the order of 10 mT throughout the smeker, thus ris
ing up strong magnetic forces inside the fluids. These
forces are indeed required to maintain a steady stir
ring, which redistributes supplied alumina in the elec
trolytic bath. Sometimes, these eddies become unsta
ble and result in motions of the aluminium—electrolyte
interface, hence the aluminium surface might short-
circuit the anode. Therefore, the electrolytic bath layer
must be kept thick enough to avoid this critical situ
ation. However, its conductivity is nearly i0 times
smaller than that of aluminium, so this is where the
main power losses occur. In order to make the pro
cess more effective, one would wish to make the elec
trolytic bath as thin as possible.
These magnetohydrodynamic (MHD) instabilities
have been extensively studied by several authors. By
means of linear analysis, Moreau and Ziegler [2] de
rived a dispersion relation and showed that magnetic
forces may generate large scale waves, while Sneyd
[5] showed that the stabffity of the system mostly de-
pends on the extemal magnetic field, due ta far current
sources. Potoênik [3] also performed finite volume
4m
10m
Figure 1: The aluminium reduction celi showing car-
bon anodes immersed into the electrolytic bath, itself
lying over liquid aluminium.
simulations but using the PHOENIX industrial code.
Recently, Gerbeau [13] lias also done simulations us
ing finite elements and observed the well-known metal
pad roil.
On the practical level, MI-ID instabilities are usually
avoided with using real-time control of the current
in individual anodes, therefore are seldom observed
nowadays. Besides, the physical mechanism driving
the stirring and leading to the instability remains un
known. The purpose of our work is to provide a better
understanding of them.
We focus on the largest scales of interfacial motion,
that is, the ones due to the magnetic forces, leaving
aside shear and capillarity waves. Hypothetical trig
gers include the escape of carbon dioxide bubbles re
sulting from electrolysis, current gaps in inter-anodic
channels, and horizontal currents near the interface.
2.1 Idealized System
Figure 2(a) shows a cut of the actual aluminium reduc
tion ceil with its typical dimensions. In our model, the
anodes are approximated to span over the whole top
of the ceil, the bottom cathode is assumed to be com
pletely flat, and we restrict the simulation domain to
a small horizontal portion of the ceil, as illustrated by
Figure 2(b). The latter limitation restricts the size of
the largest scales.
We do flot take into account the effects of gas bubbles
nor of thermal buoyancy forces, which are orders of
magnitude weaker than the magnetic forces.
Except for the electrical conductivity, both fiuid share
similar physical properties. Magnetic induction varia
tions propagate almost instantaiieously in the the elec
trolytic bath because of its low conductivity. Since of
the reduced size of the system, we also chose to study
the behavior fluids with a higher conductivity.
2.2 Conservation Equations
We are solving the conservation equations for incom
pressible magnetohydrodynamics ti]. The velocity
field y and the magnetic induction field B are advanced
according to the following:
momentum transport:
V.(pvv2D+pfi)pg±JxB
liquid aluminium
electrolytic bath carbon cathode
solid alumina carbon anode
(a) Actual cell.
simulation domain
(b) Idealized celi.
cm
8 cm
Figure 2: Idealization ofthe aluminium reduction ceil.
where is the dynamic viscosity, D is the strain
rate tensor whose components are given by
1 (a
D1=—+—
and J = V x B/po is the electric cuffent;
. mass conservation or incompressibility:
V. y = O;
• magnetic induction transport, which has been de
rived using Maxwell’s equations together with
Ohm’s Iaw:
—V (vB — Bv) +1V2B, (2)
where r = 1/j is the magnetic diffusivity and
directly depends on the electrical conductivity ct
of the medium.
Let’s note that initial conditions on the magnetic in
duction has to satisfy V B = O, which simply states
that there are no magnetic monopoles.
2.3 Scaling
The different transport mechanisms involved in the
(1) conservation equations act on different scales. Choos
V”
h: -,
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ing the system’s height and the magnetic forces prop
agation time as the characteristic length and time, we
obtain the following non-dimensioned equations from
(1) and (2):
dpv
= •
-D+p’) — P—Po +JxB
1
— —V (vB
— 3v) + — V-B,Lu
wherep’ is the variation from hydrostatic pressure and
the dimensionless numbers are explained in Table 1,
with the related characteristic times in Table 2.
Number Meaning Value
froude (Fr) fg/fu 2 X 10’
Reynolds (Re) t/r i03
Lundqvist (Lu) t1/t 1, 10_2
Table 1: Dimensionless numbers of the simulated sys
tem. The first Lundqvist number refers to aluminium,
while the second applies to the electrolytic bath. The
characteristic times T5, t, tv and f1 are defined in Ta-
Mechanism Characteristic time
magnetic diffusion ‘r1 L2/
buoyancy fg = pL/zpg
magnetic force = /p L/]o B0
inertia = L/U
viscous forces (turbulent) TV = L2/v
Table 2: Definitions for the characteristic times of the
ansport mechanisms. The ratio of the mass density
difference P = Pa — Pe in the mass of the electrolytic
bath Pe is about 9 %. The latter is has been chosen as
the reference density.
2.4 Boundary Conditions
The boundary conditions on the velocity field are given
Va = 0,
namely soiid walis with no slip.
Following Descloux et al. [6], we assume that there is
no current disturbance on the cell’s wails, i.e. V x b =
0, where b B
— B0, and B0 comprises the back
ground magnetic fleid, due in distant currents, and
the field induced by the local steady vertical current.
3 NuMERIcAL M0DEL
3.1 Spatial Discretization
This condition is satisfied by the following stronger as
sumption, which is the boundary condition we use:
and
C
C
hie 2.
In order to end up with an exact projection without grid
decoupling, we chose to define the discretized vector
and scalar fields on staggered grids, as shown in Fig
ure 3.
Figure 3: Staggered grids control volume. Scalar
quantities are defined at the center of the volume, while
primary vectors (v,B) are defined on the center of the
faces. Vectors that are computed from the curi of the
latter are defined on the middle of the edges.
Ail discrete derivatives are second order centered
3.2 Finite Volumes Method
Adapting the method described by Ferziger and Perié
[14], aIl previously stated time evolution equations are
written in the following form:
=
where f is the density of a generic transported quan
tity, Qf is the production rate of f, and Jf is the current
of f. Integrating over a control volume ‘1/ and normal
izing by its volume V = AAyz resuits in
(3)
a’v
by
Xwhere denotes spatial averaging over the control vol
ume. In the case of a rectangular volume, the last inte
gral may be written as
1-jyJf.da
where denotes the spatial average of the kth com
ponent of Jf over the surface with normal ±î, as il
lustrated by Figure 4.
Figure 4: Two-dimensional illustration of the finite
volumes method.
Denoting the averaging operators along each axis by
9v! and the reconstruction operators hy R1 =
I
=
1
= 9vf we may rewrite (3) as
a_f
____________
—
____________
—
__
Then, assuming that operators against different axes
commute, let’s apply reconstruction R1R to the last
equation:
af R1(J—J) R1(].—.17)
&
-
- R1(J:Jz) (4)
Using this formulation allows avoiding the unwanted
numerical diffusion due to the successive application
of the discretized versions of the averaging and recon
struction operators, while keeping the flux ternis in a
physically meaningful form.
Standard third order reconstruction stencils are con
slructed in a manner similar to that descrihed in [9j
for a regular grid. Without any flux control, the formu
lation shown in (4) is thus equivalent to discretizing
the divergence operator with fourth order finite differ
3.3 Time Marching Scheme
Since we are tracking waves, we have adopted a stable
non-dispersive second order Adams—Bashforth (AB2)
scheme:
J(fl_I)=f(n)+Aj { [af](I)1 [af1(h1_l)}
to advance ail but the diffusion ternis which are im
plicitly solved with a backward Euler (BE) scheme:
a (n±I)f(I)
=f±At []
so that boundary conditions are properly applied, al
lowing in the same time large diffusivity coefficients,
such as the actual inverse Lundqvist numbers. We use
the generalized minimal residuals (GMRES) precon
ditioned with the symmetric successive overrelaxation
(SSOR) method from the Petsc [151 library as the im
plicit solver.
4 LEvEL SET FoRMuLATIoN
4.1 Overview of the method
Let Q be the spatial domain where liquid aluminium is
present. Then, Ø(r) > O for all r E Q, while Ø(r) = O
defines the boundary Q and (r) <O elsewhere.
Therefore, we can compute the value of any fluid
dependant physical property in the fotlowing manner:
prrH() pa*{1M(ø)] Pc
where the mass density p lias been chosen to illustrate
the idea, the subscripts a and e referring to aluminium
Following [7], we define a level set function Ø(r)
whose purpose is to implicitty define the position of
the interface between the two fiuids, as shown in Fig
ure 5. Let’s mention that this technique is particularly
well suitable for including surface tension effects.
phi.
C
Figure 5: Example of usage of the level set function
ences.
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and electrolytic bath respectively, and
ifØ>0
O otherwise
is the usual Heavyside function. Since the interface is
subject to advection by the velocity field, the level set
function has to be transported according to
-V.(vØ).
which ensures that the zero-level of Ø will move at a
velocity V
4.2 Discretization
A smooth volume-preserving discretization of (5) is
provided by
1 ifØ>e
O ifØ<e
[i + + sin otlerwise
where e is the transition Iength, i.e. the width of the in
terface (see Figure 6. The sigu function is accordingly
discretized:
sign(Ø) = 2H(Ø) — 1.
derivatives aiid a second order Runge—Kutta time step
ping scheme. The parameter T is an artificial time vari
able, while sign(x) isjustthe sign ofxor zero whenx(5) is nuli. The purpose of sign(Øo) in (7) is flot to modify
the zero-level, while making Ø a signed distance func
tion. Even though the exact resolution preserves the
position of the interface, the discretized form might not
conserve the volume enclosed by Ø = 0. This problem
is addressed in [12] with a variational approach, in
volving an additional step to after solving (7) over an
“ artificiai time Iength t, which consists in adding the
following correction to the newly computed Ø:
ArXH(Øo) VØ,
where H is simply the derivative ofHE, and
f H@o)ØØ0
f [Hpo)]2 IvØ0 dv
where the integral is taken over a unit control volume.
S ALG0RITHM
Ail variables are advanced using the following algo
rithm:
1. advance the level set function Ø with AB2;
2. advance the momentum pv partially with AB2
(omitting the viscous term and the pressure gra
dient);
3. implicitly solve for the viscous terni with 3E;
Figure 6: Smooth volume-preserving discretization of
the Heavyside function.
Since (6) comprises no diffusion term, Ø will eventu
aliy become pretty rippled with overvalued derivatives
and lead to mistransport ofthe interface. To overcome
this difficulty, Ø is chosen to be locally kept as a signed
distance function around the interface, that is
au)
sign(Øo) (1 — ‘Vo).
O is solved iteratively after each time step with initialcondition ç = øo, using second order ENO spatial
4. make the Hodge—Helmoltz projection of the ve
locity field y into the space of solenoidal fieids
(GIvifiES);
5. advance the magnetic induction B partially with
AB2 (omitting the diffusion term);
6. implicitly solve for maglietic diffusion with 3E;
7. project B into the space of solenoidal fields (GM
RES).
We stress the fact that even though evolving (2) from
initial conditions with zero divergence wilI preserve
this property, it may not remain so while evolving the
discretized equation. Therefore, step 7 bas been ex
plicitiy appended to the algorithm, as suggested by
LeVeque [10]. We have indeed mn tests without this
(7) projection, which revealed the divergence of B to be
10 times larger than when using the projection. More
over, it caused the magnetic energy to grow unexpect
edly. This problem has been fixed by using step 7.
11(Ø)
—
_--_
HE(Ø)
L4
E
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6 SIMuLATIoN RESULTS
6.1 Initial conditions
Simulations were performed using nuil initial velocity
and no marnetic induction disturbance, with a sinu
soidal interface shape along the ï axis, as depicted in
Figure 7(a). We used a 5 x l0 time step, and a grid
with a 32 x 32 x 32 reso]ution. The same simulations
were also performed using a doubled resolution and
yielded the same resuhs.
6.2 Metai Pad Roi! Regime
Let’s consider the simulation with a 32 mT back
ground magnetic induction. Ffrst, we observed a few
straight oscillations of the interface, driven by gravita
tional forces, with a 3.75 s period. Then a lateral mo
tion of the interface, due to the magnetic forces takes
place: this is the metal pad roil (see [4J), observed in
operational aluminium reduction ceils. Figure 7 illus
trates this behavior after a 47.8 s offset. As expected,
the roil frequency is the same as in the gravity-driven
state. A kinetic energy plot is shown in Figure 8. The
decay of the curve is due to dissipation by viscosity
forces as weIl as by transfer to magnetic energy, which
is in tum dissipated by means of magnetic diffusion.
During this roB regime, the velocity was about
2.5 cm/s, which is around the lower bound of what is
actually observed in aluminium reduction ceils, while
the magnetic induction and the current disturbances
were of about 5 % of background and 2 times that im
posed respectively.
Multiples runs were taken upon varying the intensity
of the background magnetic field Bo. Depending on
its value, the metal pad roli either:
• damped off (weak B0);
• lead to instability (strong B0);
• entered a transitional vortex transport state (inter
mediate B0 strength).
6.3 Vortex Transport Regime
When the background magnetic fleld’s magnitude lies
within a critical range around 50 mT. instead of damp
ing or becoming unstable, the metal pad roil tums into
a different regime in which a small vortex is slowly
transpoiÏed around the ceil, with a period of approx
imately 60 s. Figure 9 shows the evolution of the ki
Figure 7: Stable metal pad roli with period of about
3.75 s. The z-scale bas been amplified 12 times to
make the interface shape changes more apparent. After
4 s, the interface is tilted the same way as in its initial
state, with decreased amplitude.
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Figure 8: Evolution of the kinetic energy during the
metal pad roil, showing the approximate 3.75 s peHod.
Valleys correspond to states shown in Figures 7(a)
and 7(c).
(a) initial tirne (b) after 0.9 s
(47.8 s)
(c) after 1.8 s (d) after2.$ s
Roil Kïnetic Energy (mJ)
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netic energy during this regime. The dashed une, plot
ted from resuits of a simulation flot using the projec
tion of the magnetic induction into solenoidal fields
(step 7 of algorithm), shows a behavior different from
that obtained when using the complete algorithm. This
shows that to properly simulate the vortex transport,
we need now a scheme that ensures V B = O exactly.
Vortex Kinetic Energy (m.J)
60 —
I’
I’
I’
I’
40—
I I
I /
I,
20 —
0-
I I I I I
40 60 80 100 120 110 160 180
lime (s)
Figure 9: Evolution of the ldnetic energy during the
vortex transport state, showing a much longer period
than that of the metal pad roil. The dashed une was
obtained when not using the magnetic induction pro
jection. Comparison to figure $ emphasizes the time
scale difference with the metal pad roli.
The computed velocities average around 15 cm/s,
which is the same order as that usuafly observed stable
cells. The magnetic induction disturbance had a mag
nitude over 10 % of the background value, while the
current disturbance intensity was around 8 times the
imposed current. These values have not been observed
in actual aluminium reduction celis, since the process
is usuatly stopped as soon as the metat pad roll begins.
7 CoNcLusioNs AND OPEN
QUESTIONS
We are currently investigating mis wave-]ike behavior,
which lias flot been the subject of any research yet.
It seems to constitute a transition to a turbulent state.
Wether it is stable or it will damp away after a transient
time is an open question.
We have observed that straight oscillations of the metal
pad tend to tum into a regular roll, which either damps,
becomes instable, or lead to a vortex transport state,
depending on the magnitude cf the background mag
netic field.
We also argued that using an improper numerical
scheme may lead to quantitatively inexact description
of the vortex transport regime. To impose a numer
ically null divergence cf the magnetic induction, we
are currently working towards a formulation cf the
equations in terms cf the magnetic vector potential,
such that the foflowing discretized equations will im
plicitely en sure V B = 0.
future developments will aise include:
• better understanding the mechanism of vortex en
ergy transfer;
• investigating the more reahstic turbulent stirring
in a stable aluminium reduction cell.
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